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ABSTRACT
Sleep problems afflict millions world-over. Treating this has been difficult
because there is no consensus definition for “normal” sleep. People can vary in their
personal sleep need, but the determinants of variation in sleep duration are largely
unknown, as is the criteria to determine how much variation is normal. Given that most
diurnal mammals (including primates) appear to sleep from sunset to sunrise, the leading
explanation for sleep pathology in the post-industrial world has been that electronics,
especially light illuminating devices, substantially reduce sleep duration. This assertion
has heretofore only been tested experimentally.
This research aims to resolve this issue by testing a proposed tradeoff model of
sleep duration: individuals can decide when and how much time they want to invest in
sleep versus other types of activity, depending on the relative costs and benefits to each.
The specific alternative behaviors hypothesized in this dissertation are that sleep
inhibition becomes adaptive when 1) food scarcity creates a sufficiently high opportunity
cost for nighttime food acquisition and 2) dangerous environments incentivize
maintenance of higher nighttime vigilance.
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To test these hypotheses in an evolutionarily informative ecology, research was
conducted within small-scale subsistence (humans) populations: Hadza of Tanzania, San
of Namibia, and primarily, Tsimane in Bolivia. Using the validated method of sleep
accelerometry, sleep was recorded in free living conditions. To supplement this data,
structured interviews were designed to measure nighttime behavioral profile, nighttime
hunger, and sleep interruption.
In all three study populations, sleep durations (5.-7.1h / night) closely resembled
one another and even the typical rates observed in post-industrial societies. Among
Tsimane, during periods of food scarcity, nighttime food production is significantly more
common, but associated with severely shortened sleep duration. Tsimane also wake
during the night due to unpredictable causes, especially when they sleep in houses
lacking walls. Analyses suggest that these people may be going to be earlier and spending
longer in bed to buffer total sleep against any possible sleep interruptions. Together, I
hope that this research can create a foundation for studying sleep as a highly flexible
phenotype (behavior), optimized against important but highly variable alternatives.
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Chapter 1

Introduction

2
Insufficient sleep afflicts a large percentage of the population in the US and worldwide,
from school-age children to senior citizens (Knutson et al., 2010). When this trend began is
disputed, but it clearly continues today, despite the myriad observations of various negative
consequences associated with insufficient sleep, such as less positive affect, reduced cognitive
capacity, reduced productivity, slowed reaction time, increased risk of automobile accident,
reduced immunocapacity (Bonnet, 2000), increase in rates of infectious diseases, such as
pneumonia (Patel et al., 2012), increased long-term risk of cardiovascular disease (Cappuccio et
al., 2011), and even death (Kripke et al., 2002). The evidence linking these negative outcomes to
poor sleep is so copious that sleep has now become a popular topic for research in the field of
public health, with the broader goal being to find a way to explain, understand, and subsequently
manage this pattern to improve public health (Colten and Altevogt, 2006).
A leading hypothesis explaining the high rates of short sleep observed has been that
technology, including cellphones, computers, and the internet, create a distraction that keep
people awake late into the night when they would otherwise be sleeping (Stepanski and Wyatt,
2003). The inhibitory effect of blue light exposure on circadian rhythms and melatonin
production is well established (Dijk and Archer, 2009). Taking a more historical perspective,
though, the worst inhibitor of sleep has long been considered to be electronic lights (Roenneberg
et al., 2012); the expectation has been that absent all electricity, normal human sleep patterns
would more closely resemble those of most diurnal primates, including chimpanzees, who
typically nest around dusk, only to rise around dawn (Anderson, 2000). Evaluated against this
baseline, the 6-8 hours of sleep per night commonly observed in the US and Europe would reflect
a substantial reduction in normal sleep duration (Roenneberg et al., 2012).
Early empirical tests of this hypothesis presented some counter-evidence to this
hypothesis. An early study of sleep in a non-Western population using sleep diaries to measure
sleep found that rural Egyptian farmers, who lacked electricity, did not sleep significantly more
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(or less) than their counterparts in Cairo (though the rural sample did sleep earlier in the evening
and wake earlier in the morning) (Worthman and Brown, 2013). Self-reported sleep measures
appear to be highly inaccurate and subject to bias, however. In pursuit of a precise, objective
characterization of sleep in a non-electric population, another study found that in a rural Haitian
village, people averaged 7.0 hours of objectively measured sleep per night (Knutson, 2014). The
application of this finding has been difficult, however, because these populations may or may not
accurately reflect “normal” human sleep. The largest impasse to understanding human sleep is
that the definition of “normal” sleep is amorphous and inconsistent.
One largely unspoken but often implied definition for “normal” sleep is the specific
pattern of sleep duration and timing that early Homo sapiens evolved (before the proliferation of
modern technology). In this regard, some studies have utilized fully controlled (and exclusively
artificial) light, temperature, and noise conditions to study ad libitum sleep patterns, finding that
people slept 7-14h per night and followed variable circadian rhythms in an experimental
environment. In all cases, circadian cycle lengths were over 24h, in some cases even as long as
37h (Weitzmen, 1981). This showed some predisposition to sleep at least 7 hours per night, and
was interpreted as support for the hypothesis that people need far more sleep each night than
Americans typically do. However, these studies utilized highly manipulated conditions to
examine biological mechanisms, and do not necessarily reflect any kind of behavioral normal in a
natural environment; outside of experimental contexts, people clearly follow 24-hour circadian
rhythms, using various environmental cues as zeitgebers, so the sleep patterns observed in this
study have limited applicability (Czeisler et al., 1981). Even if biological machinery follows a
particular pattern in an experimentally controlled environment, in any real-world environment,
sleep patterns would take a more ecologically prudent form. For this reason, studies of naturalistic
sleep benefit from focusing on populations lacking electronics and living in subsistence
economies, to best identify how elements of the natural environment drive variation in sleep.
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To date, anthropology and behavioral ecology studies have rarely focused on sleep.
While the impact of sleep on health is well established, the impact of sleep on human adaptation
is less well studied and has been generally assumed to be relatively limited. Instead, most studies
on sleep to date have come from other fields, and have primarily treated sleep as a physiological
process/ state of consciousness, rather than a behavior (Hobson, 2005). Situating sleep in a
naturalistic ecology requires a shift in approach to the study of sleep. Underlying the specific
aims and topics of analysis in this dissertation are 2 broader goals targeted towards addressing
this gap in sleep theory: 1) to situate human sleep in an ecological context both empirically and
theoretically, and 2) implement methods and perspectives from anthropology and behavioral
ecology to create a theoretical foundation for understanding and studying sleep as a behavior.
Behavior is the most flexible and contextually dependent phenotype that an individual can
display, so the approach to sleep implemented here treats it as a reaction norm rather than a
process with a single normatively “correct” profile (i.e. 7-9 hours per night).
In order to situate sleep in a naturalistic ecology, we aim to characterize existing variation
in free-living people in small-scale, subsistence populations as a way to improve extrapolative
models of “normal” human sleep. Just measuring sleep in vastly different types of environmental
conditions improves simple descriptive models of modern human sleep patterns. Post-industrial
populations worldwide share several environmental factors that likely influence sleep, beyond the
presence of electricity. People in such populations typically sleep in relatively warm, safe, quiet,
dark sleeping spaces, all factors that are linked to improved sleep. Even in densely populated
urban centers with bright lights and loud ambient noise levels, sleeping sites still at least allow for
some degree of insulation from ambient temperature fluctuation, solar light, and predators (social
effects of urban life on sleep, such as high crime rates, has yet to be determined, but may in some
ways be similar to the threat posed by nearby predators). These post-industrial populations are all
post-demographic transition, and display very low fertility rates relative to populations that lack
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contraception. Parental sleep is very clearly impacted substantially by the presence of infants and
small children, so having a small family size would also likely improve sleep in these
populations.
The study populations in Egypt (Worthman and Brown, 2013) and Haiti (Knutson, 2014)
from the aforementioned papers differ markedly from these conditions, but it is possible that
these populations have other types of historical, economic, or political influences that make their
typical sleep patterns less likely to resemble those of early humans. Work in market economies
constitutes a social connection, which contributes to the establishment of clear norms and
expectations regarding work schedules, creating a rigid socially-imposed limit on sleep patterns
(Biddle, 1989). This includes work on larger agrarian farms, raising cash crops (Worthman and
Melby, 2002). By contrast, in subsistence economies, including smaller-scale horticulture, work
is much more strongly determined by personal needs and local conditions (Worthman and Melby,
2002). Social pressures may still be a factor in determining work schedules, but clearly not in the
same way as it is in market economies.
Sleep does not fossilize, so we cannot know exactly what sleep during early human
evolution looked like. Studies of mammalian sleep patterns as a function of physiological
features, such as body size, have produced inconsistent and unclear results (Siegel, 2009). We can
be fairly certain, though, that none of discussed aspects of post-industrial populations would have
impacted sleep during the evolution of early Homo sapiens. There are only a handful of
populations today that resemble the lifeways of early humans with regard to economics, fertility
rates, health profiles, and technological proliferation. Those that do even tend to differ in these
aspects well, but often at very low rates that allow for intra-population comparison. In
consideration of these issues, this dissertation focuses primarily on the Tsimane hunterhorticulturalists of Bolivia, and secondarily on Hadza and San hunter-gatherers of Tanzania and
Namibia, respectively. The Hadza and San populations are introduced in Chapter 2 in more detail,
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but Tsimane feature prominently in all three chapters. This merits more in-depth detail in
introducing this population in particular.
By no means can it be assumed that sleep patterns hundreds (or even just tens) of
thousands of years ago would have resembled those of the Tsimane, but they can be a very
informative population to address these issues nonetheless. Since the Tsimane environment does
resemble that of early humans, at least in the dimensions specified, they do still represent the
opposite end of the spectrum of variation for human sleep conditions extant today. There are two
pathways by which research in Tsimane communities provide unique insights to the study of
sleep. 1) Any similarities in sleep patterns shared between Tsimane and people in post-industrial
populations must reflect a very strongly conserved facet of sleep dynamics, and likely would have
been the same long ago. 2) By studying how variation within the Tsimane environment affects
variation in Tsimane sleep, we can better explain any differences in sleep patterns between
Tsimane and people in post-industrial populations. These types of insights also support the
formation of better-informed extrapolative models of sleep patterns during early hominin
evolution (based on relatively well-understood facets of socio-ecological conditions in the
Pleistocene).
There are a handful of caveats specific to research conducted among Tsimane that should
add further reason to apply findings from these studies in a careful and precise manner. Tsimane
live in a riverine tropical environment in Bolivia, replete with an enormous density of infectious
disease-causing pathogens, including giardia, ascaris, and many other helminths (Blackwell et al.,
2015). People suffer from GI and upper-respiratory infection at very high frequencies throughout
their lives, and display a unique immunological and inflammatory profile as a result (Blackwell et
al., 2015). This type of disease burden is very likely much heavier than that faced by early
humans living in a relatively dry savannah environment in eastern or southern Africa (Walker et
al., 2006). Infectious disease likely affects sleep, but that exact effect is unclear for people living
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in conditions like this. For the sake of this research, the best that can be done for now is 1) assess
the effect of illness on sleep, 2) control for illness as necessary, and/ or 3) simply removing sick
subjects from analysis. The third is most directly used here, since individuals who reported being
sufficiently sick so as to inhibit their normal daily activities were excluded from sampling, though
this occurred very infrequently. In the future, having a study sample that is heterogeneous with
regard to health will be highly utilitarian for the sake of studying the impact of illness on sleep,
but this is another question for future research.
Despite a subsistence lifestyle, largely independent of market integration and social
division of labor, Tsimane rely heavily on horticultural food production using domesticated crops.
As a result, it is possible that they have better food security in terms of total calories than pure
hunter-gatherers pre-crop domestication, though this is still a debated issue, as is the precise value
of protein in the diet (which may be a higher percentage of the diet in hunter-gatherer groups).
Further, the hunter-horticulturalist lifestyle involves substantial variation in food availability and
physical activity levels by season, which may differ in meaningful ways from the corresponding
seasonal variation in hunter-gatherers. The impact of seasonality and subsistence strategy on
sleep are very interesting topics, but go beyond the scope of this dissertation. Such analyses will
likely benefit from building on the groundwork laid in the three chapters included here.
Perhaps related to their greater caloric availability and reliability, Tsimane fertility is
typically around 9 children per woman, which is likely far higher than in early humans (note: this
is before accounting for childhood mortality rates). Hunter-gatherers today, such as the Hadza,
have a lower average fertility of about 5.5-6.7 (Blurton-Jones, 2016). In both populations (and
others like them), though, adults care for many small children, and women nurse infants for much
of their reproductive life history phase (from the age of menarche until the age of menopause)
(Gurven, 2012). The effect that nursing children of different ages has on parental sleep is another
important question for future research.
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The opportunity cost model to sleep regulation implements a novel approach to studying
sleep as a behavior. Analyses in this dissertation provide first tests of many common assertions
about the nature of human sleep, but also provide first tests of the proposed model of sleep
regulation. Each study relies primarily on naturalistic observation and secondarily on interview
data to 1) describe sleep patterns in small-scale, subsistence populations and 2) investigate socioecological predictors of variation in sleep patterns within the Tsimane population. Chapter 2
characterizes sleep patterns in three independent small-scale societies to test the hypothesis that
sleep in modern post-industrial societies reflect a pathological and chronic reduction in sleep (it
does not). Chapter 3 tests the hypothesis that productivity from nighttime activity constitutes an
important opportunity cost to sleep that motivates sleep inhibition in specific circumstances.
Chapter 4 tests the hypothesis that nighttime vigilance is an important opportunity cost to sleep
during the night, but that sleep patterns can be adjusted to compensate for unpredictable sleep
interruptions so as to avoid any change in average sleep duration. Together, I aim to demonstrate
that the proposed model of sleep regulation can be a useful tool for future research, explaining
why people are so often motivated to compromise their sleep and eventually perhaps
accommodating many of the currently unexplained observations of sleep patterns in free-living
populations world-wide.
Chapter 2: Natural sleep and its seasonal variations in three pre-industrial societies (Yetish et
al., Current Biology, 2015)
There are very few populations today that continue to practice “traditional” subsistence
patterns, free of technological and market forces. Of those that remain, all appear to be
undergoing integrative transitions in some capacity. Given the caveats involved in studying sleep
in any singular population, a strong foundation for describing sleep patterns can be best
established using a cross-population comparative framework. The second chapter of this
dissertation aims to provide a rich comparative description of sleep duration and timing among
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healthy Tsimane adults, but also healthy adult Hadza hunter-gatherers in Tanzania and San
hunter-gatherers in Namibia.
This chapter also aims to describe how the timing of nightly sleep corresponds to solar
light cycles and circadian rhythms in ambient temperature. In so doing, it reports that sleep onset
time (time of sleep initiation) is far more variable than sleep offset time (time of sleep
termination). In a sub-sample of Tsimane and San, this study addresses the degree of seasonal
variation in typical sleep patterns between “summer” and “winter” months. To further complete
the description of sleep in these populations, rates of napping and insomnia are calculated and
reported.
In this analysis, mean population-level averages among all three study samples closely
resembled one another; the significance of this chapter is that it clearly establishes that humans
are regularly initiating sleep several hours after sunset, sleeping 5.7-7.1 hours per night, napping
at low rates, and suffering insomnia at much lower rates than those reported in the US. By
providing summary measures of sleep in three subsistence populations all-together, consistent
methodology is ensured, making the similarities in patterning found a more robust finding.
Similarities among all three study populations (and post-industrial populations as well) suggest
that (long-term) average sleep duration may be an evolutionarily conserved trait. Refuting the
established assumption of post-industrial sleep patterns reflecting a pathological reduction in
sleep duration, this paper advocates for a new foundational assertion regarding typical sleep
patterns, and raises many new questions regarding regulators of sleep in these populations.
Chapter 3: Opportunity costs from potential nighttime activities trade off against time
allocated to sleep behavior among Tsimane hunter-horticulturalists (unpublished manuscript)
Contrary to the original assumption that people lacking electricity go to bed around
sunset, Chapter 2 showed that people regularly stay up well past sunset. This raises the very broad
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question of what people are doing at night. Given the behavioral nature of this question, Chapter
3 implements the concept of opportunity costs to explain nighttime activity, its impact on sleep,
and provide somewhat of an explanation for why such activities were conducted at night instead
of during the day.
Normal nighttime activity patterns from an expanded Tsimane sample are provided, in
addition to presentation of a handful of uncommon but important nighttime activities, such as
those that directly produce food. These activities are categorized according to general principles,
i.e., housework, social visits, food acquisition, so as to improve statistical power in studying
uncommon but similar events in terms of energetic cost profile, location (in-home vs. out of
home), and productivity. Different categories of activity are associated with different sleep
timings and duration.
Food productive activity at night has by far the largest inhibitory effect on sleep of any
observed. The incidence of food productive activity at night is predicted from family size, lack of
food in the home, and nighttime hunger levels. Subject reported explanations for why they
conducted such activities at night instead of earlier that day or waiting until the next day are also
provided. Results found support the usage of an opportunity cost model of sleep, at least as they
pertain to the tradeoffs between hunger, food-production, and sleep.
Chapter 4: Longer time in bed insulates Tsimane sleep duration against unpredictable sleep
interruptions: assessing the effect of having walls on sleep duration and interruptions among
indigenous Amazonians (unpublished manuscript)
Where Chapter 3 discusses food productive activities as the main opportunity cost of
sleep of interest, Chapter 4 looks at reduced vigilance as the primary opportunity cost to sleep of
interest. Across the animal kingdom, sleep is associated with having an increased arousal
threshold and reduced responsivity (McNamara, Barton, and Nunn, 2009). Given the danger
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inherent to living in a natural ecology (one marked by very close proximity to local flora and
fauna), animals very often find special sleeping spaces to maintain safety throughout the night
(Lima et al., 2005). Many non-human primates, including chimpanzees, nest in trees (Stewart and
Pruetz, 2013).
The move to sleeping terrestrially is considered an important shift in human ecology
(Koops et al., 2012). While people living in post-industrial societies can rely on technologically
advanced construction materials to protect themselves from natural threats, the tools available to
Tsimane are markedly less effective in insulating sleeping sites. Even within the Tsimane
population, there is variation in house construction, where some live in houses with walls, while
other live in houses with a roof but no walls or incomplete walls. For Tsimane, house type is not
associated with age, sex, family size, or any other marker related to sleep. Ethnographically,
reports indicate that homes must be rebuilt every few years, but most people do eventually build
walls on their homes, suggesting that a lack of walls is only a temporary facet of a family’s
sleeping conditions.
Chapter 4 relies on the variation in walls to represent degree of exposure, and thus serve
as a proxy for danger during sleep in analyzing the effect of danger on sleep. Exposure in a
sleeping site does not necessarily imply greater danger every night, but it is predicted that the
variation in danger experienced by people in exposed sleeping sites is greater than the variation in
danger experienced by people in more insulated sleeping sites. The other fundamental assumption
of this analysis is that in the presence of real or perceived danger, people have the capacity and
predisposition to inhibit sleep.
This chapter shows how greater exposure leads to higher rates of sleep interruption, and
more variable sleeping patterns from night-to-night within an individual. A pattern of highly
variable risk from night-to-night is interpreted to reflect reduced vigilance having a highly
variable opportunity cost. Presumably, an environment of higher exposure is more representative
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of the environment in which early humans slept, so the smaller night-to-night variation in sleep
for individuals in fully walled homes may crystalize as a secular change in sleep patterns for
populations where people regularly sleep in more insulated sites.
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SUMMARY

How did humans sleep before the modern era? Because the tools to measure sleep under natural conditions
were developed long after the invention of the electric devices suspected of delaying and reducing sleep, we
investigated sleep in three preindustrial societies [1–3]. We find that all three show similar sleep organization,
suggesting that they express core human sleep patterns, most likely characteristic of pre-modern era Homo
sapiens. Sleep periods, the times from onset to offset, averaged 6.9–8.5 hr, with sleep durations of 5.7–7.1
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hr, amounts near the low end of those industrial societies [4–7]. There was a difference of nearly 1 hr between
summer and winter sleep. Daily variation in sleep duration was strongly linked to time of onset, rather than
offset. None of these groups began sleep near sunset, onset occurring, on average, 3.3 hr after sunset.
Awakening was usually before sunrise. The sleep period consistently occurred during the nighttime period
of falling environmental temperature, was not interrupted by extended periods of waking, and terminated,
with vasoconstriction, near the nadir of daily ambient temperature. The daily cycle of temperature change,
largely eliminated from modern sleep environments, may be a potent natural regulator of sleep. Light
exposure was maximal in the morning and greatly decreased at noon, indicating that all three groups seek
shade at midday and that light activation of the suprachiasmatic nucleus is maximal in the morning. Napping
occurred on <7% of days in winter and <22% of days in summer. Mimicking aspects of the natural
environment might be effective in treating certain modern sleep disorders.
RESULTS

It has been argued that the invention of the electric light, followed by the development of television, the Internet, and related
technologies, along with increased caffeine usage, has greatly shortened sleep duration from ‘‘natural’’ levels and disrupted
its evolved timing. The purported reduction in sleep duration has been linked to obesity, mood disorders, and a host of other
physical

and

mental

illnesses

thought

to

have

increased

recently

(http://www.healthypeople.gov/2020/topicsobjectives/topic/sleep-health#eight), although complaints about reduced sleep
time in the ‘‘modern world’’ were made at least as far back as the 1880s [8, 9].
In the current paper, we examine sleep duration, timing, and relation to natural light, ambient temperature, and seasons in
three preindustrial human societies (Figure 1A). The Hadza live in northern Tanzania, 2 south of the equator, in woodlandsavannah habitats around Lake Eyasi. The Hadza in this study were wholly dependent on hunting and gathering each day for
wild foods. Until the recent past, the Kalahari San were also nomadic hunter-gatherers. The Ju/’hoansi (Ju/’hoan language
group) San that we studied live in the Den/ui village, 20 south of the equator, are currently not migratory, but they are isolated
from surrounding villages and continue to live as hunter-gatherers. Genetic studies indicate that the Kalahari San genome is
the most variable of those yet sequenced, being much more variable within this group than in the descendants of the small
groups that migrated out of Africa to populate Europe, Asia, and the Americas [2]. The Tsimane, living near the furthest
reaches of the human migration out of Africa, close to the Maniqui River in Bolivia and 15 south of the equator, are hunterhorticulturalists. Extensive health studies of the Tsimane have found that although child mortality is higher than in ‘‘modern’’
societies, largely due to infectious diseases, adults have lower levels of blood pressure and atherosclerosis and higher levels
of physical fitness than industrial populations [10]. Many live into their 60s, 70s, 80s, and beyond. Similar health findings
have been reported among Hadza [1, 11] and San [12, 13].
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Figure 1. Recording Sites and Representative
Actograms
(A)

Location of recording sites (left to right:

Tsimane, San, and Hadza).
(B)

Representative

Actograms

from

Hadza,

Tsimane, and San subjects (the bottom two sets show
the same San participant in summer [upper set] and
winter [lower set]). Sleep onset time is highly variable
and occurred several hours after sunset in all groups.
Awakening time was relatively regular and occurred
before sunrise, except in the San in summer. Naps may
have occurred on up to 7% of days in winter and up to
22% of days in summer. Extended periods of nocturnal
waking were rare. Yellow, log plot of light level; red,
1 min intervals with movement; black, number of
movements in each 1 min interval; light blue,
Actogram-scored rest; and dark blue, Actogramscored
sleep period. Sleep period, defined as the interval
between sleep onset and offset, is greater than sleep
time, defined as the sleep period minus waking after
sleep onset (WASO). Sleep efficiency (sleep time
divided by ‘‘bed’’ time) was between 81% and 86%,
similar to that in industrial populations. See Table S1).

In these societies, electricity and its associated lighting and entertainment distractions are absent, as are cooling and heating
systems. Individuals are exposed, from birth, to sunlight and a continuous seasonal and daily variation in temperature within
the thermoneutral range for much of the daylight period, but above thermoneutral temperatures in the afternoon and below
thermoneutrality at night. By examining three such groups in two continents over long periods of time, we were able to evaluate
common elements and differences that provide insights into the nature of human sleep under natural conditions.

Sleep Duration
Sleep time in the Hadza, San, and Tsimane groups (Figure 1B) was similar, between 5.7 and 7.1 hr, with the sleep period
duration (time between sleep onset and offset) of from 6.9 to 8.5 hr (Table S1). Sleep parameters were determined with
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Actiwatch-2 devices, which have been extensively validated with polysomnography (Figure 1B; see the Supplemental
Experimental Procedures). The SD of sleep onset times exceeded the SD of sleep offset times in all San individuals (N = 27,
p = 7.4E-5, binomial test) and in all Tsimane individuals (N = 45, p = 2.0E-08), with a similar trend in the more limited dataset
from the Hadza. Therefore, sleep duration was much more strongly correlated with sleep onset time than with sleep offset time
in both summer and winter. Sleep onset and offset times were very weakly correlated with each other (Table S1).

BMI
Mean body mass indices (BMIs) of the three groups were between 18.3 and 26.2 (Table S2), with none of the participants
having BMIs >30, in keeping with prior anthropological observations of a lack of obesity in these populations [11].
Summer versus Winter Durations
The Tsimane and San live far enough south of the equator to have substantial seasonal changes in day length and temperature.
Tsimane participants recorded in the winter slept 56 min longer than those in summer (Figure 2A) (t = 2.1, degrees of freedom
[df] = 19, p = 0.05). In the San, we recorded the same group of 13 participants in winter and summer. Sleep times in the winter
were longer than in the summer by an average of 53 min (Figure 2B and Table S2) (t = 3.7, df = 20, p = 0.001).

Napping
It has long been known that ‘‘modern’’ humans experience an extended dip in midafternoon alertness, which is not due to food
intake [14, 15]. It has been speculated that under ‘‘natural’’
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Figure 2. Seasonal Effects on Sleep
(A)

Sleep duration decreased from winter to summer. (Note that the Hadza,San, and Tsimane live in the southern hemisphere.) The Tsimane data

were from six separate groups recorded over the 4-month period. Each group consisted of seven to 12 individuals recorded for 7 days. A parallel study in
the San recorded from ten individuals, each for 21 days in May–June. An additional five San individuals were recorded for 11 days in August, and 13 of
the initial 15 were recorded for 28 days in Jan–February of the next year (two of the original ten participants had migrated out of Den/ui).
(B)

Change in sleep onset and offset times across the seasons. The same Sanindividuals were sampled for a 28-day period in summer and a 21-

day period in winter (a total of 1,260 sleep onsets and offsets). Note the much later sleep onset in the summer and the later wake onset in the summer
relative to winter, despite the shorter sleep times. Bin size is 0.4 hr (24 min). The blue vertical line marks solar noon.

conditions, a nap would occur during this period and that this nap has been suppressed by industrial lifestyles. An automated
Actogram analysis using the Actogram program (see ‘‘Actiwatch-2 devices’’ in the Supplemental Information) on the data from
the San scored no afternoon naps in 210 days of recording in the winter. It scored ten naps on 364 days in the summer (3% of
days) (see Table S3). Nocturnal awakenings were also infrequent (see Table S3). The Actograms of the Tsimane and Hadza
participants showed a similar dearth of potential napping and nocturnal waking intervals (Figure 1B). Because Actiwatches have
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not been as thoroughly validated against polygraphic recording for naps as they have for nighttime sleep [4, 16–18], we
conducted a second quantification of naps using visual scoring of the Actiwatch records to identify periods with motor activity
reduced to levels seen within the nighttime sleep for periods of 15 min or longer. We saw such episodes in only 7% of the
recording afternoons in the San winter data. This should be considered the maximum incidence of napping, since we cannot
exclude the possibility that some or all of these were waking rest periods. In the summer, 22% of days had potential naps
(comparing summer and winter frequencies: t = 3.5, df = 25, p = 0.0007) (Figure 1B). Nap duration using the longer summer
visually scored putative nap periods averaged 32 min. Thus, if all potential napping time was considered sleep time, it would
raise the average daily sleep duration in summer by 7 min. It remains possible that naps shorter than 15 min occur, but
electroencephalogram recording would be necessary to identify them.

Insomnia
Since insomnia is a complaint and does not closely correspond to sleep time [19, 20], we investigated the prevalence of this
complaint in the Tsimane and San groups. At the time of application of Actiwatches on the Tsimane, G.Y. and a Tsimane
translator visited the participants in their homes early in the morning to conduct an interview on fatigue and sleep quality. A
similar interview was done by J.M.S. on the San group. Neither group has a word for insomnia in their language, so we
explained the concept in terms of sleep onset insomnia and sleep maintenance insomnia not due to illness. Five percent of the
participants said they sometimes had sleep onset problems and 9% sometimes had sleep maintenance problems. Less than onethird of these participants said that they had these problems regularly, i.e., more than once a year (1.5% and 2.5% of the total
number of participants). These numbers are far lower than the 10%–30% chronic insomnia rate reported in industrial societies
[19, 20].

Light
Average sleep onset across groups occurred between 2.5 and 4.4 hr after sunset (mean = 3.3 hr) (Table S2 and Figure 3). At
the latitudes of the participant populations, the duration of evening and morning civil twilight ranges from 24–28 min.
Therefore, the participants remained awake long after darkness had fallen. The three groups often had small fires, but the
Actiwatchmeasured light levels remained below 5.0 lux (the lower limit of the Actiwatch-2 sensor) throughout the night
(Figure 3). Awakening occurred on average 1 hr before sunrise in the Tsimane and Hadza, well before civil twilight (Table
S2), but awakening was much closer to sunrise than sleep onset was to sunset. Awakening was also well before civil twilight
in the winter in the San (Table S2). But in the summer, awakenings in the San participants occurred 1 hr after sunrise, on
average (t = 2.4, df = 20, p = 0.02) (Figures 2, 3, and 4). The shorter sleep duration in the summer was completely a result of
later sleep onset, not of earlier awakening (mean sleep onset time = 22:44 summer versus 21:16 winter) (t = 5.0, df = 20, p =
6.8E-5]. So, neither sleep onset nor offset were tightly linked to solar light level. A striking feature of the light exposure in all
three groups was that it decreased from a maximum level at approximately 9 a.m. to a lower level at noon, despite the doubling
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of ambient light levels over this period. This occurred in winter as well as in summer, indicating that all three groups sought
shade from the midday sun (Figure 3).

Figure 3. Light and Activity Plots
(A and B) Average light and activity level in plots centered at midnight. Two San participants (T3 and T5) are shown. Both have shorter sleep time in the summer despite later
awakening. Participant data are the average sleep parameters over the summer or winter recording periods. The yellow line indicates subject light exposure as measured by the
Actiwatch. Sunset, identifiable by the vertical interrupted black line, is not tightly linked to sleep onset. Interrupted blue bars indicate sleep periods. The red line at the bottom
of each graph plots average of 1 min epochs with (+1) and without (0) activity. Note the maintained and even increased activity (black) with sunset, location of inactivity linked
to sleep at the end of the dark period, awakening before dawn in winter, lack of period of activity within sleep, and differences between the duration of summer and winter
nighttime inactivity period. The durations of these inactivity epochs are used in the algorithm that identifies sleep (Figure 1). Sleep onset occurs from 2.5 to 4.4 hr after sunset
in all of the groups examined (mean = 3.3 hr).
(C) Staying out of the midday sun. Plots are centered at noon. Light levels recorded by the Actiwatch drop steeply and consistently at midday, despite the increase of the ambient
light level from morning (9 a.m.) to noon levels. The figure shows the average of 60 days of data from the ten Hadza recorded in Tanzania. It shows the reduction in light
exposure during the afternoon; a lack of reduction in afternoon activity to sleep levels, consistent with the lack of regular napping; and the reduction in activity throughout the
sleep period. No regular period of activity was seen in the night, consistent with the lack of a ‘‘second sleep’’ scored by the algorithm (see also Figure S1).
(D and E) Averaged data across all San recorded in summer and winter. Note the consistent pattern across groups and seasons. Time is local clock time.

Temperature
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Because we noticed that the Hadza, Tsimane, and San did not initiate sleep at sunset and that their sleep was confined to the
latter portion of the dark period, we investigated the role of temperature. We found that the nocturnal sleep period in the Hadza
was always initiated during a period of falling ambient temperature (Figure S1), and we saw a similar pattern in the Tsimane.
Therefore, we precisely measured ambient temperature at the sleeping sites along with finger temperature and abdominal
temperature in our studies of the San [21]. Figures 4 and S1 show that sleep in both the winter and summer occurred during
the period of decreasing ambient temperature and that wake onset occurred near the nadir of the daily temperature rhythm. A
strong vasoconstriction occurred at wake onset in both summer and winter (Figures 4 and S2), presumably functioning to aid
thermogenesis in raising the brain and core temperature for waking activity. See the Supplemental Experimental Procedures
for a discussion of the use of iButtons to measure vasoconstriction and vasodilation. The presence of vasoconstriction at
awakening indicates that the subjects were not vasoconstricted prior to awakening.
Among Tsimane, summer wake times were earlier and sleep onset times were later than in the winter, accounting for their
reduced sleep duration; however, in the San, despite their shorter sleep duration in the summer, as in the Tsimane, the
Figure 4. Relation of Sleep to Ambient Temperature
and Skin Temperature
Sleep offset, averaged across all subjects and all days,
consistently

occurs

near

the

nadir

of

daily

environmental temperature, in both summer (A) and
winter (B). For the San recorded in the summer, the
temperature nadir occurred after sunrise, as did
awakening. In the winter, the nadir occurred near
sunrise with awakening preceding sunrise. Note that the
ambient temperature has a gradual fall at night and a
rapid rise starting at sunrise, with sleep occurring
during the period of slowly falling temperature.
Vasoconstriction is seen upon awakening in both
summer and winter. In the winter, there are additional
vasoconstrictions occurring during the day. These are
most likely related to food preparation or other similar
activities exposing the hands to cold. Violet lines,
environmental temperature; red lines, abdominal
temperature; and blue lines, finger temperature. See
also Figure S2 for an example of individual subject
data. All temperatures recorded by iButtons are
synchronized to the Actiwatch time ±2 min. Black bars,
night; orange bars, waking; and blue bars, sleep.
Vertical lines at top of the figures indicate light-dark
transitions; those at bottom indicate sleep-wake
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transitions. Sleep measures are the averages of the 15
participants recorded in the summer and the 13 of these
participants recorded in winter (see Figure 1 and Table
S1). Red arrows indicate onset of drop in finger
temperature starting near the temperature nadir,
indicative of peripheral vasoconstriction, serving to
warm proximal regions with awakening. See also
Figure S1.

time of awakening was significantly later, with the decreased sleep times being entirely the result of later sleep onset. The San
the participants awakened, on average, 1.0 hr after sunrise in the summer. The Tsimane awakened 1.4 hr before sunrise in the
summer (Table S2). The 2.4 hr difference in awakening times, with respect to sunrise, was significant (t = 8.4, df = 22, p = 1.2E08). This was not due to differences in day/night length at the two recording locations. The summer observation period in the
San had 11 hr nights and 13 hr days. The summer observation period in the Tsimane had 11.1 hr nights and 12.9 hr days. The
difference between the sleep offset times in these two populations, despite the similar light conditions, may be due to the much
cooler morning temperatures (by 6C on average) and the shifting of the temperature nadir into the light period (Figure 4) in the
San’s environment, paralleling the effect of winter on changes in sleep duration.

DISCUSSION

A striking finding is the uniformity of sleep patterns across groups despite their ancient geographic isolation from each other.
This suggests that the observed patterns are not unique to their particular environmental or cultural conditions but rather are
central to the physiology of humans living in the tropical latitudes near the locations of the San and Hadza groups, where our
species evolved.
In some ways, the sleep in these traditional human groups is more similar to sleep in industrial societies than has been
assumed. They do not sleep more than most individuals in industrial societies [1, 4–7, 22]. The traditional groups do not
regularly awaken for extended periods in the middle of the night (see the Supplemental Experimental Procedures), despite
anecdotal reports [23]. Sleep is strongly modulated by the seasons, averaging 53–56 min longer in the winter, coincident with
a 1.2 or 2 hr increase in the night duration in the San and Tsimane, respectively (Table S2 and Figure 2). In contrast, no
seasonal effect on sleep durations has been reported in most studies in industrial societies. Kleitman [24] summarizes some of
the early, conflicting data on seasonal changes in sleep (p. 192). A recent large-scale study of seasonal sleep changes reported
an 18 min difference between summer and winter. This study investigated participants in Berlin (latitude +53), where night
duration changes from 7 hr 39 min in summer to 16 hr 21 min in winter) [25]. Of course, the Berlin participants were not as
directly exposed to changes in light and temperature as were our participants.
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Light has been shown to be a major factor in human sleep and circadian rhythm control, partially mediated by light’s effects
on the melanopsin system [19, 26–28]. Consistent with this, we show here that sleep occurs almost entirely during the dark
period in these traditional societies. In contrast, sleep typically continues well after sunrise in industrial populations [27]. A
recent study has shown a striking difference in the sleep onset and offset times as a function of light exposure in a comparison
of two closely related traditional Argentinian hunter-gatherer populations [26]. Three other studies showed the rapid
regularization of human sleep patterns created by moving ‘‘modern’’ subjects into more natural lighting situations [28–30].
Our finding that hunter-gatherers get maximal light exposure in the morning, rather than at noon, is consistent with
behavioral thermoregulation to avoid afternoon heat. It also may explain the greater effectiveness of morning light [31, 32] in
the reversal of depression, since such treatments tend to restore the evolved pattern of human exposure to light.
Of the ten groups we studied, the only group in our study that awakened after sunrise was the San in the summer. The
Tsimane always arose before dawn. At the end of November to the beginning of December (2 weeks from the summer solstice),
they awakened more than 1 hr 20 min before sunrise, whereas the San, at approximately the same season with nearly
indistinguishable seasonal light levels (13 versus 12.9 hr of light), awakened nearly 1 hr after sunrise. Our data suggest that
ambient temperature might be responsible for the difference between these groups and might be a major determinant of sleep
timing and duration, independent of light level.
Historical evidence suggests that ‘‘until the close of the early modern era, Western Europeans experienced two major
intervals of sleep bridged by up to an hour or more of quiet wakefulness’’ [33] (see also [30]). Our results suggest that the
bimodal sleep pattern that may have existed in Western Europe is not present in traditional equatorial groups today and, by
extension, was probably not present before humans migrated into Western Europe. Rather, this pattern may have been a
consequence of longer winter nights in higher latitudes. In this view, the ‘‘recent’’ disappearance of bimodal sleep was not a
pathological development caused by restricted sleep duration, but rather a return to a pattern still seen today in the groups we
studied, enabled by the electric lights and temperature control that restored aspects of natural conditions in the tropical latitudes.
We found that nocturnal sleep in all groups occurred toward the end of the night, during the period of lowest ambient
temperatures. In nature, the daily rhythm of environmental temperature is tightly locked to the rhythm of sunset and sunrise.
However, in most industrial societies, the seasonal and circadian temperature rhythms are greatly attenuated by insulated
buildings and artificial heating and cooling. The synchronization that we observed between the reduction in ambient
temperature at night and sleep under traditional conditions, with its associated decline in core temperature [34], may have
evolved to save energy by reducing the temperature differential between body and environment and consequent heat loss.
Being active during the late night period of lowest temperatures would be metabolically costly. Individuals in groups like those
we observed may be less vulnerable to insomnia because they are exposed to a falling ambient temperature at the time of sleep
onset and do not have to actively shed heat to achieve the body temperature reduction that accompanies sleep onset [35–37].
The daily reduction in light is followed by the daily reduction in temperature. The delayed melatonin response to darkness is
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adaptive in facilitating sleep after darkness [27], bringing the entire sleep period in synchrony with the lowest nighttime
temperatures.
Our findings indicate that sleep in industrial societies has not been reduced below a level that is normal for most of our species’
evolutionary history. Recreating aspects of the environments that we observed in preindustrial societies might have beneficial
effects on sleep and insomnia in industrial populations.

EXPERIMENTAL PROCEDURES

Methods Summary
Institutional review board (IRB) approval for the San studies was obtained through the IRB of Witwatersrand University in Johannesburg, for the Hadza
through Yale University, and for the Tsimane through the University of New Mexico. Informed consent in the San was made with the supervision of the
Nyae Nyae Development Foundation of Namibia. Sleep was quantified with Actiwatch-2 devices worn for 6–28 days. Sleep states were scored by the
Actogram program. We extracted the light and acceleration data and statistically compared these data with temperature, solar, and seasonal variables. The
San participants wore iButton temperature recorders on the middle fingers of both hands and on the abdomen for 4 days at the start of recording periods in
the summer and winter periods. iButton devices were also placed near the participants’ sleeping sites to accurately measure environmental temperature and
humidity at 4 min intervals. (See the Supplemental Experimental Procedures for details.)

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures, two figures, and four tables and can be found with this article online at
http://dx.doi.org/10.1016/j.cub.2015.09.046.
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Chapter 3

Opportunity costs from potential nighttime activities trade off against time
allocated to sleep behavior among Tsimane hunter-horticulturalists
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Abstract
Despite the myriad and marked negative health consequences associated with
short sleep, people still report sleeping insufficiently at high rates. In an attempt to
improve our understanding of “normal” sleep, recent studies have implemented an
evolutionary perspective and expanded studies of sleep patterns in small-scale,
subsistence (“traditional”) societies. We present a model of sleep regulation as a
behavior, subject to the principles of life history tradeoffs and short-term opportunity
costs in the pursuit of optimizing sleep on a night-by-night basis. To provide initial tests
of this model, we studied sleep among Tsimane hunter-horticulturalists in Amazonian
Bolivia. Using a mixture of objective sleep measures from wrist-worn accelerometry and
experiential methods from daily interviews, we compared how sleep patterns vary both
within and among individuals. We also tested how different nighttime activities affect
sleep onset and total sleep times. Given the observation that nighttime food acquisition
had the largest effect on sleep, we tested predictors of nighttime hunting, fishing, and
plant-food acquisition. We found that sleep varied substantially more within individuals
than between them, that food production and television watching had the strongest
negative associations with sleep duration, and that food production was far more likely
when people reported not eating any dinner because of not having any food. We interpret
these findings as support for the model of sleep as behaviorally regulated as a reaction
norm, sensitive to highly variable opportunity costs.
Introduction
Sleep is defined as a rapidly reversible state of being in a dedicated sleeping site,
assuming a species-specific posture, with reduced physical activity, reduced muscle tone,
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increased arousal threshold, that is subject to a cycle of “sleep debt” and recovery/
rebound, whereby a short-term reduction in sleep duration is followed by a proportionate
(but not necessarily equal) elongation (relative to the long-term average) of sleep at a
later time (McNamara, Nunn, and Barton, 2009). Across animal species, this state is
clearly regulated by two complementary physiological processes: maintenance of
homeostasis and a consistent circadian pattern from day-to-day (Saper, Cano, and
Scammell, 2005). Defying these pressures is clearly associated with negative health
outcomes, both from sleep deprivation and lack of synchrony with the natural day-night
light cycle, termed social jetlag (Roenneberg et al., 2012). Both experimental and
observational studies have found that increased exposure to natural light and reduced
exposure to electronically emitted light during nighttime improve sleep quality and
synchrony (Wright, 2013).
Despite this, we see a very clear and common pattern of sleep inhibition and
asynchrony in the US and many other post-industrial populations (Knutson et al., 2010).
Reconciling these observations with the understanding of sleep as a physiological process
regulated exclusively by physiological pressures like homeostasis and circadian rhythms
proves difficult. The proposed solution has been to consider sleep inhibition and
nighttime activities as essentially pathological behaviors, because of their marked
contribution to negative health outcomes (Levine et al., 1988). This explanation is
sufficient for initiatives aimed towards improving public health, but is challenged by
recent work aiming to explain “normal” human sleep patterns, referring to the kinds of
sleep patterns exhibited hundreds of thousands of years ago. We aim to employ
evolutionary theory to seek an alternative explanation of the actual sleep patterns
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observed today, but make no prescriptive claims regarding how much sleep people may
actually need.
Sleep leaves no fossils, but evolutionary models can still be tested by looking at
variation in patterns in extant populations. Ethnographic studies among small-scale
societies have observed waking activity throughout the night being a normal part of life,
especially social and ritual behaviors (Worthman and Melby, 2002). Focusing on sleep
patterns themselves, a recent study found that adults in three small-scale societies
regularly initiate sleep well after sunset, and at highly variable times, resulting in average
sleep durations from 5.7-7.1h per night (Yetish et al., 2015). It is unlikely that such
isolated, independent populations would display the same types of pathological
behaviors, consistently, that are commonly seen in post-industrial societies, and more
likely that humans evolved a suite of phenotypes that cause their average sleep situations
to center around this range.
Further reason for skepticism of the interpretation of 6-8h of sleep as pathological
comes from comparisons to non-human primates. Captive chimpanzees sleep
approximately 8.8h per night during 10.27h in their sleeping sites, but often wake up
throughout the night (Videan, 2006). Wild chimpanzees nest around dusk until dawn, but
likely are not sleeping for the entirety of that time (Anderson, 2000). Using audio
recordings, Zamma found that wild chimpanzees wake up frequently throughout the
night, sometimes for sociality, sometimes for excretion, and sometimes for other
activities (2014). Compared to non-human primates, humans appear to sleep far less than
expected for our species typical brain and body sizes, according to extrapolative
phylogenetic models (Samson and Nunn, 2015). The authors propose some possible
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reasons for this evolutionary change, such as a need for shorter sleep due to greater
cognitive capacities or a need for more productive hours throughout the 24-hour cycle.
In an effort to better explain the typical human sleep durations observed thus far,
we advocate for a model of sleep being regulated behaviorally, in addition to the
regulation from homeostatic and circadian processes. Time in bed (abstaining from all
other waking activities) is a commonly used descriptive measure of sleep, but may also
represent the behavioral manifestation of sleep for the sake of sleep regulation; time in
bed is under conscious control (for humans, at least) and is also the number one predictor
of total sleep duration (Yetish, Chapter 4). The major difference in considering sleep
behaviorally regulated instead of only physiologically is that it should 1) function as a
reaction norm, responding to immediate circumstances in a highly flexible way, and 2) be
shaped by a pressure to maximize reproductive success, which may not necessarily
manifest in the short-term as maximizing health. In order to better understand variation in
both time in bed and total sleep, we aim to center the study of sleep around the concept of
opportunity costs.
Individuals cannot acquire food nor mate while sleeping, an observation that is
often colloquially cited as indirect evidence for the apparent value to sleep itself
(Capellini et al., 2010). Put differently, sleep researcher Allan Rechtschaffen once
notably remarked: “If sleep doesn’t serve an absolutely vital function, then it is the
greatest mistake the evolutionary process ever made”. This mindset has motivated an
extensive record of insightful research detailing the value of sleep, but has paid very little
attention to the value of sleep inhibition or the costs of being asleep as the topic of
interest. There are a few notable exceptions. In animal models, the increase in arousal
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threshold associated with sleep has long been considered an important opportunity cost of
sleep because of the risk of predation (Capellini et al., 2010). Within at least one smallscale human society, the need for vigilance appears to motivate people to go to bed
earlier and spend longer in bed to realize the same average sleep duration despite more
frequent interruptions (Yetish, Chapter 4).
The need to work also appears to be an influential opportunity cost of sleep in
post-industrial, market societies. Among adults in the US, each hour worked on a given
day is associated with a decrease in sleep duration of 7-13m (Biddle, 1989). The number
one reason people report staying up later than they consider ideal (for sleeping well) is to
extend working hours (Basner, 2007). In the medium-term, the need to maintain a regular
work schedule has produced dimorphic sleep patterns for weekdays and weekends (CDC,
2011). The broader applicability of this concept to overall human adaptation remains
unclear, though, since market economies depend heavily on relatively recent
technological advances (everything from large-scale agriculture to electric lights and
smartphones).
This study aims to provide a test of the opportunity costs model of sleep behavior
in a small-scale subsistence society. Given the observed dynamic between work and sleep
in post-industrial populations, we aim test the hypothesis that human sleep duration has
been shortened relative to that of chimpanzees due to a greater need for longer productive
hours. The broader goal of this study is to provide an overview of sleep and nighttime
behavior among Tsimane hunter-horticulturalists to expand the depth of understanding of
sleep patterns worldwide. Tsimane live in about 92 villages of 100-300 people in
Amazonian Bolivia, scattered around the market town of San Borja. The terrain between
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San Borja and Tsimane villages is dense neo-tropical rainforest (largely secondary
forest), and is very difficult to traverse. As a result, Tsimane villages remain relatively
isolated, with the vast majority of houses lacking both running water and electricity. The
major form of communication connecting the villages to one another is an AM radio
station broadcast in the Tsimane language, set up by evangelical missionaries in the
1980s. Many families have battery-operated radio receivers to listen to public
announcements broadcast every evening.
The Tsimane are considered a natural fertility population, with an average TFR of
9 (Gurven, 2012). Most adults must collect or produce all of the food needed for
themselves and their children, so adults must increase their productivity and/ or find
partners to help them provision their dependents (Gurven et al., 2012). Money is rarely
encountered and maintains a very limited role in daily life, though there is substantial
variation among villages. In villages closer to San Borja, some people are able to
opportunistically take advantage of cash cropping and wage labor to supplement their
subsistence cultivation. Such being the case, the Tsimane economy is considered nonmarket subsistence, which makes them an insightful population for studying how
nighttime behavior affects sleep, since the factors that shape their sleep patterns primarily
originate in the natural ecology of the area.
The second goal of this study is to test predictions from the following hypothesis:
“normal” human sleep varies considerably from night-to-night because of shifting
opportunity costs to alternative nighttime activities.
In Part 1, we test predictions regarding the role of sleep as a highly flexible
phenotype. Much has been made of the role of individual differences in determining sleep
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quota (Hartmann, 1972; Fichten, 2004), but less considered is the variation individuals
regularly display in sleep patterns from night-to-night. If sleep need is not just a highly
personalized phenotype but also a highly adaptable one, we predict that sleep timing and
duration vary far more at the intra-individual level than the inter-individual level (P1). If
nighttime activities, and not daytime activities, are the primary opportunity costs of sleep
that influence sleep, we predict that variation in sleep onset is significantly larger than
variation in sleep offset for a given individual, and that sleep onset also more strongly
determines total sleep duration than sleep offset time (P2A).
Part 2 focuses on nighttime activity itself, and attempts to show the variable yet
considerable opportunity costs such activities may create for sleep. First, we provide a
quantitative description of the typical Tsimane evening in order to meet the first goal of
this paper, and then assess the degree of night-to-night variation in after-dark activity.
Both the pathology and opportunity cost models of shortened sleep predict a negative
association between nighttime activities and sleep duration, but the opportunity cost
model also predicts a weaker effect on sleep to be associated with relatively nonbeneficial activities than for activities more closely linked to improved well-being (P3).
The opportunity cost model also predicts that the incidence of nighttime activities is
proportionate to an individual’s personal “need” (for the products of those particular
activities) at that given time. Nighttime activities may vary considerably, and not all of
them will necessarily have obvious connections to reproductive success or personal wellbeing. For that reason, we focus on nighttime food production, specifically predicting that
during times of relatively high hunger or food scarcity, nighttime food production will
occur more frequently, despite a relatively large negative impact on sleep duration (P4).
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Methods
This study was conducted from June-December 2013 within the framework of the
Tsimane Health and Life History Project (THLHP). The THLHP provides healthcare to
Tsimane in their home villages with a mobile clinic, free of charge and regardless of
participation in any research endeavors. Measures of age, family size, anthropometrics,
and health status come from data collected during these THLHP medical examinations.
The vast majority of Tsimane adults present in each village sampled visited the mobile
clinic at least once. Adults frequently suffer from infectious diseases, but heart disease,
diabetes, and other long-term morbid conditions, while non-trivial, account for very few
deaths in mid-late adulthood (Gurven, Kaplan, and Supa, 2007). Adults were solicited for
participation from this subset of the general population, with the only requisite
requirement being a continued presence in that same village for the duration of the
intended observation period.
In two out of the thirteen villages visited during this period, some families had
homes connected to the electrical grid. These families all had electric lights, but only in
rare cases did they have other electric devices (like TVs). Families with electric lights
were oversampled for the sake of an unrelated study, and will be addressed in detail in
the discussion section. One family had a solar panel, electric lights, and a TV. They were
coded as having electricity for the sake of all related analyses. Many people had
flashlights that were used for brief flashes throughout the night. In very few cases did
people report having small candles. No one reported using oil lamps in this sample,
though they are not uncommon in the larger Tsimane population. Measures of sunrise and
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sunset times during the period of observation come from open-access data provided by
the NOAA Solar Calculator (http://www.esrl.noaa.gov/gmd/grad/solcalc/).
Study design
Only two people solicited for participation declined the invitation, out of a general
desire to avoid having their normal daily routines inconvenienced by research
participation. More than 90% of potential subjects who agreed to participate qualified for
participation. The majority of those who did not were younger adults, especially men,
who tended to travel to work for short-term wage labor projects under non-Tsimane.
These types of projects do not reflect the typical Tsimane economic environment, though,
and are not expected to introduce any type of observation bias for this study.
Adults who agreed to participate were issued wrist-worn sleep monitors to wear
for at least 3 and up to 7 nights per person, depending on device and subject availability.
For the sake of clarity, the date of device issue will be termed d0 here. Subjects with
watches were then free to return to their normal activities. Since normal behavior was the
target observation of interest, participants were instructed not to modify their work plans
to accommodate researchers.
The following day (d1), GY and a THLHP field assistant visited participants in
their homes early in the morning to conduct a brief (approximately 10 minute) sleep
interview (supplementary materials). Interviews were intentionally short to minimize the
effect participation had on subject time-allocation during the observation period. In this
interview, we inquired about nighttime activity profile (starting at the end of the workday), content and timing of the last meal eaten that day, reason for not eating dinner if no
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dinner reported, and hunger around normal bedtime (generalized to account for night in
which activity deviated substantially from an individual’s typical pattern). Reported
hourly times for events are expected to display considerable error, but internal
consistency within the scope of each interview and a generally high degree of
correspondence with major events, like sunrise and sunset.
The same interview was repeated in-home again on day (d2). On day d3,
participants were asked to come to the mobile clinic to receive their compensatory gifts
for participation, conduct an expanded sleep interview (approximately 30 minutes), and
participate in other research activities for unrelated studies. The expanded sleep interview
included non-time-variant measures of individual sleep environment, including bedsharing and whether or not they had electric lights or radio in their homes. At the
conclusion of this interview, participants either continued to wear the sleep monitor for
an additional 4 nights (but with no more interviews), or their sleep monitors were
recollected for use with other participants, determined randomly.
Occasionally, participants could not be located for these interviews because of
beginning their work day before researchers arrived at their house. This occurred
infrequently, and appeared to be determined more by the random order in which houses
were visited each day, with no obvious age or sex patterns. Activity recall interviews
were conducted for an unrelated study. Those interviews do not indicate any substantial
difference in activity pattern on nights preceding days where interviews were and were
not conducted. This lapse in interview coverage is not expected to introduce any
observation biases.
Accelerometry technology for sleep monitoring
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We implemented the Actilife GT3X and Philips Respironics Actiwatch 2 as sleep
monitors for this study. Both calculate sleep with internal accelerometers. Accelerometry
has been extensively validated against polysomnography (the “gold-standard”) for
measuring sleep (de Souza, 2003). Accelerometry tends to overestimate sleep by about 20
minutes per night, but polysomnography is cumbersome and invasive, making field
research impractical and likely subject to considerable observation bias (Cole, 1992).
These two particular sleep monitors have been shown to agree with each other in their
measures of sleep reliably (Cellini, 2013). Unlike polysomnography, accelerometry has
appears to be immune to the “first-night effect” in the study of sleep (Van Hilten et al.,
1993).
We performed an independent validation with a subset of 9 Tsimane participants
who agreed to wear both sleep monitors on the same wrist at the same time for 3 nights
per person in exchange for proportionally increased compensation. That showed that on a
minute-by-minute basis, evaluations of sleep between the two watches agreed at a rate of
91.9%, with an average disagreement in total sleep time of 4.84m +/- 45.66 per night.
Since commercial software is prone to high rates of error in identifying sleep
periods, expert review is typically necessary. Review, however, may be inconsistently
applied across data points. To ensure internal consistency in expert review, we
implemented a customized software package in R to process the raw accelerometry data
from the two devices to avoid any types of deviations produced by algorithmic
differences between manufacturers. This software package is explained in detail in
Yetish, in prep, which also includes an open-source version of the script. After the sleep
period is identified, we implemented the Cole algorithm of sleep detection in this script to
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produce the measures for this analysis, which is the same process programmed into
commercially available software. Sleep measurements produced by this script correlate
with output from the original manufacturer software with an r of .881, linear coefficient
(predicting original manufacturer value) of 1.070, and an average deviation of 27.81m +/44.95 per night (Yetish, in prep).
Data coding protocol
The sleep measures of interest in this analysis are sleep onset, the time of first
sleep’s initiation for the evening, sleep offset, the time of final sleep’s termination for the
day, time in bed, the total duration of time between sleep onset and offset, total sleep
time, and sleep efficiency, which is calculated from total sleep duration divided by time
in bed.
We aimed to impose minimal transformations in coding reported nighttime
activities to best reflect participant responses, as well as minimize the number of
activities considered “other”. The most common response was “relax”, which entailed
very minimal physical activity while sitting at home with one’s immediate family and
chatting. Anyone who did this in addition to listening to their radio had their activity
coded as “listening to radio”. Similarly, anyone who did this in addition to watching
television had their activity deemed “watching television”. “Social visit” included either
visiting another at their home or receiving visitors as guests in the subject’s home.
Different kinds of weaving, cooking, cleaning, needlework, childcare, and various types
of household maintenance were coded as “In-home work”. “Food productive” activities
included hunting, fishing, and retrieving plant foods from nearby garden plots.
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Statistical analyses
We relied most heavily on linear mixed-model analyses that included individual
identity and village as random-effect control variables, especially since individuals were
not all observed for same length of time. Similarly, mixed-models also allowed for
parceling out the degree of variation in the data explained by these random effects versus
intra-personal error. Measures tested for difference in variance were first assessed for
normality in distribution, a criterion that all measures met. Differences in variance were
assessed with Bartlett’s test.
Results
Part 1: Sleep varies considerably night-to-night within a given individual
Table 1 presents a summary description of the study sample and their sleep
conditions. Table 2 provides estimates for the average values for total sleep, time in bed,
sleep onset, sleep offset, and sleep efficiency, both within and among individuals, and
split by sex. All measures of sleep, as well as age, were normally distributed around the
mean for both sexes. These values suggest that variation at the intra-individual level far
surpassed the degree of variation at the inter-individual level for all measures of interest.
To test for this, we used a linear model predicting total sleep from individual, and found
30.71% of the variation was attributable to inter-individual variation and 69.29% to intraindividual error (P1). Given the variation in number of observations per person, we tested
for a correlation between intra-individual standard deviation in sleep patterns, and found
no significant correlation between number of nights observed and total sleep (r=-.134,
p=.130), time in bed (r=-.115, p=.186), nor sleep onset (r=.019, p=.823), but did for sleep
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efficiency (r=-.20, p=.020) and sleep offset (r=-.236, p=.006). Each additional night of
observation was associated with a decrease in intra-individual variance of .185% for
sleep efficiency and 1.5m for sleep offset. The standard deviation in number of nights of
observation for the total sample is 2.8 nights. Given this scope of variation, it appears that
number of nights of observation’s significant effect on intra-personal variance is well
below that considered significant for the analyses of interest.
Men Women
Total number of subjects (n)

92

105

Age 42.14

38.31

# Cosleeping kids 1.14

1.39

Electricity 12.09% 11.76%
Bed 75%

72.53%

Walled house 74.36% 72.83%
Radio 63.16% 64.84%
Flashlight 74.03% 71.20%
Mosquito net 100%

100%

Keep a fire 8.00% 7.78%
Table 1 provides a description of the sample
All men: mean Each man: SD All women: mean Each woman: SD
Total sleep 384.3m ± 9.4

35.7m ± 3.3

412.8m ± 6.9

25.3m ± 1.7
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Time in bed 481.3m ± 10.6 38.9m ± 3.4

512.4m ± 6.3

28.4m ± 1.9

Sleep onset 21:41 ± 11.7m 36.9m ± 4

21:04 ± 5.6m

22.3m ± 1.5

Sleep offset 5:42 ± 6.5m

20m ± 2.1

5:36 ± 4.9m

15.7m ± 1.5

Efficiency 80.1% ± 0.9

2.8% ± 0.3

80.6% ± 0.9

2.4% ± 0.2

Table 2. We calculated estimates of mean ± sem for each sleep statistic of
interest, split by sex. “Mean” values are a calculated average of each person’s
individual average. “SD” values are a calculated average of each person’s
individual standard deviation for night-to-night sleep patterns.
Sleep onset and offset times were correlated with a Pearson’s r of .343 and a
linear coefficient of .191 for sleep onset predicting sleep offset (p<.001). We found a
much larger degree of variation in sleep onset time than sleep offset time (σ2on=3.224,
σ2off=.941, p<.001) (P2). In the same linear model predicting total sleep duration, sleep
onset had a 7% smaller effect on total sleep time (b=-.812, p<.001) than sleep offset
(b=.869, p<.001). However, when testing for the relative R2 values of onset and offset in
predicting total sleep time (while controlling for sleep efficiency), onset clearly explained
far more of the variance in total sleep time (R2=.757) than offset (R2=.182) (full models
provided in Table S1).
Part 2: Varying opportunity costs to nighttime activities drive changes in nightly sleep
Figure 1 provides a graphical representation of the typical Tsimane evening,
starting around the end of the work day and ending with sleep onset. During the study
period, sunset time shifted by 44.3m due to seasonality, which corresponds to an 18.5m
later reported dinner time (p=.105) and 37.7m later sleep onset time in the summer
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months (p=.003) (all values for sunrise and sunset times are provided in Table S2).
Average reported dinner time was 18:38 for women and 18:51 for men, which was (µ±σ)
10.2m±64.4 and 25.0m±67.5 after sunset, respectively. In 451 person-nights, we
observed 56 person-nights in which subjects reported not eating any dinner because of
lack of “food” (which usually meant meat/ fish).

Figure 1 graphically represents the typical Tsimane evening, starting after
whenever the workday ends (relatively variable, but converging around dinner
time). Lines show the density distributions of reported time of bathing in black
(n=144), reported dinner time in red (n=395), and objectively measured sleep
onset in blue (n=639). Density distributions are calculated and graphed using the
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function “dens” in the R package “rethinking”. Above the frequency distribution
are the dinner times and sleep onset times for people who reported the three most
common evening activity profiles: “just sleeping”, “relaxing”, and “listening to
radio”. Statistics represented in these boxplots are standard deviation, standard
error of the mean, and mean. Dotted lines represent the earliest and latest recorded
sunset times during the study period.
Throughout the year, there was typically a segment of time after dinner that
separated sunset and sleep onset by 2.162-2.471h, on average, from June-December,
respectively. There were 63 person-nights in which subjects reported going to sleep
directly after dinner. Among these individuals who reported going to bed right after
dinner, we found no difference in sleep onset times (lmer effect -20.2m, p=.267), but did
find a significantly later dinner time (lmer effect 30.5m, p=.006). When prompted about
what they did after dinner, the three most common responses were sitting and chatting at
home, listening to radio, and going straight to bed. A list of the top 7 activities reported is
provided in Table 3, along with the average sleep onset time associated with each
activity. When excluding everyone who had in-home electricity from the sample (451 42 = 409 person-nights), the 7 most common reported after-dinner activities were
“relaxing” (sitting and chatting at home, 32.3%), listening to the radio (20.3%), going
straight to sleep (14.7%), housework (8.3%), social visit (7.3%), food production (6.1%),
and watching tv (3.7%).
Men's top activities

Onset Total sleep Women's top activities Onset Total sleep

relax 27.7% 21:14

401.53

relax 31.4% 20:53

419.75
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radio 19.4% 20:58

408.30

radio 25.7% 20:53

422.84

sleep 16.5% 21:32

416.71

sleep 11.8% 21:19

428.00

food production 10.2% 01:38*

225.85

housework 11.4% 21:26

368.15

social visit 6.8% 21:54

356.00

social visit 7.3% 21:19

427.55

tv 6.8% 00:17*

250.00

tv 5.7% 21:07

387.56

housework 3.4% 21:11

412.67

food production 1.6% 22:54

307.33

Table 3: Daily interview data produced a total of 451 person-nights of observation
for evening activities (206 men, 245 women. The top activities for each sex are
listed with average sleep onset time and sleep duration associated with doing the
listed activity before bed. *Sleep initiated after midnight
We observed considerable night-to-night variation in typical activity profile at the
intra-individual level. On average, over 2.74 nights of observation, 34.0% of subjects
reported a different activity profile each night, 50.9% reporting the same activity pattern
twice, and 15.1% reporting the same activity every night. The most commonly repeated
activities (n=105) were relaxing (37.1%), radio (30.5%), going straight to sleep after
dinner (14.3%), housework (6.7%), food production (3.8%), social visit (3.8%), tv
(2.9%), and bathing (1.0%).
Since relaxing after dinner was the most commonly reported activity, we used that
activity as the baseline for comparing sleep onset and total sleep for people who reported
other activities. A full list of results from the two mixed-model regressions (one
predicting sleep onset and the second predicting total sleep) is provided in Table 4 (P3).
We found significantly later bedtime for those who watched TV or engaged in food
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production, and significantly shorter sleep associated with doing housework, watching
TV, or food production. While not an explicitly predicted test, we also found a
significantly larger negative association between sleep and television watching for people
who did not have electricity in their own homes (watching TV at their neighbor’s house)
(Table S3). Listening to the radio, going straight to bed after dinner, and visiting/ being
visited by neighbors were all associated with later bedtime, but none of these differences
were significant. We did not find any significant differences in total sleep duration
associated with those activities either.
b.onset (min) p.onset b.sleep (min) p.sleep
Intercept (set to mean
22:05

0.21

426.96

0.00

Age

-1.02

0.01

0.26

0.48

Male

35.22

0.01

-31.43

0.01

Num cosleep kids

1.85

0.73

-1.99

0.69

Sunset time (min)

0.11

0.89

-2.07

0.00

Radio

4.52

0.73

9.06

0.47

Just sleep

24.37

0.17

-12.46

0.45

Housework

32.73

0.10

-45.21

0.02

Social visit

27.56

0.20

-8.77

0.67

TV

68.51

0.01

-64.13

0.01

Food production

201.72

0.00

-142.56

0.00

age and sunset time)
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Table 4 lists the results from two linear mixed-effects regression models using
nighttime activity as the predictor variable of interest: one model predicts sleep
onset time (in minutes), and the other predicts total sleep duration (in minutes).
Both models have n=278 observations, 116 “groups” for the random effect of
individual, and 12 “groups” for the random effect of village. In both models,
individual and village are controlled for as random-effects, and age, sex, number
of cosleeping children, and time of sunset are controlled for as fixed-effects. The
baseline nighttime activity used for comparison is ‘relaxing’, the most common
activity reported.
Given the substantial effect on sleep that many nighttime activities had, we
prompted subjects who engaged in less common nighttime activities (anything other than
relaxing, radio, and sleep) about why they did not do that activity earlier that same day or
wait until the following day. The top reasons reported were being busy earlier in the day,
not being able to afford waiting on that activity, and those activities being easier/ safer/
normally done at night (expanded results in Table S4). For nighttime food acquisition,
specifically (25 incidences observed total, 22 with explanation), the three classes of
responses recorded were being busy during the day (8), really needing the food at that
moment (7), and having that particular type of food acquisition being better done at night
than in the day (7) (expanded results in Table S5).
Nighttime food acquisition, though infrequent, followed a particular incidence
pattern. Table 5 provides a summary of a logistic mixed-effects regression predicting the
incidence of nighttime food production on a given night, controlling for individual and
village (P4). Those who reported having no food for dinner were more likely to report
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engaging in nighttime food acquisition, with rates of 4.3% and 14.9% for those with and
without food, respectively. Ego’s reported nighttime hunger level corresponded to an
increase in the incidence of nighttime food production, with rates of 2.7%, 1.7%, 7.6%,
and 15.6% for levels 1 (very full) through 4 (very hungry), respectively. Controlling for
individual as a random effect, number of children had a small but significant positive
association with increased reported hunger (b=.034, p=.040). Number of children was
positively but not significantly associated with incidence rate of food production (Table
5). Incidence rate as a function of number of kids is provided in Table S6.
B

p

Intercept -7.63 0.07
Age -0.03 0.74
Male 9.57 0.00
Hunger level 2.99 0.01
No dinner 7.18 0.05
Number of kids 0.54 0.22
Table 5: Logistic mixed-model regression predicting nighttime food production
(scaled up to percentages), with n=432 observations, and 171 “groups” for the
random effect of individual. Results indicates that being male, higher reported
nighttime hunger (on a scale of 1-4), and not eating dinner all significantly
increased the incidence rate of nighttime food production. We also found a nonsignificant but positive association between number of children and nighttime
food production.
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Discussion
We aimed to model sleep as a behavior heavily influenced by variable opportunity
costs from foregoing alternative nighttime activities. Sleep patterns varied substantially
more from night-to-night for the same person than it did among different people. We
observed sleep onset to occur well after sunset, following a segment of after-dark time
typically spent in quiescent in-home relaxation. Both nighttime activity patterns and sleep
onset times varied considerably from night-to-night. During periods of higher nighttime
hunger, subjects were more likely to delay sleep onset by an average of 3.5h and reduce
total sleep by an average of 2.5h in order to go hunting, fishing, or procure food from
their garden plots, especially on nights when subjects reported not having any dinner due
to not having any food. We interpret these results as support for the proposed model.
Sleep is a highly variable phenotype, especially onset timing (Part 1)
We found that intra-individual variation eclipsed inter-individual variation in
sleep duration by more than 2:1 (P1). In other words, a person’s sleep profile on the
average night is more likely to resemble the average sleep of another person than it would
his or her own sleep on a different night. In the US, the substantial intra-individual
variation in sleep from day to day (“social jetlag”) is primarily a product of the weekdayweekend dichotomy in work schedules (Roenneberg et al., 2012). The reduction in both
objective and subjective wellbeing associated with social jetlag are hypothesized to be
primarily driven by chronotype and synchrony with the natural day/ night cycle (Wong et
al., 2015).
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Night-to-night variation in Tsimane sleep patterns have no such effect on
synchrony with sunrise/ sunset times, nor is it regimented into a consistent pattern of 5
nights in a row of reduced sleep each week. It remains unclear whether or not the nightto-night variation in sleep patterning itself produces negative health outcomes in a
context such as that of the Tsimane. Even if this variation is normal for Tsimane (or
others elsewhere), though, there is no consequent expectation that such a pattern is likely
to be associated with improved health. Any negative health outcomes associated with this
variation would be interpreted as part of the costs to foregoing sleep that would then be
weighed against the opportunity costs of foregoing activity during the normal sleep
period.
Sleep onset was consistently well after sunset, and far more variable than sleep
offset (P2), which has been observed to occur just before dawn, consistently, in this and
two other populations living in similar ecologies (Yetish et al., 2015). This may be a
product of highly varying light and temperature conditions in the hours before and after
dawn, and relatively consistent, warmer conditions throughout the early part of the night,
since all sleep onset started well after sundown anyway (perhaps because the energetic
loss from activity during a warmer period is less than the loss from the same activity in a
colder period). Contrary to our predictions, we found that changes in sleep onset had a
more blunted effect on total sleep than a change in sleep offset time of equal magnitude,
by about 6.6%. However, we did find that sleep onset was a much better predictor of a
person’s total sleep than sleep offset. All-together, this may suggest onset as a adaptable
phenotype of sorts, such that variation in sleep onset can be accommodated without
suffering as high of a cost in terms of lost sleep (compared to if changes in onset led to
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1:1 changes in total sleep). A recent study conducted with the same sample found a
similar type of buffering effect of increased time in bed on total sleep duration in contexts
of frequent and unpredictable sleep interruption (Yetish, Chapter 4).
Nighttime activity affects sleep, especially productive ones (Part 2)
We found that like sleep onset time, nighttime activity profile also varied from
night-to-night for the average person. However, we found no significant difference in
sleep patterns based on nighttime activity between the three most commonly reported
activity profiles: going to bed directly after dinner, relaxing, and listening to the radio. If
nighttime activity created a distraction that pathologically inhibited sleep, presumably
going to bed directly after dinner would be associated with earlier bedtime and longer
sleep. That not being the case, we instead pose the potential explanation that listening to
the radio and relaxing at home have comparable, relatively low benefits (compared to the
other activities associated with large decreases in sleep duration) and thus pose
proportionately low opportunity costs to sleep. This interpretation, though, still fails to
address why people are staying awake for so many hours after sunset on a regular basis.
Relaxing at home and listening to the radio do not appear to be highly productive
activities, partially refuting the hypothesis that human sleep is initiated well after sunset
(and consequently greatly reduced relative to chimpanzees) due to a need for more
productive hours.
The loss of sleep associated with other, more productive activities, though,
provides a partial affirmation of this idea, but applies more to short-term sleep loss, not
longer-term trends. These activities, binned into relatively broad behavioral category
types, were housework, watching television, and food production (P3). The putative
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value of housework and food production is relatively clear, especially food production,
given the significant association between nighttime food acquisition and nighttime
hunger/ lack of food (P4). If adults did not really need extra food, presumably they would
not want to forego the several hours of sleep typically lost when leaving home to look for
wild game or collect plant food at night. Many of the reasons reported for working at
night reflected a sufficiently high need that eclipsed the perhaps higher degree of
“inconvenience” (or perhaps danger/ energy costs/ lower return rate) associated with
night work relative to day work. Other reasons reflected relatively favorable conditions
for hunting on those particular nights, such as the degree of moonlight available. Weather
conditions, like light, likely influence sleep patterns via melatonin production pathways,
but may be relatively upstream/ indirect influences of sleep, and instead, create
conditions that are better or worse for nighttime activity, thus motivating more sleep in
less productive weather conditions (such as low light), or less sleep in more facilitative
conditions (more ambient light).
Other reasons people reported for night work, such as “being busy during the day”
may speak less to the value/ urgency of that activity, but to the differential time costs of
those activities themselves. It may be the case that the daytime activities were particularly
important/ beneficial, enough to make housework, for example, a relatively poor use of
time during the day, but a more efficient use of time at night, when sleep may be lost, but
to a relatively small degree (compared to the other activities significantly associated with
sleep changes). For many adults in the US, this seems to be a highly relatable mindset
(especially those working around imminent deadlines).
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The large and significant negative association between watching television and
sleep is somewhat harder to interpret in an opportunity cost framework than in a
pathological sleep inhibition framework. Entertainment is certainly a common and
enjoyable experience, but its benefit to reproductive success are questionable, though it is
unknown whether there may be some indirect benefit to television watching (a novelty)
among Tsimane that is absent in populations where everyone grew up with electronics.
Nevertheless, the inhibitory effect of television on sleep via blue light radiation is well
demonstrated (Dijk and Archer, 2009). If the effect of television on sleep were solely due
to blue light radiation, though, it would be harder to explain the difference in magnitude
of the inhibitory effect between people who watch TV in their own home versus in their
neighbor’s home. A more controlled test of how long people spend watching TV could
provide a potential explanation for this effect, if blue light is the only driver. Even still,
blue light radiation fails to explain the high interest Tsimane have in watching TV, even
when it requires the relatively high inconvenience associated with leaving home at night
to visit a neighbor and watch TV there. Assuming some adaptive value to sociality, TV
may create a unique and uncommon avenue for acquiring whatever benefit sociality
provides.
Limitations/ broader applications to other populations
The current study suffers from two main limitations: the use of accelerometry for
tracking sleep, and the sampling of only a single population for testing hypotheses
regarding human evolution. We do not consider the former to be a major problem, since
this technology has been extensively validated as a reliable way of tracking sleep in field
contexts (de Souza, 2003), but the latter motivates a conservative, nuanced application of
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the presented findings and conclusions to other populations. Some aspects of the study
population are undoubtedly unique to Tsimane, though some may represent
manifestations of a more general pattern that exists elsewhere. We identify several such
dimensions and address each in turn.
We have already identified several features of Tsimane life history that make
them an insightful population for modeling evolutionary principles, such as a general lack
of electricity, relative isolation, subsistence economy, and natural fertility (though these
are all changing at an accelerating rate from globalization and regional economic
development). The first two are undoubtedly features of early human evolution, but the
latter two do not exactly fit the theorized environment of human adaptiveness. Tsimane
engage in horticulture with domesticated crops and metal tools. Food production is
considered a major leap forward in societal development, relative to a hunter-gatherer
baseline. Based on this premise, Tsimane may hypothetically have better food security
and a higher caloric intake than most hunter-gatherers, as well as higher levels of
physical activity and work. They also experience a higher resultant fertility, but this may
in turn create a greater total household caloric demand that adults must meet. If food
stress creates a motivation to forego sleep to engage in food productive behaviors, we
would predict that such behaviors would be even more common among hunter-gatherers
than they are among Tsimane. Providing anecdotal support for this hypothesis, San
hunter-gatherers report seeking bush food after dark during periods of serious food
scarcity, such as beetles, nearby kills from big cats that can be scavenged, and smallbodied mammals that live near camp, such as hares and porcupines (Yetish, in prep).
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The suite of activities Tsimane report are almost certainly population-specific. For
that reason, we coded activities into the most broadly applicable activity types possible
(‘social visit’, ‘food production’, etc). These are activity types that are readily understood
and ought to be easily identified in other population in future study. “Relaxing”, as the
most commonly reported activity, merits more in-depth consideration. Chatting at home
with one’s immediate family differs markedly from the types of more elaborate forms of
sociality and ritual behavior described in ethnographic reports of other small-scale
societies (Worthman, 2002). One reason Tsimane may show this pattern instead of
sociality within a larger aggregation of people may be the relative independence each
household maintains from neighboring households; hunter-gatherer food sharing and
social ties are considered much more extensive than among Tsimane (Smith et al., 2010).
Further, the distance between Tsimane houses appears much greater than that distance
between family clusters/ sleeping sites since village population density in this population
is much lower than that of hunter-gatherer bands (Kelly, 2013). Other groups lack the
benefits associated with an indigenous-language radio broadcast, so we would not expect
listening to the radio to be so common in other populations. However, the types of rituals
and story-telling observed in other populations may represent the same kind of social
exchanges and symbolic language characteristic of Tsimane conversations and radio
messages. Even in the US, the popularity of television, movies, and reading before bed
may reflect this same behavioral motif.
Other unique features of the Tsimane population distinguish them from other
potential study populations, but we have no way of assessing how likely they are to
influence sleep patterns or sleep/ wake dynamics. As a New-World population, Tsimane
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may have experienced many unique mutations in their genetic history since their
ancestors left Africa. It may be conceivably possible that Tsimane have unique genes
influencing sleep behavior and regulation, but testing for such mutations requires a far
better understanding of gene association with particular sleep regulatory processes, which
are only starting to become well understood themselves now. Instead, focusing on
environmental factors, which may have driven any genetic adaptations anyway, may be
more informative. Tropical rainforests differ markedly from desert/ savannah grasslands
in temperature, humidity, and precipitation profile. Exposure to ambient temperature may
affect sleep patterns, but the precise way in which it does so remains an open question
and subject of several on-going studies. Similarly, the high pathogen load associated with
the tropical environment has led to particularly high rates of infectious disease and a
unique immunological profile among Tsimane (Blackwell et al., 2015). In general,
qualitative terms, being sick may motivate more sleep, but future research is needed to
assess how this could affect both day-to-day variation in sleep patterns and population
averages. As the role these factors play in sleep dynamics come to light, the broad
applicability or lack thereof of the findings from this study will become clearer.
Situating opportunity costs of sleep in an ecological and evolutionary context
Among chimpanzees at Fongoli, a particularly hot, arid area in Western Africa,
Pruetz et al observed individuals seeking refuge in caves during the day and displaying
extensive activity during the night, which has become the focus of study currently
underway (2007). This kind of balancing of active behavior and sleep across the 24-hour
cycle may be a normal feature of sleep in general, not just humans. Even still, this
seemingly isolated pattern among chimpanzees at one site differs markedly from the
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pattern of nighttime activity observed in this study. Instead, it appears that nighttime
productivity may be common across diurnal species, but is particularly pronounced for
humans, including those lacking access to electricity.
We argue that this type of balancing due to opportunity costs is not only
compatible with existing understandings of sleep, but may actually drive the cycles of
‘sleep debt’ and ‘sleep rebound’ that have been identified as a defining characteristic of
sleep (McNamara, Nunn, and Barton, 2009). Sleep debt accumulates when individuals
sleep less than they normally do, or conversely, stay awake for longer than normal (Van
Dongen, Rogers, and Dinges, 2003). Those periods of being awake for longer may reflect
engaging in some important activity, such as vigilantly defending against predators or
extending foraging hours. If those activities are particularly needed or useful at that
moment in time, then the opportunity cost of sleep would be higher than normal, thus
motivating the shorter sleep duration. Then, later, when the opportunity cost of sleep is
relatively low (the need for the prior activity having passed), and the benefits to sleep
relatively high (from accumulated fatigue), individuals then sleep longer than normal
(rebound sleep). The pathological distraction from sleep model may explain this pattern
to some degree among post-industrial humans, but fails to explain why species
throughout the animal kingdom maintain the capacity to exhibit such flexible sleep
patterns from night-to-night. Instead, opportunity costs appear to exert some sort of
regulatory pressure on all sleep versus waking activity decisions.
If opportunity costs are a universal feature of sleep, then explaining the difference
in human and chimpanzee sleep patterns requires careful consideration of the different
ecological niches each species occupies. Even if chimpanzees do not sleep throughout the
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night, they clearly have a modal pattern of nesting close to sunset until around dawn
(Anderson, 2000), whereas Tsimane in this study go to bed several hours after sunset,
only typically eating dinner around dusk. A household eating dinner together around dusk
would not be a viable or likely pattern among chimpanzees for several reasons: eating
together after dark follows cooking food that has been gathered into a single location by a
handful of adults to provision multiple dependent offspring all at once. Feeding in a
central location (as opposed to at food sources), cooking, provisioning, and caring for
multiple dependent offspring at once are all distinct features of human adaptation
(Kaplan, 2000; Wrangham, 2009).
Another common feature of human nighttime activity is conversation/ sociality.
San hunter-gatherers exhibit a distinct pattern of conversation topics at night than they do
during the day, focusing more on storytelling than vocational topics (Wiessner, 2014).
The topic of the radio broadcasts and conversations among Tsimane may follow the same
pattern, and merit more detailed investigation, but regardless, Tsimane clearly engage in
quite a bit of conversation at night, before bed. It is difficult to interpret how chatting at
home or listening to the radio improve reproductive success, especially compared to the
putative alternative of initiating sleep earlier in the evening. Humans are a more socially
interdependent species than chimpanzees, as well as more dependent on cultural
transmission, which this type of conversation may improve (Boesch and Tomasello,
1998). The human social niche, then, may create a greater benefit to nighttime sociality
than that similar activity would provide to chimpanzees, thusly increasing the opportunity
cost to sleep early in the evening.
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Alternatively, there may be a lower cost associated with nighttime activity for
humans than chimpanzees because of lower injury risk. Neither humans nor chimpanzees
suffer from particularly high predation rates, but the rate of predation is generally thought
to be lower for humans than for chimpanzees (Kaplan et al., 2000). Another avenue by
which nighttime activity may be safer for humans may pertain to different forms of
locomotion for each species. Sleeping on the ground is often considered a costly
adaptation for Homo sapiens relative to arboreal hominids because of the increased
exposure to nocturnal predators, but there may well be substantial benefits associated
with sleeping on the ground instead of in trees that have yet to be fully explored.
Arboreal locomotion is a relatively dangerous form of movement, and has even been
cited as a possible reason for the evolution of stereoscopic vision in primates (Cartmill,
1992). Indeed, a high proportion of chimpanzee injuries can be attributed to falling out of
trees, suggesting that the risk of getting out a nest and being active at night may be
considerable. By contrast, there is no such risk of falling when sleeping on the ground,
which could facilitate much easier locomotion and consequently much easier nighttime
activity for humans.
Conclusion
We found that Tsimane hunter-horticulturalists regularly eat dinner around sunset,
then typically relax at home or listen to the radio for about 2-2.5 hours, then go to bed
around 10PM, but exhibit considerable variation in this pattern from day-to-day. During
periods of food scarcity, people are more likely to stay awake several more hours, late
into the night, in order to engage in food acquisition (hunting, fishing, plant-food
gathering/ harvesting), at the cost of much reduced total sleep duration. We interpret
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these findings as support for a model of opportunity costs as an important determinant of
sleep patterns and an overall pattern of sleep as a behavioral regulated activity.
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Chapter 4
Longer time in bed insulates Tsimane sleep duration against unpredictable
sleep interruptions: assessing the effect of having walls on sleep duration
and interruptions among indigenous Amazonians
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Abstract
While poor sleep is well described and well understood, good, “normal” sleep
remains poorly understood. The environment in which early humans lived would have
been characterized by close proximity to wild animals and the types of night dangers
people living in post-industrial populations do not experience. We studied sleep among
Amazonian hunter-horticulturalists who live in hand-constructed houses surrounded by
dense rain forest. Due to organic building materials, houses are rebuilt every few years,
creating a random assortment of houses in various stages of development. Relying on
age, sex, and family size matched samples of adults with and without walls, we assessed
how greater exposure in a sleeping site affected sleep patterns and tested for significant
differences in total sleep duration, measured with wrist-worn accelerometers. We found
no significant difference in sleep duration (7 minutes fewer with walls, p=.580). People
without walls had 2.8% lower sleep efficiency (p=.045), 24.6% more sleep interruptions
attributed to extrinsic sources (p=.054), went to bed 20m earlier (p=.146), and spent 25m
longer in bed (p=.058). People with walls had far more variable sleep patterns from nightto-night, and a lower minimum sleep duration. We interpret these findings to suggest that
maintaining vigilance throughout the night is normal facet of sleep, and that it motivates
people to go to bed earlier and spend more time in bed to ensure sufficient sleep on the
average night.
Introduction
Insomnia, sleep pathology, and non-typical sleep duration (either longer or shorter
than 7 hours per night) are all associated with an increased risk of infectious disease,
obesity, diabetes, heart disease, and even death (Bonnet, 2000; Cappuccio, 2011;
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Knutson, 2007; Kripke, 2002; Patel, 2012), and afflict a substantial proportion of adults
in the US and worldwide. Addressing this “sleep epidemic” has been hindered by a
general lack of consensus and understanding of what characterizes “normal” human
sleep. While it remains contested if average sleep duration today is significantly shorter
than sleep several decades ago (Bin et al., 2012), there is clear consensus that the
contemporary sleep environment differs markedly from that of even 100 years ago;
abundant evidence demonstrates that artificial light, especially that from computers,
television, and cell phones, are associated with a reduction in sleep quality and promotion
in sleep inhibition (Santhi et al., 2012).
Building on these established relationships, some recent work has focused on
describing “traditional” sleep habits. Analysis of historical records from medieval Europe
suggest sleep in that time period was characterized by a biphasic distribution throughout
the night, though this pattern has yet to be quantitatively observed in any contemporary
populations (Ekirch, 2006). Among contemporary peoples, rural Haitian farmers slept an
average of 7h per night, longer than the average sleep duration of 6.3h measured among
Haitian-American immigrants (Knutson, 2014). Indigenous Argentinians living in a
village lacking electricity slept significantly longer than their neighbors living in a nearby
village that did have electricity (de la Iglesia et al., 2015).
Other studies have found no significant difference in sleep duration as a function
of electricity, however. Among Americans living in urban, electric conditions, sleep was
initiated earlier on camping trips (when they had full exposure to ambient light/
temperature conditions, but no electric lights), but sleep duration did not change
significantly (Wright et al., 2013). Similarly, a measure of sleep duration from self-report
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in sleep diaries found that rural Egyptians (who lacked electricity) did not sleep (or at
least spend time in bed) for any longer than their urban counterparts in Cairo (Worthman
and Brown, 2013).
These studies have been particularly insightful, but even these populations reflect
substantial development in their living conditions that could affect their sleep habits in a
way that the first humans would not have experienced, such as agricultural food surplus,
population-level division of labor, and relatively advanced housing-construction
materials. Other studies have sought to describe sleep in an evolutionary context by
relying on models tested among small-scale subsistence populations; one early study has
shown that sleep duration is fairly consistent among three independent hunter-gatherer
and hunter-horticulturalist populations in Africa and South America, in the 5.7-7.1h /
night range, at the shorter end of the normal range observed in the US (Yetish et al.,
2015).
Building on the descriptive foundation these early studies have established, in this
paper, we aim to address the more specific question of how people sleep in an ecology of
high exposure to the elements. Presumably, a higher degree of danger characterizes such
environments in a way that sleeping spaces in the US or any other post-agrarian
population would entail, due to the much better protection and insulation that more
developed construction materials can provide. At the very least, such sleeping spaces
would exhibit what has been termed poor “sleep hygiene”. Good sleep hygiene refers to
dark, quiet, cool, distraction free sleeping spaces, in addition to other sleep facilitating
behaviors like avoiding caffeine and alcohol before bed (Stepanski and Wyatt, 2003).
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Exposure and nighttime danger during sleep has been studied in many animal
models, which focused less on prescriptive principles like sleep hygiene and more on
descriptive principles, like the concept of opportunity costs (Capellini, 2011). A recent
study presented evidence that suggested nighttime activities and opportunity costs
regarding food acquisition regulate human sleep (Yetish, Chapter 3). This study employs
the same theoretical framework: individuals sleep “optimally” when they maximize sleep
duration when the opportunity costs are low, but maintain the capacity to inhibit sleep
when the opportunity costs of sleep are especially high. For free-living diurnal animals,
the threat of predation during the night is especially salient, making the reduction in
arousal threshold that is inherent to being in a sleeping state a serious opportunity cost to
sleep. Part 1 of this paper provides the first empirical test of whether or not the need for
vigilance at night characterizes normal human sleep in highly exposed sleep
environments by looking at rate and cause of sleep interruption, and sleep efficiency
(defined as 100 * total sleep duration / total time in bed).
Part 2 of this paper explores this question in more detail, testing three competing
hypotheses against each other regarding the effect of exposure in a sleeping site has on
total nightly sleep duration, specifically. The opportunity cost framework of sleep posits
that people may wake up more during the night when there is an increased need for
vigilance (part 1), but predicts no change in optimal sleep duration (P4A), since sleep
onset/ offset may also be affected by the need for vigilance in the middle of the night
(part 3). Alternatively, if sleep duration has been continuously decreasing over the past
few decades, one might expect that (P4B) people sleeping in a more traditional sleep
environment, without electricity, would have to be sleeping more each night, despite any
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possible interruptions or effects of increased exposure to uncontrollable/ unknown
environmental agents (ex: climatic, social, zoological) (Roenneberg et al., 2012). Or, if
the concept of sleep hygiene can be consistently and readily applied to other populations,
sleeping in an exposed site would be associated with shorter sleep each night because of
sleep interruption (P4C) (Stepanski and Wyatt, 2003).
Since the opportunity cost hypothesis is predicting a null result in Part 2 (P4A),
Part 3 of this study aims to provide supplementary analyses in support of this model
regarding other measures of sleep beyond total sleep duration. The state of sleep itself is
only partially under conscious control, but that conscious control typically takes the form
of adjusting “time in bed”, also known as full duration of the sleeping period (including
time spent awake in bed, after sleep onset, or WASO). The tradeoffs model of sleep
regulation considers time in bed a highly-adaptable phenotype, whereas the other two
hypotheses treat it as a given value, independent of the rate of sleep interruption. Since
time in bed is calculated directly from sleep onset (time of first sleep initiation) and sleep
offset (time of final sleep termination), both of these measures may be insightful for
understanding how/ why sleep patterns vary with the presence/ absence of walls.
The study design for testing the models presented relies on naturalistic
observation of a free-living population in an ecologically insightful environment:
Tsimane hunter-horticulturalists of Amazonian Bolivia. Tsimane villages line the
Maniqui River, centered on the nearest market town of San Borja in the El Beni province.
The difficult terrain separating many of these villages from San Borja has contributed
towards a sustained subsistence lifestyle in these communities that relies primarily on
hand-cultivated gardens and wild game, though Tsimane, like most small-scale societies
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today, are rapidly acculturating into globalizing markets. The vast majority of Tsimane
homes lack access to electricity or running water.
Most homes are hand-constructed entirely from organic materials (wood, weaves,
sinew). Habitable houses minimally have a roof atop four posts as shelter, but some also
have walls added as well. Walls are constructed from bamboo-like shoots that are tied
together with sinew into panels that can be affixed to the housing posts (photos in
supplementary materials). Houses must be reconstructed every several years, though,
because the tropical conditions and high rainfall rapidly degrade the organic components.
House construction and reconstruction is labor and time intensive. Together, this has
produced a convenient natural experiment, where there is a source of random variation in
house construction and characterization in each community, though personal preference
is likely another significant influence.
Walls, when present, do not close the airflow between the house and ambient air,
nor block mosquitoes from entering the house. They do, however, provide privacy and
deter unwanted entry of nearby animals that live in close proximity to Tsimane homes,
including wild snakes, jaguars, caiman, as well as any nearby livestock. Some Tsimane
have pigs, chickens, and very infrequently, cows, which may also pose some direct
‘threat’ themselves (more likely to property damage than to individual mortality), or
create an indirect source of danger from attracting wild predators (as reported
anecdotally). For the sake of our analyses, we treat the presence or absence of walls as
both an operationalization of low and high exposure in a sleeping site and as a proxy for
the degree of danger faced during sleep. To justify this operationalization, we analyze
predictors of wall presence/ absence, especially those suspected of influencing sleep.
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Using data collected in Tsimane communities to address the three analytical
topics already introduced, the format of this paper is as follows:
Part 1: With sleep interruption and efficiency as the response variables of interest, we
test whether or not the need for vigilance at night trades off against sleep by specifically
addressing the following three predictions: P1) in Tsimane communities, sleep
interruption is common (every day or almost every day), particularly due to extrinsic
causes, P2) Tsimane without walls on their houses will experience more extrinsic,
unpredictable sleep interruptions than those with walls, and P3) lower sleep efficiency,
even after accounting for sleep interruptions.
Part 2: As already introduced, part 2 tests predictions from three different hypotheses
against one another with regard to how sleep duration differs between Tsimane with and
without walls: those with walls either attain the same amount of sleep each night as those
without (since long-term sleep duration is a robust phenotype, P4A), less sleep (because
of sleeping in a “more traditional” environment, P4B), or more sleep (because of better
sleep hygiene, P4C). Sleep duration is tested as a response variable against presence of
walls, number of reported extrinsic and intrinsic sleep interruptions, and time in bed.
Part 3: Supplementing analyses for parts 1 and 2, part 3 treats time in bed and its
derivative measures (sleep onset and offset) as the response variables of interest to
provide a more nuanced description of sleep for Tsimane with and without walls. As
confirmation of experimental observations that longer time in bed is associated with
diminishing returns to total sleep time, we predict that (P5) the relationship between time
in bed and total sleep is non-linear and heteroscedastic. If sleep efficiency is much lower
for people lacking walls, we also predict that (P6) presence of walls is as a moderating
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factor for this relationship, tightening the association. If people without walls are
spending longer in bed, as predicted by the opportunity cost hypothesis, we predict (P7)
their floor for total sleep will be higher than the floor for Tsimane with walls, though the
ceiling for total sleep will not differ. As a check on the causal directionality between
sleep interruption and longer time in bed, we test (P8) how well time in bed predicts
sleep interruption when controlling for presence of walls. Finally, given the nature of
extrinsic sleep interruption as unpredictable, we test (P9) if people lacking walls have
greater variation in their sleep duration from night-to-night.
Methods
The current study was conducted from June – December 2013, within the
framework of the Tsimane Health and Life History Project (THLHP;
http://www.unm.edu/~tsimane/). Estimations of age from demographic interviews
(Gurven et al., 2007), as well as measures of height, weight, and household composition
were readily available for this study after being collected and maintained by THLHP
personnel (Gurven, 2012). Subjects were recruited from a subset of the general
population that sought free medical examination (provided by the THLHP), which was
available to everyone in the general population, regardless of study participation.
Approximately 95% of the adult population participated in these examinations. While
infectious disease rates were relatively high, the vast majority of participants were
healthy with regard to obesity, heart disease, diabetes, and other types of long-term health
conditions (Gurven et al., 2009). “Mildly” ill participants were not excluded from
consideration for this study because of the aim of characterizing all natural variation in
adult sleep patterns, and high rates of infectious disease are normal aspects of life in this
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population (Blackwell et al., 2015). People were deemed “mildly” ill when they reported
feeling sick, but said they could still perform their normal work activities. Some of the
most commonly prescribed medications were antibiotics (ciprofloxacin), anti-helminthic
drugs (albendazole), and analgesics (paracetamol), none of which have any common side
effects affecting alertness or sleep (mayoclinic.org).
Study protocol
In describing the timeline of the study protocol, each day of observation is
referred to as dx, where x represents the night of observation that preceded that day. For
example, the day of issue is day d0, and the following day is day d1, since it is the
morning that followed the first night of observation. Subsequent days are referred to as
d2, and d3. All study procedures were minimally invasive, and study protocol was
approved by IRB committees at the University of New Mexico and University of
California at Santa Barbara.
On day d0, after prospective subjects completed their visit with the Bolivian
medical doctor and received any medications (if appropriate), Tsimane field guides
solicited participation in the current study. During recruitment, subjects were briefed on
the aims of the study and informed of a small compensatory gift for participation. The
value of gifts offered were proportionate to the degree of subject inconvenience and the
local economy so as to not be coercive. Informed consent was collected verbally because
of the low rate of literacy in this population. Procedures were approved by IRB at the
University of New Mexico.
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In an attempt to best characterize naturally existing variation in adult sleep
patterns in the general population, men and women were sampled approximately equally,
as were adults older and younger than age 40. The only exclusion criteria we used was if
the prospective subject was going to be leaving the village during the intended period of
observation. More than 90% of subjects met this criterion. 2 of the 202 eligible
individuals solicited refused to participate in this study. We did not push them to provide
justification.
Participants who opted to participate were then issued a sleep monitor.
Afterwards, participants were free to resume normal activities. Subjects wore these
devices on their non-dominant wrist for either 3 or 7 nights, assigned randomly. The
period of observation was extended to 7 nights among some subjects for the benefit of an
unrelated study. We employ the appropriate statistical controls to control for the variation
in duration of observation period among study participants in order to utilize these extra 4
nights of data.
On d1, GY and a Tsimane field guide visited the participants in their homes to
conduct a very brief (approximately 10 minute) interview on subjective sleep quality and
sleep interruptions. Interviews were scheduled with study subjects such that they did not
need to adjust any of their normal daily behaviors to accommodate participating in the
sleep interview. The same protocol was repeated again on day d2.
On d3, participants were asked to come to the clinic to conduct a longer sleep
interview on household sleep conditions, as well as another THLHP interview on activity
and diet, and receive their compensatory gifts. Both the short daily interview and the
longer, extended sleep interview are available in the supplemental materials for Yetish,
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Chapter 3. In the subset of participants who wore the sleep monitor for 7 nights, no
further interviews were conducted.
Technology and data processing
We used two different types of sleep monitoring devices in this study: Actilife’s
GT3X and Philips Respironics’s Actiwatch 2. These sleep monitors used contain
accelerometers to distinguish sleep from wakefulness. Accelerometry has been
independently validated against polysomnography with minute-by-minute agreement
rates above 91% and an overestimation bias of 20 minutes per night or less, depending on
the study (de Souza et al., 2003; Cole et al., 1992). The key advantage to accelerometry
over polysomnography is the ability to conduct measurements of ad libitum sleep in
subjects’ normal sleeping conditions, as opposed to in a sleep laboratory. Another further
benefit to this methodology, unlike polysomnography, accelerometry is not subject to a
“first-night” effect (Van Hilten et al., 1993).
Both devices have been found to agree with each other at a high rate (Cellini et
al., 2013). A subset of 9 individuals was recruited to wear both types on the same wrist at
the same time, for 3 nights each, to perform an additional evaluation of the rate of
agreement between the two devices. On a minute-by-minute basis, the two devices agreed
at a rate of 91.9%, and differed in their calculated sleep durations by an average of 4.84 ±
45.66 minutes. Both devices were used (instead of restricting data collection to only one
device) to maximize the sample size and to perform another methodological test
unrelated to the current study.
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Different software packages can create disparity in sleep measures across
manufacturers, so a new, custom processing sequence was developed in R, as detailed in
Yetish et al., in prep. In commercially available software packages, the identification of
the sleep period is prone to high rates of error, and requires expert review. In this review,
manual adjustments are made, but not uniformly to every night of data. The processing
sequence in Yetish et al. forces the user to manually review every single data point
(multiple times, while maintaining consistency in assessment across each round of
repeated reviews). After the time window for the sleep period has been identified, the
same sleep-scoring algorithm used in other software packages is applied to raw
movement data (Cole et al., 1992). After that, sleep onset, offset, and total sleep duration
can be directly extracted, enabling the calculation of time in bed and sleep efficiency.
These measures correlated significantly with those from the original manufacturer
(r=.881, linear coefficient = 1.070, average deviation = 27.81m ± 44.95).
Afterwards, the following specific sleep measures of interest were extracted: sleep
onset, sleep offset, time in bed (does not imply presence or absence of an actual bed),
total sleep time (does not count periods of wakefulness during time in bed), and sleep
efficiency (total sleep time divided by time in bed). Data were coded both as individual
person-night values and as averages per individual to facilitate analyses at both levels.
The following interview measures were extracted and coded into numeric values:
presence of walls on the house, number and identity of cosleepers (bedsharers), number
of sleep interruptions, and type of sleep interruption: intrinsic and extrinsic. Intrinsic
interruptions refer to causes of sleep interruption that are potentially foreseeable because
they originate within the sleeper, whereas extrinsic interruptions come from external
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stimuli and are largely independent and unpredictable for the sleeper. Intrinsic causes
include the following categories of waking stimuli: “dream”, “need to urinate”,
“symptoms of illness”, and “thirst”. Extrinsic causes include the following categories:
“animal noises”, “ants in the bed”, “children”, “mosquitoes”, “noise” (unknown source),
“put out the burning candle”, “rain falling through the roof”, “spouse”, “very cold”, and
“visitor arriving at the house”. Causes excluded from both categories are: “no reason”
(7/519 occurrences), “want to go hunting” (2/519), and “want to go fishing” (2/519).
The number of walls on a house showed a clear bimodal distribution (no walls
and fully walled), and was recoded into a binary variable, where partial walling was
considered more similar to unwalled houses than fully walled houses. Binary variables
were coded for each of the top three causes of sleep interruption (1 meaning woke up for
that reason, 0 meaning did not wake up for that reason) to facilitate logistic regression
analyses.
Statistical analyses
Data coding and statistical analyses were all performed in R. All of the measures
of sleep were normally distributed in frequency, both at the level of the person-night and
for personal averages. Taking advantage of this normality, t tests were used for
comparing individual averages between the group that slept in houses with walls vs. the
group that slept in houses without walls. Bartlett’s test was used to test for differences in
variance between those same two groups. Logistic regression analyses were used to
predict the likelihood of sleep interruption due to a specific cause at the level of
individual averages.
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Testing for differences at the level of the person-night requires an additional level
of control due to the unequal number of data points per subject and the mixing of certain
predictors that vary within subject, such as number of sleep interruptions, and other
predictors that remain constant within subject, such as the presence/ absence of walls. At
that level, all variables of interest were tested for significance using linear mixed-effects
models, controlling for individual and community as random effects. All regressions in
the current analyses took that form unless otherwise specified.
Results
Given the importance of the presence of walls to this analysis, a preliminary test
for potential self-associations into having/ lacking walls is warranted. Using correlation
tests, we found that presence of walls was uncorrelated with participant age (p=.988), sex
(=.869), number of cosleeping children (p=.896), BMI (p=.552), or distance to the market
town of San Borja, which can be used as a rough proxy for degree of market integration/
acculturation (p=.104).
Part 1: sleep interruption patterns suggest high vigilance maintained throughout the night
A full summary of the study sample characteristics and overall Tsimane sleep
patterns is provided in Table 1, split by sex. Overall, Tsimane adults reported waking up
an average of 1.73 times per night, especially because of the need to urinate, and their
children or nearby animals waking them up. Extrinsic stimuli accounted for 41.0% of all
waking events reported (P1). Intrinsic and extrinsic wakes were correlated with a
Pearson’s r of -.22 (p<.001), and significantly associated linearly with a coefficient -.241
(p<.001) when predicting extrinsic wakes from intrinsic wakes and controlling for
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individual and community as random effects. When predicting intrinsic wakes from
extrinsic wakes and using the same controls, the linear coefficient was -.147 (p<.001).
Male

Female

p

92

105

58
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Nights of obs. / pers.

4.79

4.63

.672

Interviews / pers.

2.28

2.34

.718

Age

42.14

38.31

.098

BMI

23.68

24.7

.054

% cosleeping w/ spouse

0.94

0.77

.002

Num. of cosleeping kids

1.14

1.39

.171

% w/ fully walled house

0.74

0.73

.822

Total sleep time (min)

384.33

412.76

.016

Time in bed (min)

481.33

512.43

.013

Sleep onset (24 hour time)

21.68

21.07

.005

Sleep offset (24 hour time)

5.71

5.61

.459

Total number of subjects (n)
Subjects with sleep monitor
recordings
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Sleep efficiency

80.07

80.58

.698

Reported total interruptions

1.68

1.87

.142

Reported extrinsic wakes

.47

1.06

<.001

Sleep interrupter 1

Orinar (43.6%)

Miquich
(52.27%)
Animals
Sleep interrupter 2

Orinar (17.21%)
(14.22%)
Miquich

Animals

(12.32%)

(14.94%)

Sleep interrupter 4

Dream (10.9%)

Illness (4.87%)

Sleep interrupter 5

Noise (9.48%)

Noise (3.57%)

Sleep interrupter 3

Table 1 provides a general sample description with average sleep parameter values.
Differences are tested with t-tests comparing men and women on each measure, with
significance levels presented.
Adults with and without walls did not differ significantly in the total number of
reported sleep interruptions each night, but we did find a significant difference in the
types of sleep interruptions experienced: 39.9% of waking events originated extrinsically
for the sample with walls, while 60.3% of wakes were extrinsic for adults in the nonwalled group (P2). Using a mixed model controlling for individual, community, age, sex,
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and number of cosleeping children, we found that adults lacking walls had 2.8% lower
sleep efficiency (p=.045). When controlling for number of reported waking events as
well, the difference in sleep efficiency was 2.4% (p=.107) (P3). We provide a more
comprehensive comparison of all the measures of interest between the walls present and
absent groups in Table 2.
Have walls

Lack walls

p

Total number of subjects (n)

125

45

Nights per person

3.2

3.56

.497

Age

40.18

41.64

.595

Percent male

46%

44%

.823

Number of cosleeping kids

1.2

1.5

.167

Total sleep duration (m)

394.1

407.0

.301

30.6

26.4

489.0

514.7

35.0

27.6

21:26

21:08

Mean intra-personal sd in total sleep

.270

(m)
Time in bed (m)
Mean intra-personal sd in time in bed

.054
.072

(m)
Sleep onset (24-hour clock time)

.144

82

Mean intra-personal sd in sleep onset

.213

30.7

25.4

5:35

5:42

18.5

11.8

Sleep efficiency

80.8%

79.2%

.246

Mean intra-personal sd in efficiency

2.4%

3.0%

.223

Total reported sleep interruptions

1.8

1.7

.567

Extrinsic sleep interruptions

0.7

1.0

.024

0.4

0.4

0.6

0.4

0.3

0.2

Miquich

Miquich

(31.93%)

(48.1%)

Orinar

Orinar

(30.34%)

(21.52%)

(m)
Sleep offset (24-hour clock time)
Mean intra-personal sd in sleep offset

.498
.002

(m)

Mean intra-personal sd in ext.

.760

interruptions (m)
Intrinsic sleep interruptions
Mean intra-personal sd in int.
interruptions (m)

Sleep interrupter 1

Sleep interrupter 2

.004
.044
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Sleep interrupter 3

Animals

Animals

(13.19%)

(18.99%)

Sleep interrupter 4

Noise (7.12%) Dream (2.53%)

Sleep interrupter 5

Dream (6.6%)

Illness (2.53%)

Table 2. In addition to normal average values, we also include calculated averages of
each subject’s standard error across all nights of observation for the measures of
interest as a representation of night-to-night consistency in sleeping patterns. The
walls and no walls samples are compared against one another with t-tests, with
significance values reported.
Part 2: total sleep duration does not differ significantly based on presence of walls
Using a mixed model controlling for individual, community, age, sex, and number
of cosleeping children, we found no significant difference in total sleep duration between
the walls present and absent groups (P4a). The non-significant difference that we found
suggested longer sleep for those lacking walls, though. We then added time in bed as an
additional control variable given the significantly different average time in bed values for
the two groups found in part 1. In this model, wall presence was associated with 13.7m
longer sleep (p=.043). When we also controlled for reported sleep interruptions, the
walled group slept non-significantly longer by 11.8m. The full tiered-regression model is
provided in Table 3.
Model.A Model.B Model.C Model.D Model.E
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Int

400.98

Age
Male
Cosleeping kids

416.59

421.65

-8.90

-12.21

-0.05

-0.05

-0.14

-0.18

-32.77** -32.78**

-7.80

-6.38

-1.42

-2.49

-1.82

-6.99

13.74*

11.81

-1.39

Fully walled
Time in bed

0.81*** 0.82***

Extrinsic wakes

-1.88

Intrinsic wakes

0.59

Rndm eff: Individual 2650.90 2102.73 2145.27

666.47

750.80

39.86

268.92

278.11

Residual 5997.03 6087.08 6079.52

986.14

979.79

Rndm eff: Community

0.00

40.43

Table 3. Tiered regression model predicting total sleep time, in minutes. Note:
controlling for time in bed, any effects on total sleep time are directly related to
corresponding effects on sleep efficiency. *p<.05, **p<.01, ***p<.001. Model A has
n=639 observations, with 136 “groups” for the random effect of individual and 13
“groups” for village. All other models have 115 “groups” for individual and 11 for
village. Model B has n=560 observations. Models C, D, and E all have n=357
observations.
Part 3: earlier bedtime increases time in bed and creates a higher floor for total sleep
To contextualize the lack of difference in total sleep between the walls present
and absent groups, we first assessed the relationship between time in bed and total sleep.
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They are correlated with a Pearson’s r of .888 (p<.001), with a linear time in bed
coefficient of .819 for predicting total sleep (p<.001). We then split the sample into three
quantiles based on time in bed, with mean values of 390m, 508m, and 591m,
respectively. For each of these groups, the correlation (and linear coefficient) between
time in bed and total sleep were .894 (coefficient .783), .420 (coefficient .882), and .563
(coefficient .945), respectively (P5). We used a linear mixed-effects regression to predict
total sleep from time in bed. While controlling for individual and community as random
effects, we found a significant interaction between time in bed and presence of walls in
predicting total sleep time, but no significant main effects of walls; for every minute
longer in bed, a person without walls slept .74m more, but a person with walls slept .84m
more (an increase of 12%). The full regression model is provided in the supplementary
materials. Figure 1 shows time in bed vs. total sleep time with a loess smooth and the
identity line provided for reference (P6).
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Figure 1 is a scatter plot of total sleep as a function of time in bed. Data points for
those with walls are shown in black, and for those lacking walls in red. The solid black
line is the identity line, and dotted lines are loess-smooth best-fit lines. Greater variance
in total sleep is observed for longer time in bed than shorter time in bed values.
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When we created three quantiles each for the walls present and absent groups
based on total sleep duration, we found that the shortest sleepers without walls still slept
longer than the shortest sleepers with walls: 348m vs. 326m, respectively. A full
breakdown of each quantile’s average sleep duration and time in bed are provided in
Table 4 (P7).
Shortest sleepers Middle sleepers Longest sleepers
Walls: avg sleep (m)

325.79

393.29

465.66

No walls: avg sleep (m)

347.93

406.22

466.70

Walls: avg time in bed (m)

437.40

483.73

547.68

No walls: avg time in bed (m)

456.29

517.64

570.20

Table 4. Three quantiles each were created for the walls present and absent groups.
Their mean sleep durations and time in beds are provided, in minutes.
Though not explicitly a goal of this analysis, we tested for the relative influence
of sleep onset vs. sleep offset in producing these time in bed effects. Sleep onset varies
more than sleep offset both across individual averages (variance ratio 2.421, p<.001) and
within individuals (.475h vs. .292h, p<.001), and correlates more tightly with time in bed
than sleep offset (Pearson coefficients of -.840 and .221, respectively). Intra-individual
variation in time in bed is driven more by variation in sleep onset time than variation in
sleep offset time: standard error of time in bed = 3.993m + .674 * standard error of onset
+ .549 * standard error of offset.
Given that the association between earlier bedtime/ longer time in bed and more
sleep interruptions does not necessarily imply causal directionality, and the correlation
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between lacking walls, more sleep interruptions, and longer time in bed, we also
conducted tests predicting sleep interruption. Earlier bed time is marginally associated
with more extrinsic sleep interruptions, unless presence of walls is also included as a
control variable, in which case there is no association (P8). Intrinsic sleep interruptions
are positively associated with both earlier bedtime and longer time in bed, regardless of
whether or not wall presence is included as a control variable. Tables 5 and 6 show
tiered regression models summarizing these findings for extrinsic and intrinsic sleep
interruptions, respectively.
Model.A Model.B Model.C Model.D
Int

0.42

0.76

4.08

4.39

Age

-0.00

-0.00

-0.00

-0.00

Male

-0.52*** -0.53*** -0.49*** -0.50***

Cosleeping kids

0.23*** 0.22*** 0.24*** 0.24***

Time in bed

0.04

0.04

Onset time

-0.06^

-0.06

Offset time

-0.07

-0.07

Fully walled
Rndm eff: Individual

-0.39**

-0.39**

0.21

0.18

0.20

0.18

Rndm eff: Community 0.03

0.02

0.02

0.02

Residual

0.76

0.75

0.76

0.76
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Table 5. Predicting extrinsic wakes. ^p<.1, *p<.05, **p<.01, ***p<.001. For all
models, n=357 observations, 115 “groups” for the random effect of individual, and 11
“groups” for village.
Model.A Model.B Model.C Model.D
Int

-0.15

-0.38

0.09

-0.13

Age

0.00

0.00

0.00

0.00

Male

0.40*** 0.41*** 0.40*** 0.41***

Cosleeping kids

-0.05

-0.04

Time in bed

0.06*

0.06*

-0.05

-0.04

Onset time

-0.06*

-0.06*

Offset time

0.05

0.05

Fully walled
Rndm eff: Individual

0.28**

0.28**

0.11

0.09

0.11

0.09

Rndm eff: Community 0.00

0.00

0.00

0.00

Residual

0.43

0.43

0.43

0.43

Table 6. Predicting intrinsic wakes. ^p<.1, *p<.05, **p<.01, ***p<.001. For all
models, n=357 observations, 115 “groups” for the random effect of individual, and 11
“groups” for village.
Finally, we tested the prediction that (within individual) night-to-night variation
in sleep duration would be greater for those lacking walls (P9). As shown in Table 3,
there was no significant difference; if anything, people with walls had more night-to-
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night variation in sleep duration than those without, opposite to predictions: 31.8m
(walls) vs. 26.4m (no walls), p=.163. Also notable was the higher night-to-night variation
in sleep efficiency for people lacking walls, though this association was not statistically
significant either: 2.29% (walls) vs. 2.95% (no walls), p=.114. Given these results, we
assessed the amount of variation in sleep duration explained by sleep efficiency, for both
people with and without walls. Using linear regression, we found that sleep efficiency
explained a higher percentage of the variation in sleep duration in those lacking walls (r
squared = .143) than those with walls (r squared = .118), an increase of 21%. Regression
models predicting total sleep as a function of time in bed, sleep efficiency, or both are
provided in Table S1, along with the r squared values associated with each model.
Discussion
As part of the greater investigation into describing “normal” human sleep, this
study focused on describing how sleeping in a site more exposed to the natural
environment affects sleep patterns. In so doing, we specifically employed the model of
sleep as a behaviorally regulated process, subject to the time allocation principles of
tradeoffs and opportunity costs. Taking advantage of natural variation in sleeping site
type among Tsimane hunter-horticulturalists, we found that adults lacking walls report
frequently waking up during the night, especially in response to relatively unpredictable,
external stimuli. Contrary to expectations derived from sleep hygiene and post-industrial
public health studies, adults lacking walls did not differ significantly in sleep duration,
despite being subject to frequent sleep interruptions. Instead, adults appeared to be
buffering their total nightly sleep against frequent interruption and low sleep efficiency
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by going to bed at earlier, more consistent times and spending more time in bed each
night. We interpret these results as support for the tradeoff model of sleep regulation.
Decreased vigilance is an opportunity cost of human sleep
Most sleep studies to date have been conducted in post-industrial populations,
where people typically sleep in safe spaces, insulated from the natural environment by
well-constructed structures. As a result, whether or not decreased vigilance is an
important opportunity cost of sleep, as it is for many animal species, has yet to be
empirically tested. Taking advantage of temporary, naturally occurring variation in
sleeping site construction among Tsimane hunter-gatherers, we used the absence or
presence of walls as a proxy for high and low danger sleeping sites, respectively. We
found significant differences in the sleep profiles for people in these two groups. Adults
with un-walled houses had more extrinsically stimulated sleep interruptions and lower
sleep efficiency. The difference in sleep efficiency remained the same after controlling
for sleep interruptions, though the p value increased from .0445 to .107. Walls had no
significant effect on total sleep time, though (this result discussed in more detail in the
next section).
Several studies have found that more light, noise, temperature fluctuation, and
distractions in a sleep environment decrease sleep efficiency and inhibit sleep. As a
result, good sleep hygiene is recommended, characterized by maintaining dark, warm,
quiet, safe sleep conditions (Stepanski and Wyatt, 2003). In light of this paradigm, the
decrease in sleep efficiency associated with lacking walls among Tsimane is not
surprising. Harder to explain, though, is the drop in sleep efficiency that remains
statistically significant even after controlling for sleep interruptions. We interpret this
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finding as possible evidence for people maintaining higher vigilance throughout the night
in a more dangerous environment. A recent experimental case study in a post-industrial
population discovered that people do typically maintain greater responsivity throughout
the entire sleep period on their first night sleeping in a particular space (Tamaki et al.,
2016). That pattern may reflect an increase in vigilance on the first night sleeping in an
unknown, potentially dangerous space. Taken together, these studies provide support for
the hypothesis that decreased vigilance is an opportunity cost of human sleep.
Given that even the types of relatively rudimentary shelters that Tsimane and
other non-industrial peoples today are capable of constructing rely on technological
advances less than 10,000 years old, early humans likely slept in very exposed sites in
their environments. In that type of ecological context, early humans may have also
depended upon this ability to balance the need to sleep (and maintain better long term
health) against the need to maintain vigilance (and prevent any type of short term injury
or death to self or progeny). If so, this capacity would likely be a human universal,
programmed into basic human physiology.
The benefits of sleep motivate buffering total sleep by increasing time in bed in response
to frequent sleep interruption
We tested predictions from three different hypotheses against one another
regarding the difference in sleep duration between Tsimane with and without walls: either
1) those without walls would sleep longer, suggesting sleep duration has decreased
continuously over time as technology has improved, 2) they should sleep less, given the
myriad studies showing a decrease in sleep duration associated with poor sleep hygiene,
or 3) their sleep duration would not differ significantly because the long term cost/
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benefit tradeoff structure for sleep remains unchanged when short-term opportunity costs
arise. We found that total sleep time did not differ significantly between those with and
without walls, though there was a non-significant negative association. When we
included time in bed as an additional control variable, the effect of walls switched from
negative to positive, and significant, which is a further confirmation that 1) the negative
effect in the prior model was driven by time in bed differences, and that 2) controlling for
time in bed, presence of walls improves sleep efficiency.
While this finding supported the sleep tradeoff model, a lack of significant
differences between two groups is a null result. To supplement this finding and provide
further tests, we formulated an additional question to guide follow-up analyses: how do
people lacking walls maintain the same sleep duration as those with walls given the
increase in sleep interruptions and decrease in sleep efficiency? This question is not
immediately evident when testing between the three hypotheses mentioned because the
first two take time in bed as a given value, whereas the tradeoff model treats time in bed a
flexibly component of sleep that trades off against alternative behaviors just as much as
sleep itself does.
The first set of results showed that time in bed and total sleep are non-linearly
related, whereby the correlation between the two is much stronger at shorter durations
than at longer durations. This confirms observations from other studies that found that
sleep efficiency decreased as time in bed was experimentally extended, and vice versa
(Harrison and Horne, 1996a). We also found a significant interaction between time in bed
and presence of walls in predicting total sleep; as time in bed increases, total sleep time
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increases faster for those with walls than those without, which agrees with the more
general observation that sleep efficiency is higher in more insulated sleep environments.
Given the nature of sleep interruption, particularly due to extrinsic stimuli, as an
unpredictable occurrence, we looked at intra-personal variation in sleep patterns during
the sleep period, and how wall presence moderated this relationship. Night-to-night,
though sleep duration was more consistent for people without walls, sleep efficiency was
more variable. Similarly, sleep efficiency was also more explanatory of sleep duration for
those lacking walls than those with walls. Together, this suggests that people without
walls may have less ability to intentionally adjust their sleep duration than those with
walls, since time in bed is subject to a greater degree of conscious control than sleep
efficiency.
This finding, combined with the observation that sleep onset, time in bed, and
total sleep all vary more from night-to-night for people with walls than without, depicts a
clear picture of highly variable sleep from night-to-night for people with walls. By
contrast, those without walls went to bed consistently, at earlier times, and spent more
time in bed, but had their total sleep duration more influenced by sleep efficiency, which
part 1 of this analysis suggested may be a response to increasing nighttime vigilance.
Interestingly, regardless of sleep onset time, sleep offset time varied very little, producing
a much longer time in bed. We interpret this pattern as reflective of a dynamic whereby
people without walls adjust to their unpredictable sleep environment by deciding to go to
bed earlier and thereby ensure they always sleep at least the minimum amount each night,
even if there are many interruptions. In terms of the opportunity cost model of sleep, this

95

suggests that given a particular likelihood of sleep interruption, the loss in before-bed
activities is preferable to the loss in sleep associated with sleep interruption.
To further test this interpretation, we broke up the sample into 3 quantiles each for
both those with and without walls. The shortest sleepers without walls slept longer than
the shortest sleepers with walls. For those lacking walls, the other two quantiles (middle
and long sleepers) did not appear to differ significantly in average sleep duration from
their corresponding quantiles in the wall present group. This finding may reflect a higher
floor for total sleep for those lacking walls, which agrees with the general trend observed
relating time in bed to total sleep.
Theoretical implications for understanding sleep in post-industrial populations
Quantitative sleep research in small-scale societies is a relatively unexplored
avenue for future research. As such, several patterns observed among Tsimane have
implications for sleep in other populations as well, but since the field as yet has a very
limited understanding of variation in sleep patterns worldwide, we acknowledge that
many of the theoretical contributions from the current analyses take the form of
hypotheses regarding human sleep that merit further testing, rather than conclusive
statements.
Another recent study found that sleep onset varies substantially more than sleep
offset time, both within individuals and across individual averages (Yetish et al., 2015).
This study replicated this result and provided the new insight that sleep onset in a freeliving population directly affects time in bed. Further, the finding that shorter time in bed
is associated with a tighter correlation with total sleep and higher sleep efficiency
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suggests that having walls decreases the opportunity cost of sleep by increasing nighttime
safety and decreasing the need for vigilance. The same change in sleep patterns may have
occurred in post-industrial populations as sleeping spaces became safer and more
insulated. This would certainly agree with the general observation of bedtime being
pushed back later and later over time, even after accounting for the effect of increasing
availability of electricity (Roenneberg et al., 2012). It could also be the reason why
reported sleep duration correlates more closely with time in bed than total sleep; low
sleep interruption rates and little need for nighttime vigilance may create the common
misperception of 100% sleep efficiency among most people in the general population.
Instead of increasing total sleep, though, people in this study instead went to bed
later, presumably engaging in more nighttime activity before bed. Tsimane often delay
sleep onset and decrease total sleep when a lack of food increased the opportunity cost of
sleep in light of favorable conditions for food acquisition (Yetish, Chapter 3). There was
no obvious interaction between hunger, nighttime food acquisition, and sleep dynamics
between the walls present and absent groups in this study. Sociality and other types of
nighttime behavior may have high value to an individual, but a lower opportunity cost (in
the form of inhibited sleep) for people with walls who can rely on higher sleep efficiency
and fewer interruptions.
The finding that Tsimane maintained sleep duration regardless of sleeping
conditions may also suggest that average nightly sleep duration is a relatively conserved
trait, influenced more by individual need and homeostatic drivers than sleep conditions or
behavioral considerations. Rather than short sleep duration being an almost
mechanically-driven consequence of sleep conditions, if long-term sleep duration is a
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relatively robust phenotype, it may explain why population average sleep durations vary
very little from group to group, despite possible expectations to the contrary.
Implications for understanding sleep as a public health issue
While many aspects of this model merit more testing before being accepted, it is
worth following the logical extensions of the hypotheses mentioned here to provide a
larger number of testable predictions. If humans evolved a specific mechanism to respond
to nighttime danger by maintaining greater vigilance during the sleep period by inhibiting
sleep, it may have created a sensitivity that is mal-adaptively triggered in post-industrial
populations in situations in which greater vigilance is not needed. Stressors and anxieties
in post-industrial populations rarely come from problems that are likely to have direct
effects on individual reproductive success, though they may be extremely unpleasant
(Kripke, 1979; Burgard, 2011). As a result, people may lose sleep from physiological
inhibition without realizing any benefit from maintaining safety in the face of real danger.
Long-term insomnia may be an extreme manifestation of this problem as a down-stream
consequence of chronic stress or anxiety.
If high sleep efficiency is allowing people to push back their sleep onset until late
into the night in response to perceived high opportunity costs, it may be creating a
vulnerability to inadvertent sleep inhibitions. People living in environments where sleep
interruption is a regular part of life may adjust by spending more time in bed, such that if
sleep is interrupted, they still sleep adequately. Contrarily, people who enjoy high sleep
efficiency and consequently shorten their time in bed will then suffer much more sleep
loss when sleep is inhibited due to interruption or late night activities. This may be a
contributing factor to the high rates of insufficient sleep many Americans report today.
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Limitations and alternative explanations
The association between long time in bed and number of sleep interruptions is
significant, but the causal direction can only be definitively tested experimentally. We
argue in this analysis that high rates of sleep interruption motivate going to bed earlier,
but it is possible that going to bed earlier for other reasons causes a higher rate of sleep
interruption. Distinguishing extrinsically and intrinsically stimulated sleep interruptions,
we found that the association between time in bed and sleep interruption was no longer
significant after controlling for the presence of walls, presumably because people lacking
walls both spend more time in bed and have more extrinsic sleep interruptions.
Intrinsically sourced sleep interruptions remained significantly associated with time in
bed, though, so it may well be the case that spending longer in time makes an individual
more likely to experience sleep interruption from some self-originating cause.
Complicating this issue is the significant negative association between extrinsic and
intrinsic sleep interruptions, which may be caused by the fact that if people wake up for
an extrinsic cause, like childcare, they may also urinate before they go back to sleep, thus
alleviating the need to wake up to urinate later (which would count as an intrinsic sleep
interruption). Nevertheless, the significance structure of the analyses still supports the
interpretation of extrinsic sleep interruptions, at least, as being relatively independent
from time in bed. Ultimately, extrinsic sleep interruptions are the variable of greater
interest for this analysis anyway.
Another issue regarding sleep interruption is the reliance on self-report, which
may be underreported due to recall bias. This could explain why people lacking walls
have lower sleep efficiency even after controlling for reported sleep interruptions. Even if
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this is the case, though, it does not undermine the interpretation of this analysis, since
waking up more when lacking walls would still support the need for vigilance hypothesis.
Methodologically, polysomnography is considered the “gold-standard” for
measuring sleep, whereas accelerometry has been observed to suffer from an overrepresentation bias, leading to sleep measures about 20 minutes longer than those from
polysomnography, on average (de Souza, 2003). Since the core analysis structure of this
study relies on intra-population comparison, this bias would not affect the results of
comparisons between Tsimane with and without walls. Further, polysomnography is a
cumbersome and relatively invasive method, which could introduce an observation bias,
especially in a population like this, where high-technology is very infrequently
encountered. It could introduce a higher degree of vigilance/ worse sleep from anxiety
introduced by wearing the device, perhaps because of a perceived invasion of privacy, a
fear of breaking the device, or even just simple discomfort.
Ancestral sleep patterns cannot be studied directly since sleep behaviors do not
fossilize. We make no claims that Tsimane sleep ought to directly reflect the same central
tendencies of ancient human sleep. They remain a uniquely informative study population,
nonetheless, because of their close proximity to wild animals in their environment during
sleep, natural fertility, hand-constructed homes, lack of electricity, and subsistence
economy, since they eliminate likely influencers of sleep patterns that would otherwise
confound sleep research in any post-industrial population. For our particular study
design, the natural experiment of random variation in house-type among Tsimane
neighbors is an invaluable tool for addressing the questions posed in this paper.
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The Tsimane environment does not likely resemble that of early humans in terms
of flora nor fauna; tropical new-world rainforest clearly differs dramatically from the
biome characteristic of African savannah. Our analysis does not rely on the presence of
any specific animal species or specific climatic factors, only that there be wild animals
that could potentially pose some sort of danger during the night. In this respect, there is
no reason to believe that the Tsimane environment would significantly over-represent
nighttime risk. If the Tsimane environment does differ in this respect at all, it is likely
because of a lower abundance of predatory species, which have experienced declining
population densities world-over due to habitat encroachment and trophy hunting. Further,
given the relatively short human inhabitation of South America, it is unlikely that
Tsimane ancestors would have lived in their current environment long enough to develop
unique genetic adaptations to nighttime danger. Instead, we argue that it is more likely
that a reaction norm for responding to danger during the night, developed in Africa, is
sufficiently non-specific to adapt to Amazonian conditions. This would be consistent with
any models of sleep as physiologically consistent between post-industrial populations and
small-scale societies across the world.
Conclusion
Tsimane without walls have lower sleep efficiency and more unpredictable sleep
interruptions, as well as a much earlier bedtime and longer time in bed, but sleep the
same amount each night as those with walls. We interpret these relationships within this
ecologically insightful population to suggest that “normal” sleep is characterized by
adjusting time in bed to buffer total sleep duration against frequent but unpredictable
sleep interruptions.
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Chapter 5
Conclusion
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The research initiative aimed at improving sleep patterns in the general population
have led to a recent push towards finding a description of “normal” human sleep rooted
in historical and evolutionary theory. Implicit to this search has been an assumption that
“normal” sleep in an evolutionary setting represents the kind of sleep pattern likely to be
associated with the best long-term health. This may be why assertions about “normal”
human sleep focus on aspects in which such conditions are better than conditions
common in modern post-industrial populations, such as sleep hygiene. Absent any
empirical testing, the general expectation has been that people slept in an environment
free from distraction, and lacked all of the known negative effects of short sleep that are
so common in the US (Stepanski and Wyatt, 2003). Along these lines, there has been a
general search for a “magic number” of sorts: some average sleep duration that could be
advocated to the general public as a means of promoting general health (even despite an
acknowledgment that no such number exists because of inter-personal variation)
(Matricciani et al., 2013). As part of this search, studies have recently started to
characterize sleep in populations lacking electricity, but prior to this dissertation, few
examined sleep in the types of “traditional” populations commonly studied in
anthropology and human behavioral ecology.
One challenge in developing evolutionary models of human sleep has been that
anthropological theories of sleep tend towards descriptions of the sleep environment
rather than sleep itself. Bed-sharing, termed “co-sleeping”, and the need for breastfeeding
during the night have both been empirically tested to some degree, finding that both are
very common in most small-scale societies worldwide (Hewlett and Roulette, 2014).
Other considerations of sleep in an evolutionary context have focused on sleeping sites

106

themselves, such as nesting among extant non-human primates, and the hypothesized
transition from arboreal to terrestrial sleep between later australopithecines, who
maintained arboreal adaptations despite clear bipedalism (Koops et al., 2012), and Homo
erectus, who may have been using fire to deter predators and make terrestrial sleeping
sufficiently safe so as to no longer need arboreal adaptations (Wrangham, 2009). These
models remain primarily theoretical in nature, though. Regardless, none of these types of
studies contribute towards the identification of the much sought-after “magic number” for
sleep duration.
This dissertation aimed to study sleep as itself a complex phenotype in the scope
of human evolutionary ecology. To supplement the existing studies of sleep in various
experimentally controlled environmental conditions, my coauthors and I have employed
naturalistic observations and quantitative, ethnographic interviews as the study design for
all analyses included. In so doing, instead of invoking a healthy/ pathological dichotomy
for differentiating sleep patterns from one another, we have instead sought explanations
in the local environment and subjects’ personal conditions. Our primary goal throughout
has been to quantitatively describe the spectrum of sleep variation, and how sleep
patterns vary in various conditions. With this largely observational study design, these
results make no claim regarding the healthiest sleep patterns that could be recommended
as a way of improving public health. Instead, by providing empirical descriptions of sleep
patterns in non-industrial populations, I hope that the findings from these three studies
can provide some groundwork in the effort to describe “normal” human sleep, which
could then be compared to patterns seen in post-industrial societies to then test whether or
not which sleep patterns are associated with better long term health.
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Tsimane hunter-horticulturalists feature prominently in all three papers, as the
exclusive population of interest in chapters 3 and 4. Living in the Bolivian Amazon, in
relative isolation from the greater market economy, this population displays naturally
controlled fertility and subsistence hunting, fishing, and horticulture. Their way of life
has created a unique opportunity for studying sleep in the way described above. We have
particularly focused on the food stress associated with a subsistence lifestyle (Chapter 3)
and the relatively exposed sleeping sites resultant from the hand tools available for house
construction in this study (Chapter 4). These chapters rely on these facets of the Tsimane
environment to describe variation in sleep within their population.
The same features of Tsimane society that make them an insightful study
population similarly apply to the other two populations studied in this population, the San
and Hadza hunter-gatherers of Namibia and Tanzania, respectively. Both display natural
fertility, live in relative isolation, and subsist primarily on wild-game and foraged plant
foods. All three lack electricity and the types of insulation from ambient light and
temperature fluctuations characteristic of sleep among all post-industrial populations
studied to date.
Chapter 2 compared sleep in all three populations to one another to assess the
degree of variation amongst them, despite the distinct geographic, historical, genetic, and
ecological niches each of the three populations maintain. We found that in all three
populations, sleep duration averaged 5.7-7.1h per night, with no distinct differences
between any two populations. This range is at the shorter end of the normal distribution
of sleep durations in the US and other post-industrial populations, suggesting that this
range may reflect the species typical pattern. We also found that in all three populations,
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sleep appears to be regulated by both light and temperature; sleep offset was consistently
at the coldest point of the 24-hour cycle, despite sometimes being after sunrise. Sleep
duration also displayed a strong season effect, whereby winter sleep was about one hour
longer than summer sleep, driven largely by a change in sleep onset time. Sleep onset
time was also universally well after sunset, indicating that the pattern of nighttime
activity/ sleep onset differs markedly for humans from that of chimpanzees or other
diurnal non-human primates.
Chapter 3 aimed to explain the behavioral question of what people are doing at
night in the hours after sunset, while also exploring how nighttime behavior and sleep
trade off against one another. We found that nighttime activities vary considerably from
night-to-night, as does sleep onset, time in bed, and total sleep duration. This intrapersonal variation even eclipsed the inter-personal variation, which has itself been
recognized as a significant driver of variation in sleep patterns. We interpret this as
support for the model of sleep as a behaviorally regulated state of being, since it appears
to exhibit the kind of temporal plasticity typically characteristic of reaction norms.
Further, we found that particular nighttime activities are associated with especially large
decreases in total sleep duration. Food acquisition was much more likely on nights when
people reported having no dinner due to not having any food, as well as reporting greater
nighttime hunger, but it was also associated with 3.5h less sleep on that night. We
interpret this pattern as support for a hypothesized model of optimal sleep that balances
the tradeoffs between sleep and waking activities according to shifting opportunity costs.
Chapter 4 focused on the need for vigilance during the night as the primary
opportunity cost of interest balanced against sleep. The need for vigilance has long been
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considered an opportunity cost for most animal species due to the risk of predation, but
such considerations have not been applied to humans. We operationalized exposure as the
presence or absence of walls to represent nighttime danger, by proxy. We found that
Tsimane lacking walls woke up due to extrinsic (not originating in the sleeper) stimuli
significantly more than those with walls, who had significantly higher sleep efficiency.
Contrary to predictions from other models, we found no significant difference in sleep
duration between the two groups, though. We did find, though, a substantial difference in
time in bed between the two groups, whereby those without walls went to bed earlier and
spent longer in bed. We interpret this set of findings as representative of a kind of
buffering, whereby those without walls spend longer in bed to ensure they realize
sufficient sleep despite unpredictable sleep interruptions. Supporting this finding, we
found that the floor for total sleep duration appeared to be higher for those without walls
than those with walls. Lastly, we found that the relationship between time in bed and total
sleep followed somewhat of a diminishing returns pattern, especially for those lacking
walls. We interpreted all of these findings as support for a model of time in bed as the
behavioral manifestation of sleep, thus subject to regulators of behavior, like opportunity
costs.
All-together, this dissertation presents a few potential “solutions” to the holes in
the literature mentioned above. Rather than answering the posed questions, though, I
would argue the findings from these studies merit reframing these questions instead. The
lack of difference in total sleep by population, suggests that at least for (long-term)
average sleep duration, there does appear to be some relatively conserved “normal”
range. However, the substantial intra-individual variation normally displayed suggests
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that there is no one “magic number” for how long any one person ought to sleep each
night. Sleep conditions vary considerably each night due to highly varying and
unpredictable stressors and productive/ social opportunities. If we treat time in bed as a
behavior highly correlated with total sleep, it becomes a bit clearer that the opportunity
costs to sleep are important determinants of sleep, and need to be taken into account in
trying to understand sleep itself. However, since
Natural selection maximizes reproductive success, not necessarily long-term
health, so when opportunity costs to sleep are especially high, sleep inhibition may be
adaptive, even if it is associated with negative health consequences. If we treat sleep
duration as a sensitive and flexible phenotype that is the product of tradeoffs, rather than
the target goal individuals strive to meet, we can better understand why so many people
suffer from poor sleep today and potentially provide better recommendations to improve
sleep and quality of life. For example, if modern technology, like electric lights and highspeed internet improve an individual’s potential productivity, it may be creating a higher
opportunity cost to sleep that motivates people to treat sleep as relatively expendable,
even to the point of chronic sleep deprivation. With this perspective, it no longer appears
strange that people so often suffer from sleep deprivation, despite knowing the myriad
negative consequences associated with short sleep. By only considering the light/
melatonin pathway by which these devices may inhibit sleep, efforts to improve sleep are
likely hindered.
In terms of anthropological and evolutionary theory, this dissertation highlights
some distinct differences in sleep patterns between humans and chimpanzees, as well as
potential avenues by which those differences may have been adaptive. As seems to be the
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case for chimpanzees in the wild, vigilance at night appears to be important for humans,
though whether that is primarily due to the threat of predation or injury from other
humans remains to be seen. The ability humans have had to improve and develop
sophisticated, safe, and insulated sleeping spaces may have led to a major difference in
sleep patterns between the species, and canalized differences in time-allocation tradeoffs
between the species. Rather than nesting, or getting into bed, around dusk, humans
clearly stay awake well into the night, often engaging in social exchanges, such as
chatting, listening to the radio, visiting neighbors, or watching TV. In other instances,
Tsimane spend considerable time in work or food productive activities after dark. Likely
due to a plethora of reasons, humans appear to have a unique niche among diurnal
primates, whereby a substantial portion of after-dark hours (including up to the entire
night) have become valuable, usable hours for a number of different activities. This kind
of flexibility may have better endowed humans the capacity to confront new adaptive
challenges in unique ways, since early humans would have been less dependent on
maintaining optimal ambient light and temperature conditions for their daily activities.
Future directions for this line of research span from the study of sleep in a public
health context to studies of human sleep patterns as an evolutionary adaptation. Applying
the opportunity cost model of sleep to other subsistence populations would serve as an
important test, as well as adding nuance to understanding the ways in which opportunity
costs can manifest in different contexts, since waking behaviors differ dramatically in
different environments and cultures. San hunter-gatherers in Namibia live in a
dramatically different environment than Tsimane, so similarities in sleep pattern
dynamics found between the two populations provide a new level of robustness and
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specificity to the model, which could then be better applied to interpreting sleep patterns
in the US and other post-industrial populations.
In terms of anthropological theory, sleep has not been included in any models of
human evolution in any substantial way, but the opportunity cost framework may better
facilitate such research. Applying the opportunity cost model to chimpanzee sleep would
provide a critical bit of insight for grounding any comparative analysis, which could then
inform extrapolative models of ecological adaptation over evolutionary time; by
understanding what change in ecological niche enabled the transition from the more
chimpanzee pattern of sleep to that of humans, we would be better equipped to address
methodologically challenging questions, such as the effect that transitioning from
arboreal to terrestrial sleep had on early hominin species. Other important insights to
understanding human sleep would be understanding the full range of costs and benefit to
the human specific pattern of staying awake long after dark, such as increased
productivity and/ or some sort of reduced physiological capacity due to shorter average
sleep. None of these questions would be easy to address by any means, but hopefully by
transitioning the study of sleep from one purely rooted in physiology to one that
incorporates principles of behavioral ecology, the findings from this dissertation can
make a meaningful contribution to the study of sleep.
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Fig. S1. Data from Hadza in Tanzania. Sleep onset and offset occur in the dark. Sleep periods averaged over 60 nights, 10 participants (onset
and offset SEMs are indicated). Average sleep onset is 3.4-h after sunset and offset is 1-h before sunrise. Temperature measurements are from
Serengeti station near the Hadza encampment. The Hadza, at latitude -4 are the closest to the equator of the three groups examined, the San are the
furthest (latitude -20) and the Tsimané fall in between (at latitude -15). In the Hadza, we can see the same temperatures excursion across the 24-h
period and the same general relation of sleep and awakening with respect to this temperature cycle as in the other two groups. Supplement to
Figure 4.

Fig. S2. Abdominal and finger temperatures from Fig 4 on an expanded scale. Sleep offset times are indicated with green arrows and onset
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times are indicated with black arrows. Red and blue traces illustrate group averages of abdominal and finger temperatures. The light gray trace

shows representative finger temperature from an single participant. This is useful in illustrating that vasoconstriction is seen in individual, daily
data. The data also shows that no vasodilation is seen in the individual raw data or in the averaged data, i.e. it has not been obscured in the
averaged data by asynchronous occurrence of sleep onsets relative to sleep offset times. Smaller vasoconstrictions, not time-linked to wake onset,
may be related to food preparation. Supplement to Figure 4.

Table S1. Sleep duration in decimal hours (h), standard deviation (SD) of sleep duration in each subject, correlation between sleep
duration and sleep onset and offset values A table is provided for each of the three groups examined that contained at least 6 days of recording.
Seven subjects recorded for 4-5 days were used for mean values but not for correlation studies because samples with fewer than 6 pairs of value
are not suitable for correlation studies. Sleep onset values are strongly correlated with sleep duration, such that earlier sleep onset is linked to
longer sleep duration. However, sleep offset values are relatively weakly correlated with sleep duration. The San (and the other groups-see Fig. 1)
do not often “sleep in” in the morning to compensate for delayed sleep onset. Significant relations are highlighted with yellow. Statistical analysis
shows that the correlations between sleep onset time and sleep duration are significantly and substantially larger than those between sleep offset
and sleep duration. Sleep onset and offset times are not strongly correlated. The binomial test shows that there is a significant difference in the
number of significant correlations between sleep onset and sleep duration and sleep offset and duration in all 3 groups [Hadza p=0.01, Tsimane
p=3.3E-10, San p=0.0006]. Values listed as 0.0000 have p values less than 0.0001 or r values of more than 0.99. See main manuscript sleep
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Table S2. Information about participant groups
Night duration is from sunset to sunrise, clock time and times relative to solar noon are given, high and low temperatures are in °C.
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BMI

RECORDING

degrees

degrees

PARTICIPANTS

DAYS

HADZA

-3.7315

35.1946

12.1

6.3±0.63

81±25

82±5.8

12-29

36.6±11.8

21.4±2.5

10

60

-14.875

-66.7282

12.4

6.6±0.93

82±17

83±6.0

14-29

38.0±10.7

26.1±3.9

9

63

9/1/13-W-SP -14.875

-66.7282

12.2

6.4±1.03

92±16

81±4.6

15-33

35.2±14.3

22.8±3.3

9

63

10/3/13-SP

-14.875

-66.7282

11.7

6.4±1.12

72±13

85±5.54

18-28

32.2±10.7

26.2±3.5

10

70

10/18/13-SP

-14.875

-66.7282

11.5

6.5±0.32

64±17

86±4.2

22-31

44.4±23.7

25.4±4.8

7

70

TSIMANE
8/18/13-W
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10/29/13-SP -14.875P

-66.7282

11.4

5.9±1.39

82±17

81±7.5

22-30

34.2±11.3

24.9±4.1

7

70

11/29/13-S

-14.875

-66.7282

11.1

5.7±1.15

86±8

82±5.5

23-34

37.0±15.1

24.2±3.3

12

84

5/14-F-W

-19.803

20.6872

12.9

7.1±0.52

77±15

85±3.9

10-26

45.3±11.1

18.6±1.4

10

210

8/14-W

-19.803

20.6872

12.6

6.9±0.97

95±22

81±5.4

15-29

23.4±3.5

19.3±2.9

5

55

1/15-S

-19.803

20.6872

11.0

6.2±0.60

72±10

84±3.7

20-33

38.5±14.0

18.3±2.2

15

420

6.4

80.3

83

TOTALS→

94

1165

SAN

AVERAGES→

36.5

WASO (wake after sleep onset) amounts were comparable to those recorded in “modern” populations with the same devices (see refs. in main
text), BMI=Body Mass index, Total days is the number of participant-24-h days recorded (recording duration x participants). Each group had
equal number of females and males, except for groups with an odd number of participants. The Hadza were recorded from May 13-20, 2013.
Overall there were 47 female and 47 male participants. ± indicates standard deviation between individual averages across recording period in each
group. All groups are south of the equator, so northern seasonal timing is reversed. The Hadza are in the equatorial zone, so summer-winter
designations do not apply. We label winter (W), spring (SP), summer (S). and fall (F) according to standard southern hemisphere designations. The
Tsimane groups used different subjects at each time point. The San recordings used 8 of the same subjects in both the 5/14 and 1/15 recordings.
Two the 10 subjects recorded during the 5/14 run had migrated out of Denui and could not be located for the summer recording. To keep the
statistical treatments uniform and conservative, we used unmatched t tests in both the Tsimane and San groups in the body of the paper. See main
manuscript: sleep duration, summer vs winter, BMI, light and temperature headings
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Table S2: Information about participant groups (continued)

CENTER
ONSET
GROUP

ONSET

OFFSET

SUNSET
START DATE

SOLAR
SUNRISE

CLOCK

CLOCK

ONSET -

OF

NOON

CENTER OF
SOLAR
SUNRISE -

WAKE-

OFFSET

SOLAR

NOONSUNSET

WAKE

SOLAR

OFFSET
PERIOD

HADZA

NOON

18.57

21.98±0.6

5.68±0.41

6.63

12.60

9.38

3.41

16.30

6.92

0.95

3.70

18.33

21.36±0.76

5.55±0.48

6.68

12.52

8.84

3.03

15.81

6.97

1.13

3.29

9/1/13=W

18.37

21.03±0.85

5.01±0.42

6.53

12.45

8.58

2.66

16.02

7.44

1.52

3.57

10/3/13

18.40

22.13±1.8

5.68±0.46

6.13

12.27

9.86

3.73

16.45

6.59

0.45

4.18

10/18/13

18.43

21.60±1.8

5.14±0.55

5.97

12.20

9.40

3.17

16.46

7.06

0.83

4.26

10/29/13

18.48

21.16±0.4

4.93±0.85

5.87

12.17

8.99

2.68

16.23

7.24

0.94

4.06

11/29/13-S

18.72

21.26±0.97

4.39±0.72

5.78

12.25

9.01

2.54

16.87

7.86

1.39

4.62

18.12

21.27±0.41

5.61±0.41

6.02

11.57

9.70

4.15

15.66

5.96

0.41

4.09

TSIMANE
8/18/13-W

SAN
5/14 LF-W
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8/11-W

17.42

21.38±0.61

5.85±0.51

5.97

11.70

9.68

3.96

15.52

5.85

0.11

3.82

1/15-S

18.35

22.74±0.56

6.22±0.73

5.21

11.83

10.91

4.39

16.52

5.61

-0.90

4.69
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Table S3. Napping and nighttime awakening scored by Actogram program. See main
manuscript:
napping.

NAPS
DAYS/
SUBJECT

#

SUBJECT

NIGHTIME AWAKENING

duration h

#

duration h

WINTER

TS 11 DEN

21

0

0

0

0

TS 12 DEN

21

0

0

2

1.5, 2

TS 13 DEN

21

0

0

0

0

TS 14 DEN

21

0

0

0

0

TS 15 DEN

21

0

0

0

0

TS 16 DEN

21

0

0

1

1.3

TS 17 DEN

21

0

0

3

1.5, 2.5, 1.5

TS 18 DEN

21

0

0

3

1.5, 3.5, 4.5

TS 19 DEN

21

0

0

1

2

TS 20 DEN

21

0

0

0

0

1

2.5

SUMMER
DEC 13A

28

4

4, 3.5, 3.0, 3.0
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DEC 14A

28

0

0

0

0

DEC 15A

28

0

0

0

0

DEC 16A

28

0

0

0

0

DEC 17A

28

0

0

1

0.5

DEC 18A

28

2

2.0, 2.5

3

2.5, 1.0, 5.0

DEC 19A

28

0

0

0

0

DEC 20A

28

0

0

0

0

DEC 11B

28

0

0

0

0

DEC 12B

28

0

0

0

0

DEC 13B

28

1

3

0

0

DEC 14B

28

0

0

0

0

DEC 15B

28

3

4, 3.5, 2.5

0

0

Table S4. Higher standard deviation of sleep onset times than sleep offset (wake) times in 3
representative subjects. AVG=Average, SD=Standard Deviation. See main manuscript: sleep
duration.

Subject
#→

San Dec 19A

San Dec 20A

SLEEP

San Dec 12B

SLEEP

ONSET

DATE (+ next AM)

wake onset

24.93

Thursday 1/15/2015

5.63

23.42

5.73

20.88

6.75

22.32

Friday 1/16/2015

5.80

22.07

6.40

23.05

6.42

5.80

23.88

6.47

23.98

5.97

24.08

Saturday 1/17/2015

ONSET

SLEEP
wake onset

ONSET

wake onset
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23.77

Sunday 1/18/2015

5.05

23.22

5.73

21.87

6.38

24.13

Monday 1/19/2015

5.97

24.50

5.98

24.38

5.28

20.98

Tuesday 1/20/2015

5.70

21.32

5.98

22.80

5.85

20.87

Wednesday 1/21/2015

5.27

24.87

6.63

24.72

6.38

20.93

Thursday 1/22/2015

6.55

20.67

25.58

Friday 1/23/2015

6.07

25.90

5.82

21.00

6.67

22.92
6.02

7.12

Saturday 1/24/2015
21.93

5.87

21.98

6.77

21.05

2.47

21.72

Sunday 1/25/2015

6.40

21.53

6.68

22.97

6.87

22.20

Monday 1/26/2015

4.83

21.53

5.37

22.55

5.93

21.67

Tuesday 1/27/2015

5.48

24.25

5.85

20.88

6.22

22.95

Wednesday 1/28/2015

5.48

21.45

7.18

21.33

6.13

6.82

22.32

7.47

20.88

6.05

23.50

Thursday 1/29/2015

22.32

Friday 1/30/2015

7.40

21.37

7.88

21.65

7.23

24.23

Saturday 1/31/2015

6.43

20.42

7.38

21.40

7.77

22.48

Sunday 2/1/2015

6.65

23.47

6.35

21.50

6.30

22.48

Monday 2/2/2015

6.60

23.33

6.63

22.60

6.67

12.30

Tuesday 2/3/2015

6.33

27.22

25.32

Wednesday 2/4/2015

5.80

24.98

7.30

23.37

6.22

22.38
5.73

6.87

Thursday 2/5/2015
21.95

6.55

21.98

6.77

21.22

6.75

24.67

Friday 2/6/2015

7.35

25.45

6.93

23.17

6.05

24.93

Saturday 2/7/2015

7.03

24.03

5.90

25.37

6.22

25.52

Sunday 2/8/2015

6.87

23.38

6.88

23.93

6.37

21.20

Monday 2/9/2015

7.78

21.12

7.72

21.37

6.17

6.82

21.73

7.63

22.43

6.67

5.70

22.27

6.40

21.13

6.87

23.12
24.23

Tuesday 2/10/2015

Wednesday 2/11/2015

22.73

AVG

6.22

22.95

AVG

6.55

22.45

AVG

6.30

2.52

SD

0.73

1.70

SD

0.68

1.30

SD

0.88

128

Supplementary Experimental Procedures
Sleep was quantified with Actiwatch-2 devices worn for 4-28 days. Sleep states were scored by
the Actogram program. We extracted the light and acceleration data and statistically compared
these data with temperature, solar and seasonal variables. The San participants wore iButton
temperature recorders on the middle fingers of both hands and on the abdomen for 4 days at the
start of recording periods in both the summer and winter periods. iButton devices were also
placed near the participants’ sleeping sites to accurately measure environmental temperature and
humidity at 4 min intervals.

Supplementary methods and discussion
Participants: The populations studied did not have electricity, generators or battery powered
devices. All participants were interviewed with the assistance of indigenous translators. Those
who were ill were excluded. Villages in which caffeine or alcohol use occurred were excluded
and this was always confirmed in the individual participant interviews. Beyond this requirement,
participants between 20 and 55, with equal numbers of males and females in each group, were
randomly selected. Age and height were recorded using a portable stadiometer and BMI
calculated. We do not see significant correlations between BMI and any other the other sleep
variables. This may be because the BMI ranges were rather narrow, as were the range of sleep
durations. But it is worth noting that even though a large portion of the sleep durations were at a
level associated with obesity in the US populations [S1], none of the subjects were obese.
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Each participant provided verbal consent to the research. The participants were informed of the
goals of the study and were paid $30 USD in gifts for their participation in the month long San
studies. In case of Tsimane, they were given gifts for participation, with a value of 70 Bolivianos
or about 10 US Dollars. The Hadza participants were provided gifts for their participation, with a
value of 15,000 Tanzanian Shillings, or 10 US Dollars.

Each population eats locally acquired foods. The San eat meat from local game, baobab fruit, fish
and berries. The Hadza eat game meat, baobab fruit, honey, tubers, and berries. The Tsimane eat
a mix of hunted game, fish, and cultivated plant foods, primarily rice, manioc and plantains.

Sleep conditions: The Hadza sleep on animal skins on the ground, with Maasai style 'shuka'
blankets. They sleep upon flat, circular sleeping spaces that are 2-2.5 meters in diameter. To make
such a sleeping space, they clear the ground of thorns and rocks, and then place down either a
kudu skin or an impala skin (both of which are prized for their soft hair), upon which they sleep.
The Hadza data were collected during the wet season, and during such times, sleeping spaces are
inside huts. The simple domed huts, open to the outside, are framed with tree branches and
thatched with grass. In the dry season, sleeping spaces are often open air. After sunset, a fire is
usually set just at the entryway to a hut, or next to an open air sleeping area. Families sleep close
together, 2-6 people often sharing a single sleeping space. They sleep either naked or with very
little clothing. They cover themselves with light blankets, often made of cotton or cotton-nylon
blends. San participants slept on a blanket on the ground, covered by an additional blanket,
without pillows in the winter and without a blanket or much clothing in the summer. They
sometime slept in grass huts with 1 meter wide openings, always completely exposed to the
environment, and at other times outside the huts. The environmental iButtons were placed above
ground at their sleeping sites. The Tsimane participants slept on beds above-ground made of tree-
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bark slats inside thatch-roofed houses with walls made of bamboo, other tree boles, or
occasionally wood tablets. Most Tsimane beds have thin blankets.

Elevations:
Hadza, 1030 meters (Lake Eyasi, Tanzania)
San, 1150 meters (Tsumkwe, Namibia)
Tsimane; 197 meters (San Borja, Bolivia)

Actiwatch-2 devices: (Philips Respironics, Bend Oregon), were placed on the wrist of participants
studied, in most cases remaining for at least 6 days to a maximum of 28 days (Table S2). Each
record was visually inspected to identify and exclude instances of artifact. All collected data were
scored by the “Actogram” program (Phillips Respironics) using the default 1-min setting that has
been used in many prior studies. The sleep period analyzed was automatically selected by the
software and not modified or selected by the investigators in >97% of cases. But all days of data
were visually scanned for any discrepancies in the data selection of the major sleep period and
corrected by defining the major sleep interval.

A Medline search for “(actigraphy or actiwatch or actigraph) and sleep” brings up 2,132 papers.
Many papers have compared actigraphy to polysomnography as an indicator of sleep [S2, S5S13]. It should be borne in mind that whereas polysomnography (PSG) is often considered
the ”gold standard” for identifying sleep it has long been known that when participants are in
PSG defined sleep and are “awakened” they will frequently say they are not asleep [S14] This
cognitive mismatch can occur in all sleep stages.
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Conversely, when an actiwatch is used, and continuous movement is identified in a neurologically
normal individual, it is highly likely that the participant perceives that they are awake. The main
source of error in actigraphy is in somewhat overestimating sleep time. When no movement is
occurring the participant need not be asleep, just immobile.

A recent comparison of the Actiwatch with simultaneous polysomnography concluded that the
Actiwatch and its companion Actogram software, as used in the current study, had “a 97%
sensitivity for sleep, a 96% specificity for wakefulness and an overall accuracy of 96%.” It further
found that overall, “Actiwatch sleep time overestimated PSG sleep time by 26.4-min per sleep
period (95% CI 18.0-34.8 min; P < 0.0001)”[S11], consistent with some periods of inactive
waking being scored as sleep. Marino et al. [S2] reported “Overall, sensitivity (0.965) and
accuracy (0.863) were high. They “conclude that actigraphy is overall a useful and valid means
for estimating total sleep time and wakefulness after sleep onset in field and workplace studies.”

In our study of the Hadza and in all our studies of the Tsimané, conventional Actiwatch wrist
bands were used. Such bands can easily be removed, although we instructed the participants not
to do this. In the Tsimane participants we found a few periods of inactivity that contained an
abrupt onset and zero or invariant light levels, as might be obtained when the Actiwatch was off
the wrist. Therefore, in our studies of the San, which were done after the Hadza and Tsimane, we
attached the Actiwatches with hospital bands (Wristband LLC, Atlanta) recommended by
Respironics. They cannot be removed except by cutting the band. Repaired bands are obvious. In
the few cases when bands were found to be cut, we discarded the data. The results in the San were
qualitatively and quantitatively similar to those in the Hadza and Tsimane, in terms of nighttime
sleep duration, sleep onset-offset and wake after sleep onset (WASO); however, somewhat fewer
periods of abrupt interruptions of daytime activity were seen in the San Actiwatch data, consistent
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with our goal of preventing removal, so we focused our nap evaluations on the San. The number
of days in each long duration recording was determined by travel and logistical constraints. All
collected data are presented, with the exception described above.

Although nighttime actogram scoring has been extensively validated against polygraphic scoring,
there have not been many validations studies for Actogram scored napping. A recent study
concluded that Actogram scored haps were accurate, but that “Discrimination of sleep and wake
during periods of waking quiescence is not as robust as during periods of mainly daytime sleep”
[S3]. In our initial analysis, naps were automatically scored with a second automated analysis of
the Actograms. This second analysis was done after the initial analysis of sleep parameters using
the default Actogram settings that have been extensively validated using polygraphic recording.
To do this second analysis, we used the Tools/Options/auto intervals/Automatically set major
Rest intervals/uncheck detect only one rest interval per day/minimum minor rest interval size 15
min (the most sensitive setting for nap detection)/medium. This feature also served to identify
periods of nighttime waking interrupting sleep. We find very low rates of napping (Table S3). In
a second analysis, naps were scored visually by looking for periods of >15 min with activity rates
at or below that in actigraphically detected sleep in the same subject. This produced somewhat
higher rates of napping (see results), but this analysis also indicated very low levels of napping.

The Actogram analysis indicates that nighttime awakenings occurred on 10 of 210 recording days
during the winter and 5 of the 364 days of recording during the summer.

In summary, most subjects sored visually (see Results) or by the Actogram program (see below)
did not regularly nap during the winter or summer periods, although more napping occurred in the
summer in the minority of subjects that showed any naps. The few subjects that did nap, did not
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do so regularly. Most subjects did not awaken during the nightly sleep period, with nighttime
awakenings occurring on 10 of 210 recording days in summer and 5 of the 364 days of recording
during the summer (Table S3). Future studies should do polygraphic recording combined with
perceptual tests to more accurately identify nap intervals. However, since active, continuous
movement is incompatible with napping, the current work sets an upper limit on how frequently
such episodes occur. Overall we find that naps and nighttime awakenings are uncommon
occurrences in all three groups.
References for actiwatch validation studies against polygraphic recording: see S2, S5-S13

iButtons: In addition to the Actiwatch, each participant in Namibia had iButton temperature
recording devices taped to both middle fingers and a third such device taped to the abdomen. A
description of iButtons can be found at: http://www.maximintegrated.com/. The use and
interpretation of iButton data as an indication of vasoconstriction and vasodilation is reviewed in
[S4]. We used Ds1821H iButton for skin temperature monitoring. We used Ds1922 for
monitoring environmental temperature, with a resolution of 0.0625° C. Both types of iButtons are
stainless steel disks 15 mm wide and 6 mm thick. They were attached with Fixomull medical tape
to the middle finger of both hands, and to the midline of the abdomen, 2 cm above the
umbilicus(28). The two iButtons placed on the middle finger were averaged for the analyses
presented here. Ds1922 iButtons were placed off the ground and out of direct sunlight, adjacent to
the customary sleeping sites, to measure ambient temperature. The temperature at these sites
typically closely tracked the ambient temperature reported by the nearby Tsumkwe weather
station, but with much higher temporal resolution. The iButtons were set at a 4-min sample
interval and were removed after 4 days. Skin temperature data were analyzed according to clock
hour and not sleep period, and thus any skin temperature associations with sleep was not directly
determined by our analytic method. We present both average time of awakening in fig 2 and 4
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and average vasoconstriction data in fig 4 and we present individual vasoconstriction data in
figure S2. The iButton data was also used to exclude any data from a subject with a fever. Only
one such participant was seen.

Calculation of solar variables: Precise latitude and longitude coordinates were determined with a
Garmin
Montana 650 device with microSD™/SD™ card TOPO Southern Africa 2013 Pro 010-11982-00,
for the San recording site, and Google maps for the Hadza and Tsimané sites. Coordinates were
used with the National Oceanic & Atmospheric Administration Solar Calculator at:
http://www.esrl.noaa.gov/gmd/grad/solcalc/ to determine the times of sunrise, sunset and solar
noon.

Statistics: All p values are indicated for two tailed probabilities.

Morning light: The marked dip in light exposure at midday may have implications for the control
of circadian rhythms. Our results indicate that in both summer and winter in the San and Tsimane,
as well as in the Hadza, who do not experience a large seasonal variation in light exposure, the
light that participants are exposed to is at its peak in the morning and diminishes to approximately
half this value at noon, despite the much greater intensity of sunlight at noon. In retrospect this
makes sense from a thermoregulatory standpoint, preventing overheating at midday. Our findings
suggest that the beneficial effect of morning light may be at least partly a result of the evolved
adaptation of the melanopsin-suprachiasmatic system to morning light because this is the time our
ancestors would receive their strongest light stimulus.
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Sex differences: We tested for difference in sleep duration between males and females in the
Tsimane, the group with the largest N (20 males, 26 females) of any of our groups. We did not
see significant differences in sleep duration between males and female sleep durations (average
sleep time in males, 6.20 ±1.06h, females
6.54±1.30h), p=0.311 2 tailed t test.

Supplementary references:
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Appendix B
Chapter 3 Supplementary Materials

Table S1 shows the partial R2 values for onset and offset predicting total sleep time.
Model

R squared

Model

R squared

TST ~ eff

.146

TST ~ onset

.528

TST ~ eff + onset

.757

TST ~ offset

.053

TST ~ eff + offset

.182

TST ~ onset +

.790

TST ~ eff + onset +

.988

offset

offset

Table S2: Over 7 months of data collection, sunset ranged from 18:47 (Jun) – 17:50
(Dec)
dates

sunrise

sunset

6-Jun

6:47

18:04

7-Jun

6:48

18:04

14-Jun

6:50

18:05

21-Jun

6:51

18:06

28-Jun

6:53

18:08

5-Jul

6:53

18:10
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12-Jul

6:53

18:12

19-Jul

6:53

18:14

26-Jul

6:51

18:16

2-Aug

6:49

18:18

9-Aug

6:46

18:19

16-Aug

6:42

18:20

23-Aug

6:38

18:21

30-Aug

6:34

18:22

6-Sep

6:29

18:22

13-Sep

6:23

18:22

20-Sep

6:18

18:23

27-Sep

6:13

18:23

4-Oct

6:07

18:24

11-Oct

6:03

18:25

18-Oct

5:58

18:26

25-Oct

5:54

18:28

1-Nov

5:51

18:30

8-Nov

5:49

18:33

15-Nov

5:47

18:36

22-Nov

5:47

18:39

29-Nov

5:47

18:43

6-Dec

5:49

18:47

9-Dec

5:50

18:49
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Table S3: regression that shows interaction between not having electricity and watching
tv before bed on sleep onset and total sleep duration
b.onset p.onset b.tst p.tst
(Intercept)

21:39

0.00 408.55 0.00

Age

-0.77

0.10

Male

47.92

0.00 -38.11 0.01

TV

90.87

0.00 -94.64 0.00

Lights -36.96

0.39 -29.07 0.49

TV*Lights -130.79

0.07 140.86 0.04

0.18 0.69

Table S4 shows the reported reasons for doing any night activities after dark instead of
earlier that day, or waiting to do it the following day.
Categories of Reasons for night activity

Number of Reports Recorded

busy in day

28

really needed to

11

only at night

9

rare opportunity

6

easier at night

4

other

4

urgent

4

invitation

2
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couldn't earlier-other

1

normally at night

1

not tired

1

relaxing

1

safer at night

1

Table S5 focuses specifically on food productive activities, and why people report doing
them at night instead of earlier in the day or waiting until the following day.
Reasons for working/ hunting/ fishing at night
Reason Reported

Counts Recorded

busy in day

8

really needed to

7

only at night

3

easier at night

2

normally at night

1

safer at night

1

Table S6 shows the rate of food production associated with number of kids in the family
and subsample sizes.
# kids

N (subjects in sample)

Incidence of food prod

1

21

2.1%

2

19

0

3

20

0

4

20

9.5%
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5

20

6.1%

6

11

12%

7

12

3.7%

8

12

10%

9

10

8.3%

10

11

11.5%

11

4

0

142
Sleep Interview form:
MIDPID _____________ Name _____________________________________________________________
Community_________________________ Date (of the morning)______________Day of the cycle (2-4)_____
Accelerometer#__________Time accelero given___________________Time accelero taken_______________
Circle participant’s response when appropriate, or write answer in space provided:
1. What time did you go to bed? Same time as your spouse? ___________________________________
a. What time did you wake up? Same time as your spouse?________________________________
2. How tired were you when you went to bed last night? Very tired
a. How sleepy were you when you went to bed last night?
3. Did you have trouble falling asleep last night?

Very sleepy

Yes

a. What was the cause of your trouble sleeping? Noise

A Little Not tired
A little

Not sleepy

No

Children

Thinking

Illness Pain

4. Did you have trouble getting out of bed this morning? Yes

A little

No

5. How tired were you when you woke up?

Very tired

A little

Not tired

a. How sleepy were you when you woke up?

Very sleepy

___________________________________________

A little

Not sleepy

b. What were you going to do today if not tired or sleepy? _________________________________
i.

What are you doing today instead (write answer only if plan changed)? ______________

6. Do you feel sick today?

Yes

No

What affliction? ___________________

a. If yes sick: Very sick, a little sick, or very little sick?
b. Do you feel better than yesterday, the same as yesterday, or worse (or well both now and then)?
7. When did you eat dinner last night? ______________________________________________________
a. How hungry were you when you went to bed last night?
i.

Very full

Kind of full Kind of hungry

Very hungry

8. What did you do after dinner before bed?

Just restOther

With a flashlight?_______

a. What did you do? ___________________

When did you do it? _________________________

Other
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b. Why didn’t you do this during the day when there was natural light?_______________________
_____________________________________________________________________________
9. Did you drink anything besides water last night?
a. Strong or sweet chicha?

Or

Chicha

Liquor

Juice/Soda

Water

What kind of juice/soda? ________ How much? __________

10. Did you wake up during the night?

Yes

No

a. What woke you up? When? Could you sleep again after? Did you use a flashlight?
i.

Children________________________________________________________________

ii.

Animals________________________________________________________________

iii.

Need to urinate___________________________________________________________

iv.

Noise_____________________________________________________________

v.

Illness_______________________________________________________________

vi.

To go hunting or fishing
1. Why did you wake up to do this instead of during the day? Why this night?
_______________________________________________________________________________________

vii.

Dreams_______________________________________________________________

viii.

Other__________________________________________________________________

11. Did you dream last night? Do you remember your dream?

Yes

No

a. What did you dream? ____________________________________________________________
__________________________________________________________________________________________
Extension for asking once, on day d3:
12. Did you nap yesterday? Yes No From what hour? ______
Tired before napping? Very Somewhat
13. Do you sleep in a house with walls?

No
Yes

To what hour? ______ Did you plan to nap? Yes No

Tired after? Very Somewhat

No

No

14. What do you do in the room in which you sleep, during the day time? ___________________________
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15. What do you sleep on? (Weaved matt type 1, weaved matt type 2, mattress type pad, tarp, sheets, blanket, cut wood bed,
pole wood bed, other) _______________________________________________
16. Do you sleep with a mosquito net?

Yes

17. What clothes do you sleep in (or nude)?

Same as during the day Other clothes

18. Did you bathe before bed?

Yes

No

No

19. Did someone sleep in the same bed with you?

Yes

Nude

When?_______________
No

a. Whom? _____________________________________________________________________
20. Did someone sleep in the same room as you (apart from those in question 18) Yes

No

a. Who? ______________________________________________________________________
21. Did you keep a fire in the same room in which you slept?
a. Did you have to tend the fire during the night? Yes

No

22. Do you own a working flashlight?

No

Yes

Yes

No

a. How many hours a day do you use your flashlight? When?
______________________________________________________________________________
b. What do you use it to do? )________________________________________________________
23. Do you have a working radio? Yes

No

a. How many hours per day do you normally listen to your radio? When?
__________________________________________________________________________________________
24. How many times per week do you normally sleep during the day? ______________________________
25. What do you like to do to rest, other than sleep? (chat, sit and rest, drink, relax, other) List up to 3:
1. ________________________________________________________________________________________
2. ________________________________________________________________________________________
3. ________________________________________________________________________________________
a. Do you do these things even when you aren’t tired?

1. Yes

No

2.

Yes

No

3.

Yes

No
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Appendix C
Chapter 4 Supplementary Materials

No walls (n = 160 observations)
b

p

Intercept

13.2m

.440

Time in bed

.766

<.001

Intercept

89.9m

.140

Efficiency

3.90m

<.001

Intercept

-398m

<.001

Time in bed

.809

Efficiency

4.90

R2

Walls (n = 400 observations)
b

p

-6.51m

.528

.829

<.001

84.9m

.052

3.86m

<.001

-420m

<.001

<.001

.866

<.001

<.001

4.84

<.001

.770

.143

.993

R2
.803

.118

.987

Table S1 shows several regression models, all predicting (Y =) total sleep duration, in minutes. R squared
values indicate that sleep efficiency is relatively more explanatory of variation in total sleep duration for
people lacking walls than for those who do have walls. Mixed-effects models were not used here since the
relationship between total sleep, time in bed, and sleep efficiency, in the full model, is a numeric
relationship (TST / TIB = EFF), not subject to any possible variation from individual differences.
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