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Re´sume´
Avec la multiplication des objets connecte´s, les syste`mes multi-e´chelles (qui vont de l’In-
ternet des objets au Cloud, en passant par des machines personnelles, des smartphones,
des tablettes, etc.) sont de plus en plus re´pandus. Ces syste`mes sont fortement re´partis,
he´te´roge`nes, dynamiques et ouverts (apparition et disparition d’appareils). Ils peuvent eˆtre
compose´s de centaines de composants logiciels de´ploye´s sur des milliers d’appareils.
Le de´ploiement est un processus complexe qui a pour objectif la mise a` disposition
puis le maintien en condition ope´rationnelle d’un syste`me logiciel. Pour les syste`mes multi-
e´chelles, l’expression du plan de de´ploiement (association entre les composants logiciels et
les appareils) ainsi que la re´alisation et la gestion du de´ploiement sont des taˆches humaine-
ment impossibles du fait de l’he´te´roge´ne´ite´, de la dynamique et de l’ouverture, du nombre,
mais aussi parce que le domaine de de´ploiement (le re´seau de machines sur lesquelles on
de´ploie) n’est pas force´ment connu a` l’avance. Le de´ploiement n’est, de plus, pas re´serve´ a`
un inge´nieur spe´cialiste mais, dans le cadre d’applications grand public, certains utilisateurs
peuvent aussi eˆtre parties prenantes.
Ainsi, pour assurer le de´ploiement, il est ne´cessaire de disposer d’une part de moyens
d’expression et d’abstraction, et d’autre part, de supports pour la re´alisation automatise´e
(construction du plan, mise en œuvre du plan puis maintien en condition ope´rationnelle
du syste`me). Or, les solutions de de´ploiement actuelles sont globalement inadapte´es ou in-
comple`tes : elles ne prennent pas en compte l’ensemble des caracte´ristiques des syste`mes
multi-e´chelles. Le contexte multi-e´chelle ne´cessite, par ailleurs, de nouvelles formes de
spe´cification relatives a` des parties du domaine de de´ploiement identifie´es selon diffe´rents
points de vue ou e´chelles (ge´ographiques, sociaux, etc.).
L’objectif de cette the`se est d’e´tudier et de proposer des solutions pour le de´ploiement
de syste`mes re´partis multi-e´chelles. Nous proposons tout d’abord une mise a` jour du voca-
bulaire relatif au de´ploiement, ainsi qu’un e´tat de l’art sur le de´ploiement automatique des
syste`mes logiciels re´partis. Le reste de la contribution re´side dans la proposition :
— d’un processus complet pour le de´ploiement autonomique de syste`mes multi-
e´chelles (qui s’appuie sur les deux e´le´ments de´crits ci-dessous) ;
— d’un langage de´die´ (DSL), MuScADeL, qui simplifie la taˆche du concepteur du
de´ploiement et permet d’exprimer les contraintes propres aux composants logiciels
du syste`me a` de´ployer, les choix de conception, les proprie´te´s relatives aux aspects
multi-e´chelles, ainsi que de spe´cifier les sondes ne´cessaires a` la perception de l’e´tat
du domaine de de´ploiement ;
— d’un middleware, MuScADeM, qui assure la ge´ne´ration automatique d’un plan
de de´ploiement en fonction de l’e´tat du domaine, sa re´alisation puis le main-
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tien en condition ope´rationnelle du syste`me. L’infrastructure de de´ploiement est
de´centralise´e, et des composants autonomes sont capables de re´agir a` des situations
d’adaptation (variations de l’e´tat du domaine) selon les principes de l’informatique
autonomique.
En pratique, un plugin Eclipse permet l’e´dition de proprie´te´s exprime´es en MuScADeL,
avec plusieurs niveaux de ve´rification. Il permet aussi de de´clencher la ge´ne´ration d’un plan
de de´ploiement.
En matie`re de re´alisation, notre solution s’appuie sur OSGi, ce qui permet d’assurer les
activite´s d’installation et d’activation, mais aussi des activite´s tel que l’arreˆt, la mise a` jour,
etc. L’utilisation d’un framework OSGi permet a` MuScADeM de s’affranchir des proble`mes
d’he´te´roge´ne´ite´.
Ces travaux ont fait l’objet de plusieurs publications, et les solutions sont expe´rimente´es
dans le cadre du projet INCOME finance´ par l’Agence Nationale de la Recherche.
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1 Introduction
1.1 Contexte
 The most profound technologies are those that disappear. They weave themselves into the fabric
of everyday life until they are indistinguishable from it.  [Weiser, 1991]. En 1988, Mark Weiser
propose le terme  informatique ubiquitaire  pour de´signer sa vision de l’informatique, ou`
l’utilisateur ne se servirait pas seulement d’un ordinateur, mais ou` les technologies environ-
nantes serviraient l’utilisateur.
Figure 1.1 – Les tendances majeures de l’Informatique [Wei]
Plus de 20 ans plus tard, nous posse´dons plusieurs terminaux, nous sommes passe´s
d’un paradigme ou` un ordinateur e´tait utilise´ par plusieurs personnes a` plusieurs appa-
reils utilise´s par une seule personne (cf. figure 1.1). L’informatique ubiquitaire a muˆri – en
passant par les stades de la connectivite´, de la perception de l’environnement et de l’intelli-
gence – sans que toutes les proble´matiques inhe´rentes ne soient re´gle´es [Ferscha, 2012]. Les
avance´es technologiques – la miniaturisation du mate´riel, le gain en autonomie, les re´seaux
de communication – ont permis cette prolife´ration et la diversite´ des appareils connecte´s.
En paralle`le, de nouvelles technologies logicielles et applications se sont de´veloppe´es pour
s’adapter a` ce nouveau paradigme.
Nous sommes passe´s d’un monde ou` les seules sources d’information e´tait celles dif-
fuse´es par les grands me´dias (radio, te´le´vision) a` un monde ou` l’information est diffuse´e de
manie`re horizontale (Web 2.0, Twitter, blogs) dans lequel l’utilisateur recherche l’informa-
tion dont il a besoin. Puis, peu a` peu, avec le de´veloppement de l’informatique ubiquitaire,
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l’utilisateur n’a plus besoin d’effectuer cette recherche, mais l’information vient a` lui se-
lon ses pre´fe´rences. Par exemple, il y a 30 ans, une personne qui cherchait un restaurant
dans une ville e´trange`re devait trouver l’information dans le journal ou la critique gastro-
nomique de la ville, a` condition de parler la langue. Il y a 15 ans, il lui e´tait de´ja` possible
de faire une recherche sur Internet sur des sites spe´cialise´s en gastronomie. Aujourd’hui, il
lui suffit de se promener en ville a` l’heure du de´jeuner pour que son smartphone lui dresse
une liste de restaurants dans le quartier selon ses pre´fe´rences (culinaires, prix, services, etc.)
en se´lectionnant les meilleurs a` partir des avis des clients et des critiques, et lui indique le
moyen de s’y rendre.
Cette facilite´ d’utilisation des technologies est actuellement possible graˆce a` une infra-
structure centralise´e. Un site de recommandation agre`ge l’information, les restaurants y sont
inscrits, les clients y partagent leurs avis, et les employe´s du site doivent valider et orga-
niser l’information. Cette centralisation n’offre pas au restaurateur la maıˆtrise du contenu
concernant son e´tablissement. De plus, la fraıˆcheur de l’information (par exemple ferme-
ture de´finitive ou temporaire du restaurant) n’est pas garantie. Nous pouvons imaginer un
syste`me comple`tement de´centralise´, ou` a` l’heure du de´jeuner, les diffe´rents restaurants en-
voient directement a` l’utilisateur demandeur le menu avec le plat du jour, les offres promo-
tionnelles (par exemple, adapte´es a` la me´te´o), le nombre de tables restantes, etc. Le restau-
rateur maıˆtrise alors les informations envoye´es, leur justesse dans le temps, sans impliquer
d’autres ressources humaines externes, et on e´vite aussi une certaine latence. Ainsi, la pro-
duction et la consommation d’information sont de´centralise´es.
1.2 Proble´matique
Ces nouvelles applications de l’informatique ubiquitaire doivent eˆtre re´parties sur
diffe´rents types d’appareils : celui de l’utilisateur, celui du restaurateur, celui qui effectue
les sauvegardes, etc. De plus, pour chaque nouvel utilisateur, l’application doit eˆtre dispo-
nible et preˆte a` l’utilisation. Pour cela, un syste`me doit la mettre a` disposition sur tous les
appareils. Un tel syste`me est un syste`me de de´ploiement. Son but est de rendre un logiciel
disponible a` l’utilisation et, ensuite, de le maintenir ope´rationnel.
Les solutions traditionnelles de de´ploiement privile´gient un mode centralise´ dans lequel
un ope´rateur humain re´alise les diffe´rentes taˆches du de´ploiement. Ces solutions re´pondent
principalement aux proble`mes du de´ploiement dans un environnement hie´rarchique plus
ou moins statique, comme un re´seau d’entreprise ou une grille de calcul. Le de´ploiement
est pilote´ depuis un ordinateur, de manie`re centralise´e, de l’installation a` la mise a` jour
et a` la de´sinstallation. Pour de´ployer, l’ope´rateur doit posse´der une double expertise, sur
l’application a` de´ployer et sur les ope´rations de de´ploiement. Il lui faut indiquer sur quels
appareils les composants du syste`me doivent eˆtre de´ploye´s, initier le de´ploiement et eˆtre
capable de re´agir en cas de panne ou d’apparition d’un nouvel appareil.
Or, les nouvelles applications de l’informatique ubiquitaire qui vont de l’Internet des
objets [Atzori et al., 2010] au Cloud, en passant par les machines personnelles, les smart-
phones, les tablettes, etc. sont fortement re´parties et he´te´roge`nes, de´centralise´es, dyna-
miques et ouvertes. Elles peuvent eˆtre compose´s de milliers de composants a` de´ployer sur
des centaines ou des milliers d’appareils, qui ne sont pas entie`rement connus a` l’avance du
fait de l’apparition et la disparition d’appareils. Dans ce cadre, la de´finition et la re´alisation
des ope´rations de de´ploiement, ainsi que leur supervision, sont des taˆches humainement dif-
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ficiles voire impossibles. De plus, une solution centralise´e est peu envisageable dans un tel
contexte de nombre et de re´partition. Pour re´pondre a` ces nouveaux proble`mes en matie`re
de de´ploiement, de nouvelles formes de processus, de nouveaux moyens d’expression, de
nouvelles techniques de re´alisation doivent eˆtre propose´s.
1.3 INCOME et les syste`mes multi-e´chelles
De nos jours, de plus en plus de syste`mes combinent le concept d’ordinateur invi-
sible et ubiquitaire inte´gre´ dans l’environnement physique [Weiser, 1999], l’Internet des
Objets et la mobilite´ des appareils des utilisateurs. A` cause des limitations mate´rielles
et logicielles, des ressources distantes sont ne´cessaires et peuvent eˆtre fournies par les
infrastructures de cloud. Ces syste`mes qui sont distribue´s sur les objets intelligents, les
passerelles des re´seaux de capteurs et des infrastructures de cloud, les appareils mobiles
et les serveurs fixes, sont appele´s  syste`mes re´partis multi-e´chelles  [Kessis et al., 2009,
Flinn, 2012, van Steen et al., 2012]. Ces syste`mes sont complexes par nature, de par le
nombre, l’he´te´roge´ne´ite´, la dynamique et les diffe´rents niveaux d’organisation et de struc-
ture qu’ils contiennent. L’objet du travail de the`se de S. Rottenberg [Rottenberg, 2015]
(voir e´galement [Rottenberg et al., 2014]) est d’e´tudier le concept de syste`me multi-e´chelle
et de proposer une approche a` base d’inge´nierie dirige´e par les mode`les afin de faciliter
leur conception et, en particulier, de permettre au de´veloppeur de travailler sur des vues
re´duites et simplifie´es avec bon niveau d’abstraction. Il faut noter que le concept de multi-
e´chelle  diffe`re de celui de  grande e´chelle  qui a un sens quantitatif.
Ce travail de the`se s’inscrit dans le cadre du projet INCOME (INfrastructure de gestion
de COntexte Multi-E´chelle pour l’Internet des Objets) [INC, Arcangeli et al., 2012c], finance´
par l’Agence Nationale de la Recherche (ANR). Le projet INCOME cible l’informatique sen-
sible au contexte dans le cadre des syste`mes multi-e´chelles. Pour la sensibilite´ au contexte,
la capacite´ a` ge´rer les informations de contexte (collecte, agre´gation, filtrage, transforma-
tion, acheminement, etc.) sont primordiales. L’objectif du projet INCOME de concevoir des
solutions pour la gestion de contexte re´partie multi-e´chelle [Arcangeli et al., 2012a]. Outre,
l’e´tude du concept de syste`me multi-e´chelle, le projet est divise´ en plusieurs volets :
— un volet fonctionnel : collecte, traitement et acheminement des informations de
contexte multi-e´chelle ;
— un volet extra-fonctionnel : qualite´ de contexte et respect de la vie prive´e ;
— un volet ope´rationnel : de´ploiement du gestionnaire de contexte multi-e´chelle.
Dans le cadre du projet INCOME, nous avons de´fini un sce´nario d’application utili-
satrice d’un gestionnaire de contexte multi-e´chelle, appele´ Mobilite´ MultiModale Multi-
e´chelle (4ME). Les utilisateurs de 4ME peuvent se rendre a` une destination en utilisant
les diffe´rents moyens de transports personnels (voitures, ve´lo, etc.), partage´s ou collectifs
(me´tro, bus, ve´lo en libre service, etc.). 4ME offre diverses fonctionnalite´s et tire profit des
installations urbaines pour offrir ses services. Un citadin peut utiliser 4ME pour avoir des
informations concernant son trajet quotidien, alors qu’un touriste peut utiliser 4ME pour
de´couvrir et eˆtre guide´ dans la ville. Dans les deux cas, diffe´rents moyens permettent de
connaıˆtre en temps-re´el l’e´tat des re´seaux de transport (temps d’attente, disponibilite´ de
ve´los ou emplacements vides, etc.) et du trafic routier (chemin pre´fe´rentiel, perturbations,
etc.).
L’application 4ME utilise un gestionnaire de contexte pour traiter les informations
de contexte dont elle a besoin. Ce gestionnaire de contexte est un syste`me de compo-
De´ploiement de syste`mes re´partis multi-e´chelles 3
1Introduction
sants re´partis qui doivent eˆtre de´ploye´s sur diffe´rents appareils : les appareils mobiles
pour l’interaction directe avec l’utilisateur (interface graphique, information de localisation,
pre´fe´rences, etc.), les appareils producteurs d’information (borne de ve´lo, bus, arreˆt de bus,
re´seau du me´tro, etc.), les serveurs qui traitent ces informations de contexte avant de les
transmettre a` l’application 4ME, etc. La figure 1.2 repre´sente les diffe´rents appareils et ser-
vices de 4ME.
Figure 1.2 – Re´partition des e´le´ments de 4ME, de l’IoT au Cloud
4ME et le gestionnaire de contexte sont des syste`mes multi-e´chelles. Leur de´ploiement
sur les diffe´rents appareils hoˆtes est une taˆche complexe, en particulier du fait de la multi-
tude de composants a` de´ployer et de la dynamique de l’environnement sur lequel de´ployer.
1.4 Contribution
Les solutions de de´ploiement actuelles sont globalement inadapte´es ou incomple`tes,
au regard de l’ensemble des caracte´ristiques des syste`mes multi-e´chelles. En particulier,
le contexte multi-e´chelle demande de nouvelles formes de spe´cification relativement aux
e´chelles (ge´ographiques, sociales, etc.).
Nous proposons ici une solution ge´ne´rique pour le de´ploiement des syste`mes multi-
e´chelles. Cette solution permet d’exprimer simplement des proprie´te´s de de´ploiement et
de re´pondre a` la dynamique et l’ouverture de l’environnement de manie`re automatique et
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autonomique. Notre contribution re´side en la de´finition :
— d’un processus complet pour le de´ploiement autonomique de syste`mes multi-
e´chelles (qui s’appuie sur les deux e´le´ments de´crits ci-dessous) ;
— d’un langage de´die´ (DSL), MuScADeL, qui simplifie la taˆche du concepteur du
de´ploiement et permet d’exprimer les contraintes propres aux composants logiciels
du syste`me a` de´ployer, les choix de conception, les proprie´te´s relatives aux aspects
multi-e´chelles, ainsi que de spe´cifier les sondes ne´cessaires a` l’acquisition du contexte
de de´ploiement ;
— d’un middleware, MuScADeM, qui assure la ge´ne´ration automatique d’un plan de
de´ploiement en fonction du contexte, puis sa re´alisation et le maintien en condition
ope´rationnelle du syste`me. L’infrastructure de de´ploiement est de´centralise´e, et des
e´le´ments autonomes sont capables de re´agir a` des situations d’adaptation selon les
principes de l’informatique autonomique.
1.5 Plan du me´moire
Ce manuscrit s’organise comme suit. Le chapitre 2 pre´sente une mise a` jour de la
terminologie du de´ploiement et analyse la proble´matique du de´ploiement des syste`mes
re´partis multi-e´chelles. Le chapitre 3 dresse ensuite un e´tat de l’art sur l’automatisation du
de´ploiement. Dans le chapitre 4 un processus pour le de´ploiement automatique et autono-
mique des syste`mes re´partis multi-e´chelles est propose´. Le chapitre 5 pre´sente le langage
MuScADeL pour la spe´cification des proprie´te´s de de´ploiement. Le chapitre 6 de´finit une
architecture pour l’automatisation du de´ploiement, et une formalisation des proprie´te´s de
de´ploiement sous la forme de contraintes. Dans le chapitre 7, les situations d’adaptation dy-
namique sont analyse´es et des e´le´ments d’architecture pour le de´ploiement autonomique
sont propose´s. Le chapitre 8 expose les choix technologiques et la re´alisation d’un prototype
selon l’architecture de´finie, ainsi que des e´le´ments de validation. Enfin, une conclusion est
donne´e dans le chapitre 9 et des perspectives sont discute´es.
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2 De´finitions et analyse duproble`me
Proble´matique
Le de´ploiement de logiciel est un processus complexe qui a pour objectif
la mise a` disposition puis le maintien en condition ope´rationnelle du lo-
giciel. Les de´finitions de re´fe´rence en matie`re de de´ploiement conside`rent
principalement les activite´s de re´alisation. Elles doivent eˆtre actualise´es
et comple´te´es afin de mieux prendre en compte les aspects re´partis, ubi-
quitaires, ouverts et dynamiques des syste`mes logiciels actuels. Dans
le cadre des syste`mes logiciels re´partis multi-e´chelles, les solutions de
de´ploiement doivent satisfaire un certain nombre d’exigences en lien avec
les proble`mes d’he´te´roge´ne´ite´, de nombre, de dynamique et d’ouverture.
2.1 Introduction
Le de´ploiement de logiciel est un processus complexe qui a pour objectif la mise a` dis-
position puis le maintien en condition ope´rationnelle du logiciel. Le de´ploiement suit la
production du logiciel, mais aussi l’accompagne, et coordonne un ensemble d’activite´s lie´es
comme le de´poˆt du logiciel, l’installation, l’activation, la mise a` jour, l’adaptation, la sup-
pression, etc.
Les produits logiciels actuels ne sont plus monolithiques mais compose´s d’un ensemble
de  composants logiciels  assemble´s en un  syste`me logiciel  et ope´rant ensemble. Le
terme  composant  fait re´fe´rence a` un e´le´ment d’un syste`me dans un contexte de modula-
rite´, ou plus spe´cifiquement a` une unite´ de composition dont les interfaces sont de´finies
contractuellement et qui est sujette a` composition par une tierce partie [Szyperski, 2002,
Crnkovic et al., 2011]. Dans ce cas, les interfaces spe´cifient a` la fois les fonctions ou les ser-
vices fournis par le composant et ceux que le composant requiert d’autres composants ou
de son environnement. De nombreux mode`les de composants logiciels existent, tel que Java-
Beans [Ora2], Corba Component Model [Obj2], ou Fractal [Bruneton et al., 2006, OW2]. Les
technologies a` base de composants facilitent le de´ploiement (entre autres choses, les compo-
sants peuvent fournir des interfaces de´die´es a` l’administration et a` la configuration) et les
composants peuvent eˆtre de´ploye´s inde´pendamment les uns des autres.
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Aujourd’hui, l’usage de composants logiciels comme unite´ d’empaquetage, de transfert
et de de´ploiement est devenu une pratique courante. Le de´ploiement d’un unique com-
posant ne pose pas de proble`me majeur, mais le de´ploiement d’un syste`me entier, donc la
coordination du de´ploiement de ses composants est plus difficile. La re´partition est l’un des
aspects de ce proble`me, les syste`mes logiciels e´tant commune´ment re´partis sur diffe´rentes
machines ou appareils en re´seau.
Notre compre´hension du de´ploiement de logiciel se base sur les de´finitions
donne´es dans deux papiers de re´fe´rence par Carzaniga et al. [Carzaniga et al., 1998] et
Dearle [Dearle, 2007]. Des concepts ge´ne´riques ont aussi e´te´ spe´cifie´s par l’OMG [Obj1]
dans la spe´cification D&C [Obj3]. Carzaniga et al. analysent les proble`mes et les de´fis
du de´ploiement de logiciel, et proposent un cadre de caracte´risation pour les technolo-
gies de de´ploiement [Carzaniga et al., 1998]. Les principaux proble`mes identifie´s sont la
prise en compte des changements, les de´pendances entre composants, la distribution de
contenu, la coordination entre le de´ploiement et l’utilisation du logiciel, l’he´te´roge´ne´ite´, la
se´curite´, la flexibilite´ du processus de de´ploiement et l’inte´gration avec Internet. Le cadre
de caracte´risation propose´ est base´ sur quatre crite`res : la couverture du processus de
de´ploiement, la flexibilite´ du processus de de´ploiement, la coordination inter-processus et
le support de la mode´lisation. En se basant sur ce cadre de caracte´risation, les auteurs ont
analyse´ un ensemble de technologies : installeurs, gestionnaires de paquet, applications de
gestion de syste`mes logiciels, technologies de distribution de contenu et des standards pour
la description de syste`mes logiciels.
Dearle donne une vue d’ensemble du de´ploiement de logiciel et identifie certains
proble`mes comme l’e´tablissement des liens entre composants, l’utilisation de conteneurs
et l’inversion du controˆle, la re´flexivite´ et l’usage de metadonne´es [Dearle, 2007]. Puis, il
examine diffe´rents proble`mes et leurs possibles solutions : il se concentre sur la granularite´
des conteneurs, le de´ploiement distribue´, le middleware, l’adaptation dynamique et l’auto-
nomie, puis la spe´cification architecturale. En particulier, Dearle discute du besoin d’auto-
nomie dans le de´ploiement et en souligne la complexite´ potentielle.
Dans la premie`re partie de ce chapitre, nous proposons d’actualiser et de comple´ter les
de´finitions de Carzaniga et al. et de Dearle, dans le but de mieux prendre en compte les
aspects re´partis, ouverts et dynamiques des syste`mes informatiques actuels. Dans la se-
conde partie, nous nous concentrons sur le proble`me du de´ploiement des syste`mes logiciels
re´partis multi-e´chelles, que nous analysons afin d’en extraire un certain nombre d’exigences
auxquelles une solution de de´ploiement doit re´pondre.
2.2 De´finitions
2.2.1 Roˆles
Dans le processus de de´ploiement, les parties prenantes peuvent jouer diffe´rents roˆles.
La plupart des auteurs conside`rent un roˆle unique ge´ne´ralement appele´  gestionnaire
du de´ploiement . Dearle, lui, fait une distinction entre  producteur du logiciel  et
 de´ployeur du logiciel . Dans cette the`se, nous raffinons ce dernier roˆle en deux, qui sont
 concepteur du de´ploiement  et  ope´rateur du de´ploiement , relatifs a` des activite´s et a`
des compe´tences diffe´rentes. De plus, nous conside´rons deux roˆles additionnels :  adminis-
trateur syste`me  et  utilisateur du logiciel , chacun pouvant prendre une part active au
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de´ploiement et ayant ses propres exigences.
Ainsi, nous de´finissons les roˆles suivants :
— Producteur du logiciel. c’est le cre´ateur du syste`me logiciel ; il fournit aussi l’instal-
leur du logiciel. Il agit en amont de la distribution du logiciel mais il doit prendre en
compte certaines exigences en matie`re de de´ploiement.
— Concepteur du de´ploiement. Il exprime des commandes de de´ploiement ou bien
seulement une spe´cification du de´ploiement (c’est-a`-dire un ensemble de proprie´te´s
que les ope´rations de de´ploiement doivent respecter). Il peut utiliser un framework
ou un langage de´die´ pour le faire.
— Ope´rateur du de´ploiement. Il est responsable de la supervision et de la re´alisation
du de´ploiement.
— Administrateur syste`me. Il ge`re les ressources d’un appareil (concerne´ par le
de´ploiement).
— Utilisateur du logiciel. C’est l’utilisateur final du logiciel de´ploye´. Il agit en aval mais
peut exprimer certaines exigences et pre´fe´rences en matie`re de de´ploiement.
Un meˆme acteur peut jouer plusieurs roˆles dans le processus de de´ploiement. Par
exemple, le proprie´taire d’un smartphone peut eˆtre administrateur syste`me (de son appa-
reil), concepteur et ope´rateur du de´ploiement, ainsi qu’utilisateur du logiciel de´ploye´. In-
versement, plusieurs acteurs peuvent joueur le meˆme roˆle.
2.2.2 Re´partition
Le de´ploiement implique deux cate´gories de sites [Carzaniga et al., 1998] : un  site pro-
ducteur  qui he´berge les e´le´ments logiciels ainsi que les proce´dures d’installation, et un
 site consommateur  qui est la cible du de´ploiement, sur lequel un e´le´ment logiciel est
destine´ a` eˆtre exe´cute´.
Le de´ploiement d’un syste`me peut eˆtre re´alise´ sur plusieurs sites consommateurs. L’en-
semble de ces sites constitue un  domaine de de´ploiement , sur lequel il faudra de´crire la
re´partition des composants, ce qui est appele´ un  plan de de´ploiement .
— Domaine de de´ploiement. Le domaine de de´ploiement est un ensemble d’appareils
– ou machines – (sites de de´ploiement) connecte´s a` un re´seau de communication, qui
he´bergent un e´le´ment du syste`me logiciel.
— Plan de de´ploiement. Le plan de de´ploiement est une correspondance entre les com-
posants du syste`me logiciel et les appareils du domaine de de´ploiement. Il contient
souvent d’autres informations sur la configuration et les de´pendances entre compo-
sants.
Un domaine de de´ploiement n’est pas obligatoirement statique et stable. Au contraire,
de plus en plus d’applications s’exe´cutent dans des environnements dynamiques, mobiles
et ouverts. Les domaines varient donc avec le temps au gre´ des mises en route ou des arreˆts
des appareils, ou encore des apparitions ou des disparitions de ceux-ci.
2.2.3 Activite´s
Pour Carzaniga et al., le de´ploiement est une e´tape essentielle dans le cycle de vie du
logiciel. Il recouvre l’ensemble des activite´s qui rendent un syste`me logiciel disponible pour
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l’utilisation : le de´poˆt (a` la fin du processus de production), l’installation dans l’environne-
ment d’exe´cution, l’activation, la de´sactivation, la mise a` jour et le retrait des composants
[Carzaniga et al., 1998].
Pour Dearle, le de´ploiement est une taˆche de post-production qui peut eˆtre de´finie
comme l’ensemble des processus qui ope`rent entre l’acquisition et l’exe´cution du logiciel,
et qui consistent en la conduite d’un certain nombre d’activite´s lie´es [Dearle, 2007].
Nous de´finissons le de´ploiement de logiciel comme un processus qui organise et or-
chestre un ensemble d’activite´s ayant pour but de rendre le logiciel disponible a` l’utilisa-
tion et de le maintenir a` jour et ope´rationnel. Certaines d’entre elles s’effectuent avant ou
apre`s l’exe´cution du logiciel (par exemple, de´poˆt ou retrait du logiciel sur le site producteur
ou de´sinstallation du logiciel sur le site consommateur), alors que d’autres interviennent
lorsque le logiciel est en cours d’exe´cution sur le(s) site(s) consommateur(s).
Il n’y a pas de consensus sur la de´finition du contenu de chaque activite´ ni sur leur
nommage. En prenant pour re´fe´rence Carzaniga et al. et Dearle, nous proposons pour cette
the`se les noms et de´finitions suivants :
— De´poˆt. Le de´poˆt concerne toutes les ope´rations ne´cessaires pour la pre´paration
du(des) composant(s) logiciel(s) pour l’assemblage et la distribution (assemblage en
paquetage contenant suffisamment de me´tadonne´es pour de´crire les ressources dont
de´pend le logiciel).
— Installation. L’installation est la premie`re  inte´gration  du(des) composant(s) lo-
giciel(s) sur le(s) site(s) consommateur(s). Elle requiert que le(s) composant(s) logi-
ciel(s) soient transfe´re´s (distribution) et configure´s afin de le(s) pre´parer a` l’activa-
tion.
— Activation. L’activation couvre toutes les ope´rations requises pour de´marrer le
syste`me logiciel ou installer des de´clencheurs qui vont lancer le syste`me logiciel a`
un moment donne´. Pour les syste`mes logiciels complexes, il est possible que d’autres
services et processus aient aussi besoin d’eˆtre de´marre´s.
— De´sactivation. La de´sactivation est l’inverse de l’activation, donc couvre toutes les
ope´rations requises pour arreˆter le syste`me logiciel. Il se peut que des de´pendances
doivent eˆtre prises en compte.
— De´sinstallation. La de´sinstallation (ope´ration inverse de l’installation) supprime
le(s) composant(s) logiciel(s) du(des) site(s) consommateur(s).
— Retrait. Le retrait est l’ensemble des ope´rations effectue´es sur le site producteur, par
le producteur du logiciel, pour marquer le logiciel comme e´tant obsole`te. La princi-
pale conse´quence du retrait du logiciel est qu’aucune nouvelle version ne sera pro-
duite (cependant, les versions courantes et pre´ce´dentes peuvent rester utilisables).
Apre`s l’installation, des ope´rations sont ne´cessaires pour faire e´voluer le logiciel
de´ploye´. Pour les syste`mes a` base de composants, il existe des activite´s qui agissent loca-
lement au niveau du composant (mise a` jour et adaptation) et d’autres qui agissent globale-
ment sur le syste`me (reconfiguration et redistribution).
— Mise a` jour. La mise a` jour est de´clenche´e par le de´poˆt d’une nouvelle version d’un
composant sur le site producteur. Elle consiste a` remplacer un composant par cette
nouvelle version. Elle est similaire a` l’installation, mais ge´ne´ralement moins com-
plexe car la plupart des de´pendances ont de´ja` e´te´ re´solues.
— Adaptation. L’adaptation est de´clenche´e par un changement dans l’environnement
du composant : environnement d’exe´cution, requeˆte de l’ope´rateur ou de l’utilisateur,
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etc. Dans ce cas, le logiciel doit eˆtre adapte´ afin de rester ope´rationnel. L’adaptation
peut consister a` remplacer un composant par un autre (comme pour une mise a` jour)
ou, plus simplement, a` modifier des parame`tres de configuration internes.
— Reconfiguration. La reconfiguration modifie globalement l’organisation du syste`me
de composants dans sa structure logique, c’est-a`-dire les parame`tres de configuration
des liens entre les composants.
— Redistribution. La redistribution modifie la distribution physique du syste`me
c’est-a`-dire le plan de de´ploiement. La redistribution peut par exemple, eˆtre re-
quise lors d’un changement dans la topologie du re´seau. Cette activite´ consiste a`
de´placer des composants tout en pre´servant la fonctionnalite´ du syste`me. Le terme
 rede´ploiement  est parfois utilise´ comme un synonyme de redistribution.
2.2.4 Ordonnancement des activite´s
Il existe un ordre logique et des relations de pre´ce´dence entre les diffe´rentes activite´s de
de´ploiement. La figure 2.1 pre´sente un ordre standard entre ces activite´s. On notera que le
retrait d’un composant n’est pas force´ment pre´ce´de´ par sa de´sinstallation : en effet, il peut
devenir obsole`te (retire´ du site producteur) sans avoir e´te´ de´sinstalle´ (du site consomma-
teur).
Figure 2.1 – Ordonnancement des activite´s de de´ploiement
Dans le cadre du de´ploiement, un composant a trois e´tats possibles : de´ployable, inactif
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et actif. Il est de´ployable lorsque le producteur du logiciel a effectue´ toutes les ope´rations
ne´cessaires afin qu’il soit apte a` eˆtre de´ploye´. Il est inactif lorsque le logiciel est disponible a`
l’utilisation mais pas encore exe´cute´. Enfin, il est actif lorsqu’il est en cours d’exe´cution.
La machine a` e´tats repre´sente´e a` la figure 2.2 montre comment les activite´s impactent
l’e´tat d’un composant et a` quel moment elles peuvent intervenir. La mise a` jour suppose
une de´sactivation au pre´alable du composant. L’adaptation peut intervenir lors de l’e´tat ac-
tif, mais dans ce cas, elle est limite´e au changement de parame`tres configuration (unitaires).
Pour simplifier, l’ope´ration de retrait n’est pas repre´sente´e : elle n’impacte pas l’e´tat du com-
posant logiciel de´ploye´ a` part qu’il ne peut plus eˆtre mis a` jour.
Figure 2.2 – Impact des activite´s de de´ploiement sur l’e´tat du logiciel
Comme la reconfiguration et la redistribution ne ciblent pas le composant a` son e´chelle,
mais a` l’e´chelle du syste`me, leurs effets ne sont pas repre´sente´s dans la figure 2.2, meˆme si
elles peuvent impacter indirectement l’e´tat. Un composant peut ne pas eˆtre affecte´ par une
reconfiguration ou une redistribution, ainsi son e´tat reste inchange´. Par ailleurs, la reconfigu-
ration peut mener a` une adaptation a` l’e´chelle du composant, et aussi a` un ajout ou une sup-
pression d’un composant : ajouter un composant consiste a` l’activer (apre`s l’avoir installe´ si
ne´cessaire) et le supprimer consiste a` le de´sinstaller (apre`s l’avoir de´sactive´ si ne´cessaire).
La redistribution peut mener au de´placement d’un composant d’un site consommateur a` un
autre ; ainsi, elle consiste en une de´sactivation (et possiblement une de´sinstallation) sur le
site d’origine d’une part, (une possible installation et) une activation sur le site destinataire
d’autre part.
2.2.5 Conception
Les activite´s introduites pre´ce´demment sont lie´es a` un point de vue ope´rationnel sur le
de´ploiement. En comple´ment, il faut souligner que la conception est une activite´ essentielle
du de´ploiement.
— Conception. La conception a` pour but de produire un plan de de´ploiement.
Le plan de de´ploiement peut eˆtre construit  a` la main  ou calcule´ plus ou moins auto-
matiquement. Le plan de de´ploiement peut eˆtre combine´ avec une planification temporelle
de son application.
2.2.6 Chronologie
La figure 2.3 pre´sente la chronologie du de´ploiement en relation avec la conception et
l’exe´cution du logiciel de´ploye´. Les activite´s de de´ploiement se de´roulent avant, pendant et
apre`s l’exe´cution du logiciel. Avant l’exe´cution, le logiciel est installe´ et active´ : cette phase
est commune´ment appele´e de´ploiement initial. Pendant l’exe´cution, le plan de de´ploiement
est en vigueur et il peut eˆtre modifie´ par des ope´rations de de´ploiement. Apre`s l’exe´cution,
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le logiciel est de´sactive´ et peut eˆtre de´sinstalle´. Le temps de re´alisation du de´ploiement re-
couvre donc le temps d’exe´cution du logiciel.
Figure 2.3 – Chronologie du de´ploiement
Le de´ploiement n’est donc pas une ope´ration limite´e dans le temps, en particulier dans
le cadre de syste`mes instables, a` cause de la dure´e de vie des applications et des e´volutions
du logiciel et du domaine de de´ploiement (apparition et disparition d’appareils, perte
de connexion, etc.). Nous de´finissons donc deux formes particulie`res de de´ploiement : le
de´ploiement incre´mental et le de´ploiement continu.
— De´ploiement incre´mental. Le de´ploiement incre´mental consiste a` de´ployer un nou-
veau composant au sein d’un syste`me logiciel de´ja` de´ploye´.
— De´ploiement continu. Le de´ploiement continu consiste a` effectuer une ou des
ope´rations de de´ploiement sur un appareil entrant ou sortant du domaine.
Le de´ploiement incre´mental concerne donc les ope´rations lie´es a` la dynamique du
syste`me logiciel alors que le de´ploiement continu concerne celles qui sont lie´es a` la dyna-
mique du domaine de de´ploiement. Les deux activite´s impactent le plan de de´ploiement.
2.3 Analyse du proble`me
Dans le cadre du projet INCOME, nous avons contribue´ a` la de´finition d’un
sce´nario de re´fe´rence appele´ 4ME pour  Mobilite´ MultiModale Multi-E´chelle  (cf. sec-
tion 1.3) [Arcangeli et al., 2013]. Ce sce´nario de´finit un syste`me de guidage porte-a`-porte
multimodal pour les usagers ve´hicule´s ou utilisant les transports en commun d’une ville.
Le syste`me de guidage propose des services d’information a` destination des voyageurs
se de´plac¸ant avec des moyens de transports multimodaux (pe´destre, ve´lo en libre service,
taxis, re´seau de transports en commun) et un acce`s ubiquitaire et en temps re´el aux infor-
mations (horaires de passages des transports en commun, cartes d’itine´raires, informations
de re´seaux sociaux de passagers). 4ME est donc une application consommatrice d’informa-
tions de contexte et, par conse´quent, s’appuie sur une autre application, le gestionnaire de
contexte multi-e´chelle, qui collecte, construit (calcule, infe`re), achemine (distribue, diffuse)
et pre´sente une information de contexte de qualite´ [Arcangeli et al., 2012a].
Dans cette the`se, nous nous inte´ressons au de´ploiement de ce type d’applications
re´parties multi-e´chelles (4ME et le gestionnaire de contexte). L’objectif est de proposer une
solution pour le de´ploiement de syste`mes re´partis multi-e´chelles. Par le terme  solution ,
nous de´signons un ensemble d’e´le´ments susceptibles de constituer notre proposition tels
une me´thode, un processus, des outils, du logiciel, etc.
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2.3.1 Cadre d’analyse
Afin d’identifier les proble`mes pose´s par le de´ploiement de syste`mes logiciels re´partis
multi-e´chelles et les exigences qu’une solution de de´ploiement doit satisfaire, nous formu-
lons quelques questions qui vont guider notre analyse du proble`me et, dans le chapitre
suivant (cf. section 3.2), notre e´tude de l’e´tat de l’art :
—  Qu’est ce qui est de´ploye´ ?  La premie`re question concerne la nature du syste`me
logiciel a` de´ployer et des unite´s de de´ploiement, leur he´te´roge´ne´ite´ et leur nombre,
la dynamique du syste`me et son ouverture.
—  Ou` le logiciel est-il de´ploye´ ?  De manie`re syme´trique, il faut e´tudier la nature du
domaine de de´ploiement cible´, sa dynamique et son ouverture, le nombre d’appa-
reils et leur he´te´roge´ne´ite´, le type de re´seau qui le supporte, ainsi que les proprie´te´s
d’administration.
—  Comment le de´ploiement est-il effectue´ ?  Cette question concerne la manie`re de
de´ployer du point de vue de la conception et du point de vue de la re´alisation (ex-
pression du plan, mise en œuvre, activite´s prises en compte, etc.).
2.3.2 Analyse
Dans cette partie, nous analysons le proble`me conforme´ment au cadre de´fini ci-dessus
et nous formulons les exigences ge´ne´rales auxquelles un syste`me de de´ploiement doit
re´pondre, ainsi que quelques hypothe`ses. Certaines de ces exigences seront reprises dans
les chapitres suivants et raffine´es en exigences plus spe´cifiques. Ces exigences sont liste´es
dans l’annexe C.
2.3.2.1 L’application
L’application a` de´ployer est une application re´partie a` base de composants logiciels. La
composition de l’application implique un de´ploiement unitaire de chacun des composants et
une configuration des liens entre composants afin de les assembler en une application fonc-
tionnelle. Le syste`me de de´ploiement doit pouvoir de´ployer une application sans qu’aucun
composant n’aie de´ja` e´te´ de´ploye´.
Les composants de l’application sont de types divers. Par exemple, au sein d’un gestion-
naire de contexte re´parti multi-e´chelle certains composants collectent des donne´es, d’autres
infe`rent des informations, les acheminent, ou les pre´sentent, etc. Le syste`me de de´ploiement
doit prendre en compte cette diversite´ de types, y compris les diffe´rentes versions possibles
d’un composant.
De manie`re ge´ne´rale, on peut souhaiter assembler et administrer des composants issus
de mode`les de composants diffe´rents. Dans le cadre de ce travail, nous nous limiterons a` un
unique mode`le de composant (hypothe`se d’homoge´ne´ite´).
Pour ce qui est du nombre, on peut conside´rer que le gestionnaire de contexte re´parti
multi-e´chelle et l’application 4ME sont constitue´s de plusieurs milliers de composants
re´partis sur le domaine. Le syste`me de de´ploiement doit donc supporter un nombre de
composants de l’ordre de plusieurs milliers.
Ces applications ont par ailleurs une dure´e de vie suffisamment longue pour eˆtre en
situation d’e´voluer dynamiquement par des ajouts ou des retraits de composants, des mises
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a` jour, etc. Le syste`me de de´ploiement doit donc supporter la dynamique de l’application et
ope´rer alors que l’application est en cours d’exe´cution et sans l’interrompre.
2.3.2.2 Le domaine de de´ploiement
Le domaine de de´ploiement est un ensemble d’appareils he´te´roge`nes : re´seaux de cap-
teurs, e´quipements personnels des utilisateurs (montres connecte´es, smartphones, tablettes,
ordinateurs personnels, etc.), serveurs de proximite´ (par ex. dans les bus ou aux arreˆts de
bus pour collecter et agre´ger des donne´es), serveurs distants, machines au sein d’un Cloud
(pour calculer et infe´rer de l’information), etc. Notre solution doit prendre en compte cette
he´te´roge´ne´ite´ mate´rielle, ainsi que celle des re´seaux qui interconnectent ces appareils, et
permettre le de´ploiement sur diffe´rents types d’appareils.
Ne´anmoins, pour les re´seaux de capteurs d’une part, et les machines du Cloud d’autre
part, les proble`mes du de´ploiement sont bien particuliers (par ex. celui de la consommation
e´nerge´tique pour les capteurs) et il existe des solutions spe´cifiques et adapte´es sur lesquelles
il est possible de s’appuyer [Marro´n et al., 2006, Hughes et al., 2012, Horre´ et al., 2011].
Comme, en pratique, ces appareils sont connecte´s au domaine par l’interme´diaire d’une
machine passerelle, il est possible de conside´rer que les passerelles sont les limites du
de´ploiement, et que le syste`me de de´ploiement n’a pas a` prendre en compte directement
les capteurs et les machines du Cloud.
Nous conside´rerons de la meˆme manie`re n’importe quel appareil a` capacite´ trop limite´e
pour laquelle nous supposerons l’existence d’une machine passerelle (par ex. dans le do-
maine de la domotique). Les machines du Cloud, les capteurs et les appareils a` capacite´ trop
limite´e ne font donc pas partie du domaine de de´ploiement. On peut cependant imaginer
que, dans l’avenir, notre solution pourra ope´rer sur certains re´seaux de capteurs si ceux-ci
e´voluent et sont dote´s de ressources mate´rielles et logicielles suffisantes.
Comme pre´cise´ pre´ce´demment, le syste`me doit supporter le de´ploiement sur des do-
maines compose´s de milliers d’appareils.
Ces appareils sont autonomes et fonctionnent inde´pendamment les uns des autres. Une
contrainte, lie´e a` cette autonomie, re´side dans la possibilite´ pour un appareil d’entrer dans
le domaine alors que l’application est en cours d’exe´cution, ou inversement d’en sortir. Ces
e´ve´nements peuvent re´sulter de la mobilite´, de la mise en marche ou de l’arreˆt d’un appareil.
Par exemple, un utilisateur de 4ME peut de´cider de mettre en marche son smartphone ou
de lancer l’application, ou se de´placer physiquement et apparaıˆtre (entrer dans le re´seau).
Le domaine de de´ploiement est donc ouvert et e´volue dynamiquement. Les possibles varia-
tions en matie`re de disponibilite´ et de qualite´ des ressources et des services utiles a` l’appli-
cation de´ploye´e sont autre source de dynamique. Le syste`me de de´ploiement doit prendre
en compte cette dynamique du domaine de de´ploiement et adapter le plan de de´ploiement
aux changements.
Une autre contrainte provient du mode d’administration du domaine et des droits en
matie`re de de´ploiement. Dans le contexte envisage´, chaque appareil (par exemple, les smart-
phones) ou groupe d’appareils a son propre proprie´taire et son administrateur qui de´tient le
droit d’effectuer des ope´rations de de´ploiement. Vu le nombre, on ne peut pas supposer un
administrateur unique. Afin que le syste`me de de´ploiement puisse ope´rer sur les appareils
du domaine malgre´ l’administration multiple, nous ferons l’hypothe`se simplificatrice d’une
cession (plus ou moins automatique) des droits par l’administrateur. Autrement dit, nous ne
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traitons pas ce proble`me et nous supposons qu’en acceptant notre solution, l’administrateur
accepte aussi de ce´der une partie de ses droits.
2.3.2.3 La conception et la re´alisation du de´ploiement
Le de´ploiement d’un syste`me suppose la de´finition, ou conception, d’un plan de
de´ploiement puis la re´alisation du de´ploiement conforme´ment a` ce plan.
La dynamique et l’instabilite´ du domaine de de´ploiement posent un proble`me majeur.
En effet, il n’est pas possible de connaıˆtre a priori l’ensemble des appareils qui constituent
le domaine a` un instant donne´. Il est donc impossible pour un concepteur d’exprimer di-
rectement un plan de de´ploiement dans lequel les appareils sont de´signe´s explicitement.
Du fait du nombre (d’appareils, mais aussi de composants logiciels), il n’est pas non plus
souhaitable que le concepteur doive exprimer un plan de manie`re comple`te.
Ceci a deux conse´quences. D’une part, puisqu’il n’est ni souhaitable ni possible d’ex-
primer un plan, le syste`me de de´ploiement doit permettre l’expression des proprie´te´s at-
tendues en matie`re de de´ploiement, c’est-a`-dire de spe´cifier le plan de de´ploiement. Pour
cela, le concepteur doit be´ne´ficier d’abstractions, d’autant qu’il n’est pas force´ment expert
en de´ploiement mais plutoˆt de l’application de´ploye´e (dans le projet INCOME, on fait l’hy-
pothe`se d’utilisateurs  grand public  qui peuvent eˆtre parties prenantes dans le proces-
sus de de´ploiement). En particulier, parmi ces abstractions, le concepteur doit disposer de
moyens pour exprimer des proprie´te´s portant sur une partie du domaine en fonction de
l’e´chelle : par exemple, il doit pouvoir spe´cifier le de´ploiement d’un composant a` l’e´chelle
d’une ville ou d’un quartier, ou sur les appareils d’un certain type (par exemple, tous les
smartphones) ou connecte´s a` un re´seau donne´, etc. Pour cela, un syste`me de de´ploiement
doit offrir un langage de´die´ (Domain Specific Language ou DSL) au de´ploiement de syste`mes
logiciels re´partis multi-e´chelles.
D’autre part, cette spe´cification du de´ploiement doit eˆtre traduite en un plan de
de´ploiement en fonction de l’e´tat du domaine, que ce soit pour le de´ploiement initial ou
en cours d’exe´cution de l’application de´ploye´e. Le syste`me de de´ploiement doit donc per-
mettre de ge´ne´rer un plan de de´ploiement initial a` partir de la spe´cification et de l’e´tat du do-
maine au moment du lancement de l’application. Il doit ensuite adapter dynamiquement le
plan de de´ploiement en fonction de l’e´tat courant du domaine de sorte que les spe´cifications
demeurent respecte´es.
Par conse´quent, pour eˆtre  sensible au contexte , le syste`me de de´ploiement doit pou-
voir observer, construire et manipuler un e´tat significatif du domaine de de´ploiement.
Ces diffe´rentes ope´rations doivent eˆtre organise´es et automatise´es dans le cadre d’un
processus. Du fait du nombre de composants et d’appareils, les ope´rations de de´ploiement
initial (installation, activation) ne peuvent pas eˆtre laisse´es a` la seule initiative des adminis-
trateurs de chacun des appareils (c’est-a`-dire en mode pull). Au contraire, le mode push, dans
lequel le de´ploiement d’une application est initie´ et commande´ a` distance de manie`re centra-
lise´e, doit eˆtre privile´gie´. En revanche, toujours pour des raisons de nombre, les autres acti-
vite´s doivent eˆtre ge´re´es de manie`re de´centralise´e et localement, sans se re´fe´rer (ou le moins
possible) a` un organe centralise´. Alors, pour ne pas faire localement appel a` un ope´rateur
humain, le syste`me doit mettre en œuvre un  syste`me de de´ploiement  qui joue le roˆle
d’ope´rateur.
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2.3.3 Synthe`se
Cette analyse met en e´vidence certaines exigences pour le de´ploiement des syste`mes
logiciels re´partis multi-e´chelles. Dans un premier temps, un concepteur doit pouvoir expri-
mer une spe´cification du plan de de´ploiement sans avoir a` exprimer directement un plan.
Au contraire, ce plan doit eˆtre ge´ne´re´ a` partir de cette spe´cification, et doit e´galement eˆtre
fonction de l’e´tat initial du domaine. Ensuite, le plan doit pouvoir e´voluer dynamiquement
en fonction de la dynamique de l’application et de celle du domaine. Ces e´volutions doivent
eˆtre prises en compte de manie`re autonome et de´centralise´e, au niveau middleware. En-
fin, toutes ces activite´s doivent eˆtre organise´es et coordonne´es dans le cadre d’un processus
automatise´.
Contribution
Le de´ploiement de logiciel est un processus qui organise et orchestre
un ensemble d’activite´s ayant pour but de rendre le logiciel disponible
a` l’utilisation et de le maintenir a` jour et ope´rationnel. Une phase de
conception, qui a pour objectif la production d’un plan de de´ploiement,
pre´ce`de la phase de re´alisation. Apre`s re´alisation du de´ploiement initial,
le de´ploiement incre´mental et le de´ploiement continu adaptent le syste`me
logiciel en cours d’exe´cution tout au long de sa vie. Dans le cas d’un
syste`me re´parti multi-e´chelle, le domaine de de´ploiement est ouvert et
n’est que partiellement connu en phase de conception. Il n’est donc pas
possible (ni souhaitable) d’exprimer directement le plan de de´ploiement.
Au contraire, le concepteur doit le spe´cifier sous la forme de proprie´te´s a`
respecter. Le plan doit ensuite eˆtre ge´ne´re´ puis re´alise´ automatiquement
en fonction du contexte d’exe´cution. Il doit e´voluer dynamiquement de
manie`re autonome et de´centralise´e.
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3 E´tat de l’art sur l’automatisationdu de´ploiement
Proble´matique
Du fait de la distribution et de l’ubiquite´, du nombre et de l’he´te´roge´ne´ite´,
de la mobilite´ et de l’e´volutivite´ des syste`mes logiciels, et plus
ge´ne´ralement de la dynamique et de la complexite´ des structures
mate´rielles et logicielles, le de´ploiement demande de l’automatisation et
de l’autonomie. Diffe´rentes solutions ont e´te´ propose´es. Leur capacite´
a` re´pondre aux exigences du de´ploiement des syste`mes re´partis multi-
e´chelles doit eˆtre analyse´e.
3.1 Introduction
Traditionnellement, le de´ploiement de logiciel est ge´re´  a` la main  par un humain
qui explicite sur quel(s) appareil(s) le ou les composants doivent eˆtre installe´s, active´s, etc.
Aujourd’hui, du fait de la distribution, de la mobilite´ et de l’ubiquite´, du nombre d’appa-
reils et de leur he´te´roge´ne´ite´, de la complexite´ et de l’e´volutivite´ des syste`mes logiciels,
le de´ploiement exige plus d’automatisation. Il requiert donc des me´thodes et des outils
approprie´s pour la conception (par ex. pour exprimer des contraintes et des exigences de
de´ploiement), le controˆle et l’automatisation.
L’automatisation du de´ploiement n’est pas un proble`me nouveau. Diffe´rentes techno-
logies apportent des solutions telles que Redhat Package Manager [Bailey, 2000], Microsoft
Windows, Microsoft .Net, Entreprise JavaBeans [Ora2], Corba Component Model [Obj2],
OSGi [OSGi Alliance, 2009] ou encore les produits de VMware [VMware Inc., 2008] pour la
virtualisation. Cependant, ces solutions techniques de de´ploiement sont souvent limite´es au
mode pull, c’est-a`-dire a` l’installation a` la demande d’un client, et a` l’installation. Les e´tudier
n’entre pas dans le cadre de cet e´tat de l’art, toutefois ces technologies sont pre´sente´es et
compare´es par exemple dans [Dearle, 2007] ou [Heydarnoori, 2008].
Dans ce chapitre, nous dressons un e´tat de l’art des travaux de recherches sur le
de´ploiement automatique [Arcangeli et al., 2015]. Nous commenc¸ons par proposer un cadre
d’analyse des diffe´rents travaux en reprenant et comple´tant celui pre´sente´ a` la section 2.3.1.
Puis nous pre´sentons et analysons dix-sept travaux re´cents, et une synthe`se est propose´e en
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re´fe´rence a` ce cadre d’analyse. L’e´tude de ces travaux montre que dans un contexte de dis-
tribution, d’he´te´roge´ne´ite´, de nombre, de dynamique et d’ouverture, les solutions existantes
sont incomple`tes et potentiellement inefficaces ou inutilisables. De plus, le niveau d’abstrac-
tion et d’expressivite´ de la conception s’ave`re limite´ au vu de la complexite´ du proble`me du
de´ploiement.
Ce chapitre est organise´ comme suit. La section 3.2 pre´sente le cadre d’analyse. Ensuite,
la section 3.3 e´tudie les travaux de recherche selon le cadre analytique et la section 3.4 en
fournit une synthe`se.
3.2 Cadre d’analyse et crite`res
Nous avons de´fini a` la section 2.3.1 un cadre d’analyse pour l’e´tude du de´ploiement
de syste`mes re´partis multi-e´chelles. Nous reprenons ce cadre comme grille de lecture des
travaux de l’e´tat de l’art. Cependant, nous raffinons la dernie`re question qui porte sur la
manie`re dont le de´ploiement est effectue´, en deux questions, l’une portant sur la conception
du de´ploiement, et l’autre sur sa re´alisation :
—  Comment le de´ploiement est-il conc¸u ?  Cette question concerne ce qui doit eˆtre ex-
prime´ (qui peut aller d’un plan de de´ploiement – les commandes de de´ploiement qui
doivent eˆtre re´alise´es – jusqu’a` une spe´cification de proprie´te´s lie´es au de´ploiement
qui devra eˆtre interpre´te´e) et le niveau d’expressivite´. Nous e´tudions aussi quel ac-
teur exprime ou spe´cifie ce plan et comment les diffe´rentes parties prenantes sont im-
plique´es. Comme nous nous inte´ressons a` l’utilisabilite´ des solutions de de´ploiement,
nous portons une attention particulie`re au niveau d’expertise attendu des parties pre-
nantes.
—  Comment le de´ploiement est-il re´alise´ ?  Cette question est lie´e aux activite´s de
de´ploiement, et a` la manie`re dont elles sont re´alise´es, a` leurs contraintes et a` leurs
hypothe`ses. Nous conside´rons e´galement l’architecture du syste`me de de´ploiement,
qui peut eˆtre centralise´e ou de´centralise´e. Nous e´tudions enfin si et comment les solu-
tions utilisent un programme d’amorce (bootstrap) qui supporte le de´ploiement sur
un appareil et doit eˆtre ope´rationnel avant la re´alisation du de´ploiement.
Notre analyse se base sur sept crite`res principaux : l’unite´ de de´ploiement, le domaine
de de´ploiement, l’expression des proprie´te´s, l’expertise du concepteur du de´ploiement,
les activite´s de de´ploiement, le controˆle du de´ploiement et la nature du bootstrap. La
figure 3.1 met en e´vidence les liens entre ces points et les questions propose´es.
Dans la litte´rature, il est possible de trouver d’autres cadres d’analyse. Par exemple,
dans [Heydarnoori, 2008], Heydarnoori compare plusieurs techniques de de´ploiement en
se focalisant sur les activite´s supporte´es et en classant ces techniques en huit cate´gories –
dirige´e par la qualite´ de service (QoS-driven), dirige´e par les mode`les (model-driven), a` base
d’agent, oriente´e grille, etc. – mais sans justifier la pertinence de son cadre d’analyse.
3.3 E´tude des travaux
Dans cette section, nous passons en revue l’e´tat de l’art du de´ploiement automatique
(travaux de recherche et projets associe´s). Afin d’organiser cette e´tude – principalement pour
faciliter la lecture de l’e´tat de l’art, nous divisons ces travaux en cinq cate´gories en fonction
20 De´ploiement de syste`mes re´partis multi-e´chelles
3.3. E´tude des travaux
3
Figure 3.1 – Cadre d’analyse et crite`res
de leurs objectifs :
1. e´tendre OSGi ou utiliser les facilite´s que fournit OSGi,
2. relever l’humain des taˆches de de´ploiement,
3. allouer des ressources dynamiquement pour le calcul,
4. ge´rer des appareils mobiles et disposant de ressources limite´es,
5. fournir une abstraction afin de faciliter la conception.
Pour chaque travail, nous proposons une pre´sentation du proble`me, une description de
la solution propose´e et une discussion en relation avec les question et les points principaux
souleve´s dans la section 3.2. Enfin, un re´sume´ des re´sultats organise´ en fonction du cadre
analytique est donne´ dans la section 3.4.
3.3.1 Automatisation base´e sur OSGi
OSGi [OSGi Alliance, 2009] est une spe´cification qui de´finit diffe´rentes fonctionnalite´s
pour le de´ploiement et l’administration distante d’applications a` base de composants. Le
framework OSGi permet de ge´rer toutes les activite´s de de´ploiement de composants ap-
pele´s bundles, qui sont les unite´s de de´ploiement). Un bundle est un fichier JAR avec un
composant Java contenant un manifeste (me´tadonne´es textuelles de´crivant par exemple les
de´pendances et les exigences de de´ploiement et une combinaison de fichiers bytecode Java,
du code natif et des ressources associe´es. OSGi permet l’installation, la de´sinstallation, l’ac-
tivation, la de´sactivation et la mise a` jour de composants a` l’exe´cution sans avoir besoin
de rede´marrer l’ensemble du syste`me. Les imple´mentations d’OSGi (commerciales et open
source) existent pour diffe´rents appareils he´te´roge`nes, allant du smartphone (au moins An-
droid 1.5 ou Symbian S60) aux ordinateurs personnels, en passant par les tablettes, les PCs
ultra-mobiles, les PCs de voitures et les ordinateurs portables. OSGi masque l’he´te´roge´ne´ite´
des hoˆtes et les aspects techniques bas-niveau du de´ploiement. Cependant, cette solution est
restreinte a` un seul hoˆte, le de´ploiement est local.
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OSGi a e´te´ e´tendu pour re´pondre au besoin de de´ploiement de composants distribue´s.
Par exemple, dans le projet UseNet [USE], les auteurs s’inte´ressent a` des sce´narios inno-
vants et a` du Machine-to-Machine (M2M, la communication inter-machines) expe´rimental
tout en visant a` permettre l’usage ubiquitaire des services M2M. Ils utilisent la technologie
OSGi pour l’exe´cution du de´ploiement sur diffe´rents types d’appareils connecte´s a` diffe´rents
re´seaux de communication, mais sans traiter la dynamique de la topologie des hoˆtes. Dans
cet e´tat de l’art, nous e´tudions des travaux qui se basent sur OSGi et qui visent a` l’e´tendre
dans un but pre´cis, comme le de´ploiement de composants Fractal [Desertot et al., 2006] ou
la gestion distribue´e de modules [Rellermeyer et al., 2007].
3.3.1.1 FROGi
Proble`me Le mode`le hie´rarchique de composant Fractal pre´sente plusieurs limitations
quant au de´ploiement : en particulier le concept d’unite´ de de´ploiement est diffe´rent de ce-
lui des spe´cifications de Fractal, et la dynamique du de´ploiement est tre`s restrictive. Fractal
peut eˆtre enrichi avec des capacite´s de de´ploiement efficaces.
Solution Desertot et al. sugge`rent de combiner le mode`le de composants Fractal avec
OSGi [Desertot et al., 2006]. D’un coˆte´, FROGi ame´liore Fractal en facilitant le de´ploiement
de composants Fractal (originels ou composites) en utilisant la plateforme de services
d’OSGi. D’un autre coˆte´, il fournit aux de´veloppeurs OSGi la possibilite´ d’utiliser des com-
posants base´s sur Fractal.
Dans FROGi, une application a` base de composants Fractal est empaquete´e en un ou plu-
sieurs bundles et la plateforme OSGi rend les composants disponibles en tant que services.
La figure 3.2 montre une application Fractal empaquete´e et de´ploye´e en utilisant OSGi. La
figure 3.2a montre le composant composite cre´e´ a` partir des deux composants originels,
Client et Serveur. La figure 3.2b montre les trois composants (Comp e´tant le composant
composite), chacun d’entre eux empaquete´ dans un bundle (B0, B1, B2). Leurs interfaces
fournies et requises sont conside´re´es comme des services de bundles. Pour l’empaquetage
des composants, FROGi e´tend l’ADL (Architecture Description Language, langage de descrip-
tion d’architecture) de Fractal afin de permettre la spe´cification de bundles, leurs versions
et proprie´te´s. C’est la plateforme OSGi qui s’occupe du de´ploiement. Pendant l’installation
d’un bundle, OSGi re´sout automatiquement les de´pendances de code. Puis, les bundles sont
active´s et un bootstrap cre´e des instances de composants. A` l’exe´cution, FROGi supporte la
gestion du cycle de vie des composants ainsi que leur liens et la reconfiguration dynamique.
Discussion Cette solution est base´e sur une imple´mentation libre d’OSGi, et la plate-
forme Julia, qui est une imple´mentation en Java du framework Fractal. Elle supporte le
de´ploiement local de composants Fractal mais pas leur distribution : un syste`me de com-
posants, inte´gre´ en un ou plusieurs bundles, peut eˆtre de´ploye´ mais localement seule-
ment (il n’y a pas de plan de de´ploiement). Les activite´s couvertes sont l’installation, la
de´sinstallation, l’activation, la de´sactivation et la mise a` jour, tandis que le niveau de dyna-
mique est celui d’OSGi. L’appareil vise´ doit contenir une plateforme OSGi et le bootstrap de
FROGi. Le composant et l’appareil doivent eˆtre explicitement indique´s, et le concepteur du
de´ploiement doit avoir une expertise de l’ADL de Fractal et doit eˆtre capable de construire
des bundles OSGi.
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(b)
Figure 3.2 – Une application Fractal (a) et son empaquetage en bundles
OSGi (b) [Desertot et al., 2006]
3.3.1.2 R-OSGi
Proble`me OSGi est conc¸u pour permettre le de´ploiement et l’exe´cution d’une application
locale. La difficulte´ est de permettre a` une application OSGi d’eˆtre re´partie sans perdre les
proprie´te´s du mode`le OSGi.
Solution R-OSGi (Remoting-OSGi) est une plateforme middleware distribue´e qui e´tend les
spe´cifications d’OSGi pour supporter la gestion re´partie des modules sans interruption et
efficacement [Rellermeyer et al., 2007]. Elle permet a` une application OSGi centralise´e d’eˆtre,
automatiquement et d’une manie`re transparente, re´partie et de fonctionner en utilisant des
mandataires.
R-OSGi se base sur la ge´ne´ration dynamique de mandataires et l’injection de types pour
assurer la consistance du typage. Les mandataires fournissent des services OSGi localement,
et cachent l’invocation de services a` travers le re´seau. La seule diffe´rence par rapport aux
services OSGi standards est que ces services doivent prendre en compte la distribution
afin d’effectuer des ope´rations spe´cialise´es, par exemple pour la gestion du syste`me. La
de´couverte de services est re´active et efficace. Les services sont enregistre´s et localise´s au
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moyen d’un registre distribue´ imple´mente´ avec le Service Location Protocol (protocole de lo-
calisation de service), qui comple`te le registre de service centralise´ d’OSGi. A` l’exe´cution, les
techniques de´veloppe´es pour la gestion de module centralise´e d’OSGi, comme les charge-
ment dynamique, de´chargement et lien des modules, sont utilise´es pour ge´rer la dynamique
du domaine de de´ploiement (par ex. pannes partielles).
Discussion R-OSGi facilite le de´ploiement de bundles OSGi, de telle manie`re qu’ils
peuvent interagir a` distance a` l’exe´cution a` travers un re´seau d’appareils qui he´bergent une
plateforme OSGi.
R-OSGi he´rite des proprie´te´s et des capacite´s d’OSGi. Ici, le concepteur du de´ploiement
doit e´tablir un plan de de´ploiement explicite et doit eˆtre expert dans la technologie OSGi.
3.3.2 Remplacement de l’humain dans les taˆches de de´ploiement
Plusieurs travaux observent que le de´ploiement implique un ensemble de de´cisions et
d’actions de bas-niveau complexes pour un ope´rateur humain. Par conse´quent, ils ont pour
objectif de re´duire cette complexite´ en renforc¸ant l’autonomie du syste`me de de´ploiement.
C’est le cas pour Software Dock [Hall et al., 1999] et QUIET [Manzoor and Nefti, 2010]
qui utilisent des agents mobiles pour de´ployer automatiquement a` travers le re´seau.
Disnix propose une autre solution pour le de´ploiement automatique base´e sur des
mode`les [van der Burg and Dolstra, 2014]. Enfin, RAC automatise entie`rement l’installation
et la configuration de machines virtuelles (VM, virtual machines) pour l’informatique dans le
Cloud, et enle`ve l’humain de la boucle [Liu, 2011].
E´galement, le projet Selfware [SEL] vise a` limiter l’implication de l’humain dans l’ad-
ministration du syste`me afin de re´duire les erreurs et de permettre des re´actions automa-
tiques a` certaines situations d’exe´cution spe´ciales. Selfware propose une plateforme logi-
cielle qui permet aux syste`mes distribue´s d’eˆtre construits avec une administration autono-
mique (auto-re´paration, etc.). Ainsi, des applications JEE existantes sont encapsule´es dans
des composants Fractal [OW2] qui peuvent eˆtre dynamiquement reconfigure´s afin de pou-
voir ge´rer des proble`mes de pannes ou des proble`mes de passage a` l’e´chelle. Cependant,
cette solution est limite´e aux applications JEE de´ploye´es sur des appareils connus a` l’avance.
3.3.2.1 Software Dock
Proble`me A` la fin des anne´es 90, avec l’e´mergence de l’Internet, le processus d’installa-
tion manuelle de logiciels en utilisant un support physique comme un CD-ROM a e´te´ aban-
donne´. Depuis cette e´poque, la connectivite´ re´seau permet aux producteurs de logiciels d’of-
frir des services de de´ploiement distants de haut-niveau aux consommateurs. Ainsi, Hall et
al. proposent Software Dock, un framework de de´ploiement distribue´ a` base d’agents qui
permet la coope´ration entre les producteurs et les utilisateurs du logiciel [Hall et al., 1999].
Solution La Deployable Software Description (DSD, description du de´ploiement du logi-
ciel) est un e´le´ment principal de cette solution. C’est un langage standardise´ utilise´ pour
de´crire un syste`me logiciel a` travers un ensemble de proprie´te´s se´mantiques lie´es aux ca-
racte´ristiques et aux contraintes coˆte´ consommateurs d’une part, et a` la configuration de ces
e´le´ments d’autre part.
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L’architecture de Software Dock est distribue´e et base´e sur deux types d’e´le´ment : le
release dock sur le site producteur, et le field dock sur le site consommateur qui fournit
des informations locales a` propos des ressources et de la configuration, des logiciels de´ja`
de´ploye´s, etc. Le de´ploiement se base sur des agents mobiles qui effectuent des activite´s de
de´ploiement. Les agents se de´placent d’un release dock vers un field dock en transportant le
logiciel mis a` disposition et la description DSD (la mobilite´ des agents est cependant limite´e
a` un saut sur un site de´cide´ d’avance). Sur le site consommateur, ils interagissent avec le field
dock et effectuent une configuration spe´cifique et le de´ploient en interpre´tant localement la
description DSD (les agents peuvent eˆtre plus ou moins spe´cialise´s pour une activite´ de
de´ploiement). Un service d’e´ve`nements (event service) distribue´ se charge de la connectivite´
entre les producteurs et les consommateurs (cf. figure 3.3). Se basant sur un me´canisme de
publish/subscribe, le release dock peut ge´ne´rer des e´ve`nements, par exemple dans le cas d’une
mise a` jour. Ces e´ve`nements sont capture´s par les agents souscripteurs sur le site consom-
mateur, ce qui peut engendrer une mise a` jour ou une reconfiguration.
Figure 3.3 – Architecture de Software Dock [Hall et al., 1999]
Discussion Le processus de de´ploiement lui-meˆme est distribue´ a` travers le re´seau
mais les applications sont de´ploye´es localement en tant qu’unite´s de de´ploiement. Le
de´ploiement est spe´cifique au site consommateur graˆce a` l’interpre´tation locale de des-
cripteurs, et la prise en compte de la dynamique du domaine de de´ploiement (apparition
d’appareils) s’effectue avec le service d’e´ve`nement. L’imple´mentation utilise la plateforme
d’agents mobiles Voyager qui permet de s’abstraire des proble`mes d’he´te´roge´ne´ite´ du do-
maine de de´ploiement. De plus, les appareils doivent he´berger le field dock, qui est le boots-
trap. Plusieurs activite´s sont prises en compte : le de´poˆt et le retrait de l’application sur le
site producteur, l’installation et la de´sinstallation, la mise a` jour, l’adaptation et la recon-
figuration sur le site consommateur. Dans ce contexte, le concepteur du de´ploiement doit
avoir une forte expertise dans le de´ploiement. Il doit e´tablir la configuration et exprimer les
contraintes et les de´pendances dans le format DSD.
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3.3.2.2 QUIET
Proble`me Les assistants d’installation traditionnels permettent a` l’utilisateur de participer
et d’exprimer ses pre´fe´rences au travers d’une interface graphique. Manzoor et Nefti ont
essaye´ de limiter cette interaction lorsque elle n’est pas ne´cessaire, en favorisant l’automati-
sation de l’installation du logiciel sur un re´seau d’ordinateurs personnels.
Solution QUIET est un framework pour l’installation et la de´sinstallation automatique
a` travers le re´seau [Manzoor and Nefti, 2010], qui supporte l’  installation silencieuse et
sans surveillance  (silent and unattended installation), c’est-a`-dire une installation sans inter-
action avec l’utilisateur. L’installation silencieuse utilise le gestionnaire de paquet SUIPM
(Silent Unattended Installation Package Manager, gestionnaire de paquet silencieux et sans sur-
veillance) [Manzoor and Nefti, 2008]. Au niveau re´seau, un syste`me multi-agent ge`re les res-
sources (bande passante, me´moire, disque, etc.) du domaine de de´ploiement et de´ploie in-
telligemment et efficacement les SUIPM sur les sites consommateurs en fonction des condi-
tions re´seau. Les agents supportent l’autonomie et la de´centralisation, leur mobilite´ permet
une meilleure couverture du re´seau en cas de pannes.
Le re´seau est divise´ en sous-re´seaux, chacun d’eux correspondant a` un ensemble de
sites consommateurs, ge´re´s par des sous-serveurs. La figure 3.4 de´crit comment le syste`me
multi-agent ope`re et les comportements des diffe´rents types d’agents : chacun d’eux est en
charge d’une ope´ration spe´cifique et peut cre´er des agents afin d’exe´cuter des taˆches an-
nexes. Premie`rement, un Master Controller Agent (MCA, agents de controˆle maıˆtres) charge
l’application a` installer et la description du domaine de de´ploiement a` partir d’un fichier
XML, et cre´e des File Transfer Agents (FTA, agents de transfert de fichiers) pour effectuer le
transfert des fichiers de configurations sur les sous-serveurs. Un MCA cre´e aussi des Control-
ler Agents (CA, agents de controˆle) qui migrent sur les sous-serveurs et sont responsables de
l’installation sur les sous-re´seaux. Dans un sous re´seau, un CA cre´e des FTAs pour effectuer
le transfert des fichiers de configurations sur le site consommateur et des Installer Agents
(IA, agents d’installation) et des Verification Installer Agents (VIA, agents ve´rificateurs d’ins-
tallation) qui migrent sur le site consommateur. Le CA est aussi responsable de l’envoi de
donne´es de contexte observe´es concernant le re´seau et le processus au MCA, ce qui l’aide
a` construire une base de connaissance qui va lui permettre de prendre des de´cisions intel-
ligentes. E´ventuellement, sur le site consommateur, un IA installe le paquetage SUIPM et
un VIA ve´rifie que l’installation s’est correctement effectue´e en accord avec les fichiers de
configuration.
Ensuite SUIPM peut installer l’application localement. La de´sinstallation s’effectue selon
les meˆmes principes que l’installation.
Un syste`me d’enregistrement est utilise´ pour la re´cupe´ration du syste`me en cas d’erreur.
Tous les agents sont responsables de la supervision de l’agent qu’ils cre´ent. L’agent cre´ateur
pre´sume que l’agent cre´e´ est mort quand il ne rec¸oit plus de message d’enregistrement ;
puis il cre´e un autre agent du meˆme type qui reprend le processus de de´ploiement au meˆme
endroit, graˆce aux enregistrements.
Discussion Le framework QUIET supporte le de´ploiement distribue´, de´centralise´ et en
paralle`le d’un unique composant (SUIPM et puis une application MS Windows) a` tra-
vers un re´seau d’ordinateurs personnels. Son imple´mentation utilise la plateforme d’agents
distribue´s Jade qui est suppose´e installe´e sur les appareils du domaine. Les utilisateurs
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Figure 3.4 – Syste`me multi-agent de QUIET
de QUIET peuvent lancer un de´poˆt de l’application (via SUIPM), une installation ou une
de´sinstallation. Le concepteur du de´ploiement doit saisir les configurations du logiciel et de
re´seau (chemins, adresses, sous-serveurs, etc.) dans un fichier XML. Il doit donc avoir une
certaine expertise dans le de´ploiement.
3.3.2.3 Disnix
Proble`me Plusieurs outils de de´ploiement sont spe´cifiques a` un type de composant parti-
culier (par exemple au de´ploiement d’Entreprise JavaBeans). Pourtant, les syste`mes oriente´s
service sont souvent compose´s de composants interde´pendants, distribue´s et potentiel-
lement he´te´roge`nes qui fournissent les services. Le domaine de de´ploiement peut eˆtre
he´te´roge`ne aussi, et changer continuellement a` cause de pannes d’appareils ou de liens de
communications. Cette instabilite´ ne´cessite un rede´ploiement dynamique. En conse´quence,
le de´ploiement de syste`mes oriente´s service est complexe et gourmand en temps, et il est
difficile de garantir des proprie´te´s non fonctionnelles.
Solution Van de Burg et al. proposent Disnix, un outil pour le de´ploiement automa-
tique et fiable de syste`mes oriente´s service consistant en un ensemble varie´ de compo-
sants dans un domaine de de´ploiement he´te´roge`ne [van der Burg and Dolstra, 2010a], et
une extension nomme´e DisnixOS qui supporte le de´ploiement d’infrastructure de compo-
sants [van der Burg and Dolstra, 2014]. Disnix se base sur Nix, un gestionnaire de paquets
et un outil de de´ploiement local.
Le de´ploiement automatique distribue´ est base´ sur des mode`les de´claratifs. Le service mo-
del (mode`le de service) de´finit les composants disponibles et distribuables, ainsi que leurs
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proprie´te´s et interde´pendances. L’infrastructure model (mode`le d’infrastructure) de´finit le do-
maine de de´ploiement. En dernier lieu, le distribution model spe´cifie la correspondance entre
les services et le domaine, c’est-a`-dire le plan de de´ploiement. Utiliser des mode`les et des
outils de transformation permet de dissimuler la complexite´ du de´ploiement aux concep-
teurs.
Un de´ploiement avec Disnix est lance´ a` partir d’un machine coordinatrice. Le processus
consiste en la construction et l’installation de services, puis leur activation. En pratique,
les codes sources sont compile´s en utilisant un compilateur ade´quat, les connecteurs (par
ex. des pilotes de Java DataBase Connectivity) peuvent eˆtre ge´ne´re´s, les composants sont
installe´s de telle sorte que leurs de´pendances (entre le composant et la machine hoˆte ou
les autres composants) soient satisfaites, ensuite les services sont compose´s. La mise a` jour
est optimise´e en la limitant au de´ploiement de nouveaux composants, a` la de´sactivation de
services obsole`tes et a` l’activation de nouveaux.
Dans [van der Burg and Dolstra, 2011], les auteurs proposent un framework de
de´ploiement auto-adaptatif construit au-dessus de Disnix. Conjointement au service de
de´couverte a` l’exe´cution (pour les machines entrant dans le domaine de de´ploiement) et
un ge´ne´rateur d’infrastructure, le framework ge´ne`re une correspondance entre les compo-
sants et les machines en utilisant un quality and service model (mode`le de qualite´ et de service)
qui supporte l’expression d’une politique de distribution base´e sur des attributs de qualite´.
La figure 3.5 illustre cette nouvelle architecture.
Figure 3.5 – Architecture e´tendue du de´ploiement de Dis-
nix [van der Burg and Dolstra, 2011]
Discussion Disnix ge`re le de´ploiement de syste`mes a` base de composants he´te´roge`nes sur
les re´seaux d’appareils he´te´roge`nes. Les mises a` jours de l’application sont prises en compte
et la dynamique du domaine (apparition d’appareils et pannes d’appareils ou de liens
re´seau) est prise en compte dans la version e´tendue de Disnix qui supporte le rede´ploiement
automatique. Les activite´s de de´ploiement supporte´es sont l’installation et la de´sinstallation,
l’activation et la de´sactivation, la mise a` jour, la reconfiguration et la redistribution d’un
manie`re auto-adaptative. Chaque machine cible´e doit contenir le DisnixService qui permet
a` la machine coordinatrice d’effectuer des ope´rations de rede´ploiement.
Les utilisateurs de Disnix peuvent eˆtre les administrateurs des syste`mes oriente´s service
distribue´s, mais plus ge´ne´ralement, plusieurs parties prenantes peuvent eˆtre implique´es
dans l’expression du de´ploiement. Par exemple, des de´veloppeurs peuvent mettre en place
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le service model. Les diffe´rents besoins sont bien se´pare´s. Cependant, tous les utilisateurs
de Disnix doivent eˆtre des experts dans leur propre domaine. En utilisant la version ba-
sique de Disnix, le plan de de´ploiement doit eˆtre explicitement fourni par le concepteur du
de´ploiement.
3.3.2.4 Rapid Application Configurator
Proble`me Dans le contexte de l’informatique en nuage (ou Cloud computing), l’usage de
Virtual Appliances (VA, appareils virtuels qui sont des images de machines virtuelles pre´-
empaquete´es et des composants logiciels pre´-installe´es) alle`ge l’installation et la configura-
tion de logiciels. Cependant, plusieurs proble`mes re´sultant de la configuration embarque´e
dans les VAs sont encore pre´sents : plusieurs images de machines virtuelles doivent eˆtre
ge´ne´re´es afin de couvrir les multiples combinaisons de composants logiciels correspondant
aux multiples sce´narios de de´ploiement. En plus, les interde´pendances parmi les VAs, dans
les applications multi-tiers, augmentent la complexite´ de la configuration du syste`me et li-
mitent les possibilite´s de personnalisation.
Solution Liu propose Rapid Application Configurator (RAC), une approche pour le
de´veloppement logiciel, l’installation et la configuration base´e sur la se´paration des be-
soins et l’inversion de controˆle 1 [Liu, 2011]. Pour le de´ploiement, l’ide´e est de se´parer les
donne´es de configuration de l’application logique, et de de´finir des proprie´te´s configu-
rables comme e´tant des variables dans l’enteˆte du fichier de VA. Les variables doivent
eˆtre fixe´es (et la machine virtuelle configure´e) au moment du de´ploiement en utilisant les
me´tadonne´es de configuration. En pratique, lors du de´ploiement de VA configurable, le
conteneur RAC (cf. figure 3.6) parse les me´tadonne´es de configuration, effectue une vali-
dation initiale (ve´rification d’erreurs basiques), puis les instancie, les configure et lance la
machine virtuelle. L’ensemble du processus est illustre´ dans la figure 3.7.
Afin d’eˆtre capable d’e´changer des valeurs, le conteneur RAC et les machines virtuelles
exposent les interfaces Web. Le conteneur RAC est imple´mente´ comme e´tant un Web ser-
vice lance´ sur un serveur de´die´ et peut lire des valeurs a` partir des machines virtuelles.
Dans chaque machine virtuelle, un agent re´sidant re´alise la configuration et la reconfigu-
ration : il demande les valeurs de configuration une premie`re fois au de´marrage et puis
pe´riodiquement sonde ces valeurs pour ve´rifier si des changements ont e´te´ effectue´s.
Discussion RAC propose une solution spe´cifique au Cloud pour l’automatisation de la
configuration et de la reconfiguration, ce qui permet de supprimer l’humain de la boucle.
Cette solution est base´e sur la se´paration des besoins et l’inversion de controˆle.
La configuration d’une application est distribue´e entre trois roˆles : le producteur de VA,
l’expert de la configuration et l’utilisateur final, chacune des parties ayant des connaissances
requises et une certaine expertise. Cette proposition permet des re´ductions du couˆt et du
1. Haller et al. de´fini l’ inversion de controˆle  (IoC, inversion of control) comme
suit [Haller and Odersky, 2006] :  Au lieu d’appeler des ope´rations bloquantes (par ex. pour obtenir l’entre´e
d’un utilisateur), un programme enregistre simplement l’action a` effectuer a` certains e´ve`nements (par ex. un e´ve`nement
signalant l’appui sur un bouton, ou bien le changement dans un champ textuel). Dans le processus, des gestionnaires
d’e´ve`nements sont installe´s dans l’environnement d’exe´cution et sont appele´s lorsqu’un e´ve`nement se produit. L’envi-
ronnement d’exe´cution achemine les e´ve`nements aux gestionnaires installe´s. Ainsi, le controˆle a` travers l’exe´cution d’un
programme s’en retrouve  inverse´ . 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Figure 3.6 – Le conteneur
RAC [Liu, 2011]
Figure 3.7 – Processus de de´ploiement base´ sur RAC sur un
Cloud Amazon EC2 [Liu, 2011]
temps pour la gestion de la configuration. Afin de relever l’humain des taˆches de configura-
tion, les me´tadonne´es remplacent les installations manuelles et le conteneur RAC remplace
l’utilisateur final. Le bootstrap ne´cessaire est la plateforme de virtualisation.
3.3.3 Allocation dynamique de ressources
Les grilles de calcul et les Clouds fournissent des environnements d’exe´cution pour du
calcul haute performance a` travers des ressources he´te´roge`nes et des domaines adminis-
tratifs multiples. Les outils de gestion associe´s fournissent des services pour ge´rer les res-
sources comme l’ordonnancement des taˆches. Ne´anmoins, comme la disponibilite´ et la qua-
lite´ des ressources n’est pas pre´visible de manie`re permanente ou peut varier a` l’exe´cution,
l’adaptation dynamique du plan de de´ploiement est requise afin de fournir aux compo-
sants les ressources requises. Toutefois, le proble`me de placement qui consiste a` trouver une
localisation pour chacun des programmes est une taˆche complexe. CoRDAGe s’inte´resse
au de´ploiement autonomique d’applications de longue dure´e d’exe´cution sur les grilles a`
grande e´chelle [Cudennec et al., 2008], et Wrangler cible le de´ploiement automatique d’ap-
plications distribue´es dans le Cloud [Juve and Deelman, 2011a].
3.3.3.1 CoRDAGe
Proble`me Les applications pour grilles peuvent fonctionner des jours ou meˆme des se-
maines sur des centaines ou des milliers de nœuds. Le besoin exact de ressources phy-
siques est difficile a` pre´voir d’avance ou a` l’initiation du de´ploiement. Ainsi, l’ope´rateur
du de´ploiement doit surveiller les applications et satisfaire de manie`re permanente les
exigences en ressources : en pratique, l’e´lasticite´ du domaine de de´ploiement est requise
afin d’e´tendre ou re´tracter l’application. Malheureusement, les outils de de´ploiement exis-
tants effectuent le de´ploiement en un coup, ils ne fournissent pas de support pour le
(re)de´ploiement continu. Un autre proble`me concerne la gestion du  co-de´ploiement ,
c’est-a`-dire le de´ploiement de plusieurs applications couple´es.
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Figure 3.8 – De´ployer une application a` la main (a), et en utilisant l’outil CoR-
DAGe (b) [Cudennec et al., 2008]
Solution Cudennec et al. proposent CoRDAGe, un outil de co-de´ploiement et de
rede´ploiement [Cudennec et al., 2008]. Il est base´ sur ADAGE [ADA], un outil pour le
de´ploiement centralise´ et automatique sur les grilles de calculs. Les informations en entre´e
du syste`me sont : une description de l’application, une description de la qualite´ de service a`
l’exe´cution, et une description des ressources ou de leur localisation. Lors d’une e´tape d’or-
donnancement, un plan de de´ploiement est construit a` partir de ces descriptions : les com-
posants de l’application sont associe´s a` un sous-ensemble de ressources se´lectionne´es, qui
satisfont les contraintes concernant le syste`me d’exploitation, la me´moire, etc. Puis, le plan
de de´ploiement est re´alise´ : les fichiers (exe´cutables et fichiers de donne´es) sont transfe´re´s
en fonction du plan, des processus sont cre´e´s, configure´s et lance´s, et finalement un rapport
de de´ploiement est ge´ne´re´.
CoRDAGe supporte le de´ploiement d’applications avant, pendant et apre`s leur
exe´cution. La figure 3.8b illustre les avantages de CoRDAGe : le de´ploiement est transpa-
rent, c’est-a`-dire que l’utilisateur n’est pas en charge de la demande de ressources ni du
de´ploiement des applications (comme illustre´ dans la figure 3.8a) ; la seule information re-
quise de l’utilisateur est la description de l’application initiale.
Des mode`les ge´ne´riques de haut-niveau sont utilise´s pour repre´senter en meˆme temps
l’application et les ressources physiques. Une application est de´crite en tant qu’ensemble
type d’entite´s type of entities, chacune e´tant un programme qui doit eˆtre exe´cute´ sur une
seule ressource physique (un nœud de calcul). La configuration consiste en la de´finition
d’entite´s en instanciant leurs types, les entite´s e´tant les unite´s de de´ploiement de CoR-
DAGe. CoRDAGe ge´ne`re des repre´sentations sous forme d’arbre de l’application a` partir
de la description de l’application et des ressources physiques (le domaine de de´ploiement)
en se basant sur ceux disponibles. Ensuite, une correspondance entre l’arbre de l’application
et l’arbre physique de´cide du placement des entite´s ; ce placement (distribution du syste`me)
est effectue´ par l’outil de de´ploiement fourni par la grille en fonction d’un ensemble de
contraintes a` satisfaire.
A` l’exe´cution, en se basant sur les services de CoRDAGe, les applications peuvent
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ge´rer les ope´rations de de´ploiement autonomiquement en demandant une expansion ou
une re´tractation, sans aucune interaction avec l’utilisateur. L’expansion dynamique et la
re´tractation sont aussi supporte´es par les ope´rations sur les arbres.
Discussion Se basant sur ADAGE et des outils middleware de de´ploiement et de
re´servation, CoRDAGe ge`re le de´ploiement d’applications distribue´es de longue dure´e dont
la structure peut changer a` l’exe´cution. Il se concentre sur le placement de programme (pla-
cement initial et redistribution) et leur configuration sur des grilles a` grandes e´chelles dont
la disponibilite´ des ressources et la qualite´ varient dynamiquement. CoRDAGe peut ge´rer
plusieurs applications en meˆme temps, en prenant en conside´ration les contraintes spatiales
et temporelles des applications interde´pendantes.
Le bootstrap sur les appareils est la plateforme ADAGE (et le middleware de la grille) qui
permettent un de´ploiement local. Le concepteur du de´ploiement doit spe´cifier l’application
initiale en utilisant le mode`le haut-niveau seulement, mais pas le domaine de de´ploiement.
Par conse´quent, une petite expertise dans le de´ploiement est demande´e.
3.3.3.2 Wrangler
Proble`me Compare´s aux grappes et aux grilles, les Clouds sont hautement dynamiques,
spe´cialement lorsque plusieurs fournisseurs sont implique´s. E´tant donne´ cette dynamique,
de´ployer des services dans le Cloud en tant qu’ Infrastructure as a Service (IaaS, infrastructure
en tant que service) est un de´fi. Meˆme si les infrastructures de Cloud permettent un appro-
visionnement de ressources, elles manquent de service de de´ploiement, de configuration et
personnalisation spe´cifique aux applications des environnements d’exe´cution (c’est-a`-dire
pour construire les grappes virtuelles qui he´bergent les applications). Ces taˆches peuvent
eˆtre faites manuellement, mais elles sont complexes, couˆteuses en temps et sujettes aux er-
reurs.
Comme pour les applications de calcul haute performance, des outils sont ne´cessaires
pour automatiser l’installation, la configuration et l’exe´cution des services distribue´s.
Dans [Juve and Deelman, 2011a], les auteurs listent un ensemble d’exigences : de´ployer au-
tomatiquement des applications distribue´es, supporter des de´pendances complexes, per-
mettre l’approvisionnement dynamique dans le but d’adapter le de´ploiement de l’appli-
cation aux exigences a` l’exe´cution, supporter plusieurs fournisseurs de Cloud, et ge´rer de
manie`re continu l’e´tat du de´ploiement.
Solution Juve et al. proposent un syste`me appele´ Wrangler qui permet aux utilisateurs
de spe´cifier leurs applications de manie`re de´clarative (via une description XML), et d’au-
tomatiquement approvisionner, configurer et controˆler leur de´ploiement sur les Clouds
IaaS [Juve and Deelman, 2011a]. Wrangler s’interface avec plusieurs fournisseurs de Cloud
afin d’approvisionner des machines virtuelles, coordonner la configuration et l’initiation de
services pour supporter les applications distribue´es, et controˆler les applications a` travers le
temps. Il supporte les possibles pannes, et l’ajout et la suppression dynamique de nœuds.
L’architecture distribue´e de Wrangler est repre´sente´e a` la figure 3.9. Il est base´ sur
quatre types de composants : client, coordinateur (coordinator), agent, et module (plugin). Les
clients s’exe´cutent sur les machines des utilisateurs et envoient des requeˆtes au coordina-
teur (unique) pour un nouveau de´ploiement, un de´ploiement incre´mental ou une terminai-
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son. Les requeˆtes pour le de´ploiement incluent des descriptions XML des nœuds a` lancer,
des images de machines virtuelles et des modules a` utiliser. Les modules sont des scripts
utilisateur qui de´finissent modulairement diffe´rents aspects du comportement spe´cifique a`
l’application pour un nœud (la configuration). Le coordinateur est un WebService : il est un
interme´diaire entre les clients et les agents. Il interagit aussi avec le fournisseur de ressources
afin d’approvisionner les machines virtuelles ade´quates. Tous les nœuds du domaine de
de´ploiement he´bergent un agent : le code de l’agent est pre´-installe´ dans l’image de la ma-
chine virtuelle, et quand la machine virtuelle est lance´e, elle lance l’agent qui s’enregistre
aupre`s du coordinateur. Les agents rec¸oivent des commandes de configuration : en re´ponse,
ils re´cupe`rent la liste des modules du nœud a` partir du coordinateur, les te´le´chargent et
les lancent. En meˆme temps, les agents controˆlent le nœud qui les he´berge en invoquant la
me´thode  status  (statut) des modules, et envoie les donne´es collecte´es au coordinateur. Ils
mettent fin aussi au module en re´ponse a` une commande de terminaison. Par conse´quent,
les agents sont en charge des taˆches de de´ploiement distribue´ et de´centralise´.
Figure 3.9 – Architecture du syste`me Wrangler [Juve and Deelman, 2011a]
Discussion Wrangler est une solution partiellement de´centralise´e pour le de´ploiement sur
des Clouds dynamiques, ayant plusieurs fournisseurs d’acce`s, d’applications distribue´es
dont les exigences de ressources peuvent varier a` l’exe´cution. Les composants de l’applica-
tion sont des images de machines virtuelles. Afin d’effectuer ce de´ploiement, le concepteur
du de´ploiement doit spe´cifier les composants avec leurs parame`tres et leurs de´pendances,
les fournisseurs de Cloud et les modules. Le concepteur et l’ope´rateur de de´ploiement
doivent avoir une certaine expertise, d’autant qu’ils peuvent eˆtre implique´s dans la construc-
tion d’images de machine virtuelle ou la correction de proble`mes a` l’exe´cution.
3.3.4 Gestion des appareils mobiles et a` ressources limite´es
La mobilite´ des appareils a` capacite´ limite´e pose des proble`mes lie´s a` la de´connexion et
la qualite´ de service, ce qui demande un de´ploiement a` la vole´e. Kalimucho se concentre
sur l’adaptation du plan de de´ploiement a` la qualite´ de service [Louberry et al., 2011b],
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StarCCM supporte le de´ploiement sensible au contexte [Zheng et al., 2006] et Codewan sup-
porte le de´ploiement opportuniste de logiciels a` base de composants sur les Mobile Ad hoc
NETworks (MANET) de´connecte´s [Guidec et al., 2010]. Cloudlet est une solution a` base de
machines virtuelles qui permet de transfe´rer la charge des appareils mobiles sur un Cloud
de proximite´ [Satyanarayanan et al., 2009].
3.3.4.1 Kalimucho
Proble`me Les appareils mobiles a` ressources limite´es ame`nent un nouveau de´fi auquel
les plateformes de de´ploiement doivent faire face. Afin de garantir une qualite´ de service
suffisante aux utilisateurs finaux, la distribution (l’exe´cution du plan de de´ploiement) doit
s’adapter a` l’environnement de manie`re re´active et dynamique.
Solution Kalimucho est une plateforme distribue´e pour le de´ploiement dynamique et la
reconfiguration sur des appareils he´te´roge`nes comme des ordinateurs de bureau, des ordi-
nateurs portable et des appareils mobiles [Cassagnes et al., 2009]. Les applications sont com-
pose´es de composants me´tier lie´s par des connecteurs, respectant le mode`le de composant
Osagaia et le mode`le de connecteur Korrontea. En accord avec le principe de la se´paration
des pre´occupations, les composants me´tier d’Osagaia fonctionnent a` l’inte´rieur d’un conte-
neur configurable qui supporte la connexion aux autres conteneurs en utilisant les connec-
teurs Korrontea. L’un des services de Kalimucho est de´die´ a` la supervision et la distribution
a` travers le domaine de de´ploiement. Il a une vision globale du re´seau et des appareils.
D’autres services basiques permettent la cre´ation, l’arreˆt et le retrait de composants ou de
conteneurs, la migration de composants, leurs connexion et de´connexion, etc.
Louberry et al. introduisent une heuristique de de´ploiement contextuel, afin de
se´lectionner une configuration qui satisfasse les exigences de qualite´ de service, et ainsi
mieux placer les composants sur les appareils [Louberry et al., 2011b]. Les parame`tres de
l’algorithme sont les types des appareils, des mesures d’e´nergie, de charge du processeur et
de me´moire disponible. Par conse´quent, quand il y a une nouvelle exigence fonctionnelle
(par ex. une action de l’utilisateur final), si un appareil apparaıˆt ou disparaıˆt du re´seau ou
dont les ressources deviennent basses, ou si la priorite´ est le changement d’exigences, la
plateforme Kalimucho met a` jour le plan de de´ploiement et le re´alise. La reconfiguration
et la redistribution sont effectue´es pendant que l’application est en exe´cution sans avoir a`
l’arreˆter, ainsi, la continuite´ du service et la durabilite´ des applications sont assure´es.
Discussion Kalimucho permet une adaptation de´centralise´e et sensible au contexte du
plan de de´ploiement. Les applications de´ploye´es sont un syste`me de composants Java
qui respectent les mode`les de composant Osagaia et Korrontea. Kalimucho supporte le
de´ploiement d’activite´s sur le site consommateur : l’installation et la de´sinstallation, la mise
a` jour, la reconfiguration et la redistribution. Les appareils du domaine de de´ploiement
doivent he´berger la plateforme Kalimucho (probablement une version limite´e en fonction
des capacite´s des appareils) ; ils peuvent dynamiquement entrer et quitter le domaine. Les
utilisateurs peuvent interagir avec la plateforme Kalimucho en mettant en place un plan
de de´ploiement ou plus explicitement en demandant l’activation ou le de´placement d’un
composant. Ils peuvent aussi exprimer des proprie´te´s requises de qualite´ de service, et des
parame`tres de l’heuristique de de´ploiement en de´crivant les composants (contraintes et exi-
gences), les configurations, les appareils, etc. Par conse´quent, le concepteur du de´ploiement
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doit eˆtre expert dans la technologie Kalimucho.
3.3.4.2 StarCCM-based Deployment
Proble`me D’un coˆte´, les applications ubiquitaires doivent eˆtre sensibles aux ressources
disponibles et au changement constant de contexte a` l’exe´cution, et donc eˆtre capable de
s’adapter. L’automatisation du de´ploiement est ainsi requise. D’un autre coˆte´, le middle-
ware a` base de composants comme Corba Component Model (CCM) fournit des facilite´s
de de´ploiement mais non sensibles au contexte. Ici, le proble`me concerne l’adaptation a` la
vole´e du plan de de´ploiement au contexte d’exe´cution.
Solution Zheng et al. proposent une approche base´e sur du middleware pour
le de´ploiement d’applications distribue´es a` base de composants et sensibles au
contexte [Zheng et al., 2006]. L’imple´mentation des applications et des middleware sont
base´s sur CCM.
L’architecture ge´ne´rale du middleware (cf. figure 3.10) est base´e sur trois services cen-
traux : la gestion de contexte qui fournit des informations a` propos du contexte, la gestion
de l’adaptation qui de´cide d’un plan de de´ploiement, et la gestion de la configuration qui
re´alise le plan, c’est-a`-dire la reconfiguration et la redistribution.
Figure 3.10 – Architecture du middleware sensible au contexte [Zheng et al., 2007]
La figure 3.11 explique comment les informations de contexte sont collecte´es, filtre´es et
traite´es, et pre´sente le component deployer (de´ployeur de composant, qui est une abstraction
pour les composants adaptateur et configurateur). La chaıˆne de traitement des donne´es est
base´e sur un patron de publish/subscribe, et sur diffe´rents composants : agents capteurs, col-
lecteurs, interpre´teurs et analyseurs.
Le noyau de la solution est l’Adaptation Manager (gestionnaire d’adaptation). Il calcule un
nouveau plan de de´ploiement a` l’exe´cution, en se basant sur un ensemble de re`gles a` propos
de l’unite´ d’un composant (se´lection de version, adaptation individuelle par configuration)
ou d’une application (adaptation au niveau de l’assemblage, composants optionnels, pla-
cement) : un algorithme A∗ se´lectionne les meilleures versions et appareils pour toutes les
instances de composants.
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Figure 3.11 – Dynamique du middleware sensible au contexte [Zheng et al., 2006]
Discussion Zheng et al. se concentrent sur la gestion de contexte comme e´le´ment cle´ pour
le de´ploiement adaptatif. StarCCM supporte le de´ploiement a` la vole´e et sensible au contexte
d’applications distribue´es a` base de composants a` travers des re´seaux d’appareils dont les
ressources sont limite´es et changeantes. L’architecture est abstraite mais son imple´mentation
est rattache´e a` CCM. La solution vise l’adaptation dynamique du plan de de´ploiement,
et dont le middleware supporte les activite´s de reconfiguration et de redistribution. Dans
ce contexte, le concepteur du de´ploiement doit spe´cifier les re`gles d’adaptation au niveau
du composant et du syste`me. Il doit eˆtre un expert dans le de´ploiement et aussi avoir une
connaissance a` propos des composants qu’il de´ploie.
3.3.4.3 Codewan
Proble`me Les re´seaux de capteurs autonomes (MANETs), avec leur instabilite´,
de´connexions et fragmentation sont le cœur du projet SARAH [SAR]. Dans les re´seaux d’in-
frastructure, le de´ploiement de composants logiciels (et plus pre´cise´ment leur distribution)
est base´ sur un serveur hoˆte qui stocke les composants dans des de´poˆts de composants et
les de´livre a` la demande. Cependant, dans les re´seaux MANETs, les composants ne peuvent
eˆtre re´cupe´re´s d’un de´poˆt central. De plus, a` cause des changements dans la structure du
re´seau continus et impre´visibles, il n’y a aucune garantie que la demande puisse eˆtre sa-
tisfaite car le composant peut eˆtre (temporairement ou non) inaccessible dans le voisinage
demandeur.
Solution Guidec et al. pre´sentent un mode`le coope´ratif de´centralise´ pour la mise a` disposi-
tion et la distribution de composants logiciels sur les re´seaux MANETs de´connecte´s, et une
imple´mentation d’un middleware nomme´ Codewan [Guidec et al., 2010]. Dans leur voisi-
nage, les appareils interagissent de manie`re opportuniste afin de de´couvrir et d’e´changer
les composants logiciels.
36 De´ploiement de syste`mes re´partis multi-e´chelles
3.3. E´tude des travaux
3
Figure 3.12 – Architecture de la plateforme Codewan [Guidec et al., 2010]
Codewan est compose´e de trois couches repre´sente´es dans la figure 3.12. La couche de
communication opportuniste supporte la disse´mination de composants : leurs annonces
sont multi-diffuse´es tandis que des transmissions mono-diffusion supportent les demandes
en re´ponse. Sur un appareil, la couche de de´ploiement contient un composant de de´poˆt local,
un gestionnaire de de´ploiement et une interface graphique. L’interface utilisateur permet a`
l’utilisateur d’observer le statut du composant et de demander (ou annuler) le de´ploiement
d’un composant, ou d’un application a` base de composants. Le gestionnaire de de´ploiement
prend ses ordres directement de l’utilisateur final. La coope´ration pair a` pair entre les ges-
tionnaires de de´ploiement permet aux appareils d’obtenir des copies des composants logi-
ciels requis par l’utilisateur et disponibles dans le voisinage, tandis que, syme´triquement,
le voisinage peut be´ne´ficier des composants disponibles a` partir du meˆme appareil. Le ges-
tionnaire de de´ploiement est responsable de la mise a` jour du de´poˆt local. Il peut ge´rer
comple`tement le de´ploiement (local) d’une application a` base de composants : il peut exa-
miner les de´pendances entre les composants et lancer un processus de re´cupe´ration complet.
Afin d’effectuer ces ope´rations efficacement, il apprend de part les interactions qu’il a avec
son voisinage.
Discussion Codewan vise le de´ploiement d’applications a` base de composants (sans eˆtre
lie´ a` un mode`le de composant en particulier) sur les MANETs de´connecte´s. Le de´ploiement
est local et a` la demande, et supporte parfaitement la dynamique des MANETs. Codewan
se concentre sur une partie de l’activite´ d’installation, la distribution. De plus, cette solution
se base sur un mode`le pour l’empaquetage de composants, et entre dans le domaine de
l’activite´ de de´poˆt. La plateforme Codewan est imple´mente´e en Java et doit eˆtre pre´-installe´e
sur tous les appareils implique´s. Le de´ploiement est dirige´ par l’utilisateur du logiciel, qui
est aussi l’utilisateur de l’appareil, en utilisant une interface graphique qui requiert quelques
compe´tences avance´es. Cependant, pour l’empaquetage, le producteur du logiciel doit eˆtre
un expert.
3.3.4.4 Cloudlet
Proble`me La plupart des appareils mobiles sont intrinse`quement limite´s en ressources.
Cela peut eˆtre une limitation majeure pour des applications avance´es qui requie`rent des res-
sources comme de la puissance de traitement ou de l’e´nergie. Une solution peut eˆtre trouve´e
dans les Cloud, mais les interactions dans un re´seau e´tendu (type WAN, Wide Area Network)
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soule`vent des proble`mes de latence, de longs de´lais et coupures. Satyanarayanan et al. intro-
duisent le concept de Cloudlet, pour de´crire un Cloud local [Satyanarayanan et al., 2009].
Au lieu de de´le´guer la taˆche de calcul a` un Cloud distant, les auteurs proposent de le
de´le´guer a` un appareil proche (accessible dans un re´seau local) et riche en ressources (le
Cloudlet), e´vitant ainsi certains proble`mes.
Solution Satyanarayanan et al. pre´sentent une solution base´e sur la  personnalisation
e´phe´me`re  (transient customization) de l’infrastructure de Cloudlet en utilisant la technolo-
gie des machines virtuelles et la synthe`se dynamique de machines virtuelles (cf. figure 3.13) :
une machine virtuelle personnalise´e est dynamiquement synthe´tise´e a` partir d’une ma-
chine virtuelle de base, base VM, pre´-charge´e sur l’infrastructure de la Cloudlet et une pe-
tite surcouche de machine virtuelle comple´mentaire qui encapsule l’application, et qui est
transfe´re´e de l’appareil mobile a` la Cloudlet. La machine virtuelle de base est e´tendue au
moyen d’un script pour l’installation et la reprise. Apre`s avoir lance´ l’application a` distance
dans une machine virtuelle personnalise´e, cette dernie`re est de´truite et la Cloudlet retourne
a` son e´tat initial. Par conse´quent, les performances ne de´pendent que des ressources locales
(bande passante entre la Cloudlet et l’appareil, la puissance de calcul de la Cloudlet, etc.) et
les pannes du re´seau e´tendu n’affectent ni la synthe`se ni l’exe´cution.
Une imple´mentation, nomme´e Kimberley, est base´e sur une gestionnaire de machines
virtuelles pour Linux. Le proble`me principal est la taille et la se´curite´ des Cloudlet.
Mobiledevice Cloudlet
PreloadbaseVM
Discover&negotiateuseofcloudlet
(Base+overlay)→ launchVMPrivateoverlay
VMresidue
Done
Execute launchVM
CreateVMresidue
Usecloudlet
Finishuse
Depart
DiscardVM
User-drivendevice-VMinteractions
Figure 3.13 – Chronologie de la synthe`se de machines virtuelles dyna-
miques [Satyanarayanan et al., 2009]
Discussion La solution Cloudlet de´ploie des applications entie`res inde´pendamment de
la technologie sur un seul site distant (la Cloudlet) qui apparaıˆt spontane´ment dans un
contexte de mobilite´. Les activite´s ge´re´es sont l’installation et la de´sinstallation (en incluant
le transfert), l’activation et la de´sactivation. Le transfert est initie´ par l’utilisateur final dont
l’expertise peut-eˆtre faible. Afin de fonctionner, une Kimberley Control Manager (KCM) doit
eˆtre active´e sur la Cloudlet et l’appareil mobile, et la Cloudlet doit aussi he´berger une ma-
chine virtuelle de base.
3.3.5 Formalisation de haut-niveau et expressivite´
Concevoir un de´ploiement prenant en compte un grand nombre de composants et
d’appareils est un de´fi. Les concepteurs doivent prendre en conside´ration des activite´s
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diffe´rentes mais relie´es et les contraintes du domaine de de´ploiement, de l’application et
ses composants, et les exigences qui peuvent provenir des diffe´rentes parties prenantes. Ce-
pendant, exprimer directement un plan de de´ploiement n’est pas toujours souhaitable ou
meˆme possible, par exemple quand les appareils du domaine ne peuvent eˆtre connus qu’au
moment de l’exe´cution.
Cette section e´tudie diffe´rents travaux qui se focalisent sur l’abstraction et la facili-
tation de l’expression du de´ploiement. ORYA propose un framework pour l’expression
de strate´gies de de´ploiement a` base de proprie´te´s [Cunin et al., 2005]. DeployWare est
un framework complet pour le de´ploiement a` grande e´chelle base´ sur un langage de
mode´lisation de´die´ au de´ploiement [Flissi et al., 2008a]. ADME est un autre framework
qui vise le de´ploiement autonomique et se base sur une re´solution de proble`me de satis-
faction de contraintes [Dearle et al., 2004]. TUNe fournit des formalismes de haut-niveau
pour la gestion autonomique de grilles a` grande e´chelle de´centralise´es [Broto et al., 2008,
Toure et al., 2010]. SmartFrog a e´te´ conc¸u avec pour objectif d’effectuer la conception, le
de´ploiement et la gestion de syste`mes distribue´s a` base de composants de manie`re plus
simple et plus robuste [Sabharwal, 2006, Goldsack et al., 2009].
De plus, comme la conception du de´ploiement est une ope´ration particulie`re
avec des exigences spe´cifiques, certains langages de´die´s ont e´te´ propose´s pour
satisfaire le besoin d’expression des proprie´te´s de de´ploiement. Les DSLs per-
mettent une de´finition des proprie´te´s de de´ploiement en utilisant des idiomes
et abstraction, ainsi ils peuvent eˆtre utilise´s efficacement par les experts du do-
maine [Strembeck and Zdun, 2009]. Parmi les DSLs pour le de´ploiement, nous pouvons
citer Deladas (cf. section 3.3.5.3) [Dearle et al., 2004], J-ASD [Matougui and Leriche, 2012],
et Pim4Cloud [Brandtzæg et al., 2012]. Dans [Sledziewski et al., 2010], les auteurs recom-
mandent l’usage de DSL afin d’ame´liorer le de´veloppement d’application et le de´ploiement
sur le Cloud. Ne´anmoins, e´tudier les DSLs pour le de´ploiement est en dehors du cadre de
cet e´tat de l’art, et nous en proposerons une courte e´tude plus loin dans le chapitre 5.
3.3.5.1 ORYA
Proble`me Le de´ploiement d’applications sur un grand ensemble de machines est com-
plexe et ne peut eˆtre re´alise´ a` la main. Des strate´gies avance´es imple´mente´es par des bri-
colages maisons (scripts) sont souvent utilise´es dans les entreprises par les administrateurs
syste`me. Les difficulte´s proviennent de l’expression et de l’imple´mentation.
Solution Cunin et al. proposent un framework appele´ ORYA (Open enviRonment to de-
ploY Applications) pour la conception et pilotage de strate´gies de de´ploiement spe´cialise´es
base´es sur des proprie´te´s [Cunin et al., 2005].
Une strate´gie est attache´e a` une machine ou a` un groupe de machines et est applique´e a`
un ensemble d’unite´s de´ployables. Elle peut concerner la se´lection d’unite´s de de´ploiement
et leurs versions, l’ordre des ope´rations de de´ploiement, ou la prise en compte des excep-
tions, et prend en compte les proprie´te´s et contraintes du domaine de de´ploiement et de
l’application. Elle est de´finie d’une manie`re de´clarative par un triplet : <Activite´, Expres-
sionLogique, Choix> (<Activity, LogicalExpression, Choice>). L’Activite´ spe´cifie une activite´
de de´ploiement telle que de´finie dans la section 2.2.3 (mais est limite´e a` l’installation et la
mise a` jour). Lorsque l’activite´ est effectue´e, l’ExpressionLogique est e´value´e pour toutes les
unite´s de´ployables, les divisant en deux sous-ensembles : l’ ensemble vrai  et l’ ensemble
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faux  (respectivement, “true set” et “false set”). Le Choix de´finit les re`gles pour l’exe´cution
de l’activite´ sur chaque sous-ensemble. En plus du comportement basique, une strate´gie
est de´finis par certaines caracte´ristiques comme le cadre (lie´ au domaine), la visibilite´ et la
pre´ce´dence afin d’e´viter des ambiguı¨te´s en cas de strate´gies concurrentes, etc.
Discussion ORYA supporte l’expression de strate´gies de de´ploiement, en particulier celles
concernant les choix et l’ordre des ope´rations sur le domaine de de´ploiement. Essentielle-
ment, le domaine est un re´seau local d’une entreprise, qui peut eˆtre divise´ en sous-domaines.
Les activite´s concerne´es sont principalement l’installation et la mise a` jour. Le plan de
de´ploiement n’est pas explicite´, mais le domaine et les unite´s de de´ploiement doivent l’eˆtre,
avec leurs de´pendances, contraintes et re`gles de de´ploiement. Ainsi, le concepteur doit eˆtre
un expert en de´ploiement.
3.3.5.2 DeployWare
Proble`me Flissi et al. analysent les principaux de´fis du de´ploiement a` grande e´chelle
sur des grilles. Les frameworks de de´ploiement doivent prendre en compte les proble`mes
dus a` la complexite´ re´sultant du grand nombre de nœuds et des de´pendances logiciels,
l’he´te´roge´ne´ite´ du logiciel et du domaine de de´ploiement, la fiabilite´, la paralle´lisation, le
passage a` l’e´chelle, et le controˆle [Flissi et al., 2008a].
Solution Flissi et al. proposent DeployWare, un framework ge´ne´rique pour le de´ploiement
de syste`mes logiciels distribue´s et he´te´roge`nes sur des grilles [Flissi et al., 2008a]. De-
ployWare fournit un langage de´die´ de mode´lisation (DSML, Domain-Specific Modeling
Language) base´ sur un me´tamode`le qui capture les concepts abstraits du de´ploiement,
inde´pendamment du paradigme du logiciel et de la technologie. Le mode`le de DeployWare
de´crit les configurations a` de´ployer. Elles sont e´crites en utilisant un langage de descrip-
tion d’architecture (ADL, Architecture Description Language), et valide´es avant l’exe´cution
afin d’en assurer la fiabilite´.
L’exe´cution de DeployWare est constitue´e de composants logiciels Fractal et distribue´s
sur un ensemble de nœuds serveurs se´lectionne´s. Ils exe´cutent les descriptions Deploy-
Ware : une machine virtuelle interpre`te les descriptions et orchestre automatiquement un
processus de de´ploiement complexe, en prenant en compte les de´pendances logicielles et
l’he´te´roge´ne´ite´ mate´rielle (cf. figure 3.14). De plus, une console graphique permet aux ad-
ministrateurs de controˆler et ge´rer le syste`me de´ploye´ a` l’exe´cution.
Discussion DeployWare est une solution comple`te avec des outils inte´gre´s, qui vise le
de´ploiement de syste`mes logiciels distribue´s sur des re´seaux a` grandes e´chelles. Cependant,
elle ne re´pond pas aux proble`mes des environnements instables ou ouverts. DeployWare
ame`ne le de´ploiement vers un haut-niveau d’abstraction, en utilisant un me´tamode`le et un
ADL, dissimulant ainsi au de´veloppeur la complexite´ de l’orchestration du de´ploiement.
Plusieurs parties prenantes peuvent contribuer se´pare´ment a` l’expression du de´ploiement :
les administrateurs syste`me, les experts du logiciel, les utilisateurs du logiciel (les uti-
lisateurs de´finissent le plan de de´ploiement). Duˆ a` la se´paration des besoins, chacun
d’eux exprime des proprie´te´s de de´ploiement en se basant sur sa compe´tence me´tier. A`
l’exe´cution, DeployWare doit eˆtre pre´sent sur les machines cibles afin de ge´rer localement le
de´ploiement.
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Figure 3.14 – Architecture de DeployWare [Flissi et al., 2008a]
3.3.5.3 ADME
Proble`me Le de´ploiement d’applications distribue´es a` base de composants pose deux
proble`mes majeurs : la conception du de´ploiement initial et son e´volution a` l’exe´cution lors-
qu’il doit faire face a` des pannes d’hoˆtes ou d’autres incidents. Comme ces proble`mes sont
trop complexes pour eˆtre ge´re´s par un ope´rateur humain, Dearle et al. ont pour but d’appli-
quer une boucle autonomique de´finies par Kephart et al. [Kephart and Chess, 2003].
Solution Dearle et al. proposent ADME (Autonomic Deployment and Management Engine,
moteur de de´ploiement et de gestion autonomique du de´ploiement), un framework pour
le de´ploiement et la gestion autonomique d’applications distribue´es a` base de compo-
sants [Dearle et al., 2004]. ADME utilise Deladas (Declaratory Language for Describing Auto-
nomic Systems, langage de´claratif pour la description de syste`mes autonomiques), un DSL
qui supporte l’expression de proprie´te´s de de´ploiement en utilisant des contraintes. Les
contraintes sont traite´es par un solveur de contraintes qui ge´ne`re une configuration (un
plan de de´ploiement) encode´ en XML. Un moteur de gestion autonomique ge`re a` la fois
le de´ploiement initial, et adapte l’application aux changements de conditions a` l’exe´cution.
Pour approvisionner la boucle autonomique, les applications sont instrumentalise´s avec des
sondes qui ge`rent localement l’exe´cution et ge´ne`rent des e´ve`nements. Les e´ve`nements sont
collecte´s et traite´s par un composant central. En cas de panne d’un hoˆte par ex., ce com-
posant essaie de trouver une nouvelle configuration et orchestre l’ensemble du processus
d’adaptation. Excepte´ pour des solutions triviales, il doit lancer une fois de plus le solveur
de contraintes afin de trouver un autre plan de de´ploiement. Cependant, afin de minimi-
ser le rede´ploiement, le proble`me est plus contraint que l’originel : la partie du plan de
de´ploiement courant qui n’est pas implique´e dans la situation a` corriger doit eˆtre donne´e en
contrainte. Apre`s cela, ces contraintes sont progressivement supprime´es jusqu’a` ce qu’une
configuration soit trouve´e.
Discussion ADME se concentre sur l’autonomie des syste`mes en charge du de´ploiement
dans un contexte de volatilite´ des ressources. Le langage Deladas fournit un haut-niveau
d’expressivite´ pour les administrateurs d’applications distribue´es a` base de composants.
Ainsi, Dearle et al. proposent une solution pour la gestion autonomique et la reconfiguration
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et redistribution a` l’exe´cution, qui ne requiert aucune intervention humaine. Le controˆle
est de´centralise´, mais a` l’exe´cution, le calcul de nouvelles configurations est centralise´ et
un solveur de contraintes centralise´ est requis pour les pires cas. Le syste`me d’exe´cution
d’ADME se base sur un middleware spe´cifique, appele´ Cingal, qui doit eˆtre installe´ sur
chaque machine du domaine de de´ploiement.
3.3.5.4 TUNe
Proble`me Les environnements de grilles de calculs sont a` grande e´chelle, dynamiques et
he´te´roge`nes, et par conse´quent complexes. Le de´ploiement et la gestion centralise´e des ap-
plications distribue´es n’est pas faisable : la de´centralisation et l’autonomie pour la gestion
de l’exe´cution sont requises. De plus, afin de de´crire les proprie´te´s de de´ploiement, il y a un
besoin d’expressivite´.
Solution Toure et al. proposent TUNe, un syste`me de gestion autonomique
de´die´ au de´ploiement de´centralise´ a` grande e´chelle sur les environnements de
grille [Broto et al., 2008, Toure et al., 2010]. Les composants logiciels sont enveloppe´s
dans des composants Fractal, en utilisant un langage de description d’enveloppement
(nomme´ WDL) qui permet de spe´cifier l’interface du composant fourni a` la gestion de
l’exe´cution de TUNe. Une instance TUNe est de´ploye´e sur chaque machine et le syste`me de
gestion est organise´ hie´rarchiquement pour de´ployer efficacement les composants Fractal.
Sur les machines, des sondes spe´cifiques ge´ne`rent des e´ve`nements qui de´clenchent des
reconfigurations. Un e´ve`nement est traite´ en local, a` moins qu’il ne concerne une entite´
ge´re´e par une autre machine. Dans ce cas-la`, il est transmis suivant un diagramme de
de´ploiement.
De plus, des profils UML supportent la description de l’application, une repre´sentation
arborescente du domaine (c’est-a`-dire l’environnement de la grille), la description de la po-
litique d’administration de´centralise´e, et un diagramme d’e´tat qui de´finit le workflow (flux
de travaux) de de´marrage et de reconfiguration de l’application. Le de´ploiement est base´
sur une correspondance entre le diagramme de domaine, le diagramme d’administration et
le diagramme d’application.
Discussion TUNe ge`re les applications distribue´es a` base de composants sur les grilles
he´te´roge`nes et dynamiques a` grande e´chelle, en utilisant le mode`le de composants Frac-
tal et le middleware de grilles DIET. Les activite´s de de´ploiement prises en compte sont
l’installation (incluant la distribution et la configuration), l’activation et la reconfiguration.
Le plan de de´ploiement re´sulte d’une correspondance entre des mode`les, et ces mode`les
doivent eˆtre fournis par des experts. A` l’exe´cution, des sondes spe´cifiques ge`rent le domaine
de de´ploiement et les reconfigurations sont effectue´es autonomiquement par des instances
TUNe, sans reque´rir une participation humaine. Afin d’eˆtre capable de fonctionner, DIET et
TUNe doivent eˆtre disponibles sur chaque machine.
3.3.5.5 SmartFrog
Proble`me La gestion de syste`mes de composants distribue´s a` base de composants sur
des infrastructures de grilles (compose´es de nombreuses machines distribue´es he´te´roge`nes)
manque de simplicite´ et de robustesse. De´ployer manuellement des applications sur la grille
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ne tient pas l’e´chelle avec le de´veloppement des grilles. De plus, comme diffe´rents frame-
works peuvent eˆtre implique´s pour la configuration, la gestion du cycle de vie du compo-
sant, ou la gestion des erreurs, les donne´es de de´ploiement provenant des diffe´rentes parties
prenantes (de´veloppeurs des composants, inte´grateurs, gestionnaires de de´ploiement, etc.)
peuvent eˆtre disperse´es, menant a` des inconsistances et des incompre´hensions.
Solution Sabharwal et al. et Goldsack et al. proposent le framework SmartFrog pour le
de´ploiement dirige´ par la configuration des infrastructures de grilles [Goldsack et al., 2009].
SmartFrog permet a` l’utilisateur de de´crire et configurer un syste`me logiciel dis-
tribue´ comme e´tant un ensemble de composants coope´rants, en utilisant un mode`le
spe´cifique [Sabharwal, 2006]. SmartFrog supporte l’installation automatique, l’activation et
la gestion de composants qui sont de´ploye´s sur les machines virtuelles Java (Java Virtual Ma-
chine, JVM). L’infrastructure de de´ploiement de SmartFrog est base´e sur des composants et
distribue´e, en utilisant Java RMI pour les interactions distantes. Ses composants fournissent
des services pour la distribution et la maintenance des syste`mes logiciels a` l’exe´cution (ges-
tion du cycle de vie du composant et des pannes). Essentiellement, un de´mon SmartFrog
doit eˆtre lance´ sur chaque machine du domaine de de´ploiement. Initialement les de´mons
sont de´ploye´s d’une manie`re centralise´e a` partir d’une machine maıˆtre en utilisant des pro-
tocoles comme ssh ou ftp. Ensuite, l’infrastructure de de´ploiement est de´ploye´e en utilisant
les de´mons, et finalement le syste`me logiciel.
SmartFrog offre un framework pour l’expression de donne´es de configuration d’une
manie`re consistante en utilisant un mode`le hie´rarchique et des maquettes. Il fournit aussi
des facilite´s pour l’e´tablissement tardif de liens et une adaptation au contexte. SmartFrog
permet aussi la de´finition de gestionnaire de cycle de vie pour la configuration. Les ges-
tionnaires de cycle de vie configurent correctement les composants ou groupes de compo-
sants en fonction des donne´es de configurations. Chacun d’eux imple´mente un ensemble
de me´thodes afin de pouvoir prendre en compte, par exemple, l’installation, l’activation, la
de´sinstallation, la notification de pannes ou la ve´rification de statut.
SmartFrog fournit quelques autres fonctionnalite´s avance´es. Les concepteurs du
de´ploiement peuvent exprimer le plan de de´ploiement en donnant des valeurs de locali-
sation exactes mais aussi des proprie´te´s de localisation comme a` proximite´ d’un composant
ou d’un sous-syste`me. Le de´ploiement peut eˆtre dynamiquement reconfigure´ et adapte´ aux
changements de conditions. Concernant la fiabilite´, les structures de validation peuvent eˆtre
incluses dans les configurations afin de ve´rifier des hypothe`ses particulie`res. De plus, afin
de pre´venir les attaques, SmartFrog propose un mode`le de se´curite´ base´ sur les domaines
de se´curite´ et les autorite´s de certification.
Discussion SmartFrog est un framework de de´ploiement avance´, de´die´ aux infrastruc-
tures de grille. Il ge`re les de´ploiements de syste`mes de composants distribue´s, et est base´ sur
un mode`le de composants spe´cifique. Comme les syste`mes e´voluent, il est possible d’ajouter
ou de supprimer des composants a` l’exe´cution. SmartFrog ge`re diffe´rentes activite´s du cycle
de vie : installation et de´sinstallation, activation et de´sactivation, adaptation et reconfigu-
ration. Aucun bootstrap n’a besoin d’eˆtre initialement pre´sent sur les machines. Les utilisa-
teurs de SmartFrog utilisent un langage pour la description d’ensembles de composants et
de parame`tres de configuration de composants, avec des me´canismes pour la composition
et l’extension. Ils doivent eˆtre experts en configuration et en gestion de cycle de vie.
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3.4 Synthe`se
Cet e´tat de l’art montre que l’automatisation du de´ploiement logiciel a e´te´ au cœur de
plusieurs travaux de recherches re´cents.
Cette section fournit une synthe`se de cette e´tude, elle est organise´e en quatre parties
correspondant aux questions principales concernant le de´ploiement (cf. section 3.2). Pour
chaque question, notre analyse est illustre´e dans un tableau qui met en e´vidence la couver-
ture des solutions e´tudie´es.
3.4.1 Logiciel de´ploye´
Les applications vise´es sont divise´es en deux groupes : les applications monolithiques et
les applications a` base de composants. La plupart des solutions visent les applications a` base
de composants, comme la table 3.1a le montre. La moitie´ d’entre elles sont de´die´es a` un type
particulier de composant logiciel, tandis que l’autre moitie´ ne fait aucune hypothe`se vis-a`-
vis ce point (cf. table 3.1b). Cependant, parmi les dernie`res solutions, certaines requie`rent
que le composant soit enveloppe´ dans un type de composant spe´cifique, comme TUNe le
fait en enveloppant ses composants dans des composants Fractal avant de les de´ployer. De
plus, Disnix et DeployWare prennent en compte l’he´te´roge´ne´ite´ du logiciel en utilisant des
mode`les et des transformations de mode`le.
Nous observons aussi que la dynamique du syste`me logiciel n’est pas prise en compte
a` part pour CoRDAGe, Wrangler et SmartFrog, ou bien limite´e a` la mise a` jour (Software
Dock, Disnix) ou la reconfiguration (RAC). En dernier lieu, seuls CoRDAGe, DeployWare,
et SmartFrog prennent en compte la scalabilite´ du syste`me logiciel.
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Application monolithique Application a` base de composants
FROGi X
R-OSGi X
Soft. Dock X
QUIET X
Disnix X
RAC X
CoRDAGe X
Wrangler X
Kalimucho X
StarCCM X
Codewan X
Cloudlet X
ORYA X
DeployWare X
ADME X
TUNe X
SmartFrog X
(a) Nature de l’unite´ de de´ploiement
Technologie
FROGi Fractal
R-OSGi OSGi
Soft. Dock tous
QUIET SUIPM, applications MS Windows
Disnix tous
RAC images de VM
CoRDAGe tous
Wrangler images de VM, scripts de configuration
Kalimucho Osagaia - Korrontea
StarCCM CCM
Codewan tous
Cloudlet tous
ORYA tous
DeployWare tous
ADME tous
TUNe tous
SmartFrog mode`le de composants SmartFrog
(b) Technologie de l’unite´ de de´ploiement
Tableau 3.1 – Unite´ de de´ploiement
3.4.2 Domaine de de´ploiement
La table 3.2a montre les diffe´rentes natures du domaine vise´es par les solutions de
de´ploiement : localement sur une machine (avec controˆle distant), un re´seau re´parti, un
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re´seau spontane´, un grille, ou le Cloud. La plupart des travaux s’inte´ressent a` un domaine
de de´ploiement constitue´ de machines relie´es par un re´seau, qui peut eˆtre particulier comme
dans le cas des infrastructures de grilles ou de clouds, voir la table 3.2a. Les proble´matiques
principalement vise´es sont l’he´te´roge´ne´ite´ (Disnix, DeployWare, TUNe, SmartFrog), la limi-
tation des ressources de la machine (Kalimucho, Cloudlet), et la dynamique du domaine,
c’est-a`-dire les connexions et les de´connexions (spe´cialement pour les re´seaux spontane´s),
les pannes de machines et des liens de communication, les variations de qualite´ de ser-
vices, etc. La table 3.2b indique si et comment ces solutions prennent en compte la dyna-
mique du domaine de de´ploiement. A` part pour TUNe, aucune de ces propositions ne ge`re
l’he´te´roge´ne´ite´, la scalabilite´ et la dynamique en meˆme temps.
Les solutions ne prennent pas en compte l’administration multiple au sein des domaines
et le plus souvent supposent que le syste`me de de´ploiement a la permission d’effectuer des
ope´rations sur les machines. L’exception est SmartFrog, qui propose un mode`le de se´curite´
particulier.
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Local (distant) Re´seau Re´seau spontane´ Grille Cloud
FROGi X
R-OSGi X
Soft. Dock X
QUIET X
Disnix X
RAC X
CoRDAGe X
Wrangler X
Kalimucho X
StarCCM X
Codewan X
Cloudlet X X
ORYA X
DeployWare X X
ADME X
TUNe X
SmartFrog X X
(a) Nature du domaine
Limite´e Avance´e
FROGi
R-OSGi pannes
Soft. Dock connectivite´ du re´seau
QUIET disponibilite´ des ressources
Disnix pannes, connexions, de´connexions
RAC
CoRDAGe qualite´ et disponibilite´ des ressources
Wrangler dynamique du cloud
Kalimucho connexions, de´connexions, QoS
StarCCM contexte
Codewan de´connexions, fragmentation du re´seau
Cloudlet mobilite´ (manuelle)
ORYA
DeployWare
ADME pannes d’hoˆte et perturbations
TUNe dynamique de la grille
SmartFrog pannes, disponibilite´ des ressources
(b) Gestion de la dynamique
Tableau 3.2 – Domaine de de´ploiement
3.4.3 Conception et expressivite´
Nous avons pre´sente´ dans la section 2.2.1 les diffe´rents roˆles joue´s par les parties pre-
nantes. Ici, nous nous concentrons sur l’expressivite´ et le niveau d’abstraction dont les par-
De´ploiement de syste`mes re´partis multi-e´chelles 47
3E´tat de l’art sur l’automatisation du de´ploiement
ties prenantes peuvent be´ne´ficier au moment de l’expression des proprie´te´s de de´ploiement,
et de l’expertise ne´cessaire qu’elles doivent avoir.
La table 3.3a montre ce qui doit eˆtre exprime´ : soit le plan de de´ploiement (saisi statique-
ment), soit un ensemble de proprie´te´s (contraintes, choix de conception, ou proprie´te´s de
configuration) a` partir desquelles un plan de de´ploiement peut eˆtre calcule´ ou dynamique-
ment adapte´ (les deux approches peuvent aussi eˆtre combine´es). L’expression de proprie´te´s
de de´ploiement se base sur du XML (Wrangler) ou un DSL (Software Dock, ADME), et dans
certains cas, sur les styles de programmation a` base de re`gles (StarCCM, ORYA). Plusieurs
solutions (Disnix, CoRDAGe, DeployWare, TUNe) proposent l’utilisation de mode`les et des
transformations de mode`les. Les mode`les permettent un haut-niveau d’abstraction pour les
concepteurs. Ils facilitent la se´paration des besoins oriente´s roˆle. Ils peuvent aussi supporter
la validation des proprie´te´s de de´ploiement et ainsi la fiabilite´ du de´ploiement peut eˆtre at-
teinte (Disnix, DeployWare). Un autre proble`me concerne la transparence du domaine lors
de l’expression des caracte´ristiques du de´ploiement. Cette exigence est particulie`rement im-
portante dans le cas de domaines ouverts et instables, dans lesquels les machines peuvent
ne pas eˆtre connues a` la conception et de´couvertes dynamiquement. Dans ce cas, il n’est
pas possible d’e´tablir statiquement un plan de de´ploiement complet. La table 3.3b met en
e´vidence que l’impact des solutions est tre`s limite´ sur ce point.
Plan Proprie´te´s Configuration
FROGi n/a X
R-OSGi X
Soft. Dock n/a X X
QUIET X X
Disnix X
RAC X
CoRDAGe X
Wrangler X
Kalimucho X X X
StarCCM X X
Codewan n/a n/a n/a
Cloudlet X
ORYA X
DeployWare X X X
ADME X
TUNe X
SmartFrog X X X
(a) Nature de la spe´cification
Transparence du domaine
FROGi n/a
R-OSGi
Soft. Dock X
QUIET
Disnix
RAC X(cloud)
CoRDAGe
Wrangler X(partielle)
Kalimucho X
StarCCM
Codewan X
Cloudlet
ORYA
DeployWare
ADME
TUNe
SmartFrog X(partielle)
(b) Transparence du domaine
Tableau 3.3 – Expression du de´ploiement
La table 3.4 met en e´vidence l’expertise requise par les concepteurs du de´ploiement. Peu
de technologies sont utilisables par des personnes inexpe´rimente´es, et pour la plupart, elles
sont utilise´es par des spe´cialistes, qui jouent a` la fois le roˆle de concepteur du de´ploiement
et d’administrateur du syste`me (elles supposent qu’ils controˆlent les ressources).
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Expertise du concepteur
FROGi Fractal ADL, OSGi
R-OSGi OSGi
Soft. Dock de´ploiement, langage DSD
QUIET de´ploiement
Disnix administration du syste`me
RAC configuration et production de VA
CoRDAGe faible
Wrangler de´ploiement, virtualisation, administration
Kalimucho syste`me Kalimucho
StarCCM de´ploiement, adaptation
Codewan de´poˆt
Cloudlet faible
ORYA strate´gies et activite´s de de´ploiement
DeployWare en accord avec l’expertise des parties prenantes
ADME de´ploiement et gestion de l’application
TUNe de´ploiement et conception de mode`les
SmartFrog configuration, gestion de cycle de vie
Tableau 3.4 – Expertise du concepteur du de´ploiement
3.4.4 Re´alisation du de´ploiement
Les objectifs des solutions en terme d’activite´s de de´ploiement, d’architecture du
syste`me de de´ploiement et de de´centralisation du controˆle, et du bootstrap du syste`me de
de´ploiement sont re´sume´s ici.
Activite´s de de´ploiement La table 3.5 montre quelles activite´s sont ge´re´es par les
diffe´rentes solutions. Les abre´viations De´p., Inst., Act., Ma`J., Adapt., Reconf., Redist., Desac.,
Desins., and Ret. font re´fe´rence respectivement aux activite´s de de´poˆt, installation, activa-
tion, mise a` jour, adaptation, reconfiguration, redistribution, de´sactivation, de´sinstallation et
retrait. Il est a` noter que l’installation et l’activation (et d’une manie`re e´tendue, de´sactivation
et de´sinstallation) sont ge´ne´ralement ge´re´es.
Les proble`mes lie´s a` la dynamique sont ge´re´s de diffe´rentes manie`res, ou pas pris en
compte. Plusieurs solutions visent les modifications dynamiques du plan de de´ploiement
(Disnix, Kalimucho, StarCCM, ADME), dans certains cas au moyen de techniques d’alloca-
tions de ressources (CoRDAGe, Wrangler). Les autres solutions visent la reconfiguration ou
le transfert de calcul (RAC, Cloudlet, TUNe, SmartFrog) ou la distribution de composants
(Codewan).
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De´p. Inst. Act. Ma`J. Adapt. Reconf. Redist. Desac. Desins. Ret.
FROGi X X X X X X
R-OSGi X X X X X
Soft. Dock X X X X X X X X X
QUIET X X X
Disnix X X X X X X X X
RAC X X X X
CoRDAGe X X X X X X
Wrangler X X X
Kalimucho X X X X X X
StarCCM X X X
Codewan X X
Cloudlet X X X X
ORYA X X
DeployWare X X X X
ADME X X X X
TUNe X X X
SmartFrog X X X X X
Tableau 3.5 – Activite´s de de´ploiement couvertes
Controˆle et architecture Plusieurs solutions se concentrent sur l’architecture distribue´e
du syste`me qui supporte le de´ploiement. Elles visent la de´centralisation (Software Dock,
QUIET, Wrangler, Kalimucho, Codewan), la sensibilite´ au contexte (StarCCM), l’auto-
adaptation et l’autonomie (Disnix, ADME).
La table 3.6 indique comment le processus de de´ploiement est controˆle´ – centralise´ ou
de´centralise´ – et montre que certaines solutions sont comple`tement de´centralise´es (Software
Dock, QUIET, Kalimucho, Codewan, DeployWare, TUNe, SmartFrog). Il convient de no-
ter qu’ORYA est de´die´ a` l’expression des strate´gies de de´ploiement afin de supporter la
spe´cification du processus de de´ploiement.
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Centralise´ De´centralise´
FROGi X
R-OSGi X
Soft. Dock X
QUIET X
Disnix X
RAC X X
CoRDAGe X
Wrangler X X
Kalimucho X
StarCCM X
Codewan X
Cloudlet X X
ORYA X
DeployWare X
ADME X X
TUNe X
SmartFrog X
Tableau 3.6 – Controˆle du de´ploiement
Bootstrap En pratique, les syste`mes de de´ploiement incluent des bootstrap – la plupart des
solutions supposent la disponibilite´ du bootstrap sur les machines sans envisager la ques-
tion pre´cise´ment. La table 3.7 montre la nature de ce bootstrap : spe´cifique, non spe´cifique
(spe´cifique a` une technologie qui est largement diffuse´e), ou standard. Plusieurs solutions se
basent sur un bootstrap spe´cifique (c’est-a`-dire de´veloppe´ pour le syste`me de de´ploiement).
Certaines se basent sur des outils ou des plateformes existants, mais peu d’entre eux (RAC,
Wrangler, SmartFrog) sont re´ellement inde´pendants de la technologie.
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Spe´cifique Non spe´cifique Standard
FROGi FrogiBundleActivator plateforme OSGi
R-OSGi plateforme OSGi
Soft. Dock field dock plateforme Voyager
QUIET plateforme JADE
Disnix DisNixService
RAC plateforme de virtualisation
CoRDAGe middleware de grille, ADAGE
Wrangler plateforme de virtualisation
Kalimucho plateforme Kalimucho
StarCCM middleware StarCCM
Codewan plateforme Codewan
Cloudlet baseVM et KCM
ORYA n/a n/a n/a
DeployWare DeployWare runtime
ADME infrastructure Cingal
TUNe TUNe runtime
SmartFrog Java, ftp, ssh
Tableau 3.7 – Nature du bootstrap
Contribution
L’e´tat de l’art en matie`re de de´ploiement automatique est analyse´ dans le
cadre de quatre questions (de´ployer quoi ? de´ployer ou` ? comment conce-
voir ? comment re´aliser le de´ploiement ?) de´cline´es en sept crite`res. L’ana-
lyse montre que la dynamique et l’extensibilite´ du syste`me logiciel sont
rarement prises en compte. Concernant le domaine, les solutions pro-
pose´es visent diffe´rents types d’appareils. Mais, a` une exception pre`s,
elles ne conside`rent pas a` la fois l’he´te´roge´ne´ite´, l’extensibilite´ et la dy-
namique. Il existe des solutions de´centralise´es mais les e´volutions dyna-
miques du plan de de´ploiement sont ge´ne´ralement limite´es. Pour conce-
voir et exprimer le plan, certaines solutions proposent l’utilisation de
mode`les ou de langages de´die´s, en particulier de DSL. Cependant, le be-
soin de transparence du domaine lors de la conception, particulie`rement
important pour les syste`mes re´partis multi-e´chelles, n’est pas satisfait.
Ainsi, de manie`re ge´ne´rale, les solutions de de´ploiement existantes ne
re´pondent que de manie`re incomple`te ou inefficace aux exigences du
de´ploiement des syste`mes re´partis multi-e´chelles.
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Proble´matique
Alors que les processus de de´ploiement traditionnels sont le plus sou-
vent centralise´s et dirige´s par un ope´rateur humain, le processus de
de´ploiement des syste`mes re´partis multi-e´chelles doit eˆtre de´centralise´,
automatise´ et sensible au contexte. Le roˆle d’ope´rateur de de´ploiement
doit y eˆtre joue´ par une application de niveau middleware : le syste`me de
de´ploiement.
4.1 Introduction
La norme [ISO 9000 :2005, 2009] de´finit un processus comme un ensemble d’activite´s
corre´le´es ou interactives qui transforme des e´le´ments d’entre´e en e´le´ments de sortie. La
conception, puis la re´alisation et e´ventuellement le controˆle du de´ploiement sont les acti-
vite´s principales du processus de de´ploiement qui prend en entre´e les e´le´ments a` de´ployer
et leurs caracte´ristiques, et permet en sortie d’obtenir une application disponible a` l’utilisa-
tion, selon la de´finition de Carzaniga et al.
Les processus de de´ploiement usuels sont centralise´s et dirige´s par un ope´rateur humain.
Ils sont adapte´s au de´ploiement d’applications dans un environnement hie´rarchique, tels
un re´seau d’entreprise ou une grappe de serveurs. Ils sont ge´ne´ralement pilote´s depuis une
unite´ centrale ou` un ope´rateur humain cumule les roˆles de concepteur et d’ope´rateur du
de´ploiement.
Dans la section 2.3, nous avons montre´ qu’une solution de de´ploiement pour les
syste`mes re´partis multi-e´chelles devait organiser et automatiser un certain nombre
d’ope´rations dans le cadre d’un processus en partie de´centralise´ et sensible au contexte. Ce
processus doit permettre la prise en compte de la dynamique du domaine de de´ploiement
ainsi que celle du syste`me logiciel, et permettre une se´paration claire entre les roˆles. En
particulier, celui de concepteur doit eˆtre de´volu a` un ope´rateur humain alors que le roˆle
d’ope´rateur peut eˆtre pris par le syste`me de de´ploiement. Pour cela, il nous semble perti-
nent de repenser et de´finir un processus de de´ploiement ade´quat.
Ce chapitre est organise´ comme suit. Nous pre´sentons une vue globale du processus de
de´ploiement dans la section 4.2, que nous de´taillons dans section 4.3. Dans les sections 4.3.1
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et 4.3.2, nous pre´sentons la phase de pre´paration des appareils du domaine de de´ploiement
et de l’application. Ensuite, dans la section 4.3.3, nous pre´sentons le de´ploiement initial
(expression des proprie´te´s, ge´ne´ration du plan et re´alisation du plan) dont l’objectif est
de rendre le logiciel utilisable. Dans la section 4.3.4, nous ciblons la partie dynamique du
de´ploiement (supervision et ope´rations sur les composants a` l’exe´cution), dont l’objectif est
le maintien du logiciel en e´tat ope´rationnel en prenant en compte la dynamique du do-
maine et de l’application. Enfin, dans les sections 4.3.5 et 4.3.6 nous traitons les activite´s
post-exe´cution et de retrait de l’application. Pour chaque point, la proble´matique et une
analyse en relation avec l’e´tat de l’art sont donne´es, permettant une justification de la pro-
position qui s’ensuit.
4.2 Vue globale du processus
Le processus que nous proposons organise les diffe´rentes activite´s de de´ploiement de la
manie`re suivante. Dans un premier temps, le concepteur exprime une spe´cification. Puis,
un plan de de´ploiement initial de l’application est ge´ne´re´ automatiquement en fonction de
la spe´cification et de l’e´tat initial du domaine. Ensuite, le plan de de´ploiement initial est
re´alise´, puis re´vise´ a` l’exe´cution afin d’eˆtre adapte´ a` la dynamique de l’application et a` celle
du domaine, ceci pour maintenir l’application en condition ope´rationnelle : cette partie du
processus est appele´e  de´ploiement dynamique .
Dans ce processus, le roˆle d’ope´rateur du de´ploiement est joue´ par une application de
niveau middleware : le syste`me de de´ploiement. C’est ce syste`me de de´ploiement automa-
tique (et autonomique) qui re´alise les diffe´rentes ope´rations de de´ploiement.
Cette approche suppose une acquisition de l’e´tat du domaine, initialement pour pro-
duire les donne´es ne´cessaires a` la ge´ne´ration du plan en fonction des appareils pre´sents et
des ressources disponibles, puis dynamiquement pendant l’exe´cution de l’application.
Pour de´crire le processus, nous utilisons une notation graphique inspire´e de SPEM [SPE].
La le´gende des diagrammes est donne´e dans la figure 4.1. Trois types d’actions seront
de´crites (diffe´rencie´es par leurs couleurs) : (i) les actions centralise´es, qui sont pilote´es par
une unite´ centrale, et s’effectuent sur un seul appareil, (ii) les actions mixtes, pilote´es par
une unite´ centrale mais dont l’action est re´alise´e sur l’ensemble ou une partie du domaine
de de´ploiement, (iii) les actions de´centralise´es qui sont effectue´es sur l’ensemble ou une par-
tie du domaine de de´ploiement, sans initiative centrale. Sauf indication contraire, les actions
de´centralise´es sont initie´es par le syste`me de de´ploiement.
Figure 4.1 – Le´gende des diagrammes de processus
La figure 4.2 donne une vue globale du processus de de´ploiement.
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Figure 4.2 – Vue globale du processus de de´ploiement
4.3 Le processus en de´tail
Dans cette section, nous raffinons le processus pre´sente´ dans la section pre´ce´dente et
nous entrons dans le de´tail des diffe´rentes activite´s.
Ce processus mobilise deux composants majeurs :
— Le langage de´die´ et son e´diteur qui permettent au concepteur du de´ploiement d’ex-
primer les proprie´te´s du de´ploiement.
— Le middleware de de´ploiement, re´parti sur les appareils du domaine, qui comprend
— un gestionnaire de domaine,
— un moniteur de de´ploiement, centralise´, en charge de la ge´ne´ration et re´alisation
du de´ploiement initial,
— sur chaque appareil du domaine, un support local de de´ploiement qui re´alise les
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ope´rations locales de de´ploiement.
Le domaine de de´ploiement e´tant dynamique, il n’est pas connu au moment de la
conception. Le gestionnaire de domaine est une entite´ centralise´e qui permet d’enregistrer
les entre´es et les sorties des appareils dans le domaine de de´ploiement. En permanence, le
gestionnaire du domaine a une connaissance de la composition du domaine de de´ploiement.
Le moniteur de de´ploiement est une entite´ centralise´e du syste`me de de´ploiement res-
ponsable du de´ploiement initial. C’est sur l’appareil qui he´berge le moniteur que les in-
formations (spe´cification, e´tat du domaine) sont traite´es et que la ge´ne´ration du plan de
de´ploiement est effectue´e, puis sa re´alisation pilote´e. Cette ge´ne´ration demande une cer-
taine puissance de calcul.
4.3.1 Pre´paration des appareils
Une partie du syste`me de de´ploiement doit eˆtre pre´sent sur l’ensemble des appareils du
domaine sous la forme d’un support local de de´ploiement. L’exe´cution de cette partie du
syste`me permet e´galement d’enregistrer un appareil dans le domaine de de´ploiement, ainsi
que de ge´rer les proble`mes d’administration, en permettant par exemple une interaction
avec le proprie´taire de l’appareil pour obtenir des droits d’acce`s particuliers. Nous appelons
cette partie du syste`me de de´ploiement le bootstrap.
La pre´paration des appareils est donc une e´tape pre´liminaire aux ope´rations de
de´ploiement qui a pour objet d’installer et activer un bootstrap sur les diffe´rents appareils.
4.3.1.1 Installation et activation du bootstrap
Analyse Le bootstrap est un e´le´ment essentiel dans le cadre des syste`mes multi-e´chelles vu
le nombre d’appareils he´te´roge`nes et la pre´sence dans les appareils vise´s d’appareils mobiles
dont l’administrateur est le proprie´taire, utilisateur du logiciel. La pre´sence de bootstrap et
sa facilite´ d’installation a un impact sur l’adoption du syste`me de de´ploiement, et donc du
nombre potentiel d’appareils composant le domaine de de´ploiement.
Plusieurs travaux de de´ploiement font l’hypothe`se qu’un bootstrap (ou une forme
de plateforme d’exe´cution minimale) est de´ja` installe´ sur l’appareil hoˆte, sans pre´ciser
la manie`re dont il est installe´. Il s’agit pour les plus simples d’un service ssh permet-
tant d’exe´cuter des commandes sur un appareil distant, ou encore d’un syste`me local
de de´ploiement ad hoc exe´cute´ en tant que service et suppose´ lance´ par l’utilisateur au
de´marrage de l’appareil.
Proposition La figure 4.3 de´crit le processus d’installation du bootstrap de de´ploiement.
Sur son appareil, l’utilisateur initie l’installation et l’activation du bootstrap. Au final, le
bootstrap est bien installe´ et actif sur l’appareil de l’utilisateur.
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Figure 4.3 – Installation et activation du bootstrap
4.3.1.2 Enregistrement d’un appareil dans le domaine
Analyse Le syste`me de de´ploiement doit eˆtre capable au de´but de l’exe´cution du
de´ploiement de re´cupe´rer la liste de l’ensemble des appareils dans le domaine de
de´ploiement.
Dans les travaux existants, a` l’exception de Codewan qui est spe´cifique aux re´seaux MA-
NETs et qui permet la de´couverte des appareils, le concepteur du de´ploiement e´nume`re les
appareils appartenant au domaine de de´ploiement, ou bien l’ope´rateur du de´ploiement ef-
fectue l’enregistrement de l’appareil une fois le syste`me de de´ploiement lance´. Cette action
effectue´e par l’ope´rateur humain peut rapidement gagner en complexite´ dans le cadre d’un
grand nombre d’appareils.
Proposition La figure 4.4 de´crit l’enregistrement automatique d’un appareil dans le do-
maine de de´ploiement. L’appareil, ayant un bootstrap qui s’exe´cute, s’enregistre aupre`s d’un
gestionnaire du domaine de de´ploiement. L’ensemble des appareils qui s’enregistrent sur ce
serveur constitue le domaine de de´ploiement.
Ainsi, ni le concepteur, ni l’ope´rateur de de´ploiement n’a d’actions a` effectuer afin
d’ajouter un appareil dans le domaine de de´ploiement.
Figure 4.4 – Enregistrement d’un appareil dans le domaine
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4.3.2 Pre´paration de l’application
4.3.2.1 De´poˆt (mise a` disposition) des composants
Analyse Dans le cadre des syste`mes vise´es l’unite´ de de´ploiement est le composant. Ainsi,
le producteur doit fournir son application sous forme de composants logiciels conformes au
mode`le choisi pour eˆtre exploitables par le syste`me de de´ploiement. Ge´ne´ralement, il s’agit
d’un mode`le de composant unique.
La majorite´ des travaux s’inte´ressent au de´ploiement d’application a` base de compo-
sants. Seules FROGi, Software Dock, QUIET, Cloudlet et ORYA pre´voient le de´ploiement
d’applications monolithiques.
Proposition Dans notre processus, nous supposons que le concepteur du de´ploiement
a de´veloppe´ ou encapsule´ ses composants dans le mode`le de composants de re´fe´rence
du syste`me de de´ploiement. Le composant est ainsi disponible au de´ploiement de par le
syste`me de de´ploiement sans aucune autre ope´ration supple´mentaire.
Figure 4.5 – Mise a` disposition d’un composant
La figure 4.5 de´crit la mise a` disposition d’un composant, par son producteur, sur un
de´poˆt de composants logiciels.
4.3.3 De´ploiement initial
Le de´ploiement initial a pour objet de construire puis de mettre en œuvre un premier
plan de de´ploiement conforme aux spe´cifications exprime´es par le concepteur et de´pendant
du domaine de de´ploiement. Ici, la mise en œuvre consiste a` installer et a` activer les compo-
sants du syste`me logiciel a` de´ployer.
4.3.3.1 Production du plan de de´ploiement
Analyse La production du plan de de´ploiement est compose´es de diffe´rentes actions or-
donne´es. Chaque action produit un re´sultat qui sera pris en entre´e de la suivante, afin
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d’aboutir a` un plan de de´ploiement et un ensemble de proprie´te´s.
Dans les travaux existants, majoritairement, un plan de de´ploiement statique doit eˆtre
de´crit par le concepteur du de´ploiement. Ce plan de de´ploiement peut eˆtre agre´mente´ par
des proprie´te´s de ve´rification et de validation (Disnix, DeployWare). ADME permet une
description du de´ploiement base´e sur l’expression de contraintes de de´ploiement. Ce choix
d’expression permet de relever l’humain de la taˆche complexe d’attribution des corres-
pondances. De plus, pour faciliter l’expression du de´ploiement certains travaux proposent
une abstraction lors l’expression du de´ploiement, en utilisant des langages (Software Dock,
Wrangler, etc.) ou des mode`les (Disnix, TUNe, etc.).
Proposition La figure 4.6 de´crit le processus de production du plan de de´ploiement. Tout
d’abord, le concepteur du de´ploiement spe´cifie les proprie´te´s de de´ploiement en utilisant
un langage de´die´.
Des collecteurs d’information sont pre´sents dans le bootstrap pour la re´cupe´ration d’in-
formations utiles a` la supervision du syste`me. Ces collecteurs d’information sont appele´s
des sondes. Afin de pouvoir controˆler la satisfaction des proprie´te´s du de´ploiement, le
concepteur du de´ploiement doit aussi spe´cifier les sondes a` utiliser pour re´cupe´rer les infor-
mations pertinentes sur le domaine. Ces spe´cifications se font aussi en utilisant le langage de
haut-niveau. La liste des sondes ne´cessaires au de´ploiement ainsi que la localisation de leur
code sont extraites de la spe´cification du de´ploiement. Les codes des sondes sont ensuite
disse´mine´s : ils sont te´le´charge´s et distribue´s sur le domaine de de´ploiement, puis installe´s
et active´s. Le syste`me de de´ploiement effectue alors un sondage local, et renvoie les re´sultats
de ce sondage (l’ensemble de ces informations constitue l’e´tat du domaine) au moniteur de
de´ploiement.
Les proprie´te´s sont donc a` la suite d’une d’analyse, transforme´es en contraintes (la for-
malisation de cette transformation est de´crite a` la section 6.3). A` partir de ces contraintes et
de l’e´tat du domaine, et au moyen d’un solveur de contraintes, un plan de de´ploiement est
produit. Ce plan est celui qui sera mis en œuvre initialement – il e´voluera ensuite dynami-
quement en fonction de l’e´tat du domaine, via le syste`me de de´ploiement autonome capable
d’adaptation proactive aux changements de contexte.
L’action de ge´ne´ration du plan de de´ploiement produit aussi deux ensembles de pro-
prie´te´s : les proprie´te´s a` ve´rifier lors de l’installation, et les proprie´te´s a` pre´server a`
l’exe´cution. Lors de l’expression des proprie´te´s, le concepteur spe´cifie quelles sont les pro-
prie´te´s initiales, et celles a` pre´server dynamiquement.
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Figure 4.6 – Production du plan de de´ploiement
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4.3.3.2 Installation du syste`me logiciel multi-e´chelle
Analyse Le plan de de´ploiement a e´te´ ge´ne´re´ en fonction des spe´cifications du concepteur
et de l’e´tat du domaine. Ce plan contient toutes les informations ne´cessaires a` l’installation
des composants sur les diffe´rents appareils. L’e´tat du domaine peut avoir e´volue´ depuis
la re´cupe´ration de l’e´tat du domaine lors de la production du plan de de´ploiement. Ainsi,
le syste`me de de´ploiement doit effectuer cette installation en ade´quation avec le plan et
s’assurer que les proprie´te´s initiales sont toujours satisfaites.
Figure 4.7 – Installation d’un composant
Proposition La figure 4.7 de´crit l’installation sur un appareil d’un composant du syste`me
multi-e´chelle. Le plan de de´ploiement ainsi que les proprie´te´s initiales e´tant connus, le
syste`me de de´ploiement proce`de a` l’installation localement. Il te´le´charge le composant a`
installer sur l’appareil et ve´rifie que les proprie´te´s initiales (celles qui ont e´te´ exprime´es lors
de la description du de´ploiement) sont toujours valides. Si c’est le cas, il installe le compo-
sant sur l’appareil.
Avec la ve´rification des proprie´te´s de de´ploiement au moment de l’installation, le
syste`me de de´ploiement s’assure bien que les proprie´te´s n’ont pas e´te´ viole´es, sinon, une
boucle autonomique peut prendre la rele`ve pour re´soudre le proble`me, sans en re´fe´rer di-
rectement a` l’ope´rateur de de´ploiement.
4.3.3.3 Activation des composants
Analyse A` l’installation, toutes les proprie´te´s ayant e´te´ ve´rifie´es, l’activation du compo-
sant peut s’effectuer.
Proposition La figure 4.8 de´crit l’activation d’un composant sur un appareil. Le compo-
sant a` activer est de´ja` installe´ sur l’appareil. Le syste`me de de´ploiement active le composant.
Un ensemble de proprie´te´s est aussi ne´cessaire pour la ve´rification de la satisfaction des
proprie´te´s relatives au composant a` l’exe´cution. Ces proprie´te´s diffe`rent des proprie´te´s ini-
tiales, les sondes utilise´es pour la re´cupe´ration des informations ne´cessaires aux proprie´te´s
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Figure 4.8 – Activation d’un composant
initiales sont de´sactive´es. Les sondes relatives aux proprie´te´s des composants qui ne sont
pas de´ploye´s sur cet appareil sont aussi de´sactive´es.
4.3.3.4 Vue globale de la phase initiale de de´ploiement
La figure 4.9 donne une vue globale du processus de de´ploiement initial.
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Figure 4.9 – Vue globale du processus de de´ploiement initial
De´ploiement de syste`mes re´partis multi-e´chelles 63
4Processus de de´ploiement
4.3.4 De´ploiement dynamique
Le de´ploiement dynamique a pour objet d’adapter le plan de de´ploiement de l’applica-
tion (pendant son exe´cution) afin de maintenir celle-ci dans un e´tat ope´rationnel, tout en
respectant les proprie´te´s exprime´es par le concepteur. Le de´ploiement dynamique prend en
compte le de´ploiement continu (dynamique du domaine), de la re´action aux variations du
domaine, et du de´ploiement incre´mental (dynamique de l’application).
4.3.4.1 De´ploiement continu
Analyse La dynamique du domaine de de´ploiement est un des point essentiels dans le
cadre de syste`mes re´partis multi-e´chelles. Lorsque le plan de de´ploiement est spe´cifie´ par
le concepteur du de´ploiement, dans les travaux e´tudie´s il est immuable, sauf par action
de l’ope´rateur du de´ploiement humain. Cette action de l’ope´rateur est proble´matique dans
un contexte de grand nombre d’appareils et de composants. Si a` chaque fois que le do-
maine e´volue, un solveur de contraintes centralise´ doit eˆtre relance´ (comme pour ADME),
les re´ponses successives a` ces changements d’e´tat demanderaient beaucoup de temps.
De plus, une fois le nouveau plan ge´ne´re´, l’e´tat du domaine aura encore e´volue´, ce qui
ne´cessitera une rege´ne´ration du plan de de´ploiement. Le syste`me de de´ploiement doit pou-
voir prendre en compte, sans action de l’ope´rateur, les appareils qui entrent dans le domaine
de de´ploiement, et y installer les composants concerne´s, si besoin.
Les travaux prenant en compte cette dynamique requie`rent une action de la part de
l’ope´rateur de de´ploiement (Kalimucho, Cloudlet, etc.). Seul Codewan permet la gestion
autonomique de la dynamique de l’environnement, duˆ a` la nature du re´seau vise´ (MANET).
Proposition Lorsqu’un nouvel appareil (ayant un bootstrap) entre dans le domaine de
de´ploiement et si le concepteur a exprime´ dans sa spe´cification des proprie´te´s dynamiques
sur un ou plusieurs composants, ce ou ces composants sont installe´s et active´s sur cet ap-
pareil. Les proprie´te´s dynamiques sont des exigences spe´cifiques a` la prise en compte
de nouveaux appareils entrant ou sortant du domaine de de´ploiement. Le concepteur de
de´ploiement peut spe´cifier qu’un composant doit eˆtre de´ploye´ sur chaque appareil entrant
(a` condition que les autres proprie´te´s du composant soient valides).
La figure 4.10 de´crit le de´ploiement continu. Un appareil apparaıˆt dans le domaine de
de´ploiement. Le support local du syste`me de de´ploiement ve´rifie si l’appareil est compatible
avec une proprie´te´ dynamique d’un composant (c’est-a`-dire qu’il satisfait bien l’ensemble
des proprie´te´s du composant ayant une proprie´te´ dynamique). S’il est compatible, le com-
posant ade´quat est installe´ et active´.
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Figure 4.10 – De´ploiement continu
4.3.4.2 Supervision et analyse
Cette partie de´crit le maintien en condition ope´rationnelle du syste`me de´ploye´ a`
l’exe´cution en cas de changement dans l’environnement d’exe´cution. Le syste`me de
de´ploiement doit pouvoir percevoir les changements de l’environnement d’exe´cution, et
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s’y adapter dynamiquement afin que le syste`me de´ploye´ retrouve un e´tat ope´rationnel,
c’est-a`-dire respecter les spe´cifications. Nous nous basons pour cela sur les principes de
l’informatique autonomique. Les principes de l’informatique autonomique sont pre´sente´s
dans le chapitre 7, ainsi que leur apport au de´ploiement. Nous de´crivons ici la super-
vision du syste`me, l’analyse et prise de de´cision. Ceci correspond, pour le syste`me de
de´ploiement, a` la partie Monitor-Analyze-Plan -MAP- de la boucle autonomique de Kephart
et Chess [Kephart and Chess, 2003].
Perception d’un changement dans l’environnement
Analyse Les perturbations sont des e´ve`nements susceptibles de remettre en cause le plan
de de´ploiement. Les perturbations sont le propre des environnements dynamiques. Elles
induisent une inconsistance dans le plan de de´ploiement qui est normale dans le cadre de
de´ploiement autonomique. Le syste`me de de´ploiement doit pouvoir percevoir ces pertur-
bations.
Figure 4.11 – Perception d’un changement dans l’environnement
Proposition La figure 4.11 de´crit le processus de perception d’une perturbation. Si le
syste`me de de´ploiement perc¸oit localement un changement de l’e´tat de l’appareil (par ex. la
de´connexion d’un pe´riphe´rique faisant partie des pe´riphe´riques a` surveiller par les sondes),
une situation d’adaptation qui reste a` identifier est produite dans le but de pouvoir s’y adap-
ter.
Identification d’une situation de changement dans l’environnement
Analyse Le syste`me de de´ploiement doit pouvoir analyser la perturbation perc¸ue et l’ana-
lyser afin d’identifier la situation d’adaptation rencontre´e.
Proposition La figure 4.12 de´crit le processus d’identification d’une situation. Le syste`me
de de´ploiement analyse une situation donne´e et l’identifie. Cette identification peut
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Figure 4.12 – Identification d’une situation de changement dans l’environnement
conduire soit a` une adaptation d’un composant, avec ou sans arreˆt de l’exe´cution de ce com-
posant, soit a` une reconfiguration, soit a` une redistribution. L’identification permet aussi de
de´terminer quelles sont les actions a` exe´cuter afin de s’adapter a` ce changement dans l’en-
vironnement. L’identification peut aussi conduire a`  remonter l’information  au syste`me
multi-e´chelle qui est de´ploye´.
4.3.4.3 Adaptation et Mise a` jour
Cette partie de´crit les activite´s de de´ploiement qui interviennent a` l’exe´cution du
syste`me de´ploye´. Ceci correspond, pour le syste`me de de´ploiement, a` la partie Execution -E-
de la boucle autonomique de Kephart et Chess [Kephart and Chess, 2003]. Ces ope´rations
ont pour objet d’adapter ou de mettre a` jour des composants de´ja` de´ploye´s. Elles peuvent
ne´cessiter la de´sactivation ou la de´sinstallation de ces composants.
Adaptation sans arreˆt
Analyse Lorsque l’environnement du composant change, une adaptation du composant
peut eˆtre ne´cessaire. Le syste`me de de´ploiement doit pouvoir re´pondre a` une perturbation
en effectuant une adaptation sans arreˆt du composant, si cela est possible. Les travaux exis-
tants ne permettent pas une adaptation sans arreˆter le composant (Kalimucho, StarCCM,
etc.). Certaines situations d’adaptations peuvent permettre une adaptation sans arreˆt, en
modifiant la configuration du composant.
Proposition La figure 4.13 de´crit l’adaptation d’un composant sans arreˆter ce dernier. Une
telle situation a e´te´ identifie´e et le syste`me de de´ploiement agit en conse´quence. Une adap-
tation d’un composant sans arreˆt me`ne a` un changement dans la configuration de ce com-
posant. Au final, le composant est a` nouveau actif et fonctionnel.
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Figure 4.13 – Adaptation d’un composant sans arreˆt
Adaptation avec arreˆt
Analyse Une adaptation peut ne´cessiter l’arreˆt du composant afin d’y effectuer des modi-
fications de configuration. Le syste`me de de´ploiement doit pouvoir re´pondre a` une pertur-
bation en effectuant une adaptation du composant, en l’arreˆtant au pre´alable si ne´cessaire.
Certains travaux prennent en compte l’adaptation de composant (Kalimucho, StarCCM) ou
de l’application de´ploye´e (Software Dock).
Proposition La figure 4.14 de´crit l’adaptation d’un composant avec arreˆt. Comme pour
l’adaptation sans arreˆt, cette situation a e´te´ identifie´e. Une adaptation d’un composant avec
arreˆt implique d’abord une de´sactivation du composant. Apre`s la de´sactivation, les chan-
gements pre´vus sont effectue´s afin de proce´der a` l’adaptation du composant. Une fois ce
travail termine´, le composant est a` nouveau actif et fonctionnel.
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Figure 4.14 – Adaptation d’un composant avec arreˆt
Mise a` jour
Analyse Les diffe´rents composants du syste`me multi-e´chelle e´voluent avec le temps. Une
mise a` jour de certains composants est alors ne´cessaire. Le syste`me de de´ploiement doit
pouvoir prendre en compte cette e´volution en effectuant une mise a` jour du composant
concerne´. Cette activite´ est prise en compte par certains travaux, comme R-OSGi, Disnix,
Kalimucho.
Proposition La figure 4.15 de´crit le processus complet de mise a` jour d’un composant.
Lorsque le producteur de l’application met a` disposition une nouvelle version d’un com-
posant, l’information est disse´mine´e a` tous les appareils enregistre´s dans le domaine de
de´ploiement. Si un appareil posse`de ce composant, une mise a` jour s’effectue (pour le mo-
ment, nous conside´rons que la mise a` jour se fait automatiquement, a` l’initiative du syste`me
de de´ploiement, mais elle pourrait eˆtre controˆle´e si besoin par un administrateur ou un
ope´rateur humain). La mise a` jour s’effectue comme suit : tout d’abord, le nouveau compo-
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Figure 4.15 – Mise a` jour d’un composant
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sant est installe´ sur l’appareil et active´, puis le composant obsole`te est de´sactive´ et de´sinstalle´
de l’appareil. In fine, le composant est mis a` jour, actif et fonctionnel.
4.3.4.4 De´ploiement incre´mental
Analyse Le syste`me multi-e´chelle est amene´ a` inte´grer de nouveaux composants au
syste`me de composants de´ja` de´ploye´. Cette e´volution de l’application n’est ge´ne´ralement
pas mise en avant dans les travaux existants (a` part pour StarCCM par exemple). Il est
ne´cessaire de pouvoir ajouter de nouvelles fonctionnalite´s au syste`me de´ploye´ le syste`me
de´ploye´ sans en interrompre son fonctionnement.
Proposition Le de´ploiement incre´mental a pour objet la prise en compte de la dynamique
de l’application de´ploye´e, c’est-a`-dire de ses nouveaux composants. Pour cela, le concepteur
du de´ploiement de´crit un ensemble de proprie´te´s de de´ploiement spe´cifiques a` ces nou-
veaux composants. Le de´ploiement de ces nouveaux composants peut de´pendre de l’e´tat
des composants de´ja` de´ploye´s (le concepteur du de´ploiement exprime cette de´pendance
dans le descripteur). Ainsi, le de´ploiement incre´mental peut imposer une adaptation de
composants de´ja` de´ploye´s.
La figure 4.16 illustre le de´ploiement incre´mental. L’ope´rateur du de´ploiement, hu-
main dans ce cas, spe´cifie qu’un nouveau composant est a` de´ployer. Puis, l’information est
disse´mine´e sur le domaine de de´ploiement. Enfin, le composant est installe´ et active´ sur les
diffe´rents appareils compatibles.
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Figure 4.16 – De´ploiement incre´mental
4.3.5 Activite´s post-exe´cution
Les activite´s post-production peuvent provenir d’une demande d’arreˆt ge´ne´rale du
syste`me de´ploye´ par l’ope´rateur du de´ploiement, ou bien de manie`re unitaire sur un com-
posant a` la demande d’une re´action a` une situation d’adaptation.
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4.3.5.1 De´sactivation
Analyse Si le composant n’a plus besoin d’eˆtre actif sur un appareil, il est de´sactive´.
Figure 4.17 – De´sactivation d’un composant
Proposition La figure 4.17 de´crit la de´sactivation d’un composant. Lors d’une demande
de de´sactivation, le syste`me de de´ploiement de´sactive le composant.
4.3.5.2 De´sinstallation
Analyse Une fois le composant de´sactive´ et s’il n’est plus ne´cessaire (ne va pas faire l’objet
d’une activation ulte´rieure), il peut eˆtre de´sinstalle´ de l’appareil.
Figure 4.18 – De´sinstallation d’un composant
Proposition La figure 4.18 de´crit la de´sinstallation d’un composant. Une fois le composant
de´sactive´, le syste`me de de´ploiement de´sinstalle ce composant.
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4.3.6 Retrait d’un composant
Analyse Certains composants deviennent obsole`tes avec l’e´volution de l’application. Ces
composants n’e´tant plus utiles, ou ne´fastes (car producteurs d’erreur) a` l’application, ils sont
retire´s du site producteur.
Figure 4.19 – Retrait d’un composant
Proposition La figure 4.19 de´crit le retrait d’un composant par le producteur du
de´ploiement sur le site producteur. Le composant obsole`te n’est plus installe´ sur les nou-
veaux appareils. Les instances de ce composant de´ja` de´ploye´es ne sont pas impacte´es.
4.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ un processus pour le de´ploiement automatique
des syste`mes re´partis multi-e´chelles. Ce processus permet d’organiser les diffe´rentes e´tapes
du de´ploiement. Dans un premier temps, le concepteur du de´ploiement spe´cifie les pro-
prie´te´s de de´ploiement. Puis, ces spe´cifications sont donne´es en entre´e d’un ge´ne´rateur de
plan, avec l’e´tat du domaine re´cupe´re´ a` de´but de l’exe´cution du de´ploiement. Ce plan de
de´ploiement est ensuite re´alise´ : les composants sont installe´s et active´s. Dans un second
temps, le syste`me de de´ploiement re´agit autonomiquement au dynamisme du domaine
de de´ploiement ainsi qu’a` celui de l’application. Le de´ploiement incre´mental permet de
prendre en compte la dynamique de l’application, alors que le de´ploiement continu per-
met celle du domaine. Une boucle de controˆle autonomique permet de prendre en compte
les variations de l’e´tat du domaine (de´gradation de l’e´tat d’un appareil, disparition, etc.).
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Contribution
Le processus de de´ploiement des syste`mes re´partis multi-e´chelles co-
ordonne un certain nombre d’activite´s qui concernent la spe´cification
du plan de de´ploiement, la ge´ne´ration et la re´alisation du plan de
de´ploiement initial, et la re´alisation du de´ploiement dynamique. En
particulier, le processus prend en compte l’ouverture du domaine de
de´ploiement. La production du plan de de´ploiement est centralise´e
mais sa re´alisation (de´ploiement initial et de´ploiement dynamique) est
de´centralise´e et controˆle´e dans le cadre d’une boucle  autonomique .
Pour cela, le processus s’appuie sur une infrastructure ouverte compose´e
d’un support de spe´cification (un langage et son e´diteur) et d’un middle-
ware pour la mise en œuvre. En outre, le domaine et son e´tat sont observe´s
au moyen de sondes extraites de la spe´cification des proprie´te´s spe´cifie´es
pour le plan de de´ploiement.
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5 MuScADeL : Langage despe´cification du plan de
de´ploiement
Proble´matique
La conception du plan de de´ploiement est une activite´ particulie`re qui de-
mande des moyens d’expression ade´quats. Ces moyens sont donne´s au
concepteur sous la forme d’un langage de´die´ (DSL). Ce langage doit of-
frir un haut niveau d’abstraction qui permet de s’abstraire des proble`mes
de mise en œuvre. En outre, pour les syste`mes multi-e´chelles, il faut pou-
voir spe´cifier le plan sans connaıˆtre exactement le domaine ni de´signer
explicitement les diffe´rents appareils. En plus des composants, de leurs
de´pendances et de leurs contraintes d’exe´cution, le DSL doit permettre
de spe´cifier les choix de conception ainsi que les sondes ne´cessaires a` l’ac-
quisition de l’e´tat du domaine.
5.1 Introduction
Dans ce chapitre, nous raffinons les exigences concernant la conception du de´ploiement
et pre´sentons notre solution pour l’expression des proprie´te´s de de´ploiement. Ces proprie´te´s
sont a` la base de la production automatique d’un plan de de´ploiement ade´quat et de son
adaptation en cours d’exe´cution.
Comme nous l’avons pre´sente´ dans le chapitre pre´ce´dent, dans le cadre des syste`mes
re´partis multi-e´chelles, le concepteur de de´ploiement ne peut pas exprimer de plan de
de´ploiement. La dynamique du domaine ne permet pas une connaissance pre´cise des ap-
pareils implique´s dans le de´ploiement au moment de la conception. Le concepteur doit eˆtre
capable de spe´cifier le de´ploiement de son application sans avoir une connaissance exacte
du domaine de de´ploiement. Pour ce faire, un support d’expression offrant un haut niveau
d’abstraction doit lui permettre de spe´cifier les diffe´rentes proprie´te´s de son application
(code, contraintes, versions, de´pendances entre composants, etc.).
Le de´ploiement des syste`mes re´partis multi-e´chelles s’effectue en deux e´tapes, le
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de´ploiement initial et le de´ploiement dynamique (cf. section 4.2). Un langage doit sup-
porter l’expression de proprie´te´s relatives a` chacune des e´tapes : l’expression de pro-
prie´te´s a` ve´rifier initialement, et l’expression des proprie´te´s a` ve´rifier a` l’exe´cution du
syste`me. Afin de pouvoir ge´ne´rer le plan de de´ploiement initial, le support d’expression
doit aussi permettre au concepteur d’exprimer des informations quant au domaine de
de´ploiement : les informations utiles a` la re´cupe´ration des informations mate´rielles et lo-
gicielles spe´cifiques aux proprie´te´s exprime´es. De plus, le support d’expression doit aussi
permettre la spe´cification d’informations relatives a` la dynamique de l’application et la dy-
namique du domaine de de´ploiement. Le syste`me de´ploye´ e´tant multi-e´chelle, le support
d’expression doit permettre au concepteur d’exprimer des proprie´te´s relatives aux aspects
multi-e´chelles, spe´cifiques a` son syste`me.
La conception du de´ploiement requiert des compe´tences et des moyens particuliers.
Ainsi, c’est un langage de´die´ (DSL, Domain Specific Language)a` l’expression des proprie´te´s de
de´ploiement des syste`mes re´partis multi-e´chelles que nous proposons, le langage MuScA-
DeL (MultiScale Autonomic Deployment Language). De manie`re ge´ne´rale, les DSLs pre´sentent
diffe´rents avantages. Ils utilisent les idiomes et les abstractions du domaine vise´, et peuvent
ainsi eˆtre utilise´s par les experts du domaine. Ils sont le´gers, faciles a` maintenir, por-
tables et re´utilisables. Ils sont le plus souvent bien documente´s, cohe´rents et fiables,
et optimise´s pour le domaine vise´ [Van Deursen et al., 2000, Strembeck and Zdun, 2009,
Tolvanen and Kelly, 2010].
Ce chapitre est organise´ comme suit. Nous commenc¸ons par pre´senter dans la sec-
tion 5.1.1 un e´tat de l’art des DSLs pour le de´ploiement. Puis, nous exposons un exemple
de syste`me re´parti multi-e´chelle dans la section 5.2. Dans la section 5.3, nous pre´sentons les
e´le´ments de notre DSL MuScADeL. Enfin, nous pre´sentons le framework de caracte´risation
multi-e´chelle dans la section 5.4 et montrons le lien entre ce framework et MuScADeL.
5.1.1 E´tat de l’art des DSLs pour le de´ploiement
Les solutions de de´ploiement actuelles proposent diffe´rents formalismes pour l’ex-
pression des contraintes de de´ploiement, ainsi que pour les de´pendances logicielles et
mate´rielles des applications a` de´ployer. Ces formalismes peuvent eˆtre des langages de
description d’architecture (ADL, Architecture Description Language), des descripteurs de
de´ploiement (par exemple en XML) ou des langages de´die´s (DSL). Nous allons passer en
revue quelques e´le´ments de l’e´tat de l’art des DSLs pour le de´ploiement.
Fractal Deployment Framework (FDF) [Flissi et al., 2008a] est un framework qui facilite
le de´ploiement d’applications distribue´es dans les syste`mes connecte´s. FDF est compose´
d’un langage de description de de´ploiement, d’une librairie de composants de de´ploiement
et d’un ensemble d’outils pour l’utilisateur. Le langage de description du de´ploiement de
FDF permet au concepteur du de´ploiement de de´crire la configuration du de´ploiement (la
liste des logiciels a` de´ployer et les appareils hoˆtes). FDF fournit aussi une interface gra-
phique pour l’utilisateur qui lui permet de charger leurs configurations de de´ploiement, les
exe´cuter et les ge´rer. L’unite´ de de´ploiement est une archive contenant le binaire de l’appli-
cation et le descripteur du de´ploiement. La principale limitation de cet outil re´side dans la
saisie manuelle et statique des proprie´te´s de de´ploiement. Bien qu’un plan de de´ploiement
statique soit adapte´ a` un environnement de de´ploiement tel que la grille, il n’est pas utili-
sable dans un environnement caracte´rise´ par une topologie du re´seau dynamique, ni dans
un environnement ubiquitaire. Une autre limitation est qu’a` l’exe´cution du de´ploiement, cet
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outil n’offre pas de me´canisme de reconfiguration dynamique qui permettrait le traitement
de pannes d’appareils ou de re´seau.
Dearle et al. [Dearle et al., 2004, Dearle et al., 2010] pre´sentent un framework pour la ges-
tion autonomique du de´ploiement et la configuration des applications distribue´es. Pour faci-
liter la taˆche du concepteur du de´ploiement, ils ont de´fini un DSL, Deladas. Deladas permet
de spe´cifier un ensemble de ressources disponibles ainsi qu’un ensemble de contraintes.
Cette spe´cification permet de ge´ne´rer un plan de de´ploiement re´alisable. L’approche a` base
de contraintes e´vite au concepteur de de´ploiement de de´finir spe´cifiquement l’emplace-
ment de chaque composant, et ainsi re´e´crire l’ensemble du plan en cas de proble`me avec
une ressource. Deladas ne permet pas d’exprimer des proprie´te´s multi-e´chelles. L’ouver-
ture du domaine de de´ploiement n’est pas prise en compte lors de l’expression, seul un
ensemble de machines hoˆtes sont de´finies statiquement dans un fichier par le concepteur du
de´ploiement. Le de´ploiement est par contre autonomique, a` l’exe´cution, lorsque le middle-
ware de de´ploiement de´tecte une violation de contraintes (de´pendances entre composants),
il essaie de la re´soudre par une adaptation locale. Un nouveau plan de de´ploiement est alors
calcule´ par le composant de gestion centralise´e appele´ MADME.
Matougui et al. [Matougui and Leriche, 2012] pre´sentent un middleware qui re´duit la
taˆche humaine lors de la mise en place du de´ploiement d’une application et qui permet
de ge´rer les environnements sensibles aux pannes et aux changements. Ils utilisent un
langage de haut-niveau a` base de contraintes et un syste`me d’agents autonomique pour
l’e´tablissement et le maintien du syste`me de´ploye´. Dans le DSL, appele´ j-ASD, certaines ex-
pressions spe´cifiques a` la gestion des situations autonomiques sont propose´es. Le middle-
ware est surtout spe´cifique aux environnements a` large e´chelle et dynamique comme les
grilles ou les syste`mes pair a` pair, dans la meˆme e´chelle de re´seau.
Sledviewsky et al. [Sledziewski et al., 2010] pre´sentent une approche qui incorpore les
langages de´die´s pour le de´ploiement logiciel et plus spe´cifiquement le de´ploiement dans
le Cloud. Premie`rement, le de´veloppeur de´finit un DSL pour de´crire un mode`le de l’appli-
cation en l’utilisant. Puis, l’application est de´crite en utilisant ce DSL pour finalement eˆtre
traduit automatiquement dans du code spe´cifique et de´ploye´ sur le Cloud. Cette approche
est spe´cifique au de´ploiement d’un application web sur le Cloud. Cela met en avant le be-
soin de faciliter la taˆche du concepteur de de´ploiement, et que l’utilisation d’un DSL est une
solution pour ce proble`me.
5.2 De´ploiement d’un syste`me multi-e´chelle : l’exemple de 4ME
Pour illustrer notre pre´sentation de MuScADeL, nous prenons l’exemple du de´ploiement
d’une partie de l’application de 4ME. Nous nous inte´resserons au de´ploiement de sept types
composants :
— Bike pour la gestion des stations de ve´lo,
— BikeAvail pour l’agre´gation de la disponibilite´ des ve´los,
— Stat pour les statistiques,
— GUI pour l’interface graphique destine´e aux smartphones,
— IM pour la gestion de la messagerie instantane´e sur les smartphones,
— IMHist pour la gestion de l’historique de la messagerie instantane´e,
— RoutePlanner (ou RP) pour le calcul des trajets.
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Chaque composant a des contraintes d’exe´cution propres (par ex. me´moire minimale,
syste`me d’exploitation, etc.). Le concepteur du de´ploiement doit pouvoir exprimer ces
contraintes ainsi que d’autres proprie´te´s relatives a` la distribution des composants, c’est-a`-
dire ses exigences en matie`re de de´ploiement. Les proprie´te´s de de´ploiement sont cet en-
semble de contraintes et d’exigences de´finies sur les composants du syste`me. Par exemple,
le concepteur du de´ploiement peut vouloir spe´cifier les exigences suivantes :
— un composant de type Bike doit eˆtre de´ploye´ sur tous les appareils de station de ve´lo ;
— un composant de type BikeAvail doit eˆtre de´ploye´ sur un appareil connecte´ via le
re´seau SigFox 1 pour 3 composants de type Bike de´ploye´s ;
— un composant de type Stat doit eˆtre de´ploye´ sur 10 a` 30 Cloudlet ;
— un composant de type GUI doit eˆtre de´ploye´ sur tous les smartphones appartenant
au domaine, y compris sur tout nouveau smartphone entrant dans le domaine ;
— un composant de type IM doit eˆtre de´ploye´ sur tous les smartphones de chaque
groupe de personnes ;
— un composant de type IMHist doit eˆtre de´ploye´ sur un smartphone pour chaque
groupe de personnes ;
— deux composants de type RoutePlanner doit eˆtre de´ploye´ sur un serveur sur le Cloud
ge´re´ par l’entreprise de station de ve´lo.
De plus, certains composants peuvent imposer certaines contraintes relatives a` leur fonc-
tionnement :
— un composant GUI a besoin d’un e´cran de taille minimale de 4 pouces ;
— un composant IM a besoin que le composant GUI soit installe´ et active´ localement et
de 80Mo de libre a` l’installation ;
— un composant Stat a besoin de disposer de 1 Mo de me´moire vive libre et d’un pro-
cesseur d’au moins 1Ghz.
La figure 5.1 illustre cet exemple.
5.3 Le DSL MuScADeL
Dans cette section, nous de´crivons le DSL MuScADeL en nous appuyant sur l’exemple
de de´ploiement du syste`me re´parti multi-e´chelle pre´sente´ pre´ce´demment. La grammaire,
de´finie utilisant la syntaxe EBNF, est disponible dans l’annexe B. Le code est pre´sente´ en
cinq extraits pre´sentant respectivement les composants (listing 5.1), les crite`res (listing 5.2),
les sondes (listing 5.3), les sondes multi-e´chelles (listing 5.4) et les exigences de de´ploiement
(listing 5.5). L’exemple complet du descripteur MuScADeL est disponible a` l’annexe A.
5.3.1 Composant
L’unite´ de de´ploiement est le composant. Le descripteur (ou code) MuScADeL liste les
types de composants du syste`me, utilisant le mot-cle´ Component (listing 5.1). Une descrip-
tion d’un type de composant comporte plusieurs champs. Le champ Version est utile pour
l’activite´ de mise a` jour. Le champ URL spe´cifie l’adresse a` laquelle le code du composant
est te´le´chargeable. Le champ DeploymentInterface spe´cifie l’interface de controˆle du com-
posant. Il est essentiel pour permettre l’interaction entre le composant et le syste`me de
1. SigFox propose un re´seau cellulaire pour la connexion de petits objets connecte´s [Sig].
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Figure 5.1 – Exemple d’un de´ploiement d’un syste`me multi-e´chelle
de´ploiement : ce dernier doit interagir avec le composant pour le configurer, l’activer, l’ad-
ministrer en cours d’exe´cution et le de´sactiver. Le champ Dependency liste les composants
requis : a` l’installation du composant, si un composant qu’il requiert n’est pas de´ploye´,
le syste`me de de´ploiement doit le de´ployer sur l’appareil. Des contraintes peuvent eˆtre
ajoute´es a` un composant. Le champ Constraint liste les conditions logicielles et mate´rielles
que le de´ploiement doit respecter, de´finies avec le mot-cle´ BCriterion, par exemple a` la
ligne 2 du listing 5.2. Par de´faut, les contraintes doivent eˆtre satisfaites a` la fois lors de
la ge´ne´ration du plan de de´ploiement et lors de l’exe´cution du syste`me (le syste`me de
de´ploiement doit ve´rifier dynamiquement qu’il n’y a pas de violation de contraintes). Des
contraintes qui doivent eˆtre satisfaites uniquement a` l’installation peuvent eˆtre de´finies uti-
lisant le mot-cle´ InitOnly, elles ne seront pas ve´rifie´es a` l’exe´cution du syste`me (ligne 16 du
listing 5.1).
1 Component Bike {
2 Version 1
3 URL "http :// income.fr/4ME/bike.jar"
4 }
6 Component BikeAvail {
7 Version 1
8 URL "http :// income.fr/4ME/bikeAvail/jar"
9 DeploymentInterface fr.enac.plop.DIimpl
10 }
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12 Component GUI {
13 Version 1
14 URL "http :// income.fr/4ME/gui.jar"
15 Constraint RAM80
16 InitOnly Constraint Screen
17 }
19 Component IM {
20 Version 1
21 URL "http :// income.fr/4ME/im.jar"
22 Dependency GUI
23 InitOnly Constraint RAM80
24 }
26 Component Stat {
27 Version 2
28 URL "http :// income.fr/4ME/stat.jar"
29 Constraint CPURAM
30 }
Listing 5.1 – Component – Spe´cification des composants dans MuScADeL
Par exemple, le type de composant GUI est en version 1, disponible a` l’adresse http:
//income.fr/4ME/gui.jar. A` son installation, l’e´cran de l’appareil doit eˆtre d’une taille
d’au moins 4 pouces et lors de l’installation et l’exe´cution du composant, l’appareil doit
disposer d’au moins 80Mo de me´moire vive disponible.
5.3.2 Crite`re
De manie`re ge´ne´rale, les crite`res sont des conditions a` respecter. Ils sont utilise´s pour
la spe´cification de contraintes propres a` un composant ou la spe´cification d’exigences de
de´ploiement. Le mot-cle´ BCriterion de´finit un crite`re (ici, il s’agit de crite`res de base par
opposition aux crite`res multi-e´chelles, introduits dans la section 5.3.5). Un crite`re est une
condition, une conjonction ou une disjonction de conditions portant sur des valeurs sonde´es,
comme CPURAM (listing 5.2, ligne 5). Il existe deux types de conditions, l’une concernant
l’existence ou l’activite´ d’une sonde, l’autre concernant la valeur donne´e d’une sonde.
Dans le premier cas, la condition est compose´e du nom de la sonde et des mots-cle´s
Exists ou Active, dont les me´thodes sont de´finies dans toutes les interfaces des sondes.
Par exemple, dans le listing 5.2, a` la ligne 2, la sonde utilise´e est SigFox, et la condition
utilise les me´thodes de´finies par de´faut Exists et Active.
Si la condition est une condition value´e, elle est compose´e du nom de la sonde, de la
me´thode a` appeler, d’un comparateur et de la valeur. Dans ce cas, la me´thode est spe´cifique
a` la sonde et est de´finie dans l’interface de la sonde. Par exemple, dans le listing 5.2, a` la
ligne 7, la sonde utilise´e est RAM, la me´thode utilise´e est free et la valeur compare´e est le
nombre 1, pour 1Mo. Un crite`re peut eˆtre utilise´ pour de´finir une contrainte portant sur un
composant (listing 5.1, ligne 15) ou une exigence de de´ploiement (listing 5.5, ligne 7). Le
crite`re LinuxOrAndroid (ligne 10) utilise l’ope´rateur | de disjonction entre deux conditions.
Ce crite`re de´fini que l’appareil doit avoir comme syste`me d’exploitation Linux ou Android.
La disjonction des conditions est prioritaire a` la conjonction des conditions.
1 BCriterion SigFoxActive {
2 SigFox Exists; SigFox Active;
3 }
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5 BCriterion CPURAM {
6 CPU.proc > 1; // at least 1Ghz of CPU
7 RAM.free > 1; // at least 1Mb free RAM
8 }
10 BCriterion LinuxOrAndroid {
11 OS.name = "Linux"
12 | OS.name = "Android";
13 }
Listing 5.2 – BCriterion – Spe´cification des crite`res dans MuScADeL
5.3.3 Sonde
Les sondes logicielles sont utilise´es dans la de´finition des conditions des crite`res. Elles
permettent de re´cupe´rer des informations pre´cises concernant l’appareil hoˆte. Les sondes
logicielles sont de´finies en utilisant mot-cle´ Probe. Elle comporte deux champs obligatoires.
Le premier champ est ProbeInterface, qui spe´cifie l’interface de la sonde. Le second est le
champ URL, qui indique l’adresse de te´le´chargement du code de la sonde.
1 Probe SigFox {
2 ProbeInterface fr.irit.sigfox.DIImpl
3 URL "http :// irit.fr/INCOME/SigFoxProbe.jar"
4 }
Listing 5.3 – Probe – Spe´cification des sondes dans MuScADeL
5.3.4 Sonde multi-e´chelle
La conception du syste`me re´parti multi-e´chelle est base´e sur une caracte´risation multi-
e´chelle du syste`me. Cette caracte´risation de´finit les points de vue, les dimensions et
les e´chelles de l’application. Les sondes multi-e´chelles permettent de re´cupe´rer des in-
formations multi-e´chelles sur l’appareil hoˆte. Les sondes multi-e´chelles sont de´finies
en utilisant le mot-cle´ MultiScaleProbe. Comme Probe, elle n’a que deux champs,
MultiScaleProbeInterface et URL, qui spe´cifient respectivement l’interface de la sonde
multi-e´chelle et l’adresse a` laquelle son code est te´le´chargeable.
Une sonde est de´finie par point de vue. Les sondes permettent d’identifier la dimen-
sion, l’e´chelle et l’instance d’e´chelle d’un appareil donne´. L’instance d’une e´chelle est la va-
leur spe´cifique a` l’appareil de l’e´chelle a` laquelle il appartient. Un mot-cle´ spe´cifique est
ne´cessaire aux sondes multi-e´chelles car elles ont un traitement ope´rationnel spe´cifique lors
de la re´cupe´ration de l’e´tat du domaine (cf. sections 8.2.1.1 et 8.2.5). Le code MuScADeL des
sondes multi-e´chelles peut eˆtre ge´ne´re´ par le framework MuSCa (cf. section 5.4.1).
1 MultiScaleProbe Device {
2 MultiScaleProbeInterface eu.telecom -sudparis.DeviceProbeImpl
3 URL "http ://it -sudparis.eu/INCOME/DeviceProbe.jar"
4 }
5 MultiScaleProbe Administration {
6 MultiScaleProbeInterface eu.telecom -sudparis.AdminProbeImpl
7 URL "http ://it -sudparis.eu/INCOME/AdminProbe.jar"
8 }
Listing 5.4 – MultiScaleProbe – Spe´cification des sondes multi-e´chelles dans MuScADeL
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5.3.5 De´ploiement multi-e´chelle
Une fois tous ces e´le´ments de´finis, les exigences de de´ploiement du syste`me multi-
e´chelle peuvent eˆtre spe´cifie´es. L’ope´rateur @ permet de spe´cifier une conjonction d’exi-
gences spe´cifiques a` un composant. L’ensemble des exigences peuvent prendre plusieurs
formes, tel que pre´sente´ dans le listing 5.5.
Le mot-cle´ AllHosts permet de circonscrire le domaine de de´ploiement : la ligne 2 per-
met de de´finir que le de´ploiement doit s’effectuer sur tous les appareils satisfaisant le crite`re
LinuxOrAndroid.
1 Deployment {
2 AllHosts LinuxOrAndroid;
4 Bike @ All , Administration.Level.Service("Toulouse.SharingBikes"),
5 Device.Type.Cloudlet;
6 BikeAvail @ 1/5 Bike , SigFoxActive;
7 Stat @ 10..30 , Device.Type.Cloudlet;
8 GUI @ All , Device.Types.Smartphone;
9 IM @ All , Device.Type.Smartphone ,
10 User.NumberOfUsers.Group;
11 IMHist @ Device.Type.Smartphone ,
12 Each User.NumberOfUsers.Group;
13 RoutePlanner @ 2, SameValue Administration.level.service(Bike),
14 Device.StorageCapacity.Giga;
15 }
Listing 5.5 – Deployment – Spe´cification des exigences de de´ploiement dans MuScADeL
Le concepteur doit ne´anmoins pouvoir identifier de de´signer des parties du domaine,
sans qu’il ne puisse de´signer explicitement la totalite´ des appareils. Ce sont les notions
d’e´chelle et d’instance d’e´chelle qui apportent une solution a` ce proble`me et permettent de
spe´cifier le de´ploiement d’un composant dans telle ville, sur un tel re´seau local, sur des ap-
pareils appartenant a` tel domaine administratif, etc. Le listing 5.5 montre un certain nombre
d’exigences de de´ploiement a` une certaine e´chelle :
— Le composant Bike doit eˆtre de´ploye´ sur tous les appareils qui font par-
tie de (i) l’e´chelle Cloudlet dans la dimension Type du point de vue
Device, et (ii) sont administre´s par le service "Toulouse.SharingBikes" — ins-
tance "Toulouse.SharingBikes" dans l’e´chelle Administration.Level.Service —
(lignes 4 et 5) ;
— Les composants BikeAvail doivent eˆtre de´ploye´s sur des appareils satisfaisant le
crite`re SigFoxActive, l’expression du ratio 1/5 permettant de spe´cifier qu’un compo-
sant BikeAvail doit eˆtre de´ploye´ pour chaque lot de cinq composants Bike de´ploye´s
(ligne 6) ;
— Entre dix et trente composants Stat doivent eˆtre de´ploye´s sur des appareils apparte-
nant a` l’e´chelle Device.Type.Cloudlet (ligne 7) ;
— Le composant GUI doit eˆtre de´ploye´ sur tous les appareils qui appartiennent a`
l’e´chelle Device.Type.Smartphone, c’est-a`-dire sur les smartphones du domaine de
de´ploiement, y compris ceux entrant dans le domaine de de´ploiement a` l’exe´cution
du syste`me, utilisant le mot-cle´ All (ligne 8) ;
— Le composant IMHist doit eˆtre de´ploye´ sur un smartphone dans chaque instance de
l’e´chelle User.NumberOfUsers.Group (mot-cle´ Each), c’est-a`-dire, un smartphone de
chaque groupe de personnes (lignes 11 et 12) ;
— Le composant RoutePlanner doit eˆtre de´ploye´ sur deux appareils (i) ayant une
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grande puissance de calcul (appartenant a` l’e´chelle Device.StorageCapacity.Gi-
ga), et (ii) e´tant administre´ par le meˆme service d’entreprise que le composant Bike,
en utilisant le mot-cle´ SameValue (lignes 13 et 14).
Le descripteur MuScADeL doit contenir au moins une de´finition d’un composant et l’ex-
pression d’un de´ploiement. Les autres sections sont optionnelles. Le code peut eˆtre de´coupe´
en plusieurs fichiers, le mot-cle´ Include permet d’inclure d’autres fichiers.
5.3.6 MuScADeL et la gestion de la dynamique
Certaines constructions du DSL sont adapte´es a` l’expression de proprie´te´s relatives a`
la dynamique et a` l’ouverture. Par de´faut, les contraintes doivent eˆtre satisfaites initia-
lement, de`s la ge´ne´ration du plan de de´ploiement, puis durant l’exe´cution de l’applica-
tion. Elles doivent donc eˆtre ve´rifie´es dynamiquement. Le mot-cle´ InitOnly permet de
spe´cifier qu’une (ou plusieurs) contraintes doivent eˆtre satisfaites initialement mais non
ne´cessairement a` l’exe´cution.
D’autre part, lorsque le de´ploiement est spe´cifie´, dans la section Deployment, le mot-
cle´ All permet d’exprimer qu’un composant doit eˆtre de´ploye´ sur un sous-domaine qui
satisfait dynamiquement la proprie´te´ exprime´e. Dans l’exemple, le composant GUI doit eˆtre
de´ploye´ sur tous les smartphones du domaine, incluant ceux qui entrent dans le domaine
alors que l’application s’exe´cute. Il en est de meˆme pour la proprie´te´ de ratio. Ainsi, le plan
de de´ploiement e´volue dynamiquement en fonction des entre´es et des sorties des appareils
composant le domaine de de´ploiement.
5.4 Caracte´risation multi-e´chelle et MuScADeL
L’expression du de´ploiement s’appuie sur les caracte´ristiques multi-e´chelles du syste`me
de´ploye´. En dehors de la conception du de´ploiement, une analyse du syste`me permet
d’identifier ces caracte´ristiques. Cette caracte´risation multi-e´chelle s’appuie sur un frame-
work, appele´ MuSCa (MultiScale Characterization framework), de´fini par S. Rottenberg dans
le cadre de sa the`se [Rottenberg, 2015] (voir e´galement [Rottenberg et al., 2014]).
5.4.1 Caracte´risation multi-e´chelle
Afin de formaliser le processus de caracte´risation multi-e´chelle, une approche base´e sur
l’inge´nierie dirige´e par les mode`les (IDM) a e´te´ suivie. La figure 5.2 montre les liens entre
les niveaux de mode´lisations de l’IDM et les niveaux MuSCa. Un me´tamode`le MuSCa (ni-
veau M2) a e´te´ de´fini en utilisant le me´ta-me´tamode`le Ecore [Budinsky et al., 2008] (niveau
M3). Les classes du me´tamode`le MuSCa repre´sentent les concepts multi-e´chelles. Avec Mu-
SCa, les mode`les de caracte´risation (niveau M1) peuvent eˆtre de´finis. Cette caracte´risation
peut eˆtre utilise´e pour un ou plusieurs syste`mes re´els (niveau M0). L’approche dirige´e par
les mode`les est aussi utilise´e afin de produire automatiquement des e´le´ments logiciels, par
exemple des sondes logicielles utilise´es pour la de´tection d’e´chelles.
Le me´tamode`le MuSCa est repre´sente´ dans la figure 5.3. Ce me´tamode`le est base´ sur
le vocabulaire utilise´ pour la caracte´risation multi-e´chelle, c’est-a`-dire point de vue, di-
mension, mesure, ensemble d’e´chelles et e´chelle. Une instance de MSCharacterization est
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M3
M2
M1
M0
Metametamodel
Ecore
Metamodel
MuScA
Model
A multiscale characterization
Real world
A multiscale distributed system
Figure 5.2 – MuSCa : niveaux de mode´lisation de l’inge´nierie dirige´e par les
mode`les [Rottenberg, 2015]
*
*
*
*
*
MSCharacterization
ViewPoint
name : EString
Measure
unity : EString
valueType : EJavaClass
Dimension
name : EString
ScaleSet
name : EString
Scale
name : EString
min : EString
max : EString
minHasRequiredType(EDiagnosticChain, EMap) : EBoolean
maxHasRequiredType(EDiagnosticChain, EMap) : EBoolean
*
Figure 5.3 – MuSCa : me´tamode`le de caracte´risation multi-e´chelle [Rottenberg, 2015]
le re´sultat d’un processus de caracte´risation. Une caracte´risation contient plusieurs View-
point. Chaque point de vue de´termine une vue restreinte du syste`me e´tudie´. Dans un point
de vue donne´, la vue du syste`me est e´tudie´e a` travers diffe´rentes Dimension, qui sont des
caracte´ristiques mesurables des e´le´ments de la vue. Par exemple, pour le point de vue De-
vice (appareil), les appareils du syste`me peuvent eˆtre analyse´s a` travers la dimension Sto-
rageCapacity (capacite´ de stockage, niveau M1). Une Dimension e´tant mesurable, elle peut
eˆtre associe´e a` diffe´rentes Measure (mesure). Par exemple, au niveau M1, la dimension Sto-
rageCapacity peut eˆtre mesure´ suivant la mesure Bytes (octets) ou KiloBytes (kilo-octets).
Pour l’association d’une dimension a` une mesure, le concepteur de´finit un ScaleSet (en-
semble d’e´chelles), qui est un ensemble ordonne´ d’e´chelles significatives du syste`me e´tudie´.
Pour des mesures nume´riques, une Scale est de´finie par ses limites minimale, min, et maxi-
male, max. Pour certains points de vue, le syste`me peut avoir diffe´rentes instances dans une
86 De´ploiement de syste`mes re´partis multi-e´chelles
5.4. Caracte´risation multi-e´chelle et MuScADeL
5
e´chelle. Par exemple, pour le point de vue Geography, dans la dimension Administration,
l’e´chelle Town (ville, niveau M1) peut avoir plusieurs instances (niveau M0), c’est-a`-dire les
diffe´rentes villes dans lesquelles des entite´s du syste`me sont pre´sentes.
5.4.2 MuSCa et MuScADeL
Nous avons conc¸u le DSL de manie`re a` re´pondre aux proble´matiques multi-e´chelles. Des
mots-cle´s spe´cifiques sont inte´gre´s au langage, comme MultiScaleProbe, pour l’expression
des sondes multi-e´chelles. MuScADeL permet aussi l’expression d’exigences relatives aux
e´chelles. E´tant donne´ qu’un code MuScADeL est lie´ a` un mode`le spe´cifique MuSCa, l’e´diteur
de MuScADeL ve´rifie que les dimensions et les e´chelles sont bien conformes a` celle de´finies
dans ce mode`le. De plus, les exigences relatives aux e´chelles sont ve´rifie´es a` l’exe´cution par
les sondes multi-e´chelles ge´ne´re´es par le framework MuSCa.
La figure 5.4 est un diagramme de classe UML qui montre les me´tamode`les Mu-
SCa et MuScADeL, et leur liens. Pour des raisons de lisibilite´, seulement une partie des
me´tamode`les est montre´e. Le me´tamode`le MuScADeL est limite´ a` la partie crite`re des exi-
gences de de´ploiement.
Dans le me´tamode`le MuScADeL, Criterion est spe´cialise´ en MSCriterion pour l’expression
de crite`res multi-e´chelles. Cet e´le´ment est spe´cialise´ en SameValue, Each et Simple pour l’ex-
pression des diffe´rentes exigences de de´ploiement relatives aux e´chelles exprime´es dans
la section 5.2. Contrairement aux crite`res basiques (BCriterion) il n’existe pas de mot-
cle´ pour de´finir les crite`res multi-e´chelles, MSCriterion dans le me´tamode`le. Ces crite`res
sont exprime´s tel quel dans l’expression des exigences de de´ploiement, tel que vu dans
le listing 5.5. Par exemple, Each exprime la notion d’un composant sur un appareil par
instance d’e´chelle. Un crite`re multi-e´chelle peut eˆtre exprime´ selon une e´chelle (niveau
M1) ou une instance d’e´chelle (niveau M0). Par exemple, il est possible d’exprimer qu’un
composant doit eˆtre de´ploye´ sur appareil appartenant a` un service d’entreprise (niveau
M1, Administration.Level.Service) ou a` un service d’entreprise particulier (niveau M0,
Amdinistration.Level.Service("Toulouse.SharingBikes")).
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Figure 5.4 – Partie du me´tamode`le MuScADeL lie´ au me´tamode`le MuSCa
5.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ MuScADeL, une proposition de langage de´die´ au
de´ploiement de syste`mes re´partis multi-e´chelles. L’utilisation d’un DSL permet de fournir
un moyen d’expression du de´ploiement avec haut niveau d’abstraction. MuScADeL permet
au concepteur non expert en de´ploiement (mais expert dans le domaine de l’application a`
de´ployer) de spe´cifier les composants de l’application et leurs relations, ainsi que les pro-
prie´te´s de de´ploiement. Ces proprie´te´s sont des contraintes d’exe´cution propres aux com-
posants et des exigences de de´ploiement (qui sont les choix du concepteur). Certaines ex-
pressions du langage sont spe´cifiques a` la dynamique du domaine de de´ploiement. Ainsi, le
concepteur peut directement donner des directives pour la prise en compte du de´ploiement
continu de l’application a` de´ployer. De plus, MuScADeL permet la spe´cification d’exigences
en fonction des caracte´ristiques multi-e´chelles du syste`me a` de´ployer, ainsi que la de´finition
de sondes et de crite`res multi-e´chelles. De par le couplage entre MuSCa et MuScADeL, ces
exigences sont ve´rifie´es et valide´es par l’e´diteur, et afin de simplifier la taˆche au concepteur,
le code MuScADeL relatif aux sondes multi-e´chelles est ge´ne´re´ par MuSCa.
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Contribution
Le langage de´die´ MuScADeL permet spe´cifier le de´ploiement de syste`mes
repartis multi-e´chelles. Le concepteur du de´ploiement peut exprimer
les contraintes d’exe´cution des composants ainsi que ses exigences en
matie`re de distribution, de nombre et de dynamique du domaine. Le
concepteur peut aussi exprimer les e´le´ments qui vont permettre l’acqui-
sition de l’e´tat du domaine. Pour pouvoir spe´cifier le de´ploiement sans
connaissance exacte du domaine et de´signer des parties du domaine, on
s’appuie sur les e´chelles identifie´es dans le syste`me. MuScADeL est lie´ au
me´tamode`le MuSCa, ce qui permet une expression valide des proprie´te´s
relatives aux e´chelles.
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6 De´ploiement automatique :architecture et formalisation
Proble´matique
Le domaine de de´ploiement e´tant de grande taille, dynamique et in-
comple`tement connu a` la conception, le de´ploiement initial doit eˆtre au-
tomatise´ : le syste`me de de´ploiement doit acque´rir l’e´tat du domaine et
ge´ne´rer un plan de de´ploiement conforme aux spe´cifications exprime´es,
puis le re´aliser. Pour cela, les spe´cifications doivent eˆtre traite´es automa-
tiquement et une architecture ade´quate du syste`me de de´ploiement doit
eˆtre conc¸ue.
6.1 Introduction
Dans notre processus, nous proposons que la re´cupe´ration de l’e´tat du domaine, ainsi
que la ge´ne´ration du plan de de´ploiement puis sa re´alisation soient supporte´es de manie`re
automatique, c’est-a`-dire avec une intervention humaine minimale. Dans ce chapitre, nous
pre´sentons les e´le´ments de notre solution pour l’automatisation du de´ploiement. Ces
e´le´ments supportent la mise en œuvre d’une partie du processus de de´ploiement pre´sente´
dans le chapitre 4, plus pre´cise´ment dans les sections 4.3.1 a` 4.3.3.
Ce chapitre pre´sente de manie`re abstraite l’architecture. La pre´sentation concre`te de l’ar-
chitecture, avec les choix technologiques et leurs impacts sont pre´sente´s dans le chapitre 8.
Nous commenc¸ons par de´crire l’architecture du bootstrap et du syste`me de de´ploiement
au moment de la production du plan (cf. section 6.2). Puis, nous pre´sentons la formalisation
des proprie´te´s de de´ploiement sous la forme de contraintes, en vue de les faire traiter par
un solveur de contraintes (cf. section 6.3), puis nous illustrons la ge´ne´ration du plan de
de´ploiement en nous basant sur l’exemple donne´ dans la section 5.2. Enfin, nous pre´sentons
l’architecture du syste`me de de´ploiement au moment de l’installation et de l’activation de
l’application de´ploye´e (cf. section 6.4).
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6.2 Architecture initiale du syste`me de de´ploiement
6.2.1 Bootstrap
Le bootstrap est un programme d’amorce installe´ sur chaque appareil, sur lequel s’ap-
puie le syste`me de de´ploiement.
Pour la conception du bootstrap, nous avons choisi une architecture composant-
conteneur. Il est donc un conteneur de composants initialement compose´ de trois compo-
sants : Main, DomainManagement, et BasicProbes. Le composant Main est le point d’entre´e
du bootstrap. Le composant DomainManagement permet la liaison avec le gestionnaire de
domaine de de´ploiement. Le composant BasicProbes contient un ensemble de sondes ba-
siques (cf. section 6.2.2.1) pre´sentes syste´matiquement sur chaque appareil. Le contenu du
bootstrap (l’ensemble des composants) e´volue au fur et a` mesure de l’avancement du pro-
cessus de de´ploiement, par exemple pour s’enrichir de nouvelles sondes spe´cifiques a` un
appareil ou` a` la supervision de contraintes multi-e´chelles.
Figure 6.1 – Architecture du bootstrap
6.2.2 Production du plan de de´ploiement
6.2.2.1 Sondes
Les sondes permettent de re´cupe´rer des informations propres a` chaque appareil. Elles
sont ne´cessaires a` plusieurs stades : lors du de´ploiement initial et de la production du plan,
et a` l’exe´cution pour les activite´s de de´ploiement dynamique. Il existe diffe´rents types de
sondes :
— les sondes  basiques  (ou ge´ne´riques) pre´sentes dans le bootstrap,
— les sondes  spe´cifiques , de´finies par le concepteur dans le descripteur MuScADeL,
ne´cessaires pour constituer un e´tat du domaine spe´cifique au de´ploiement en cours
de re´alisation.
Les sondes basiques et les sondes spe´cifiques sont organise´es en deux composants dis-
tincts (cf. figure 6.2). Le composant des sondes spe´cifiques est transfe´re´ sur les appareils du
domaine puis installe´ et active´. C’est ce composant qui est de´signe´  composant des sondes
spe´cifiques (version 1)  (la justification a` propos de ces versions est donne´e en section 6.4.2).
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Figure 6.2 – De´tail des composants de sondes
6.2.2.2 Construction de l’e´tat du domaine
La figure 6.3 pre´sente la phase de production du plan de de´ploiement d’un point de vue
se´quentiel. Les e´tapes sont les suivantes :
¬ Les appareils faisant partie du domaine de de´ploiement s’enregistrent aupre`s du ges-
tionnaire du domaine.
­ Le moniteur du de´ploiement re´cupe`re la liste des appareils enregistre´s.
® Le moniteur de de´ploiement envoie a` ces appareils un composant contenant l’en-
semble des sondes spe´cifiques (version 1).
¯ L’appareil installe et active le composant des sondes spe´cifique (version 1), et lance
le sondage local.
° Les appareils renvoient les valeurs au moniteur de de´ploiement (cf. section 6.3.3).
L’ensemble des donne´es obtenues, qui constitue l’e´tat du domaine, est traite´ (trans-
formation, agre´gation) par le moniteur du de´ploiement puis donne´ en entre´e de l’ac-
tivite´ de ge´ne´ration du plan de de´ploiement (cf. figure 4.6).
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Figure 6.3 – E´tapes de la re´cupe´ration de l’e´tat du domaine
6.3 Formalisation des contraintes et ge´ne´ration du plan
L’e´tape qui suit la re´cupe´ration de l’e´tat du domaine est celle de ge´ne´ration du plan de
de´ploiement. Comme les spe´cifications exprime´es dans le descripteur MuScADeL consti-
tuent un ensemble de contraintes que le plan de de´ploiement doit respecter e´tant donne´
l’e´tat du domaine, il est naturel d’utiliser un solveur de contraintes pour produire le plan de
de´ploiement (le choix du solveur est discute´ en section 8.2.6.1). Nous montrons ici comment
les proprie´te´s peuvent eˆtre traduites en contraintes.
6.3.1 Donne´es et structures de donne´es
6.3.1.1 Donne´es en entre´e
L’analyse du descripteur MuScADeL a permis d’identifier un certain nombre de pro-
prie´te´s que le syste`me doit posse´der. Elle a produit une matrice Comp de type Composant ∗
Proprie´te´ telle que
— Comp(i, j) = 1 si le de´ploiement du composant Composanti est contraint par la pro-
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prie´te´ Proprie´te´j,
— Comp(i, j) = 0 sinon.
Les composants dont nous avons spe´cifie´ qu’ils sont requis par des composants a`
de´ployer sont pris en compte ici et inte´gre´s a` la matrice Comp. Ici, nous ne conside´rons
que des proprie´te´s simples, c’est-a`-dire ne concernant qu’un seul composant. D’autres pro-
prie´te´s, qui ne sont pas prises en compte dans la matrice Comp, restent a` conside´rer.
D’autre part, inde´pendamment de l’analyse du descripteur MuScADeL, l’analyse de
l’e´tat du domaine a produit une matrice Dom de type Appareil ∗ Proprie´te´ telle que
— Dom(i, j) = 1 si l’appareil Appareili satisfait la proprie´te´ Proprie´te´j,
— Dom(i, j) = 0 sinon.
Les sondes, y compris les sondes multi-e´chelles, sont utilise´es pour construire la matrice
Dom. De manie`re ge´ne´rale, les mesures prises par les sondes sur les appareils font aussi
partie de l’e´tat du domaine. Elles sont fournies sous la forme d’une table associant appareil
et mesure.
6.3.1.2 Donne´es en sortie
Le plan de de´ploiement produit par le solveur se pre´sente sous la forme d’une matrice
d’obligation Oblig de type Composant ∗ Appareil, qui de´finit le placement des composants,
telle que
— Oblig(i, j) = 1 si le composant Composanti doit eˆtre de´ploye´ sur l’appareil Appareilj,
— Oblig(i, j) = 0 sinon.
6.3.2 Les proprie´te´s de de´ploiement
6.3.2.1 Contraintes et exigences
Une matrice des possibilite´s SatVar, de type Composant ∗ Appareil, est construite.
Chaque coefficient de SatVar est une variable qui peut prendre sa valeur dans {0, 1}.
A` partir des matrices Comp et Dom, des contraintes sont ajoute´s sur certains coefficients.
Ces contraintes sont l’affectation a` 0 du coefficient, correspondant a` une impossibilite´ pour
un appareil d’he´berger le composant. Cela se traduit par la contrainte suivante 1 (nb app
et nb comp correspondent respectivement au nombre d’appareils et au nombre de compo-
sants implique´s dans le de´ploiement) :
∀i ∈ {1, .., nb comp}, ∀j ∈ {1, .., nb app}
Comp(i) · Dom(j) =~0 =⇒ SatVar(i, j) = 0 (6.1)
Ici, Comp(i) et Dom(j) repre´sentent respectivement les lignes i et j des matrices Comp et
Dom, l’ope´rateur · construit une ligne compose´e des produits deux a` deux des e´le´ments de
deux lignes donne´es, et~0 repre´sente le vecteur nul.
1. Par convention, les indices de lignes et de colonnes des matrices et des tableaux commencent a` 1.
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6.3.2.2 Nombre d’instance d’un composant
Cardinalite´ Pour chaque composant (une ligne de la matrice SatVar), le nombre d’ins-
tances est de´fini par la valeur de la somme des e´le´ments de la ligne. Nous construisons ainsi
une contrainte pour chaque composant en fonction du nombre d’instances.
Ainsi, si le composant Ck doit eˆtre de´ploye´ sur nk appareils, cela se traduirait par la
contrainte :
nb app
∑
j=1
SatVar(k, j) = nk (6.2)
Si le composant Ck doit eˆtre de´ploye´ sur nk a` mk appareils, cela se traduirait par la
contrainte :
nk ≤
nb app
∑
j=1
SatVar(k, j) ≤ mk (6.3)
All La cardinalite´ All spe´cifie qu’un composant doit eˆtre de´ploye´ sur tous les appareils
qui peuvent l’he´berger. Il faut maximiser le nombre d’appareils qui peuvent he´berger le
composant. L’expression Ck @ All se traduirait par la formule suivante :
max
j∈{1,..,nb app}
SatVar(k,j)
(
nb app
∑
i=1
SatVar(k, i)
)
(6.4)
Ratio Un ratio entre les nombres d’instances de diffe´rents composants peut se traduire en
s’appuyant sur les meˆmes principes, mais en associant plusieurs lignes de SatVar. L’expres-
sion Ck @ n/m Cl se traduirait par la contrainte :
nb comp
∑
i=1
SatVar(k, i) = n×

nb comp
∑
i=1
SatVar(l, i)
m
 (6.5)
ou` b·c de´signe la partie entie`re.
De´pendance Lors de la description d’un composant, le concepteur du de´ploiement peut
pre´ciser si ce composant est de´pendant d’un autre. Dans ce cas, il faut que les deux compo-
sants soient sur le meˆme appareil. Soit Ck de´pendant de Cl , cela se traduirait par la formule
suivante :
∀i ∈ {1, .., nb comp}SatVar(k, i) = 1 =⇒ SatVar(l, i) = 1 (6.6)
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6.3.2.3 Proprie´te´s multi-e´chelles
Composants de´pendants Les proprie´te´s a` caracte`re multi-e´chelle exprime´es au moyen
des mots-cle´s SameValue et DifferentValue portent sur plusieurs composants a` la fois.
Ces proprie´te´s expriment des conditions ne´cessaires pour de´ploiement des composants,
qui sont controˆle´es a` partir des valeurs fournies par la sonde multi-e´chelle concerne´e. Par
exemple, l’expression Ck @ SameValue Some.MS.Scale(Cl) exprime que les composant Ck
et Cl doivent eˆtre dans la meˆme instance d’e´chelle de Some.MS.Scale. Soit MSProbe la table
qui associe a` chaque appareil la mesure de la sonde multi-e´chelle, nous exprimons que Ck et
Cl sont de´ploye´s respectivement sur Di et Dj seulement si Di et Dj ont la meˆme valeur dans
MSProbe, c’est-a`-dire :
∀i, j ∈ {1, .., nb app}
(SatVar(k, i) ∧ SatVar(l, j)) =⇒ (MSProbe(i) = MSProbe(j)) (6.7)
Placement par instance d’e´chelle Enfin, la pre´sence d’un composant a` une certaine e´chelle
(exprime´e au moyen du mot-cle´ Each) est de´finie par une contrainte du meˆme type que les
pre´ce´dentes, dans laquelle l’ensemble des appareils possibles est limite´ (et identifie´ a` partir
des valeurs mesure´es par la sonde multi-e´chelle concerne´e). Par exemple, l’expression Ck @
Each Some.MS.Scale exprime qu’un composant Ck doit eˆtre de´ploye´ dans chaque instance
d’e´chelle Some.MS.Scale. Pour cela, deux tableaux sont ne´cessaires : MSProbe, associant a`
chaque appareil la mesure de la sonde multi-e´chelle, et MSProbeId, listant les identifiants
uniques de chaque instance d’e´chelle. L’expression pre´ce´dente se traduirait par la contrainte
(nb inst e´tant le nombre d’instance d’e´chelle) :
∀i ∈ {1, .., nb inst}
 ∑
j∈{1,..,nb app}
MSProbeId(i)=MSProbe(j)
SatVar(k, j)
 = 1 (6.8)
6.3.3 Exemple
La table 6.1a est un exemple de la matrice Comp construite a` partir de l’exemple pre´sente´
dans la section 5.2. La table 6.1b est un exemple de la matrice Dom extraite de la re´cupe´ration
d’un e´tat du domaine. Nous conside´rons pour cet exemple un domaine contenant quinze
appareils. Dans ces matrices, les proprie´te´s sont :
— P1 : LinuxOrAndroid,
— P2 : RAM80,
— P3 : Screen,
— P4 : CPURAM,
— P5 : Administration.Level.Service("Toulouse.SharingBikes"),
— P6 : Device.Type.Cloudlet,
— P7 : SigFoxActive,
— P8 : Device.Type.Smartphone,
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— P9 : User.NumberOfUsers.Group,
— P10 : Device.StorageCapacity.Giga.
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Bike 1 0 0 0 1 1 0 0 0 0
BikeAvail 1 0 0 0 0 0 1 0 0 0
Stat 1 0 0 1 0 1 0 0 0 0
GUI 1 1 1 0 0 0 0 1 0 0
IM 1 1 0 0 0 0 0 1 1 0
IMHist 1 0 0 0 0 0 0 1 0 0
RP 1 0 0 0 0 0 0 0 0 1
(a) Matrice des composants Comp.
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
A1 0 1 0 1 0 1 1 0 0 0
A2 1 1 1 1 0 0 0 1 1 0
A3 1 1 1 1 0 0 0 1 1 0
A4 1 1 1 1 1 1 1 0 0 0
A5 1 1 1 1 0 0 0 1 1 0
A6 1 1 1 1 0 0 0 1 1 0
A7 1 1 1 1 0 0 0 1 1 0
A8 1 1 1 0 0 0 0 1 0 0
A9 1 1 0 1 1 0 0 0 0 1
A10 1 1 0 1 1 0 0 0 0 1
A11 1 1 0 1 1 1 1 0 0 0
A12 1 1 0 1 1 1 1 0 0 0
A13 1 1 1 1 1 1 1 0 0 0
A14 1 1 0 1 1 1 1 0 0 0
A15 1 1 0 1 1 1 1 0 0 0
(b) Matrice des appareils Dom.
Tableau 6.1 – Donne´es des composants et des appareils.
Il faut noter que les sondes, y compris les sondes multi-e´chelles (en l’occurrence, pour
notre exemple, les sondes Administration et Device), sont utilise´es pour construire la ma-
trice Dom. De manie`re ge´ne´rale, les mesures prises par les sondes sur les appareils font aussi
partie de l’e´tat du domaine. Elles sont fournies sous la forme d’une table associant appareil
et mesure. Ainsi, pour notre exemple, la re´solution ne´cessite des informations sur le ser-
vice d’administration des appareils, leur type, leur capacite´ de calcul et l’appartenance a` un
groupe de personnes. C’est la sonde multi-e´chelle Administration qui de´termine le service
qui administre l’appareil, la sonde Device le type et la capacite´ de calcul de l’appareil et la
sonde Users l’appartenance a` un groupe. Les sondes Users et Administration produisent
respectivement les tables 6.2a et 6.2b (ce sont des exemples). Dans ces tables, n/a signifie
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que l’appareil n’appartient pas a` l’e´chelle demande´e ; il n’a donc pas de valeur d’instance
d’e´chelle. Dans la table 6.2b, les abre´viations Tlse.SB et Tlse.Metro font re´fe´rence respective-
ment aux services Toulouse.SharingBikes et Toulouse.Metro.
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15
Group n/a GrA GrA n/a GrB GrB GrA GrC n/a n/a n/a n/a n/a n/a n/a
(a) Donne´es sonde´es de User.
A1 A2 A3 A4 A5 A6 A7 A8
Service Tlse.Metro n/a n/a Tlse.SB n/a n/a n/a Tlse.SB
A9 A10 A11 A12 A13 A14 A15
Service Tlse.SB Tlse.SB Tlse.SB Tlse.SB Tlse.SB Tlse.SB Tlse.SB
(b) Donne´es sonde´es de Administration.
Tableau 6.2 – Donne´es des sondes multi-e´chelles.
Pour plus de clarte´, nous avons modifie´ l’exemple en re´duisant deux exigences du lis-
ting 5.5 :
— l’exigence d’intervalle (ligne 7) a` 2..5 appareils au lieu de 10..30 ;
— l’exigence de ratio (ligne 6) a` 1/3 au lieu de 1/5.
La table 6.3 repre´sente une matrice d’obligation possible c’est-a`-dire un plan de
de´ploiement, pour notre exemple de proble`me initialement de´fini dans le listing 5.5 (et
dont le code complet se trouve dans l’annexe A) et les tableaux d’identification d’ins-
tances d’e´chelles constitue´s des mesures prises par les sondes User.NumberOfUsers.Group
(table 6.2a) et Administration.Level.Service (table 6.2b).
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15
Bike 0 0 0 1 0 0 0 0 0 0 1 1 1 1 1
BikeAvail 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
Stat 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
GUI 0 1 1 0 1 1 1 1 0 0 0 0 0 0 0
IM 0 1 1 0 1 1 1 0 0 0 0 0 0 0 0
IMHist 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0
RP 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0
Tableau 6.3 – Matrice d’obligation Oblig.
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6.4 Architecture en phase d’installation et d’activation
6.4.1 Installation
Une fois le plan de de´ploiement ge´ne´re´, le moniteur de de´ploiement lance sa re´alisation.
S’il y a eu une modification de l’e´tat du domaine, une boucle autonomique doit prendre
le relais pour adapter le plan de sorte qu’il satisfasse les proprie´te´s initiales a` pre´server.
Lors de cette phase, le syste`me de de´ploiement utilise les sondes du composant des sondes
spe´cifiques (version 1), ainsi que le composant Probes Supervision (V1) pour analyser les
donne´es obtenues et de´tecter l’insatisfaction de proprie´te´s.
La figure 6.4 repre´sente l’architecture du support local de de´ploiement a` ce stade. Des
agents supportent diffe´rentes activite´s (installation et activation du composant, supervision,
etc.). Un composant Agent Platform est donc ne´cessaire pour supporter l’exe´cution de ces
agents.
Figure 6.4 – Architecture du support local de de´ploiement avant l’installation
6.4.2 Activation
Une fois installe´s sur les diffe´rents appareils, les composants du syste`me re´parti multi-
e´chelle sont active´s (cf. figure 6.5).
A` partir de la`, les sondes de´finies dans le composant des sondes spe´cifiques (ver-
sion 1) ne sont plus toutes ne´cessaires : seules celles concernant les proprie´te´s a` pre´server a`
l’exe´cution sont a` conserver. Ce composant est donc remplace´ par un autre (version 2). De
la meˆme manie`re, une seconde version du composant de supervision remplace le premier.
La figure 6.6 repre´sente la nouvelle architecture du support local de de´ploiement.
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Figure 6.5 – E´tapes de l’installation et l’activation
Figure 6.6 – Architecture du support local de de´ploiement apre`s l’installation
6.4.3 Exe´cution
Une fois les composants du syste`me de´ploye´ installe´s et active´s, l’activite´ principale du
syste`me de de´ploiement est la supervision. Un nouveau composant est e´galement installe´
(cf. figure 6.7), appele´ Deployed Software Communication : il offre au syste`me de´ploye´
un moyen d’interagir avec le support local de de´ploiement (demande de reconfiguration,
e´change d’informations, etc.).
Figure 6.7 – Architecture du support local de´ploiement a` l’exe´cution
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6.5 Conclusion
Dans ce chapitre, nous avons propose´ une architecture re´partie qui supporte le
de´ploiement initial de manie`re automatique, de la constitution du domaine et de l’acqui-
sition de son e´tat jusqu’a` la re´alisation du plan de de´ploiement. Cette phase est controˆle´e
par un e´le´ment centralise´, le moniteur de de´ploiement, qui s’appuie sur un gestionnaire du
domaine et sur un support local de de´ploiement sur chaque appareil. Ce support local est
un conteneur de composants, initialement minimal, qui s’enrichit dynamiquement de com-
posants pour la re´alisation du de´ploiement. En outre, il inte`gre une plateforme d’exe´cution
pour des agents autonomes ; il est ainsi susceptible de supporter les adaptations autono-
miques du plan de de´ploiement lors de l’exe´cution de l’application de´ploye´e. Par ailleurs,
dans ce chapitre, nous avons montre´ comment les proprie´te´s exprime´es au moyen du lan-
gage MuScADeL peuvent eˆtre transforme´es afin de pouvoir eˆtre traite´es par un solveur de
contraintes. C’est ce solveur qui produit un plan de de´ploiement initial adapte´ a` l’e´tat du
domaine et conforme aux spe´cifications exprime´es.
Contribution
Afin de supporter le de´ploiement initial, une architecture re´partie est pro-
pose´e. Elle est compose´e d’un gestionnaire de domaine qui enregistre
les entre´es et les sorties des appareils, d’un moniteur de de´ploiement et
d’un support local de de´ploiement sur chaque appareil. Le moniteur de
de´ploiement utilise un solveur de contraintes pour produire le plan de
de´ploiement. Pour cela, les proprie´te´s spe´cifie´es doivent eˆtre transforme´es
en contraintes avant d’eˆtre traite´es par le solveur. C’est aussi le moniteur
de de´ploiement qui lance la re´alisation du plan. Initialement, le support
local de de´ploiement est un bootstrap minimal. Il s’enrichit de nouveaux
composants au fur et a` mesure de l’avance´e du processus, et he´berge a` la
fois les composants du syste`me de de´ploiement et ceux de l’application
de´ploye´e.
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Proble´matique
Le de´ploiement initial effectue´, le syste`me de de´ploiement doit main-
tenir en condition ope´rationnelle le syste`me de´ploye´. Le domaine de
de´ploiement e´tant dynamique, des perturbations vont intervenir lors de
l’exe´cution du syste`me de´ploye´. Le syste`me de de´ploiement doit pouvoir
identifier ces situations, les analyser et exe´cuter la solution si elle existe.
De plus, la taille du domaine de de´ploiement ne permet pas une gestion
centralise´e de cette dynamique. Le syste`me de de´ploiement doit pouvoir
prendre en compte ces situations de manie`re de´centralise´e.
7.1 Introduction
7.1.1 Dynamique du domaine de de´ploiement
Le de´ploiement d’un syste`me re´parti multi-e´chelle s’effectue en deux e´tapes : le
de´ploiement initial (cf. figure 4.9), que nous avons expose´ dans les chapitres pre´ce´dents, et
le maintien en condition ope´rationnelle a` l’exe´cution du syste`me. Ceci s’effectue en faisant
e´voluer le plan de de´ploiement en fonction de la dynamique du domaine de de´ploiement.
De par la nature du domaine, le syste`me de´ploye´ va subir des perturbations. Nous
de´notons trois types de perturbations :
D’une part, l’apparition de nouveaux appareils. Ce cas de figure aura e´te´ pris en compte
de`s la spe´cification du de´ploiement par le concepteur qui aura de´fini des proprie´te´s dy-
namiques sur certains composants. Le syste`me de de´ploiement doit pouvoir inte´grer ces
nouveaux appareils dans le plan de de´ploiement.
Puis, la variation de l’e´tat du domaine menant a` une inconsistance (c’est-a`-dire pro-
prie´te´s de de´ploiement insatisfaites). Ce sont les changements de l’e´tat d’un appareil qui
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viole une prorie´te´ du composant he´berge´ ou une exigence de ce composant : la me´moire
vive n’est plus suffisante, le re´seau exige´ n’est plus actif, etc. Le syste`me de de´ploiement
doit eˆtre a` meˆme de faire e´voluer le plan de de´ploiement en trouvant une solution, si elle
existe, a` ces violations de proprie´te´s.
Enfin, la disparition d’un appareil he´bergeant un composant n’ayant pas de proprie´te´
dynamique spe´cifie´e : un composant qui doit eˆtre de´ploye´ sur dix appareils exactement, etc.
Le syste`me de de´ploiement doit de´ployer a` nouveau ce composant sur un appareil qui peut
l’he´berger.
Afin de re´pondre a` cette dynamique, une adaptation doit pouvoir eˆtre effectue´e au plus
pre`s des appareils cible´s.
7.1.2 De´ploiement autonomique
La taille du domaine de de´ploiement influe sur la manie`re dont est conc¸u le syste`me de
de´ploiement. Si le syste`me de de´ploiement e´tait centralise´, cela aurait pour conse´quences
une latence dans les temps de re´ponse, une utilisation massive de la bande passante, et des
risques de surcharge du moniteur de de´ploiement. L’he´te´roge´ne´ite´ des appareils implique´s
dans le de´ploiement induit le besoin d’une re´ponse adapte´e aux appareils dans le domaine
de de´ploiement et aux composants de´ploye´s en cas de perturbations. De ce fait, afin d’eˆtre
capable de re´pondre efficacement aux perturbations, le syste`me de de´ploiement doit eˆtre
de´centralise´.
Le syste`me de de´ploiement doit donc avoir deux caracte´ristiques principales pour la
gestion du de´ploiement a` l’exe´cution de l’application. D’un coˆte´, il faut qu’il soit de´centralise´
afin de pouvoir re´actif, en ayant une re´ponse rapide et locale a` la dynamique du domaine
de de´ploiement. D’un autre coˆte´, il doit eˆtre autonome afin de pouvoir trouver une solution
adapte´e aux perturbations rencontre´es au cours de l’exe´cution du syste`me de´ploye´.
En 2001, IBM a souleve´ dans un manifeste [Horn, 2001] le proble`me que poserait la com-
plexite´ des syste`mes informatiques a` venir. Les syste`mes devenant de plus en plus com-
plexes, grands en taille et distribue´s, la gestion et l’administration par l’humain de tels
syste`mes s’ave`re une taˆche colossale. La re´ponse a` ce proble`me a e´te´ l’  informatique auto-
nomique  (autonomic computing).
L’informatique autonomique de´signe un ensemble de solution pour qu’un syste`me in-
formatique se ge`re lui-meˆme a` partir de spe´cifications et d’objectifs de haut-niveau donne´s
par un administrateur [Kephart and Chess, 2003]. L’autonomie de ces syste`mes se base
sur quatre principes : l’auto-configuration, l’auto-optimisation, l’auto-re´paration et l’auto-
protection. Afin de pouvoir re´aliser ces taˆches d’auto-gestion, le syste`me autonomique a
besoin d’avoir des informations sur l’e´tat du syste`me, analyser ces donne´es, prendre une
de´cision, et l’appliquer. Ce processus est de´fini pas la boucle autonomique introduite par
Kephart et Chess dans [Kephart and Chess, 2003]. La figure 7.1 pre´sente cette boucle de l’in-
formatique autonomique. Dans un premier temps, le syste`me perc¸oit un changement dans
l’environnement (Monitor), et analyse ce changement en prenant en compte les informations
disponibles (Analyze, Knowledge). Puis, l’action a` appliquer sera planifie´e (Plan) pour une
exe´cution imme´diate ou diffe´re´e de la solution (Execute).
L’informatique autonomique est indique´e comme solution a` notre proble`me de main-
tien en condition ope´rationnelle de l’application pour re´pondre aux besoins d’adaptation
de´centralise´e. La figure 7.2 illustre les me´canismes autonomiques de´centralise´s requis pour
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Figure 7.1 – Boucle autonomique : perception, analyse, planification et
exe´cution [Kephart and Chess, 2003]
le syste`me de de´ploiement.
Figure 7.2 – Me´canismes autonomiques de´centralise´s
Dans cette the`se, nous nous sommes concentre´s sur les aspects processus, spe´cification
du de´ploiement avec le langage de´die´ et de´ploiement initial. Dans ce chapitre, nous
commenc¸ons par analyser les situations d’adaptation qui peuvent intervenir a` l’exe´cution
du syste`me de´ploye´ (section 7.2). Puis, nous apportons quelques e´le´ments de solutions a`
ces situations d’adaptation, dans le cadre d’une architecture du syste`me de de´ploiement
(section 7.3).
7.2 Les situations d’adaptation
Dans cette section, nous pre´sentons les situations d’adaptation de de´ploiement auto-
nomique. Dans un premier temps, nous proposons une cate´gorisation des situations. Puis
suivant les phases de la boucle autonomique, nous de´crivons la perception de ces situations,
leur analyse et leur planification.
7.2.1 Inventaire
Nous choisissons de classer les situations d’adaptation en cinq cate´gories : celles cor-
respondant a` la dynamique du domaine, la dynamique de l’e´tat du domaine, la dyna-
mique de l’application, les pannes logicielles de l’application, et les pannes du syste`me de
de´ploiement.
De´ploiement de syste`mes re´partis multi-e´chelles 105
7De´ploiement autonomique : architecture et situations d’adaptation
Les situations d’adaptation correspondant a` la dynamique du domaine sont celles qui
prennent en compte l’apparition et la disparition d’appareils. Ces situations peuvent eˆtre de
deux sortes : celles traitant des proprie´te´s dynamiques sur les composants et les autres. Lors
de la spe´cification du de´ploiement, le concepteur prend en compte la dynamique du do-
maine en de´finissant des proprie´te´s dynamique sur certains composants (cf. section 5.3.6).
Par exemple, en utilisant le mot-cle´ All, le concepteur prend en compte le fait que des ap-
pareils entrent dans le domaine de de´ploiement, et il de´finit comme proprie´te´ : pour chaque
appareil entrant, si toutes les proprie´te´s du composant concerne´ sont satisfaites, ce compo-
sant doit y eˆtre de´ploye´. Le syste`me de de´ploiement doit alors prendre en compte l’appari-
tion des nouveaux appareils et y de´ployer les composants concerne´s. Si une proprie´te´ dyna-
mique n’est pas de´finie, la disparition d’un appareil conduit a` une violation des proprie´te´s
de de´ploiement. Le syste`me de de´ploiement doit alors arriver a` une solution satisfaisant la
spe´cification du concepteur.
La dynamique de l’e´tat du domaine conduit a des situations de violation des pro-
prie´te´s de de´ploiement. Le plan de de´ploiement est ainsi dans un e´tat non conforme aux
spe´cifications. Le syste`me de de´ploiement doit aboutir a` une solution adapte´e en fonction du
plan de de´ploiement actuel, des proprie´te´s a` pre´server et de l’e´tat du domaine, si elle existe.
Les situations dans cette cate´gorie sont celle provenant d’une e´volution des caracte´ristiques
de l’appareil menant a` une violation des proprie´te´s de de´ploiement.
La dynamique de l’application conduit aussi a` des situations d’adaptation. A`
l’exe´cution du syste`me de´ploye´, l’ope´rateur humain de de´ploiement peut ajouter ou reti-
rer des composants. Le syste`me de de´ploiement doit ainsi prendre en compte ces nouveaux
composants avec leurs proprie´te´s propres et les inte´grer au syste`me de´ja` de´ploye´.
Certaines situations peuvent provenir de pannes logicielles de l’application. Ces
pannes peuvent survenir a` l’installation du composant, eˆtre une indisponibilite´ de compo-
sant a` de´ployer (adresse injoignable, erreur de te´le´chargement, te´le´chargement corrompu).
Les pannes du syste`me de de´ploiement lui-meˆme sont aussi sujettes a` des situations
d’adaptation. La plateforme du mode`le de composant ou un des composants formant le
support local du syste`me de de´ploiement peut s’arreˆter brutalement. Le gestionnaire de
de´ploiement peut aussi devenir inaccessible (serveur distant indisponible) ou le re´seau local
tomber en panne (communication pair a` pair indisponible).
7.2.2 Perception
Toutes ces situations d’adaptation peuvent eˆtre perc¸ues par le syste`me de de´ploiement
lui-meˆme. Nous conside´rons diffe´rentes me´thodes de perception de situations d’adaptation :
— la de´tection de panne : de´gradation de l’e´tat d’un appareil, disparition d’appareil, etc.
— la re´ception d’une annonce du syste`me de de´ploiement : enregistrement d’un nouvel
appareil, disparition annonce´e d’un appareil, etc.
— la re´ception d’une information d’erreur : erreur de te´le´chargement, erreur d’installa-
tion, erreur de communication, etc.
La table 7.1 regroupe les diffe´rentes situations d’adaptation et leur moyen d’identifica-
tion. Les abre´viations Dyn.Dom., Dyn.E´t., Dyn.App., Pan.App. et Pan.Dep. font re´fe´rence
respectivement aux cate´gories dynamique de domaine, dynamique de l’e´tat du domaine,
dynamique de l’application, pannes logicielles de l’application et pannes du syste`me de
de´ploiement. L’identification des situations est relative a` la cate´gorie. Les situations pro-
venant de la dynamique du domaine (hormis la disparition constate´e d’un appareil) et de
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la dynamique de l’application sont identifie´es via une re´ception d’annonce. La disparition
constate´e d’un appareil est identifie´e via une de´tection d’une panne car elle me`ne a` une vio-
lation des proprie´te´s de de´ploiement, comme les situations de la cate´gorie dynamique de
l’e´tat du domaine. Les situations des cate´gories panne logicielle de l’application et panne
du syste`me de de´ploiement sont quant a` elles identifie´es via la re´ception d’un erreur.
Cate´gorie Situation Identification
Dyn.Dom. Disparition annonce´e Re´ception d’une annonce
Dyn.Dom. Disparition constate´e a priori De´tection d’une panne
Dyn.Dom. Apparition annonce´e Re´ception d’une annonce
Dyn.Dom. Apparition constate´e a priori Re´ception d’une annonce
Dyn.E´t. De´gradation de l’e´tat De´tection d’une panne
Dyn.App. Apparition d’un composant Re´ception d’une annonce
Pan.App. Panne du composant Re´ception d’une erreur
Pan.Dep. Panne du syste`me de de´ploiement Re´ception d’une erreur
Pan.Dep. Panne re´seau local Re´ception d’une erreur
Pan.App. Disponibilite´ du composant a` de´ployer Re´ception d’une erreur
Pan.App. Proble`me de se´curite´ Re´ception d’une erreur
Pan.Dep. Panne du gestionnaire de domaine Re´ception d’une erreur
Tableau 7.1 – Situations d’adaptation et leur identification
7.2.3 Analyse
Une premie`re analyse des diffe´rentes situations permet de les re´duire en deux situations
simples principales : apparition ou disparition d’appareil. La troisie`me situation simple et
l’apparition d’un composant. La table 7.2 pre´sente cette correspondance.
Lors d’une disparition constate´e d’un appareil ou d’un panne du syste`me de´ploye´, le
syste`me de de´ploiement va re´agir conside´rant ces cas comme des disparitions d’appareil,
le composant de´ploye´ n’est plus actif au sein du domaine de de´ploiement. La  dispari-
tion controˆle´e  est une disparition d’appareil qui est prise en compte par le support local
du syste`me de´ploiement. Elle est utilise´e pour certains ou` un traitement supple´mentaire
peut-eˆtre effectue´ : par exemple pour la disparition annonce´e d’un appareil, les composants
he´berge´s vont eˆtre pre´alablement de´sactive´s. Il est en de meˆme pour la panne locale ou la
panne du re´seau local : l’appareil disparaıˆt du domaine de de´ploiement, prenant connais-
sance de cela, il de´sactive le composant qui n’est plus utile actif sur l’appareil.
L’apparition d’un composant se traite diffe´remment des autres situations, car la source
de la perturbation est un nouvel e´le´ment a` prendre en compte, et non une adaptation des
composants de´ja` de´ploye´s.
Cette phase de simplification permet d’affiner notre analyse des situations d’adaptations,
ce qui permettra une planification plus claire et plus concise des solutions.
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Situation Situation simple
Disparition annonce´e Disparition controˆle´e de l’appareil
Disparition constate´e a priori Disparition de l’appareil
Apparition annonce´e Apparition de l’appareil
Apparition constate´e a priori Apparition de l’appareil
De´gradation de l’e´tat Disparition controˆle´e de l’appareil
Apparition d’un composant Apparition du composant
Panne du composant Disparition controˆle´e de l’appareil
Panne du syste`me de de´ploiement Disparition de l’appareil
Panne re´seau local Disparition controˆle´e de l’appareil
Disponibilite´ du composant a` de´ployer Disparition de l’appareil
Proble`me de se´curite´ Disparition de l’appareil
Panne du gestionnaire du domaine Disparition de l’appareil
Tableau 7.2 – Simplification des situations d’adaptation
7.2.4 Planification
La planification des situations simples s’effectue de diffe´rentes manie`res.
La situation d’apparition d’un composant se distingue de la disparition ou l’appari-
tion d’un appareil. La planification de cette situation doit prendre en compte des e´le´ments
spe´cifiques. En effet, l’apparition d’un composant conduit au de´ploiement du(des) compo-
sant(s) sur les appareils du domaine, en fonction des proprie´te´s de de´ploiement de´finies sur
ce(s) composant(s).
La de´cision concernant l’action a` mener dans le cas des situations simples de disparition
et d’apparition d’appareil est prise en fonction de l’e´tat du domaine et des spe´cifications des
proprie´te´s de de´ploiement. Si le concepteur du de´ploiement a spe´cifie´ des proprie´te´s dy-
namiques, le syste`me de de´ploiement doit de´ployer le(s) composant(s) sur lesquels portent
ces proprie´te´s sur les appareils vierges entrant dans le domaine. De la meˆme manie`re, si un
appareil disparaıˆt et qu’une proprie´te´ fixe le nombre de composants de´ploye´s, le syste`me de
de´ploiement doit re´agir en de´ployant ce composant sur un autre appareil qui satisfasse les
proprie´te´s du composant concerne´. La table 7.3 pre´sente les diffe´rentes actions du syste`me
de de´ploiement, en fonction de la situation simple. Une diffe´renciation est faite entre un
appareil entrant vierge et non vierge – un appareil non vierge e´tant un appareil ayant le
composant concerne´ installe´ et de´sactive´. En effet, il y a une diffe´rence d’action en fonction
de la pre´sence ou non du composant concerne´ sur l’appareil. Dans cette table, nous sup-
posons que l’appareil apparaissant est compatible avec le composant concerne´ (contraintes
et exigences satisfaites). Les symboles y, B, 	,  et ø repre´sentent respectivement les ac-
tions de de´ploiement, d’activation, de rede´ploiement (de´ployer le composant sur un autre
appareil du domaine), de´sinstallation, et aucune action a` effectuer.
La proprie´te´ de l’intervalle spe´cifie qu’un type de composant doit avoir entre min et max
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Spe´cification et e´tat du domaine Disparition
d’un appareil
Apparition
d’un appareil
vierge
Apparition
d’un appareil
non vierge
Simple (nombre exact d’instances) 	 ø ø
Intervalle
< min 	 n/a n/a
> min et < max ø y ? B ?
> max n/a ø ø
All ø y B
Each
nelle instance d’e´chelle n/a y B
instance d’e´chelle
existante
n/a ø ø
disparition instance
d’e´chelle
ø n/a n/a
Ratio - x/y
x++ n/a ø ø
x- - 	 x n/a n/a
y++ yn[yr]=0 n/a y xy y y x B y
y++ yn[yr] !=0 n/a ø ø
y- - yn[yr]=0  x n/a n/a
y- - yn[yr] !=0 ø n/a n/a
Tableau 7.3 – Actions des situations simples : apparition et disparition d’appareil
instances de´ploye´es dans le domaine. Le cas de l’intervalle se subdivise en trois sous-cas : si
le nombre de composants de´ploye´s est infe´rieur a` la valeur minimale, entre les valeurs mi-
nimale et maximale, et supe´rieur a` la valeur maximale. Nous choisissons de ne pas de´ployer
de composants supple´mentaires si le nombre de composants de´ploye´s est dans l’intervalle.
La proprie´te´ Each concerne le de´ploiement d’un composant par instance d’e´chelle. Pour
ce cas, trois sous-cas sont identifie´s : si l’apparition d’un appareil cre´e une nouvelle instance
d’e´chelle, si l’instance d’e´chelle est de´ja` existante, et si la disparition d’un appareil supprime
l’instance d’e´chelle. Ce n’est que dans le premier sous-cas qu’une action est requise, car un
composant doit eˆtre de´ploye´ dans cette nouvelle instance. Pour la disparition d’instance
d’e´chelle, le composant de´ploye´ disparaıˆt avec l’appareil, donc aucune action n’est requise.
La proprie´te´ de ratio spe´cifie le de´ploiement d’un composant x en fonction du nombre
de composants y de´ploye´s, et respectant une expression de ratio xr/yr. Nous noterons yn le
nombre total n de composants y de´ploye´s. Six sous-cas peuvent survenir :
— la disparition d’un appareil he´bergeant un composant x,
— l’apparition d’un appareil pouvant he´berger un composant x,
— l’apparition d’un appareil pouvant he´berger un composant y avec yn divisible par yr,
— l’apparition d’un appareil pouvant he´berger un composant y avec yn non divisible
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par yr,
— la disparition d’un appareil he´bergeant un composant y avec yn divisible par yr,
— la disparition d’un appareil he´bergeant un composant y avec yn non divisible par yr.
Dans ces quatre derniers cas, l’action sur un composant y peut mener a` une action sur le
composant x. Si l’installation ou la de´sinstallation (disparition) d’un composant y corres-
pond aux valeurs de l’expression du ratio, il faut aussi installer un composant x sur un
appareil du domaine de de´ploiement ou en de´sinstaller un.
7.3 E´le´ments de solution
Dans cette section, les principales ide´es de re´alisation sont de´crites. Nous pre´sentons
les choix technologiques que nous avons faits, puis l’architecture ge´ne´rale du syste`me de
de´ploiement, et enfin l’e´tude d’un cas particulier de l’architecture que nous avons propose´e.
7.3.1 Choix technologiques
Afin d’effectuer cette adaptation autonomique a` la dynamique du domaine et aux va-
riations de l’e´tat du domaine de de´ploiement, nous avons effectue´ certains choix technolo-
giques.
7.3.1.1 De´centralisation et autonomie
Pour assurer une analyse et une prise de de´cision locale, nous proposons d’utiliser des
agents [Ferber, 1995]. Les agents sont des entite´s autonomes, de´centralise´s qui sont adapte´s
a` l’auto-configuration et l’auto-re´paration locales requises. Nous proposons une supervision
hie´rarchique des appareils. Afin de de´terminer l’organisation de cette supervision, nous
nous basons sur une ide´e proche du multi-e´chelle : la supervision hie´rarchique avec un
superviseur par instance d’e´chelle. Les e´chelles e´tant ordonne´es et ayant une construction
hie´rarchique, elles sont adapte´s a` ce type de supervision. La figure 7.3 repre´sente cette su-
pervision hie´rarchique par e´chelle.
Figure 7.3 – Supervision hie´rarchique par e´chelle : point de vue Geography et dimension
Location
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Dans la dimension Geography.Location, les e´chelles City, Region et Country sont incluses
l’une dans l’autre. Cela nous permet d’avoir diffe´rents superviseurs en fonction des ins-
tances de l’e´chelle la plus petite, City, avec les instances d’e´chelles Brest et Lorient, et Rodez
et Toulouse. Les instances de l’e´chelle Region, Bretagne et Midi-Pyre´ne´es, sont leurs supervi-
seurs hie´rarchiques respectifs. De meˆme, l’e´chelle Country, dont l’instance est France, est le
superviseur hie´rarchique des instances de l’e´chelle Region.
Si un appareil a pour plus petite e´chelle Region (et non City) et est dans l’instance
d’e´chelle Bretagne, il a comme superviseur celui de cette instance d’e´chelle.
7.3.1.2 Gestion du domaine
Le gestionnaire de domaine de de´ploiement est dans notre cas un ensemble d’instances
de serveurs RabbitMQ [Rab] (protocole AMQP [AMQ]) et un serveur agre´geant le liste des
appareils disponibles. L’utilisation de RabbitMQ permet une prise en charge des appareils
re´pondant aux proble´matiques de l’he´te´roge´ne´ite´ des re´seaux, de passage de firewall, etc.
Les instances de serveurs RabbitMQ permettent aussi de prendre en compte le passage a`
l’e´chelle du domaine de de´ploiement graˆce a` leur capacite´ a` cre´er de nouvelles instances
pour tenir la charge face a` la demande. De plus, l’asynchronisme du protocole e´vite les
attentes actives de re´ponses, par exemple en cas de disparition d’appareil. Pour de´tecter la
disparition, un signal pe´riodique heartbeat (battement de cœur) permet de s’assurer de la
pre´sence des appareils dans le domaine de de´ploiement.
Initialement, il e´tait pre´vu d’utiliser le protocole distribue´ XMPP [XMP] pour de´tecter
la pre´sence d’appareils ainsi que pour supporter la communication entre eux. Pour cela,
chaque client doit avoir un compte sur l’un des serveurs Jabber existant (les serveurs sont
organise´s en une  fe´de´ration  de serveurs, ce qui assure le passage a` l’e´chelle du protocole
de pre´sence). Ceci implique que les utilisateurs ouvrent un compte, ce qui ne semble pas tou-
jours pratique, et surtout pas automatisable aujourd’hui sur les serveurs disponibles. Une
solution alternative serait de fournir notre propre serveur Jabber autorisant les cre´ations
de compte dynamiques. Toutefois, meˆme si cette solution est simple (elle a e´te´ e´galement
teste´e), elle fait perdre toute la puissance de la fe´de´ration de serveurs puisque tous les clients
se connectent a` un serveur unique, donc sans passage a` l’e´chelle possible. De plus, il n’est
pas simple avec XMPP d’e´changer des messages de manie`re suˆre et les e´changes, au for-
mat XML, sont peu performants. Aussi, le choix de cette technologie, qui e´tait initialement
justifie´ par son protocole de pre´sence simple a` mettre en œuvre, a e´te´ reconside´re´.
Les besoins sont les suivants :
— e´changer des messages entre un appareil  maıˆtre  (pilotant le de´ploiement) et des
appareils clients re´partis a` l’e´chelle d’Internet (donc dans des sous-re´seaux, etc.),
— disposer d’un protocole de pre´sence entre ces meˆmes appareils,
— communiquer de manie`re fiable, et passant au travers de firewalls/routeurs (avec du
NAT, Network Address Translation, ce qui exclut le pair a` pair),
— assurer le passage a` l’e´chelle du  syste`me .
A` l’issue d’une phase de veille technologique, nous avons donc choisi le protocole
AMQP [AMQ] et son imple´mentation RabbitMQ [Rab].
L’appareil dispose de plusieurs niveaux d’interaction. Il peut communiquer directe-
ment avec le gestionnaire de domaine de de´ploiement, avec son superviseur hie´rarchique
ou un autre appareil. L’apparition d’un appareil dans le domaine de de´ploiement peut
se re´aliser de deux manie`res : soit par la notification de pre´sence de l’appareil a` un su-
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perviseur hie´rarchique, soit par l’enregistrement de l’appareil dans le gestionnaire de do-
maine de de´ploiement. La technologie agent permet une communication pair a` pair entre
agents sur diffe´rents appareils. De plus, nous imaginons aussi une communication entre ap-
pareils transparente entre les appareils (hoˆte ou superviseur) en utilisant un protocole de
de´couverte de service, comme le protocole UPnP [UPn].
7.3.2 Architecture ge´ne´rale
Le syste`me de de´ploiement est compose´ de quatre e´le´ments principaux : le moniteur de
de´ploiement, le gestionnaire de domaine, les superviseurs hie´rarchiques, et les agents locaux
du support local du syste`me de de´ploiement. La figure 7.4 repre´sente cette architecture.
Figure 7.4 – Architecture ge´ne´rale du syste`me de de´ploiement
L’identification de situation peut se faire de manie`re locale. La de´tection de violation
de proprie´te´s de de´ploiement se fait par l’agent localement sur l’appareil. Les sondes
pre´sentes sur les appareils permettent une supervision des parame`tres significatifs des com-
posants he´berge´s. Cette supervision est effectue´e par un agent qui, pour des valeurs chan-
geantes (par ex. la charge du processeur, la me´moire vive, etc.), va demander l’information
pe´riodiquement afin de la comparer avec la valeur spe´cifie´e par le concepteur. Si la valeur
re´elle ne correspond plus aux spe´cifications, le thread diffuse localement l’information avec
un message de violation de contraintes.
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Le gestionnaire de domaine de de´ploiement est centralise´. Il utilise les diffe´rentes ins-
tances des serveurs RabbitMQ pour le passage a` l’e´chelle. En effet, un des point fort de Rab-
bitMQ est l’ajout a` chaud de nouvelles instances pour tenir la charge. Cette centralisation
est ne´cessaire pour la phase de de´ploiement initial, pour l’enregistrement des appareils et la
re´cupe´ration de l’e´tat du domaine afin de ge´ne´rer un plan de de´ploiement. A` l’exe´cution de
l’application, pour le maintien du plan de de´ploiement, il est possible de passer a` une archi-
tecture de´centralise´e de la gestion du domaine. Nous pouvons utiliser le syste`me de filtre de
RabbitMQ afin d’avoir une gestion du domaine par instance d’e´chelle. Les messages concer-
nant les appareils peuvent eˆtre e´tiquete´s en fonction de l’instance d’e´chelle dans laquelle
ils sont et les superviseurs s’abonner a` la file de message qui correspond a` leur instance
d’e´chelle.
7.3.2.1 Exe´cution
La de´cision d’effectuer ou non un nouveau de´ploiement d’un composant peut se prendre
localement, et son application de´le´gue´e au superviseur hie´rarchique. En identifiant et ana-
lysant la situation, l’agent peut agir localement sur le de´ploiement du composant, en utili-
sant les commandes du framework du mode`le de composant. Si l’action requise concerne
un autre appareil, il communique a` l’agent pre´sent sur le superviseur l’action a` mener en
utilisant la communication pair a` pair fournie le syste`me d’agent. L’agent sur le supervi-
seur peut ainsi trouver un appareil compatible avec le composant a` rede´ployer, et contacter
l’agent d’installation sur cet appareil. Les agents pre´sents sur cet appareil utilisent le fra-
mework du mode`le de composant afin d’effectuer le de´ploiement local. Si le superviseur
hie´rarchique ne peut appliquer la de´cision, il la fait remonter a` son propre superviseur, etc.
Si le plus haut superviseur hie´rarchique ne trouve pas d’appareil compatible, l’information
remonte au moniteur de de´ploiement, qui en informe l’ope´rateur de de´ploiement. Le su-
perviseur communique avec le moniteur de de´ploiement en passant par une instance de
serveur RabbitMQ.
7.3.3 Conflit du controˆle par instance d’e´chelle
Avec la supervision hie´rarchique par instance d’e´chelle, des cas de conflits peuvent se
produire lors de la prise de de´cision. Si un appareil est situe´ dans deux instances d’e´chelles
diffe´rentes, le choix du controˆleur hie´rarchique qui doit ge´rer cette disparition se pose.
La figure 7.5 illustre ce cas au moyen d’un exemple. Nous avons deux dimensions, Net-
work.Type et Geography.Location, et dans chacune de ces dimensions une e´chelle, respective-
ment LAN et City. Nous nous inte´ressons aux instances d’e´chelle perse´e pour LAN et Toulouse
pour City. Le concepteur de de´ploiement a de´fini trois exigences de´crite dans le listing 7.1.
Ces trois exigences spe´cifient respectivement que le composant Cp doit avoir 3 instances
de´ploye´es dans le re´seau local perse´e, que le composant Ct doit avoir 4 instances de´ploye´es
dans la ville de Toulouse, et que le composant Ctp doit eˆtre de´ploye´ sur un appareil sur le
re´seau local que Cp et dans la meˆme ville que Ct. Comme nous pouvons le voir dans la
figure, l’appareil Atp appartient au re´seau local perse´e et est dans la ville de Toulouse. Si cet
appareil disparaıˆt se pose le proble`me de la conflit du controˆle. Si le controˆleur C Ct prend
en charge l’adaptation autonomique, il risque de de´ployer une instance du composant Ct sur
un appareil qui n’est pas dans le re´seau local perse´e, et inversement si le controˆleur C Cp
prend la de´cision (pour le composant Cp).
De´ploiement de syste`mes re´partis multi-e´chelles 113
7De´ploiement autonomique : architecture et situations d’adaptation
Figure 7.5 – Conflit dans le cadre de controˆle hie´rarchique par instance d’e´chelle
1 Deployment {
2 ...
3 Cp @ 3, Network.Type.LAN("persee");
4 Ct @ 4, Geography.Location.City("Toulouse");
5 Ctp @ SameValue Network.Type.LAN(Cp),
6 SameValue Geography.Location.City(Ct);
7 }
Listing 7.1 – Exigence de de´ploiement illustrant le conflit du controˆle par instance
d’e´chelle
Afin de re´soudre ce conflit, les deux controˆleurs en conflit effectuent une ne´gociation
afin de trouver une solution. S’ils e´chouent, l’information remonte aux controˆleurs directs
qui effectuent a` leur tour des ne´gociations. Si aucune solution n’est trouve´e au terme de la
ne´gociation entre les deux plus hauts controˆleurs, l’ope´rateur humain de de´ploiement est
informe´ de la non conformite´ aux spe´cifications de de´ploiement.
7.4 Conclusion
Nous avons pre´sente´ dans ce chapitre des e´le´ments pour la prise en charge du
de´ploiement autonomique. Une fois le plan de de´ploiement ge´ne´re´ et le de´ploiement ini-
tial effectue´, le syste`me de de´ploiement doit maintenir un plan de de´ploiement, en confor-
mite´ avec les spe´cifications du concepteur. L’adaptation en re´ponse a` l’e´volution de l’e´tat
du domaine se fait de deux manie`res, en re´ponse au dynamisme du domaine : soit re´agir de
manie`re pre´vue dans la spe´cification du de´ploiement (dynamisme pre´vu par le concepteur),
soit re´agir face a` un e´ve`nement  impre´vu  et induisant une violation des proprie´te´s du
de´ploiement. Dans ce dernier cas, la boucle autonomique re´pond a` ce proble`me. Les agents
pre´sents dans les appareils peuvent ge´rer localement une de´gradation de l’e´tat de l’appa-
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reil. Le syste`me de de´ploiement e´tant de´centralise´, il repose sur un syste`me hie´rarchique
base´ sur les instances d’e´chelles pour la gestion des situations d’adaptations complexes. Si
localement le proble`me ne peut eˆtre re´solu, l’agent transfe`re les donne´es requises au super-
viseur hie´rarchique pour de´le´guer la prise de de´cision ou son application.
Dans cette the`se, nous nous sommes focalise´s sur le processus, la spe´cification du
de´ploiement et le de´ploiement initial des syste`mes re´partis multi-e´chelles. Nous n’avons pas
e´te´ jusqu’a` la mise en oeuvre comple`te du de´ploiement autonomique. Toutefois, des choix
technologiques permettant la mise en place du syste`me autonomique ont e´te´ fait et cer-
taines situations d’adaptation ont e´te´ imple´mente´es, comme c’est le cas pour le de´ploiement
continu, lors de l’apparition d’un appareil.
Une piste pour la gestion du de´ploiement autonomique de´centralise´ est l’utilisation
d’agents pour la prise de de´cision locale et sa re´alisation. L’organisation du syste`me
de de´ploiement est propice a` l’utilisation des syste`mes multi-agents [Ferber, 1995]. Les
diffe´rentes situations d’adaptation identifie´es peuvent servir de base pour de futurs projets
de recherche qui se concentreront sur la partie autonomique du syste`me de de´ploiement.
Contribution
Afin de pouvoir re´pondre aux perturbations lors de l’exe´cution de l’ap-
plication, le syste`me de de´ploiement re´agit de manie`re autonomique.
Nous avons identifie´ les diffe´rentes situations d’adaptations, les avons
analyse´es. Puis, une solution est propose´e pour chaque situation, en
fonction de l’e´tat du domaine et les spe´cifications du concepteur du
de´ploiement (indication de dynamique, violation de proprie´te´s). Au vu
des conditions a` l’exe´cution du syste`me de´ploye´ (dynamique et taille
du domaine), une architecture centralise´e n’est pas envisageable. Une ar-
chitecture de´centralise´e base´e sur une supervision par instance d’e´chelle
est propose´e. Elle permet une re´ponse autonomique locale aux situations
d’adaptations rencontre´es.
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Proble´matique
Pour mettre en œuvre notre solution de de´ploiement sous la forme d’un
prototype, des choix technologiques doivent eˆtre faits. Ils concernent l’ou-
tillage du DSL MuScADeL, la satisfaction des contraintes, la gestion du
domaine, et plus ge´ne´ralement le middleware de de´ploiement. Le pro-
totype doit e´galement eˆtre e´value´ au regard des exigences, de manie`re
qualitative et quantitative, afin de fournir des e´le´ments de validation de
notre proposition.
8.1 Introduction
Dans ce chapitre nous pre´sentons notre re´alisation de la solution pour le de´ploiement
de syste`mes re´partis multi-e´chelles : il s’agit de MuScADeL et de l’outillage associe´ et du
middleware MuScADeM. A` partir d’un descripteur MuScADeL, MuScADeM permet la
re´cupe´ration de l’e´tat du domaine de de´ploiement, la ge´ne´ration d’un plan de de´ploiement,
sa re´alisation, et le maintien en condition ope´rationnelle de l’application. MuScADeM
contient une partie centralise´e, le moniteur de de´ploiement (la` ou` s’effectue la ge´ne´ration
du plan de de´ploiement), et une partie de´centralise´e, le support local du syste`me de
de´ploiement sur les appareils.
Ce chapitre s’organise comme suit. La section 8.2 pre´sente les diffe´rents e´le´ments du mi-
ddleware MuScADeM. Dans cette section, nous faisons aussi un paralle`le avec les exigences
de la solution de de´ploiement. Puis, nous pre´sentons les diffe´rentes de´monstrations que
nous avons eu l’opportunite´ de pre´senter au cours de la the`se a` la section 8.3. Enfin, dans la
section 8.4, nous discutons des performances de notre solution en matie`re de ge´ne´ration du
plan de de´ploiement initial et de passage a` l’e´chelle.
8.2 Re´alisations
Dans cette partie, nous de´crivons diffe´rents e´le´ments du syste`me de de´ploiement que
nous avons imple´mente´s. A` l’annexe C sont regroupe´es des exigences de la solution pour le
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de´ploiement de syste`mes re´partis multi-e´chelles, issues de l’analyse re´alise´e dans le cadre
du projet INCOME. Tout au cours de cette section, des annotations dans la marge permettent
de pre´ciser quelles exigences sont satisfaites par la re´alisation pre´sente´e.
Le processus de de´ploiement initial du syste`me re´parti multi-e´chelle pre´sente´ dans la
 EX43 EX44 EX45
figure 8.1 est une extension de la figure 4.9, dans laquelle nous avons pre´cise´ les outils tech-
nologiques utilise´s.
Nous suivons l’ordre chronologique de ce processus pour pre´senter nos re´alisations et
choix technologiques.
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Figure 8.1 – Processus de de´ploiement initial avec les choix technologiques
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8.2.1 Bootstrap
Le bootstrap est un syste`me d’amorce installe´ sur l’appareil, sur lequel s’appuie le
syste`me de de´ploiement . C’est un conteneur OSGI contenant diffe´rents bundles de base
 EX14
– le bundle est l’unite´ de de´ploiement du framework OSGI. Par la suite, le support lo-
cal du syste`me de de´ploiement va s’enrichir en ajoutant des bundles a` ce bootstrap.
L’imple´mentation d’OSGi utilise´e est Apache Felix [Fel], version 4.2.1. Ce choix a e´te´ fait
d’une part car cette imple´mentation est open source, et d’autre part parce qu’elle est facile-
ment de´ployable sur des dispositifs de petite taille, tels des smartphones sous Android.
En pratique, pour des raisons d’he´te´roge´ne´ite´, il existe deux versions du bootstrap : une
pour Java (J2SE standard) et une pour Android (Dalvik). Les diffe´rences entre ces deux
versions re´sident dans l’imple´mentation du code de lancement de Felix, soit destine´e a` un
smartphone Android, soit du J2SE. Les bundles composant le bootstrap sont eux par contre
ge´ne´riques.
Le bootstrap est compose´ des bundles Main, RabbitMQ Client, BasicProbes (cf. fi-
gure 6.1) qui sont propres au syste`me de de´ploiement. Le bundle Main est le point d’entre´e
du bootstrap. Le bundle RabbitMQ Client permet la liaison avec le domaine de de´ploiement,
concre`tement avec un serveur RabbitMQ [Rab] qui ge`re le domaine (RabbitMQ est un mi-
ddleware de communication par messages, cf. 8.2.2). Le bundle BasicProbes contient un
ensemble de sondes basiques (cf. section suivante 8.2.1.1) ainsi pre´sentes sur chaque appa-
reil.
Figure 8.2 – Architecture du bootstrap
En installant le bootstrap, l’utilisateur qui est aussi l’administrateur du syste`me donne
les droits ne´cessaires au support local de de´ploiement . Le choix d’un framework OSGi (et
 EX24
par extension, de la plateforme Felix) permet de restreindre la phase de configuration du
bootstrap demande´e a` l’utilisateur au seul choix entre deux programmes, en fonction du
type d’appareil vise´.
A` titre d’illustration, les deux versions du bootstrap utilisables dans le projet IN-
COME sont disponibles a` l’adresse suivante : http://www.irit.fr/income/index.php?
page=tache-5. Pour les applications Android, le bootstrap est mis a` disposition de l’uti-
lisateur par l’interme´diaire d’un QR code, contenant l’adresse de te´le´chargement, lui e´vitant
d’entrer manuellement cette adresse.
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8.2.1.1 Sondes
Sondes basiques Le bootstrap contient un bundle de sondes basiques. Ces sondes sont
celles qui sont les plus susceptibles d’eˆtre utilise´es par le concepteur, permettant de
re´cupe´rer des informations logicielles et mate´rielles de l’appareil.
Les sondes basiques, imple´mente´es avec l’aide d’e´tudiants de Master (projet de Master 1
et stage de Master 2), sont :
— CPU : mesure de la fre´quence du processeur, etc.
— RAM : mesure de la me´moire vive libre, de me´moire vive totale, etc.
— HD : mesure de l’espace disque libre, espace disque total, etc.
— OS : reconnaissance du syste`me d’exploitation, de la version, etc.
— Network : reconnaissance de l’adresse IP, du type de connexion, etc.
— Locale : identification des parame`tres re´gionaux.
— Peripheral : liste des pe´riphe´riques
— JVMMemory : mesure de la me´moire de la JVM (Java Virtual Machine, machine vir-
tuelle Java) libre, totale, etc.
— Screen : liste des e´crans, taille de l’e´cran, etc.
— Java : nom, version, vendeur, etc.
Le paquet fr.enac.lii.basicprobes est une imple´mentation du bundle OSGi de´crit ci-
dessus et sche´matise´ dans la figure 6.2. Il permet d’offrir en REST [RES] (sur l’hoˆte local,
sur le port 8080 et a` l’adresse /status/, localhost:8080/status) l’ensemble des informa-
tions retourne´es par les sondes, dans un format JSON [JSO].
Pour cela, il est ne´cessaire de disposer dans l’environnement OSGi des bundles qui appa-
raissent dans la figure 8.3. Jetty [Jet] est un conteneur de servlets (imple´mentation par de´faut
de conteneur de servlets dans Felix). L’enregistrement des servlets est simplifie´ en utilisant le
service whiteboard, d’ou` le bundle correspondant. Pour une exe´cution correcte, Jetty a besoin
d’un bundle ge´rant les logs : pour cela, nous avons choisi l’imple´mentation par de´faut (Fe-
lix.log). La se´rialisation des donne´es au format JSON est re´alise´e par le framework Google
Gson [Gso] directement disponible sous forme de bundle OSGi.
Figure 8.3 – Architecture comple`te du bootstrap
Framework des sondes Les sondes de´pendent du paquet fr.irit.devext.probesframework
qui permet d’abstraire les interactions avec des sondes. Il a e´te´ produit a` partir de celui
fourni par des stagiaires Master 1 de l’Universite´ Paul Sabatier en 2013.
Le framework des sondes consiste principalement en une classe abstraite qui doit eˆtre
spe´cialise´e pour chacune des sondes. Il permet ensuite la ve´rification de l’existence et de
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l’activite´ d’un appareil, ainsi que la re´cupe´ration d’informations sur cet appareil. De plus,
il est possible de de´finir des me´thodes de rappel (callback) parame´tre´es qui permettent a` la
sonde de signaler une variation significative. Cette fonctionnalite´ est discute´e plus en de´tails
a` la section 8.2.8. Le diagramme de classes en UML est pre´sente´ dans la figure 8.4 ainsi qu’un
diagramme de se´quence dans la figure 8.5.
Figure 8.4 – Diagramme de classes UML du framework de sondes
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Figure 8.5 – Diagramme de se´quences UML du framework de sondes
Un exemple trivial de sonde fournissant les parame`tres re´gionaux est donne´ dans le
listing 8.1.
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1 package fr.enac.lii.basicprobes.probes;
3 import java.util.Locale;
4 import fr.irit.devext.probesframework.AbstractProbe;
5 import fr.irit.devext.probesframework.IncorrectTypeException;
7 public class LocaleProbe extends AbstractProbe {
9 private Locale locale = Locale.getDefault ();
11 public enum Information {
12 LOCALE_LANGUAGE , LOCALE_COUNTRY
13 }
15 public LocaleProbe () {
16 super (1000 * 60 * 60);
17 }
19 @Override
20 protected void addInformation () {
21 try {
22 addInformation(Information.LOCALE_LANGUAGE.ordinal(), "language");
23 addInformation(Information.LOCALE_COUNTRY.ordinal(), "country");
24 } catch (NoSuchMethodException e) {
25 errorLog(e.toString ());
26 } catch (IncorrectTypeException e) {
27 errorLog(e.toString ());
28 }
29 }
31 @Override
32 public boolean exists () {
33 return true;
34 }
36 @Override
37 public boolean isActive () {
38 return true;
39 }
41 /**
42 * Get the language of the device
43 *
44 * @return String the language
45 */
46 public String language () {
47 return locale.getDisplayLanguage ();
48 }
50 /**
51 * Get the country of the device
52 *
53 * @return String the country
54 */
55 public String country () {
56 return locale.getDisplayCountry ();
57 }
58 }
Listing 8.1 – Exemple de code de sonde des parame`tres re´gionaux
Sondes de´finies par le concepteur Le framework des sondes permet aussi de de´finir
des sondes autres que les sondes basiques. Si le concepteur a besoin d’informations
 EX17
supple´mentaires concernant l’appareil, il peut de´finir ses propres sondes. Pour cela, il lui
suffit de cre´er une nouvelle sonde, au meˆme format que la sonde pre´sente´e dans le lis-
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ting 8.1 (c’est-a`-dire qui doit contenir l’e´nume´ration Informations, etc.). La nouvelle sonde
doit aussi contenir les me´thodes propres qui seront celles utilise´es dans le descripteur pour
la de´finition des conditions des crite`res basiques. Le langage Java n’est pas impose´ pour
l’e´criture des sondes. Seule la classe principale doit eˆtre en Java, celle qui utilise le frame-
work des sondes. Le concepteur peut faire en interne dans la sonde un lien avec un autre
langage et utiliser ce lien dans la classe principale.
Les sondes multi-e´chelles diffe`rent des sondes normales de part les informations qu’elles
fournissent. Une sonde multi-e´chelle est de´finie par point de vue. La sonde contient les
me´thodes pour acce´der aux dimensions, aux e´chelles et aux instances d’e´chelle. Ainsi il est
possible de re´cupe´rer plusieurs informations multi-e´chelles concernant un appareil : l’ap-
partenance a` une e´chelle d’un appareil ou dans quelle instance d’e´chelle il se trouve.
8.2.1.2 Android et J2SE
Les deux versions du bootstrap sont une application native Android et une applica-
tion Java standard (J2SE), contenant les e´le´ments de´crits dans la figure 6.4. Elles sont dis-
tribue´es sous leurs formats natifs (.apk et .jar). Elles contiennent un moyen de de´marrer
l’imple´mentation d’OSGi choisie (Felix), et d’en controˆler l’exe´cution. C’est la seule partie
de code du syste`me de de´ploiement a` eˆtre spe´cifique a` une plateforme.
Dans les deux cas, le bootstrap utilise le syste`me d’exploitation de l’appareil pour in-
diquer a` l’utilisateur son e´tat. On retrouve ainsi a` l’exe´cution, dans la barre des taˆches
(ou l’e´quivalent sous Android), une icoˆne permettant de ve´rifier l’e´tat du syste`me de
de´ploiement, de l’arreˆter, etc.
La figure 8.6 montre une image de l’application Android : a` gauche on voit le logo IN-
COME dans la barre des taˆches. En cliquant sur le logo, on acce`de a` une vue de l’application
qui montre son e´tat (UUID, nombre de bundles OSGi actifs et leur e´tat, la valeur 32 indi-
quant que le bundle est actif), et qui permet d’arreˆter le service.
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Figure 8.6 – Application de bootstrap pour Android
8.2.2 Inscription et enregistrement des appareils
Le gestionnaire de domaine de de´ploiement est dans notre cas un ensemble d’instances
de serveurs RabbitMQ [Rab] (protocole AMQP [AMQ]) et un serveur agre´geant la liste des
appareils disponibles. RabbitMQ permet de construire un protocole de pre´sence et supporte
la communication en mode asynchrone entre les appareils re´partis a` toutes les e´chelles du
re´seau (passage de firewalls/routeurs, etc.). Ainsi, il est possible de demander a` distance
l’installation, l’activation ou l’arreˆt d’un bundle, ou encore l’e´tat de l’appareil en invoquant
le service de sondage basique.
Pour de´tecter la disparition, nous utilisons un syste`me de signalement heartbeat (bat-
 EX16 EX17 tement de cœur). C’est un signal pe´riodique qui permet de s’assurer de la pre´sence desappareils dans le domaine de de´ploiement.
Nous avons re´imple´mente´ un service de pre´sence simple, dans lequel chaque client,
identifie´ par un identifiant unique (UUID), de´pose pe´riodiquement cet identifiant dans la
file de pre´sence.
De ce fait, il faut e´galement disposer d’un serveur (dont une instance tourne sur le ser-
veur  flabelline.com  pour l’instant). Ulte´rieurement, il sera possible de faire tourner Rab-
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bitMQ sur des appareils sur le cloud. RabbitMQ est extensible par nature car il est possible
de constituer un cluster de serveurs RabbitMQ. La librairie cliente assez le´ge`re (350 Ko) est
livre´e directement sous la forme d’un bundle OSGi.
La figure 8.7 pre´sente les e´changes entre le serveur RabbitMQ et le bundle Main du
bootstrap. Lors de l’enregistrement, un thread de pre´sence signale au serveur RabbitMQ la
 EX10 EX11pre´sence de l’appareil sur le domaine. Sur le serveur RabbitMQ, les e´ve`nements ont unedure´e de vie (TTL, Time To Live) de 60 secondes. Lorsque le moniteur de de´ploiement en-
voie une commande a` un appareil, le serveur RabbitMQ envoie une commande DMS Or-
der pre´fixe´e par l’UUID de l’appareil. Le bootstrap traite cette commande et renvoie une
re´ponse, en pre´fixant toujours son message par son UUID, pour garder la trac¸abilite´ du
traitement des commandes. Le DMSShell est un interpre´teur de commandes qui permet le
traitement des messages envoye´s entre le bootstrap et le moniteur.
Figure 8.7 – Interactions entre le bundle Main et serveur RabbitMQ
8.2.3 Expression des proprie´te´s de de´ploiement  EX3 EX7 EX19 EX31 EX33
Le DSL MuScADeL permet la spe´cification du de´ploiement des syste`mes re´partis multi-
e´chelles. MuScADeL permet de de´crire les types de composants a` de´ployer, ainsi que leurs
contraintes propres, les informations concernant les sondes utilise´es pour la re´cupe´ration de
l’e´tat du domaine, et les exigences de de´ploiement.
Un environnement de de´veloppement inte´gre´ de MuScADeL facilite l’expression du
de´ploiement pour le concepteur. Un plugin Eclipse pour MuScADeL permet d’utiliser cet
environnement. Le plugin a e´te´ conc¸u avec le framework Xtext [Xte2]. Xtext permet, avec la
spe´cification de la grammaire du langage d’obtenir un plugin avec coloration syntaxique,
ainsi que des outils de validation du langage, comme la de´tection d’e´le´ments non de´clare´s,
l’auto-comple´tion sensible au contexte, etc . Le framework Xtext permet aussi la gestion de
 EX32
la se´paration du code en plusieurs fichiers et l’inclusion de fichiers. Les fichiers MuScADeL
ont pour extension .musc. Le plugin MuScADeL dans Eclipse est pre´sente´ dans la figure 8.8.
Nous pouvons y voir les diffe´rents fichiers composant l’exemple pre´sente´ dans le chapitre 5.
Le framework Xtext fournit aussi des outils pour personnaliser l’auto-comple´tion et
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Figure 8.8 – E´diteur MuScADeL dans Eclipse
la validation des e´le´ments du langage. Nous l’utilisons pour les crite`res multi-e´chelles.
Lorsque le concepteur ajoute dans le projet un fichier de mode`les spe´cifique MuSCa (un
fichier .mscharacterization), le plugin utilise ce fichier pour proposer une comple´tion des di-
mensions et des e´chelles, ainsi que pour valider leur utilisation (cohe´rence entre le point de
vue, la dimension et l’e´chelle). La figure 8.9 montre cette comple´tion d’e´chelle.
Figure 8.9 – Utilisation de la caracte´risation MuSCa dans le plugin de MuScADeL
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8.2.4 Analyse du descripteur MuScADeL
Le framework Xtend [Xte1] permet la ge´ne´ration de code a` partir de l’arbre syntaxique
du langage de´fini. En parcourant l’arbre syntaxique de MuScADeL, nous ge´ne´rons du code
Java qui sert a` la re´cupe´ration de l’e´tat du domaine, a` la construction des contraintes a`
donner en entre´e au solveur de contraintes, et au lancement du de´ploiement. Pour cela
nous utilisons une bibliothe`que que nous avons de´finie, MuScADeLDeploymentPlan. Cette bi-
bliothe`que contient le code du DMSMaster, l’interface qui permet d’interagir avec le syste`me
de de´ploiement pour le de´ploiement initial. En fonction du descripteur MuScADeL, le code
ge´ne´re´ utilise cette bibliothe`que pour pre´ciser quelles sont les sondes utiles et quelles sont
les proprie´te´s de´finies afin d’ajouter les contraintes spe´cifiques. Tous les e´le´ments du lan-
gage sont repre´sente´s dans cette bibliothe`que.
Le code Java correspondant au descripteur MuScADeL est ge´ne´re´ a` chaque fois qu’un
fichier MuScADeL est enregistre´. Il est ge´ne´re´ dans un projet existant appele´ GenerateDeploy-
mentPlan. Les noms des projets et fichiers MuScADeL sont re´utilise´s afin que le concepteur
puisse retrouver le code correspondant a` son projet courant.
8.2.5 Re´cupe´ration de l’e´tat du domaine
L’e´tape de re´cupe´ration de l’e´tat du domaine de´but par la re´cupe´ration du descripteur
 EX13 EX20 EX35
des sondes utilise´es et des crite`res et conditions a` satisfaire. Ces deux e´le´ments sont
construits avec la ge´ne´ration du code Java, et donne´s en entre´e a` la bibliothe`que
MuScADeLDeploymentPlan. Si des sondes spe´cifiques sont fournies par l’utilisateur, en plus
des sondes basiques, la bibliothe`que envoie une commande d’installation de ces sondes
spe´cifiques au support local du de´ploiement sur les appareils. Une commande est aussi
construite et envoye´e afin de demander les informations de l’appareil. Cette commande
contient le nom de la sonde et de la me´thode a` appeler : nom de la me´thode pour les
sondes normales, dimension ou dimension/e´chelle pour les sondes multi-e´chelles. Chaque
appareil envoie sa re´ponse. Puis, en fonction des valeurs contenues dans les conditions,
une ve´rification de satisfaisabilite´ s’effectue sur le moniteur de de´ploiement. Cette e´tape de
ve´rification permet la construction de la matrice Dom, qui est l’une des entre´es de la phase
de re´solution de contrainte (cf. section 6.3.3). Les commandes sont envoye´es en utilisant les
serveurs RabbitMQ.
8.2.6 Re´solution des contraintes
La matrice Dom calcule´e a` partir des re´sultats des sondages, et la matrice Comp a` partir
des donne´es construites par le code ge´ne´re´, la phase de re´solution peut eˆtre lance´e. Pour
cela, nous utilisons une bibliothe`que que nous avons de´veloppe´e, MuScADeLSolving. Cette
bibliothe`que offre des me´thodes pour l’ajout de proprie´te´s de de´ploiement, qu’elle traduit
dans des appels de me´thodes. Ces appels de me´thodes construisent le proble`me a` re´soudre
pour un solveur de contraintes.
8.2.6.1 Solveur de contraintes
Afin de pouvoir choisir un solveur de contraintes qui supporte la phase de re´solution,
nous avons e´tudie´ et compare´ un certain nombre d’outils candidats : Cream [Tam2], Co-
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pris [Tam1], JaCoP [KS], or-tools [ort], jOpt [jOp], et Choco [C.H.O.C.O. Team, 2010]. Nous
avons conside´re´ le type de proble`me traite´ et le support disponible en matie`re d’e´volution et
de documentation. La table 8.1 pre´sente les re´sultats de cette comparaison. Tous les solveurs
sont compatibles avec Java (ils sont soit e´crits en Java, soit interfac¸ables avec Java). Les acro-
nymes CSP, COP, CP et JS correspondent respectivement a` Constraint Satisfaction Problem,
Constraint Optimization Problem, Constraint Problem et Job Scheduling.
Proble`me Maintenance Documentation
Choco CSP maintenu comple`te
Copris COP, CSP, CP maintenu quasi inexistante
Cream CSP obsole`te (2008) le´ge`re
JaCoP CSP maintenu existante
jOpt CSP, JS maintenu inexistante
or-tools CSP maintenu quasi inexistante
Tableau 8.1 – Comparaison des solveurs de contraintes
Notre proble`me e´tant un proble`me de satisfaction de contrainte (CSP), la classe
de proble`me n’a pas e´te´ le crite`re de choix. Parmi ces solveurs, nous avons choisi
Choco [C.H.O.C.O. Team, 2010]. Nous avons de´ja` une certaine expertise sur cet outil, et la
librairie est comple`te et simple a` utiliser.
8.2.6.2 MuScADeLSolving
Dans cette section, nous pre´sentons la librairie de re´solution de contraintes is-
sues des proprie´te´s de de´ploiement MuScADeLSolving. L’interface MuscadelSolvingInter
de la librairie (listing 8.2) pre´sente les me´thodes accessibles pour l’ajout des
contraintes : cardinaliteSimple, cardinaliteIntervalle, cardinaliteAll, ratio,
sameValue, differentValue, each et solving.
1 public interface MuscadelSolvingInter {
2 public void cardinaliteSimple (int cmp , int card);
3 public void cardinaliteAll (int cmp);
4 public void cardinaliteIntervalle(int cmp , int min , int max);
5 public void ratio(int cmpP , int cmpS , int ratioP , int ratioS );
6 public void sameValue(int cmp1 , int cmp2 , String [] sonde );
7 public void differentValue(int cmp1 , int cmp2 , String [] sonde );
8 public void each (int cmp , String [] sonde );
9 public int [][] solving () throws MuscadelSolvingExc;
10 }
Listing 8.2 – Interface MuscadelSolvingInter
La classe MuscadelSolving contient les matrices Comp et Dom, ainsi que le mode`le
Choco et la matrice de possibilite´s SatVar. Cette dernie`re est construite lors de la construc-
tion d’un objet MuscadelSolving, avec un appel a` une me´thode prive´e dans le constructeur.
La me´thode cardinaliteSimple ajoute une contrainte de cardinalite´ simple, telle que
de´crit par la formule (6.2).
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La me´thode cardinaliteIntervalle ajoute les contraintes de cardinalite´ a` intervalle
(par exemple, dans le listing 5.5, a` la ligne 7), tel que de´crit par la formule (6.3).
La me´thode cardinaliteAll ajoute les contraintes de cardinalite´ All, tel que de´crit
par la formule (6.4). Comme pour la me´thode cardinaliteIntervalle, la me´thode
cardinaliteAll n’ajoute pas que des contraintes. Une contrainte est ajoute´e pour spe´cifier
qu’au moins un composant doit eˆtre de´ploye´ dans le domaine, et la ligne du composant
dans la matrice satVar est ajoute´e a` la liste des lignes a` maximiser.
La me´thode ratio ajoute une contrainte de ratio entre composants, tel que de´crit par la
formule (6.5). Elle prend en parame`tre les deux composants sur lesquels se portent le ratio,
le nume´rateur et le de´nominateur.
Les me´thodes samevalue et differentValue ajoutent les contraintes relatives a` la
de´pendance entre composants, tel que de´crit dans la formule (6.7). Elles prennent en pa-
rame`tres les composants concerne´s et le tableau des donne´es du sondage (par exemple, les
tableau 6.2a et 6.2b).
La me´thode each ajoute les contraintes de placement d’un composant par instance
d’e´chelle, tel que de´crit par la formule (6.8). Elle prend en parame`tre le composant concerne´
et un tableau des donne´es de sondage.
La me´thode solving lance la re´solution du solveur de contrainte. Si aucune ligne
de la matrice satVar ne doit eˆtre maximise´e, la re´solution est directement lance´e. Sinon,
les directives de maximisation sont ajoute´e puis la re´solution est lance´e. Par la suite, la
faisabilite´ du proble`me est ve´rifie´e : si le proble`me n’a pas de solution, une exception
MuscadelSolvingExc est leve´e, sinon, la premie`re solution est re´cupe´re´e, et est retourne´e
par la me´thode.
La librairie est de´crite plus en de´tails dans [Boujbel et al., 2014a].
8.2.6.3 Ge´ne´ration du plan de de´ploiement
La construction des e´le´ments du langage en utilisant la bibliothe`que
 EX13 EX34 EX35 EX36
MuScADeLDeploymentPlan permet l’ajout transparent de proprie´te´s de de´ploiement au
proble`me Choco 1 en utilisant la bibliothe`que MuScADeLSolving. En effet, chaque classe
correspondant a` une proprie´te´ contient une me´thode qui ajoute la proprie´te´ repre´sente´e a`
l’instance de MuscadelSolving. Une simple boucle sur l’ensemble des instances correspon-
dant aux proprie´te´s permet l’ajout de l’ensemble des contraintes au proble`me du solveur
de contraintes. Puis, la re´solution est lance´e. A` la fin de cette e´tape, un plan de de´ploiement,
sous la forme d’une matrice d’obligations Composant ∗ Appareil est disponible, et est
pre´sente´ a` l’utilisateur dans une feneˆtre.
8.2.7 Installation et activation  EX5 EX12 EX13 EX37 EX42
Une fois le plan de de´ploiement obtenu, l’ope´rateur peut lancer le de´ploiement du
syste`me. En utilisant les serveurs RabbitMQ, une commande est envoye´e aux diffe´rents ap-
pareils, contenant les diffe´rents composants a` installer et a` activer.
1. Le proble`me Choco est un ensemble de variables auxquelles des contraintes sont ajoute´es. Dans notre cas,
il s’agit des variables contenues dans la matrice SatVar de´finie dans la section 6.3.2.1.
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8.2.8 De´ploiement dynamique
Le syste`me de de´ploiement surveille le domaine et l’e´tat du domaine a` l’exe´cution de
l’application. Si un nouvel appareil entre dans le domaine de de´ploiement, il s’enregistre
 EX8 EX15 EX16 EX21 EX38
sur le serveur RabbitMQ. Le moniteur de de´ploiement s’aperc¸oit qu’un nouvel appareil est
dans le domaine de de´ploiement, il re´cupe`re ses caracte´ristiques en y installant les nouvelles
sondes si ne´cessaires. Puis, il ve´rifie dans la liste des composants ayant une proprie´te´ dy-
namique si l’appareil satisfait toutes les proprie´te´s du composant. Si oui, il de´ploie dessus
le composant concerne´. Pour le moment cette e´tape se fait de manie`re centralise´e. A` terme,
cette ve´rification de satisfaction de proprie´te´s se fera localement avec le support local du
syste`me de de´ploiement, et ce sera le superviseur hie´rarchique qui piloterait l’installation et
l’activation.
La surveillance de l’e´tat du domaine permet de de´tecter les pannes provenant de la
 EX22 EX23 EX39
variation de l’e´tat des appareils. Cette supervision peut se faire localement, en utilisant le
framework de sondes pre´sente´ dans les figures 8.4 et 8.5. Le support local du syste`me de
de´ploiement re´alise cette supervision, et disposant des valeurs seuils, il peut de´tecter la
violation de proprie´te´ et en re´fe´rer a` son superviseur hie´rarchique.
8.2.9 Bilan
Dans cette section, nous avons expose´ nos diffe´rentes re´alisations et les avons mises
en relation avec les exigences du de´ploiement de syste`mes re´partis multi-e´chelles. Comme
nous pouvons le constater, nous avons 45 exigences de de´part. Dans cette section, nous
montrons comment nous re´pondons a` 37 de ces exigences. Les exigences restantes, comme
EX25, EX26, EX27, rele`vent essentiellement de l’inge´nierie. En effet, pour ces exigences, il
faut de´velopper les composants du syste`me de de´ploiement qui s’interfacent avec les ma-
chines passerelles de chaque infrastructures cible´es.
8.3 De´monstrations
Dans cette section, nous pre´sentons des de´monstrations d’utilisation des diffe´rents
e´le´ments de notre prototype.
8.3.1 Re´cupe´ration de l’e´tat d’un domaine de de´ploiement
En juin 2014, nous avons pre´sente´ une de´monstration nomme´e  Re´cupe´ration de l’e´tat
d’un domaine de de´ploiement  [Kem et al., 2014] lors de la confe´rence francophone Ubi-
Mob. La de´monstration pre´sente le bootstrap et l’e´tape de re´cupe´ration de l’e´tat du do-
maine de de´ploiement. Le bootstrap est lance´ sur diffe´rentes plateformes (Windows, ma-
chines virtuelles Ubuntu et Mac OS, e´mulateur Android), et le moniteur de de´ploiement sur
Windows. Les bootstraps s’enregistrent un a` un aupre`s du gestionnaire de de´ploiement et
sont visibles sur l’interface graphique du moniteur de de´ploiement. Puis, la commande de
re´cupe´ration de l’e´tat du domaine ge´ne´ral, c’est-a`-dire re´cupe´ration des informations des
sondes basiques, est envoye´e. Le moniteur affiche donc une a` une les re´ponses qu’il rec¸oit
des diffe´rents appareils. La figure 8.10 montre cette dernie`re e´tape.
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Cette vide´o pre´sente aussi la plateforme de test que nous avons mise en place, constitue´e
de quatre machines virtuelles sous :
— Windows : XP (32bits), 7 (64bits)
— Linux : Ubuntu 12.04 (32bits)
— Mac : Mac OS X 10.8 Mountain Lion (64bits)
— Android : SDK Version 16
Il s’agit de machines virtuelles utilisant le logiciel VMware [VMware Inc., 2008], a` part pour
Android, ou` nous utilisons l’e´mulateur fournit par le SDK.
Cette de´monstration est accessible, sous la forme d’une vide´o, a` l’adresse http://
ubimob2014.sciencesconf.org/39370.
Figure 8.10 – Extrait de la de´monstration pre´sente´e a` UbiMob’14 [Kem et al., 2014]
8.3.2 Ge´ne´ration d’un plan de de´ploiement
Lors des re´unions ple´nie`res du projet INCOME, nous faisons e´tat de l’avancement de
nos travaux. Afin d’illustrer ces pre´sentations, nous avons effectue´ des de´monstrations et
re´alise´ des vide´os mettant en sce`ne les diffe´rentes e´tapes d’e´volution du prototype.
Une de ces vide´os pre´sente le plugin MuScADeL et la ge´ne´ration d’un plan de
de´ploiement. Elle commence par montrer la grammaire de MuScADeL dans Xtext, puis
le lancement d’un Eclipse avec le plugin de MuScADeL. Un projet MuScADeL est alors
pre´sente´. Il est compose´ de diffe´rents fichiers, dont le fichier de´crivant les sondes basiques.
Les diffe´rents e´le´ments du langage sont pre´sente´s ainsi que la validation, qui est visible par
l’utilisation d’un sonde de´finie (sonde Locale). Nous pouvons aussi voir que l’ajout d’un
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fichier MuSCa de caracte´risation multi-e´chelle permet d’avoir la comple´tion automatique
des dimensions et des e´chelles du point de vue Device. Lors de l’enregistrement des fichiers
.musc, le code Java correspondant est automatiquement ge´ne´re´. Ce code Java lance le moni-
teur de de´ploiement, et donc la ge´ne´ration du plan. Les diffe´rents appareils se connectent
au moniteur de de´ploiement et la ge´ne´ration du plan de de´ploiement est lance´e. Le plan de
de´ploiement ge´ne´re´ en fonction de l’e´tat du domaine est visible dans une feneˆtre se´pare´e.
La figure 8.11 montre le moniteur de de´ploiement et le plan ge´ne´re´.
La vide´o est disponible a` l’adresse suivante http://anr-income.fr/T5/MuScADeL_IDE_
Deployment_Plan_Generation.mkv.
Figure 8.11 – Extrait de la vide´o de ge´ne´ration d’un plan de de´ploiement
8.3.3 Tutoriel pour la prise en main de MuScADeL et MuScADeM
Un tutoriel facilite la prise en main de MuScADeL et MuScADeM. Il est disponible
a` l’adresse suivante : http://www.irit.fr/~Raja.Boujbel/muscadel/tutoriel.html. Le
tutoriel assiste l’utilisateur dans l’installation du plugin dans Eclipse, fournit les diffe´rents
bootstraps, et explique la prise en main de MuScADeM. Une fois le plugin installe´, l’utili-
sateur peut e´crire son premier descripteur MuScADeL puis lancer le de´ploiement de com-
posants fournis (simples Hello World, une version J2SE et une version Android). Le tutoriel
de´crit aussi comment de´velopper ses propres sondes, en utilisant le framework de sondes.
Toutes les de´pendances des projets (MuScADeLDeploymentPlan, MuScADeLSolving, frame-
work des sondes, etc.) sont disponibles sur un de´poˆt Maven, ce qui facilite la configuration
du plugin et du framework. Une dizaine de personnes ont utilise´ MuScADeL et MuScADeM
lors de la dernie`re ple´nie`re du projet INCOME en septembre 2014.
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8.4 Performances et passage a` l’e´chelle
8.4.1 Ge´ne´ration du plan de de´ploiement
Nous avons effectue´ quelques tests de performances de la ge´ne´ration du plan de
de´ploiement. Pour cela, nous avons de´fini un ensemble de me´thodes permettant de ge´ne´rer
des matrices Dom et Comp de diffe´rentes tailles, afin d’analyser l’e´volution du temps de
re´solution en fonction du nombre de composants et d’appareils. Les tests ont e´te´ effectue´s
sur un ordinateur ayant processeur Intel(R) Core(TM) i7-2760QM CPU @ 2.40GHz.
La figure 8.12 montre l’e´volution du temps de re´solution en fonction du nombre d’appa-
reils et du nombre de composants. Dans tous les cas, le nombre de composants et d’appareils
croit a` chaque ite´ration. Les matrices Comp et Dom ont tous leurs coefficients a` 1. Les courbes
repre´sentent diffe´rents cas :
— simple : l’exigence de cardinalite´ simple, pour laquelle la cardinalite´ demande´e est la
moitie´ du nombre d’appareils ;
— intervalle : l’exigence d’intervalle, pour laquelle l’intervalle demande´ est le quart du
nombre d’appareils ;
— ratio : l’exigence de ratio, pour laquelle le ratio demande´ est de un pour quatre, pour
la moitie´ des composants de´ja` de´ploye´s ;
— each : l’exigence Each, pour laquelle le nombre d’instances croit en fonction du
nombre d’appareils ;
— same device : la contrainte de localite´ d’un composant par rapport a` un autre.
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Figure 8.12 – Temps de calcul du plan de de´ploiement en variant le nombre de composants
et d’appareils
La proprie´te´ qui demande le plus grand temps de calcul est proprie´te´ All. Cela s’ex-
plique par la manie`re dont cette proprie´te´ est ge´re´e pas Choco. Aucune contrainte n’est ex-
prime´e. Par de´faut, le solveur donne la solution la plus simple, qui est de ne pas de´ployer ce
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composant. Or nous voulons que le composant soit de´ploye´ sur le maximum d’appareils qui
satisfasse ses proprie´te´s. Nous demandons donc au solveur de maximiser le nombre de com-
posant a` de´ployer. La maximisation d’une variable est tre`s couˆteuse. En effet, afin de maxi-
miser une variable, le solveur cherche si une solution existe avec le plus petit nombre pos-
sible, si oui, il augmente son objectif, si non retourne le pre´ce´dent objectif. Ainsi il cherche la
faisabilite´ et une solution a` chaque pas d’une variable a` optimiser. L’augmentation du temps
est donc exponentielle. Pour une matrice de 5 composants et appareils, le solveur recherche
25 solutions avant de trouver celle qui maximise les variables, et pour une matrice de 200
composants et appareils, il en recherche 40000.
La contrainte de localite´ au meˆme appareil demande aussi beaucoup de temps de calcul.
Cela vient de la manie`re dont cette contrainte est exprime´e. L’expression donne´e a` Choco est
une disjonction entre les coefficients de deux lignes de la matrice des variables. Nous avons
essaye´ d’optimiser cette contrainte en appliquant la loi de De Morgan, mais cela n’ame´liore
pas les performances.
Dans un deuxie`me temps, nous avons e´tudie´ l’impact du nombre de composants et du
nombre d’appareil sur le temps de calcul. Pour cela, dans un cas nous fixons le nombre de
composants a` 10, et dans une autre le nombre d’appareils a` 10. Pour ces tests aussi nous
avons de´fini les matrices Dom et Comp avec tous les coefficients a` 1. Le figure 8.13 montre
l’e´volution du temps de calcul en fonction de l’augmentation du nombre de composant ou
du nombre d’appareils. Les figures repre´sentent :
— la figure 8.13a : l’exigence de cardinalite´ simple, avec comme cardinalite´ la moitie´ des
appareils du domaine ;
— la figure 8.13b : l’exigence d’intervalle, avec un intervalle s’e´tendant a` la moitie´ des
appareils ;
— la figure 8.13c : l’exigence de ratio, avec un ratio sur la moitie´ des composants, avec
une expression de ratio d’un quart ;
— la figure 8.13d : l’exigence All, sur l’ensemble des composants.
— la figure 8.13e : l’exigence Each, avec une nombre d’instance d’e´chelle correspondant
au quart du nombre d’appareil ;
— la figure 8.13f : la contrainte de localite´ (deux composants sur le meˆme appareil) ;
Nous pouvons remarquer que globalement, le fait de fixer un des parame`tres, re´duit
conside´rablement le temps de calcul. Pour la plupart des proprie´te´s, la diffe´rence de temps
de calcul n’est pas notable. En revanche, pour la proprie´te´ All, un gain de temps est visible
si le nombre d’appareils est fixe. Pour la proprie´te´ de ratio, c’est l’inverse, le calcul est plus
rapide si seul le nombre d’appareils croıˆt (nombre de composants fixe).
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Figure 8.13 – Temps de calcul du plan de de´ploiement en variant le nombre de composants
ou le nombre d’appareils
De´ploiement de syste`mes re´partis multi-e´chelles 137
8Imple´mentation et validation
8.4.2 Passage a` l’e´chelle
Le syste`me de de´ploiement est compose´ de deux parties : l’une centralise´e (le moniteur
de de´ploiement) et l’autre de´centralise´e (le support local du syste`me de de´ploiement sur les
appareils).
Pour e´viter l’effet  goulot d’e´tranglement  dans la partie centralise´e, nous utilisons
les serveurs RabbitMQ pour la communication entre les appareils et le moniteur. En effet,
diffe´rentes instances peuvent eˆtre utilise´es pour re´pondre au grand nombre d’appareils. De
plus, l’ajout a` chaud de nouvelles instances est pre´vu par le syste`me RabbitMQ, ce qui per-
met de re´sister a` la monte´e en charge en cas d’arrive´e massive d’appareils.
A` l’exe´cution du syste`me de´ploye´, le syste`me de de´ploiement repose principalement sur
une architecture de´centralise´e. Cette de´centralisation permet de pouvoir re´agir localement
aux perturbations, et ainsi e´viter de remonter au moniteur a` chaque fois. Afin de fluidifier
la communication, nous pouvons utiliser un e´tiquetage des messages fourni par RabbitMQ.
Ceci permettrait aux superviseurs de s’abonner aux seuls messages concernant leur instance
d’e´chelle, et ainsi avoir leur communication locale. Pour la prise en compte de nouveaux
appareils localement, nous pouvons utiliser un protocole de de´couverte de services, en uti-
lisant le protocole UPnP [UPn].
8.5 Conclusion
Nous avons pre´sente´ dans ce chapitre un prototype de notre middleware MuScADeM.
Il est construit suivant l’architecture de´finie dans les chapitres 6 et 7. Il offre un environne-
ment de de´veloppement inte´gre´ pour le langage de´die´ MuScADeL, sous la forme d’un plu-
gin Eclipse. Le concepteur peut donc e´crire le descripteur MuScADeL correspondant a` son
application et lancer directement la ge´ne´ration du plan de de´ploiement depuis Eclipse. Le
support local de de´ploiement, utilisant un framework OSGi, permet aux appareils d’eˆtre vi-
sibles par le gestionnaire du domaine. Le gestionnaire de domaine tire parti de la scalabilite´
des instances RabbitMQ pour pouvoir traiter sans de´lai (sans engorgement) les nombreux
appareils avec lequel il communique. Une fois le plan de de´ploiement ge´ne´re´, le concepteur
initie, depuis Eclipse, le de´ploiement selon le plan initial. Le support local re´cupe`re donc le
composant, l’installe et l’active. Une prise en compte des appareils entrant dans le domaine
est aussi imple´mente´e. Pour chaque nouvel appareil de´tecte´ par le gestionnaire de domaine,
si cet appareil satisfait les proprie´te´s d’un composant, ce composant est de´ploye´ dessus si
besoin (c’est-a`-dire si des proprie´te´s dynamiques ont e´te´ de´finies).
Nous avons aussi effectue´ des tests de performance de la ge´ne´ration du plan de
de´ploiement. Ces tests permettent de mettre en e´vidence certains e´carts de temps de
re´solution entre les diffe´rentes proprie´te´s exprime´es. L’optimisation du traitement de ces
proprie´te´s demande un certain travail d’inge´nierie.
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Contribution
Le middleware MuScADeM supporte le de´ploiement de syste`mes
re´partis multi-e´chelles. Il s’appuie sur le DSL MuScADeL et son envi-
ronnement de de´veloppement inte´gre´, pilote le de´ploiement initial, et
ge`re le de´ploiement dynamique. Le plugin Eclipse de MuScADeL per-
met au concepteur d’exprimer le de´ploiement de son application et d’uti-
liser la caracte´risation multi-e´chelle, graˆce a` Xtext et Xtend. Les boots-
traps permettent a` l’utilisateur une prise en main simple du syste`me de
de´ploiement et, graˆce a` l’utilisation d’OSGi, de s’abstraire des proble`mes
d’he´te´roge´ne´ite´ des appareils. A` partir du descripteur MuScADeL, l’e´tat
du domaine est re´cupe´re´ et un plan de de´ploiement est ge´ne´re´ au moyen
du solveur de contraintes Choco. Ensuite, le plan de de´ploiement est
re´alise´, en s’appuyant sur RabbitMQ pour envoyer les commandes et le
support local de de´ploiement pour la gestion locale (avec OSGi). La dy-
namique du domaine est ge´re´e graˆce a` l’utilisation de RabbitMQ pour la
de´tection de nouveaux appareils, ou la disparition. L’utilisation de Rab-
bitMQ facilite aussi le passage a` l’e´chelle en nombre d’appareils.
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9 Conclusion
9.1 Bilan
Dans cette the`se, nous avons e´tudie´ le proble`me du de´ploiement des syste`mes re´partis
multi-e´chelles. Nous en avons identifie´ les principales exigences en lien avec les proprie´te´s
caracte´ristiques d’he´te´roge´ne´ite´, de nombre, de dynamique et d’ouverture. Alors que le
de´ploiement traditionnel est le plus souvent centralise´ et dirige´ par un ope´rateur humain, le
de´ploiement des syste`mes re´partis multi-e´chelles doit eˆtre de´centralise´, automatise´ et sen-
sible au contexte. Le roˆle d’ope´rateur de de´ploiement doit y eˆtre joue´ par une application de
niveau middleware : le syste`me de de´ploiement.
Dans ce travail, nous avons propose´ une solution qui s’articule autour de trois contribu-
tions principales : un processus de de´ploiement, un langage de spe´cification et un middle-
ware pour la re´alisation automatique.
Le processus de de´ploiement des syste`mes re´partis multi-e´chelles coordonne un certain
nombre d’activite´s qui concernent la spe´cification du plan de de´ploiement, la ge´ne´ration et
la re´alisation du plan de de´ploiement initial, et la re´alisation du de´ploiement dynamique. En
particulier, il prend en compte l’ouverture du domaine de de´ploiement. La production du
plan de de´ploiement est centralise´e mais sa re´alisation (de´ploiement initial et de´ploiement
dynamique) est de´centralise´e et controˆle´e dans le cadre d’une boucle  autonomique .
Pour cela, le processus s’appuie sur une infrastructure ouverte compose´e d’un support de
spe´cification (un langage et son e´diteur) et d’un middleware pour la mise en œuvre. Pour
la sensibilite´ au contexte, le domaine et son e´tat sont observe´s au moyen de sondes extraites
de la spe´cification des proprie´te´s du de´ploiement.
La conception du plan de de´ploiement est une activite´ particulie`re qui demande des
moyens d’expression ade´quats. Ces moyens sont donne´s au concepteur sous la forme d’un
langage de´die´, MuScADeL (MultiScale Autonomic Deployment Language), qui offre un haut
niveau d’abstraction et permet de s’abstraire des questions de mise en œuvre. Le concep-
teur du de´ploiement peut exprimer les contraintes d’exe´cution des composants ainsi que
ses exigences en matie`re de distribution, de nombre et de dynamique du domaine. Pour
spe´cifier le de´ploiement sans connaissance exacte du domaine et de´signer des parties du
domaine, il peut s’appuyer sur les e´chelles identifie´es dans le syste`me multi-e´chelle. MuSc-
ADeL est lie´ au me´tamode`le MuSCa de S. Rottenberg [Rottenberg et al., 2014], ce qui permet
de controˆler la validite´ de l’expression des proprie´te´s relatives aux e´chelles. Le concepteur
peut e´galement donner les e´le´ments qui vont permettre l’acquisition d’un e´tat personnalise´
du domaine, en particulier il peut de´finir ses propres sondes. Ces sondes de´finies en fonc-
tion du besoin peuvent supporter des controˆles d’ordre divers : e´nergie, se´curite´, qualite´, etc.
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C’est cette possibilite´ de personnalisation qui permet de pre´server la ge´ne´ricite´ du langage
et du middleware.
Pour l’automatisation du de´ploiement, nous avons propose´ un middleware re´parti,
MuScADeM (MultiScale Autonomic Deployment Middleware) qui supporte le de´ploiement
initial de manie`re automatique, de la constitution du domaine et l’acquisition de son e´tat
jusqu’a` la re´alisation du plan de de´ploiement. L’architecture de MuScADeM comprend un
gestionnaire de domaine qui enregistre les entre´es et les sorties des appareils, un moni-
teur de de´ploiement et un support local de de´ploiement sur chaque appareil. Le support
local est un conteneur de composants, initialement minimal, qui s’enrichit dynamiquement
de composants pour la re´alisation du de´ploiement. Il he´berge a` la fois les composants du
syste`me de de´ploiement et ceux de l’application de´ploye´e. Le moniteur de de´ploiement uti-
lise un solveur de contraintes pour produire un plan de de´ploiement initial qui est a` la fois
adapte´ a` l’e´tat du domaine et conforme aux spe´cifications exprime´es. Pour cela, les pro-
prie´te´s spe´cifie´es sont transforme´es automatiquement en contraintes avant d’eˆtre traite´es
par le solveur.
Une fois le de´ploiement initial effectue´, le syste`me de de´ploiement doit maintenir en
condition ope´rationnelle le syste`me de´ploye´ en pre´sence de perturbations. Pour re´agir dyna-
miquement a` ces perturbations, le syste`me de de´ploiement re´agit de manie`re autonomique.
Nous avons identifie´ et analyse´ les diffe´rentes situations d’adaptation et, pour chacune, pro-
pose´ une solution. Au vu des conditions d’exe´cution du syste`me de´ploye´ (dynamique et
taille du domaine), une architecture centralise´e n’est pas envisageable. Nous proposons les
e´le´ments d’une architecture de´centralise´e qui permet une supervision par instance d’e´chelle
et fournit, de manie`re autonomique, une re´ponse locale aux situations rencontre´es.
Un prototype, qui satisfait l’essentiel des exigences e´nonce´es, a e´te´ re´alise´ conforme´ment
a` l’architecture de´finie. Un projet Master 1 ainsi qu’un stage de Master 2 y ont contribue´ en
partie. Ce prototype prouve la faisabilite´ de nos propositions de processus et d’architecture.
Ce travail a e´te´ re´alise´ dans le cadre du projet INCOME finance´ par l’Agence Nationale
de la Recherche (ANR-11-INFR-009, 2012-2015). Il a fait l’objet de deux articles publie´s dans
des revues internationales [Boujbel et al., 2014a, Arcangeli et al., 2015], de deux communi-
cations dans des manifestations internationales [Boujbel et al., 2013, Boujbel et al., 2014c],
de trois communications nationales [Boujbel et al., 2014b, Arcangeli et al., 2014b,
Arcangeli et al., 2014c], d’un poster [Kem et al., 2014] et de diffe´rents livrables du pro-
jet [Arcangeli et al., 2012a, Arcangeli et al., 2013, Arcangeli et al., 2014a].
9.2 Perspectives
Pour terminer, nous discutons dans cette dernie`re section quelques questions ouvertes
et perspectives de ce travail.
9.2.1 Inte´gration et validation
Au sein du projet INCOME, les taˆches d’inte´gration et de validation sont essentiellement
planifie´es en 2015. En particulier, MuScADeL et MuScADeM seront utilise´s pour de´ployer
une application re´elle, a` savoir le gestionnaire de contexte multi-e´chelle de´veloppe´ dans le
cadre du projet et, e´ventuellement, une ou des applications sensibles au contexte qui uti-
lisent le gestionnaire de contexte. Pour l’instant, notre prototype n’a e´te´ expe´rimente´ que
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sur des cas relativement simples. Nous avons montre´ que MuScADeM re´pond a` l’essentiel
des exigences identifie´es dans le chapitre 2. Mais pour certaines nous avons fait des hy-
pothe`ses simplificatrices, par exemple concernant les infrastructures de Cloud et les re´seaux
de capteurs. Un important travail d’inge´nierie est sans doute ne´cessaire pour interfacer notre
syste`me de de´ploiement avec les outils de de´ploiement sur ces infrastructures.
D’autre part, pour la ge´ne´ration du plan de de´ploiement, si une solution existe, elle
est trouve´e par le solveur de contraintes. En fait, c’est la premie`re trouve´e qui est retenue
sans conside´rer la qualite´ du plan ni un quelconque optimum. Cette question de la qua-
lite´ du plan (qui ne faisait pas partie des exigences) pourrait ne´anmoins eˆtre reconside´re´.
Par ailleurs, concernant le temps de ge´ne´ration du plan, un travail d’optimisation devrait
permettre d’ame´liorer les performances (par exemple, pour la proprie´te´ All).
9.2.2 Expression du de´ploiement
Le langage MuScADeL re´pond aux principaux besoins que nous avons identifie´s pour
le de´ploiement des syste`mes re´partis multi-e´chelles. Cependant, il ne permet d’exprimer
des proprie´te´s relatives a` toutes les activite´s de de´ploiement, comme la de´sactivation ou
la de´sinstallation, ou encore le de´ploiement incre´mental (cf. section 9.2.3). En fonction des
besoins, en particulier pour les expe´rimentations a` venir avec des applications re´elles, nous
pre´voyons donc des adaptations de MuScADeL pour permettre l’expression de nouvelles
proprie´te´s de de´ploiement.
9.2.3 Dynamique du domaine et de l’application
Dans ce travail, nous nous sommes focalise´s sur la dynamique du domaine pour
re´pondre aux proble`mes de connexion et de de´connexion d’appareils (donc sur le
de´ploiement continu). Cependant, nous avons fait abstraction des proble`mes de connexite´
du domaine, c’est-a`-dire de la possibilite´ pour un appareil de sortir puis d’entrer a` nouveau
dans le domaine ou, pour le domaine, de la possibilite´ de se fragmenter. Pour cette dernie`re
question, l’approche autonomique pourrait permettre aux  fragments  du domaine de res-
ter ope´rationnels, mais le proble`me doit eˆtre e´tudie´ pre´cise´ment.
Par ailleurs, la dynamique du syste`me re´parti ne se limite pas a` celle du domaine. Les
applications ont une dure´e de vie suffisamment longue pour avoir a` e´voluer dynamique-
ment par la mise a` jour, l’ajout ou le retrait de composants. Si, normalement, la mise a` jour
n’influe pas sur le plan de de´ploiement, l’ajout ou le retrait de composants induit par nature
une modification du plan. Dans le cas d’un ajout d’un nouveau composant, il faut trouver
le  bon  appareil pour l’he´berger mais cela peut remettre en cause le plan de de´ploiement
de l’ensemble du syste`me. Le de´ploiement incre´mental doit donc faire l’objet d’une e´tude
approfondie.
9.2.4 De´ploiement autonomique
Pour le maintien en condition ope´rationnelle de l’application, le syste`me de de´ploiement
effectue une supervision et un controˆle de´centralise´s. Comme nous l’avons montre´, dans le
cadre de l’architecture hie´rarchique par instance d’e´chelle, des conflits de controˆle peuvent
se produire. Une approche a` base de ne´gociation pourrait permettre de re´soudre ces conflits
de manie`re de´centralise´e. Pour cela, nous envisageons une conception du support local
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de de´ploiement sous la forme d’un syste`me d’agents autonomes au sein duquel les acti-
vite´s de de´ploiement seraient distribue´es. Parmi ces agents, certains pourraient interagir
avec d’autres agents de la meˆme ou d’une autre instance d’e´chelle et ne´gocier en cas de
conflit. En particulier, des agents controˆleurs pourraient coope´rer au sein d’un syste`me
multi-agent dans le but de re´gler les conflits. L’approche AMAS (Adaptive Multi-Agent Sys-
tems) [Gleizes et al., 1999, Capera et al., 2003] de´veloppe´e dans notre e´quipe pourrait appor-
ter une solution comple`tement de´centralise´e et permettre la suppression des superviseurs
hie´rarchiques.
144 De´ploiement de syste`mes re´partis multi-e´chelles
Bibliographie et Webographie
Bibliographie
[WET, 2003] (2003). 12th IEEE International Workshops on Enabling Technologies (WETICE
2003), Infrastructure for Collaborative Enterprises, 9-11 June 2003, Linz, Austria. IEEE Com-
puter Society.
[ICA, 2004] (2004). 1st International Conference on Autonomic Computing (ICAC 2004), 17-19
May 2004, New York, NY, USA. IEEE Computer Society.
[CCG, 2008] (2008). 8th IEEE International Symposium on Cluster Computing and the Grid (CC-
Grid 2008), 19-22 May 2008, Lyon, France. IEEE Computer Society.
[AIN, 2010] (2010). 24th IEEE International Conference on Advanced Information Networking
and Applications, AINA 2010, Perth, Australia, 20-13 April 2010. IEEE Computer Society.
[EUR, 2010] (2010). 36th EUROMICRO Conference on Software Engineering and Advanced Ap-
plications, SEAA 2010, Lille, France, September 1-3, 2010. IEEE.
[ICA, 2010] (2010). Sixth International Conference on Autonomic and Autonomous Systems, ICAS
2010, Cancun, Mexico, March 7-13, 2010. IEEE Computer Society.
[NCA, 2012] (2012). 11th IEEE International Symposium on Network Computing and Applica-
tions, NCA 2012, Cambridge, MA, USA, August 23-25, 2012. IEEE Computer Society.
[COM, 2014] (2014). IEEE 38th Annual International Computers, Software and Applications
Conference Workshops, COMPSAC Workshops 2014, Sweden, July 21-25, 2014. IEEE.
[Arcangeli et al., 2012a] Arcangeli, J.-P., Boujbel, R., Bouzeghoub, A., Camps, V., Chabridon,
S., Conan, D., Desprats, T., Guivarch, V., Laborde, R., Lavinal, E., Leriche, S., Oglaza, A.,
Pe´ninou, A., Rottenberg, S., Taconet, C., and Zarate´, P. (2012a). Multi-scale context mana-
gement : Concepts, Definitions, and State of the art. ANR INFRA INCOME Multi-Scale
Context Management for the Internet of Things deliverable Task 2.1.
[Arcangeli et al., 2013] Arcangeli, J.-P., Boujbel, R., Bouzeghoub, A., Camps, V., Chabridon,
S., Conan, D., Desprats, T., Laborde, R., Lavinal, E., Leriche, S., Marie, P., Oglaza, A.,
Pe´ninou, A., Rottenberg, S., Taconet, C., and Zarate´, P. (2013). Sce´narios et exigences. ANR
INFRA INCOME INfrastructure de gestion de COntexte Multi-E´chelle pour l’Internet des
Objets Taˆche 2.2.
[Arcangeli et al., 2014a] Arcangeli, J.-P., Boujbel, R., and Leriche, S. (2014a). Infrastructure
logicielle de de´ploiement du gestionnaire de contexte — Version 1. ANR INFRA IN-
COME INfrastructure de gestion de COntexte Multi-E´chelle pour l’Internet des Objets
Taˆche 5.1.
De´ploiement de syste`mes re´partis multi-e´chelles 145
9Bibliographie
[Arcangeli et al., 2015] Arcangeli, J.-P., Boujbel, R., and Leriche, S. (2015). Automatic de-
ployment of distributed software systems : Definitions and state of the art. Journal of
Systems and Software, 103 :198 – 218.
[Arcangeli et al., 2012c] Arcangeli, J.-P., Bouzeghoub, A., Camps, V., Canut, C. M.-F., Chabri-
don, S., Conan, D., Desprats, T., Laborde, R., Lavinal, E., Leriche, S., Maurel, H., Pe´ninou,
A., Taconet, C., and Zarate´, P. (2012c). INCOME - Multi-scale context management for the
Internet of Things. In [Paterno` et al., 2012], pages 338–347.
[Arcangeli et al., 2014b] Arcangeli, J.-P., Bouzeghoub, A., Camps, V., Chabridon, S., Conan,
D., Desprats, T., Laborde, R., Lavinal, E., Leriche, S., Maurel, H., Mbarki, M., Pe´ninou,
A., Taconet, C., Zarate´, P., Boujbel, R., Lim, L., Machara Marquez, S., Marie, P., Mignard,
C., Oglaza, A., and Rottenberg, S. (2014b). Projet INCOME : INfrastructure de gestion de
COntexte Multi-Echelle pour l’Internet des Objets (short paper). In Confe´rence Francophone
sur les Architectures Logicielles (CAL). ENSEEIHT.
[Arcangeli et al., 2014c] Arcangeli, J.-P., Chabridon, S., Conan, D., Desprats, T., Laborde, R.,
Leriche, S., Lim, L., Taconet, C., Boujbel, R., Machara Marquez, S., Marie, P., and Rot-
tenberg, S. (2014c). Gestion de contexte multi-e´chelle pour l’Internet des objets (regular
paper). In Journe´es francophones Mobilite´ et Ubiquite´ (UBIMOB), http ://www.i3s.unice.fr.
Laboratoire i3S.
[Atzori et al., 2010] Atzori, L., Iera, A., and Morabito, G. (2010). The Internet of Things : A
survey. Computer Networks, 54(15) :2787–2805.
[Bailey, 2000] Bailey, E. C. (2000). Maximum RPM. SAMS Publishing.
[Boehm et al., 1999] Boehm, B. W., Garlan, D., and Kramer, J., editors (1999). Proceedings of
the 1999 International Conference on Software Engineering, ICSE’ 99, Los Angeles, CA, USA,
May 16-22, 1999. ACM.
[Boujbel et al., 2013] Boujbel, R., Leriche, S., and Arcangeli, J.-P. (2013). A DSL for multi-
scale and autonomic software deployment. In Lavazza, L., Oberhauser, R., Martin, A.,
Hassine, J., Gebhart, M., and Ja¨ntti, M., editors, International Conference on Software Engi-
neering Advances (ICSEA 2013), pages 291–296.
[Boujbel et al., 2014a] Boujbel, R., Leriche, S., and Arcangeli, J.-P. (2014a). A framework for
autonomic software deployment of multiscale systems. International Journal on Adanced
Systems, 7(1 & 2) :353–369.
[Boujbel et al., 2014b] Boujbel, R., Leriche, S., Arcangeli, J.-P., and Kem, O. (2014b). Forma-
lisation de l’expression d’un plan de de´ploiement autonomique a` base de contraintes. In
Journe´es francophones Mobilite´ et Ubiquite´ (UBIMOB 2014), http ://www.i3s.unice.fr. Labo-
ratoire i3S.
[Boujbel et al., 2014c] Boujbel, R., Rottenberg, S., Leriche, S., Taconet, C., Arcangeli, J.-P., and
Lecocq, C. (2014c). MuScADeL : A Deployment DSL based on a Multiscale Characteriza-
tion Framework. In [?], pages 708–715.
[Brandtzæg et al., 2012] Brandtzæg, E., Parastoo, M., and Mosser, S. (2012). Towards a
Domain-Specific Language to Deploy Applications in the Clouds. In 3rd Int. Conf. on
Cloud Computing, GRIDs, and Virtualization (Cloud Computing 2012), pages 213–218. IA-
RIA.
[Briand and Wolf, 2007] Briand, L. C. and Wolf, A. L., editors (2007). International Conference
on Software Engineering, ISCE 2007, Workshop on the Future of Software Engineering, FOSE
2007, May 23-25, 2007, Minneapolis, MN, USA.
146 De´ploiement de syste`mes re´partis multi-e´chelles
Bibliographie
9
[Broto et al., 2008] Broto, L., Hagimont, D., Stolf, P., Palma, N. D., and Temate, S. (2008). Au-
tonomic management policy specification in Tune. In [Wainwright and Haddad, 2008],
pages 1658–1663.
[Bruneton et al., 2006] Bruneton, E., Coupaye, T., Leclercq, M., Que´ma, V., and Stefani, J.-B.
(2006). The FRACTAL component model and its support in Java. Software : Practice and
Experience, 36(11-12) :1257–1284.
[Budinsky et al., 2008] Budinsky, F., Merks, E., and Steinberg, D. (2008). Eclipse Modeling
Framework 2.0. Eclipse. Addison Wesley Professional.
[Capera et al., 2003] Capera, D., George´, J., Gleizes, M. P., and Glize, P. (2003). The AMAS
theory for complex problem solving based on self-organizing cooperative agents. In [?],
pages 383–388.
[Carzaniga et al., 1998] Carzaniga, A., Fuggetta, A., Hall, R. S., Heimbigner, D., van der
Hoek, A., and Wolf, A. L. (1998). A characterization framework for software deployment
technologies. Technical report, Defense Technical Information Center (DTIC) Document.
[Cassagnes et al., 2009] Cassagnes, C., Roose, P., and Dalmau, M. (2009). Kalimucho : soft-
ware architecture for limited mobile devices. ACM SIGBED Review, 6(3) :12.
[C.H.O.C.O. Team, 2010] C.H.O.C.O. Team (2010). CHOCO : an open source Java constraint
programming library. Technical Report 10-02-INFO, Ecole des Mines de Nantes. Last
access : June 2014.
[Chu et al., 2011] Chu, W. C., Wong, W. E., Palakal, M. J., and Hung, C.-C., editors (2011).
Proceedings of the 2011 ACM Symposium on Applied Computing (SAC), TaiChung, Taiwan,
March 21 - 24, 2011. ACM.
[Crnkovic et al., 2011] Crnkovic, I., Sentilles, S., Vulgarakis, A., and Chaudron, M. R. V.
(2011). A Classification Framework for Software Component Models. IEEE Transactions
on Software Engineering, 37(5) :593–615.
[Cudennec et al., 2008] Cudennec, L., Antoniu, G., and Bouge´, L. (2008). CoRDAGe : To-
wards Transparent Management of Interactions Between Applications and Resources. In
International Workshop on Scalable Tools for High-End Computing (STHEC 2008), pages 13–24.
[Cunin et al., 2005] Cunin, P.-Y., Lestideau, V., and Merle, N. (2005). Orya : A strategy orien-
ted deployment framework. In Dearle, A. and Eisenbach, S., editors, Component Deploy-
ment, volume 3798 of Lecture Notes in Computer Science, pages 177–180. Springer Berlin
Heidelberg.
[Dearle, 2007] Dearle, A. (2007). Software Deployment, Past, Present and Future. In
[Briand and Wolf, 2007], pages 269–284.
[Dearle et al., 2010] Dearle, A., Kirby, G. N. C., and McCarthy, A. (2010). A middleware
framework for constraint-based deployment and autonomic management of distributed
applications. CoRR, abs/1006.4733.
[Dearle et al., 2004] Dearle, A., Kirby, G. N. C., and McCarthy, A. J. (2004). A framework for
constraint-based deployment and autonomic management of distributed applications. In
[ICA, 2004], pages 300–301.
[Desertot et al., 2006] Desertot, M., Cervantes, H., and Donsez, D. (2006). FROGi : Fractal
Components Deployment over OSGi. In Lo¨we, W. and Su¨dholt, M., editors, Software
Composition, volume 4089 of Lecture Notes in Computer Science, pages 275–290. Springer.
[Ferber, 1995] Ferber, J. (1995). Les Syste`mes multi-agents : vers une intelligence collective. I.I.A.
Informatique intelligence artificielle. InterEditions.
De´ploiement de syste`mes re´partis multi-e´chelles 147
9Bibliographie
[Ferscha, 2012] Ferscha, A. (2012). 20 years past weiser : What’s next ? IEEE Pervasive Com-
puting, 11(1) :52–61.
[Flinn, 2012] Flinn, J. (2012). Cyber Foraging : Bridging Mobile and Cloud Computing. Synthesis
Lectures on Mobile and Pervasive Computing. Morgan & Claypool Publishers.
[Flissi et al., 2008a] Flissi, A., Dubus, J., Dolet, N., and Merle, P. (2008a). Deploying on the
grid with deployware. In [CCG, 2008], pages 177–184.
[Ganzha et al., 2014] Ganzha, M., Maciaszek, L. A., and Paprzycki, M., editors (2014). Pro-
ceedings of the 2014 Federated Conference on Computer Science and Information Systems, War-
saw, Poland, September 7-10, 2014.
[Giese and Cheng, 2011] Giese, H. and Cheng, B. H. C., editors (2011). 2011 ICSE Sympo-
sium on Software Engineering for Adaptive and Self-Managing Systems, SEAMS 2011, Waikiki,
Honolulu , HI, USA, May 23-24, 2011. ACM.
[Gleizes et al., 1999] Gleizes, M.-P., Camps, V., and Glize, P. (1999). A Theory of Emergent
Computation based on Cooperative Self-organization for Adaptive Artificial Systems. In
Fourth European Congress of Systems Science , Valencia Spain, 20/09/1999-24/09/1999. Ferrer
Figueras, L., editor,.
[Goldsack et al., 2009] Goldsack, P., Guijarro, J., Loughran, S., Coles, A. N., Farrell, A., Lain,
A., Murray, P., and Toft, P. (2009). The SmartFrog configuration management framework.
Operating Systems Review, 43(1) :16–25.
[Guidec et al., 2010] Guidec, F., Sommer, N. L., and Mahe´o, Y. (2010). Opportunistic Soft-
ware Deployment in Disconnected Mobile Ad Hoc Networks. International Journal of
Handheld Computing Research, 1(1) :24–42.
[Hall et al., 1999] Hall, R. S., Heimbigner, D., and Wolf, A. L. (1999). A Coopera-
tive Approach to Support Software Deployment Using the Software Dock. In
[Boehm et al., 1999], pages 174–183.
[Haller and Odersky, 2006] Haller, P. and Odersky, M. (2006). Event-Based Programming
Without Inversion of Control. In Lightfoot, D. and Szyperski, C., editors, Modular Pro-
gramming Languages, volume 4228, chapter Lecture Notes in Computer Science, pages
4–22. Springer Berlin Heidelberg.
[Heydarnoori, 2008] Heydarnoori, A. (2008). Deploying component-based applications :
Tools and techniques. In Lee, R., editor, Software Engineering Research, Management and
Applications, volume 253 of Studies in Computational Intelligence, pages 29–42. Springer-
Verlag, Prague, Czech Republic.
[Horn, 2001] Horn, P. (2001). Autonomic computing : IBM’s Perspective on the State of
Information Technology.
[Horre´ et al., 2011] Horre´, W., Michiels, S., Joosen, W., and Hughes, D. (2011). Advanced
sensor network software deployment using application-level quality goals. Journal of Soft-
ware, 6(4) :528–535.
[Hughes et al., 2012] Hughes, D., Thoelen, K., Maerien, J., Matthys, N., Horre´, W., del Cid, J.,
Huygens, C., Michiels, S., and Joosen, W. (2012). Looci : The loosely-coupled component
infrastructure. In [NCA, 2012], pages 236–243.
[ISO 9000:2005, 2009] ISO 9000:2005 (2009). Quality management systems – Fundamentals
and vocabulary.
[Juve and Deelman, 2011a] Juve, G. and Deelman, E. (2011a). Automating Application De-
ployment in Infrastructure Clouds. In IEEE Third Int. Conf. on Cloud Computing Technology
and Science (CloudCom 2011), pages 658–665.
148 De´ploiement de syste`mes re´partis multi-e´chelles
Bibliographie
9
[Kem et al., 2014] Kem, O., Boujbel, R., and Leriche, S. (2014). Re´cupe´ration de l’e´tat d’un
domaine de de´ploiement (short paper and demo). In Journe´es francophones Mobilite´ et
Ubiquite´ (UBIMOB 2014), http ://www.i3s.unice.fr. Laboratoire i3S.
[Kephart and Chess, 2003] Kephart, J. O. and Chess, D. M. (2003). The vision of autonomic
computing. Computer, 36(1) :41–50.
[Kessis et al., 2009] Kessis, M., Roncancio, C., and Lefebvre, A. (2009). DASIMA : A flexible
management middleware in multi-scale contexts. In 6th Int. Conf. on Information Techno-
logy : New Generations (ITNG ’09), pages 1390–1396.
[Liu, 2011] Liu, H. (2011). Rapid application configuration in amazon cloud using configu-
rable virtual appliances. In [Chu et al., 2011], pages 147–154.
[Louberry et al., 2011b] Louberry, C., Roose, P., and Dalmau, M. (2011b). Kalimucho :
Contextual Deployment for QoS Management. In Felber, P. and Rouvoy, R., editors, Dis-
tributed Applications and Interoperable Systems (DAIS 2011), pages 43–56.
[Manzoor and Nefti, 2008] Manzoor, U. and Nefti, S. (2008). Silent Unattended Installation
Package Manager–SUIPM. In Mohammadian, M., editor, Int. Conf. CIMCA/IAWTIC/ISE,
pages 55–60. IEEE Computer Society.
[Manzoor and Nefti, 2010] Manzoor, U. and Nefti, S. (2010). QUIET : A Methodology for
Autonomous Software Deployment using Mobile Agents. J. Network and Computer Appli-
cations, 33(6) :696–706.
[Marro´n et al., 2006] Marro´n, P. J., Gauger, M., Lachenmann, A., Minder, D., Saukh, O., and
Rothermel, K. (2006). Flexcup : A flexible and efficient code update mechanism for sensor
networks. In [Ro¨mer et al., 2006], pages 212–227.
[Matougui and Leriche, 2012] Matougui, M. E. A. and Leriche, S. (2012). A middleware
architecture for autonomic software deployment. In The 7th Int. Conf. on Systems and
Networks Communications (ICSNC’12), pages 13–20, Lisbon, Portugal. XPS. 12619 12619.
[OSGi Alliance, 2009] OSGi Alliance (2009). OSGi Service Platform Core Specification, Re-
lease 3. Version 4.2. Technical report.
[Paterno` et al., 2012] Paterno`, F., Ruyter, B. E. R. d., Markopoulos, P., Santoro, C., Loenen,
E. v., and Luyten, K., editors (2012). Ambient Intelligence - Third International Joint Confe-
rence, AmI 2012, Pisa, Italy, November 13-15, 2012. Proceedings, volume 7683 of Lecture Notes
in Computer Science. Springer.
[Rellermeyer et al., 2007] Rellermeyer, J. S., Alonso, G., and Roscoe, T. (2007). R-OSGi : Dis-
tributed Applications Through Software Modularization. In Cerqueira, R. and Campbell,
R. H., editors, 8th International Middleware Conference, volume 4834 of Lecture Notes in Com-
puter Science, pages 1–20. Springer.
[Ro¨mer et al., 2006] Ro¨mer, K., Karl, H., and Mattern, F., editors (2006). Wireless Sensor Net-
works, Third European Workshop, EWSN 2006, Zurich, Switzerland, February 13-15, 2006, Pro-
ceedings, volume 3868 of Lecture Notes in Computer Science. Springer.
[Rottenberg, 2015] Rottenberg, S. (2015). Mode`les, me´thodes et outils pour les syste`mes re´partis
multi-e´chelles. PhD thesis, Te´le´com SudParis. Version provisoire.
[Rottenberg et al., 2014] Rottenberg, S., Leriche, S., Taconet, C., Lecocq, C., and Desprats, T.
(2014). MuSCa : A multiscale characterization framework for complex distributed sys-
tems. In [Ganzha et al., 2014], pages 1657–1665.
[Sabharwal, 2006] Sabharwal, R. (2006). Grid Infrastructure Deployment using SmartFrog
Technology. In Int. Conf. on Networking and Services (ICNS 2006), page 73. IEEE Computer
Society.
De´ploiement de syste`mes re´partis multi-e´chelles 149
9Bibliographie
[Satyanarayanan et al., 2009] Satyanarayanan, M., Bahl, P., Ca´ceres, R., and Davies, N.
(2009). The Case for VM-Based Cloudlets in Mobile Computing. IEEE Pervasive Com-
puting, 8(4) :14–23.
[Sledziewski et al., 2010] Sledziewski, K., Bordbar, B., and Anane, R. (2010). A DSL-based
approach to software development and deployment on cloud. In [AIN, 2010], pages 414–
421.
[Strembeck and Zdun, 2009] Strembeck, M. and Zdun, U. (2009). An approach for the sys-
tematic development of domain-specific languages. Software : Practice and Experience,
39(15) :1253–1292.
[Szyperski, 2002] Szyperski, C. (2002). Component Software : Beyond Object-Oriented Program-
ming. Addison-Wesley Longman Publishing Co., Inc., Boston, MA, USA, 2nd edition.
[Tolvanen and Kelly, 2010] Tolvanen, J.-P. and Kelly, S. (2010). Integrating models with
domain-specific modeling languages. In Proceedings of the 10th Workshop on Domain-
Specific Modeling, DSM ’10, pages 10–1, New York, NY, USA. ACM.
[Toure et al., 2010] Toure, M., Stolf, P., Hagimont, D., and Broto, L. (2010). Large scale de-
ployment. In [ICA, 2010], pages 78–83.
[van der Burg and Dolstra, 2010a] van der Burg, S. and Dolstra, E. (2010a). Automated De-
ployment of a Heterogeneous Service-Oriented System. In [EUR, 2010], pages 183–190.
[van der Burg and Dolstra, 2011] van der Burg, S. and Dolstra, E. (2011). A Self-Adaptive
Deployment Framework for Service-Oriented Systems. In [Giese and Cheng, 2011], pages
208–217.
[van der Burg and Dolstra, 2014] van der Burg, S. and Dolstra, E. (2014). Disnix : A Toolset
for Distributed Deployment. Science of Computer Programming, 79 :52–69.
[Van Deursen et al., 2000] Van Deursen, A., Klint, P., and Visser, J. (2000). Domain-specific
languages : An annotated bibliography. ACM Sigplan Notices, 35(6) :26–36.
[van Steen et al., 2012] van Steen, M., Pierre, G., and Voulgaris, S. (2012). Challenges in very
large distributed systems. Journal of Internet Services and Applications, 3(1) :59–66.
[VMware Inc., 2008] VMware Inc. (2008). Building the Virtualized Enterprise with VMware
Infrastructure. http://www.vmware.com/pdf/vmware_infrastructure_wp.pdf. White
paper.
[Wainwright and Haddad, 2008] Wainwright, R. L. and Haddad, H., editors (2008). ACM.
[Weiser, 1991] Weiser, M. (1991). The computer for the 21st century. Scientific American.
[Weiser, 1999] Weiser, M. (1999). The computer for the 21st century. Mobile Computing and
Communications Review, 3(3) :3–11.
[Zheng et al., 2006] Zheng, D., Wang, J., Han, W., Jia, Y., and Zou, P. (2006). Towards A
Context-Aware Middleware for Deploying Component-Based Applications in Pervasive
Computing. In 5th Int. Conf. on Grid and Cooperative Computing (GCC 2006), pages 454–457.
IEEE Computer Society.
[Zheng et al., 2007] Zheng, D., Wang, J., Jia, Y., Han, W., and Zou, P. (2007). Deployment
of Context-Aware Component-Based Applications Based on Middleware. In Indulska, J.,
Ma, J., Yang, L. T., Ungerer, T., and Cao, J., editors, Ubiquitous Intelligence and Computing
(UIC 2007), volume 4611 of LNCS, pages 908–918. Springer.
150 De´ploiement de syste`mes re´partis multi-e´chelles
Webographie
9
Webographie
[ADA] Adage : An Automatic Deployment Tool. http://adage.gforge.inria.fr, 2007.
Last access in november 2014.
[AMQ] AMQP. http://www.amqp.org. Last access in november 2014.
[Fel] Apache Felix - Welcome to Apache Felix. https://felix.apache.org. Last access
in november 2014.
[Gso] google-gson - A Java library to convert JSON to Java objects and vice-versa - Google
Project Hosting. http://code.google.com/p/google-gson/. Last access in novem-
ber 2014.
[INC] The INCOME project. www.anr-income.fr, 2012. Last access in november 2014.
[Jet] Apache Felix - Apache Felix HTTP Service. http://felix.apache.org/
documentation/subprojects/apache-felix-http-service.html. Last access in
november 2014.
[jOp] jOpt, Java OPL implementation. http://jopt.sourceforge.net/opl.php. Last ac-
cess in november 2014.
[JSO] JSON. http://www.json.org. Last access in november 2014.
[KS] Krzysztof Kuchcinski and Radoslaw Szymanek. JaCoP - Java constraint program-
ming solver. http://jacop.osolpro.com. Last access in november 2014.
[Obj1] Object Management Group. Object Management Group. http://www.omg.org. Last
access in november 2014.
[Obj2] Object Management Group. Corba Component Model (CCM). http://www.omg.
org/spec/CCM, 2006. Last access in november 2014.
[Obj3] Object Management Group. Deployment and Configuration of Component-based
Distributed Applications Specification, Version 4.0. http://www.omg.org/spec/
DEPL, 2006. Last access in november 2014.
[Ora2] Oracle. JavaBeans Tutorial. http://docs.oracle.com/javase/tutorial/
javabeans/index.html, 2013. Last access in november 2014.
[ort] or-tools, operations research tools developed at Google. https://code.google.
com/p/or-tools. Last access in november 2014.
[OW2] OW2 Consortium. The FRACTAL project. http://fractal.ow2.org/
documentation.html, 2009. Last access in november 2014.
[Rab] RabbitMQ : Messaging that just work. http://www.rabbitmq.com. Last access in
november 2014.
[RES] REST. http://www.xfront.com/REST-Web-Services.html. Last access in novem-
ber 2014.
[SAR] SARAH - Delay-Tolerant Distributed Services for Mobile Ad Hoc Networks. http:
//www-valoria.univ-ubs.fr/SARAH, 2005. Last access in 2014.
[SEL] The SELFWARE project. http://sardes.inrialpes.fr/~boyer/selfware, 2005.
Last access in november 2014.
[Sig] Technologie. http://www.sigfox.com/fr/#!/technology. Last access in november
2014.
[SPE] SPEM 2.0. http://www.omg.org/spec/SPEM/2.0/, 2008. Last access in november
2014.
De´ploiement de syste`mes re´partis multi-e´chelles 151
Bibliographie
[Tam1] Naoyuki Tamura. Copris : Constraint Programming in Scala. http://bach.istc.
kobe-u.ac.jp/copris. Last access in november 2014.
[Tam2] Naoyuki Tamura. Cream : Class library for constraint programming in Java. http:
//bach.istc.kobe-u.ac.jp/cream. Last access in november 2014.
[UPn] UPnP Forum. UPnP Device Architecture. http://www.upnp.org, 2008. Last access
in november 2014.
[USE] UseNet - Ubiquitous M2M Service Networks. https://itea3.org/project/
usenet.html, 2007. Last access in november 2014.
[Wei] Mark Weiser. Nomadic Issues in Ubiquitous Computing. http://www.ubiq.com/
hypertext/weiser/NomadicInteractive/, 1996. Slides presented at the NOMA-
DIC’96 Conference, last access in november 2014.
[XMP] The XMPP Standards Foundation. http://xmpp.org. Last access in november 2014.
[Xte1] Xtend - Modernized Java. http://www.eclipse.org/xtend. Last access in novem-
ber 2014.
[Xte2] Xtext - Language Development made Easy ! http://www.eclipse.org/Xtext/. Last
access in november 2014.
152 De´ploiement de syste`mes re´partis multi-e´chelles
Annexes
De´ploiement de syste`mes re´partis multi-e´chelles 153

A Descripteurs MuScADeL
Ce chapitre de´crit le code complet du descripteur de l’exemple donne´ dans le chapitre 5.
L’exemple est compose´ de cinq fichiers :
— base.musc : les de´finitions des sondes basiques, ce fichier est fourni par le middleware ;
— probes.musc : les de´finitions des sondes de´finies par le concepteur ;
— bcriteria.musc : les de´finitions des crite`res ;
— components.musc : les de´finitions des composants ;
— msprobes.musc : les de´finitions des sondes multi-e´chelles ;
— deployment.musc : la de´finition du de´ploiement, c’est-a`-dire les exigences du concep-
teur.
1 Probe OS {
2 ProbeInterface fr.enac.lii.basicprobes.OSProbe
3 }
5 Probe Java {
6 ProbeInterface fr.enac.lii.basicprobes.JavaProbe
7 }
9 Probe CPU {
10 ProbeInterface fr.enac.lii.basicprobes.CPUProbe
11 }
13 Probe HD {
14 ProbeInterface fr.enac.lii.basicprobes.HDProbe
15 }
17 Probe JVMMemory {
18 ProbeInterface fr.enac.lii.basicprobes.JVMMemoryProbe
19 }
21 Probe Network {
22 ProbeInterface fr.enac.lii.basicprobes.IPProbe
23 }
25 Probe Locale {
26 ProbeInterface fr.enac.lii.basicprobes.LocaleProbe
27 }
29 Probe RAM {
30 ProbeInterface fr.enac.lii.basicprobes.PhysicalMemoryProbe
31 }
33 Probe Screen {
34 ProbeInterface fr.enac.lii.basicprobes.ScreenProbe
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35 }
37 Probe Peripheral {
38 ProbeInterface fr.enac.lii.basicprobes.PeripheralProbe
39 }
Listing 1 – Fichier base.musc
1 Probe WiFi {
2 ProbeInterface fr.irit.wifi.DImpl
3 URL "http :// irit.fr/INCOME/wifi.jar"
4 }
6 Probe SigFox {
7 ProbeInterface fr.irit.wifi.DImpl
8 URL "http :// irit.fr/INCOME/sigfox.jar"
9 }
11 Probe GPS {
12 ProbeInterface fr.irit.GPS.DImpl
13 URL "http :// irit.fr/INCOME/gps.jar"
14 }
Listing 2 – Fichier probes.musc
1 Include "base.musc"
2 Include "probes.musc"
4 BCriterion SigFoxActive { SigFox Exists; SigFox Active; }
6 BCriterion WifiActive { WiFi Active ; }
8 BCriterion CPURAM { CPU.proc > 1; RAM.free > 1; }
10 BCriterion Screen { Screen.size > 4; }
12 BCriterion RAM80 { RAM.free > 1; }
14 BCriterion LinuxOrAndroid {
15 OS.name = "Linux"
16 | OS.name = "Android";
17 }
Listing 3 – Fichier bcriteria.musc
1 Include "bcriteria.musc"
3 Component Bike {
4 Version 1
5 URL "http :// income.fr/4ME/bike.jar"
6 }
8 Component BikeAvail {
9 Version 1
10 URL "http :// income.fr/4ME/bikeAvail/jar"
11 DeploymentInterface fr.enac.plop.DIimpl
12 }
14 Component GUI {
15 Version 1
16 URL "http :// income.fr/4ME/gui.jar"
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A17 Constraint RAM80
18 InitOnly Constraint Screen
19 }
21 Component IM {
22 Version 1
23 URL "http :// income.fr/4ME/im.jar"
24 Dependency GUI
25 InitOnly Constraint RAM80
26 }
28 Component IMHist {
29 Version 1
30 URL "http :// income.fr/4ME/im_hist.jar"
31 }
33 Component Stat {
34 Version 2
35 URL "http :// income.fr/4ME/stat.jar"
36 Constraint CPURAM
37 }
39 Component RoutePlanner {
40 Version 1
41 URL "http :// income.fr/4ME/routeplanner.jar"
42 }
Listing 4 – Fichier components.musc
1 MultiScaleProbe Device {
2 MultiScaleProbeInterface eu.telecomsudparis.DeviceProbeImpl
3 URL "http ://it -sudparis.eu/INCOME/DeviceProbe.jar"
4 }
6 MultiScaleProbe Administration {
7 MultiScaleProbeInterface eu.telecomsudparis.AdminProbeImpl
8 URL "http ://it -sudparis.eu/INCOME/AdminProbe.jar"
9 }
11 MultiScaleProbe User {
12 MultiScaleProbeInterface eu.telecomsudparis.UserProbeImpl
13 URL "http ://it -sudparis.eu/INCOME/UserProbe.jar"
14 }Probe Piou {
15 ProbeInterface fr.irit.arduino.DIimpl
16 URL "http :// irit.fr/INCOME/arduinoProbe.jar"
17 }
Listing 5 – Fichier msprobes.musc
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1 Include "base.musc"
2 Include "bcriteria.musc"
3 Include "msprobes.musc"
4 Include "components.musc"
6 Deployment {
7 AllHosts LinuxOrAndroid;
9 Bike @ All , Administration.Level.Service("Toulouse.SharingBikes"),
10 Device.Type.Cloudlet;
11 BikeAvail @ 1/5 Bike , SigFoxActive;
12 Stat @ 10..30 , Device.Type.Cloudlet;
13 GUI @ All , Device.Types.Smartphone;
14 IM @ All , Device.Type.Smartphone ,
15 User.NumberOfUsers.Group;
16 IMHist @ Device.Type.Smartphone ,
17 Each User.NumberOfUsers.Group;
18 RoutePlanner @ 2, SameValue Administration.Level.Service(Bike),
19 Device.StorageCapacity.GigaBytes;
20 }
Listing 6 – Fichier deployment.musc
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B Grammaire EBNF deMuScADeL
Ce chapitre pre´sente la grammaire EBNF de MuScADeL. Elle est aussi accessible a`
l’adresse suivante : http://anr-income.fr/ebnf-muscadel.html.
〈root〉 : := 〈muscadel-element〉* 〈component〉 〈muscadel-element〉* 〈deployment〉
〈muscadel-element〉 : := 〈include〉
| 〈probe〉
| 〈bcriterion〉
| 〈component〉
| 〈msprobe〉
〈include〉 : := ’Include’ ’"’ 〈file-id〉 ’"’
〈probe〉 : := ’Probe’ 〈probe-id〉 ’{’
’ProbeInterface’ 〈interface〉
’URL’ 〈string〉
’}’
〈probe-id〉 : := 〈id〉
〈interface〉 : := 〈interface-id〉 (’.’ 〈interface-id〉 )*
〈interface-id〉 : := 〈id〉
〈bcriterion〉 : := ’BCriterion’ 〈bcriterion-id〉 ’{’
〈condition-disj〉
( ’ ;’ 〈condition-disj〉 )*
’ ;’ ?
’}’
〈condition-disj〉 : := 〈condition〉 (’|’ 〈condition〉 )*
〈bcriterion-id〉 : := 〈id〉
〈condition〉 : := 〈probe-id〉 ’Exists’
| 〈probe-id〉 ’Active’
| 〈probe-id〉 ’.’ 〈probe-meth-id〉 〈comp〉 〈probe-value〉
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〈probe-meth-id〉 : := 〈id〉
〈probe-value〉 = 〈int〉
| 〈string〉
〈comp〉 : := ’<’ | ’>’ | ’<=’ | ’>=’ | ’=’
〈component〉 : := ’Component’ 〈component-id〉 ’{’
’Version’ 〈int〉
’URL’ 〈string〉
(’DeploymentInterface’ 〈interface〉 ) ?
(’Dependency’ 〈component-id-list〉 ) ?
(’InitOnly’ ? ’Constraint’ 〈bcriterion-id〉+ )*
’}’
〈component-id〉 : := 〈id〉
〈msprobe〉 : := ’MultiScaleProbe’ 〈msprobe-id〉 ’{’
’MultiScaleProbeInterface’ 〈interface〉
’URL’ 〈string〉
’}’
〈ms-probe-id〉 : := 〈id〉
〈deployment〉 : := ’Deployment’ ’{’
( 〈allhost-requirement〉 ’ ;’) ?
〈deployment-requirement〉
( ’ ;’ 〈deployment-requirement〉 )*
’ ;’ ?
’}’
〈allhost-requirement〉 : := ’AllHosts’ 〈bcriterion-id〉+
〈deployment-requirement〉 : := 〈component-id〉 ’@’ 〈requirement-rhs〉 (’,’ 〈requirement-rhs〉)*
〈requirement-rhs〉 : := 〈location〉
| 〈quantifier〉
| 〈bcriterion-id〉
| 〈mscriterion〉
〈mscriterion〉 : := 〈scale〉
| ’Each’ 〈scale〉
| ’SameValue’ 〈ms-expr〉
| ’DifferentValue’ 〈ms-expr〉
〈ms-expr〉 : := 〈scale-instance-m1〉
| 〈scale-instance-m0〉
〈dim〉 : := 〈vp-id〉 ’.’ 〈dim-id〉
〈scale〉 : := 〈dim〉 ’.’ 〈sc-id〉
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〈dim-id〉 : := 〈id〉
〈sc-id〉 : := 〈id〉
〈scale-instance-m1〉 : := 〈dim〉 ’(’ 〈component-id〉 ’)’
〈scale-instance-m0〉 : := 〈scale〉 ’(’ 〈comp-or-str〉 ’)’
〈location〉 : := 〈ipv4〉
| 〈hostname〉
〈quantifier〉 : := 〈val〉
| 〈interval〉
| ’All’
| ratio
〈ratio〉 : := 〈int〉 ’/’ 〈int〉 〈component-id〉
〈comp-or-str〉 : := 〈component-id〉
| 〈string〉
〈ipv4〉 : := 〈int〉 ’.’ 〈int〉 ’.’ 〈int〉 ’.’ 〈int〉
〈hostname〉 : := 〈string〉
〈val〉 : := 〈int〉
〈interval〉 : := 〈int〉 ’..’ 〈int〉
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Quelques diagrammes de syntaxe
〈root〉 : :=-- ?〈muscadel-element〉 〈component〉 -
- ?〈muscadel-element〉 〈deployment〉 -ﬀ
〈muscadel-element〉 : :=-- 〈include〉
〈probe〉
〈bcriterion〉
〈component〉
〈msprobe〉
-ﬀ
〈include〉 : :=-- ’Include” " ’ 〈file-id〉 ’ " ’ -ﬀ
〈probe〉 : :=-- ’Probe’ 〈probe-id〉 ’{”ProbeInterface’ 〈interface〉 ’URL’ 〈string〉-
- ’}’ -ﬀ
〈interface〉 : :=-- 〈interface-id〉 ?’.’ 〈interface-id〉 -ﬀ
〈bcriterion〉 : :=-- ’BCriterion’ 〈bcriterion-id〉 ’{’ 〈condition-disj〉 -
- ?’ ;’ 〈condition-disj〉 ’ ;’ ’}’ -ﬀ
〈condition-disj〉 : :=-- 〈condition〉 ?’|’ 〈condition〉 -ﬀ
〈condition〉 : :=-- 〈probe-id〉 ’Exists’
〈probe-id〉 ’Active’
〈probe-id〉 ’.’ 〈probe-meth-id〉 〈comp〉 〈probe-value〉
-ﬀ
〈component〉 : :=-- ’Component’ 〈component-id〉 ’{”Version’ 〈int〉 ’URL’ 〈string〉 -
- ’DeploymentInterface’ 〈interface〉 -
- ’Dependency’ 〈component-id-list〉 -
- ?’InitOnly’ ’Constraint’ 〈bcriterion-id〉 ? ’}’ -ﬀ
〈msprobe〉 : :=-- ’MultiScaleProbe’ 〈msprobe-id〉 ’{”MultiScaleProbeInterface’-
- 〈interface〉 ’URL’ 〈string〉 ’}’ -ﬀ
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C〈deployment〉 : :=-- ’Deployment”{’ 〈allhost-requirement〉 ’ ;’ -
- 〈deployment-requirement〉 ?’ ;’ 〈deployment-requirement〉 -
- ’ ;’ ’}’ -ﬀ
〈allhost-requirement〉 : :=-- ’AllHosts’ ?〈bcriterion-id〉 -ﬀ
〈deployment-requirement〉 : :=-- 〈component-id〉 ’@’ 〈requirement-rhs〉 -
- ?’,’ 〈requirement-rhs〉 ’,’ -ﬀ
〈requirement-rhs〉 : :=-- 〈location〉
〈quantifier〉
〈bcriterion-id〉
〈mscriterion〉
-ﬀ
〈mscriterion〉 : :=-- 〈scale〉
’Each’ 〈scale〉
’SameValue’ 〈ms-expr〉
’DifferentValue’ 〈ms-expr〉
-ﬀ
〈ms-expr〉 : :=-- 〈scale-instance-m1〉
〈scale-instance-m0〉
-ﬀ
〈dim〉 : :=-- 〈vp-id〉 ’.’ 〈dim-id〉 -ﬀ
〈scale〉 : :=-- 〈dim〉 ’.’ 〈sc-di〉 -ﬀ
〈scale-instance-m1〉 : :=-- 〈dim〉 ’(’ 〈component-id〉 ’)’ -ﬀ
〈scale-instance-m0〉 : :=-- 〈scale〉 ’(’ 〈comp-or-str〉 ’)’ -ﬀ
〈location〉 : :=-- 〈ipv4〉
〈hostname〉
-ﬀ
〈quantifier〉 : :=-- 〈val〉
〈interval〉
’All’
〈ratio〉
-ﬀ
〈ratio〉 : :=-- 〈int〉 ’/’ 〈int〉 〈component-id〉 -ﬀ
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C Exigences de la solution dede´ploiement de syste`mes
re´partis multi-e´chelles
Dans cette annexe, nous organisons les exigences de la solution de de´ploiement. Ces
exigences sont cite´es dans le chapitre 8 afin de valider notre solution de de´ploiement. Les
exigences s’organisent selon le cadre d’analyse que nous avons fourni a` la section 2.3.1.
L’application
EX 1. Le syste`me de de´ploiement doit de´ployer une application (re´partie) a` base de com-
posants logiciels (c’est-a`-dire un  syste`me  de composants logiciels re´partis)
EX 2. Les composants de´ploye´s doivent eˆtre conformes a` un mode`le de re´fe´rence (donc
homoge`nes)
EX 3. La solution doit permettre de de´ployer diffe´rents types de composants
EX 4. La solution doit permettre de de´ployer un grand nombre de composants (ordre de
grandeur : plusieurs centaines)
EX 5. La solution doit supporter le de´ploiement en mode push
EX 6. La solution doit supporter le de´ploiement d’applications ouvertes, c’est-a`-dire le
de´ploiement incre´mental de composants (concre`tement, on doit pouvoir ajouter ou retirer
des composants dynamiquement a` l’application)
EX 7. La solution doit permettre au concepteur d’exprimer les proprie´te´s attendues pour
l’application a` de´ployer, relativement a` la diversite´, au nombre, a` la dynamique
EX 8. La solution doit permettre de re´aliser et de maintenir de manie`re permanente un plan
de de´ploiement conforme aux proprie´te´s (exprime´es par le concepteur) relatives a` l’applica-
tion
Le domaine de de´ploiement
EX 9. La solution doit supporter le de´ploiement dans/sur un syste`me re´parti multi-e´chelle
(domaine de de´ploiement)
EX 10. La solution doit permettre le de´ploiement sur des appareils diffe´rents et des re´seaux
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he´te´roge`nes
EX 11. Le syste`me de de´ploiement doit prendre la forme d’un middleware qui supportera
les interactions distantes
EX 12. La solution doit permettre de de´ployer l’application sur un grand nombre d’appa-
reils (ordre de grandeur : plusieurs milliers)
EX 13. La solution doit automatiser le de´ploiement
EX 14. Un programme d’amorce (bootstrap) doit eˆtre installe´ sur tous les appareils du do-
maine
EX 15. Pour  passer a` l’e´chelle , la solution doit de´centraliser les ope´rations de
de´ploiement
EX 16. La solution doit permettre le de´ploiement dans des domaines instables, c’est-a`-dire
dont l’e´tat (disponibilite´ et qualite´ des ressources et des services) varie dynamiquement
EX 17. Le de´ploiement doit eˆtre sensible l’e´tat du domaine
EX 18. La solution doit re´aliser un plan de de´ploiement initial adapte´ a` l’e´tat initial du
domaine de de´ploiement
EX 19. Au-dela` d’un plan de de´ploiement  en dur , la solution doit permettre au concep-
teur d’exprimer des proprie´te´s de de´ploiement (spe´cification)
EX 20. Le plan de de´ploiement initial doit eˆtre  calcule´  a` partir des spe´cifications et de
l’e´tat initial du domaine
EX 21. Le syste`me de de´ploiement doit adapter dynamiquement le plan de de´ploiement
aux changements d’e´tat du domaine (de´ploiement continu)
EX 22. Le syste`me de de´ploiement doit connaıˆtre les proprie´te´s de de´ploiement a` pre´server
et l’e´tat du domaine
EX 23. Pour passer a` l’e´chelle , le syste`me de de´ploiement doit traiter localement (le plus
localement possible) les proble`mes d’adaptation
EX 24. Le syste`me de de´ploiement doit ope´rer sur des appareils dont il n’est pas adminis-
trateur
EX 25. Le syste`me de de´ploiement doit ope´rer sur les re´seaux de capteurs, par l’in-
terme´diaire de machines passerelles
EX 26. Le syste`me de de´ploiement doit ope´rer sur les machines du Cloud par l’in-
terme´diaire de machines passerelles
EX 27. La solution pourra e´ventuellement permettre le de´ploiement de composants sur
des machines qui ne sont pas identifie´es comme faisant partie du domaine (incompatibilite´
technique) par l’interme´diaire d’une machine passerelle (qui, elle, fait partie du domaine)
EX 28. La solution doit permettre au concepteur d’exprimer les proprie´te´s du de´ploiement
en fonction du domaine de de´ploiement
EX 29. La solution doit permettre de re´aliser et de maintenir de manie`re permanente un
plan de de´ploiement conforme aux proprie´te´s (exprime´es par le concepteur) relatives au
domaine de de´ploiement
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Conception du de´ploiement
EX 30. La solution doit eˆtre utilisable par un humain, dans un roˆle de concepteur de
de´ploiement, qui n’est pas spe´cialiste des techniques de de´ploiement mais de l’application
a` de´ployer
EX 31. La solution doit offrir un langage de´die´ (DSL) dans lequel le concepteur peut expri-
mer la spe´cification du plan de de´ploiement
EX 32. Le concepteur utilisera un e´diteur syntaxique de´die´ qui effectuera un certain
nombre de controˆles sur la spe´cification
EX 33. Le DSL doit permettre d’exprimer avec abstraction les types de composants (code,
contraintes d’exe´cution, etc.), les choix de conception sous la forme de proprie´te´s du
de´ploiement et les informations significatives de l’e´tat du domaine ou comment les acque´rir
Ge´ne´ration du plan de de´ploiement
EX 34. Le plan doit eˆtre calcule´ automatiquement en fonction des proprie´te´s spe´cifie´es et
de l’e´tat courant du domaine
EX 35. L’e´tat courant du domaine doit eˆtre construit automatiquement a` partir des donne´es
fournies par les sondes de´finies dans la spe´cification
EX 36. Le plan de de´ploiement doit eˆtre calcule´  en ligne  ( a` chaud )
Re´alisation du de´ploiement initial
EX 37. Le plan de de´ploiement initial doit eˆtre re´alise´ automatiquement (installation et
activation des composants)
Re´alisation du de´ploiement dynamique
EX 38. Le syste`me de de´ploiement doit adapter le plan de de´ploiement en fonctions des
variations de l’e´tat du domaine, sans intervention humaine
EX 39. Le syste`me de de´ploiement doit acque´rir des informations de qualite´ (pertinence,
fraıˆcheur, etc.) sur l’e´tat du domaine
EX 40. Le syste`me de de´ploiement doit de´cider des adaptations a` effectuer en fonction des
proprie´te´s de de´ploiement a` pre´server et de l’e´tat acquis du domaine
EX 41. Le syste`me de de´ploiement doit re´aliser les adaptations de´cide´es
Les activite´s de de´ploiement
EX 42. La solution doit permettre la mise a` disposition de l’application aux utilisateurs,
c’est-a`-dire supporter toutes les activite´s qui pre´ce`dent l’exe´cution de l’application : concep-
tion du plan de de´ploiement et re´alisation du plan de de´ploiement initial
EX 43. Le de´ploiement doit s’effectuer dans le cadre d’un processus automatise´
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EX 44. Le processus de de´ploiement doit d’abord enchaıˆner les phases de spe´cification, de
construction du plan, puis de re´alisation (installation et activation de l’application)
EX 45. Un middleware doit supporter le processus de de´ploiement
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Deployment of distributed multiscale software systems : process,
language, and middleware
Abstract
Due to increased connected objects, multiscale systems are more and more widespread.
Those systems are highly distributed, heterogeneous, dynamic and open. They can be com-
posed of hundreds of software components deployed into thousands of devices.
Deployment of software systems is a complex post-production process that consists in
making software available for use and then keeping it operational. For multiscale systems,
deployment plan expression just as deployment realization and management are tasks im-
possible for a human stakeholder because of heterogeneity, dynamics, number, and also
because the deployment domain is not necessarily known in advance.
The purpose of this thesis is to study and propose solutions for the deployment of dis-
tributed multiscale software systems. Firstly, we provide an up-to-date terminology and
definitions related to software deployment, plus a state of the art on automatic deployment
of distributed software systems. The rest of the contribution lies in the proposition of :
— a complete process for autonomic deployment of multiscale systems ;
— a domain specific language, MuScADeL, which simplifies the deployment conceptor
task and allows the expression of deployment properties such as informations for the
domain state probing ;
— and a middleware, MuScADeM, which insures the automatic generation of a deploy-
ment plan according the domain state, its realization and finally the maintenance in
an operational condition of the system.
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Re´sume´
Avec la multiplication des objets connecte´s, les syste`mes multi-e´chelles sont de plus en
plus re´pandus. Ces syste`mes sont fortement re´partis, he´te´roge`nes, dynamiques et ouverts.
Ils peuvent eˆtre compose´s de centaines de composants logiciels de´ploye´s sur des milliers
d’appareils.
Le de´ploiement est un processus complexe qui a pour objectif la mise a` disposition puis
le maintien en condition ope´rationnelle d’un syste`me logiciel. Pour les syste`mes multi-
e´chelles, l’expression du plan de de´ploiement ainsi que la re´alisation et la gestion du
de´ploiement sont des taˆches humainement impossibles du fait de l’he´te´roge´ne´ite´, de la dy-
namique, du nombre, mais aussi parce que le domaine de de´ploiement n’est pas force´ment
connu a` l’avance.
L’objectif de cette the`se est d’e´tudier et de proposer des solutions pour le de´ploiement
de syste`mes re´partis multi-e´chelles. Nous proposons tout d’abord une mise a` jour du voca-
bulaire relatif au de´ploiement, ainsi qu’un e´tat de l’art sur le de´ploiement automatique des
syste`mes logiciels re´partis. Le reste de la contribution re´side dans la proposition : d’un pro-
cessus complet pour le de´ploiement autonomique de syste`mes multi-e´chelles ; d’un langage
de´die´ (DSL), MuScADeL, qui simplifie la taˆche du concepteur du de´ploiement et permet
d’exprimer les proprie´te´s de de´ploiement ainsi que des informations concernant la per-
ception de l’e´tat du domaine de de´ploiement ; d’un middleware, MuScADeM, qui assure
la ge´ne´ration automatique d’un plan de de´ploiement en fonction de l’e´tat du domaine, sa
re´alisation puis le maintien en condition ope´rationnelle du syste`me.
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