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Abstract—We introduce the Brno Mobile OCR Dataset (B-
MOD) for document Optical Character Recognition from low-
quality images captured by handheld devices. While OCR of
high-quality scanned documents is a mature field where many
commercial tools are available, and large datasets of text in the
wild exist, no existing datasets can be used to develop and test
document OCR methods robust to non-uniform lighting, image
blur, strong noise, built-in denoising, sharpening, compression
and other artifacts present in many photographs from mobile
devices.
This dataset contains 2 113 unique pages from random scien-
tific papers, which were photographed by multiple people using
23 different mobile devices. The resulting 19 725 photographs
of various visual quality are accompanied by precise positions
and text annotations of 500k text lines. We further provide an
evaluation methodology, including an evaluation server and a test
set with non-public annotations.
We provide a state-of-the-art text recognition baseline build
on convolutional and recurrent neural networks trained with
Connectionist Temporal Classification loss. This baseline achieves
2 %, 22 % and 73 % word error rates on easy, medium and hard
parts of the dataset, respectively, confirming that the dataset is
challenging.
The presented dataset will enable future development and
evaluation of document analysis for low-quality images. It is pri-
marily intended for line-level text recognition, and can be further
used for line localization, layout analysis, image restoration and
text binarization.
Index Terms—OCR, CTC, mobile, dataset
I. INTRODUCTION
Cameras in many mobile devices can capture images of
high enough quality such that it is possible to use them to
digitize whole printed document pages and to automatically
transcribe their content. In fact, commercial applications pro-
viding exactly such functionality already exist1, and can in
some use-cases replace desktop scanners. However, the OCR
quality is often low due to poor illumination conditions, small
print in large documents, or simply due to low quality of cam-
eras in lower-end devices. Although printed text recognition
methods which can handle significant image degradation such
as low resolution, blur, noise, and non-uniform illumination,
are studied in some application domains (e.g. car license plate
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Fig. 1: Dataset creation. Random pages are augmented by lo-
calization markers, printed, photographed, precisely localized,
and matched with line annotations.
recognition [1]), such methods are not studied in the context of
document digitization partially due to the fact that no suitable
datasets to develop and test the methods exist.
We introduce the Brno Mobile OCR Dataset (B-MOD)
which is specifically designed for the development and testing
of document Optical Character Recognition methods from
low-quality images that are often captured by handheld mobile
devices. The dataset is unique due to the overall number of
photographs, number of devices used, the amount of source
documents used, and due to the fact that the photos were cap-
tured in unconstrained conditions by a large number of people.
We believe that the dataset will enable future development
and evaluation of document analysis methods for low-quality
images.
The following text reviews relevant document datasets and
describes how the B-MOD dataset was created and its con-
tents. The paper further introduces text recognition baselines
and their results on the dataset, and finally conclusions are
presented.
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II. EXISTING DATASETS
Large number of datasets for document analysis and text
recognition are already available. The datasets that are most
closely related to B-MOD are SmartDoc [2], SmartDoc-QA [3]
and SmartATID [4] which are intended for text recognition
and printed document analysis captured by mobile devices.
However, these datasets are relatively small, uniform and they
lack line-level annotations.
SmartDoc: SmartDoc [2] is a dataset for English printed
text recognition published in the Smartphone Document Cap-
ture and OCR Competition at ICDAR 2015. This dataset
contains 12 100 photographs of 50 single column documents
captured by two smartphones (Samsung Galaxy S4 and Nokia
Lumia 920) in three different levels of illumination and forty
predefined viewing positions. The smartphones were precisely
positioned using a robotic arm and camera flash was not used.
Some of the photos taken by Nokia Lumia 920 are slightly
out of focus, otherwise the photographs are of high quality.
The main disadvantages of this dataset are that it consists
of small number of source documents and that it does not
contain text line positions and corresponding line transcrip-
tions, only page transcription is provided. Another limitation
of the dataset is low variability of the lighting conditions and
generally high quality of the photographs which make the
dataset relatively simple for contemporary methods.
SmartDoc-QA: SmartDoc-QA [3] is similar to Smart-
Doc [2], but it is primarily intended for Quality Assessment.
This dataset contains 4260 photographs of 30 document pages,
which are generally of lower quality compared to SmartDoc,
including significant motion blur, out of focus blur, and non-
uniform lighting. During acquisition, 5 different illumina-
tion conditions, 2 types of motion blur and 5 positions of
smartphone with respect to the document were used. Similar
to SmartDoc, SmartDoc-QA is not suitable for training and
evaluation of OCR systems due to the low number of source
document pages and limited ground truth information.
SmartATID: SmartATID (Arabic Text Image Dataset)
[4] contains photographs of printed and handwritten Ara-
bic documents captured using two smartphones (Samsung
Galaxy S6 Edge and iPhone 6S Plus) which were attached
to a tripod during acquisition. Illumination conditions and
image degradations are similar as those in the SmartDoc-QA
dataset. The dataset contains 25 560 images of 180 documents
(116 printed and 64 handwritten documents). The dataset
contains ground truth transcriptions of entire pages without
any line information.
Many existing datasets focus on documents which are
digitized using professional devices and workflow. In such
cases the challenge comes from variability, complexity, and
ambiguity of the content. Most research and datasets fo-
cus on handwritten text documents. The IAM Handwriting
Database [5] contains images of hand-transcribed English
texts, the RIMES database [6] contains filled forms and French
letters, and The READ Dataset [7] contains historic letters.
The most challenging datasets for printed text focus on his-
toric documents, e.g. the IMPACT dataset [8], the REID2017
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Fig. 2: Histogram of used devices.
dataset of Indian books [9], and The ENP Image and Ground
Truth Dataset of Historical Newspapers [10].
Another large group of datasets focuses on natural scene text
recognition (e.g. Incidental Scene Text [11], COCO-Text [12]
or DOST [13]).
III. B-MOD DATASET
An overview of the process used to create the dataset
is shown in Figure 1. We photographed a large number of
scientific article pages and precisely localized them using AR
markers. The aligned photographs were supplemented by line-
level ground truth from the source pages, the line position
were refined, and the whole datasets was finally checked for
any inconsistencies between the text ground truth and text line
images.
A. Data acquisition
We collected 2113 pages templates from random scientific
articles downloaded from online preprint archives on various
topics (information technology, medicine, chemistry, etc.). All
of the collected pages are in English.
From the collected templates, we obtained 19 725 pho-
tographs under unconstrained conditions. About half of the
photographs capture templates printed on A4 paper and half
capture templates displayed on a 24 inch computer screen.
Photographs of the templates were captured by multiple people
instructed to use natural but challenging viewing conditions
and to capture the pages preferably fast without much care
Fig. 3: Representative examples of photographs in the B-MOD
dataset.
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Fig. 4: Histogram of the number of photographs taken per
template.
for viewing angle and camera stability. This process resulted
in a large variation in viewing angles and distances, and in
diverse lighting including shadows and non-uniform illumina-
tion. Many photographs also contain significant out of focus
and motion blur. Representative examples of photographs are
shown in Figure 3.
Altogether, 23 mobile devices were used to capture the
photographs (smartphones and tablets). A detailed list of the
used devices and the number of photos taken using them
is shown in Figure 2 and a histogram of the number of
photographs taken per page template is shown in Figure 4.
B. Page localization and alignment
To localize the pages in photographs and to align them to
the templates, we decided to add AR markers to the page edges
as shown in Figure 3. As the combination of these markers is
unique for each template and redundant, it robustly identifies
it, thereby completely removing the need to separately track
the photographed template identities. We localized the markers
using the ARToolKit library2 which is able to detect the
markers even in strongly blurred images. In fact, the template
identification failed only on images of such a poor quality that
their analysis would be pointless anyway.
Position of a template in a photo was estimated using
RANSAC algorithm with homography transformation from all
corner points of detected markers. A homography captures
projective transformation of a planar object caused by a
perspective camera and it is able to explain large part of the
observed geometric transformations; however, it is not perfect
due to the uneven surface of the photographed pages and due to
small geometric imperfections of the used cameras. We tried to
remove these residual imperfections in alignment using non-
rigid registration with only limited success as it often fails
on strongly blurred images. At the end, we used only the
estimated homography which is precise enough to roughly
align text lines in almost all cases.
C. Line level ground truth
In theory, it is possible to extract text information directly
from PDF files. However, such approach often fails, especially
when some parts of the document are typeset as images or
the document was created by scanning a physical document.
For that reason, we decided to extract text information from
rendered template pages by processing them with two stan-
dard OCR products (ABBYY FineReader and Tesseract). We
aligned both line transcriptions and we removed any lines
where the two transcriptions differed. This process produced
64 221 unique text lines which represent 42 % of all lines
detected. Line positions and heights were obtained solely using
Tesseract and further refined.
We manually checked the correctness of the ground truth
transcriptions on 300 randomly selected text lines containing
16 000 characters. From this sample, we estimated using
bagging the maximum character error rate in the ground truth
transcriptions to be at most 0.1 % with 95 % confidence.
D. Text line position refinement
Positions of the text lines mapped from the templates to the
photographs using the estimated homography are sometimes
not precise enough. To correct these small miss-alignments,
we opted to detect text baselines in homography-rectified
photographs and to adjust the text line positions using these
baselines. We trained a baseline detection neural network on
25 manually annotated rectified photographs.
We decided to approach the baseline detection problem
as a segmentation task aiming to identify pixels belonging
2https://github.com/artoolkit
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Fig. 5: Overview of the baseline detection pipeline.
to a baseline. We used the U-net architecture which has
been previously shown to perform well in baseline detec-
tion [14]. We used a series of three stacked U-net modules
with independent weights as shown in Figure 5. Each of the
modules produces pixel-wise baseline probability map. The
three modules process the input image with progressively
increasing resolution, each output being 2× upsampled and
concatenated to the input of the following U-net module. The
whole network was trained with a Dice loss end-to-end with
the input images being down-scaled by factors of 16, 8 and
4 for the first, second and third U-net module, respectively.
As the network produces slightly blurry probability maps, we
apply vertical non-maxima suppression and subsequent thresh-
olding to obtain binary baselines with single pixel thickness.
We refine position of each text line by fitting a line using
the RANSAC algorithm to the detected baseline points. This
estimation uses baseline points contained in an initial axis-
aligned rectangle of the text line moved downwards by one
third of its height. This approach handles well cases when
the baseline is only partially detected and it minimizes chance
that the text line would be fitted to a neighboring baseline.
The text line bounding box is rotated and vertically translated
to the position of the estimated baseline while restricting the
maximum rotation angle.
E. Ground truth verification
Despite our best effort to precisely localize text lines in the
photographs, two types of errors appear. Some text lines get
mapped to a neighboring baseline, and positions of some text
lines in extremely blurred images are simply poorly estimated.
We tried to identify these miss-aligned text lines in order to
remove them from the dataset.
We trained a text recognition neural network on all text
lines (the network architecture is described in section IV). We
removed 18 495 text lines on which the network achieved
low character accuracy or high training loss normalized by
ground truth transcription length. The two cut-off points were
manually selected by visual inspection of sorted text lines.
To solve the mismatch problem, we compared probability
assigned by the trained network to the ground truth text and
to the text decoded by the network. We removed 2300 text
lines for which the probability of the ground truth string was
significantly lower compared to the probability of the decoded
string.
Difficulty
level
Sets Total by
difficulty levelTraining Validation Test
Easy 292 738 38 425 40 447 371 610
Medium 95 239 11 891 16 411 123 541
Hard 15 767 1 775 2 707 20 249
Total by set 403 744 52 091 59 565 515 400
TABLE I: Division of the resulting dataset. Values in the cells
represent number of lines in the given set with certain difficulty
level.
F. The final dataset
The dataset is available online3. It contains template pages
rendered at 300 dpi, original photographs, rectified page pho-
tographs, PAGE XML [15] ground truth files for both original
photographs and rectified page photographs, and extracted line
images normalized to height of 48 pixels.
In total, the final dataset consists of 515 400 cropped text
lines, which are divided into 9 disjoint sets. The first division
is into training, validation and test set. The second division
is based on the difficulty of the text lines. We define 3 levels
of difficulty: easy, medium and hard. The partitioning of the
dataset is shown in Table I. Histogram of extracted lines per
template is shown in Figure 8.
The division into training, validation and test sets is based
on the templates, which are divided into these subsets approx-
imately by ratio 8 : 1 : 1. As every template has different
number of captured photographs, the number of photographs
and lines in these subsets does not follow the original ratio,
but on the other hand it ensures that the trained recognition
system can’t access text from the validation and test sets.
The second division is defined by training accuracy of a
neural network trained on the whole dataset. A line is marked
as easy, when the network transcribes the line without any
errors. If the training character error rate is below 20 %, the
line is assigned to medium difficulty. Otherwise, the line is
marked as hard. Representative lines of each difficulty level
are shown in Figure 6.
3https://pero.fit.vutbr.cz/brno mobile ocr dataset
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Fig. 6: Samples of lines. Column (a) shows easy lines, (b) shows medium lines and hard lines are in (c).
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Fig. 7: Lines extracted per template.
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Fig. 8: Histogram of the number of character in extracted lines.
G. Text recognition evaluation protocol
Measuring the text recognition accuracy of methods on our
dataset is done using two metrics, character error rate and
word error rate. Both of these metrics are computed on all
three difficulty levels of the validation and test subsets as well
as on the undivided subsets.
We compute character error rate as a sum of the number of
errors at each transcribed line divided by the total length of the
ground-truth transcription of the dataset part. Similarly, word
error rate is computed as a ratio between the number of error
words and the total number of words in the set. The number
of errors (characters or words) is obtained after line-level
alignment which minimizes Levenshtein distance between the
automatic transcription and ground truth.
The ground truth text for the testing part of the dataset
is not public and an evaluation server is provided4 to score
results on the test set. The number of submissions is limited
to discourage method optimization on the test set.
4https://pero.fit.vutbr.cz/brno mobile ocr dataset
IV. TEXT RECOGNITION BASELINE
This section describes neural network for text recognition
that can be used as a baseline and which was used during
processing and filtering of the dataset. In the first part we
propose architecture of the network and in the second we
compare achieved results.
A. Baseline text recognition network
End-to-end text line recognition networks can be build
on three basic principles: as mixed convolutional and re-
current network with Connectionist Temporal Classification
(CTC) [16], as a sequence to sequence model with recurrent
encoder and an autoregressive recurrent decoder utilizing at-
tention over the input [17], or the recurrent parts of the encoder
and decoder can be replaced by pure attention mechanism [18].
All of these architectures are able to capture both visual
appearance as well as complex language dependencies.
We chose a network with CTC loss as a baseline for its
simplicity and generally still competitive results. The network
starts with a 2D convolutional part inspired by the VGG
networks [19], which is followed by vertical aggregation using
a convolutional kernel of single pixel width. Further layers of
the network are 1D convolutions in the horizontal direction and
bi-directional recurrent layers. We use batch normalization and
ReLU after each trainable layer. We use Gated Recurrent Unit
(GRU) layers [20] in the recurrent part. Dropout regularization
is applied in several points in the network. The network
also contains several forward skip connections which improve
propagation of information during network inference and of
gradients during training. The trained network is available
online5.
B. Results
To train the baseline networks we used all text lines from the
training subset. We used Adam optimizer with learning rate 2×
10−4 and batches of 32 text lines at most 2048 pixels wide. We
trained two baseline networks: one fully convolutional without
any recurrent layers, and one with recurrent layers as described
in the previous section. Overall results are shown in Table II.
V. CONCLUSIONS
We presented a new dataset for document Optical Character
Recognition called Brno Mobile OCR Dataset (B-MOD). This
dataset is mainly intended for development and evaluation of
5https://github.com/DCGM/B-MOD
Difficulty
level
Test set Validation set
CER WER CER WER
Easy 0.33 % 1.93 % 0.27 % 1.58 %
Medium 5.65 % 22.39 % 5.65 % 21.88 %
Hard 32.28 % 72.63 % 31.25 % 71.71 %
Total by set 3.15 % 10.71 % 2.48 % 8.44 %
Difficulty
level
Test set Validation set
CER WER CER WER
Easy 0.50 % 2.79 % 0.40 % 2.19 %
Medium 7.82 % 28.50 % 7.79 % 27.53 %
Hard 39.76 % 80.69 % 38.70 % 79.48 %
Total by set 4.19 % 13.39 % 3.30 % 10.45 %
TABLE II: The upper table shows results of the network
with GRU layer, the second table shows results for the fully
convolutional network.
methods for document analysis and text recognition on chal-
lenging low-quality images. In contrast to existing datasets,
B-MOD is focused on mobile devices, and is diverse in terms
of capturing devices, viewing angles, illumination conditions
and image quality. The dataset provides precise line locations
with associated highly accurate transcription ground truth. We
also propose a baseline text transcription neural network for
this dataset which shows that this dataset is challenging for
current text recognition methods.
We intend to extend the dataset by adding pages with hand-
written annotations and highlighted sections, and by adding
different types of documents such as magazines. Also, it
should be possible to remove the AR markers and rely purely
on baseline detection and automatic text transcription to map
text lines to their ground truth strings.
REFERENCES
[1] V. Vasˇek, V. Franc, and M. Urban, “License plate recognition and
super-resolution from low-resolution videos by convolutional neural
networks,” in Proc. of British Machine Vision Conference, September
2018. [Online]. Available: ftp://cmp.felk.cvut.cz/pub/cmp/articles/franc/
Vasek-LPR-BMVC2018.pdf
[2] J.-C. Burie, J. Chazalon, M. Coustaty, S. Eskenazi, M. M. Luqman,
M. Mehri, N. Nayef, J.-M. Ogier, S. Prum, and M. Rusin˜ol, “Icdar2015
competition on smartphone document capture and ocr (smartdoc),” in
Document Analysis and Recognition (ICDAR), 2015 13th International
Conference on. IEEE, 2015, pp. 1161–1165.
[3] N. Nayef, M. M. Luqman, S. Prum, S. Eskenazi, J. Chazalon, and J.-
M. Ogier, “Smartdoc-qa: A dataset for quality assessment of smartphone
captured document images-single and multiple distortions,” in Document
Analysis and Recognition (ICDAR), 2015 13th International Conference
on. IEEE, 2015, pp. 1231–1235.
[4] F. Chabchoub, Y. Kessentini, S. Kanoun, V. Eglin, and F. Lebourgeois,
“Smartatid: A mobile captured arabic text images dataset for multi-
purpose recognition tasks,” in Frontiers in Handwriting Recognition
(ICFHR), 2016 15th International Conference on. IEEE, 2016, pp.
120–125.
[5] U.-V. Marti and H. Bunke, “The iam-database: an english sentence
database for offline handwriting recognition,” International Journal on
Document Analysis and Recognition, vol. 5, no. 1, pp. 39–46, Nov
2002. [Online]. Available: https://doi.org/10.1007/s100320200071
[6] E. Augustin, J.-m. Brodin, M. Carr, E. Geoffrois, E. Grosicki, and F. Prł-
teux, “RIMES evaluation campaign for handwritten mail processing,” in
Proc. of the Workshop on Frontiers in Handwriting Recognition, no. 1,
2006.
[7] J. A. Sa´nchez, V. Romero, A. H. Toselli, M. Villegas, and E. Vidal,
“Icdar2017 competition on handwritten text recognition on the read
dataset,” in 2017 14th IAPR International Conference on Document
Analysis and Recognition (ICDAR), vol. 1. IEEE, 2017, pp. 1383–
1388.
[8] C. Papadopoulos, S. Pletschacher, C. Clausner, and A. Antonacopoulos,
“The impact dataset of historical document images,” in Proceedings of
the 2nd International Workshop on Historical Document Imaging and
Processing. ACM, 2013, pp. 123–130.
[9] C. Clausner, A. Antonacopoulos, T. Derrick, and S. Pletschacher, “Ic-
dar2017 competition on recognition of early indian printed documents-
reid2017,” in 2017 14th IAPR International Conference on Document
Analysis and Recognition (ICDAR), vol. 1. IEEE, 2017, pp. 1411–1416.
[10] C. Clausner, C. Papadopoulos, S. Pletschacher, and A. Antonacopoulos,
“The enp image and ground truth dataset of historical newspapers,”
in 2015 13th International Conference on Document Analysis and
Recognition (ICDAR). IEEE, 2015, pp. 931–935.
[11] D. Karatzas, L. Gomez-Bigorda, A. Nicolaou, S. Ghosh, A. Bagdanov,
M. Iwamura, J. Matas, L. Neumann, V. R. Chandrasekhar, S. Lu et al.,
“Icdar 2015 competition on robust reading,” in Document Analysis and
Recognition (ICDAR), 2015 13th International Conference on. IEEE,
2015, pp. 1156–1160.
[12] R. Gomez, B. Shi, L. Gomez, L. Numann, A. Veit, J. Matas, S. Belongie,
and D. Karatzas, “Icdar2017 robust reading challenge on coco-text,” in
2017 14th IAPR International Conference on Document Analysis and
Recognition (ICDAR). IEEE, 2017, pp. 1435–1443.
[13] M. Iwamura, T. Matsuda, N. Morimoto, H. Sato, Y. Ikeda, and K. Kise,
“Downtown osaka scene text dataset,” in European Conference on
Computer Vision. Springer, 2016, pp. 440–455.
[14] M. Diem, F. Kleber, S. Fiel, T. Gruning, and B. Gatos, “cBAD:
ICDAR2017 competition on baseline detection,” in 2017 14th IAPR
International Conference on Document Analysis and Recognition
(ICDAR). IEEE, nov 2017. [Online]. Available: https://doi.org/10.
1109/icdar.2017.222
[15] S. Pletschacher and A. Antonacopoulos, “The page (page analysis and
ground-truth elements) format framework,” in 2010 20th International
Conference on Pattern Recognition. IEEE, 2010, pp. 257–260.
[16] A. Graves, S. Ferna´ndez, F. Gomez, and J. Schmidhuber, “Connection-
ist temporal classification: labelling unsegmented sequence data with
recurrent neural networks,” in Proceedings of the 23rd international
conference on Machine learning. ACM, 2006, pp. 369–376.
[17] L. Kang, J. I. Toledo, P. Riba, M. Villegas, A. Forne´s, and M. Rusinol,
“Convolve, attend and spell: An attention-based sequence-to-sequence
model for handwritten word recognition,” in German Conference on
Pattern Recognition. Springer, 2018, pp. 459–472.
[18] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez,
L. u. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances
in Neural Information Processing Systems 30, I. Guyon, U. V. Luxburg,
S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, Eds.
Curran Associates, Inc., 2017, pp. 5998–6008. [Online]. Available:
http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
[19] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” arXiv preprint arXiv:1409.1556, 2014.
[20] K. Cho, B. Van Merrie¨nboer, C. Gulcehre, D. Bahdanau, F. Bougares,
H. Schwenk, and Y. Bengio, “Learning phrase representations using
rnn encoder-decoder for statistical machine translation,” arXiv preprint
arXiv:1406.1078, 2014.
