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In the context of using magnetic nanoparticles for heat-mediated applications, the need of an
accurate knowledge of the local (at nanoparticle level) heat generation in addition to the usually
studied global counterpart has been recently highlighted. Such need requires accurate knowl-
edge of the links among intrinsic particle properties, system characteristics and experimental
conditions. In this work we have investigated the role of the particles’ anisotropy polydispersity
in relation to the amplitude (Hmax) of the AC magnetic field using a Monte Carlo technique. Our
results indicate that it is better to use particles with large anisotropy for enhancing global heating,
whereas for achieving homogeneous local heating it is better to use lower anisotropy particles.
The latest ensures that most of the system undergoes major-loop hysteresis conditions, which is
the key-point. This is equivalent to say that low-anisotropy particles (i.e. with less heating capa-
bility) may be better for accurate heat-mediated applications, which goes against some research
trends in the literature that seek for large anisotropy (and hence heating) values.
1 Introduction
Controlling magnetic nanoparticles’ (MNPs) features such as size
or anisotropy is important to improve the efficacy and reduce the
side effects of MNP-based biomedical applications.1 One of these
promising applications is magnetic fluid hyperthermia (MFH),
where MNPs are introduced into the tumor and subjected to an
external alternating magnetic field (HAC) which heats them in or-
der to kill the cancer cells.2,3 Optimizing the heating efficiency is
a main research objective in the MFH field, because this would al-
low to minimize the amount of MNPs necessary for the treatment.
The heating efficiency of MNPs is usually reported in terms of
the Specific Absorption Rate, SAR, i.e. the ratio of electromag-
netic energy absorbed by the MNPs. Its value is estimated ei-
ther from the initial slope of the temperature variation (∆T ) vs.
time curve or from magnetic measurements as SAR = HL · f . HL
stands for the hysteresis losses (area of the M(H) cycle) and f
is the frequency of the AC field.4 Assuming a negligible contri-
bution of Brownian rotation to heat production,5–7 in the latter
form (SAR = HL · f ) it is straightforward to see that both the size
and the magnetic anisotropy of the MNPs are key heating param-
eters: for a random particle assembly the maximum hysteresis
loop area is ≈ 2KV , with K the particle anisotropy constant and
V its volume.8 The previous assertion is preserved as far as V
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falls within the range of coherent rotation for the magnetization.
Therefore, the K value -which can be tuned via shape (magne-
tostatic contribution), size (magnetocrystalline/surface com-
petition) and/or composition-, plays a crucial role to be consid-
ered when designing a MFH application.
Furthermore, the anisotropy plays an additional key-role in the
MFH performance: it regulates the heating output of the parti-
cles depending on the amplitude of the AC field, Hmax. Consider-
ing the usual definition of the anisotropy field, HA = 2K/MS (MS
is the saturation magnetization), it can be roughly stated that,
for a randomly distributed non-interacting system, the hysteresis
losses will be negligible for Hmax/HA <≈ 0.5 (minor loops) and
significant otherwise.9 Of course this simplified description may
change significantly if interparticle dipolar interactions cannot be
neglected.10 The double role of the anisotropy, determining the
maximum HL value, and variation of the hysteresis losses with
the magnetic field, is illustrated in Fig. 1: top panel (A) shows
the M(H) hysteresis loops of 3 different samples with the same
characteristics (monodisperse, non-interacting, and same MS and
V values), the only difference being the value of K (which is also
monodisperse). Obviously, the curves scale if plotting the data vs.
the corresponding normalized H/HA values. Complementary, the
HL values (bottom panel, B) follow a very similar trend that also
scales if, in addition to the Hmax/HA normalization, each HL data
is normalized by the corresponding 2KV values. At low applied
fields, the sample with the smallest K starts to release energy be-
fore the other ones since it has the lowest coercive field of the
three systems. Also, note that the maximum normalized hystere-
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sis losses are equal to the anisotropy constant of the sample K.
Ref. 11 shows experimentally that hysteresis losses and coercivity
present a linear correlation (see the inset of Fig. 5).
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Fig. 1 A: Major hysteresis loops for three ideal monodisperse systems,
with the only difference being the respective anisotropy constants: K1,
K2 = 0.5K1 and K3 = 1.5K1. B: evolution of the corresponding global
hysteresis losses, HL, as a function of Hmax. In both cases the K1
system is used as the reference for the results. It is easy to see that if H
is normalized by the HA value of each sample (see separate x-axes of
the other two samples), the scaling of both the M(H) loops and the HL
values is obtained.
These two key aspects of the magnetic anisotropy are well
known in the MFH research field and have been intensively dis-
cussed in the literature. For example, Vallejo-Fernández and coau-
thors12 interpreted the considerable variations in heating out-
put obtained experimentally in terms of anisotropy polydispersity,
considering the particle populations with different K-values. An-
other example can be found in our own recent work,10 in which
the role of the K vs. Hmax in the maximum heating performance
is studied also considering the relative interplay with the dipole-
dipole coupling (building up the so-called ‘magnetic hyperthermia
trilemma’).
There is however one additional aspect that, to the best of our
knowledge, has not been reported in the literature so far and that
could have important consequences for the effectiveness of MHF:
which is the role of anisotropy polydispersity regarding heat dissi-
pation at local (nanoparticle) level? Note that in the present ap-
proach, by local we mean a set of particles inside the sample
with the same characteristics (material, size, etc.). And local
heat would be the amount of thermal energy that the set of
particles can release. Studying the heat/temperature spatial
or temporal variations in the nanoparticles’ environment is
out of the scope of this work. Over the last few years, the study
of heat dissipation at single particle level (nm scale) is receiving
a growing attention (see e.g. Ref. 13), after some works14–16
reported cell death under an AC field with negligible global tem-
perature increase. A possible explanation of these experimental
results could be that the large ∆T increments observed at the par-
ticle surface -which rapidly decay only a few nm away- during
an AC experiment,17,18 would be enough to trigger cell apop-
tosis without noticeable global ∆T effects. These results clearly
emphasize the need to investigate the heat dissipation at local
level, in addition to the usual global approach.19 Furthermore, K
polydispersity is unavoidable in current synthesis techniques of
MNPs, hence emphasizing the need to investigate its (double, as
described above) role in MFH. This is the objective of the current
work: to theoretically investigate the effect of K-polydispersity for
MFH, with particular attention paid to the local heat dissipation
aspect.
2 Model
In order to achieve the proposed objective, we have used a Monte
Carlo technique to simulate M(H) hysteresis loops in order to ob-
tain the HL values under different Hmax and K-polydispersity con-
ditions. In our model we assume ferromagnetic-like behavior for
the particles, i.e. the particles are in the blocked state (see for
example Ref. 8 for a detailed description of the computational
procedure).
Since size and anisotropy play a similar role regarding ther-
mal stability,8 we consider a size-monodisperse system in order to
specifically distinguish the role of the anisotropy. The anisotropy
is treated in the same way as in Ref. 12, i.e. uniaxial with a disper-
sion in K-values that follows a normal distribution with average
〈K〉 and standard deviation σK :







Both the easy-axes orientations and the particle positions are
randomly distributed. The uniaxial-anisotropy assumption fol-
lows previous works12,20 based on magnetite nanoparticles for
MFH applications. Magnetite has cubic (and negative) magne-
tocrystalline anisotropy, but its value is relatively small. Hence,
shape-anisotropy effects due to deviations from sphericity re-
sult in extra anisotropy terms that may dominate over the cu-
bic one. Thus, considering regular ellipsoid shape for simplicity,
it has been shown that small deviations from sphericity (aspect
ratios above 1.1− 1.2) quickly result in domination of the uniax-
ial shape anisotropy term over the cubic one.12,20 Therefore, the
anisotropy of the particle can be effectively described by its uniax-
ial value arising from shape effect. This is illustrated by the insets
in Fig. 2, where ellipsoidal particles of different aspect ratios
stand for different K values. Note that for a rigurous treatment
it would be necessary to take into account both cubic and uni-
axial contributions,21–25 and also other more complex shapes.26
However, for the objective of the present work, the origin of the K
polydispersity or its type is not a main issue, hence we just assume
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it to be defined by Eq. (1) regardless of its physical origin.
In the computational treatment, we have grouped the particles
in anisotropy categories of value K j to take into account the distri-
bution of K values. From here on, when talking about anisotropy
categories, we will be referring to K j or to the normalized param-
eter K j〈K〉 . This normalized parameter may sometimes give a more
intuitive value of the difference of a given category with respect
to the average system. Note that since we are assuming a normal
distribution, 〈K〉 is the same regardless of the σ value.
3 Results
The first step towards understanding the role of K-polydispersity
in the heating performance of MNPs at local level will be to un-
derstand the global dissipated energy as a function of the K and
Hmax values. Fig. 2 shows the influence of the applied field for
three systems having the same average anisotropy constant 〈K〉
but different standard deviations σK in their anisotropy constant
distributions. The monodisperse case σK = 0 has been included
as a reference. If σK increases, there will be more particles with
a coercive field lower than the applied field H. Therefore, a small
Hmax will be enough to dissipate energy. If the applied field is
high enough so that all the particles of the sample are blocked,
polydispersity in K does not affect the global hysteresis losses
(assuming the same macroscopic anisotropy constant). The in-
sets show the equivalence between the anisotropy constant dis-
tributions and the shape of the particles in this work: having no
anisotropy is equivalent to have a spherical particle whereas in-
creasing it means going towards a spheroid with an aspect ratio
smaller than one.
Fig. 3A shows the evolution of the global hysteresis losses for
the three samples with different σK of Fig. 2 with the ampli-
tude of the applied magnetic field. Three different regions can be
differentiated depending on the effect of σK and Hmax/〈HA〉 on
the global hysteresis losses: there will be more released energy
at low fields, Hmax < 0.5〈HA〉, if the sample is polydisperse. The
contrary will occur at larger fields, 0.5〈HA〉< Hmax < 1.0〈HA〉. As
previously seen, the anisotropy distribution is unimportant for the
global hysteresis losses if the applied field is big enough to ensure
the saturation of all the particles, Hmax > 1.0〈HA〉. The reason for
this is depicted in Fig. 3B, where the anisotropy constants distri-
bution is used to show which anisotropy categories are contribut-
ing to heating at the three marked applied fields. Broadening the
distribution enables to have dissipation at lower applied fields al-
though this released energy will be less for the polydisperse case
if the field is higher. The percentage of particles of the sample
releasing energy is also indicated.
To illustrate the usefulness of our results for interpreting
experimental data, we next discuss Fig. 3 in relation to
some apparently unexpected SAR values reported in the liter-
ature. High SAR values up to ≈170 W/g have been measured
for MnFe2O4 nanoparticles27, whereas much lower ones, up
to ≈30 W/g, have been reported for CoFe2O4 27 and Fe3O4
nanoparticles28 at Hmax ≈ 200 Oe. These values may seem
surprising at first if considering the direct proportionality be-
tween SAR and anisotropy10, because the effective anisotropy
constant of CoFe2O4 and Fe3O4 is in the range of 105J/m3
Fig. 2 Influence of the applied field on the global hysteresis cycles for
different degrees of anisotropy polydispersity: A monodisperse, B
σK = 0.1 and C σK = 0.2. Each M(H) curve is done for a different value
of Hmax. Insets: link between the local K j values and the shape of the
particles.
whereas the one of MnFe2O4 is in the range of 103J/m3. There-
fore, one could expect that the MnFe2O4 nanoparticles would
dissipate much less than the other ones. However, when
the ratio Hmax/HA is analyzed, it appears that this ratio is
very close to 1 in the case of MnFe2O4 nanoparticles (≈0.9)
and much lower (<0.2) for the CoFe2O4 and Fe3O4 ones.
Fig. 3 suggests that the MnFe2O4 sample may be highly satu-
rated (major loop conditions), with most of the particles re-
leasing energy; whereas only the particles with the lowest
anisotropies would be contributing to heat dissipation in the
case of CoFe2O4 and Fe3O4 samples (minor loop conditions
for most of the particles within the system).
The importance of local heating (at individual nanoparticle
level), which is clear from Fig. 3, is systematically analyzed in
detail for the different anisotropy polydispersity conditions and
field amplitudes. The results are reported in Fig. 4, which shows
the evolution of the local HL values as a function of the ap-
plied field for the two values of σK previously considered. The
global hysteresis losses are indicated with a black solid line for
each case. Since 〈K〉 = K0, (K0 is the anisotropy constant for the
monodisperse system) the blue dashed lines represent the hys-
teresis losses of the monodisperse case. The difference between
the global hysteresis losses for the monodisperse case and the
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Fig. 3 A: Evolution of the global hysteresis losses for σK = 0.0, 0.1 and
0.20. The 3 shaded regions represent different effects of anisotropy
polydispersity and applied field on the global hysteresis losses. B:
Distribution of anisotropy constants where the y-axis represents the
percentage of particles belonging to each anisotropy category. The red
filled bars show which anisotropy categories are contributing to the
heating for each σK and for the three selected applied fields. The
percentage of particles of the sample releasing energy is also indicated.
polydisperse one increases with σK , as previously seen. When all
the sample is saturated, both lines are coincident since the dis-
tribution of anisotropy is normal. With increasing applied field,
the hysteresis loop opens later and saturation is achieved later for
larger K j values. When the applied field is large enough to open
the cycles of the particles with higher anisotropy, their hysteresis
losses are also greater.
Fig. 5 shows the normalized hysteresis losses of each category
K j for different applied fields taking into account the number of
particles that each category has. The inset shows the normal-
ized hysteresis losses of each category, but per particle. As Fig.
3B indicated, increasing the amplitude of the applied field allows
particles with bigger K j to dissipate. As expected from a satu-
rated system Hmax > 1.0〈HA〉 where all the particles can dissipate
as much as they anisotropy constant allows them, the relationship
between K j and the released energy HL j fulfills HL j = 2K jV . This
fact is represented by the green dashed line of the inset. If looking
at the inset, one may think that certain categories are responsible
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Fig. 4 Evolution of the local hysteresis losses for different categories K j
as a function of the normalized applied field for two values of σK : A 0.10
and B 0.20. The black solid line stands for the global hysteresis losses.
The blue dashed line also represents the hysteresis losses of the
monodisperse case 〈k〉= 1.
main graph of Fig. 5, it is seen that the actual number of parti-
cles may change the K j categories having more weight regarding
energy dissipation. This difference is clearly seen for the smallest
and the biggest field amplitudes.
To see how much the normalized local hysteresis losses HL j2〈K〉V
deviate from the normalized global ones HL2〈K〉V in average for each
applied magnetic field, the parameter σHL can be used. It is cal-















P is the maximum number of categories. Taking the quotient
σHL
HL/2〈K〉V instead of σHL makes easier to compare the deviation
of the local hysteresis losses for different applied fields. It is not
the same having a big σHL value when the global hysteresis losses
are big or when they are small. The heating dispersion would be
more important in the second case. Fig. 6 demonstrates this for
the case of σK = 0.20. The left axis represents the evolution of
the σHL values with the field, whereas the right axis refers to the
σHL
HL/2〈K〉V value. It has been expressed as a percentage to ease the
reading of the data. Therefore, the standard deviation is small
at low applied fields, but since the global losses are small too,
they have a great effect. However, at high fields the standard
deviation is higher, but the global hysteresis losses as well, so the
local dissipation is not very important. Fig. 6 suggests that it is
better to choose a material that has an anisotropy constant which
allows the material to already be saturated when it is subjected
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Fig. 5 Normalized local hysteresis losses multiplied by the number of
particles in each size category N j. The figure shows the size categories
actually dissipating energy because the amount of energy released will
depend on the amount of particles as well. The inset shows the
dependence of the normalized local hysteresis losses per particle with
K j. The dependence is linear for the case of maximum hysteresis
losses.
to a typical hyperthermia magnetic field.
4 Conclusion
We have proved that the magnetic anisotropy constant K and its
dispersion σK play an important role regarding global and local
energy dissipation in MFH, not only because energy release is
proportional to K but also because it regulates the heating output
depending on the amplitude of the applied magnetic field Hmax.
At a low amplitude of the applied field, Hmax < 0.5〈HA〉, a more
polydisperse sample will dissipate more energy because the parti-
cles with the lowest anisotropy will have a coercive field smaller
than the applied field. If the amplitude of the magnetic field in-
creases, 0.5〈HA〉Hmax < 1.0〈HA〉, the sample less polydisperse will
release more energy since the particles with bigger anisotropy will
be able to dissipate energy and this energy is proportional to the
K-values. In case that the applied field is big enough to saturate
all the sample, Hmax > 1.0〈HA〉, the difference between having a
bigger or smaller σK will be only appreciated at local level. At this
point, we would like to draw attention to the recent experi-
mental work of Sanz and coauthors29, where they showed that
MFH decreased cell viability more than immersing the sample in a
water bath at the same global target temperature, associating this
to local heating effects. Our results show that K and σK , which
are linked to different particle shapes in the sample, affect
both global and local energy dissipation. Since their samples
are polydisperse in shape, thus also in anisotropy, our results
may be one possible explanation for their findings.
We also showed that to ensure local energy dissipation as
homogeneous as possible, it is better to use an applied field
which allows major loop conditions. Having a saturated sample
does not imply homogeneous local energy release because parti-
cles with higher anisotropy K j will dissipate more, but the key
point is to tune the anisotropy of the sample K and the ampli-


















Fig. 6 Left axis: Standard deviation of the local normalized hysteresis
losses as a function of the applied field. Right axis: Percentage of this
standard deviation in relation to the normalized global hysteresis losses.
The effect of the deviation depends on the reference value considered.
σK is 0.20.
tude of the applied field Hmax to dissipate in the desired energy
range with the less local heat dispersion as possible. In other
words, given that anisotropy polydispersity is unavoidable and
energy dissipation is proportional to K and Hmax, a sample with
a lower K should be chosen for this purpose if the amplitude of
the applied field had an upper limit. The other way around, if a
specific material is necessary (fixed K), a higher Hmax would be
preferable.
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