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The aimof this paper is to study local two-dimensional languages froman algebraic point of
view.We show that local two-dimensional languages over a finite alphabet, with the usual
relation of set inclusion, form a lattice. The simplest case Loc1 of local languages defined
over the alphabet consisting of one element yields a distributive lattice, which can be
easily described. In the general case of the latticeLocn of local languages over an alphabet
of n ≥ 2 symbols, we show that Locn is not semimodular, and we exhibit sublattices
isomorphic to M5 and N5. We characterize the meet-irreducible elements, the coatoms,
and the join-irreducible elements ofLocn.We point out someundecidable problemswhich
arise in studying the lattices Locn, n ≥ 2. We study in some detail atoms and chains of
Loc2. Finally we examine the latticeLoch2 of local string languages, i.e. the local languages
over the binary alphabet consisting of objects of only one row.Loch2 is an ideal ofLoc2. As
a lattice, it is not semimodular but satisfies the Jordan–Dedekind condition.
© 2009 Published by Elsevier B.V.
1. Introduction
Two-dimensional languages are currently an active field of research in the theory of formal languages. Several classes
of two-dimensional languages have already been extensively studied in the literature, each class being equipped with
corresponding models to recognize or generate the objects of its languages. In this paper we are interested in local two-
dimensional languages, a particular class of languages which admit representations by tiles. Although forming a rather
restricted class, local two-dimensional languages show already an unexpected level of complexity and combinatorial power,
which makes them certainly worthy of study. In particular we look at them from an algebraic point of view, showing that
local languages over a fixed alphabet of n elements form a finite lattice calledLocn. We completely characterize the lattice
of the local languages over an alphabet consisting of one symbol. If n ≥ 2, we show that Locn is not semimodular, and we
exhibit sublattices isomorphic to the two nondistributive lattices of five elements,M5 andN5. We examine special elements
ofLocn, e.g. coatoms, meet- and join-irreducible elements, and we give useful characterizations of these elements. We give
interesting examples of atoms of Loc2, and exhibit examples of maximal chains of different lengths. We point out some
undecidable problems that arise when we try to ascertain whether a given element of a latticeLocn has special properties.
Finally we study the lattice Loch2 (the superscript ‘‘h’’ is the initial letter of the word ‘‘horizontal’’) of local languages over
the binary alphabet, whose elements are pictures consisting of only one row. The biggest element of Loch2 is the language
consisting of all possible strings. Loch2, an ideal of Loc2, is not a semimodular lattice, but satisfies the Jordan–Dedekind
condition.
Algebraic investigations are quite frequent in formal language theory, in particular to characterize closure and
recognizability properties of classes of languages. As examples, consider the closure properties of regular languages which
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make them a Boolean algebra closed under further operations, or the practical relevance of the characterization of regular
languages given by the Myhill–Nerode Theorem. This paper is an attempt to single out some evident algebraic properties
of local two-dimensional languages. In subsequent work we plan to extend this investigation to tiling system recognizable
languages. Hopefully, our studies should furnish a further impulse to the development of a coherent theory that, taking
into consideration many different approaches, reaches a robust notion of recognizability for two-dimensional languages, as
foreseen in [4].
For the main results and properties on two-dimensional languages we refer the reader to [4]. The reader can also profit
from glancing at [2].We only review in this introduction some of the notions from the theory of two-dimensional languages,
and from lattice theory, that are most commonly used in this paper.
To begin with, we briefly recall some basic definitions of local two-dimensional languages, or local picture languages. A
picture on an alphabetΣ is just a matrix of elements ofΣ . The set of all pictures is denoted byΣ∗∗. Given a picture p ∈ Σ∗∗
of size (m, n) we define pˆ as the picture of size (m + 2, n + 2) obtained by surrounding p with a special boundary symbol
] /∈ Σ . Moreover, for any h ≤ m + 2, k ≤ n + 2 we denote by Bh,k(pˆ) the set of all blocks of pˆ of size (h, k). A tile over an
alphabetΣ is an element of B2,2(pˆ), i.e. a subpicture of size (2, 2) of some pˆ, with p ∈ Σ∗∗.
Definition 1. Let Σ be a finite alphabet. A two-dimensional language L ⊆ Σ∗∗ is local if there exists a finite set Θ of tiles
overΣ such that L = {p ∈ Σ∗∗ : B2,2(pˆ) ⊆ Θ}.
With reference to the previous definition, the setΘ is usually called a representation by tiles of the local language L, and
we write L = L(Θ). We assume that the empty picture belongs to L(Θ) if and only ifΘ contains the tile ] ]
] ]
.
Notation.We will use two double brackets ‖p ‖ to denote the set of tiles we can extract from the picture pwithin brackets
(of course, surrounded by ]). For instance, if for a, b, c ∈ Σ we write∥∥∥∥a bc b
∥∥∥∥
then the corresponding set of tiles is
Θ =

] ]
] a ,
] ]
b ] ,
b ]
] ]
,
] c
] ]
,
] a
] c ,
b ]
b ] ,
] ]
a b ,
c b
] ]
,
a b
c b
 .
Notice that we should perhaps write
∥∥∥∥ a bc b
∥∥∥∥, instead of ∥∥∥∥a bc b
∥∥∥∥ , but this, and other notational abuses, will always be
clear from the context. We also often use the notation L(p) = L(‖p‖).
Example 1. An example of local language is given by the set of ‘‘chessboard’’ pictures (i.e. pictures with alternating 0’s
and 1’s in each row and column) over the alphabet Σ = {0, 1}, with 0 on each corner, henceforth named Ls. Consider the
following set of tilesΘs:
Θs =
∥∥∥∥∥0 1 01 0 10 1 0
∥∥∥∥∥ .
It is easy to see that Ls = L(Θs).
We now define a lattice over the set of local languages on an alphabet of fixed size. Therefore we also need to recall some
definitions and theorems from lattice theory. For more details on lattice theory we refer the reader to [1,7].
Definition 2. A lattice is a partially ordered setL = 〈L,≤〉 such that every pair of elements x, y ∈ P has greatest lower bound
(or inf, ormeet) denoted by x ∧ y, and lowest upper bound (or sup, or join) denoted by x ∨ y.
It is well known that a lattice on a universe L can be equivalently given either by specifying its partial order relation ≤,
or by specifying its binary operations ∧ and ∨. Indeed, for every pair of elements a, b ∈ L, one has
a ≤ b⇔ a = a ∧ b⇔ b = a ∨ b.
It is therefore just a matter of convenience whether one sees a lattice as an ordered structure, or an algebraic structure, or
both.
Definition 3. In a lattice L = 〈L,∧,∨〉, an element b ∈ L is meet-irreducible if b = x ∧ y implies b = x or b = y for all
x, y ∈ L. Dually, an element b ∈ L is join-irreducible if b = x ∨ y implies b = x or b = y for all x, y ∈ L.
Definition 4. In a latticeL = 〈L,≤〉, an element b ∈ L is a (minimal) cover of a, if a < b and there is no c such that a < c < b.
We write a ≺ b to denote that b is a cover of a. IfL has least element 0, then an element a ∈ L is said to be an atom if 0 ≺ a.
Dually, in a lattice with greatest element 1, a coatom is an element a such that a ≺ 1.
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Fig. 1. The two nondistributive latticesN5 andM5 , respectively.
Definition 5. LetL = 〈L,∧,∨,≤〉 be a lattice. Then
1. L is distributive if for all a, b, c ∈ L it satisfies:
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c);
2. L ismodular if for all a, b, c ∈ L it satisfies:
a ≤ c ⇒ a ∨ (b ∧ c) = (a ∨ b) ∧ c;
3. L is semimodular if for all a, b ∈ L it satisfies:
a ∧ b ≺ a⇒ b ≺ a ∨ b.
Theorem 1. LetL be a lattice. Then
• L is nondistributive if and only ifL has a sublattice isomorphic toN5 orM5 (see Fig. 1);
• L is nonmodular if and only ifL has a sublattice isomorphic toN5.
It is known that a modular lattice is also semimodular, see e.g. [1]. Thus the following strict implications hold:
distributive ⇒ modular ⇒ semimodular.
Definition 6. A partially ordered set 〈P,≤〉 satisfies the Jordan–Dedekind condition if it has only finite chains and, for all
pairs of elements x, y ∈ P , such that x ≤ y, all maximal chains between x and y have the same length.
The following result is almost immediate, see for instance [1, Proposition 2.1].
Theorem 2. Let 〈P,≤〉 be a partially ordered set with only finite chains and with least element 0. P satisfies the Jordan–Dedekind
condition if and only if one can define a function (called the rank function) ρ : P → N (mapping each element x ∈ P into the
rank of x), such that
– ρ(0) = 0;
– if y covers x then ρ(y) = ρ(x)+ 1.
It is known that a semimodular lattice without infinite chains satisfies the Jordan–Dedekind condition, see for instance
[1, Lemma 2.26]. Thus, if a lattice without infinite chains is semimodular then all maximal chains between the same two
elements have the same length.
The rest of the paper is organized as follows. In Section 2, we introduce the lattice Locn of local languages on an
alphabet of n ≥ 1 symbols. In Section 2.1 we give a complete description ofLoc1; in Section 2.2 we characterize the meet-
irreducible elements and the coatoms ofLocn; in Section 2.3 we study the join-irreducible elements ofLocn, giving a useful
characterization. In Section 3, we point out some undecidable problems arising in the study of the latticesLocn, with n ≥ 2.
In Section 4 we carry out a detailed investigation of Loc2, giving interesting examples of atoms and exhibiting maximal
chains having different lengths. In Section 5, we introduce and study the lattice Loch2 (which is an ideal of Loc2) of string
languages. Finally, we finish off (Section 6) by pointing out some open problems.
2. The latticeLocn
Without loss of generality, for every n ≥ 2, we may fix the alphabetΣ = {0, 1, . . . , n− 1} and confine our investigation
to the posetLoc∗n = 〈Loc∗n ,⊆〉 of local languages onΣ .
Definition 7. IfΘ is a set of tiles such that for each t ∈ Θ there exists a picture p ∈ L(Θ) such that t ∈ B2,2(pˆ), then we say
thatΘ is an irredundant set of tiles. A set of tiles is redundant if it is not irredundant.
For instance, ‖p‖ is irredundant, for every picture p.
Unless otherwise specified, from this moment onwards when we are given a set of tiles Θ we will always assume that
Θ is irredundant. The problem of recognizing whether a set of tiles is irredundant is in general undecidable, [2].
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Example 2. The following set Θ of tiles is redundant, since the last tile in the list cannot be combined with any other tile
inΘ .
Θ =

] ]
] 0 ,
] ]
0 ] ,
1 ]
] ]
,
] 1
] ]
,
] 0
] 1 ,
0 ]
1 ] ,
] ]
0 0 ,
1 1
] ]
,
0 0
1 1 ,
1 0
0 1
 .
However the setΘ \
{
1 0
0 1
}
is irredundant.
Theorem 3. For every n ≥ 1,Loc∗n = 〈Loc∗n ,⊆〉 is a finite lattice with operations of meet and join given by, respectively,
L(Θ1) ∧ L(Θ2) = L(Θ1) ∩ L(Θ2)(= L(Θ1 ∩Θ2))
L(Θ1) ∨ L(Θ2) = L(Θ1 ∪Θ2).
(We remark once more thatΘ1 andΘ2 are assumed to be irredundant.)
Proof. It is a simple calculation to check that
L(Θ1) ∩ L(Θ2) = L(Θ1 ∩Θ2).
To show the statement about ∨, first notice that L(Θ1 ∪ Θ2) is an upper bound of L(Θ1) and L(Θ2). On the other hand,
suppose that L(Θ1), L(Θ2) ⊆ L(Θ), and let t ∈ Θ1 ∪ Θ2. Whether t ∈ Θ1 or t ∈ Θ2, by irredundancy we have that t is a
2× 2 subpicture of a picture v in L(Θ1) or in L(Θ2); hence v ∈ L(Θ), and thus t ∈ Θ . This shows thatΘ1 ∪Θ2 ⊆ Θ , hence
L(Θ1 ∪Θ2) ⊆ L(Θ). 
Remark 1. If Θ1,Θ2 are sets of tiles then L(Θ1) ∨ L(Θ2) ⊇ L(Θ1) ∪ L(Θ2), but equality need not hold, as shown by the
following counterexample. Consider the following two sets of tiles:
Θ1 =
∥∥0 1∥∥ , Θ2 = ∥∥1 0∥∥ .
It is clear that the picture p = 0 1 0 belongs to L(Θ1 ∪Θ2) but not to L(Θ1) ∪ L(Θ2).
Remark 2. In the rest of the paperwewill only consider sets of tileswhich do not contain the tile ] ]
] ]
,hence restricting
ourselves to local languages that do not contain the empty picture . We use the symbol ΘnTot to denote the set of all
possible tiles over {0, . . . , n− 1}, minus the tile ] ]
] ]
: notice that
ΘnTot =
{ ‖p‖ : p ∈ {0, . . . , n− 1}∗∗ − { } } .
Let Locn denote the local languages on Σ = {0, . . . , n − 1} that do not contain the empty picture, i.e. Locn = L(ΘnTot).
Clearly Locn = 〈Locn,∧,∨,⊆〉 is a sublattice of Loc∗n . Since we are interested in the lattice theoretic structure of local
languages, restriction toLocn amounts to no loss of generality, as
Loc∗n ' Locn× 2
where 2 is the two-element bounded lattice, and the symbol' denotes lattice theoretic isomorphism.
Finally we point out that, for anym < n, the latticeLocm can be viewed (under inclusion) as an ideal ofLocn.
2.1. The simplest case: The latticeLoc1
We exemplify the notions introduced so far, by facing the simple case of the lattice Loc1 relative to the class of local
languages restricted to the alphabetΣ of only one symbol,Σ = {0}.
The local languages we can construct over the alphabet {0} are only six, including the empty language: see Fig. 2. More
precisely, the five nonempty languages are:
• L0 = L(‖0‖): the language constituted by the only 1× 1 picture 0 ;
• Lr0 = L(
∥∥0 0∥∥): the language constituted by the pictures of only one row of 0’s;
• Lc0 = L
(∥∥∥∥00
∥∥∥∥): the language constituted by the pictures of only one column of 0’s;
• Lr0∨ Lc0: the language that is the join of the two previous languages, i.e. the language consisting only of rows or columns
of 0’s;
• 0∗∗: the language constituted by all possible pictures of 0’s.
We observe that the latticeLoc1 is isomorphic to the free distributive lattice with 0, 1 on two generators.
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Fig. 2. The latticeLoc1 .
Fig. 3. (a) Sublattice isomorphic toN5; (b) Sublattice isomorphic toM5 .
2.2. The general case
We have seen that Loc1 is distributive. The situation changes radically, if one considers lattices of local languages on
alphabets with at least two symbols.
Theorem 4. If n ≥ 2 thenLocn contains the following sublattices:
(i) a sublattice isomorphic toN5;
(ii) a sublattice isomorphic toM5.
HenceLocn is not semimodular.
Proof. The proof is forLoc2, and can be extended toLocn sinceLoc2 is a sublattice ofLocn.
(i) Consider the following languages:
L0 = L(‖0‖) =
{
0
}
, L01 =
{
0 1
}
, L10 =
{
1 0
}
.
It is easy to see that L01 and L10 are atoms. Obviously L01 is a cover of ∅ = L01 ∧ L10 but L01 ∨ L10 is not a cover of L10. For
example the language L0 ∨ L10 is such that L10 ⊂ L0 ∨ L10 ⊂ L01 ∨ L10, where inclusions are strict. See also Fig. 3(a).
(ii) Consider the sets of tiles:
Θ = Θ2Tot \
{
0 0
0 0
}
; Θ1 =
∥∥∥∥∥1 0 0 00 0 0 10 1 0 1
∥∥∥∥∥ ; Θ2 =
∥∥∥∥∥0 0 0 11 0 0 01 0 1 0
∥∥∥∥∥ ;
and the local language L(Θ) ∧ (L(Θ1) ∨ L(Θ2)) = L(Θ3).
Direct inspection shows:
• L(Θ1) ∧ L(Θ2) = L(Θ1) ∧ L(Θ3) = L(Θ2) ∧ L(Θ3) = ∅.
• L(Θ1) ∨ L(Θ2) = L(Θ1) ∨ L(Θ3) = L(Θ2) ∨ L(Θ3).
LetΘ4 be such that L(Θ4) = L(Θ1) ∨ L(Θ2). ThenLoc2 contains the sublattice depicted in Fig. 3(b). 
Notice that the embeddings ofN5 andM5 given above, preserve 0 as well.
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2.3. Meet-irreducible elements and coatoms inLocn
We now consider the set of meet-irreducible elements of the lattice Locn. In Loc1 all elements except for L0 are meet-
irreducible, as can be easily seen from Fig. 2. So in the rest of this section we confine ourselves to the case n ≥ 2. We will
usually write ΘTot instead of ΘnTot (see notation introduced in Remark 2) when the alphabet is clearly understood from the
context.
Theorem 5. Let n ≥ 2 and L = L(Θ) ∈ Locn. The following are equivalent:
(1) L is a coatom;
(2) Θ = ΘTot \ { t }, with t ∈ ΘTot ;
(3) L is meet-irreducible.
Proof. Let us start proving that (1) and (2) are equivalent. If Θ = ΘTot \ { t } then clearly Θ is irredundant, and L(Θ) is a
coatom. The converse is trivial.
Clearly, (1) implies (3). So we only have to prove that (3) implies (1). To this end, suppose that L = L(Θ) with at least
two different tiles t1, t2 ∈ ΘTot\Θ . Let us prove the following useful statement:
Claim. There are two pictures u(t1) and u(t2) such that t1 ∈ ‖u(t1)‖, t2 ∈ ‖u(t2)‖, and:
‖u(t1)‖ ∩ ‖u(t2)‖ = ∅.
Once Claim has been proved we have that:
L ⊂ L(Θ) ∨ L(u(t1)) = L(Θ ∪ ‖u(t1)‖) ⊂ L(ΘTot),
L ⊂ L(Θ) ∨ L(u(t2)) = L(Θ ∪ ‖u(t2)‖) ⊂ L(ΘTot).
Notice that all the inclusions are strict. Moreover, since ‖u(t1)‖ and ‖u(t2)‖ are disjoint sets, it follows that:
(L(Θ) ∨ L(u(t1)) ∧ ( L(Θ) ∨ L(u(t2))) = L(Θ),
which concludes our proof, since this shows that L(Θ) is meet-reducible.
The proof of Claim is indeed a mere (long) exercise, based on considering all possible cases of the two tiles t1 and t2. Let
d1 (resp. d2) be the number of occurrences of the symbol ] in t1 (resp. t2). Without loss of generality we examine the six
cases where d1 ≥ d2:
1. d1 = 0, d2 = 0;
2. d1 = 2, d2 = 0, 2;
3. d1 = 3, d2 = 0, 2, 3.
Since the study of each of these cases is quite simple, we only consider the first one of them, which is also themost complex,
leaving the others to the reader.
Let us assume that t1 = x yv z and t2 =
x′ y′
v′ z ′ with x, x
′, y, y′, v, v′, z, z ′ ∈ {0, . . . , n− 1}. We set
u(t1) =
] ] ] ]
] x y ]
] v z ]
] ] ] ]
,
while to determine a suitable u(t2)we must study separately the following cases:
(a) x 6= x′, y 6= y′, z 6= z ′, and v 6= v′. In this case we easily set:
u(t2) =
] ] ] ]
] x′ y′ ]
] v′ z ′ ]
] ] ] ]
.
(b) x = x′, y 6= y′, z 6= z ′, and v 6= v′ (and similarly we can treat all the cases where t1 and t2 have only one common
element). In this case we have that t2 = x yv z , wherew = 〈w + 1〉n, denoting congruence modulo n.
Here we can set:
u(t2) =
] ] ] ]
] x y ]
] x y ]
] v z ]
] ] ] ]
.
The reader can check that ‖u(t1)‖ and ‖u(t2)‖ have no tiles in common.
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(c) x = x′, y = y′, z 6= z ′, and v 6= v′ (and similarly we can treat all the cases where t1 and t2 have an equal row or column),
i.e. t2 = x yv z . Setting
u(t2) =
] ] ] ]
] x y ]
] x y ]
] v z ]
] ] ] ]
,
we can easily see that ‖u(t1)‖ and ‖u(t2)‖ have no tiles in common.
(d) x = x′, z = z ′, y 6= y′, and v 6= v′ (and similarly y = y′, v = v′, x 6= x′, and z 6= z ′), i.e. t2 = x yv z . Setting
u(t2) =
] ] ] ]
] x y ]
] x y ]
] v z ]
] v z ]
] ] ] ]
,
we see that ‖u(t1)‖ and ‖u(t2)‖ have no tiles in common.
(e) x = x′, y = y′, v = v′, and z 6= z ′ (and similarly we can treat all the cases where t1 and t2 differ in only one element).
Here we have t2 = x yv z , and we set:
u(t2) =
] ] ] ] ] ]
] x y y y ]
] x x y z ]
] v v z z ]
] ] ] ] ] ]
.
The picture u(t2) is made of 20 tiles; it is possible to check that they are all different from the 9 tiles of u(t1). 
2.4. Join-irreducible elements
We now turn our attention to join-irreducible elements ofLocn.
Let v be a picture overΣ = {0, 1, . . . , n−1}. We can consider the set of tiles ‖v‖ and the respective local language L(v).
Theorem 6. A local language L = L(Θ) ∈ Locn is join-irreducible if and only if there exists v ∈ Σ∗∗ such that L = L(v) and
there are no pictures u1, . . . , un such that
• the ‖ui‖ are pairwise different;• ‖u1‖ ∪ · · · ∪ ‖un‖ = ‖v‖.
Proof. (=⇒) Let L be join-irreducible. Suppose that such a v does not exist, and let L = L(Θ), for some irredundant Θ .
Thus for each tile in Θ there is a picture that contains it. Then we can write: Θ = ‖u1‖ ∪ · · · ∪ ‖un‖ and we obtain
L(Θ) = L(u1) ∨ · · · ∨ L(un), yielding that L(Θ) is not join-irreducible.
(⇐=) The right-to-left implication follows easily from the definition of a join-irreducible element. 
Let us remark that it is not sufficient to require that L = L(v) to state that L is join-irreducible, as shown in the following
example.
Example 3 (InLoc2). Consider the sets of tiles:
Θ =
∥∥∥∥0 1 0 0 00 0 0 1 0
∥∥∥∥ ; Θ1 = ∥∥∥∥0 1 00 0 0
∥∥∥∥ ; Θ2 = ∥∥∥∥0 0 00 1 0
∥∥∥∥ .
We have: Θ = Θ1 ∪ Θ2 and then L(Θ) = L(Θ1) ∨ L(Θ2) so L(Θ) is not join-irreducible. According to Theorem 6, the
following pictures witness join-reducibility of L(Θ):
u1 = 0 1 00 0 0 ; u2 =
0 0 0
0 1 0 .
As a neat consequence of Theorem 6 we have that if L ∈ Locn is an atom, then there exists v ∈ Σ∗∗ such that L = L(v).
On the other hand, if L is a coatom then L is not join-irreducible: in fact we cannot write a coatom L(Θ) as L(v), since in Θ
there are at least 7 ‘‘corner’’ tiles, whereas in every picture there are exactly 4 ‘‘corner’’ tiles.
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3. Some undecidable problems
The previous section shows that the meet-irreducible elements (equivalently, the coatoms) of Locn have an easy
characterization, from which one can immediately deduce that the property of being meet-irreducible (or equivalently,
a coatom) is decidable. In the following, given a set of tiles Θ , let nΘ be the least number n such that the alphabet of Θ is
included in {0, . . . , n− 1}.
Corollary 1. GivenΘ , one can decide whether L(Θ) is meet-irreducible (equivalently, a coatom) inLocnΘ .
Proof. Trivial, by Theorem 5. 
We show in this section however that the property of being join-irreducible, and the property of being an atom are
undecidable.
We deal here with sets of tiles that need not be irredundant. In [2,4], several undecidable problems concerning local
languages are studied. For instance, we recall that the following problems are undecidable:
• the emptiness problem: ‘‘Is L(Θ) 6= ∅?’’, whereΘ is a given set of tiles (see e.g. proof of [4, Theorem 9.1]).
• the equality problem: ‘‘Is L(Θ) = L(Θ ′)?’’, whereΘ,Θ ′ are given sets of tiles;
• the irredundancy problem: ‘‘IsΘ irredundant?’’ whereΘ is a given set of tiles;
• the infinity problem: ‘‘Is L(Θ) infinite?’’, whereΘ is a given set of tiles.
We are now going to point out some additional undecidable problems which relate more directly to the lattice theoretic
structure of local languages.
Theorem 7. The problems of ascertaining, givenΘ,Θ ′ whether:
1. L(Θ) is an atom inLocnΘ ,
2. L(Θ) is a cover of L(Θ ′) inLocnΘ∪Θ′ ,
3. L(Θ) is join-irreducible inLocnΘ ,
are undecidable.
Proof. We will show below that for every Turing machine M on any alphabet Σ , one can effectively find a set of tiles ΘM
on some alphabetΣM , such that
1. L(M) 6= ∅ if and only if L(ΘM) 6= ∅;
2. L(ΘM) is either empty or a singleton.
This is enough to show the claim. Indeed, let M be a Turing machine, and let L(Θ0) the unique atom over the alphabet {0}
(see Fig. 2). Without loss of generality we may assume that 0 /∈ ΣM . Then
1. L(M) 6= ∅ if and only if L(ΘM) is an atom inLocnΘM ;
2. L(M) 6= ∅ if and only if L(Θ0 ∪ΘM) is a cover of L(Θ0) inLocnΘ0∪ΘM ;
3. L(M) 6= ∅ if and only if L(Θ0 ∪ΘM) is join-reducible inLocnΘ0∪ΘM .
Therefore the claim follows by observing that the problem ‘‘L(M) 6= ∅’’ is undecidable, see for instance [5, Theorem 6.3.1(d)].
Since from any given nondeterministic Turingmachine one can effectively build a deterministic onewhich accepts the same
language, see e.g. [5, Lemma4.6.1], wemay aswell restrict ourselves here to considering only deterministic Turingmachines.
It is left to show how we can build ΘM starting from M . Our model of Turing machines is that of [5], with some minor
notational variants. Instructions are quadruples qaXr , where q, r are states, a ∈ Σ ∪ {B}, and X ∈ Σ ∪ {B, L, R} (we use here
B instead of # as in [5]), with the standard meaning. M accepts a string u ∈ Σ∗ with a halt state h, distinct from the initial
state q0. As in [5] we also assume that the tape used by the machine has a leftmost cell. We adopt below the convention of
denoting an instantaneous configuration (v, q, a, w) by the string vqaw; if a = B, andw ∈ {B}∗, then we may simply write
vq. A representative configuration (v, q, a, w) is one in whichw does not end with B.
There aremany references on how to simulate Turingmachines by picture languages.We follow closely [4, Theorem 9.1],
where it is shown in detail how to effectively build fromM a set of tilesΘ(M) such that L(M) 6= ∅ if and only if L(Θ(M)) 6= ∅.
The tiles inΘ(M) code the instructions ofM used to bring the machine from one configuration to the next one, and halting
computations are coded by pictures in L(Θ(M)). Our construction has some extra complications due to the fact that we
want L(ΘM) to be at most a singleton. Starting fromM on alphabetΣ , one can effectively find a Turing machineM ′ on the
same alphabet, such that L(M ′) ⊆ {e} (where e denotes the empty string) and
L(M) 6= ∅ ⇔ M ′ halts on e.
For this, simply consider a Turing machine M ′ such that on input u, M ′ does not halt if u 6= e; and M ′ on e halts if and
only if there is a string v such thatM halts on v. SinceM ′ can perform at most one halting computation, it would be at this
point tempting to take ΘM = Θ(M ′) as a candidate for our purposes. Unfortunately a close look at the proof in [4], shows
that if L(Θ(M ′)) 6= ∅ then L(Θ(M ′)) need not be a singleton. Indeed, if M ′ halts on e, q is a picture that codes this halting
computation, and the last row of q is of the form vhwwherew is nonempty, then in general q can be prolonged horizontally
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to its right to produce different pictures that are still in L(Θ(M ′)). Similarly it could happen that q can be prolonged vertically
upwards to get different pictures that are still in L(Θ(M ′)). We avoid this nuisance by effectively going from M ′ to a new
Turing machine M˜ , working on the alphabet Σ ∪ {Ω}, where Ω is a new symbol, such that L(M˜) = L(M ′) and with the
following additional features:
1. M˜ is not restarting, i.e. there are no instruction of the form qaXq0;
2. M˜ is space increasing, i.e. if M˜ halts on e, then this halting computation consists of a sequence of representative
configurations c1, . . . , ck with c1 = q0 and ck = zh, and the length of ck is greater than the length of any other ci.
For instance one can consider a machine M˜ , which has the same states as M ′ (for which we rename the halt state as h′),
plus a special state qR, and an additional state r˜ for any state r of M ′. The instructions of M˜ are as follows: replace every
instruction qBXr ofM ′ with the pair of instructions qBΩ r˜ and r˜ΩXr; add the instructions h′BBh, h′aRqR (with a 6= B), qRaRqR
(with a 6= B), qRBBh; keep all other instructions of M ′. (The idea is that M˜ on e outputs the same string as M ′, but with Ω
replacing all intermediate occurrences of B in the output string, and then moves to the rightmost blank cell.)
If M˜ halts on e then as in [4, Theorem 9.1] this halting computation can be coded by a picture p of the local language
L(Θ(M˜)). The crucial point is that, by properties of M˜ (i.e. M˜ is nonrestarting, space increasing, and equipped with a tape
having a leftmost cell), we may assume that p has the symbol q0 in the left upper corner and the symbol h in the right
lower corner; moreover the tiles
] ]
] q0
and
h ]
] ]
are the only left upper corner tile and right lower corner tile,
respectively, in Θ(M˜). This clearly prevents the possibility of prolonging horizontally and vertically p to different pictures
of L(Θ(M˜)), hence L(Θ(M˜)) = {p}.
In conclusion, Θ(M˜) is a set of tiles with the desired properties, i.e. setting ΘM = Θ(M˜), we have that L(M) 6= ∅
if and only if L(ΘM) 6= ∅, and if M˜ halts on e (i.e. if L(M) 6= ∅) and p codes this computation as explained above, then
L(ΘM) = {p}. 
Even if we have provided in Section 2.4 a characterization of the join-irreducible elements, it is not surprising that the
property of being join-irreducible is undecidable. The point is that the given characterization does not allow us to decide
whether or not a given set of tiles determines a join-irreducible element, in other words the property, for a given set of tiles
Θ , of being of the form L(Θ) = L(v) for some picture v, is itself undecidable.
4. The latticeLoc2
From an algorithmic point of view, the latticesLocn are difficult objects to deal with. Indeed:
Theorem 8. Let h(n) be the cardinality ofLocn. Then h is a noncomputable function.
Proof. Supposeh is computable. Thenwe showhow todecide the emptiness problem. LetΘ ⊆ ΘnTot . Computably enumerate
the pairs 〈p,Ξ〉 with Ξ ⊆ ΘnTot and p ∈ L(Ξ) (use for this the fact that the predicate ‘‘p ∈ L(Ξ)’’ is decidable) until among
the enumerated pairs we find t = (h(n)−12 ) pairs {〈pj,Ξj〉 : 1 ≤ j ≤ t} such that if 1 ≤ j, j′ ≤ t and j 6= j′ then either
pj /∈ L(Ξj′) or pj′ /∈ L(Ξj).
Thus the collection {L(Ξj) : 1 ≤ j ≤ t} comprises all nonempty languages ofLocn. Then L(Θ) 6= ∅ if and only if pj ∈ L(Θ)
for some j. 
The fact that h is not computable makes a computer-based investigation of Locn very problematic, even for low n. This
motivates our direct (not computer-based) investigation ofLoc2, which is carried out in this section. The observationsmade
in this section can easily be extended,mutatis mutandis, toLocn, for every n ≥ 2.
4.1. Chains
In this section we show that inLoc2 there exist two maximal chains c1 and c2 of different lengths.
The chain c1. We build c1 according to the following procedure: we start up with L := L(ΘTot); at each step of the execution
of the algorithm, given L = L(Θ) we look for Θ ′ ⊂ Θ (obtained from Θ by deleting one or two tiles) so that L is a cover of
L(Θ ′), and we assign L := L(Θ ′).
In detail: consider the setΘTot :
1. One by onewe erase the corner tiles containing the symbol 1 , starting e.g. from the tile
] ]
] 1 , and proceeding in any
order. We obtain in this way the languages (each one a cover of the following one) L1, L2, L3, L4: Notice that L4 contains
all the pictures with 0 in each corner.
2. Next we erase one by one in succession the tiles
] ]
1 1 ,
1 1
] ]
,
] 1
] 1 ,
1 ]
1 ]
obtaining, in succession, languages L5, L6, L7, L8: notice that L8 contains all the pictures such that no consecutive
occurrences of 1 can be found in the border.
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3. Next we start erasing two tiles at a time. First we erase the border tiles
] ]
1 0 ,
] ]
0 1
obtaining the language L9. Observe that if we simply remove the first one, then the other one is not used in any picture,
hence the set is redundant.We continue by erasing, one by one, the remaining pairs of border tiles containing both 0 and
1, obtaining the languages L10, L11, L12. Notice that L12 contains pictures consisting of only the symbol 0 in the borders,
thus L12 is a ‘‘copy’’ of LΘTot .
4. Next we erase one by one in succession the tiles:
1 0
0 1 ,
0 1
1 0 ,
0 1
1 1 ,
1 1
0 1 ,
1 0
1 1 ,
1 1
1 0 ,
obtaining the languages L13, L14, L15, L16, L17, L18.
5. We continue by erasing first the tile
1 1
1 1 , and then, one by one, the two sets of two tiles{
1 1
0 0 ,
0 0
1 1
}
,
{
1 0
1 0 ,
0 1
0 1
}
,
obtaining the languages L19, L20, L21: notice that L21 consists exactly of pictures of only 0’s, together with the picture
p =
0 0 0
0 1 0
0 0 0
.
6. We eliminate p by erasing the set of tiles{
0 0
0 1 ,
0 0
1 0 ,
0 1
0 0 ,
1 0
0 0
}
obtaining the language L22 consisting of pictures of only 0’s.
7. We erase
0 0
0 0 , obtaining L23 = Lc0 ∨ Lr0.
8. We erase the set of two vertical border tiles containing two 0’s, obtaining the language L24 = Lr0.
9. We erase the set of two horizontal border tiles containing two 0’s, obtaining the language
L25 =
{
0
}
.
10. Finally, let L26 = ∅.
Together with L(ΘTot) the previous languages constitute a maximal chain of length 27.
The chain c2. Let us consider the set:
Θ =
∥∥∥∥∥1 0 1 00 1 1 01 1 1 1
∥∥∥∥∥ .
One can prove that L(Θ) is an infinite atom ofLoc2. SinceΘTot has 39 elements, andΘ has 17 tiles, there exists a maximal
chain containing L(Θ) that has at most 39− 17+ 1+ 1 = 24 6= 27 elements.
5. The latticeLoch2
A two-dimensional language is called a string language if its elements are of size 1×n, i.e. they consist of only one row. In
this section we describe the lattice of local string languages over the alphabetΣ = {0, 1}. To simplify matters, we directly
regard pictures of string languages as strings.
In general, given an alphabetΓ let LochΓ be the family of local string languages overΓ (minus ). Local string languages
are a special type of regular languages, and were studied in some detail in [3,6].
Let us now specialize to the alphabet {0, 1}. The class of local string languages over this alphabet will be denoted by Loch2 .
The following results are immediate.
Lemma 1. Loch2 = 〈Loch2 ,∧,∨,⊆〉, where ∧ and ∨ are given by restriction, is a sublattice, in fact an ideal, ofLoc2.
Lemma 2. The atoms ofLoch2 are exactly the following 4 languages:
• the languages: L0 =
{
0
}
and L1 =
{
1
}
• the languages: L01 =
{
0 1
}
and L10 =
{
1 0
}
.
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Remark 3. The coatoms are obtained in the following way: letΘhTot be the set of all possible horizontal tiles minus the tile
] ]
] ]
, i.e. the set of tiles that can be used to form string pictures. Notice that by erasing fromΘhTot only one tile we obtain
a redundant set of tiles; on the other hand, we do get an irredundant set of tiles if we erase an upper border tile and the
correspondent lower border tile (i.e. a pair of the form
] ]
i j ,
i j
] ]
where i, j ∈ {0, 1}, or a pair of the form
] ]
] i ,
] i
] ]
with i ∈ {0, 1}, or the corresponding pair of right corner border tiles).
It is easy to see that the languages which we obtain by erasing such a pair are all the coatoms.
Notation. Henceforth, for elements ofLoch2 let us employ the following notation:
– bywriting \t1, . . . , tkwemean the language provided by the set of tiles obtained by deleting fromΘhTot the tiles t1, . . . , tk;
– by writing [a, with a ∈ {0, 1}, we mean the set of two tiles{
] ]
] a ,
] a
] ]
}
;
the meaning of a] is similar;
– by writing ab, with a, b ∈ {0, 1}we mean the set of two tiles{
] ]
a b ,
a b
] ]
}
.
Using the example given in Remark 1 we are able to state the following
Theorem 9. The latticeLoch2 is not semimodular.
Notwithstanding the fact that Loch2 is not semimodular, we have that the Jordan–Dedekind condition holds, i.e. all the
chains ofLoch2 have the same length. To see this, we describe below, by direct inspection, the rank function forLoc
h
2. (Except
when the language is an atom, we describe each language below by indicating a set of tiles originating the language: in fact
we will write t1, . . . , tk for {t1, . . . , tk}; for languages of rank> 2 we use the notation \t1, . . . , tk introduced earlier. )
1. rank 0: ∅;
2. rank 1 (4 elements): the four atoms already described
{
1 0
}
,
{
1
}
,
{
0
}
,
{
0 1;
}
;
3. rank 2 (15 elements): [1, 11, 10, 0]; [1, 10, 0], 1]; [1, 10, 01, 0]; [1, 10, 01, 1]; [1, 10, 00, 0]; [1, 11, 1]; [0, 01, 11, 1];
[0, 01, 0], 1]; [0, 00, 0]; [0, 01, 10, 0]; [0, 00, 01, 1]; [0, [1, 0], 1]; [0, [1, 10, 0]; [1, [0, 01, 1].
Notice that [1, 10, 0], 1] = { 1 } ∨ { 1 0 }; [0, 01, 0], 1] = { 0 } ∨ { 0 1 }; [0, [1, 0], 1] = { 0 } ∨{
1
}
; [0, [1, 10, 0] = { 0 } ∨ { 1 0 }; [1, [0, 01, 1] = { 1 } ∨ { 0 1 }.
4. rank 3 (26 tiles): \[0, 00, 01, \[0, 00, 11, \[0, 00, 0], \[0, 00, 1], \[0, 01, 11, \[0, 01, 1], \[0, 11, 0], \[0, 11, 1],
\[1, 00, 10, \[1, 00, 11, \[1, 00, 0], \[1, 00, 1], \[1, 10, 11, \[1, 10, 0], \[1, 11, 0], \[1, 11, 1], \00, 01, 10, \00, 01, 11,
\00, 01, 1], \00, 10, 11, \00, 10, 0], \00, 11, 0], \00, 11, 1], \01, 10, 11, \01, 11, 1], \10, 11, 0];
5. rank 4 (22 elements): \[0, 00, \[0, 01, \[0, 11, \[0, 0], \[0, 1], \[1, 00, \[1, 10, \[1, 11, \[1, 0], \[1, 1], \00, 11, \00, 10,
\00, 11, \00, 0], \00, 1], \01, 10, \01, 11, \01, 1], \10, 11, \10, 0], \11, 0], \11, 1].
Notice that \00, 11 = { 0 1 } ∨ { 1 0 }.
6. rank 5 (8 elements): these are the coatoms (see Remark 3) \[0, \[1, \00, \01, \10, \11, \0], \1];
7. rank 6: L(ΘhTot).
In total,Loch2 has 77 elements. By the description of the rank function given above we have:
Corollary 2. The rank function rank : Loch2 → N satisfies:
rank(L(Θ)) =

number of tiles ofΘ
2 − 2 if 01 ⊆ Θ or 10 ⊆ Θ
number of tiles ofΘ
2 − 1 otherwise andΘ 6= ∅
0 ifΘ = ∅.
(Once again, we assume that eachΘ is irredundant.)
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6. Further works and open problems
We have left open many questions about the lattices Locn, and in particular about Loc2. In this section we list some
of the problems which we believe are of particular interest. For simplicity, we mostly state our problems for Loc2. On the
other hand it is felt that a solution in the case n = 2 should easily extend to the general case of n ≥ 2.
Atoms. Despite the undecidability result stated in Theorem 7, 1., we can give several examples of atoms inLoc2.
Example 4. The reader can easily verify that the following languages are atoms:
1. the singleton languages L0, L01, L10 introduced in the proof of Theorem 4, and the singleton language L1 =
{
1
}
;
2. the languages L(Θ1), L(Θ2), where
Θ1 =
∥∥∥∥0 0 11 0 0
∥∥∥∥ , Θ2 =
∥∥∥∥∥∥∥
1 0 0 0
0 0 1 0
0 1 0 0
1 0 0 1
∥∥∥∥∥∥∥ .
All the atoms of the example are finite, and moreover made up only of one picture. These simple considerations leave open
many questions.
Problem 1. Is every finite atom ofLoc2 a singleton?
Problem 2. Give a useful characterization of the atoms ofLoc2.
Complements. Other interesting questions concern complements. We recall that in a lattice with maximum element 1 and
minimum element 0, we say that b is a complement of a if a ∨ b = 1 and a ∧ b = 0.
For example, let Ls be the language of all chessboard pictures with 0 in each corner, introduced in Example 1. The local
language represented by the set of tiles below is a complement of Ls.
Θ =
∥∥∥∥∥∥∥∥∥∥
1 1 1 0 0 1
0 1 0 0 0 0
0 0 0 1 0 0
1 0 0 0 0 1
1 0 1 1 1 1
1 1 0 0 1 1
∥∥∥∥∥∥∥∥∥∥
.
It is sufficient to add the corner tile
0 ]
] ]
toΘ to obtain a different complement of Ls.
One can easily prove that if L = L(Θ), andΘ contains n ≤ 7 corner tiles, then L has (at least) a complement. Using such
a condition we can state that all the local languages of the form L = L(v) have complements; hence all join-irreducible
elements have complements.
Actually, all elements of Loc2 we happened to consider have more than one complement. We have not found yet
examples of elements without complements or with exactly one complement.
Problem 3. If L is an element ofLoc2, then does there exist inLoc2 a complement of L? If it exists, when is it unique?
On the other hand, inLoch2 not all elements have complements, for instance the coatom La = L(\00) does not have any
complement.
The lattice of symmetric elements. Let L(Θ) be a local language, and define the transpose language L(Θ)T of L(Θ) as L(Θ)T =
L(ΘT), where
t = x yz t , t
T = x zy t
andΘT = {tT : t ∈ Θ}.
We say that a local language L(Θ) is symmetric if L(Θ) = L(Θ)T. It is easy to see that a local language L(Θ) is symmetric
if and only ifΘ = ΘT.
For instance, the local language of the square pictures with 1 in one diagonal and 0 on all the other entries is a symmetric
language.
The set Sn of the symmetric local languages on {0, . . . , n− 1}, is a sublattice ofLocn. Moreover it is easy to see that for
all L ∈ Locn \ Sn there exists a language L˜ such that L ∨ L˜ ∈ Sn and L ∧ L˜ ∈ Sn. (Just take L˜ = LT).
We feel that a careful investigation of Sn would give us also information on the lattice Locn. We limit ourselves here to
the following observation.
In Sn a language L is a coatom if and only if there exists some tile t ∈ ΘTot such that
L =
{
L(ΘTot \ {t}) if t = tT,
L(Θ \ {t, tT} otherwise.
F. De Carli et al. / Theoretical Computer Science 410 (2009) 2701–2713 2713
For example the languages: L(ΘTot \ t1), where t1 = 1 11 1 and L(ΘTot \ {t2, t3}), where t2
0 1
0 0 , t3 =
0 0
1 0 ,
are coatoms.
Problem 4. Study the sublattice Sn.
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