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ABSTRACT 
A numerical method for determining a linear minimax estimator in the linear 
regression model with restricted parameter space is developed, and some numerical 
results are presented. 
1. INTRODUCTION 
During the last two decades minimax linear estimation has received 
growing interest as an alternative to constraint least squares and maximum 
likelihood estimation (see e.g. [4, 5, 11, 12, 9, 21). However, up to now, 
explicit minimax linear estimators have been available only in some special 
cases, so that the practical use of minimax estimators is rather restricted. 
Consequently we are interested in calculating iteratively exact minimax 
estimates in the linear regression model where the parameter space is 
restricted by an ellipsoidal inequality constraint and simultaneously by linear 
equalities. 
The application of the minimax principle in this model leads to the 
optimization problem 
f*(C) + min, 
LZNEARALGEBBAANDZTSAPPLZCATZONS176: 91-108(1992) 
0 Elsevier Science Publishing Co., Inc., 1992 
91 
655 Avenue of tbe Americas, New York, NY 10010 0024-3795/92/$5.00 
92 JiiRG LAUTERBACH AND PETER STAHLECKER 
where f * : Rkx” + R’ is defined by 
f * (C) := T tr(VC’AC) + A,,,(Q(C)), 
and Q(C):= (CW - S>‘A(CW - S). The matrix A E aBkxk is n.n.d., S E 
lWkxk and W E IWnXk are arbitrary, and the scalar T is positive (cf. [Is]). 
Without loss of generality we may assume V = I,. Furthermore we 
suppose that W # 0 and AS # 0, since otherwise we would obtain the trivial 
solution C * = 0. 
Since h ,,,(Q(.)) is a nonlinear and in general nondifferentiable function, 
explicit solutions of the problem (1) are available only in very special cases. 
Hence, we must determine a solution C * of (1) by a suitable numerical 
algorithm. In a previous paper we investigated a general class of numerical 
procedures which is based on the idea of replacing h,,,(Q(C)) with the 
p-norm tr [Q(C)BP]1/2p (cf. [6]). 
We now present a comprehensive and concise algorithm of this class to 
calculate minimax estimators iteratively. The performance of this algorithm 
looks most promising compared to other tested numerical procedures (cf. 
[7]). A new ex-post error bound is given, which may be used to define a 
stopping rule for the algorithm. Strategies for choosing the stepsize parame- 
ters are carefully discussed. Finally, our algorithm is demonstrated by some 
examples. 
2. THE MINIMIZATION PROBLEM AND ITS APPROXIMATION 
First observe that (1) is equivalent to the lower dimensional minimization 
problem (cf. [12]) 
g*(K) + min, 
where g’ * : [w kx k + If3 is defined by 
g’ * (K) := r tr[(W+)‘K’AKW+] + h,,..(h(K)), 
and 
g(K) := (KW+W - S)‘A(KW+W - S), 
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where W+ denotes the (unique) Moore-Penrose inverse of W. 
Let A = A’A be a rank factorization of A where A E RrXk, r := rank A. 
Furthermore, consider the singular value decomposition (cf. [3]) of the matrix 
W+, 
W+= QZP’, 
with I$ E Rkxn,Q E [Wkxk, and P E R”‘“. Defining 
q := rank W’ 
and 
E uP9, 
we get 
W+= Qf;P;, 
where P consists 
defined gy 
of the first q columns of P. Let now g * : Rrx9 + [w be 
g * (D) := 7 tr(D’D) + &,,,(R(D)), 
with 
and 
R(D) := (DL - T)‘(DL - T), 
L:= %+,I = P;W, 
T:= AS. 
Then we obtain for K E Rkxk and D E RrX9 
g*(K) =g*(AKQ%) 
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and 
g a(D) = g’* (A+DL). 
Therefore the minimization problem 
g*(D) + min (2) 
is also equivalent to (1). Since g * is a uniformly convex function (cf. [6, p. 
303]), there exists a unique solution D * of (2), from which we obtain an 
exact minimax solution C * by 
C * =A+D.LW+. 
To find an approximation of the minimax solution we consider the function 
lWrxq + Iw 
!zp,a: 
D + T tr(D’D) + (tr[ aR(D)2P]) ““, 
where p E N and a > 0. Since g,, a is a uniformly convex function, the 
minimization problem 
g,+(D) --, min (3) 
has a unique solution D,, n. 
Now let 
and 
Q := r-l, 
!?I:= [&l]. 
Then for all a E Vi, p E N, and D E Rrxg we obtain (cf. [12, Proposition 
31) 
h p,&*(D) =%sp,cz(Dp,a) -g*(D*) ~CLp,ug*P)~ (4 
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where 
A p,a := (,WP - +-i/Q 
and 
p p, u := ( (Y?y2p - 1. 
Moreover, we have 
(8 lim,,, 
(ii) lim 
g,, ,(D,, ,) = g * (D * ), 
,,,g*(D,,,)=g*(D.), 
(iii) lim P-rm D,,, = D, 
(cf. [12, pp. 27611). 
Since the function g 
d 
. (I is twice differentiable, first and second order 
methods can be used to etermine a p-approximate minimax solution tip, ~. 
(For the computation of the derivatives see [6] and [12].) 
3. A GLOBALLY CONVERGENT ITERATION PROCEDURE 
Now consider for given p E N and cx E %?I the general solution proce- 
dure 
D ti 1 = D, + yts,, t=0,1,2 ,..., (5) 
where D, E R rx9 is given, St is chosen such that 
hp. ah 16%) < 07 
and the stepsize yt is chosen according to the stepsize rule of Goldstein [14, 
p. 621, i.e., yt satisfies the inequalities 
‘yt Gg,, a@, I&) Q g,, St + ytst) - g,, St) (6) 
and 
gp,am + YtSt) - gp,aPt) Q Yt~1Vg,,,[Dtl(St)~ (7) 
where O < l i Q l 2 < 1. 
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vgp, a[JmSt) et := IIG,,,(D,)IIIIS,ll 
and 
46,(1 - E2)T 
Cp,n = n ’ 
Pz a 
where G, (I : Rrxq + Rrxq denotes the gradient of g,,, and 
%. a = 7 + cWy4p - l)A,,,(L’L), 
we have the following result. If the Zoutendijk condition .EzOO~ = CO is 
satisfied, then we have 
limDt=DP (I. 
t-m 
Furthermore, the error estimates 
gp,aPt+d - gp,a(Dp,a) G $$I -Cp,aV) [gp2cmo) - gp2a(Dp,lY)] [ 1 
G jfI(l - “,,,8:)]~11~,,~~,~112 [ 
and 
1 
l/2 
IID,+1 - D,,,II < ti (1 - cp,ae;) 
i=l 
are valid (cf. [6, p. 3161). 
In addition to these results, we obtain the following ex-post error esti- 
mates for the exact minimax solution D * : 
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THEOREM. Let CY E 2X, and f>,, a denote a numerical solution of (3). 
(i) Then we have 
Ilfip, cl - D* II G ~~~~p,.(Dp,,)/I + [ ;(r1/2p - l g z+z (&)]“‘. 
(ii> If p > (In r>/(ln 4), then 
<g*(K) 
Gmin(g* (%&$,a + l)-l&n(i)p,n)) =:bp,n. (8) 
Proof. (i>: Cf. [6, p. 3171. 
(ii): Setting D = D * in (41, we get 
($LLT - lk * CD*) G g,,a(D,,,) 
and 
bmJ,a) G CPU,+  l>g*(D*). 
Furthermore, for all p E N we obtain /_L + 1 > 0 and h a > 1 - rl/‘P. 
Hence A, a , + 1 > 0 for all p > (In r)/&4), which implie? 
b+J,a + l)-‘gp,$‘,w) Q g * (De) 6 @\,,a + l)-lgp,,(Dp,,). 
Since g,, ,(D,, ,) < g,, uCfip, ,I. g * CD*) < g * 6,. ,), and, by the uniform 
convexity of g,, u, 
gPA4DP.J 2 gP,a(~p.cJ - ~/~Gp*,op,,)/~2 
we finally get (8). n 
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4. A CONSTRUCTIVE NUMERICAL METHOD 
Our investigations so far suggest the following abstract algorithm for 
computing an approximate minimax solution: 
ALGORITHM 1. 
Choose (Y E %!I. 
Let p = 1, Da, a := argmin(r tr(D’D) + (Y trR(D)}. 
Solve g,,,(D) + min: 
Compute S,, yt, and 
D;,,‘) = D;,jp + @,, t=0,1,2 )...) 
until some convergence criterion is satisfied. 
Set p -+ p + h,. 
Go to 3 until some convergence criterion is satisfied. 
In this section we will specify how to compute the descent direction S,, 
the stepsize yt, and the parameter h,. 
To compute the direction S, we have tested several specific numerical 
methods from nonlinear optimization. The most promising method is a 
conjugate gradient method where the direction S, is chosen by 
-G,, #‘t)~ t = 0, 
s, = 
-G,,,(D,) + kL1fL1 else. 
One specific choice of the parameter p,_l E [w results in the so-called 
Polak-Ribiere-method (cf. [lo, p. 24511, where 
p _ = tr{[G,,,(Q) - G~,,(D,_~)]‘G,,,(D,)} 
t 1 
tr[Gp,u(Dtl)‘Gp,~(Dt-~)] ’ 
t = 1,2,.... 
Using a restart in the negative gradient direction every r-9 steps, i.e. choosing 
-G,, a(Q)’ t=/if-9, hENo, 
s, = 
-G,,,(Q) + L1kl else, 
(9) 
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we easily see that 
03= c ty9 fe:. 
(tENolt=Ar9,AENoJ t=o 
and hence the Zoutendijk condition is fulfilled. However, the direction St in 
(9) is not necessarily a descent direction, i.e., the condition 
Vg,, [Dtl(St> = tr[Gp, ADt>‘%] < 0 
is not necessarily fulfilled. 0 ne p ossibility to avoid this problem is to choose 
the direction St according to 
-G,,,(Q), t = Aq, A E &,, 
St = or tr[Gp.,(Dt)‘&] 2 -1)((Gp,a(Df)l12p 
6 else, 
where 
6 = -G,,,(W + Pt-Is,-, 
and 7 > 0, e.g. q = 10-3, arbitrary. 
During preliminary numerical tests we found out that the computation of 
the stepsize yt [see (5>] has a great influence on the computing time of our 
algorithm. First note that we obtain from (6) and (7) for tdG,, ,(D,)‘S,] < 0 
El < 
g,,a(Dt + YtSt) - &am) 
Yt tr(Gp. Av’St) 
G E2, 
which we subsequently write in the form 
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where 
( 
1 if ~~=0, 
I+$( 3/f) = g,.lX(D, + 7%) - gp,n(Q) e*se (10) 
Y t&&W,) . 
From (10) it is obvious that a solution yt of 
El + E2 
h(r) - 2 = 0 (11) 
up to any degree of precision 6 < (es - l r)/2 may be chosen as a stepsize 
yt satisfying the stepsize rule of Goldstein as given in (6) and (7). To 
compute this solution yt of (11) we use an algorithm of the regula falsi type 
(cf. [l]). Summarizing all necessary steps, we obtain the following stepsize 
algorithm: 
1. Choose j.~ E (0,l) and ? > 0; set 36 := 0, yb := 9. 
2. If @frt(Yb) G l z, g 0 to 5. 
3. Set ‘ya := Yb and Yb := yb/,.‘. Go to 2. 
4. Determine a solution y * E [ ya , yb ] of the equation 
El + E2 
4$(Y) = 2’ 
Go to 6. 
5. If qt(yb) > 61, Set Y * = yb, and g0 t0 6, dSf3 g0 t0 4. 
6. Set yt := y * and D,+l = D, + ytS,. 
ALGORITHM 2. 
As the starting point T in step 1 we use 
ji= - Y * trp,, (W’St] 
llS,l12 ’ 
where y * denotes the value of yt computed in the previous step. Further- 
more, for our examples shown below we choose l r = 0.3, e2 = 0.7, and 
u = 0.2. 
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There are several possibilities to specify h,, i.e. to obtain a suitable 
sequence (#Pj>j,N (cf. [7], p. 103). The following is one of those which are 
easy to implement. 
Let p, = 1 and p, = 3. Furthermore, for j E N, j > 2, let 
~,:= g*CDO.a) -g* ('Pj.a) 
J 
g * POJJ 
and 
a, := g * ('PI-l,a) - g * ('Pj,a) 
J 
g * ('Pj-1.n) ’ 
where D, (I is chosen as in step 2 of Algorithm 1. It is easy to see that _qj and 
aj measure the relative risk reduction of b, LI versus D, a and D, _ 1 ~ 
respectively. From this it is plausible that the h&her qj is in comparison’with 
aj, the higher the next p should be, which results e.g. in 
Y 
Pj+l=Pj+int q , 
[ I (l-2) 
where i&a) denotes the next higher integer than a. 
For our numerical tests we used the following stopping criteria: 
(i) For fixed p: By the uniform convexity 
D E [wrxv 
of gp,a we get for each 
g,,a(D) - ~IlG,,.(D)l12 G gp,a(Dp,u) 
=G &aP> - &ll~,,mllz. 
P. a 
We finish the iteration for fmed p E N when 
for some E, > 0, where we used ei = 10e4. 
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(ii) With respect to P: From (8) we obtain 
g*(‘p,a)-g*(D*) Q g*('p,a)-maxjspuj,a 
g*(D*) maxj<p 'j.0 
We finish our algorithm when 
g * (hp,~) - maxj.p uj,, 
< E2 
for some l 2 > 0, where we used e2 = 10e4. 
Another crucial part of our algorithm is the computation of 
g,(D) := (tr[R(D)2p]} “” 
for some large p. Let now h,(D) < --- < h,(D) be the eigenvalues of R(D). 
Then any hi(D) may be too small or too large for the computation of Ai(D)2p 
on a computer, in that it results in a numerical underflow or overflow. To 
avoid this we used the following strategy. 
Let eXPmin and eTmax be the smallest and the largest value of the domain 
of the exponential function on the computer, and let 
eV? min 
aP 
:=exp - 
[ 1 2P ’ 
=Pmax 
bp:=exp ~ 
[ 1 2P ’ 
and 
bP 
‘:= A,(D) ’ 
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Setting for i = 1, . . , k 
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’ pi(D) := if p&(D) < up, 
PA,(D) eke, 
we get [for the case /.@) # 01 pi(D) E [up, bpl and 
pi(D)2P ‘= i 
0 if pi(D) = 0, 
exp[2p In pi(D)] else, 
where numerical overflow or underflow has been avoided. Setting 
E:= [ &i(D)2p~2p, 
we finally get 
An analogous strategy may be used for the calculation of G,, a(D). 
5. NUMERICAL EXAMPLES 
In the following numerical study the matrix X is required to be of the 
form 
x = (1 _ q2)1’2 V;? , 
[ 1 
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where q~e[O, l), and Y E Rkx k is chosen as 
Y= 
so that 
(1 - (py2 0 0 
-cp 1 0 
0 -cp 1 
. . . . 
0 0 0 
0 
0 
0 
1 
cp 
k-2 
(1 - qy2)y-yy-l)’ = X’X = 
1 . . . 
. i Y : ip k-2 . . . 1 I 
The degree of multicollinearity can be controlled by q. If 9 + 1, the matrix 
X’X converges to a matrix of ones; if q + 0, we obtain an orthogonal design. 
In our study we choose the parameter CJI from the set (0, 0.1,0.5,0.75}. 
Our results, presented in Tables l-4, are based on the following designs: 
DESIGN A. 
A = diag(1,2,4,8,16), s = I,, W = x. 
DESIGN B. 
A=B’B, B= [ 1 0 1 1 
o 1 o 1 
0 I 
1, 
DESIGN C. 
s = I,, w = x. 
s = I, - R+R, 
W = X(1, - R+R) 
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TABLE 1 
RESULTS OFDESIGN A 
cp (Y = l/r cW=l maj. 11 uj,c2 min. , < p b,, OI 
0.0 
0.1 
0.5 
0.75 
g,(D) 8.4576 8.4576 8.4572 8.4576 
P 9812 12386 
ITER 36 36 
TIME 49 50 
g,(D) 
P 
ITER 
TIME 
g,(D) 
P 
ITER 
TIME 
8.4871 8.4870 8.4865 8.4870 
9029 11944 
49 52 
79 85 
9.2390 9.2389 9.2382 9.2389 
6310 10923 
50 59 
79 96 
g,(D) 10.4686 10.4686 10.4681 10.4686 
P 9033 18614 
ITER 62 57 
TIME 102 106 
DESIGN D. 
1000110110 
A = I,, 
1110110000 
S = I, - R+R, W = X(1, - R+R). 
In the tables, p denotes the “last” p, ITER denotes the sum of all 
“t-steps,” and TIME denotes the whole computing time in seconds. All 
computations were done on a PC with a 12-MHz 80287 math coprocessor 
using the programming language GAUSS. 
We obtained the following results: 
(1) The alg on ‘th m is considerably faster than the steepest descent method 
we investigated in a previous paper [12]. 
(2) Since the number of iteration steps and the computing time are in 
most (but not all) cases significantly smaller, it is better to use (Y = l/r than 
(Y = 1. Moreover, starting with (Y = l/r, we require remarkably smaller 
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TABLE 2 
RESULTS OF DESIGN B 
Q a = I/r a=1 maj=sp aj.a mi*j < p bj, m 
0.0 g.(D) 2.1145 
P 2014 
ITER 20 
TIME 25 
2.1144 2.1143 2.1144 
3072 
25 
36 
0.1 g*(D) 2.0189 2.0189 2.0187 2.0189 
P 2048 3724 
ITER 21 29 
TIME 26 43 
0.5 g*(D) 1.8035 1.8035 1.8034 1.8035 
P 1263 3872 
ITER 13 24 
TIME 17 33 
0.75 g s(D) 
P 
ITER 
TIME 
1.8247 1.8247 1.8246 1.8247 
2743 3194 
29 31 
38 42 
TABLE 3 
RESULTS OF DESIGN c 
cp a = l/r a=1 maxj<p ‘j,a m’nj G p bj, (I 
0.0 g e(D) 0.7500 0.7500 0.7500 0.7500 
P 4800 8325 
ITER 4 4 
TIME 8 7 
0.1 g .(D) 0.7555 0.7555 0.7555 0.7555 
P 3904 59732 
ITER 25 23 
TIME 34 31 
0.5 g *CD) 0.8146 0.8146 0.8145 0.8146 
P 10494 65649573301 
ITER 29 69 
TIME 37 83 
0.75 g .(D) 0.8748 0.8748 0.8747 0.8748 
P 10145 23570 
ITER 48 39 
TIME 57 49 
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TABLE 4 
RESULTS OF DESIGN D 
cp (Y = l/r (Y=l maxjrp 'j.0 mlnj< p bj,m 
0.0 
0.1 
0.5 
0.75 
g*(D) 
P 
ITER 
TIME 
g*(D) 
P 
ITER 
TIME 
g*(D) 
P 
ITER 
TIME 
g*(D) 
P 
ITER 
TIME 
0.8751 0.8750 0.8750 0.8750 
26250 6625 
3 6 
18 25 
0.8798 0.8798 0.8798 0.8798 
5735 38330 
15 26 
56 92 
0.9197 0.9197 0.9197 0.9197 
11199 19558 
32 40 
111 144 
0.9556 0.9556 0.9555 0.9556 
15547 12553 
30 34 
102 111 
p-values to obtain the desired accuracy of approximation of g * (D * >. This 
observation can be explained by the stepsize rule (12) for determining the 
sequence ( pj>. E N and the different sequences (gPP (r Ij E N approximating the 
minimax risk f’rom above ((Y = 1) and below ((Y = l/r). 
(3) The ex-post error bounds for the minimax risk work very well. In most 
cases aP,LL. and b,,, coincide up to four significant digits. 
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