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Convergence rates of a penalized variational inequality
method for nonlinear monotone ill-posed equations in
Hilbert spaces
ROBERT PLATO∗ and BERND HOFMANN†
Abstract
We consider perturbed nonlinear ill-posed equations in Hilbert spaces, with operators
that are monotone on a given closed convex subset. A simple stable approach is Lavrentiev
regularization, but existence of solutions of the regularized equation on the given subset
can be guaranteed only under additional assumptions that are not satisfied in some appli-
cations.
Lavrentiev regularization of the related variational inequality seems to be a reasonable
alternative then. For the latter approach, in this paper we present new error estimates for
suitable a priori parameter choices, if the considered operator is cocoercive and if in ad-
dition the solution admits an adjoint source representation. Some numerical experiments
are included.
1 Introduction
In this paper we consider nonlinear equations of the form
Fu = f∗, (1.1)
where F : H ⊃ D(F ) → H is a nonlinear operator in a real separable Hilbert space H with
inner product 〈·, ·〉 : H × H → R, and f∗ ∈ R(F ) = F (D(F )). It is assumed that equation
(1.1) is ill-posed in one of the concepts considered in [13], i.e., it is unstable solvable at f∗ or
locally ill-posed at each solution of (1.1); see also [5]. If not specified otherwise, throughout
the paper we restrict the considerations to the following class of operators.
Definition 1.1. The operator F : H ⊃ D(F )→H is called monotone on a setM⊂ D(F ) if
〈Fu− Fv, u− v〉 ≥ 0 for each u, v ∈ M. (1.2)
In the following we assume that equation (1.1) has a solution u∗ ∈ M. Moreover, we
suppose that the right-hand side of (1.1) is only approximately given as f δ ∈ H satisfying
‖f∗ − f
δ ‖ ≤ δ, (1.3)
where δ ≥ 0 is a given noise level. For the regularization of the considered equation (1.1) with
noisy data as in (1.3), Lavrentiev regularization
(F + αI)u = f δ, (1.4)
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may be considered, where α > 0 is a regularization parameter. Solvability of equation (1.4) on
M is a critical issue and can only be guaranteed under additional assumptions on the operator
F and the setM, e.g.,
(a) F is hemicontinuous and D(F ) =M = H, or
(b) F is maximal monotone onM, or
(c) F is hemicontinuous, M is a closed ball, centered at a solution of (1.1) and with suffi-
ciently large radius, and δα is sufficiently small.
For (b) we refer e.g. to Deimling [9, Theorem 12.5] and note that (a) is a special case of (b)
(cf. e.g. Showalter [23, p. 39]). The case (c) is considered in Tautenhahn [24], with some
clarification given by Neubauer [20].
There exist examples, however, where none of these conditions (a) – (c) on F and M is
necessarily satisfied. For other examples, maximal monotonicity in (b) is hard to verify, e.g. for
operators on H = L2(Ω) with Ω ⊂ Rn, andM⊂ {f ∈ H | f ≥ 0 a.e.}.
In such cases, a variational formulation (see formula (2.1) below) seems to be a reasonable
alternative for (1.4). To prove this fact, is one of the goals of the present paper.
We conclude this section with some references on the regularizing properties of (1.4):
see, e.g., Alber and Ryazantseva [1], Bot¸ and Hofmann [5], Hofmann, Kaltenbacher and
Resmerita [12], Janno [14], Liu and Nashed [17], Tautenhahn [24], as well as Mahale and
Nair [19].
2 Penalized variational inequality method – Basic notations
We introduce the following assumptions and notations.
Assumption 2.1. Let F : H ⊃ D(F ) → H be a demicontinuous bounded operator in the
real separable Hilbert space H which is monotone on a given closed convex subset M ⊂ H,
withM ⊂ D(F ). In addition, let f∗, f δ ∈ H satisfy the noise model (1.3). Furthermore, we
suppose that the equation Fu = f∗ has a solution which belongs toM.
Throughout the present paper, we assume that Assumption 2.1 holds. Recall that the op-
erator F is, by definition in the sense of Deimling [9, Definition 11.2] and Showalter [23,
p. 36],
• demicontinuous, if for each v ∈ D(F ) and for each sequence (vn) ⊂ D(F ) with vn → v as
n→∞, we have weak convergence Fvn ⇀ Fv as n→∞,
• bounded, if for each bounded set N ⊂ D(F ), the set F (N ) ⊂ H is bounded.
Instead of Lavrentiev regularization (1.4), in what follows we consider the following pe-
nalized variational inequality method (2.1). Let, for α > 0, uδα ∈ M satisfy
〈Fuδα + αu
δ
α − f
δ, v − uδα〉 ≥ 0 for each v ∈ M. (2.1)
For technical purposes, we use for α > 0 the notation
uα = u
0
α (2.2)
for the noise-free case δ = 0, which means that the approximation obtained by the penalized
variational inequality method has been derived on the basis of exact data f δ = f∗. An approach
(2.1) can be considered as a variational inequality formulation of Lavrentiev regularization.
2
A solution to the variational inequality (2.1) with the penalized operator always exists on
M and depends stably of f δ:
Theorem 2.2. Let Assumption 2.1 be satisfied. Then for each parameter α > 0, the penalized
variational inequality (2.1) has a unique solution uδα ∈ M. In addition, the following stability
estimate is satisfied,
‖uδα − uα ‖ ≤
δ
α
, (2.3)
where uα ∈M is given by (2.2).
Proof. Consider, for α > 0 fixed, the nonlinear operator Fα : H ⊃ D(F ) → H which maps
as u 7→ Fu + αu. Then we obviously have 〈Fαu − Fαv, u − v〉 ≥ α‖u − v‖2 for each
u, v ∈ M, i.e., the nonlinear operator Fα is strongly monotone on the setM. Existence thus
follows, e.g., from Showalter [23, proof of Theorem 2.3 in Chapter II]. The mentioned proof
in that reference may be applied, using the notations from there, with A = Fα and v0 = u∗,
where again u∗ ∈ M satisfies Fu∗ = f∗. Notice that the operator A considered in [23] is
assumed to be pseudo-monotone all over the considered Hilbert space. However, the proof in
that paper can be employed straightforward under the assumptions made in the present paper.
We next verify estimate (2.3). For notational convenience we introduce the notation
χδα = u
δ
α − uα for each α > 0.
We have
〈Fuα + αuα − f∗, χ
δ
α〉 ≥ 0, 〈Fu
δ
α + αu
δ
α − f
δ,−χδα〉 ≥ 0.
Summation of those two inequalities gives
0 ≤ 〈Fuα + αuα − f∗, χ
δ
α〉 − 〈Fu
δ
α + αu
δ
α − f
δ, χδα〉
= −〈Fuδα − Fuα, χ
δ
α〉 − α〈χ
δ
α, χ
δ
α〉+ 〈f
δ − f∗, χ
δ
α〉 ≤ 0− α‖χ
δ
α ‖
2 + δ‖χδα ‖,
and the statement of the theorem follows by rearranging terms.
Remark 2.3. Existence results for variational inequalities (either for similar, more general or
more specific situations) may also be found in others papers and monographs. See, e.g. Barbu
and Precupanu [3, Theorem 2.67 and subsequent remark] and Kinderlehrer and Stampac-
chia [16, Corollary 1.8 of Chapter III]. In Bakushinsky, Kokurin and Kokurin [2, Lemma 6.1.3]
and Brézis [6, Proposition 31], a simple proof is given for the special case that the operator F
satisfies a Lipschitz condition on the monotonicity setM.
Using more refined arguments, it is possible to weaken the assumptions of Theorem 2.2
without changing the statement of the theorem: the condition “separable” on the Hilbert space
H can be removed in fact, and the assumption “demicontinuous, bounded” on the operator
F can be replaced by the weaker property “hemicontinuous”; cf. Browder [7] or Brézis [6,
Theorem 24]. △
Below we consider the overall regularization error uδα−u∗, where u∗ ∈ M denotes a classical
or generalized solution of the equation Fu = f∗, cf. (1.1) above or (3.1) below. This overall
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error can be decomposed into regularization error uα−u∗ and noise amplification term uδα−uα.
The latter term has already been estimated in (2.3), and we thus have
‖uδα − u∗ ‖ ≤ ‖uα − u∗ ‖+
δ
α
for each α > 0. (2.4)
Below we thus may focus on the estimation of the bias norm ‖uα − u∗ ‖.
3 Convergence of regularized solutions
In this section, we consider strong convergence of the elements uα generated by the penalized
variational inequality method (2.1) as α→ 0. We continue to assume that the conditions stated
in Assumption 2.1 are satisfied.
As a preparation, we consider the unperturbed, unpenalized version of the penalized vari-
ational inequality method (2.1), i.e. the determination of an u∗ ∈ M which satisfies the varia-
tional inequality
〈Fu∗ − f∗, v − u∗〉 ≥ 0 for each v ∈ M. (3.1)
Remark 3.1. (a) We note that any classical solution of (1.1) obviously satisfies the variational
inequality (3.1), so the set of solutions of (3.1) is by assumption non-empty.
(b) The variational inequality (3.1) is equivalent with 〈Fv − f∗, v − u∗〉 ≥ 0 for each v ∈ M,
cf. e.g., Showalter [23, Corollary 2.4]), or Browder [7, Lemma 1]. This in particular means that
the set of solutions satisfying the variational inequality (3.1) is closed and convex, and thus it
has a unique element with minimal norm u∗∗.
(c) Let the operator F be strictly monotone onM, i.e., in (1.2) we may replace “≥” by strict
inequality “>” for each u, v ∈ M with u 6= v. Then (3.1) and also (1.1) have at most one
solution, respectively.
(d) Any element u∗ ∈ M solves the variational inequality (3.1) if and only if the identity
u∗ = PM(u∗ − µ(Fu∗ − f∗)) holds for each µ ≥ 0, where PM : H → H denotes the convex
projection onto the set M. This follows from a standard variational formulation for convex
projections, see e.g., Kinderlehrer and Stampacchia [16, Theorem 2.3 of Chapter I]. A similar
statement holds for the penalized variational inequality method (2.1). △
Theorem 3.2. Let Assumption 2.1 be satisfied. We have uα → u∗∗ as α→ 0, where u∗∗ ∈ M
denotes the minimum norm solution of the variational inequality (3.1).
Proof. This easily follows, e.g., by a compilation of the steps considered in the proof of Theo-
rem 3 in Ryazantseva [22].
Remark 3.3. Convergence of the penalized variational inequality method is in fact the subject
of many research papers and monographs, see e.g., Alber and Ryazantseva [1, Theorem 4.1.1],
Bakushinsky, Kokurin and Kokurin [2, Lemma 6.1.4], Khan, Tammer and Zalinescu [15], Liu
and Nashed [18], and Ryazantseva [22], and the references therein.
Quite frequently in the literature, more general situations than in the present paper are
considered, e.g., perturbation of the considered convex setM in (3.1), or set-valued operators
F in Banach spaces. On the other hand, the assumptions made in Theorem 3.2 are weaker in
some aspects. For example, we allow the monotonicity set in (1.2) to be a nontrivial subset of
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H, with a possibly empty interior, and in addition no Lipschitz continuity of the operator F is
required in Theorem 3.2. △
As an immediate consequence of Theorem 3.2 and estimate (2.4), we obtain the following
result.
Corollary 3.4. Let Assumption 2.1 be satisfied. For any a priori parameter choice α = α(δ)
with α(δ)→ 0 and δα(δ) → 0 as δ → 0, we have
uδα(δ) → u∗∗ as δ → 0, (3.2)
where u∗∗ is as in Theorem 3.2.
4 Convergence rates for regularized solutions
In this section, we provide convergence rates of uα as α→ 0 under adjoint source conditions.
We continue to assume that the conditions stated in Assumption 2.1 are satisfied. In addi-
tion, the following class of operators will be of importance, cf. Bauschke and Combettes [4,
Definition 4.4].
Definition 4.1. An operator F : H ⊃ D(F )→ H in a Hilbert space H is called cocoercive on
a subsetM⊂ D(F ) if, for some constant τ > 0, we have
〈Fu− Fv, u− v〉 ≥ τ‖Fu − Fv‖2 for each u, v ∈ M. (4.1)
A cocoercive operator is sometimes called inverse strongly monotone. For τ > 0 fixed,
an operator F is cocoercive on M with constant τ if and only if I − µF is nonexpansive
for each 0 ≤ µ ≤ 2τ . Cocoerciveness obviously implies monotonicity. An example of a
cocoercive operator may be found in Liu and Nashed [18, Example 3]. Another example is
given in section 6.1 of the present paper.
Below, frequently we make use of the following Lipschitz condition.
Assumption 4.2. Let D(F ) ⊂ H be an open subset, and let F be Fréchet differentiable on
D(F ). In addition, let the following Lipschitz condition be satisfied on a given subset M ⊂
D(F ),
‖F ′(u)− F ′(v)‖ ≤ L‖u− v‖ for each u, v ∈ M, (4.2)
where L ≥ 0 denotes some finite constant.
The following proposition provides a useful tool for the verification of cocoerciveness of a
nonlinear operator.
Proposition 4.3. Let Assumptions 2.1 and 4.2 be satisfied. Let F ′(u) be cocoercive on H,
uniformly for u ∈ M, i.e., there exists some constant τ > 0 such that for each u ∈ M
〈F ′(u)h, h〉 ≥ τ‖F ′(u)h‖2 ∀h ∈ H, (4.3)
holds. Then F is cocoercive onM, with constant τ .
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Proof. From uniform cocoerciveness of F ′, we obtain for any u ∈ M and h ∈ H with u+h ∈
M that F (u+ h)− F (u) =
∫ 1
0 F
′(u+ th)hdt, and thus
〈F (u+ h)− F (u), h〉 =
∫ 1
0
〈F ′(u+ th)h, h〉 dt ≥ τ
∫ 1
0
‖F ′(u+ th)h‖2 dt
≥ τ
( ∫ 1
0
‖F ′(u+ th)h‖ dt
)2
≥ τ‖
∫ 1
0
F ′(u+ th)hdt‖2 = τ‖F (u+ h)− F (u)‖2.
Remark 4.4. (a) If F ′(u) is a monotone operator on H for each u ∈ M, then F is monotone
on M. This immediately follows from the proof of Proposition 4.3 by considering the case
τ = 0 there.
(b) It is evident from the proof of Proposition 4.3 that in (4.3), “∀h ∈ H” can be replaced by
the weaker condition “∀h ∈ H satisfying u + th ∈ M for t > 0 sufficiently small”, without
changing the statement of the proposition. One can show that this in fact yields an equivalent
condition for cocoerciveness. △
For ill-posed problems, convergence rates can only be obtained under additional conditions
on the solution. In this section we assume that there exists a solution of equation (1.1) which
belongs toM and satisfies an adjoint source condition, i.e.,
u∗ ∈ M, Fu∗ = f∗, u∗ = F
′(u∗)
∗z, ‖z‖ =: ̺, (4.4)
for some z ∈ H. This completes the formulation of the basic assumptions needed in this
section.
For the proof of the main result of this section, cf. Theorem 4.6 below, we need the follow-
ing lemma. For any element u ∈M consider
∆α := ∆α(u) = uα − u, rα = Fuα − f∗, eα = ∆α(u∗) for α > 0, (4.5)
where uα ∈ M is introduced in (2.2).
Lemma 4.5. Let Assumption 2.1 be satisfied. For any u ∈ M we have, with the notations from
(4.5),
〈rα,∆α〉+ α‖∆α ‖
2 ≤ −α〈u,∆α〉 for α > 0. (4.6)
Proof. We consider (2.1) with δ = 0, which means f δ = f∗ in fact:
〈Fuα − f∗ + αuα, uα − u〉 = 〈rα + αuα,∆α〉 = 〈rα,∆α〉+ α〈uα,∆α〉 ≤ 0.
From this we obtain
〈rα,∆α〉+ α‖∆α ‖
2 = 〈rα,∆α〉+ α〈uα,∆α〉 − α〈u,∆α〉 ≤ −α〈u,∆α〉,
which is (4.6).
We are now in a position to formulate the main result of this section.
Theorem 4.6. Let Assumptions 2.1 and 4.2 be fulfilled. If F is cocoercive on M, and if in
addition the adjoint source condition (4.4) is satisfied with ̺L < 2, then
‖uα − u∗ ‖ = O(α
1/2), ‖Fuα − f∗‖ = O(α) as α→ 0. (4.7)
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Proof. We proceed with (4.6) for u = u∗. From (4.4) we obtain, with the notations introduced
in (4.5),
−〈u∗, eα〉 = −〈F
′(u∗)
∗z, eα〉 = −〈z, F
′(u∗)eα〉 ≤ ̺‖F
′(u∗)eα ‖. (4.8)
For a further estimation of (4.8), we need to consider the first order remainder R = Ru∗ of a
Taylor expansion at u∗ ∈ D(F ):
R(u) = F (u)− F (u∗)− F
′(u∗)(u− u∗), u ∈ D(F ).
For h ∈ H such that the line segment from u∗ to u∗+h belongs toD(F ), we haveR(u∗+h) =∫ 1
0 (F
′(u∗ + th) − F
′(u∗))hdt and thus ‖R(u∗ + h)‖ ≤ L2 ‖h‖
2. This gives F ′(u∗)eα =
F (uα)−F (u∗)−R(uα) = rα−R(uα) with ‖R(uα)‖ ≤ L2 ‖eα ‖
2. We are now in a position
to proceed with the upper bound in (4.8):
‖F ′(u∗)eα ‖ ≤ ‖rα ‖+ ‖R(uα)‖ ≤ ‖rα ‖+
L
2
‖eα ‖
2. (4.9)
The estimates (4.6) for u = u∗ and (4.8) – (4.9) finally give
〈rα, eα〉+ α‖eα ‖
2 ≤ −α〈u∗, eα〉 ≤ ̺α‖F
′(u∗)eα ‖ ≤ ̺α
(
‖rα ‖+
L
2
‖eα ‖
2
)
,
and thus
〈rα, eα〉+ α
(
1− ̺L2
)
‖eα ‖
2 ≤ ̺α‖rα ‖. (4.10)
This in particular means 〈rα, eα〉 ≤ ̺α‖rα ‖, and cocoerciveness, cf. (4.1), moreover means
〈rα, eα〉 ≥ τ‖rα ‖
2. We thus obtain
τ‖rα ‖ ≤ ̺α, (4.11)
i.e., ‖rα ‖ = O(α) as α→ 0. From (4.10) and (4.11) we finally obtain
τ
(
1− ̺L2
)
‖eα ‖
2 ≤ τ̺‖rα ‖ ≤ ̺
2α,
which is the first statement in (4.7).
Remark 4.7. (a) From Theorem 4.6 and Theorem 3.2 it follows that any u∗ satisfying the
conditions in (4.4) is the minimum norm solution of the variational inequality (3.1).
(b) Theorem 4.6 improves results in Liu and Nashed [18, Theorem 6], where ‖uα − u∗ ‖ =
O(α1/3) as α → 0 is obtained only (under more general assumptions, however, e.g., possible
set perturbations).
(c) The first error estimate in Theorem 4.6 remains valid if in (4.4), the identity Fu∗ = f∗ is
replaced by the weaker assumption that u∗ ∈ M satisfies the variational inequality (3.1). In the
proof of Theorem 4.6, then one only has to make additional use of the fact that the inequality
〈Fuα−Fu∗, uα−u∗〉 ≤ 〈Fuα−f∗, uα−u∗〉 holds. The second error estimate in Theorem 4.6
has to be replaced by ‖Fuα − Fu∗ ‖ = O(α) then.
(d) Using some ideas of Tautenhahn [24] and Janno [14], one may obtain convergence rates for
source conditions of the form u∗ = F ′(u∗)z, i.e., the adjoint source condition is replaced by
a classical one. This topic, however, goes beyond the scope of the present study and will be
considered elsewhere.
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(e) For recent results on adjoint source conditions for linear problems, see Plato, Hofmann, and
Mathé [21]. △
Corollary 4.8. Under the conditions of Theorem 4.6 we have, for any a priori parameter choice
α(δ) ∼ δ2/3, the convergence rate result
‖uδα(δ) − u∗ ‖ = O(δ
1/3) as δ → 0. (4.12)
Remark 4.9. (a) The rate (4.12) is identical with rates obtained in [12, Theorem 3, Remark 4]
for Lavrentiev regularization (1.4) with variational source conditions.
(b) The rate of convergence in (4.12) is higher than those obtained by Liu and Nashed [18],
Thuy [25], and Buong [8] for the penalized variational inequality method under similar source
conditions. Note that, on the other hand, the results in those papers are established in a more
general framework, respectively, e.g., in Banach spaces or allowing set perturbations, and for
a posteriori parameter choice strategies. △
5 Modified penalized variational inequality method
Occasionally it may be useful to consider a modified version of the penalized variational in-
equality method (2.1). For this purpose let u ∈ H be fixed. For α > 0 let uδα ∈ M satisfy
〈Fuδα + α(u
δ
α − u)− f
δ, v − uδα〉 ≥ 0 for each v ∈ M. (5.1)
We denote by uα = u0α the approximation obtained by the modified penalized variational
inequality method (5.1) with exact data f δ = f∗. Method (5.1) can be considered as variational
inequality formulation of the translated Lavrentiev regularization Fu + α(u − u) = f δ. The
results of sections 2–4 can be easily applied to the modified penalized variational inequality
method by considering translation: replace the operator F and the monotonicity set M there
by
F˜ : H ⊃ −u+D(F )→H, v 7→ F (u+ v), M˜ = −u+M,
respectively. We briefly formulate the relevant results under the general assumption that the
conditions stated in Assumption 2.1 are satisfied.
(a) The modified penalized variational inequality method (5.1) has a unique solution uδα ∈ M
which satisfies ‖uδα − uα ‖ ≤
δ
α for each α > 0.
(b) We have uα → u∗∗ as α → 0, where u∗∗ ∈ M denotes the solution of the variational
inequality (3.1) having minimal distance to u. In addition, for any a priori parameter
choice α = α(δ) with α(δ) → 0 and δα(δ) → 0 as δ → 0, we have u
δ
α(δ) → u∗∗ as δ → 0.
(c) If Assumption 4.2 is fulfilled and F is cocoercive on M, and if in addition the adjoint
source condition
u∗ ∈ M, Fu∗ = f∗, u∗ − u = F
′(u∗)
∗z, ̺ := ‖z‖, (5.2)
is satisfied with some z ∈ H and ̺L < 2, then
‖uα − u∗ ‖ = O(α
1/2) as α→ 0, ‖uδα(δ) − u∗‖ = O(δ
1/3) as δ → 0,
for any a priori parameter choice α(δ) ∼ δ2/3.
An appropriate choice of u guarantees that u∗ − u belongs to the range of F ′(u∗)∗, which
typically requires, besides sufficient smoothness, that appropriate conditions on a subset of the
boundary of the domain of definition D(F ) are satisfied.
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6 An example, and numerical illustrations
6.1 A parameter estimation problem
We consider the estimation of the coefficient u ∈ L2(0, 1) in the following initial value prob-
lem:
f ′ + uf = 0 a.e. on [0, 1], f(0) = −c0 < 0,
where f ∈ H1(0, 1); cf. Groetsch [10], Hofmann [11], or Tautenhahn [24]. The initial value
−c0 with c0 > 0 is assumed to be known exactly. This problem can be written as Fu = f ,
with
(Fu)(t) := −c0e
−U(t), U(t) =
∫ t
0
u(s) ds, 0 ≤ t ≤ 1. (6.1)
The operator F : L2(0, 1) → L2(0, 1) is bounded and Fréchet differentiable on L2(0, 1), with
Fréchet derivative
[F ′(u)h](t) = −(Fu)(t)H(t) for h ∈ L2(0, 1), H(t) =
∫ t
0
h(s) ds, 0 ≤ t ≤ 1. (6.2)
Let
Mθ = {u ∈ L
2(0, 1) | u ≥ θ a.e. on [0, 1] }, (6.3)
where θ ∈ R.
Proposition 6.1. The operator F in (6.1) is monotone onM0. For any θ > 0, it is cocoercive
onMθ, with constant τ =
θ
2c0
.
Proof. We shall make use of Proposition 4.3 and Remark 4.4. Let u ∈ L2(0, 1), g := −Fu,
and h ∈ L2(0, 1). From (6.2) it follows that
〈F ′(u)h, h〉 =
∫ 1
0
(gH)H ′ dt = gH2|10 −
∫ 1
0
(gH)′H dt ≥ −
∫ 1
0
g′H2 dt− 〈F ′(u)h, h〉,
and thus
2〈F ′(u)h, h〉 ≥ −
∫ 1
0
g′H2 dt =
∫ 1
0
guH2 dt, (6.4)
where the properties g(1)H2(1) ≥ 0 and H(0) = 0 have been used. Estimate (6.4) implies
for each u ∈ M0 that 〈F ′(u)h, h〉 ≥ 0 for each h ∈ H, and the monotonicity statement for F
immediately follows from Remark 4.4.
Now let θ > 0 be fixed. For any u ∈ Mθ we proceed with (6.4):
2〈F ′(u)h, h〉 ≥ θ
∫ 1
0
gH2 dt ≥ θc0
∫ 1
0
(gH)2 dt = θc0
∫ 1
0
(F ′(u)h)2 dt = θc0‖F
′(u)h‖2,
where the estimate g ≤ c0 has been applied. The cocoerciveness statement for F now follows
from Proposition 4.3.
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6.2 Numerical experiments
The theoretical results are finally illustrated by some numerical experiments for the operator
F : L2(0, 1) → L2(0, 1) considered in (6.1), with c0 = 1 there. We give a few preparatory
notes on the numerical tests first.
• In each of our numerical experiments we choose a convex closed subset M = Mθ of
the form (6.3) with some lower bound θ > 0. The setting (6.3) guarantees cocoerciveness
(cf. Proposition 6.1), and Lipschitz continuity (4.2) of the operator F ′ onM holds with L =
c0 = 1. We consider some u∗ ∈ H1(0, 1) with u∗ ∈ M, and then the adjoint source condition
(5.2) is satisfied for u ≡ u∗(1). The solution u∗ and the set M are always chosen in such a
way that the condition ̺L < 2 is satisfied, cf. (5.2) and the subsequent conclusion there.
• We consider the a priori parameter choice α(δ) = δ2/3, for different values of δ.
• The modified penalized variational inequality (5.1) is approximately solved by using a fixed
point iteration for the corresponding fixed point equation
uδα = PM(u
δ
α − µ(Fu
δ
α + α(u
δ
α − u)− f
δ)), with α = α(δ),
and the initial guess is the function u. Notice that the underlying fixed point operator is con-
tractive, with contraction constant 1−µα, provided that the step size satisfies 0 < µ < 2τ = θ,
cf. the remarks following Definition 4.1, and Proposition 4.3. In addition, the regularization
parameter must satisfy 0 < α ≤ 1µ −
1
θ . In our numerical experiments we always choose
µ = θ2 .
Iteration is stopped if the norm difference of two consecutive iterates satisfies, for the first time,
an estimate of the form ≤ cδ, with some constant c > 0. This stopping criterion ensures that
the resulting approximation u˜δα(δ) ∈ M satisfies ‖ u˜
δ
α(δ) − u
δ
α(δ) ‖ = O(δ
1/3), which is of
sufficient accuracy.
• The problem is discretized using a backward rectangular rule for the integrals, and replacing
each considered (continuous) function ψ : [0, 1] → R by (ψ(nh))n=0,...,N , with step size
h = 1N for N = 200. This leads to a fully discretized nonlinear problem in R
N+1.
• In the numerical experiments we consider perturbations of the form f δn = f(nh)+∆n, n =
0, 1, . . . , N , with uniformly distributed random values ∆n satisfying |∆n | ≤ δ.
Example 6.2. We first consider the equation Fu = f∗, with right-hand side
f∗(t) = − exp(−
a
2 t
2 − bt) for 0 ≤ t ≤ 1,
with a = b = 12 . The exact solution is then given by
u∗(t) = at+ b for 0 ≤ t ≤ 1.
We may consider the set M = Mθ in (6.3) with θ = b. The numerical results are given in
Table 1. △
Example 6.3. We next consider the equation Fu = f∗ with right-hand side
f∗(t) = − exp(
a
π (cos πt− 1)− bt) for 0 ≤ t ≤ 1,
10
δ 100 · δ/‖f ‖ ‖uδα(δ) − u∗ ‖ ‖u
δ
α(δ) − u∗ ‖ /δ
1/3
1.0 · 10−2 1.33 · 100 9.87 · 10−2 0.46
5.0 · 10−3 6.66 · 10−1 8.23 · 10−2 0.48
2.5 · 10−3 3.33 · 10−1 6.72 · 10−2 0.50
1.2 · 10−3 1.67 · 10−1 5.42 · 10−2 0.50
6.2 · 10−4 8.33 · 10−2 4.17 · 10−2 0.49
3.1 · 10−4 4.16 · 10−2 3.26 · 10−2 0.48
1.6 · 10−4 2.08 · 10−2 3.26 · 10−2 0.61
7.8 · 10−5 1.04 · 10−2 2.72 · 10−2 0.64
3.9 · 10−5 5.21 · 10−3 2.53 · 10−2 0.75
Table 1: Numerical results for Example 6.2
with a = 14 , b =
1
3 . The exact solution is then given by
u∗(t) = a sinπt+ b for 0 ≤ t ≤ 1.
We may consider the set M = Mθ in (6.3) with θ = b. The numerical results are shown in
Table 2. △
δ 100 · δ/‖f ‖ ‖uδα(δ) − u∗ ‖ ‖u
δ
α(δ) − u∗ ‖ /δ
1/3
1.0 · 10−2 1.25 · 100 7.00 · 10−2 0.32
5.0 · 10−3 6.25 · 10−1 4.66 · 10−2 0.27
2.5 · 10−3 3.12 · 10−1 3.87 · 10−2 0.29
1.2 · 10−3 1.56 · 10−1 3.01 · 10−2 0.28
6.2 · 10−4 7.81 · 10−2 2.22 · 10−2 0.26
3.1 · 10−4 3.90 · 10−2 1.60 · 10−2 0.24
1.6 · 10−4 1.95 · 10−2 1.08 · 10−2 0.20
7.8 · 10−5 9.76 · 10−3 7.54 · 10−3 0.18
3.9 · 10−5 4.88 · 10−3 4.70 · 10−3 0.14
Table 2: Numerical results for Example 6.3
References
[1] Y. Alber and I. Ryazantseva. Nonlinear Ill-posed Problems of Monotone Type. Springer-
Verlag, Berlin, Heidelberg, New York, 1st edition, 2006.
[2] A. B. Bakushinsky, M. M. Kokurin, and M. Yu Kokurin. Regularization Algorithms for
Ill-Posed Problems. de Gruyter, Berlin, 1st edition, 2018.
[3] V. Barbu and T. Precupanu. Convexity and Optimization in Banach spaces. Springer,
Dordrecht, Heidelberg, London, New York, 4th edition, 2012.
[4] H. H. Bauschke and P. L. Combettes. Convex Analysis and Monotone Operator Theory.
Springer-Verlag, Berlin, Heidelberg, New York, 2nd edition, 2017.
11
[5] R. I. Bot¸ and B. Hofmann. Conditional stability versus ill-posedness for operator equa-
tions with monotone operators in Hilbert space. Inverse Problems, 32(12):125003 (23pp),
2016.
[6] H. Brézis. Équations et inéquations non linéares dans les espaces vectoriels en dualité.
Annales de l’institut Fourier, 18(1):115–175, 1968.
[7] F. E. Browder. Nonlinear monotone operators and convex sets in Banach spaces. Bull.
Amer. Math. Soc., 71(5):780–785, 1965.
[8] N. Buong. Convergence rates in regularization for ill-posed variational inequalities.
CUBO, 7(3):87–94, 2005.
[9] K. Deimling. Nonlinear Functional Analysis. Springer-Verlag, Berlin, Heidelberg, New
York, 1st edition, 1985.
[10] C. W. Groetsch. Inverse Problems in the Mathematical Sciences. Vieweg, Braunschweig,
Wiesbaden, 1993.
[11] B. Hofmann. Mathematik Inverser Probleme. Teubner, Stuttgart, Leipzig, 1 edition, 1999.
[12] B. Hofmann, B. Kaltenbacher, and E. Resmerita. Lavrentiev’s regularization method in
Hilbert spaces revisited. Inverse Problems and Imaging, 10(3):741–764, 2016.
[13] B. Hofmann and R. Plato. On ill-posedness concepts, stable solvability and saturation.
Journal of Inverse and Ill-Posed Problems, 26(2):287–297, 2018.
[14] J. Janno. Lavr’entev regularization of ill-posed problems containing nonlinear near-to-
monotone operators with application to autoconvolution equation. Inverse Problems,
16(2):333–348, 2000.
[15] A. A. Khan, C. Tammer, and C. Zalinescu. Regularization of quasi-variational inequali-
ties. Optimization, 64(8):1703–1724, 2015.
[16] D. Kinderlehrer and G. Stampacchia. An Introduction to Variational Inequalities and
Their Applications. SIAM, Philadelphia, 1st, reprint edition, 2000.
[17] F. Liu and M. Z. Nashed. Convergence of regularized solutions of nonlinear ill-posed
problems with monotone operators. In Partial Differential Equations and Applications.
Lecture Notes in Pure and Applied Mathematics Vol. 177, pages 353–361, New York,
1996. Marcel Dekker.
[18] F. Liu and M. Z. Nashed. Regularization of nonlinear ill-posed variational inequalities
and convergence rates. Set-Valued Analysis, 6:313–344, 1998.
[19] P. Mahale and T. Nair. Lavrentiev regularization of nonlinear ill-posed equations under
general source conditions. Journal of Nonlinear Analysis and Optimization, 4(2):193–
204, 2013.
[20] A. Neubauer. Private communication, 2016.
[21] R. Plato, B. Hofmann, and P. Mathé. Optimal rates for Lavrentiev regularization with
adjoint source conditions. Math. Comp., 87:785–801, 2018.
12
[22] I. P. Ryazantseva. Regularization of non-linear equations with monotonic discontinuous
operators. U.S.S.R. Comput. Math. Math. Phys., 16:228–232, 1976.
[23] R. E. Showalter. Monotone Operators in Banach Space and Partial Differential Equa-
tions. AMS, Providence, Rhode Island, 1st edition, 1997.
[24] U. Tautenhahn. On the method of Lavrentiev regularization for nonlinear ill-posed prob-
lems. Inverse Problems, 18:191–207, 2002.
[25] N. T. T. Thuy. Regularization of ill-posed mixed variational inequalities with non-
monotone perturbations. J. Inequalities Appl., 2011:25, 2011.
13
