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Abstract 
Barcucci, E., R. Pinzani and R. Sprugnoli, The random generation of directed animals, Theoretical 
Computer Science 127 (1994) 333-350. 
In this paper, we propose an algorithm to randomly generate a directed animal. Directed animals 
are well-known combinatorial objects and have been widely used for modelling the physical 
phenomenon of percolation. The algorithm consists of three steps, and we prove that each of them is 
performed in linear time. Finally, we report the results of our experiments made by means of 
appropriate computer programs in order to give empirical evidence that our algorithm really works. 
0. Introduction 
The problem we consider is the random generation of directed animals, a well- 
known combinatorial object (see e.g. [7] and the extensive bibliography given by 
B&&t-ma and Penaud [2]). If N* is the positive integral lattice of all the points (x, y) 
with x, y 3 0, a directed animal d with n nodes is a subset of n points in N * such that: 
(i) the origin 0 E (0,O) is in ~4; 
(ii) for every PE&\((O,O)) with P=(x, y), a point Q~lal exists such that 
Q=(x-1,~) or Q=(x,y-1). 
In combinatorics, the concept of a direct animal is very similar to that of a poly- 
omino, but it has two particular differences: (i) a distinguished point, i.e. the origin of 
the N* lattice, which is also considered the origin of the directed animal, and (ii) a 
privileged direction, i.e. north-east, which is the direction along which the animal 
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North prcferrcd dirwtion 
East 
Fig. 1. A directed animal. 
grows. In fact, a directed animal can be imagined as being generated by starting with 
the empty directed animal (i.e. the animal without any point) and then by adding 
n points one at a time, the first of which is located at the origin; the others are set one 
position east or noth of any point already belonging to the animal. Hence, every 
directed animal tends to grow in the north-east direction. 
On the left of Fig. 1, we show a 26-point directed animal. The N2 is often rotated, as 
shown on the right of Fig. 1. This representation is important for at least two reasons: 
(1) It stresses an important application of directed animals, which is their use as 
a mathematical model for the physical phenomenon of percolation. If some liquid (e.g. 
water) is poured into earth or sand in 0, it drains through (percolates) at random in 
the form of a directed animal (here the privileged direction is determined by gravity). 
(2) It is appropriate for applying the heaps of pieces method (see [S]), used by 
Penaud [S] for counting the n-point directed animals. He found a bijection between 
directed animals and certain walks on the square lattice with three kinds of steps (we 
denote these steps by a, b, c). It is this result that allows us to state an algorithm for 
generating random directed animals in linear time. 
Directed animals may be used as a mathematical model for physical phenomena 
involving interacting particle systems and so the random generation of directed 
animals is particularly important for simulating the behaviour of these phenomena. 
Directed animals have also been proposed in computer science as a method for 
storing and retrieving information (see [9]). Although their performance in a tradi- 
tional, sequential machine cannot be compared to the performance of binary trees, 
they seem to offer some advantages for parallel computation. 
The generation algorithm we propose may be significant from both a mathematical 
and a computer science point of view. It consists of three parts: 
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(1) First, we generate a word on the alphabet {a, b,c} corresponding to a walk 
connected to a directed animal in accordance with the above-mentioned bijection. We 
mathematically prove that the generation is random, in the sense that every word with 
n letters has the same probability of being generated, and that m generations are 
performed in O(mn) time, i.e. with an average linear time per generation. 
(2) The second step consists in creating a particular structure called a skew tree, 
which is equivalent to the walk on one side, and to the directed animal we wish to 
construct on the other. Skew trees are a subset of binary trees, and were introduced 
under the French name arbres guingois by B&&ma and Penaud [2]. The skew tree’s 
construction is an intermediate step of our algorithm, and can be performed in linear 
time according to the number of its nodes. 
(3) Finally, we obtain the directed animal from the skew tree. This construction 
also takes linear time, and hence the total time for obtaining m directed animals with 
n nodes is O(mn). 
Both the mathematical and structural aspects of our algorithm are supported by 
appropriate computer programs. 
1. The generation of Motzkin left factors 
The counting problem for animals was settled by Gouyou-Beauchamps and Vien- 
not [4]. They found a bijection between n-node directed animals and the set of 
Motzkin left factors of length n - 1. We wish to point out again that a Motzkin word is 
any word WE{U, b, c}* such that: 
(a) the number of a in w equals the number of b; 
(b) for every prefix (or left factor) w’ of w, the number of a in w’ is greater than, or 
equal to, the number of b. 
The number of Motzkin words of length n is denoted by ,u~ and is called the nth 
Motzkin number. According to the above definition, a Motzkin leftfactor is any word 
WE(U, b, c}* satisfying (b). The number of Motzkin left factors of length n is denoted by 
a,. It is possible to show that the generating functions for the Motzkin words and for 
the Motzkin left factors are 
p(t)= 
1-t-~Tzx 
2t 
and a(i)=$(/g-I). (1.1) 
There are no closed formulas for p,, or cln, but they can be expressed by some 
well-known sums involving binomial coefficients (a survey of available results is given 
min Cl]). For our purposes, it is sufficient to remember the asymptotic formula for a,: 
a,=3” 
1 13 
16(n+ 1)+512(n+ l)* 
(1.2) 
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By using this definition, it is not difficult to devise a very simple algorithm which 
generates random Motzkin left factors, i.e. which produces Motzkin left factors in 
such a way that every one of them has the same probability l/cc, of being generated. 
We maintain two variables A and B counting the number of a and b generated, and we 
start from scratch whenever B becomes larger than A; however, when the generated 
word w reaches the length n, w is the desired Motzkin left factor. 
It is somewhat surprising that the expected time for generating w is linear in n when 
measured as the number of characters actually generated to produce w. The aim of 
this section is to show that this is the case, and less than 2n characters (on the average) 
are extracted to generate w. In other words, the expected number of calls to a random 
character generation routine random is less than 2n. 
To start our analysis, let us suppose we are generating some Motzkin left factor w of 
length n by our algorithm. Every time (if any) we have to start the generation again 
because B> A, we assume that we have virtually generated a word of length n in 
(a, b, c}*. More precisely, if we stop a generation after k characters, we have virtually 
generated one of the 3”-k words in (a, b, c>* which have the k characters as a prefix. 
We may restate this in the following way: 
(a) The algorithm virtually generates all the words in (a, b, c>*, and repeats the 
process for the words which are not Motzkin left factors. 
(b) When we stop a generation after k characters, the cost of any one of the 3”-k 
words virtually generated is k; moreover, the first k- 1 characters constitute a 
Motzkin word. 
Therefore, the refused words have a total cost of C”,= 1 kp,+ 13”-k calls to random. 
Obviously, the remaining CI, words have a total cost of cc,n. Note that from the 
generating functions (1.1) we can easily prove the identity; 
n-l 
kzO pk3n-k-1+a,=3” (1.3) 
(see also the last formula in [l]), which is a check on the validity of our approach. The 
total cost of (virtually) generating all the 3” words in {a, b, c}* is then given by 
n 
C,,= c k~k_13”-k+na,=S,+nct,, 
k=l 
and our main problem is to determine S,,=CI:IA(k+ l)pk3n-k-1. 
If S(t) denotes the generating function of the sums S,, S(t) can be considered the 
convolution (D tp(t))(l -3t)-‘. In fact, the generating 
(1-3t)-’ and 
function of 3k is 59 {3k} = 
9{(k+l)pk}=Dtp(t)= 
I-t-Jizz 
2t2JizcG . 
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s,= [t”_‘1 
l-t-Ji-2t-3t2 
2r2(1- 3f)Jixs 
-; [t”](l-3t)-3’*(1 +t)-+ Ct”+‘l& 
We can now prove the following theorem. 
Theorem 1.1. The expected number of characters extracted (or calls to random) for 
generating a Motzkin left factor of length n is 
aug~=5=2n-~+~-32~_&+~(n-~,z)~ (1,4) 
%I n n 
Proof. We use Darboux’s standard method to find an asymptotic value for S,. Since 
t = l/3 is the singularity with smaller modulus, we develop (1 +t)- li2 around this 
point: 
(1 +t)_“I= q1-~(l-3y2 
l+l(l-3t)+~(l-3t)“+&(1-3t)“+ .’ 
8 128 
Multiplying by (1 - 3t)-3’2, and using the first three terms to achieve the precision we 
desire, we have 
S 
2n+3 
n- 
-7,,+l d-7 & 1-i&-512(~+l)4 
2n+l __3n 
Ji 
; ‘L&)-y. 
By developing everything in (n+ l), we eventually find 
s 2n+3 
“-7 3” 
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By inverting formula (1.2), we have 
1 
-I__ a” - 
3” 
and by multiplying by c,,=S,+ net,, we obtain 
1+ 
&-32(n-!+1)2)-:/?(1+&)+n’ 
Finally, after performing the necessary calculations (for which we ignore 0(ne3j2) and 
lower terms), we obtain the result stated by the theorem, 0 
2. The variance 
We are now going to compute the variance in order to complete the analysis of our 
algorithm. Let pn, k be the probability that k (k 2 n) calls to random are performed in 
order to generate a Motzkin left factor of length n. We are able to determine the 
probability generating function Pn(t)=CFZ 1 p,,, k tk, for every HEN, and hence we can 
compute oar, = Pi( 1) + PA(l) - (Pk( 1))2. In this way, we also obtain aug, = Pb( l), and 
this serves as a further check on the previous theorem. 
In order to determine P,(t), let us proceed in the following way. Let &,,fli, fi2, . . . 
be the languages of the Motzkin words of length 0, 1,2, . . . So we have Ifi,, =pu, 
for every nEN. We define the languages vi, v2, v3, . . . of negative words, i.e. v, 
contains all the words of length k, with kdn, made up of a Motzkin word followed 
by a letter b; these words stop the generation of a Motzkin left factor of length n. 
We therefore have 
v1 ::= $,b 
v2 ::= /&,b 1 j&b 
v3 ::= /lob 1 ,&b I fizb 
Vll ::= j&b ] j&b ) ... ) fi,_,b 
When we wish to generate a Motzkin left factor of length n, we actually generate 
a (possibly empty) sequence of words in v, and then our Motzkin left factor. Hence, the 
language y. of all the words which allow us to generate a Motzkin left factor of length 
n is simply defined by 
CT, ::= E 1 v,cT, 
where oi, is the language of all the Motzkin left factors of length n. 
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With regard to the generating functions, we easily get 
n-l 
vnO)= c pktk+l, 
k=O 
1 I( 
n-1 
On(t)=- 
1 -v,(t) 
=l l- 1 /&ktk+’ 
k=O > 
, 
n-1 
Yn(t)=(Tn(t)Oi,(t)=a,t” 1 - c /lkP+’ , 
k=O 
The last function y,(t) counts the number of words of length k>n that generate 
a Motzkin left factor of length IZ. At this point, to get the probability generating 
function, we only have to observe that every character in a word is generated with 
probability l/3, and hence we have 
Pn(~)=YnW)= 
r31,tn LYJ” 
=----- 
3”-c;;; &tk+’ 3n-k-1 Q,,(t)’ 
We denoted the denominator of P,(t) as Q”(t), and because of (1.3) we immediately 
find Q,,(~)=c(~. From this we have P,(l)= 1, as it ought to be. By differentiating, 
Pi(t) = 
nct,t”-‘Qn(t)-C(nt”Q~(t) ncc,t”-1 a,$‘Q;(t) 
(Qn(t))2 =Qn(t)- (Qn(t))2 
and, therefore, we have 
avg,=P;(l)= 
ncc,2-a,QiU)=n+~ 
2 
4l 
x, c (k+l)/&3”-k-1 
This is exactly the same formula we found in Section 1, and the proof that we are 
proceeding correctly. However, we are now able to prove a formula for the variance. 
Theorem 2.1. The variance of the pn,k distribution is 
4+9x 5Jsc 
var.=~(n+1)2--\ji;r(n+l)‘:z+ll(n+ l)------ 16 (n+ l)lj2 
14-37X -___ 
32 
+O(n_“2). 
Proof. By differentiating P;(t) and setting t= 1, 
(2.1) 
P;(l)=n(n- l)- 
Q:(l) + 2nQXl) + 2(QN)12 
%I 
2 
% 
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So we have the following expression for the variance: 
(2.2) 
Since we already know the asymptotic expression for Q;(l), we only have to 
compute Q;(l). From the expression for Q”(t), and by differentiating twice, we find 
Q;(t)= - c k(k+ 1)~~3~-~-lt~-l, 
k=O 
Q;(l)= - c k(k+ l),&3”-k-‘. 
k=O 
To compute this expression, let us observe that B{k(k+ l)pk} = tD’tp(t); we 
already know D tp(t) and, by denoting the radicand 1 -2t-3t2 as T, we have 
D2t/#)=D 
l-t-@&2&2T-t(l-t)D@ 
2t2fi 2t3T 
t-2 1 1 +~U--t)u+w_ t-1 I t,+ 2 _ 
2t3xT t3 2t3 TJT t3JT t tTfi’ 
Since - Q:(l) is a convolution, we find 
n-1 
k;. k(k+ 1)flk3n-k-1 =[t”-‘] 2 
l-t 1 
(l-3t)Tfi-t2(1-3t)fi+t2(1-3t) 
As in Section 1, we now proceed to extract the coefficients and then to compute the 
asymptotic value of the sum. The technique is the same and so we omit the details 
here. We easily find 
and 
Q;(l) 2 c-1 a” =(n+ 1)2-&n+ 1)3/2+F(n+ 1) 
13&c 
-~(n+l)‘:2+~+O(n-“2). 
Finally, by using (2.2) we find the formula for the variance. 0 
The theorem shows that the variance is about 0(n2). We can also obtain the 
standard deviation, which takes the form of p(n+ l)+ qa+ r. By taking the 
square of this expression and by equating the like coefficients with (2.1), we obtain the 
following corollary. 
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Corollary 2.2. The standard deviation of the P,,~ distribution is 
(2.3) 
3. From Motzkin left factors to directed animals 
As we pointed out in the introduction, once we have generated a random Motzkin 
left factor w of length n, we have to perform two transformations in order to obtain the 
directed animal with n+ 1 nodes corresponding to w. Both transformations will take 
linear time. 
The basic procedure of Gouyou-Beauchamps and Viennot [4] was simplified by 
Penaud [S], who uses the heaps of pieces theory of Viennot [S]. We illustrate the 
various steps of the construction making direct reference to both these authors and 
BCtrCma and Penaud [2]. 
With reference to Fig. 2, every node t of the directed animal LZI is identified by its 
coordinates, denoted, respectively, by col(5) and 2ev(?J), i.e. the column of 5 (an integer 
0 
-5 -4 -3 -2 -1 0 1 2 3 4 5 
8 
9 
10 
Fig. 2. The node coordinates of an animal. 
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number) and the level of r (a nonnegative integer number). Each step of the construc- 
tion requires a complete revision of the column and level numbers of all the nodes 
in &. 
We start with a directed animal consisting of the sole root p, for which we 
conventionally set co/.(p) = leu(p) = 0. We now scan the Motzkin left factor w from left 
to right and, according to whether the character wk encountered is a, b or c, we 
proceed as follows. 
(1) wk = a: we add a new node 4 north-west of p, i.e. col({) = - 1 and leu(<) = - 1. 
The node 5 becomes the new origin and the column and level numbers of the nodes 
are changed accordingly. 
(2) wk = b (this case only occurs if the right width of the animal is not zero, i.e. only if 
a node [ with col([) > 0 exists): we add a new node < north-east of p, i.e. co1(5) = 1 and 
leu(5) = - 1. The node 5 becomes the new origin. 
(3) wk=c: we have two subcases, according to whether or not the directed animal 
has a right width equal to zero. 
(3a) If the right width is zero, we proceed as in case (2); 
(3b) otherwise, we consider the node 5 of minimal level, such that co1(5)= 1, 
and the set A(<) of the nodes [ dominated by <. A node [ is dominated by g iff [ = 5 
or leo(Q> /ev([) and Icol([)-col(q)l d 1 for some node v dominated by 5. 
Now, increase by 1 the column number of every node in A(5) and push it up 
(beginning with 5 and proceeding with the other nodes according to their level 
number) with the following rules: (i) r is taken to the level 0, so that lev(t)=O 
and col(r)=2; (ii) every other node [ in A(5) is taken to the lowest level I+ 1 for 
which a node VI exists, with /ev(u])= 1 and col(q)=col(Qf 1. Finally, we add a new 
node north-east of the origin (and hence north-west of Q, and this becomes the new 
origin of the animal. 
This construction is important theoretically and the steps (l), (2) and (3a) are simple. 
Unfortunately, step (3b) is very complicated because it requires us to determine and 
move all the nodes in A(<). Consequently, we need an intermediate transformation 
which simplifies (3b) and makes the whole process linear. The intermediate trans- 
formation consists in building a particular structure, called a skew tree, with n+ 1 
nodes. Skew trees are a subclass of binary trees; they are equivalent to directed 
animals but have two important advantages over them: (i) they do not require the 
revision of the column and the level numbers of the nodes; (ii) they embody the set A(<) 
as a single well-defined subtree. 
The concept and Lemmas 3.1 and 3.3 are taken from Betrema and Penaud [2]. Let 
T be a (rooted, oriented) binary tree and let x and z be two nodes in T such that z is an 
ancestor of x; then the displacement of x with respect to z is the difference between the 
number of right and left branches in the (only) path from z to x. If in a binary tree T the 
displacement of every node with respect to the root of T is less than, or equal to, zero, 
then the binary tree is called a square. Finally, a skew tree is a binary tree T such that 
for every double node z in T the left subtree of z is a square. On the left in Fig. 3 we 
show the skew tree corresponding to the directed animal in Fig. 1. 
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Fig. 3. The skew trees corresponding to w=accaaaacbcacabcaccbccaccb and to WC. 
Bttrema and Penaud [2] prove that a bijection exists between directed animals and 
skew trees with the same number of nodes. The correspondence is given by Lemmas 
3.1 and 3.3, which we quote without proof. 
Lemma 3.1. Given the directed animal d, the skew tree corresponding to ~4 is recurs- 
ively dejined in the following way. 
(1) The root of T corresponds to the origin of &. 
(2) For every node x in T corresponding to a node 5 in L&‘, we have: 
(2a) the leji son y of x (whenever it exists) corresponds to the node q in XI, such that 
col(q) = col(5)- 1, and there is no node [ in LZ? such that co/(i)= co/(v) or col([) = col(t) 
and lev(q)> lev([) > lev(Q 
(2b) the right son y of x (whenever it exists) corresponds to the node q in & such that 
col(q) = co/(t) + 1, lev(q) = Iev(S) + 1 and q does not correspond to the left son of any node 
in T. 
Because of the last condition, an algorithm for finding the skew tree T correspond- 
ing to a given directed animal d will scan the nodes of ~2 from left to right and from 
top to bottom, attaching every node as the right son of some node in T if and only if it 
cannot be attached as the left son of any already existing node. The construction of 
Fig. 3 corresponding to the directed animal of Fig. 1 illustrates the main points of this 
algorithm. 
We are now interested in some facts which are not present in [2] but which can 
easily be deduced from the above properties. The right frontier of a directed animal 
~4 is the set of points 5 in SZ’ for which co/(t) > 0 and 5 is of minimal level. The origin of 
~4 belongs to its right frontier, and is the only node in it iff the right width of _z! is null. 
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When we go from the directed animal d to the corresponding skew tree T, the nodes 
of the right frontier of d become the nodes of the right frontier of T by definition. The 
main property of the right frontier is given by the following corollary. 
Corollary 3.2. Let 5 be any node in the rightfrontier of a directed animal d and let x be 
the node associated to 4 in the skew tree T corresponding to d. Then, the set A(<) of the 
nodes dominated by 5 corresponds lo the subtree of T, the root of which is x. 
Proof. The proof derives directly from points (2a) and (2b) in the statement of Lemma 
3.1. 0 
The nodes in the right frontier of a directed animal d are ordered by their column 
numbers, the first one being the origin. An extended skew tree is a skew tree T, each of 
whose nodes has a third branch (called a thread) added to it, pointing from every node 
x in the right frontier of T to the father of the next node y in the same frontier, 
whenever y exists. All the other threads are null. In other words, the extended skew 
tree T contains a list of the nodes in its right frontier. Note that given a node x in the 
right frontier of T, the next node y in the frontier is the right son of the node pointed to 
by the thread in x. Obviously, the thread of x points to x itself if y is the right son of x. 
This may seem quite complex but it is essential in the following construction, in which 
we have to change some pointers in the father of y. 
We are now able to state our main construction. Given a Motzkin left factor w, we 
begin with an extended skew tree consisting of the sole root, the thread of which is 
null. We scan w from left to right and add a new node to the extended skew tree T, 
according to the character wk encountered. 
(1) wk = a: we add a new root x to T, and T becomes the right subtree of x. The left 
subtree of x is empty, and the thread of x is made to point to x itself as the father of T’s 
root, which now becomes the second node in the right frontier. 
(2) wk = b (this can occur only if the thread of the root in T is not null and points to 
the father of the second node y in the right frontier): we add a new root x to T, and 
T becomes the left subtree of x. The right subtree of x is empty. The thread of x is set 
equal to the thread of y. Finally, the threads of T’s old root and of y become null. 
(3) wk = c: we have two subcases, according to whether or not the thread of the root 
is null: 
(3a) If the thread of the root is null, we add a new root x to T, and T becomes the 
left subtree of x. The right subtree of x is empty and the thread of x is null. 
(3b) Otherwise, we add a new root x to T, and T is divided into two subtrees: the 
subtree whose root is the second node y in the right frontier of T becomes the right 
subtree of x, and the rest of T becomes the left subtree of x. The thread of x is made to 
point to x itself; the thread of T’s old root and the right pointer of y’s father become 
null. 
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Fig. 4. The situation for case (2) (the black nodes belong to the right frontier). 
c 
Fig. 5. The situation for case (3b) (the black nodes belong to the right frontier). 
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The threads allow us to have complete control over the subtrees that may partici- 
pate in the transformations related to the character c. It can easily be observed that 
every step in the above construction takes a fixed number of operations, and hence the 
whole process is performed in linear time. 
The last step is to build the directed animal d from the skew tree T. We again rely 
on the following result derived from Betrima and Penaud [2]. 
Lemma 3.3. Let T be a skew tree with n nodes and let L be an integer array, initially set 
to zero for every index from -n to n. The directed animal d corresponding to T is 
de$ned in the following way. 
(1) The origin of d corresponds to the root of T, i.e. the node 5 with col(t)=O and 
lev(5) = 0. 
(2) The other nodes of .d are determined by visiting Tin preorder and performing the 
following steps: 
(2a) The left son y of any node x in T generates the node q in G! defined by 
col(q)=co/(5)- 1 (5 being the node corresponding to x) and lev(u])= 1 + 
max(L(col(q) + l), L(col(y) - 1)); moreover, we set L(col(q)) = lev(q). 
(2b) The right son y of any node x in T generates the node g in SI defined by 
col(q) = col(4) + 1 (5 being the node corresponding to x) and lev(q) = lev(<) + 1; we also set 
L(col(r]))= lev(q). 
From this lemma, we can easily derive an algorithm that creates a suitable 
representation of S? and performs in linear time. For example, d may be represented 
as an array of n lists (at most), with the kth list containing the ordered set of col(t), for 
every 4 in d with lev(4) = k. From this representation, d can be immediately drawn. 
The following section is devoted to the programming aspects of the various algo- 
rithms presented in our paper. 
4. Programming and simulation results 
The programming aspects of our work are twofold: 
(1) We wish to give empirical evidence that our method actually works, i.e. that the 
generation time is linear on the average and that it generates Motzkin left factors with 
uniform distribution. 
(2) We wish to present actual programs that start with a Motzkin left factor of 
length n- 1 and produce the equivalent n-node directed animal in linear time. 
We developed two different programs to show the effectiveness of our method: 
(la) The first one generates a number of Motzkin left factors of length n (n large) 
and records the number of calls to the routine random. Therefore, it can give us three 
quantities in the end: the average number of calls to random per generation, the 
standard deviation, and the average difference between the character counts for a and 
b, i.e. A -B. 
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(lb) The second one generates a number of Motzkin left factors of length n (n 
small), and records the frequency of the words with a specific value k of A-B 
(k=O, 1, . . , n). 
It is well-known that Motzkin left factcrs can be interpreted as walks on the 
square lattice NZ (see, for example, [S]). The letters a, b,c correspond to north- 
east, south-east and east steps. As a result, the difference A-B represents the 
final distance of the walk from the x-axis. If we denote by ,u,,~ the number of walks 
of length n having A-B= k, we obtain the well-known Motzkin triangle { P,,,~ 1 n, 
kgN, kdn} (see [3]). Obviously, C~=O~L,,k=cx,, and for fixed n the P,,~ have a 
well-defined value, given by 
P~,k=Pll,k-lL.k+2, (4.1) 
where the /?n,k are the trinomial coefficients fi,,, k= [tk](l/t + 1 +t)“. 
In [l] we showed that the average distance from the x-axis of all the Motzkin left 
factors of length n is 
(4.2) 
The program relative to (la) uses d, as an indicator, thus showing that Motzkin left 
factors are generated according to their distribution on the basis of their distance from 
the origin. We performed 100 000 generations for n = 1000,2000, . . . , 10 000, and the 
results are summarized in Table 1, where we give the expected value, the experimental 
value and the relative error for the three quantities: the number of calls to random, the 
standard deviation and the distance from the origin. For the expected values, we use 
formulas (1.4),(2.3) and (4.2), respectively. The experimental results seem to be quite 
satisfactory. 
Table 1 
Results of simulation (la) 
Calls to random Standard deviation Distance from x-axis 
n Expected Experi- Error % Expected Experi- Error % Expected Experi- Error % 
mental mental mental 
1000 1953.2 1953.4 0.01 1114.2 1117.9 0.33 31.379 31.266 0.36 
2000 3933.1 3934.8 0.04 2251.5 2257.5 0.27 44.777 44.693 0.19 
3000 5917.7 5909.3 0.14 3392.8 3411.3 0.55 55.060 54.917 0.26 
4000 7904.7 7898.4 0.08 4536.3 4543.1 0.15 63.730 63.685 0.07 
5000 9893.2 9871.7 0.22 5681.0 5655.1 0.46 71.368 71.287 0.11 
6000 11 882.8 11 870.9 0.10 6826.8 6822.0 0.07 78.274 78.199 0.10 
7000 13 873.3 13849.0 0.18 7973.2 7951.2 0.28 84.625 84.525 0.12 
8000 15 864.4 15 829.6 0.22 9120.3 9102.0 0.21 90.536 90.493 0.05 
9000 17856.1 17840.1 0.09 10267.7 10286.3 0.18 96.087 95.962 0.13 
10000 19 848.2 19 845.8 0.01 11 415.6 11 432.2 0.15 101.338 101.358 0.02 
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Table 2 
The X2-test 
Degrees of Theoretical Experimental 
n freedom values of ,yz values of x2 
4 4 0.21-14.86 0.79% 7.24 
5 5 0.41-16.75 1.2& 6.64 
6 6 0.68-18.55 1.25-10.90 
I 1 0.90-20.28 0.83- 9.31 
8 8 1.34-21.96 1.75-16.01 
9 9 1.73-23.59 2.64-12.80 
10 9 1.73-23.59 5.53-15.95 
20 14 4.07-31.32 3.30-26.37 
30 17 5.70-35.12 7.85-17.16 
40 20 7.43-40.00 10.5G33.76 
50 23 9.26-44.18 15.67-3 1.83 
A more refined check on the uniform distribution of the generated Motzkin left 
factors was performed by means of program (1 b). For n = 4,5,6,7,8,9,10,20,30,40,50 
we used the x*-test on the distribution of the ,u,+, using formula (4.1) to compute the 
expected values. For n 3 10 we grouped the p., k in order to fulfil the test requirements. 
Ten experiments were performed for every value of ~1, generating about 30000 
Motzkin left factors each time. In Table 2, we summarize our results by giving the 
degrees of freedom (i.e. the number of groups minus l), the theoretical value of the x2 
distribution for a 99% confidence (0.5-99.5%), the minimal and maximal values 
obtained in our experiments. The results are very good and only in two cases (one for 
II = 7 and one for n = 20) the x2 value is too small, i.e. the experiment has been too 
accurate! 
Let us now examine program (2). As stated in Section 3, we have to perform two 
transformations on a Motzkin left factor of length n - 1 
directed animal with n nodes. The first transformation 
By using Pascal-type declarations, we write: 
type code=array [l . . n] of char; 
tree = 7 node; 
node = record llink, rlink, thread: tree end; 
to obtain the corresponding 
changes w into a skew tree. 
The following procedure receives the Motzkin left factor w, codified as a word on 
{a, b, c}, as input and produces the skew tree T. The program is a simple restatement 
of the construction given after Lemma 3.2. 
procedure guingois (w : code; var T: tree); 
var i : integer; aux : tree; 
begin new(T); 
with T 1 do begin llink:= nil; rlink:= nil; thread:= nil end; 
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for i:= 1 to n do begin new(aux); 
with auxT do case w[i] of 
‘a’: begin llink:= nil; rlink:= T; thread:= aux end; 
‘b’: begin llink:= T; rlink:= nil; thread:= T 1. thread f .rlink r. thread; 
T 7. thread 1. rlink r. thread:= nil; T 7. thread := nil end; 
‘c’: if T 7. thread = nil 
then begin llink:= T; r-link:= nil; thread:= nil end 
else begin llink:= T; rlink:= T 7. thread r. rlink; thread:= aux; 
with T 7 do begin thread r. rlink:= nil; thread:= nil end end; 
T:=aux end {for} 
end { guingois}; 
The linearity of this program is obvious and does not require any particular 
comment. 
Once we have obtained the skew tree T, the last step consists in applying the 
transformation described by Lemma 3.3. As mentioned above, the best and most 
general solution would be to create an array of lists; however, for demonstration 
purposes, let us consider the following drawtree program, which draws the directed 
animal corresponding to the skew tree T on the screen. By using a vector C : array 
[ - 39.. 391 of integer, the calling sequence is as follows: 
for i:= - 39 to 39 do C[i]:=O; 
clrscr; co1 := 0; lev:= 0; 
drawtree (T, col, lev); 
The two parameters co1 and lev are the actual column and level coordinates of T’s 
root. The procedure can be defined as follows: 
procedure drawtree (T: tree; col, lev : integer); 
var x, y : integer; 
begin C [col] := lev; 
x:= co1 + 40; y:= lev + 3; got0 XY(x, y); write(‘# ‘); 
if Tr.llink ( ) nil then begin x:=col-1; 
ifC[x-l]>C[x+l] theny:=C[x-l]+l elsey:=C[x+l]+l; 
drawtree (Tt llink, x, y) end; 
if Tl.rlink ( ) nil then begin 
x:=col+l; y:=C[x-l]+l; 
drawtree (Tf.rlink, x, y) end 
end {drawtree}; 
The only observation we wish to make is that the nodes are automatically gener- 
ated from left to right, if an array of lists is used, and therefore a double pointer (one to 
the beginning and the other to the end of each list) is the simplest and most efficient 
realization. 
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