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The existence of an asymptotic shape at large times of the probability density function (PDF) of a non-reacting scalar,
mixed by a solenoidal turbulent velocity field and molecular diffusive transport, was investigated by Sinai and Yakhot1.
The quasi-stationarity of the mixing statistics along the time evolution by Valiño et al.7 was an extension to symmetric
scalar pdfs; analytic solutions for the scalar fluctuation dissipation rates, conditional upon the scalar value, and the pdf
were obtained. This manuscript examines the generalization of the latter results to asymmetric scalar pdfs and further
scrutinizes underlying mechanisms for a quasi-stationary statistics.
I. INTRODUCTION
Non-Gaussian statistics of scalar fields undergoing turbu-
lent mixing was investigated1–4about thirty years ago. Ted and
his students5,6 showed that the asymptotic scalar PDFs display
a Gaussian-like behavior only near the mean value and that the
conditional average scalar fluctuation dissipation rates are dif-
ferent from those of a scalar Gaussian field. The scalar PDF
shape for asymptotically large times1, was extended to include
the symmetric PDF time evolution; the underlying assumption
of even moment statistical quasi-stationarity allowed obtain-
ing analytic expressions for the average scalar fluctuation dis-
sipation rates, conditioned on the scalar value, and the PDFs
at various mixing times7. The time-invariance of the mixture
fraction PDF was a necessary condition8 for the constancy of
the scalar mean value normalized with its variance9.
It was apparent in the 1990 decade that existing mixing
model predictions of various scalar moments did not agree
with their asymptotic values obtained by direct numerical
simulations (DNS)10. A set of new models, including the
Johnson-Edgeworth Translation11,12, of which the amplitude
mapping closure13 is a particular case, was specialized to in-
vestigate the mixing of a binary symmetric scalar in homoge-
neous turbulence; while the PDFs obtained with the various
tested models compared well with DNS results, none of them
accurately predicted neither the conditional diffusion nor the
conditional fluctuation dissipation rate of the scalar field14.
This predictive failure was associated to the models not ac-
counting for the migration of scalar lower and upper bounds.
The self-similar passive scalar normalized PDFs at finite
times in homogeneous turbulence were obtained via DNS15,
finding that the PDF central regions displayed power laws1;
however, while Gaussian shapes were apparent for large
Peclet numbers, small values of that dimensionless parameter
yielded PDFs, which resemble stretched or pure exponential
functions.
The objective of this manuscript is to extend previous
results7 to a diffusive scalar with an initially asymmetric PDF
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in a statistically homogeneous turbulent velocity field. The
mathematical formulation of the mixing of a statistically ho-
mogeneous scalar field is revisited, the implications of the sta-
tistical quasi-stationarity are analyzed in depth and a discus-
sion on the limitations of approximating the conditional dissi-
pation rate by low order polynomials are discussed. Comment
on the underlying mechanisms of the scalar statistical quasi-
stationarity and further extensions are also presented.
II. MATHEMATICAL FOUNDATIONS







v j is the jth component of the statistically homogeneous
turbulent velocity vector field, which is assumed solenoidal,
∂v j/∂x j = 0, and zero-mean, 〈v j〉= 0. α stands for the molec-
ular diffusivity of the scalar field Y (x, t). The angular brackets
represent statistical or ensemble average.
Y (x, t) is conventionally decomposed into its mean, 〈Y 〉(t),
and its fluctuations, y(x, t), namely, Y (x, t) = 〈Y 〉(t)+y(x, t) .
Time evolution equations for various central moments of
y(x, t) can be readily obtained. For example, the scalar fluctu-





The normalized scalar variable X (x, t) = y(x, t)/σy (t)














is the dissipation rate of scalar
and 〈εX 〉−1 is a characteristic mixing time for both Y and X .











































dt∗ = 〈εX 〉dt is a stretched dimensionless differential time.
























































The PDF of X (x, t), P(χ; t) = 〈δ [χ−X (x, t)]〉, is governed













∂E (χ, t)P(χ; t)
∂ χ





α∇2X |X (x, t) = χ
〉
and E (χ, t) =〈
α|∇X |2|X (x, t) = χ
〉
are the scalar diffusion and fluc-
tuation dissipation rate, conditioned on the scalar value being
equal to χ .
Identification of the probability fluxes within the curly
brackets implies:
D(χ, t)P(χ; t) =
∂
∂ χ
[E (χ, t)P(χ; t)] . (10)













A = E (χm, t)P(χm; t) is a normalization constant. P(χ, t) can
be obtained from a knowledge of both D(χ, t) and E (χ, t) .
According to the definition of homogeneous flow:
〈D(X , t)Xn〉=−n〈Xn−1εX 〉 (12)
under quasi-stationarity
〈D(X , t)Xn〉 ≈ −〈εX 〉〈Xn+1〉 (13)
Eq. (13) means that D(χ, t) ≈ −〈εX 〉χ in homogeneous,
quasi-stationary situations. This result has been previously
obtained21.
In fact, this is equivalent to the LMSE model, which ap-
proximates the average scalar diffusion, conditional upon a
prescribed value of the scalar, as a linear function of the latter,
namely,
〈α∇2X |X(~r, t) = χ〉= D(χ, t) =−6α χ
λ 2X
;
λX is the Taylor micro-scale for the scalar field and the average
scalar dissipation rate can be recast as 〈εX 〉 = α〈X2〉/λ 2X =
α/λ 2X . The LMSE model is then expressed as D(χ, t) =
−6〈εX 〉χ; the factor 6 can be embedded in the definition of
λX .
Quasi-stationarity means that scalar diffusion and dissipa-
tion rate may be approximated as if the statistics were sta-
tionary, yet some evolution of statistical moments higher than
two is allowed. Thus, eqs. (8) and (9) are approximated as
if both were identically zero in both sides. From eq. (8),
〈D(X , t)Xn〉+ 〈εX 〉〈Xn+1〉= 0, which is simply a restatement
of eq. (13). Eq. (9) leads to a more useful condition:
∂
∂ χ
[E (χ, t)P(χ, t)]+ 〈εX 〉χP(χ, t) =
∂
∂ χ
[E (χ, t)P(χ, t)]
]
χ=χm
+ 〈εX 〉χmP(χm, t)













A comparison of eqs.(11) and (14) leads to D(χ, t) =
−〈εX 〉χ . It should be noted that an exact expression D(χ, t) =
−〈εX 〉χ means a stationary condition: the shape of the PDF
does not change, nor do the scalar statistical moments of order
higher than two21. Quasi-stationarity, with a modification of
scalar statistical moments and PDF’s shape, requires that the
expression be only approximate.
The quasi-stationary scalar PDF, P(χ; t), can be obtained
if the conditional scalar fluctuation dissipation rate, E (χ, t),
is known and the closure assumption that D(χ, t) ≈ −〈εX 〉χ
is applied. The conditional scalar fluctuation dissipation




α . A second order expression, with K1 = 0, has
been previously assumed for the case of symmetric P(χ; t)7.
Here, a quadratic approximation is used:
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The formulation with Ci instead of Ki has been introduced
because it corresponds to the straightforward extension of that
used in the symmetric case7.











The computation depends on the roots of 1+C1χ +C2χ2.
Its discriminant is C21 −4C2 and various cases are possible:
i. C21 − 4C2 > 0, two real roots, the PDF is bounded to the




















ii. C21 − 4C2 < 0, two complex conjugate roots, the PDF is



















iii. C21 − 4C2 = 0, two real roots with the same value, the























In the situation where S = 0, C1 = C2 = 0, the Gaussian
solution of the symmetric case7 is recovered.
In all the previous cases∫
P(χ; t)dχ = 1
The values of C1 and C2 are obtained from the condition
that the PDF has a given value of skewness, 〈X3〉 = S, and









B. Scalar dissipation quasi-stationarity
A non-Gaussian behavior of PDFs of scalar and velocity
gradients has been associated with the internal intermittency
of those fields16–20. Mixing can be characterized either by
the destruction of scalar fluctuations or by the annihilation
of scalar gradient fluctuations. The conservation equation for
the instantaneous scalar dissipation rate, εX (x, t) = α|∇X |2 =







−2α2X,i jX,i j +2〈εX 〉εX . (21)
aN = niSi jn j is the flow strain rate normal to the iso-scalar
surface X (x, t) = χ , where χ is a constant. The unit vector
locally normal to the iso-surface is given by ni = X,i/|∇X |.
The flow strain rate tensor is defined as Si j =(1/2)(vi, j + v j,i).
The first term on the right side of the transport equation for εX
is the enhancement of the scalar dissipation rate by the pre-
dominantly compressive (in solenoidal turbulence) flow nor-
mal strain rate. The second and third terms are the molecular
transport and dissipation of εX , respectively. The last term
results from the normalized definition of X (x, t) . Average of








+2〈εX 〉2 . (22)
The order of magnitude of the first term in eq. (22) is
(ν2/l4intRe
5/2
l for α < ν and (ν
2/l4int)Sc
1/2Re5/2l for α  ν ;
ν is the kinematic viscosity, lint is the turbulent integral length
scale, Sc = ν/α is the Schmidt number and Rel = ulint/ν is
the turbulent Reynolds number, with u being the turbulent ve-
locity rms31. The ratio of the last and the first terms of eq. (22)
is proportional to Re−1/2. In the limit of large Reynolds num-
bers, the last term in eq. (22) is negligible in comparison with
production of 〈εX 〉. Eq. (22) will then describe the approxi-
mate asymptotic balance between production and dissipation
of 〈εX 〉31.
The scalar dissipation rate PDF, Pε (ε; t) =










εX |εX (x, t) = ε
〉
−2〈aN |εX (x, t) = ε〉ε−2
〈
α























−2〈aN |εX (x, t) = ε〉ε−2
〈
α







Quasi-stationarity of Pε (ε; t) implies:
Pε (ε; t) =
K
〈α|∇εX |2|εX (x, t) = ε〉
exp
(∫ 2〈aN |εX (x, t) = ε〉ε +2〈α2X ,i j X,i j|εX (x, t) = ε〉−2〈εX 〉ε




K can be obtained from the normalization condition∫
Pε (ε; t)dε = 1.
The various conditional expectations: 〈aN |εX = ε〉 and〈
α2X ,i j X,i j|εX = ε
〉
, can be computed from DNS databases.
Conditions for an approximately log-normal Pε (ε; t) could be
examined.
For asymptotically large values of the Reynolds number
eqs. (23), (24) and (25) would simplify as a consequence of
the approximate balance between production and dissipation
of 〈εX 〉, previously described.
III. BRIEF DESCRIPTION OF THE NUMERICAL
SIMULATION
A Direct Numerical Simulation (DNS) was used to com-
pute an incompressible, isotropic, homogeneous, statistically
stationary turbulent velocity field.
An artificial, incompressible velocity field with zero mean
and random fluctuations distributed according to the Cerutti-
Meneveau turbulent kinetic energy spectrum22,23 was chosen
as an initial condition of the incompressible Navier-Stokes

















fi stands for the forcing term.
The numerical integration of Eq.(27) used a pseudo-
spectral numerical code3,24,25 in the spatial domain with a
fourth-order Runge-Kutta scheme, with exponential time dif-
ferencing26,27, in the time domain. The reason of using a
fourth-order scheme, with exponential integration of linear
contributions, instead of a more usual second-order one was
that the fields obtained could be used in future chemically ac-
tive computations which are more demanding.
The computational spatial domain was a cube of edge 2π
with a 7683 grid. Convective aliasing was removed with a
spherical low-pass filter which sets to zero all spectral nodes
corresponding to wave numbers larger than 768/3 = 256.
TABLE I. Ranges of values used to characterize velocity fields ob-
tained in this DNS: Taylor-based Reynolds number, integral length
scale, Taylor length scale, Kolmogorov length scale, kinetic energy
dissipation and root mean square velocity.
Reλ lint λ η 〈ε〉 u
89,98 0.89,0.97 0.30,0.31 0.015,0.016 1.9,2.0 1.5,1.6
The forcing scheme was that of Eswaran and Pope28, with a
modification to enforce a zero correlation of the forcing con-
tribution with the forced velocity field29. To be more specific,
all the Fourier-space nodes with a modulus less than 2
√
2, ex-
cept the zero node which has no contribution, receive a ran-
dom, white noise forcing contribution. Its phase is adjusted
to enforce incompressibility and perpendicularity to the un-
forced field, whereas its intensity is such that the Taylor-scale
Reynolds number is close to 95.
Velocity fields are characterized by the Taylor-based
Reynolds number (Reλ ), the integral length scale (lint ), the
length of the edge of the computational domain (L = 2π), the
viscosity (ν = 0.005 in this simulation), the Taylor microscale
(λ ), the Kolmogorov microscale (η), the kinetic energy dissi-
pation rate (〈ε〉) and the root mean square velocity (u). Ranges
for the values of these variables, along the reported simula-
tion, are represented in table I.
At t = 20l/u, an initial velocity field with enough statistical
stationarity was chosen. At this point, two initial scalar fields
as close as possible to a homogeneously random distribution
of 0 and 1 values were added. One of the scalar fields was
almost symmetric with mean close to 0.5 whereas the other
one was asymmetric with mean close to 0.7. After that, the
reported DNS was started and it run for t = 5l/u. Equation (1)
was used to represent the evolution of the chemically passive
scalar field. The Schmidt number, Sc = ν/α , was 1.






between 0.65 and 0.77.
Scalar fields are characterized by the diffusivity coefficient
(α = 0.005); the mean (〈Y 〉): a symmetric scalar with 0.5
mean and an asymmetric one with 0.7 mean; the variance
5
TABLE II. Scalar variance and scalar dissipation of the symmetric
scalar, mean 0.5 and the asymmetric scalar, mean 0.7.
t1 t2 t3 t4 t5
〈Y 〉= 0.5, 〈Y 2〉 0.150 0.0690 0.0294 0.0097 0.0030
〈Y 〉= 0.5, 〈εY 〉 0.0763 0.0505 0.0261 0.0095 0.0029
〈Y 〉= 0.7, 〈Y 2〉 0.124 0.0572 0.0244 0.0078 0.0025
〈Y 〉= 0.5, 〈εY 〉 0.0640 0.0418 0.0215 0.0079 0.0022
(〈Y 2〉) and the scalar fluctuation dissipation rate (〈αY,iY,i〉).
Results have been analyzed after every large-eddy turn-over
time, approximately, up to a maximum of tu/l = 5. That is to
say, a total of five different states. The study of statistical func-
tions: Probability Density Function (PDF), conditional scalar
dissipation and conditional scalar diffusion, is realized on nor-
malized fluctuation variables, X (x, t) = y(x, t)/σy (t).
In table II, the values of scalar variance and scalar dissipa-
tion are represented for each reported time step. It should be
noticed that 〈εX 〉= 〈εY 〉/σ2y .
IV. RESULTS
The first point to notice is that asymptotic statistics of the
scalar field obtained in the DNS reported does not seem to
approach a Gaussian state which should be characterized by
a kurtosis close to 3 and a skewness close to 0, see figure
1. This fact is well known32 and very sensitive to the exact
distribution of spectral scalar fluctuations in the initial con-
dition5,33. This non-Gaussian behavior is interesting from the
point of view of modelling since there are some models which
work better when an almost asymptotic Gaussian statistics is
expected34–36.
With regard to the quasi-stationary properties of the scalar
fields obtained in the DNS, eqs. (5) and (6) can be consid-
ered as a closure assumption which relates joint statistics of a
scalar and its dissipation to statistics of the scalar. These equa-
tions would be exact if the quasi-stationary assumption were
satisfied. A comparison between DNS values of both sides of
eqs.(5) and (6) is represented in figure 1. It may be realized
that as kurtosis grows, eq. (6) becomes a better approximation
(difference between both terms of the equation reduces, evolu-
tion of kurtosis in time flattens as a sign of quasi-stationarity);
whereas as skewness diminishes, eq. (5) worsens (relative er-
ror between both terms of the equation increases). This means
that the kurtosis approaches a quasi-stationary state faster than
the reduction of initial asymmetry, as represented by the skew-
ness. Nevertheless, it should be noticed that, since absolute
values of skewness are smaller than those of kurtosis, absolute
errors of the same order imply greater relative errors of skew-
ness. It would be interesting to check the evolution with dif-
ferent initial conditions33. One could also ask why this DNS
has not been run for a longer time to check the asymptotic be-
havior of skewness; however, see table II, in the final state the
variance of fluctuations is around 2% of its initial value which
corresponds to an almost well-mixed situation.
Figs. 2 and 3 depict the conditional diffusion normalized by
1/〈εX 〉 for the symmetric and asymmetric initial distributions
of the scalar field. Note that the LMSE is a straight line with
slope−1 with such a norm. The agreement of the LMSE with
DNS results is reasonable for highly probable scalar values,
whereas discrepancies are evident at the extremal scalar val-
ues; namely, about the PDF tails. The beginning of the DNS
corresponds to a scalar field is an approximate double delta
function with a clear departure from the quasi-stationary as-
sumption and LMSE is not a good approximation to the scalar
conditional diffusion.
Figs. 4 and 5 depict the conditional dissipation rate normal-
ized by 1/〈εX 〉 for the symmetric and asymmetric initial dis-
tributions of the scalar field. Discrepancies are apparent in the
tail probability regions, while the approximation yields rea-
sonable results in highly probable zones near the scalar mean
as soon as PDF spikes at the boundaries smoothen. It is worth
remarking the shift in the shape of the conditional dissipation
from convex to concave for some tu/l > 3.02.
Figs. 6 and 7 show an excellent agreement between the
previous analytical solutions for PDFs in the symmetric and
asymmetric cases, respectively, and the DNS results. In the
symmetric simulation, 〈Y 〉 = 0.5, there is a spike in the PDF
obtained from the DNS at tu/l = 2.13 near χ =−2. The rea-
son is that symmetry is not perfectly satisfied by the DNS data.
It must be pointed out that the approximation of the con-
ditional scalar fluctuation dissipation rate, E (χ, t), by means
of a second order polynomial is not unique. In this paper,
the alternative to choose a best fit of the implicit asymptotic
values of statistical moments of the conditioning variable up
to fourth-order has been chosen. This means that a good
fit of the PDF is expected, figures 6 and 7, since there is a
perfect coincidence of all statistical moments up to fourth-
order between the DNS PDF and the modelled PDF. However,
the conditional expectation itself is not so well represented,
figures 4 and 5, since the implicit assumption that eqs. (5)
and (6) hold is not true, see figure 1. Another option would
have been to express E (χ, t) by means of a Quadratic Mean
Stochastic Estimation. If there is available information about
the joint statistics of a scalar and its gradient: 〈εX 〉, 〈XεX 〉
and 〈X2εX 〉, one could build a second order approximation to
E (χ, t) = K0 +K1χ +K2χ2, such that∫
E(χ, t)dχ = K0 +K2 = 〈εX 〉∫
χE(χ, t)dχ = K1 +K2S = 〈XεX 〉∫
χ
2E(χ, t)dχ = K0 +K1S+K2F = 〈X2εX 〉 (29)
where use has been made of the properties of the normal-
ized fluctuation variable: 〈X〉 = 0, 〈X2〉 = 1, 〈X3〉 = S and
〈X4〉 = F . The solution of the system of equations (29) pro-
duces an optimal second-order approximation of E (χ, t) =
K0 +K1χ +K2χ2 in a statistical sense: there is more weight
towards a good fit in the zones of high probability, whereas
more error is allowed in the zones of low probability. How-
ever, one cannot expect that such E (χ, t) corresponds to the
right P(χ; t), with the right values of skewness and kurtosis
after a quasi-stationary reconstruction, eqs. (16), (17) or (18),
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FIG. 1. Skewness, 〈X3〉; cross scalar-dissipation, 2〈XεX 〉/〈εX 〉; kurtosis, 〈X4〉; and cross variance-dissipation, 3〈X2εX 〉/〈εX 〉 for the asym-
metric and symmetric scalars. DNS results. Skewnes and cross scalar-dissipation is only represented for the asymmetric scalar. Not reported
values of skewness for the symmetric scalar were, at least, one order of magnitude less than those obtained for the asymmetric case.










DNS, tu/l = 1.12
DNS, tu/l = 2.13
DNS, tu/l = 3.02
DNS, tu/l = 4.05
DNS, tu/l = 5.06
FIG. 2. Conditional diffusion. Symmetric case.
is made.
In the next section, a generalization of the binomial
Langevin model35 based on a quasi-stationary closure of
E (χ, t) will be explored.
V. QUASI-STATIONARY MONTECARLO MODEL
A MonteCarlo method which uses a combination of LMSE
for conditional diffusion and a quadratic estimation of condi-
tional dissipation fails to modify the given values of skewness
and kurtosis. In effect, LMSE tends to preserve statistical mo-
ments of order higher than two; whereas a combination of a
7










DNS, tu/l = 1.12
DNS, tu/l = 2.13
DNS, tu/l = 3.02
DNS, tu/l = 4.07
DNS, tu/l = 5.1
FIG. 3. Conditional diffusion. Asymmetric case.












Model, tu/l = 1.12
DNS, tu/l = 1.12
Model, tu/l = 2.13
DNS, tu/l = 2.13
Model, tu/l = 3.02
DNS, tu/l = 3.02
Model, tu/l = 4.05
DNS, tu/l = 4.05
Model, tu/l = 5.06
DNS, tu/l = 5.06
FIG. 4. Conditional dissipation. Symmetric case.
quadratic E(χ, t) and a linear D(χ, t) tends to relax any given
initial PDF to an asymptotic state with the given values of
skewness and kurtosis. However, it could be used when in-
formation about the final values of skewness and kurtosis is
known. Such information is not usually available, but if pro-
vided, one can develop a MonteCarlo process which, from any
given initial condition, will converge towards a PDF with the
given values of skewness and kurtosis.
Work will be done in non-normalized fluctuation stochastic
8












Model, tu/l = 1.12
DNS, tu/l = 1.12
Model, tu/l = 2.13
DNS, tu/l = 2.13
Model, tu/l = 3.02
DNS, tu/l = 3.02
Model, tu/l = 4.07
DNS, tu/l = 4.07
Model, tu/l = 5.1
DNS, tu/l = 5.1
FIG. 5. Conditional dissipation. Asymmetric case.












Model, tu/l = 1.12
DNS, tu/l = 1.12
Model, tu/l = 2.13
DNS, tu/l = 2.13
Model, tu/l = 3.02
DNS, tu/l = 3.02
Model, tu/l = 4.05
DNS, tu/l = 4.05
Model, tu/l = 5.06
DNS, tu/l = 5.06
FIG. 6. Scalar PDF. Symmetric case.
variables φ = σyχ . E(φ , t) will be given by





It is straightforward to check that E(φ , t) has been normalized
so that 〈E(φ , t)〉= 〈α|∇Y |2〉= σ2y 〈εX 〉.
The binomial Langevin model35 is given by the stochastic
equation
dφ =−〈εX 〉(1+ k)φ dt +
(
2k〈α|∇Y |2〉 f (φ)
)1/2
dWt (31)
where dWt is a Wiener process and f (φ) is a second order
polynomial in φ with unity mean value, 〈 f (φ)〉= 1, which be-
9












Model, tu/l = 1.12
DNS, tu/l = 1.12
Model, tu/l = 2.13
DNS, tu/l = 2.13
Model, tu/l = 3.02
DNS, tu/l = 3.02
Model, tu/l = 4.07
DNS, tu/l = 4.07
Model, tu/l = 5.1
DNS, tu/l = 5.1
FIG. 7. Scalar PDF. Asymmetric case.
comes zero at the physical boundaries of scalar fluctuations.
For instance: φ ∈ [−〈Y 〉,1− 〈Y 〉] when Y ∈ [0,1] is a con-
centration. In such a situation, Y ∈ [0,1], the function f (φ ) is
given by
f (φ) =
φminφmax− (φmin +φmax)φ +φ 2
φminφmax +σ2y
=
〈Y 〉(〈Y 〉−1)+(2〈Y 〉−1)φ +φ 2
〈Y 〉(〈Y 〉−1)+σ2y
. (32)
The binomial Langevin model, with a model constant k =
0.7, works well in situations where the expected asympoti-
cal statistics is Gaussian35 and has the nice property of cor-
responding to a Fokker-Planck process with zero diffusion at
the physical boundaries of the domain. It means that it is easy
to ensure the physical boundedness of the stochastic variables
since a Wiener process leading towards a boundary is more
and more reduced as it approaches the boundary. However, the
binomial Langevin model is not good in providing asymptotic
values of statistical moments which may be not near Gaussian
ones. The reason being that, as variance gets reduced, most of
the probability is concentrated close to the mean value where
f (φ) is almost flat as a function of φ . A perfect Gaussian
would be obtained if f (φ) were constant.
The idea in order to model situations where long time val-
ues of skewness and kurtosis are known and they are not Gaus-
sian is to keep eq. (31) and modify the function f (φ) with the
limitation that it has unity mean value. According to previous






However, such a function has the problem that it does not
guarantee boundedness and a truncation of scalar values
which move out of the physical boundaries is needed. This
problem is specially important when the PDF has spikes close
to the boundaries as it happens in the initial steps of evolution
from a double delta.
As a proof of concept, in this paper, f (φ) was taken as
the binomial version, eq. (32), for kurtosis less than its initial
value plus 0.65 and as the quasi-stationary version, eq. (33),
with the known values S =−0.15 and F = 3.78 for the asym-
metric scalar and S = 0 and F = 3.76 for the symmetric one.
The limiting value F = F0 + 0.65 was chosen because the
value of the PDF close to the physical boundaries had already
become almost zero by then and truncation errors were small.
An interpolation between both functions for values of kurtosis
close to F0 +0.65 would have provided a smoother transition,
but it was not tried to keep the model simple. When there is
high probability close to the boundaries, the model behaves
as the binomial Langevin with truncation error under control
and, when the probability close to the boundaries becomes
very low, the model behaves as a MonteCarlo process whose
asymptotical statistics tend towards the given skewness and
kurtosis.
In figure 8, results of the variance of the non-normalized
fluctuation scalar field, Y −〈Y 〉 = φ , are given for DNS and
for the model with two different samplings: N = 65536 and
N = 1024. Data are provided for the symmetric and the asym-
metric scalar. No big errors due to truncation appear.
In figure 9, results of the skewness of the asymmetric scalar
field are given for DNS and for the model with two different













FIG. 8. Scalar fluctuation variance. Symmetric (green) and asymmetric (red) cases. Comparison of DNS data with the model proposed with
two different samplings: N = 65536 and N = 1024 MonteCarlo particles.
sive, yet the evolution trend is captured.
In figure 10, results of the kurtosis are given for DNS and
for the model with two different samplings: N = 65536 and
N = 1024. Data are provided for the symmetric and the asym-
metric scalar. Results look much better than those of skewness
as it could be expected since even-order statistical moments
comply with quasi-stationarity better than odd-order statisti-
cal moments.
VI. DISCUSSION AND CONCLUSIONS
A merit of approximating the conditional dissipation by a
quadratic polynomial is that it captures accurately the PDF
behavior in a wide scalar range where the probability is high
making an analytic solution possible. Obviously, the approxi-
mation fails near the scalar bounds (the tails of the PDF), the
conditional diffusion being specially at odds with DNS results
there. In previous research7, the conditional diffusion was not
shown and its discrepancy with the numerical prediction was
not investigated.
As the PDF spans over an unbounded scalar range the an-
alytic solution disagrees with the numerical predictions. This
unboundedness is a reflection of the insufficiency of a sec-
ond order polynomial to approximate the conditional dissipa-
tion. This failure has been previously associated to models
not reflecting the migration of scalar bounds14. Obviously,
conditional dissipation must tend to zero at the extremal val-
ues where the first spatial derivative vanish. One of the prob-
lems is, that after some mixing evolution time, the initially
convex conditional dissipation becomes concave. A fourth or-
der polynomial is needed for a concave conditional dissipa-
tion in the high probability region to bend and vanish as the
real scalar bounds are approached, whereas a quadratic ap-
proximation causes the conditional dissipation to grow with
no limits away from the scalar mean.
The range of probable scalar values is realistically bounded
using a fourth order polynomial for the conditional dissipa-
tion rate. The latter implies including fifth and sixth order
scalar central moments, the super-skewness and the super-
kurtosis, to calculate the two extra coefficients of the polyno-
mial. These statistical parameters do determine the behavior
of the PDF tails, in the neighborhood of the two finite scalar










FIG. 9. Scalar skewness. Asymmetric case. Comparison of DNS data with the model proposed with two different samplings: N = 65536 and
N = 1024 MonteCarlo particles.
a fourth order approximation of the conditional dissipation,
apart from the polynomial coefficients.
A modification of the binomial Langevin model whose
asymptotic PDF may show a non-Gaussian behavior has been
developed. Nevertheless, this model would only be useful if
information about the final values of skewness and kurtosis
was previously available. The model drives the PDF towards
a state characterized by given skewness and kurtosis, yet it
cannot predict those given values.
As future work lines, one might consider: i) the use of third
and fourth order polynomial approximations for the condi-
tional diffusion and dissipation, respectively, as they would
guarantee a better behavior of these variables at the scalar
bounds; ii) An inert scalar field in decaying homogeneous tur-
bulence; iii) longer simulation times to check whether some
trend towards PDF Gaussian shapes finally emerges; iv) the
effect of nonlinear chemical source terms with constant and
variable densities; and v) the quasi-stationary properties of
scalar gradients.
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