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Abstract
The scope of the present thesis is the development of a Computational Fluid Dynam-
ics model to describe the multiphase flow inside a structured packing absorber for post-
combustion carbon capture. The work focuses mainly on two flow characteristics: the
interface tracking and the reactive mass transfer between the gas and the liquid. The in-
terface tracking brings the possibility of studying the liquid maldistribution phenomenon,
which strongly affects the mass transfer performance. The development of a user-defined
function to account for the reactive mass transfer between phases constitutes the second
major concept considered in this thesis.
Numerical models found in the literature are divided into three scales due to the cur-
rent computational capacity: small-, meso- and large-scale. Small-scale has usually dealt
with interface tracking in 2D computational domains. Meso-scale has usually been con-
sidered to assess the dry pressure drop performance of the packing (considering only the
gas phase). Large-scale studies the liquid distribution over the whole column assuming
that the structured packing behaves as a porous medium.
This thesis focuses on small- and meso-scale. The novelty of this work lies in expand-
ing the capabilities of the aforementioned scales. At small-scale, the interfacial tracking
is implemented in a 3D domain, instead of 2D. The user-defined function that describes
the reactive mass transfer of CO2 into the aqueous MEA solution is also included to as-
sess the influence of the liquid maldistribution on the mass transfer performance. At the
meso-scale, the Volume of Fluid method for interface tracking is included (instead of only
the gas phase) to describe flow characteristics such as the liquid hold-up, the interfacial
area and the mass transfer.
At the theoretical level, this model presents the particularity of including both a mass
and a momentum source term in the conservation equations. A comprehensive mathe-
matical development shows the influence of the mass source terms on the momentum
equation.
Keywords
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Chapter 1
Introduction
This chapter begins with a brief note on the concept of Carbon Capture and Storage (CCS)
and the description of the different technologies available with a special focus on amine-
based post-combustion CCS, which is the object of the present work. It also establishes
the main scope of the thesis, the elements of novelty therein, and the progress of the
research. The structure of the thesis, including a summary of each chapter follows. The
chapter closes with the list of the journal articles produced.
1.1 Carbon Capture and Storage
Several strategies are being currently developed to mitigate harmful emissions to the at-
mosphere: the use of renewable energies (biomass, geothermal, wind and tidal power,
hydraulic, etc.), the improvement of the efficiency of the current power generation sys-
tems, the change of the population habits and CCS [1]. At the present time, the latter
represents the most attractive option to reduce the carbon emissions to the atmosphere [2].
Renewable energies would be the final zero-emission solution, but these technologies are
still at an early stage of development and their costs cannot compete with conventional
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energy resources [3–5]. At the same time, the world’s population is rapidly increasing, as
well as the number of emerging economies. All this leads to a fast growth in the energy
demand around the globe. Currently, up to 85% of the global energy demand is provided
by fossil fuels and the forecasts are that this trend is going to continue in the forthcom-
ing decades due mainly to the abundance of fossil fuels, their high energy density and
the dependence of modern society economy on these energy resources [6–8]. The use of
fossil fuels yields large amounts of CO2 as waste product. Consequently, the CO2 con-
centration in the atmosphere has noticeably increased from 280 ppm at the beginning of
the industrial era (c. 1750) to 390 ppm (c. 2010) [9]. Although carbon dioxide is not the
greenhouse gas (GHG) with the highest global-warming potential (GWP), it constitutes
the largest amount of emissions compared to other GHGs, such as methane or hydrofluo-
rocarbons. With this scenario, and the fact that fossil fuels are going to continue playing
an important role in power generating in the foreseeable future (with carbon representing
30% of the total energy production), a prominent position is given to the development of
CCS in order to meet the UK target of reducing GHG emissions by 80% (at the 1990 base
level) in 2050 [10, 11].
CCS is the industrial process that deals with the separation of CO2 at large industrial
sources such as power plants, its transport by shipping or through pipelines and finally its
storage in convenient geological formations [12–14] or its use for Enhanced Oil Recovery
(EOR) [15, 17–21, 126].
Three different strategies exist in order to decrease carbon dioxide emissions into the
atmosphere: pre-, post-combustion carbon capture and oxy-fuel technology [22–24]. Pre-
combustion consists in the removal of carbon from the fuel before its combustion [25,26].
This process is based on the gasification of the fuel, which renders carbon dioxide and hy-
drogen as products. CO2 can be separated hereafter using physical absorption due to the
big CO2 partial pressure under these conditions. Pre-combustion CCS is normally inte-
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grated within IGCC power plants [27, 28]. In conventional combined cycles the residual
heat from the combustion, which otherwise would be emitted to the atmosphere, is used to
produce steam to run a turbine, hence providing extra power. At the same time, the syngas
produced during the gasification must undergo a cooling process before the separation of
its carbon dioxide, which produces an extra amount of steam the energy of which can also
be used to run the turbine. Hydrogen is burnt afterwards in the conventional way, resulting
in power and water, the latter being easily manageable [29]. Oxy-fuel technology consists
in burning the fuel in an almost pure oxygen atmosphere [30–32]. Cryogenic processes
are used to separate the oxygen from air, which results in a substantial energy penalty.
Such conditions in the combustion give a mixture of carbon dioxide and water as the sole
products of the reaction. Therefore, the CO2 can be simply removed by physical sepa-
ration processes such as condensation. The separation technology to be used is, in this
way, simpler than in pre- and post-combustion CCS since it does not require any chemical
solvent. Other advantages of this technology are the small size of the equipment and the
possibility of being retrofitted to existing power plants. Post-combustion carbon capture
involves the removal of carbon dioxide from the flue gas after the combustion has taken
place in the conventional way [33–42]. The most common post-combustion processes
are: adsorption, cryogenic separation, membrane absorption and physical and chemical
absorption. Adsorption consists in the attachment of the carbon dioxide molecules to the
surface of solid materials such as alumina or zeolites. MOFs are the latest advance in
this field [43–49]. However, the most common method for post-combustion remains the
reactive absorption by means of amine solutions. The amine scrubbing patent dates from
1930, but it was first evaluated in 1991, when it began replacing limestone slurry scrub-
bing. It is expected to become the main carbon capture emissions reduction technology
by 2030 [50].
A post-combustion facility consists of two columns: the absorber and the stripper, i.e.
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Figure 1.1: Schematic of an integrated NGCC and post-combustion CCS facility [51].
the latter also known as regenerator. Figure 1.1 shows a schematic of an integrated Nat-
ural Gas Combined Cycle (NGCC) power plant with post-combustion amine scrubbing,
where both columns and their auxiliary equipment can be observed. The absorber is filled
with either random or structured packing materials, the latter being preferred due to a
previously demonstrated smaller pressure loss and better separation efficiency compared
to random packings [52]. The flue gas coming from the combustion chamber is injected
through the bottom of the reactor whereas the aqueous amine solution is poured at the
top of the column. MEA (monoethanolamine, C2H7NO), MDEA (methyldiethanolamine,
C5H13NO2) and TEA (triethanolamine, C6H15NO3) are the most common chemicals used
for this purpose. Both phases, gas and liquid, run in counter-current configuration, com-
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ing into contact and giving way to an absorption process enhanced by the occurrence of
the chemical reaction. The output from the absorber is a CO2-rich amine solution and
a carbon-free flue gas ready to be emitted to the atmosphere. At this stage, the loaded
amine solution enters the stripper, where it is regenerated applying steam, which breaks
the weak bonds between the carbon dioxide and the amine. The regeneration of the sol-
vent accounts for between 60% and 80% of the total cost of post-combustion CCS by
chemical absorption and constitutes its main drawback [53, 54].
Despite the energy penalty, chemical absorption has a big potential to be applied for
carbon capture due to its maturity and its suitability to treat large amounts of flue gas
with a low carbon dioxide concentration as it happens in the case of NGCC power plants.
Proof of this is the opening of the Boundary Dam Integrated Carbon Capture and Storage
Demonstration, owned by SaskPower, in 2014. This project represents the first chemical
absorption CCS plant at industrial scale and, at the moment of its commissioning, it was
working at a capacity of 2300 tonnes/day of CO2, which were being pumped into Cenovus
Energy’s EOR pipeline in Saskatchewan (Canada) [55–58].
1.2 Thesis subject and objectives
The scope of the present thesis is to develop a CFD model capable of describing the key
parameters needed to characterise the reactive mass transfer that takes place between the
liquid and the gas phases within a post-combustion structured packing column for CCS.
The model will take into account both the mass transfer due to the absorption and the
kinetics of the CO2-MEA chemical system. Hydrodynamic features such as liquid hold-
up, effective area and pressure drop, which highly influence the absorption performance
of the process, will be also considered. Once the model is fully developed, it can be used
as a design tool in order to either select the most suitable packing for a particular column
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or to develop new geometries.
Multiphase flow occurs in a wide spectrum of industrial applications ranging from
spray drying, pneumatic transport, fluidised beds, free surface flows and in general any
kind of flow involving two or more immiscible fluids, which can also include solids. The
analysis of these multiphase flows can be tackled in three ways: by means of experimental
work, with theoretical equations or using numerical models. Occasionally, it is possible to
run tests with full industrial scale facilities but in most cases smaller size lab-scale devices
are used, making numerical and theoretical studies a necessity in order to complement
the analysis and to extrapolate the results to full scale. Models for multiphase flows are
normally used to analyse flow characteristics that cannot be assessed using experimental
techniques. In the case of chemical absorption in structured packings, numerical models
can be used to quantify aspects such as liquid film thickness and velocities, concentration
profiles of any particular chemical species within the liquid film, dry and wet pressure
drop of the packing, liquid holdup, liquid spreading and maldistribution and interfacial
area per unit volume of packing. All these features would be practically impossible to
analyse inserting probes into the experimental devices without interfering with the flow.
However, the current capacity of modern computers makes it impossible to capture
every detail of the flow in a single, full-scale simulation. The numerical study should be
then divided into three scales (e.g. small-, meso- and large-scale), the results of which can
be used to feed one another [59, 60]. A detailed description of the three scales approach
is given in Chapter 2, along with a specific analysis of their capabilities.
In this thesis, the numerical study of structured packing reactors will be also divided
into three scales to assess the aforementioned aspects of the flow. The model describes
the formation and evolution of a multicomponent liquid film over the solid wall of the
structured packing along with its interaction with the gas flow in terms of hydrodynamics
and chemical absorption. The commercial software ANSYS R© Fluent v.14.0 is used to
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run the simulations. A subroutine (i.e. also known as user-defined function or UDF)
written in C programming language is developed to account for the other specifics of
the flow that are not considered in the general code of the software. The main body
of the UDF is dedicated to the implementation of the mass source terms that describe
the mass transfer due to absorption first and the peculiarities of the CO2-MEA chemical
system after. Therefore, the reactive absorption of CO2 into the liquid solution is modelled
according to a particular rate of creation of mass per unit time and per unit volume in
each computational cell. The source terms are applied to the interface between the fluids,
being the component diffused into the bulk of the liquid after the absorption. Hereafter,
extra source terms are applied to account for the consumption of the reactants and the
creation of products of the chemical reaction between the carbon dioxide and the amine
solution. In addition, the UDF is further used to implement velocity profiles at the gas
inlet. The purpose of this is to avoid numerical instabilities caused by a sharp transition
in the velocity values at the interface cells.
The present thesis is therefore dedicated to the development of the UDF and the anal-
ysis of the subsequent results obtained by its application. Specially, the analysis of the
results will focus on the following aspects:
• The irregular development of the falling liquid film at small-scale (i.e. liquid mald-
istribution), giving place to the formation of droplets and rivulets that affect the
amount of solid area actually covered by the liquid phase.
• The creation/consumption of the reaction products/reactants, with special focus on
the evolution of the concentration profiles of the different species and the concen-
tration at outlet conditions.
• The correct representation of the tendencies describing the liquid hold-up and the
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interfacial area as a function of the liquid load over a section of commercial struc-
tured packing material.
• The interaction between the different parameters involved in the process: liquid
load, liquid viscosity, flow configuration, gas pressure, gas velocity, solid-liquid
contact angles, etc.
1.3 Elements of novelty
The present work aims at introducing the following new results regarding small- and
meso-scale CFD modelling:
• Regarding small-scale, a comprehensive literature survey has shown that the cur-
rent state of the modelling process of falling liquid films has a special focus on the
hydrodynamics. In most of the published work so far, the tracking of the interface
between the gas and the liquid phases is often restricted to 2D studies and even
a smaller amount of work is done regarding small 3D plane geometries that can-
not entirely feature the particularities of the flow within actual structured packing
materials. Regarding reactive mass transfer, a couple of papers have been found
dealing with the implementation of a generic second order reaction but restricted to
a 2D computational domain. This thesis extends the implementation of the reactive
absorption process to a 3D geometry, which makes it possible to further study the
effect of important features such as liquid maldistribution.
• At meso-scale, the articles found deal mainly with the pressure drop per unit length
of the column in real sections of structured packing material. The gas-liquid flow is
not relevant as the simulations do not track the interface between the fluids and its
implications, e.g. effect on the absorption performance. In this thesis, the tracking
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of the interface is extended to meso-scale, showing liquid maldistribution and liquid
hold-up.
• The present work also presents the novelty of including simultaneously both a mass
and a momentum source term in the conservation equations. The mathematical de-
velopment of the conservation equations solved in this work is included in Chapter
3. The conclusion is that the mass source term represents an additional source of
momentum in the Navier-Stokes equations.
• There is a lack of literature regarding systematic grid convergence studies for mul-
tiphase flow simulations. This thesis presents a grid convergence study based on
the Richardson extrapolation. Experimental data available in the literature for com-
parison and validation is scarce hence the importance of carrying out a systematic
grid convergence assessment that proves the reliability of the model.
In short, the current thesis aims at presenting an integral CFD analysis of the chem-
ical absorption process in an amine-based, post-combustion CCS facility with structured
packing columns; presenting some capabilities that have not been explored in the litera-
ture yet.
1.4 Progress of the research
The research began with the familiarisation with the CCS process, the technologies avail-
able and the kinetics of the reaction between the carbon dioxide and the amine solutions.
Regarding the modelling, the different strategies used hitherto and their limitations were
investigated (i.e. the three-scale strategy).
Some preliminary results were obtained using simple geometries, reproducing the
results already reported in the literature about the evolution of the wetted area as a function
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of the liquid load over a simple inclined metallic plate. The research followed with the
development of the UDF. A substantial effort was dedicated to the proper understanding
of the lying structure of a UDF and its macros. First of all, the non-reactive mass transfer
theory was implemented in the UDF, giving the possibility of analysing it as a function of
the liquid load and the wetted area. This analysis gave the first publishable results. The
study went on with a parametric analysis of the evolution of liquid films in 3D geometries
and the interaction with the surrounding gas phase. Thereupon, the reaction kinetics were
also studied and incorporated in the code with the appropriate simplifications. This part
of the study was focused on the obtention of the concentration profiles of the species
and the enhancement factors that result from the application of chemical absorption with
respect to non-reactive absorption. The parametric analysis and the implementation of the
reaction kinetics were worth two more publications that were effectively available to the
public in the middle and final months of 2014 respectively. Hereafter, the study proceeded
to meso-scale analysis, where also the Volume of Fluid (VOF) method was included to
track the interface between the fluids. This brought the possibility of studying features
of the flow that could not be analysed so far with the single-phase simulations found in
the literature. Such flow characteristics include the liquid hold-up and the amount of
contact area between both gas and the liquid phases. A simple analysis of non-reactive
mass transfer was also carried out using constant values for the mass source terms but the
simulations proved to be quite computationally expensive. The results were compiled in
another article.
Finally, during the PhD period, synergies with other research groups from across the
UK have been developed, fruit from an active networking activity and participation in the
UK CCS Research Centre meetings.
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1.5 Structure of the thesis
The thesis is organised in nine chapters and an appendix. The appendix shows the UDF
used to perform the calculations. The first four chapters present the foundations of the
thesis:
• Chapter 1 introduces the context of the PhD project, describing the technology of
amine-based post-combustion CCS. The chapter also highlights the objectives of
the project, its elements of novelty, the progress during the three years period of
the PhD. A list of the publications produced in this work is also given at the end of
Chapter 1.
• Chapter 2 constitutes the literature survey. The aforesaid three scales strategy for
the modelling of the structured packing column is further explained, showing the
results obtained by previous authors and identifying the gaps and limitations. The
chapter also presents a review of the different approaches found in the literature
to describe the kinetics of the reaction between the carbon dioxide and the amines
as well as other considerations that should be included in the UDF such as the
absorption theory and correlations used for the solubility and diffusivity of carbon
capture in water/amine mixtures.
• Chapter 3 develops the mathematics associated to the model. The chapter begins
with the derivation of the conservation equations used in this model, highlighting
the appearance of the additional momentum source term caused by the presence of
the reactive absorption mass source term. The chapter follows with the mathemati-
cal description of the mass source terms themselves and the pressure drop along the
column.
• Chapter 4 includes details on the verification and validation of the present model.
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Verification is assessed by means of a grid convergence study for several flow pa-
rameters such as velocity, pressure, film thickness and interfacial area. Validation
is carried out using experimental data available in the literature.
The following chapters present the results obtained with the model. They correspond
to the four journal papers that the present thesis has produced plus the conclusions and
final considerations:
• Chapter 5 focuses on the hydrodynamics at small-scale and also presents some re-
sults about non-reactive mass transfer. The interface tracking in a small metallic
inclined plate is shown and compared with the results reported in the literature in
terms of wetted area and velocity profiles. The effect of surface texture of the plate
and liquid viscosity on the wetted area is also assessed. Non-reactive mass transfer
is implemented and validated against theoretical and experimental correlations.
• Chapter 6 extends the results previously obtained regarding the non-reactive mass
transfer. It presents the influence of liquid viscosity, gas pressure, gas velocity, flow
configuration, plate textures and contact angles on the mass transfer rate.
• Chapter 7 includes the reactive mass transfer for the CO2-MEA in a 3D computa-
tional domain. It presents the results for the concentration profiles within the liquid
film and the quantification of the enhancement that the presence of the reaction
causes in the absorption rate.
• Chapter 8 focuses on meso-scale. Dry pressure calculations are obtained and com-
pared to those reported in the literature. The liquid phase is introduced afterwards
to assess the liquid hold-up and the effective area over the structured packing. The
effects of liquid viscosity and contact angle are also considered.
1.6. LIST OF PUBLICATIONS 13
• Chapter 9 presents the conclusions and the final considerations regarding the capa-
bilities of the application of CFD to structured packing columns. This final chapter
closes with the recommendations for future work.
1.6 List of publications
The research presented in this thesis has produced the following journal articles, which
correspond to the aforementioned chapters 4, 5, 6, and 7:
1. Sebastia-Saez, D., Gu, S., Ranganathan, P. and Papadikis, K. 2013. 3D modelling
of hydrodynamics and physical mass transfer characteristics of liquid film flows in
structured packing elements. International Journal of Greenhouse Gas Control, 19,
pp. 492–502.
2. Sebastia-Saez, D., Gu, S., Ranganathan, P. and Papadikis, K. 2014. Micro-scale
CFD study about the influence of operative parameters on physical mass trans-
fer within structured packing elements. International Journal of Greenhouse Gas
Control, 28, pp. 180–188.
3. Sebastia-Saez, D., Gu, S. and Ranganathan, P. 2014. Volume of fluid modelling of
the reactive mass transfer of CO2 into aqueous amine solutions in structured packed
elements at micro-scale. Energy Procedia, 63, pp. 1229–1242.
4. Sebastia-Saez, D., Gu, S., Ranganathan, P. and Papadikis, K. 2015. Micro-scale
CFD modelling of reactive mass transfer in falling liquid films within structured
packing materials. International Journal of Greenhouse Gas Control, 33, 40–50.
5. Sebastia-Saez, D., Gu, S., Ranganathan, P. and Papadikis, K. 2015. Meso-scale
CFD study of the dry pressure drop, liquid hold-up, interfacial area and mass trans-
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fer of structured packing materials. International Journal of Greenhouse Gas Con-
trol, 42, 388–399.
This work has also been presented at the International Conference of Greenhouse Gas
Technologies (GHGT-12), held in Austin (TX) from October 6th to 9th, 2014.
Chapter 2
Literature Review
This chapter presents a critical discussion about the previous studies found in the literature
regarding CFD applied to post-combustion CCS in order to find the potential gaps in the
research. Information about how to tackle the modelling is provided by discussing the
three scales approach, highlighting their capabilities and limitations.
Since one of the novelties of this work is to implement the reaction kinetics of the
CO2-MEA system and to study its association with liquid maldistribution, it is necessary
to discuss the different approaches found in the literature regarding the chemistry of re-
active amine absorption. Therefore, a review of the reaction kinetics studies found in the
literature is also given, emphasising on how to implement them on the CFD simulations.
2.1 Multiphase CFD modelling
Many examples of multiphase flows can be found in technological applications, including:
• Bubbly flow reactors: where bubbles are used to enhance the mixing of the reac-
tants. Other examples of this type of flow include distillation columns, heat transfer
problems (liquid getting in contact with a hot surface hence removing heat by phase
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change), or more technologically advanced applications such as reducing viscous
drag in marine vehicles.
• Droplet flow: such as those encountered in industrial dryers to produce powder
materials.
• Slug flow: which appear in the oil and gas industry. This type of flow contains large
gas bubbles and slugs of liquid with dispersed gas bubbles. The importance of its
study lies in the dangerous pressure variations that take place during its occurrence
and that can jeopardise the structural integrity of pipelines.
• Free-surface flows: where a clear interface between the fluids appears and its be-
haviour is the main aspect to study.
• Particle-laden flows: transport of solid particles within a gaseous phase. Examples
are pollutant dispersion analysis and aerosol deposition.
• Fluidised beds: in which a granular material is forced to acquire a dynamic fluid-
like behaviour. This type of flow is used in fluidised bed reactors, fluidised bed
combustion chambers, etc.
• Sedimentation: particles in suspension in a liquid phase that settle and remain
against the walls of the containing vessel. Sedimentation mechanisms include grav-
ity, centrifugal force, etc. Sedimentation in water treatment plants is a widespread
example.
Two approaches exist to tackle multiphase modelling: the Euler-Euler and the Euler-
Lagrange approach. In the Euler-Lagrange approach the Navier-Stokes equations are
solved for the continuous phase whereas a number of particles of the dispersed phase
are tracked, exchanging mass, momentum and energy with the continuous phase. This
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approach is not appropriate in general for any application in which the volume fraction of
the secondary phase cannot be omitted, i.e. such is the case of free-surface flows. On the
other hand, in the Euler-Euler approach the concept of volume fraction of the different
phases is introduced, which makes this approach suitable to track the interface between
the fluids involved. The volume fraction constitutes a field of scalar values in space and
time. The sum of the volume fraction of all the phases cannot be over one. Three different
Euler-Euler models can be used in CFD [61]:
• The VOF model [62] solves a single set of momentum and mass conservation equa-
tions which is shared by the fluids. The interface is tracked using an additional
transport equation for the volume fraction. This method is used when the tracking
of the interface is interesting as it is the case in the present thesis.
• The mixture model also treats the phases as interpenetrating continua and prescribes
relative velocities between the dispersed and the primary phase. This model is used
for particle-laden and bubbly flows with low loading.
• The Eulerian model solves a set of momentum and mass conservation equations for
each phase, coupling them with the interface exchange coefficients. The application
range of this model is similar to that of the mixture model, including also fluidised
beds and sedimentation.
The simulations performed in this thesis utilize the VOF method for the interface
tracking of the free-surface flow within amine scrubbers.
2.2 CFD modelling of structured packing absorbers
Although the expansion of the calculation power of modern computers has been remark-
able in the last decades, the three-scales strategy results from the incapability of current
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computers to perform simulations of the whole absorption column focusing on every rel-
evant detail of the flow. This strategy has already been applied in the literature [59, 60].
Figure 2.1: The three scales strategy for CFD modelling of structured packing materials
[59].
The three scales are summarised in Figure 2.1 and are defined as follows:
• Small-scale, which consists in small 2D or 3D computational domains, often in the
range of millimetres and up to about 10 centimetres. At this scale it is possible to
implement an interface tracking method without an excessive computational cost
due to the reduced size of the domain. Therefore, it is possible to describe the
interaction between phases, solving aspects such as liquid spreading and maldistri-
bution, liquid dragging phenomena or reactive mass transfer. Also the simplicity of
the geometry allows the user to implement a structured mesh, which considerably
reduces the required computational time.
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• Meso-scale models consist of a limited set of representative elementary units (REUs),
normally used to analyse dry pressure drop by means of single-phase simulations,
i.e. including only the gas phase. A small set of REUs presents the same dry
pressure drop per unit length as the entire column. This is used to assess the per-
formance of the structured packing in this regard. After the dry pressure drop is
obtained, the wet pressure drop can be calculated using correction factors that take
into account the effect of the presence of the liquid phase.
• Large-scale models simulate the entire reactor assuming that the structured packing
behaves as a porous medium with a high void fraction, i.e. with the porosity in the
range of 0.95–0.98, in terms of liquid spreading. Large-scale simulations can also
be used to study the influence of the different geometrical features such as liquid
distributors, walls, etc. on the gas flow patterns.
Finally, process simulations constitute the highest modelling scale, although out of the
purview of CFD methods. Process simulations are performed with specific software and
focus on the interaction between the different pieces of equipment in a chemical process
facility. The different devices are treated as a black box, where the output is calculated
as a function of a series of input data [63–72]. Thus, in process simulations, there is
no possibility of accessing any information about the characteristics of the internal flow,
making CFD a necessity in order to gain further insight on the phenomena that take place
inside the equipment.
A description of the CFD work done so far at the aforementioned different scales is
included in the following sections.
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2.2.1 Small-scale modelling
Small-scale modelling focuses mainly on tracking the interface between the fluids using
small computational domains. By doing so, important flow features like liquid hold-up
and the interaction between phases can be described with a high degree of detail, e.g.
influence of geometric surface texture, diffusion of species into the liquid film, formation
of droplets, waves and other liquid structures, etc [73–77]. The discussion of the literature
at small-scale that follows focuses first on the hydrodynamics and continues with the
reactive mass transfer.
The analysis of the hydrodynamics can be carried out with 2D or 3D simulations.
2D simulations offer the possibility of studying texture patterns on the solid surface and
the development of the falling liquid film, i.e. velocity profiles and liquid film thickness
can be assessed [78]. The liquid hold-up is hereafter calculated assuming that a perfectly
developed liquid film covers the entire surface of the packing. The liquid hold-up is
thus obtained multiplying the liquid film thickness from the simulations by the specific
area of the packing. 3D simulations extend the capabilities of 2D, allowing to assess the
formation of liquid irregularities (i.e. rivulets and droplets) that strongly influence the
amount of interfacial area and the absorption rate. The formation of liquid irregularities
within the liquid phase is known as liquid maldistribution and needs the tracking of the
interface to be assessed.
An attempt to use small-scale VOF simulations to determine the liquid hold-up on
structured packings was carried out by Raynal and Royon-Lebeaud [59]. The authors
consider a 2D computational domain with both a smooth wall and a wavy corrugation
pattern simulating the texture of the wall along which the falling liquid film is developed.
The two surface texture patterns used by the authors can be observed in Figure 2.2. The
fact that the liquid film thickness has the same order of magnitude as the amplitude of
2.2. CFD MODELLING OF STRUCTURED PACKING ABSORBERS 21
the texture in the walls, i.e. approximately 0.3 mm, brings the hypothesis that the texture
itself can heavily influence the development of the liquid film and the mass transfer [79].
Apart from the substantial increase in the computational resources that the VOF model
requires, the fact that a sufficiently fine mesh has to be applied in those areas of the domain
where important gradients are to be found, constitutes a justification of the three-scales
strategy. As a matter of fact, such degree of detail provided by a very refined mesh at the
vicinity of the wall could not be attained in meso- or large-scale domains.
Figure 2.2: Surface textures tested in 2D small-scale simulations: a) flat pattern and b)
wavy pattern [59].
The results obtained with the wall texture are in closer agreement with the experi-
mental values than the results for the smooth wall, whilst some discrepancy is still found
between both surface textures and the experiments. An analysis of the velocity field in-
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side the liquid film is also carried out, coming to the conclusion that recirculation zones
are generated at the valleys of the corrugation. This would explain, according to the au-
thors, the higher liquid hold-up obtained in the simulations with rough walls compared
to smooth walls, hence explaining the difference between them in terms of liquid hold-
up. The appearance of those recirculation zones suggests the occurrence of two different
components that added to one another result in the total liquid hold-up: the static and
the dynamic liquid hold-up. Later, Zakeri et al [80] also suggested the appearance of the
static and dynamic components. They defined the static liquid hold-up as the amount of
liquid phase that cannot be renewed with the flow since it remains stuck at corners and
dead spots.
The work from Raynal and Royon-Lebeaud [59] proves itself as a good tool to predict
the liquid hold-up. However, the 2D approximation used presents a clear disadvantage
since the geometry of the domain itself can vary depending on the cross-section con-
sidered on the packing. Secondly, 2D simulations use strict counter-current flow inside
the domain whereas a complicated combination of co- and counter-current flow regimes
actually takes place in a complex geometry such as a structured packing, with channels
forming a particular angle with the vertical and between confronted channels belonging
to different metallic sheets.
To avoid the drawbacks presented by 2D simulations, Zhang et al [81] studied the flow
in an entire channel. Although this study represents a good approximation to reality, it
does not take into account the entire geometry of a representative elementary unit (REU)
yet. The study is a first approximation to the development of an interface tracking model
at meso-scale, but still focuses on hydrodynamics, analysing liquid film thickness and
pressure drop and not considering the actual repeating pattern in the packing.
Other work at small-scale includes 3D VOF simulations of the liquid film formation
over an inclined metallic plate. For instance, Iso et al [82] reproduced the wetting regimes
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achieved in the experiments as a function of the liquid load. They conclude that the
amount of area of the plate covered by the liquid depends on the relationship between
gravity and the surface tension, which is known as the Weber number. Large values of
the Weber number result in a better liquid spreading whereas the interfacial area tends
to the minimum energy state when surface tension prevails over gravity, giving way to
the formation of round structures such as rivulets and droplets. Surface textures can help
the fluid avoiding channelling phenomena, increasing the amount of area available to
produce mass transfer. The authors, in this work, move from CFD analysis at small-scale
to an experiment on a pilot-scale absorption column in order to check whether or not the
assumption of including a particular texture on the surface of the packing could improve
the CO2 separation performance. The experiments confirmed the hypothesis of a better
absorption rate for the textured pattern.
The maldistribution phenomenon due to the prevalence of distortive forces over cohe-
sive forces is therefore one of the most important flow characteristics that can be observed
at 3D small-scale CFD simulations and then extrapolated to full-scale. A significant
amount of work has been found in the literature [83–87] dealing with the visualisation
of the irregular distribution of liquid within the plate by measuring the liquid hold-up and
the liquid spreading with gamma-ray, neutron radiography and X-ray tomography. The
occurrence of this phenomenon was also tested by Olujic´ and Jansen [88] , who support
the fact that surface tension is a key concept affecting proper liquid distribution over a
packing material. The effect of surface tension is emphasised in their work, concluding
that improving the wetting conditions enhances the mass transfer performance.
Small-scale numerical studies are mainly focused, as has been discussed, on the hy-
drodynamics and the tracking of the gas-liquid interface. However, small-scale presents
itself as an adequate technique to implement reactive absorption and to test its effects
inside the liquid film by contrast with the implementation of chemical reactions that has
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been already observed at large-scale [89]. As is discussed in a later section, at large
scale, it is possible to measure concentrations of a particular substance at the outlet and at
different cross-sections of the reactor whereas an implementation of chemical reactions
using the VOF method allows to reproduce the concentration profiles of a species along
the thickness of the liquid film, giving a higher degree of detail. Three attempts have
been made by Haroun et al [90, 91] and Haelssig et al [92] to describe the reactive mass
transfer of a gas species into liquid films but both papers are limited to 2D computational
domains, hence the impossibility of assessing the effect of liquid maldistribution. In their
work, the authors present an analysis of the concentration profiles within the liquid film
for a generic second order chemical reaction. The influence of the Hatta number and
the contact time between the phases is observed in the different results obtained for the
concentration profiles, distinguishing three regimes: one with an enhancement factor ap-
proximately equal to one, where the occurrence of the chemical reaction has no effect on
the absorption rate; a second regime with a behaviour comparable to a first order reaction,
hence the name pseudo-first order regime; and a third regime in which the enhancement
factor is higher than one but does not vary with the Hatta number anymore.
2.2.2 Meso-scale modelling
The analysis of the dry pressure drop in the packing has been the target of meso-scale
simulations as has been demonstrated that a reduced number of REUs presents the same
pressure drop per unit length than the whole column [93–100]. The pressure drop along
the absorber can be calculated with an expression analogous to the Darcy-Weisbach equa-
tion, i.e. pressure loss as a function of the kinetic energy of the gas and a proportionality
constant called friction factor. The friction factor is a property of the particular geometry
considered.
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Larachi et al [94] presented the different types or REUs that can be observed in Figure
2.3. The most used REU is the one shown in Figure 2.3a, which corresponds to the bulk
of the packing, being the others a representation of the geometries found near the column
walls, below the liquid distributor at the top part of the column, etc.
Figure 2.3: Different REUs used for meso-scale CFD analysis: a) Image of the MontzPak
B1-250.45 packing, b) packing schematic to show the situation of the different REUs, c)
entrance region, d) criss-crossing junction, e) and e’) interlayer transition f) channel-wall
transition [94].
Most of the work regarding pressure drop along the absorber has been experimental,
resulting in empirical correlations only applicable to a limited range of conditions. The
work reported in the literature is extensive in this regard [101–103]. Dry pressure drop
inside the packing can be obtained as the sum of two components: the drag component
and the friction component. The drag component is due to changes in the direction of
the flow near the column walls and in the transition area between two packing layers,
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which are rotated 90◦ with respect to each other. The friction component encompasses
the interaction between the different gas flows inside the triangular channels that form the
metallic sheets and the pressure loss caused by the friction with the packing walls. It is
believed that, in the case of packings with a specific area above 250 m2/m3, the frictional
force is the predominant component. Said et al [93] studied the pressure drop due to the
friction term in a reduced number of REUs. The main contribution of their work was to
establish a correlation for the pressure drop as a function of the dimensions of the packing
itself. The influence of several turbulence models was also assessed. Recently, Boccardo
et al [104] presented a new methodology that can be applied either for random packings
or catalytic beds, which the authors claim to be time and computationally more effective.
The geometry is reproduced with the open source computer graphics code BlenderT M.
This code allows the user to reproduce more complex geometries than using other tech-
niques such as microcomputer tomography or Scanning Electron Microscope (SEM). The
methodology is applied to the prediction of the void fraction inside the bed and the dry
pressure drop.
As a conclusion, meso-scale CFD work has focused on single-phase simulations to
reproduce the dry pressure performance of the packing. Figure 2.4 presents a typical dry
pressure vs. F-factor characteristic for a structured packing section. As is described in
the mathematical description, the dry pressure drop follows a law analogous to the Darcy-
Weisbach equation. The pressure drop is thus proportional to the kinetic energy of the gas,
i.e. the kinetic energy depends on the velocity squared. This fact justifies the non-linear
behaviour shown in Figure 2.4.
Empirical correlations and theoretical studies have been necessary a posteriori to get
information about the pressure drop that appears in the column under the presence of the
liquid phase, i.e. wet pressure conditions. Wet pressure drop is always higher than dry
pressure drop due to the presence of the liquid. The formation of the liquid film over the
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Figure 2.4: Example of dry pressure drop per unit length of column ∆P/z vs. gas superfi-
cial velocity uG,s in a structured packing column [93].
packing narrows the channels through which the gas flows inside the column, accelerating
it and resulting in a lower void fraction and an increased gas velocity. The procedure to
obtain the wet pressure drop from single-phase simulations reads as follows:
1. The curve of the dry pressure drop as a function of the F-factor is obtained. The
F-factor is the result of multiplying the squared root of the density by the velocity
of the gas.
2. The velocity of the gas is corrected by a factor that considers the presence of the
liquid. To be more specific, what this factor takes into account is the correction of
the void fraction due to the presence of the liquid. As a matter of fact, the void
fraction of the packing modified by the liquid hold-up appears in the correction
term. The liquid hold-up is the volume of liquid phase per unit volume of the
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structured packing.
3. After the velocity has been corrected, the same dry pressure graph can be used to
obtain the wet pressure drop by introducing the value of the corrected velocity.
The main source of error in the described procedure is the calculation of the liquid
hold-up. Normally, the liquid hold-up is obtained upon the assumption of a perfectly
formed liquid film over the packing, i.e. as the product of the liquid film thickness times
the specific area of the packing [105]. This assumption has been proven not to be accurate
enough as it will be analysed in Chapter 7. A new two-phase CFD model with interface
tracking, able to reproduce the magnitude of the liquid hold-up correctly, could save this
step and be used to predict the wet pressure drop.
Moreover, such a model could also be used to predict the loading conditions. The
loading conditions are the threshold beyond which the drag caused by the gas phase can
affect the behaviour of the liquid phase. Figure 2.5 represents a generic liquid hold-up vs.
gas phase velocity graph for a structured packing column. Before the loading conditions
are reached, the velocity of the gas does not affect the liquid hold-up, which is only a
function of the liquid load. Beyond the loading conditions, the increase on the shear
stress at the interface results in the liquid being hold inside the column, increasing the
liquid hold-up and the pressure drop according to an exponential law. In the graph, this is
represented with the range of values marked as loading region. The increase in the liquid
hold-up is exponential under those conditions. Finally, the drag caused by the gas phase
can totally impede the flow of the liquid, in what is called flooding conditions. In the
graph, this is represented by the horizontal line marked as hl,FL.
As a conclusion, with the aforementioned scenario, the gap in the research at meso-
scale is still to implement an interface tracking method able to reproduce the interfacial
area (i.e. contact area between both phases, in which the mass transfer process actually
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Figure 2.5: Liquid hold-up hL vs. adimensional superficial gas velocity ug/ug,FL. The
superficial gas velocity ug is adimensionalised using the value that causes flooding ug,FL
[80].
takes place), the liquid hold-up and the wet pressure drop. Such a modelling tool could be
applied to the optimisation of the existing packings and the research for new and improved
geometries. This gap in the research is intended to be investigated in Chapter 7, where
a meso-scale model with interface tracking is presented, allowing the user to visualise
liquid maldistribution over the packing and to calculate both the liquid hold-up and the
interfacial area per unit volume of packing.
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2.2.3 Large-scale modelling
As previously explained, liquid maldistribution constitutes one of the most important
characteristics to be studied regarding the performance of structured packing absorbers
since it directly affects pressure drop, which is one of the highest energy penalties in
post-combustion CCS facilities. The study of this characteristic has been mostly reserved
to small-scale simulations due to the fact that an interface tracking method can only be
implemented at this scale with a reasonable computational cost. In this work, the study
is extended to meso-scale, allowing the possibility of visualising the effect of gravity and
surface tension on the formation of liquid films in actual commercial geometries.
Liquid maldistribution can also be assessed with CFD simulations at large-scale. In
this direction, Fourati et al [106] expanded their study with gamma-ray tomography taking
a correlation used by Lappalainen et al [107–109] to predict the variation of the liquid
hold-up as a function of the viscosity. The authors implemented it in a Eulerian two-fluid
CFD model. Figure 2.6 shows the results obtained in the experimental work from the
authors [83]. Each horizontal series of images represents the liquid dispersion found in
cross sections of the packing at different heights. All the images in the figure are taken
for the same value of the liquid load and each horizontal series of images represents a
different value of the F-factor. The images on the left-hand side correspond to the top
section of the column whereas the images on the right-hand side correspond to those at
the bottom. It can be seen how the liquid is better distributed as it approaches the lowest
part of the column. In addition, it is also possible to see the heterogeneous distribution,
which gives an idea of the liquid maldistribution at the whole column scale.
As a conclusion, the agreement of their simulations with the experimental work is gen-
erally good but there is still some difference between them. In their discussion the authors
state that the distribution of the liquid within the packing is caused by two mechanisms:
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Figure 2.6: Visualisation of liquid maldistribution obtained with gamma-ray tomography
[83].
• Advection: in the model the value of the velocity used is volume-averaged and this
does not represent the reality with a good degree of accuracy, causing the difference
between the CFD model and the experiments.
• Capillarity: which cannot be properly represented in a porous medium. The in-
fluence of capillarity in the liquid dispersion is also acknowledged by Soulaine et
al [110], who also developed a 3D porous medium model to study the dispersion of
liquid over the structured packing. Capillarity effects are more pronounced in the
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area surrounding the contact points between the metallic sheets. This was proved
by Alekseenko et al [111], who used optic fibre sensors to measure the liquid film
thickness inside the packing and discovered the formation of menisci near the con-
tact points, which are the origin of the redistribution of liquid over the channels.
This effect at the contact points cannot be represented in a porous medium simu-
lation hence loosing the representation of this effect. The capillarity analysis also
reinforces the need of including not only one metallic sheet but more than one in
the computational domain at meso-scale to reproduce the effect of the contact points
between sheets in the numerical studies.
The research reported at large-scale shows the importance of the liquid maldistribution
phenomenon and suggests the need to develop models at lower scales in order to study it.
2.2.4 Interconnection between scales
The different scales are not exclusive. The last published studies have been devoted to
connecting them, hence expanding their capabilities [112–114]. In this direction Pham
et al [115] and Asendrych et al [116] developed a large-scale model to analyse porous
resistance and liquid dispersion including reactive mass transfer inside the liquid phase.
The authors also include an estimation of the wet pressure drop per unit length in the
absorber as a function of the F-factor. Liquid hold-up vs. liquid load along the porous
medium is also represented and compared against experimental data with a high degree
of accuracy. Regarding reactive mass transfer, the model is able to reproduce the con-
centration of CO2 in the gas phase along the reactor and the concentration at the outlet
with a high degree of certainty. Their work constitutes, in this way, a valuable approxi-
mation to an integral model of the gas-liquid flow inside the absorber, integrating features
that were initially reserved to lower scales in the literature. Therefore, the capabilities
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of large-scale modelling are expanded in this paper but it can still be noticed that some
details like the concentration profiles within the liquid film or the distribution of the liquid
over the metallic walls of the packing cannot be reached with this approach mainly due
to the fact that the geometry of the packing material is approximated to a porous medium
and does not include the actual geometry. Small-scale simulations are, consequently, still
necessary to assess aspects such as liquid film development and its interaction with the
surrounding gas phase.
Another example of interconnection between scales has been presented by Haroun
et al [117], who managed to track the interface between fluids using the VOF method
on a metallic sheet of MontzPak B1-250. The authors reproduce experimental results
concerning the gas-liquid interface tracking, interfacial area and film thickness in a limited
set of REUs of the commercial packing. This constitutes a substantial improvement with
respect to previous studies at meso-scale, which focused only in dry pressure calculations.
Finally, the authors use their model to analyse the influence of contact angles on the
interfacial area. The contact angles are used to mimic the effect of surface roughness and
textures on the packing wall. However, in this study, the liquid film falls along only one
sheet of the structured packing whereas in a real case, the metallic sheets are confronted,
with their channels forming a 90◦ angle between them. This results in the appearance
of contacting points between the metallic sheets that strongly influence the development
of the liquid flow inside the structured packing. Despite this, the model reproduces the
variation of interfacial area with the liquid load, which is validated against experimental
results presented by Tsai et al [118].
Process simulations can also be linked to CFD in order to get a comprehensive de-
scription of CCS facilities. The work of Brinkmann et al [119], Fei et al [120], and Edge
et al [121] deal with this co-simulation approach.
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2.3 Reactive mass transfer into a falling liquid film
This section is dedicated to the review of the different aspects relevant for the development
of the present CFD model. This section will be divided in two subsections: one regarding
the absorption mass transfer and another one reserved to the reaction kinetics:
• Absorption mass transfer: first of all the different theories for interfacial mass trans-
fer are discussed and the choice is justified by its suitability to be easily coded on a
UDF.
• Reaction kinetics: there is some controversy among the scientific community about
the correct description of the kinetics of the CO2-MEA chemical system. Between
the two more widespread mechanisms, the choice is done so that the minimum
number of species is implemented in the model, hence reducing the computational
load.
The review of these aspects is also based on how to implement them on the UDF.
2.3.1 Mass transfer
Different approaches have been reported in the literature for the description of the inter-
facial mass transfer that takes place during the absorption process. All of them assume
unidirectional diffusion. The most utilised option in CFD modelling studies has been the
penetration theory due to its suitability to describe transient systems:
• The two-film model [122]
This model is based on the assumption that a stagnant film with a finite thick-
ness exists at both sides of the interface, for the liquid and the gas, respectively.
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Mass transport takes place under steady state conditions within this film via diffu-
sion mechanisms whereas convection is considered to be negligible. Outside the
film complete mixing of the species occurs, eliminating any concentration gradient
within.
• The penetration theory [123]
This theory assumes that the diffusion of the gas into the film is an unsteady process
by virtue of the random motion of the solute molecules. This theory seems suitable
to be adapted to the present simulations due to the fact that the mass transfer is
described as a transient process.
• The surface renewal model [124]
This model was presented as an extension for Higbie’s penetration theory and the
main difference lies in the fact that the contact time is not the same at every moment
but it follows a particular distribution function. Perlmutter [125] reviewed this the-
ory taking into account eddy residence time distributions and other aspects such as
transient interfaces, changes in the value of the diffusivity near the interface, dead
zones in which local laminar flows are developed and multiple capacitance effects.
Higbie’s penetration theory remains the most accepted theory among CFD models for
mass transfer processes and will also be used to carry out the present work.
Although some authors state that the change in the solubility with the concentration
of MEA in the aqueous solution can be neglected [126], some models have been reported
in the literature to calculate it accurately. The solubility of any gas into a liquid is calcu-
lated using Henry’s law, which states that the maximum concentration of the gas species
within the liquid phase when the VLE conditions are reached is proportional to the partial
pressure of the gas species in the bulk of the gas phase. The proportionality constant is
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called Henry’s law constant and its calculation for carbon dioxide into aqueous mixtures
of alkanolamines has been widely investigated in the literature [127–136], in most of the
cases using the N2O analogy. This analogy is based on the fact that, since carbon diox-
ide reacts with the liquid solution, its solubility cannot be directly measured without the
inherent error posed by the mass transfer enhancement that the chemical reaction causes.
Hence, the solubility of a similar inert molecule needs to be calculated and the results
need to be extrapolated to the original molecule of interest. Some authors are critical
with this strategy, though. Monteiro and Svendsen [137] state that “there is no sound
evidence in literature that the ratios of the solubility of N2O to that of CO2 in water can
be used for correlating the solubilities of the two gases in systems of industrial interest for
post-combustion carbon capture" and that the ratio may be restricted to aqueous solutions
much more diluted than the ones used at industrial scale, i.e. the reference case and the
most widely studied is 5 M MEA solution (30% wt.). However, the N2O analogy is still
extensively used by authors to investigate solubility.
Penttilä et al [138] present in their work an exhaustive correlation that encompasses
both binary and tertiary amine solutions of particular interest for CCS applications. Mea-
surements of the solubility of carbon dioxide in amine solutions have been focused on
limited values of temperature and amine concentration in the literature. The authors ex-
tended the temperature range to up to 393 K, at which the regeneration of the amine
occurs in the stripper. Such an extension of the temperature range was needed in order
to encompass all the temperatures encountered in a post-combustion CCS facility and not
only in the absorber. The MEA concentrations go up to 45% wt., which also covers the
operating range of concentrations. The correlation presented by Penttilä et al [138] is
used in the present work to calculate the solubility of carbon dioxide in aqueous amine
solutions whereas the Wilke-Chang equation is used to obtain the values of the diffusivity.
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2.3.2 Reaction kinetics
The concept of reactive absorption was developed early in the XXth century (c. 1930) to
remove acidic gases from waste gas effluents using amines, hence it is a mature technol-
ogy that can, furthermore, be retrofitted to existing power plants at a small extra cost [50].
The advantage presented by reactive absorption lies in the fact that the existence of the
chemical reaction enhances the absorption process, making it suitable to treat gas streams
with a low concentration of CO2 such as those that result from the combustion of fossil
fuels. Although screening of new substances to improve the reactive absorption of CO2
is an open field and new solvents are continuously being investigated [139–143], aqueous
solutions of alkanolamines are considered as an especially attractive option [144–146].
Monoethanolamine (MEA) is widely used as the reference to compare new mixtures and
solvents [6].
The CO2-MEA chemical system consists of a sequence of finite rate and instantaneous
reactions in which the combination of MEA with carbon dioxide to form a carbamate is
considered as the controlling step of the system. This carbamate holds the carbon within
the liquid solution, which is regenerated in the stripper to retrieve the pure CO2. Although
a detailed knowledge of the reaction mechanism is needed in order to allow designing
more efficient absorbers, there is still some controversy about the exact steps that take
place during the formation of the carbamate. This affects the CFD modelling due to
the fact that the computational time is altered by the number of species being involved.
Therefore, from the CFD modelling point of view it is more interesting to condensate
the chemistry of the system in the lowest possible number of reactions. Currently, two
different reaction mechanisms are being considered in the literature:
• The zwitterion mechanism was first introduced by Caplow [147] and reviewed later
by Danckwerts [124]. This mechanism is based on the existence of an intermediate
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step in which a dipolar molecule called zwitterion is formed. Subsequently, the
zwitterion is deprotonated by a base, which can be either water, or the hydroxyl ion
or the amine itself. The following reactions describe the formation, i.e. equation
(2.1), and the deprotonation of the zwitterion to give the carbamate, i.e. equation
(2.2). Both reactions can be expressed as
CO2 +RNH2←−→ RNH2+COO−, (2.1)
and
RNH2+COO−+B←−→ RNHCOO−+BH+. (2.2)
• The termolecular single-step mechanism skips the intermediate step by which the
formation of the zwitterion takes place [148]. Therefore, the chemical reaction can
be written as
CO2 +H2O+ RNH2←−→ RNHCOO−+H3O+. (2.3)
The zwitterion mechanism has been widely accepted [149–151] since it was first put
forward in 1968. Xie et al [152] indicated that none of the experiments carried out up to
that date had detected the presence of such molecule. However, they concluded that their
results are in accordance to the presence of a two-step reaction to form the carbamate,
with the middle step being the formation of a zwitterion, giving experimental evidence of
its existence. Han et al [151] also back the hypothesis of the existence of the zwitterion.
Veersteg et al [153] support the hypothesis of the formation of the zwitterion, in which
the first step of the reaction, i.e. equation (2.1), would be the limiting step of the system.
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Conversely, the direct mechanism has been supported by experimental evidence given by
da Silva and Svendsen [154] and Aboudheir et al [155] whose experimental data do not
reveal the existence of any zwitterion whatsoever.
Some controversy is also found regarding the order of the reaction. In the work of da
Silva and Svendsen [154] suggested third order kinetics whereas Xie et al [152] establish
that a first order mechanism is the most accepted among the scientific community. Veer-
steg et al [153] defends the second order approximation. Therefore, it seems that the only
consensus is that the reaction leads to the final formation of a carbamate.
In this work, the direct single-step approximation is used since the objective is to study
the overall rate of absorption of CO2 rather than the intermediate steps of the chemical
system. The chemical reaction as it appears in the work published by Kale et al [156] is
used in the present simulations. According to the authors, the chemical system consists
of two finite rate reactions and five instantaneous reactions. Only finite rate reactions can
be modelled with UDF source terms whereas the concentrations of the species involved
at equilibrium should be previously introduced at the liquid inlet boundary conditions to
take into account the instantaneous reactions. The two finite-rate reactions considered by
these authors as
CO2 +OH−←−→ HCO3−, (2.4)
and
CO2 +MEA+H2O←−→MEACOO−+H3O+. (2.5)
In the reaction (2.4), a carbon dioxide molecule reacts with a hydroxide ion to form
a bicarbonate ion. Reaction (2.5) is the carbamate formation, in which carbon dioxide
reacts with the monoethanolamine to form the carbamate after its deprotonation. The
proton from the zwitterion is attached to a water molecule forming a hydronium ion.
The carbamate formation reaction is the controlling step due to its fast kinetics com-
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pared to the bicarbonate formation. The system can be described as following second
order kinetics [157]. Therefore, the carbamate formation reaction is implemented in the
source terms of the present simulations.
As was mentioned before, the existence of the chemical reaction results in an enhanced
overall mass transfer rate from the gas to the liquid phase. The consumption of the solute
helps keeping a high value of the concentration gradient of that particular species between
the bulk of the liquid and the saturation value. This greater difference in the concentration
gradient results in an increased mass transfer rate. Plus, the mass transfer rate increases
with the velocity of the reaction. The enhancement factor measures the difference in the
absorption rate with and without chemical reaction [158–160]. The enhancement factor
can also be expressed as a function of the Hatta number, which quantifies the relation-
ship between the reaction rate and the mass transfer coefficient. Figure 2.7 shows the
relationship between the enhancement factor and the Hatta number.
Three different regimes can be distinguished in the graph depending on the value of
the Hatta number, which also affects the necessity for a finer computational mesh within
the liquid film in order to capture the concentration gradients [161]:
• The reaction is slow when the Hatta number presents values lower than one. In this
case there is enough time for the solute to be diffused into the liquid film once it
has been absorbed. Under this assumption, the chemical reaction takes place within
the entire liquid film thickness. The concentration gradient between the bulk liquid
phase and the saturation conditions, i.e. at the interface, is kept to a minimum and
no improvement in the absorption rate appears, which translates in enhancement
factors close or slightly bigger than one.
• An intermediately fast reaction occurs when the Hatta number presents higher val-
ues. In this case, the reaction is fast enough to provide an enhancement in the
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Figure 2.7: Enhancement factor E vs. Hatta number Ha for a generic second order chem-
ical reaction. The parameter Ei denotes the enhancement factor for an instantaneous re-
action [91].
absorption rate. The system follows the pseudo-first order reaction regime in which
the value of the enhancement factor can be approximated to the Hatta number. The
range of values of the Hatta number for this stage goes from 1 to a value that de-
pends on the theoretical enhancement factor for an instantaneous irreversible reac-
tion, i.e. Ei in Figure 2.7. In the CO2-MEA system, the latter is a function of the
difference in concentration between the monoethanolamine and the carbon dioxide.
• A very fast or instantaneous reaction takes place if the Hatta number keeps aug-
menting. Under these conditions the chemical reaction is so fast that there is no
time for the solute to be diffused into the bulk of the liquid as it is consumed as
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soon as it penetrates into the liquid. Therefore, the reaction takes place only at the
gas-liquid interface. If the concentration of the amine is very high, i.e. as is the
case in industrial applications such as CCS, compared to the value of the solubility
of the solute in the aqueous solution, the reaction also presents a pseudo-first or-
der behaviour, hence fast pseudo-first order [162]. If that is not the case then the
enhancement factor is not a function of the Hatta number anymore but presents a
constant value due to the depletion of the alkanolamine.
The CO2-MEA chemical system represented in the present thesis follows the be-
haviour explained in the third bullet point, i.e. fast pseudo-first order. The fact that the
chemical reaction takes place only at the vicinity of the interface will be used to check the
coherence of the model.
Chapter 3
Mathematical Theory
The mathematical theory that describes the modelling of the multiphase flow inside struc-
tured packing columns is presented in this chapter. The discussion begins with a short
note about CFD and follows with the derivation of the mass and momentum conservation
equations that govern the present model. This work presents the novelty of combining
both a momentum source term describing surface tension and a mass source term de-
scribing reactive mass absorption. The conservation equations are combined into a single
equation that governs the multiphase flow with reactive absorption, highlighting the influ-
ence of the mass source term on the momentum conservation equation. Further down, the
chapter deals with the theoretical development of the mass source terms, the description
of the reaction kinetics, the solubility, and the diffusivity of the CO2-MEA chemical sys-
tem. Finally, the chapter closes with the equations that describe the pressure drop inside
the absorber.
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3.1 Computational Fluid Dynamics
CFD is the use of applied mathematics and computer codes to obtain the velocity and
pressure fields that describe any flow. Additional software, i.e. a post-processor, is used
afterwards to visualise the characteristics of the flow obtained with the solver. CFD ap-
plies computing algorithms to solve the Navier-Stokes equations numerically. An al-
ternative CFD technique that is gaining popularity nowadays is the Lattice-Boltzmann
method (LBM). LBM solves the discretised form of the Boltzmann equation instead of
the Navier-Stokes equations. Despite the increasing popularity of the LBM method, it
presents some limitations when applied to some particular types of flow such as those
with high Mach numbers and multiphase problems [163]. With this scenario, LBM is
discarded for the application in the present thesis due to its limitations to treat multiphase
flows. Instead, the simulations discussed in this work are performed using the commer-
cial software ANSYS R© Fluent v14.0, which solves the Navier-Stokes equations. Three
different techniques exist for the discretisation of the conservation equations for mass and
momentum: the finite difference method (FDM), the finite volume method (FVM) and
the finite element method (FEM). The most widely used method to solve fluid dynamics
problems is the FVM technique. The FVM method is thus used in the present thesis.
Multiphase flows are at the forefront of the CFD research nowadays. Most of the re-
search is focused on the development of accurate techniques to track the interface between
fluids in an accurate manner. With the introduction of supercomputers in the 1960s and
their ulterior development, it has been possible to solve more complicated problems. This
work is intended to be one more step in the exploration of the capabilities of applying
CFD and interface tracking techniques to free-surface flows with chemical absorption.
The present model uses the VOF method as the interface tracking technique to solving
the multiphase flow inside a post-combustion CCS absorber. In this method a single set
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of mass and momentum equations is discretised according to the aforementioned FVM
method and subsequently solved simultaneously for all the fluids involved. Accordingly,
all the fluids share the velocity and the pressure fields obtained.
In order to accomplish the interface tracking, the VOF method introduces an additional
variable called volume fraction α , which is a scalar function that denotes the membership
of a particular computational cell to a certain subset, i.e. each subset constitutes each of
the phases involved, within the numerical domain. The position of the interface can thus
be tracked by solving an additional transport equation for the volume fraction of the ith
phase which can be written as
∂αi
∂ t
+~v ·∇αi = 0, (3.1)
where αi is the volume fraction of the ith phase, and~v is the velocity vector. The primary
phase needs to be defined in the set-up of the simulation. The continuity equation is solved
for the rest of the phases present in the case. The volume fraction of the primary phase is
thus computed by difference, taking into account that the sum of the volume fraction of
the N phases in each particular computational cell has to be equal to one as
N
∑
i
αi = 1. (3.2)
Two phases are defined in the present simulations: the liquid phase, i.e. an aqueous
MEA solution, and a gas phase containing CO2. The gas phase is set as the primary phase.
Once the volume fraction field is obtained, a value of zero means that the cell belongs
to the gas phase whereas a value of one means that the cell is occupied by the liquid
phase. Subsequently, cells whose volume fraction lies between 0 and 1 correspond to the
interface. Although widely used in the literature, this treatment, in which the interface is
formed by a finite number of cells, constitutes a source of error. The reason is that the
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interface is a progressive zone where the volume fraction adopts a continuum of values
and not a discontinuity as it happens in reality. Mesh refining methods such as the one
introduced by Cooke et al [164] are needed in the vicinity of the interface in order to
approximate the solution as much as possible to the actual discontinuous behaviour found
in nature.
Once the volume fraction is computed in each cell, its value is used to determine the
averaged values of the material properties. Therefore, the density ρ and the dynamic
viscosity µ are computed as
ρ = ρlαl +ρgαg, (3.3)
and
µ = µlαl +µgαg. (3.4)
After the obtention of the volume fraction field, the next step is the reconstruction of
the interface, which is accomplished in this model using the Geometric-Reconstruction
method [165–167].
3.2 Mass and momentum conservation equations
The mass and momentum equations that govern the model are derived in this section. The
present model presents the novelty of combining both a momentum and a mass source
term in the same set of conservation equations. This, combined with the use of the VOF
method, results in the acceleration of the differential volume being a function of the mass
source term. A comprehensive derivation of the conservation equations is shown in this
section to highlight this feature.
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3.2.1 Mass conservation equation
The mass conservation equation is derived considering the mass balance in a differential
volume dV defined by a particular value of the density ρ = f
(
~r, t
)
and the velocity vector
~v at the centre of the volume (Figure 3.1) according to
~v = u~i+ v~j+w~k. (3.5)
Figure 3.1: Mass flux through a differential volume dV .
In the x-axis the mass flow rate m˙ leaving the differential volume is obtained as the
mass flux at the cube face times the area of the face. The mass flow rate at the face is cal-
culated from the value at the centre of the differential volume using the Taylor expansion
series as
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m˙out put,x =
[(
ρu
)
+
∂
(
ρu
)
∂x
∂x
2
]
∂y∂ z. (3.6)
In a similar way the mass flow rate entering the differential volume is described as
m˙input,x =
[(
ρu
)− ∂(ρu)
∂x
∂x
2
]
∂y∂ z. (3.7)
Analogously, for the y-axis the expressions are
m˙out put,y =
[(
ρv
)
+
∂
(
ρv
)
∂y
∂y
2
]
∂x∂ z, (3.8)
and
m˙input,y =
[(
ρv
)− ∂(ρv)
∂y
∂y
2
]
∂x∂ z. (3.9)
For the z-axis, the mass output and input read, respectively,
m˙out put,z =
[(
ρw
)
+
∂
(
ρw
)
∂ z
∂ z
2
]
∂x∂y, (3.10)
and
m˙input,z =
[
(ρw)− ∂ (ρw)
∂ z
∂ z
2
]
∂x∂y. (3.11)
Finally, the complete mass balance in the differential volume states that the accumu-
lation of mass equals the difference between mass input and output plus the contribution
from any mass source Smass as
∂ρ
∂ t
= m˙input− m˙out put +Smass. (3.12)
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Inserting equations (3.6) through (3.11) into (3.12) and rearranging we obtain
∂ρ
∂ t
+
[
∂ (ρu)
∂x
+
∂ (ρv)
∂y
+
∂ (ρw)
∂ z
]
= Smass, (3.13)
where the mass source term accounts for the mass created per unit time and per unit
volume due to the reactive absorption process. The equation (3.13) can be rewritten using
vector notation as
∂ρ
∂ t
+∇ · (ρ~v)= Smass. (3.14)
The present model uses the VOF method to solve the tracking of the interface. Since
the VOF method solves the same set of mass and momentum conservation equations for
both fluids, the density and the viscosity are not constant throughout the domain despite
the fact that two incompressible fluids are analysed. Instead, the physical properties are
a function of the volume fraction and are calculated using the equations (3.3) and (3.4).
Consequently, the divergence of the mass flux can be further developed according to:
∇ · (ρ~v) = ρ ∂u
∂x
+u
∂ρ
∂x
+ρ
∂v
∂y
+ v
∂ρ
∂y
+ρ
∂w
∂ z
+w
∂ρ
∂ z
. (3.15)
Introducing equation (3.15) into the mass balance equation (3.14) yields
∂ρ
∂ t
+ρ
∂u
∂x
+u
∂ρ
∂x
+ρ
∂v
∂y
+ v
∂ρ
∂y
+ρ
∂w
∂ z
+w
∂ρ
∂ z
= Smass, (3.16)
whose terms can be rearranged to give
∂ρ
∂ t
+ρ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂ z
)
+
(
u
∂ρ
∂x
+ v
∂ρ
∂y
+w
∂ρ
∂ z
)
= Smass. (3.17)
Using the definition of material derivative the final form of the mass conservation
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equation solved in the present model is
Dρ
Dt
+ρ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂ z
)
= Smass. (3.18)
Or using vector notation,
Dρ
Dt
+ρ
(
∇ ·~v)= Smass. (3.19)
The last expression (3.19) is combined with the momentum conservation equation in
the following section 3.2.2. As will be seen, the mass source term also contributes to the
momentum balance over the differential volume.
3.2.2 Momentum conservation equation
The momentum conservation equation results from applying Newton’s second law of mo-
tion to the differential volume of fluid. The sum of all the forces acting on the differential
volume must equal the material derivative of linear momentum of the differential volume
according to
∑
(
~Fbody +~Fsur f ace +~Fadditional
)
=
D
(
~vdm
)
Dt
, (3.20)
where gravity is included as the only body force ~Fbody. The additional term ~Fadditional
accounts for the surface tension, which is included as a momentum source term.
For a Newtonian, incompressible fluid, the Cauchy stress tensor is used to calculate
the surface forces ~Fsur f ace. Pressure and viscous stresses are considered (Figure 3.2) as
shown in the following equation
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
σxx τxy τxz
τyx σyy τyz
τzx τzy σzz
=

−p 0 0
0 −p 0
0 0 −p
 +µ
(
∇~v+∇~vT
)
, (3.21)
with the viscous stress tensor being
∇~v = ∇~vT =

∂u
∂x
1
2
(
∂u
∂y +
∂v
∂x
)
1
2
(
∂u
∂ z +
∂w
∂x
)
1
2
(
∂u
∂y +
∂v
∂x
)
∂v
∂y
1
2
(
∂v
∂ z +
∂w
∂y
)
1
2
(
∂u
∂ z +
∂w
∂x
)
1
2
(
∂v
∂ z +
∂w
∂y
)
∂w
∂ z
 . (3.22)
Figure 3.2: Cauchy stress tensor.
The surface forces can be obtained from the values of the stresses at the centre of the
differential volume using Taylor expansion series. For instance, for the normal force in
the positive x-direction is
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~F+xx =
(
σxx +
∂σxx
∂x
∂x
2
)
∂y∂ z, (3.23)
and in the negative direction is
~F−xx =
(
σxx− ∂σxx∂x
∂x
2
)
∂y∂ z. (3.24)
Therefore, balancing the normal surface forces in the x direction we obtain
~F+xx −~F−xx =
∂σxx
∂x
∂x∂y∂ z. (3.25)
Analogously, for the rest of normal and tangential forces acting on the differential
volume the expressions are
~F+yy −~F−yy =
∂σyy
∂y
∂x∂y∂ z, (3.26)
~F+zz −~F−zz =
∂σzz
∂ z
∂x∂y∂ z, (3.27)
~F+xy −~F−xy =
∂τxy
∂x
∂x∂y∂ z, (3.28)
~F+yx −~F−yx =
∂τyx
∂y
∂x∂y∂ z, (3.29)
~F+xz −~F−xz =
∂τxy
∂x
∂x∂y∂ z, (3.30)
~F+zx −~F−zx =
∂τzx
∂ z
∂x∂y∂ z, (3.31)
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~F+yz −~F−yz =
∂τyz
∂y
∂x∂y∂ z, (3.32)
and
~F+zy −~F−zy =
∂τzy
∂ z
∂x∂y∂ z. (3.33)
Taking the partial derivatives of the surface stresses, and combining with equations
(3.21) and (3.22) the following expressions are obtained
∂σxx
∂x
=
(
− ∂ p
∂x
+2µ
∂ 2u
∂x2
+2
∂µ
∂x
∂u
∂x
)
, (3.34)
∂σyy
∂y
=
(
− ∂ p
∂y
+2µ
∂ 2v
∂y2
+2
∂µ
∂y
∂v
∂y
)
, (3.35)
∂σzz
∂ z
=
(
− ∂ p
∂ z
+2µ
∂ 2w
∂ z2
+2
∂µ
∂ z
∂w
∂ z
)
, (3.36)
∂τxy
∂x
=
[
∂µ
∂x
(
∂u
∂y
+
∂v
∂x
)
+µ
(
∂ 2u
∂x∂y
+
∂ 2v
∂x2
)]
, (3.37)
∂τyx
∂y
=
[
∂µ
∂y
(
∂u
∂y
+
∂v
∂x
)
+µ
(
∂ 2v
∂y∂x
+
∂ 2u
∂y2
)]
, (3.38)
∂τxz
∂x
=
[
∂µ
∂x
(
∂u
∂ z
+
∂w
∂x
)
+µ
(
∂ 2u
∂x∂ z
+
∂ 2w
∂x2
)]
, (3.39)
∂τzx
∂ z
=
[
∂µ
∂ z
(
∂u
∂ z
+
∂w
∂x
)
+µ
(
∂ 2w
∂ z∂x
+
∂ 2u
∂ z2
)]
, (3.40)
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∂τyz
∂y
=
[
∂µ
∂y
(
∂v
∂ z
+
∂w
∂y
)
+µ
(
∂ 2v
∂y∂ z
+
∂ 2w
∂y2
)]
, (3.41)
and
∂τzy
∂ z
=
[
∂µ
∂ z
(
∂v
∂ z
+
∂w
∂y
)
+µ
(
∂ 2w
∂ z∂y
+
∂ 2v
∂ z2
)]
. (3.42)
Adding all the surface forces acting on the x-axis one obtains
∑~Fsur f ace,x =
[
− ∂ p
∂x
+2µ
∂ 2u
∂x2
+2
∂µ
∂x
∂u
∂x
+
∂µ
∂y
(
∂u
∂y
+
∂v
∂x
)
+µ
(
∂ 2v
∂y∂x
+
∂ 2u
∂y2
)
+
∂µ
∂ z
(
∂u
∂ z
∂w
∂x
)
+µ
(
∂ 2w
∂ z∂x
+
∂ 2u
∂ z2
)]
dV
=
[
− ∂ p
∂x
+µ
(
∂ 2u
∂x2
+
∂ 2u
∂y2
+
∂ 2u
∂ z2
)
+µ
∂
∂x
(
∂u
∂x
+
∂v
∂y
+
∂w
∂ z
)
+2
∂µ
∂x
∂u
∂x
+
∂µ
∂y
(
∂u
∂y
+
∂v
∂x
)
+
∂µ
∂ z
(
∂u
∂ z
+
∂w
∂x
)]
dV,
(3.43)
analogously for the y-axis,
∑~Fsur f ace,y =
[
− ∂ p
∂y
+µ
(
∂ 2v
∂x2
+
∂ 2v
∂y2
+
∂ 2v
∂ z2
)
+µ
∂
∂y
(
∂u
∂x
+
∂v
∂y
+
∂w
∂ z
)
+2
∂µ
∂y
∂v
∂y
+
∂µ
∂x
(
∂u
∂y
+
∂v
∂x
)
+
∂µ
∂ z
(
∂v
∂ z
+
∂w
∂y
)]
dV,
(3.44)
and for the z-axis,
∑~Fsur f ace,z =
[
− ∂ p
∂ z
+µ
(
∂ 2w
∂x2
+
∂ 2w
∂y2
+
∂ 2w
∂ z2
)
+µ
∂
∂ z
(
∂u
∂x
+
∂v
∂y
+
∂w
∂ z
)
+2
∂µ
∂ z
∂w
∂ z
+
∂µ
∂x
(
∂u
∂ z
+
∂w
∂x
)
+
∂µ
∂y
(
∂v
∂ z
+
∂w
∂y
)]
dV.
(3.45)
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On the one hand, adding all the forces acting on the differential volume and using
vector notation, i.e. left-hand side of the equation (3.20), one obtains
∑
(
~Fbody +~Fsur f ace +~Fadditional
)
=
(−∇p+µ∇2~v+µ∇(∇ ·~v)+~Sµ +ρ~g+~Sσ)dV. (3.46)
All the terms that include the derivatives of the viscosity have been gathered into a
single momentum source term ~Sµ , which constitutes an additional source of linear mo-
mentum due to the variation in viscosity, and is expressed as
~Sµ =
[
2
∂µ
∂x
∂u
∂x
+
∂µ
∂y
(
∂u
∂y
+
∂v
∂x
)
+
∂µ
∂ z
(
∂u
∂ z
+
∂w
∂x
)]
~i
+
[
2
∂µ
∂y
∂v
∂y
+
∂µ
∂x
(
∂u
∂y
+
∂v
∂x
)
+
∂µ
∂ z
(
∂v
∂ z
+
∂w
∂y
)]
~j
+
[
2
∂µ
∂ z
∂w
∂ z
+
∂µ
∂x
(
∂u
∂ z
+
∂w
∂x
)
+
∂µ
∂y
(
∂v
∂ z
+
∂w
∂y
)]
~k.
(3.47)
In addition, equation (3.46) includes the surface tension momentum source term ~Sσ ,
which is modelled according to the Continuum Surface Force (CSF) model introduced by
Brackbill et al [168]:
Sσ = σ
ρκ∇αi
1
2
(
ρl +ρg
) , (3.48)
where the density ρ is obtained as volume fraction averaged according to equation
(3.3) and the curvature can be obtained as the divergence of the unitary vector perpendic-
ular to the interface~n according to
κ = ∇ ·~n. (3.49)
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A contact angle θ is included to describe the liquid-solid adhesion. A correction for
the normal direction is incorporated as a function of the established contact angle for the
computational cell next to the solid wall as
~n =~nwallcosθ +~twallsinθ . (3.50)
In the equation (3.50),~nwall and~twall denote respectively the normal and tangent vec-
tors to the wall.
The CSF model presents the drawback of the phenomenon called parasitic currents,
which causes abnormal values of the velocity at the interface due to a wrong evaluation of
the curvature. Some anomalous velocities were observed at the early stages of the present
simulations. However, the effect disappeared after the pseudo-steady state was reached.
On the other hand, the material derivative of the linear momentum equation, i.e. right-
hand side of equation (3.20), reads as follows:
D
(
~vdm
)
Dt
=
[
∂
(
ρ~v
)
∂ t
+~v ·∇(ρ~v)]dV
=
[
~v
∂ρ
∂ t
+ρ
∂~v
∂ t
+u
∂
(
ρ~v
)
∂x
+ v
∂
(
ρ~v
)
∂y
+w
∂
(
ρ~v
)
∂ z
]
dV,
(3.51)
where dm = ρdV .
Further developing the partial derivatives in equation (3.51) we obtain
D
(
ρ~v
)
Dt
=
[
~v
∂ρ
∂ t
+ρ
∂~v
∂ t
+u
(
∂ρ
∂x
~v+ρ
∂~v
∂x
)
+ v
(
∂ρ
∂y
~v+ρ
∂~v
∂y
)
+w
(
∂ρ
∂ z
~v+ρ
∂~v
∂ z
)]
,
(3.52)
which can be rearranged as:
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D
(
ρ~v
)
Dt
=
[
~v
(
∂ρ
∂ t
+u
∂ρ
∂x
+ v
∂ρ
∂y
+w
∂ρ
∂ z
)
+ρ
(
∂~v
∂ t
+u
∂~v
∂x
+ v
∂~v
∂y
+w
∂~v
∂ z
)]
.
(3.53)
Or, in vector notation and using the concept of material derivative:
D
(
ρ~v
)
Dt
=~v
Dρ
Dt
+ρ
D~v
Dt
. (3.54)
Combining the equations (3.19) and (3.54), it can be concluded that the acceleration
of the differential volume is a function of the mass source term as
D
(
ρ~v
)
Dt
=~vSmass−~vρ
(
∇ ·~v)+ρD~v
Dt
. (3.55)
Finally, the conservation equation governing the present model is obtained equating
(3.46) to (3.55):
−∇p+µ∇2~v+µ∇(∇ ·~v)+~Sµ +ρ~g+~Sσ = ρ ∂~v∂ t +~vSmass. (3.56)
The acceleration of the differential volume, i.e. right-hand side of the equation (3.56),
is the result of adding two components: one caused by the mass variation and the other
by the variation in the velocity vector associated to the differential volume. The result is
thus analogous to the application of Newton’s second law to a variable-mass system.
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3.3 Mass transfer source term
The mass transfer source term Smass that appears in the equation (3.56) is obtained accord-
ing to Higbie’s theory. This theory is based on the concept of exposure time. According
to this concept, a mass differential element is exposed to the gas phase during a limited
amount of time, i.e. the exposure time, after which it returns to the liquid bulk. The mass
transfer through the gas-liquid interface takes place during the exposure time. This ap-
proach describes the absorption as an unsteady process, which appears to be more suitable
for the transient simulations performed in the present work. Therefore, the mass balance
over a differential volume assuming unidirectional diffusion gives the following PDE for
the concentration of the absorbed species c as a function of time and the distance from the
interface, i.e. x = 0 in the interface and x = ∞ in the bulk of the liquid:
∂c
∂ t
= D
∂ 2c
∂x2
, (3.57)
with the following initial
c = 0 ,
t = 0
x≥ 0,
(3.58)
and boundary conditions
c = cl,int ,
t > 0
x = 0,
(3.59)
and
c = 0 ,
t > 0
x = ∞.
(3.60)
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The following variable change needs to be applied in order to solve equation (3.57):
η =
x√
4Dt
. (3.61)
Applying the chain rule the partial derivatives in equation (3.57) can be expressed as
∂c
∂ t
=
∂c
∂η
· ∂η
∂ t
=
∂c
∂η
· −η
2t
, (3.62)
and
∂ 2c
∂x2
=
∂
∂η
· ∂η
∂x
(
∂c
∂η
· ∂η
∂x
)
=
∂ 2c
∂η2
·
(
1
4Dt
)
. (3.63)
Introducing the expressions (3.62) and (3.63) into Fick’s second law (3.57), we obtain
∂c
∂η
·
(−η
2t
)
= D
∂ 2c
∂η2
(
1
4Dt
)
, (3.64)
which can be rearranged as
∂ 2c
∂η2
+2η
∂c
∂η
= 0. (3.65)
If P = dc/dη , then equation (3.65) yields
dP
dη
+2ηP = 0. (3.66)
Separating variables and integrating one obtains
∫ dP
P
+
∫
2ηdη = 0. (3.67)
The following solution is found
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ln
P
c1
=−η2, (3.68)
from which
dc
dη
= c1e−η
2
. (3.69)
Integrating equation (3.69) we obtain
c = c1er f
(
η
)
+ c2. (3.70)
The integration constants c1 and c2 are obtained applying the boundary conditions
expressed in equations (3.59) and (3.60), which results in
cl,int = c2 =−c1. (3.71)
Finally, the solution to Fick’s second law is the following concentration c profile
c = cl,inter f c
(
η
)
. (3.72)
On the other hand, Fick’s first law calculates the mass flux J through the interface as
J =−D∂c
∂x
∣∣∣∣
x=0
=−D
(
∂c
∂η
· ∂η
∂x
)∣∣∣∣
x=0
. (3.73)
Introducing the expressions of the partial derivatives ∂c∂η and
∂η
∂x we obtain
J = Dcl,int
(
1√
4Dt
)
= cl,int
√
D
4t
. (3.74)
The equation (3.74) will be used afterwards to obtain the liquid-side mass transfer
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Figure 3.3: Theoretical equilibrium solubility curve. In this figure the concentrations in
the bulk of the liquid and gas are denoted as xAL and yAG, respectively. The concentrations
in the interface are yAi and xAi. The superscript ∗ denotes values in equilibrium with those
in the bulk of both phases [169].
coefficient kl according to Higbie’s theory.
The expression of the mass flux J can also be posed in terms of the overall mass
transfer coefficient Kl and the difference in concentration between the concentration in
the liquid phase that would be in equilibrium with the concentration in the bulk of the gas
phase c∗l and the concentration in the bulk of the liquid phase cl,bulk as
J = Kl
(
c∗l − cl,bulk
)
. (3.75)
And considering the slope of the theoretical equilibrium curve (Figure 3.3), equation
(3.75) can be reformulated as
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1
Kl
=
c∗l − cl,bulk
J
=
cg,bulk− cg,int
m′′J
+
cl,int− cl,bulk
J
=
1
m′′kg
+
1
kl
. (3.76)
Equation (3.76) can be interpreted as having two resistances to the mass flow, one
corresponding to the gas side 1/m
′′
kg and the other to the liquid side 1/kl .
If the value of m
′′
is large enough then the gas-side resistance can be neglected and the
system is said to be liquid-side controlled. This assumption is valid in systems wherein
the solubility of the solute in the liquid phase is small, which translates into a large slope
on the equilibrium solubility curve. If pure CO2 forms the gas phase, then the gas-side
resistance can be neglected [170]. Also, cl,bulk can be neglected due to the fast kinetics of
the CO2-MEA reaction. Under those circumstances, the mass flux J is
J = kl
(
cl,int−:0cl,bulk
)
. (3.77)
The time-dependent liquid-side mass transfer coefficient is, equating (3.74) to (3.77)
kl
(
t
)
=
√
D
pit
. (3.78)
And averaging equation (3.78) over the exposure time τ , one obtains
kl =
1
τ
∫ τ
0
kl
(
t
)
dt = 2
√
D
piτ
. (3.79)
There are several approaches in the literature to calculate the exposure time τ . In this
work the expression introduced by Haroun et al [171] is used. The authors calculated it
dividing the length of the liquid filmL by the value of the velocity at the interface vint as
τ =
L
vint
. (3.80)
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The mass flux in equation (3.77) can be converted into a mass source term multiplying
by the effective area Ae f f , which is calculated as the module of the gradient of the volume
fraction in each computational cell [172] according to
Ae f f =
∣∣∇α∣∣. (3.81)
Thus, the mass source term Smass yields
Smass = klAe f f cl,int . (3.82)
The mass transfer rate is increased when the component being transferred reacts with
the liquid phase. The enhancement factor E is defined as the ratio between the mass
absorption rate with Sreac and without chemical reaction Smass
E =
Sreac
klAe f f cl,int
, (3.83)
which renders the following expression for the mass source term:
Sreac = EklAe f f cl,int . (3.84)
The CO2-MEA system presents a fast pseudo-first order behaviour by virtue of the
high value of its associated Hatta number, i.e. between 26.13 and 65.35 [156]. Under
these conditions, the expression that calculates the enhancement factor was introduced by
Krevelen and Hoftijzer [174] and is given by
E =
√
M
((
Ei−E
)
/
(
Ei−1
))
tanh
(√
M
((
Ei−E
)
/
(
Ei−1
))) , (3.85)
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being M the value of the Hatta number squared and Ei the theoretical enhancement
factor for an instantaneous irreversible reaction, which for the case of CO2 being absorbed
into aqueous MEA is given by
Ei =
√
DCO2
DMEA
(
1+
DMEAcMEA
zDCO2cl,int
)
. (3.86)
The Hatta number for a general reaction between the components A and B reads [175]
Ha =
√(
2/
(
m+n
))
Km,n
[
A
]m−1[B]nD
kl
. (3.87)
For the CO2-MEA system the value of the parameters m and n are equal to 1, which
simplifies equation (3.87) to
Ha'
√
K f
[
MEA
]
DCO2
kl
. (3.88)
Now, the enhancement factor can be approximated to the value of the Hatta number
when the reaction presents the pseudo-first order behaviour as
E ' Ha. (3.89)
Introducing the equations (3.88) and (3.79) into the expression of the mass source
term (3.84), and considering that the concentration of solute in the bulk of the liquid
phase should be zero by virtue of the high Hatta number, one obtains the final form of the
mass source term introduced in the momentum conservation equation as:
Smass
∣∣
reac =
(√
K f
[
MEA
]
DCO2
kl
)(
2
√
DCO2
piτ
)
Ae f f cl,int . (3.90)
An additional mass source term is introduced in the conservation equation to account
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for the consumption of reactants and the creation of products of the chemical reaction.
Since the carbamate formation is a second order irreversible reaction, the reaction rate r
can be calculated as
r = K f
[
MEA
][
CO2
]
. (3.91)
The reaction rate r should be multiplied by the molecular weight of each of the species
involved in the reaction (2.5) to obtain their respective mass source terms
SMEA =−Pm,MEAr, (3.92)
SCO2 =−Pm,CO2r, (3.93)
SH2O =−Pm,H2Or, (3.94)
SMEACOO+ = Pm,MEACOO+r, (3.95)
and
SH3O+ = Pm,H3O+r. (3.96)
3.4 Solubility and diffusivity
The solubility of CO2 in the aqueous MEA solution is calculated by means of Henry’s
law:
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pCO2 = HeCO2,Mcint,CO2. (3.97)
The equation (3.97) means that the partial pressure of CO2 in the gas phase pCO2
is proportional to the solubility of CO2 into the aqueous amine solution cint,CO2 . The
proportionality constant is called Henry’s law constant and is denoted as HeCO2,M. In this
work the method presented by Penttilä et al [138] is used to calculate the Henry’s law
constant. Their method is based on the N2O analogy [176]. The Henry’s law constant for
CO2 in the aqueous amine solution, i.e. denoted by the subscript M, is calculated as
HeCO2,M = HeN2O,M
(
HeCO2,W
HeN2O,W
)
, (3.98)
being the Henry’s constant for both gases, i.e. CO2 and N2O, in pure water approxi-
mated by the correlation
HeW = e
(
a+ bT +clnT+dT
)
. (3.99)
Finally, the solubility of N2O in the aqueous amine solution can be obtained from the
following expression valid for binary solvents as
HeN2O,M =
2
∑
i=1
HeN2O,ixi +A12
[
x1x2
]2[1− T
B12
]
e(−C12x2), (3.100)
where the component 1 is water and 2 is the amine. The Henry’s law constant for N2O
in the pure amine is corrected by a series of terms that take into account the mole fraction
of both components present in the binary mixture, i.e. xi. The value for the pure amine is
given by
HeN2O,MEA = a+bT. (3.101)
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The value of the constants can be seen in the Table 3.1:
Table 3.1: Parameters for the calculation of the Henry’s law constant of CO2 and N2O in
water and pure MEA
Henry’s law constant a b c d
HeN2O,W 158.245 -9048.596 -20.86 -0.00252
HeCO2,W 145.369 -8172.355 -19.303
HeN2O,MEA -9172.5 39.598
The constants in Table 3.2 are also needed for binary mixtures such as the one consid-
ered in the present work, i.e. aqueous MEA:
Table 3.2: Parameters for the calculation of the Henry’s law constant in the H2O-MEA
binary mixture
A12 B12 C12
3524641.533 324.718 13.219
The Wilke-Chang equation is used to calculate the value of the CO2 diffusivity D
within the liquid phase. This model presents the diffusivity as a function of both the
temperature T and the viscosity µ of the liquid through which it diffuses. In this way, the
effect of the variation in the concentration of MEA, which affects the liquid viscosity, on
the hydrodynamics and the mass transfer performance can be assessed. The Wilke-Chang
equation reads [177]:
D =
7.4×10−8(ΘPm)1/2T
µV 0.6m
. (3.102)
In equation (3.102), the symbol Θ denotes the association parameter of water whose
value is 2.6. The parameter Vm is the molar volume of solute.
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3.5 Pressure drop in structured packing columns
Pressure drop constitutes an important energy penalty in the operation of a post-combustion
CCS facility. Pressure drop calculations are divided into wet pressure drop and dry pres-
sure drop, depending on whether or not the presence of the liquid is considered. The
theory associated to the pressure drop within a structured packing column is presented in
this section.
Pressure drop is a measure of the energy loss in the fluid during its transportation
through a duct. This energy loss represents the main economic penalty in a CCS post-
combustion facility along with the cost of the amine regeneration [102]. The pressure loss
in the column is described with an expression analogous to the Darcy-Weisbach equation.
Therefore, it is calculated as the product between the kinetic energy of the fluid and a
friction factor ζtotal which is characteristic of the particular geometry of the duct. Its
expression is
∆p = ζtotal
ρgv2g,e f f
2
. (3.103)
The effective gas velocity vg,e f f in equation (3.103) is related to the gas superficial
velocity and corrected by the void fraction and the geometry of the packing. For wet
conditions, i.e. liquid phase involved, the effective velocity can be thus obtained as
vg,e f f =
vg
ε
(
1−hl
)
sinϕ
, (3.104)
where ϕ represents the inclination angle of the solid surface with respect to the vertical
direction. The term ε
(
1− hl
)
is the porosity of the packing corrected by the presence
of the liquid, this is to say, the variation on the space available for the gas to flow. The
parameter hl is the liquid hold-up, which is defined as the volume of liquid per unit volume
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of packing. Therefore, an increase in the liquid hold-up causes a diminution in this term,
resulting in a higher vg,e f f and pressure drop. The most frequently used model to calculate
the liquid hold-up inside the packing assumes that the liquid forms a perfectly developed
liquid film that fully covers the packing wall. Under these conditions, the liquid hold-up
can be calculated as the product of the specific area of the packing Asp f and the liquid
film thickness δl as
hl = Asp f δl, (3.105)
where the liquid film thickness is obtained according to Nusselt theory [178] as
δl =
(
3µl
ρgcosϕ
)1/2
. (3.106)
The total friction factor in equation (3.103) can be decomposed into a turbulent friction
term and the drag term, according to Olujic´ et al [179]
ζtotal = ζturb +ζdrag. (3.107)
The turbulent friction factor ζturb accounts for as much as 70% of the total loss and
it can be modelled with CFD meso-scale simulations. The turbulent friction component
is caused by the turbulence of the gas whereas the drag component represents the loss of
energy due to direction changes caused by sharp bends when the gas flow interacts with
the solid walls.
The equation proposed by Said et al [93] for the turbulent friction term is
ζturb =
(
C1
Ren1g
+
C2
Ren2g
)n3
. (3.108)
The Reynolds number Reg is calculated as a function of the channel height hc and the
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gas effective velocity vg,e f f according to
Reg =
ρgvg,e f f hc
µg
. (3.109)
The exponents n1, n2, and n3 in the equation (3.108) are constants for any geometry
of the packing but the coefficients C1 and C2 depend on the channel dimensions hc and bc
according to
C1 = θ1hθ2c b
θ3
c , (3.110)
and
C2 = ω1hω2c b
ω3
c +ω4h
ω5
c b
ω6
c . (3.111)
The parameters used in equations (3.108), (3.110), and (3.111) can be found in Table
3.3:
Table 3.3: Constant parameters. Calculation of the friction factor for air as the gas phase.
Parameter Value
n1 0.0166
n2 0.29688
n3 4.3645
θ1 0.883
θ2 -0.1281
θ3 0.1723
ω1 0.209
ω2 -0.3778
ω3 0.03738
ω4 0.684
ω5 0.976
ω6 -0.9991
Separately, the drag coefficient ζdrag was correlated with the following equation (3.112),
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specific for the commercial packing MonztPak B1-250M, which is the type of packing
used in this work. The correlation considers the presence of the liquid phase, but they can
also be used for dry conditions when vl , hl , and δl are equal to zero:
ζdrag = 1.76
(
cosϕ
)1.63
+ψ
4092v0.31l +4715
(
cosϕ
)0.445
Reg
+ψ34.19v0.44l
(
cosϕ
)0.779
,
(3.112)
where ψ is the fraction of channels ending at the column wall. This parameter is
obtained from the geometry of the packing as
ψ =
2hc
pid2c tanϕ
(
d2c −
h2c(
tanϕ
)2)+ 2pi arcsin
(
hc
dctanϕ
)
. (3.113)
The Reynolds number in equation (3.112) is calculated according to
Reg =
vg
sinϕ
(
ε−hl
) ρgdc
µg
, (3.114)
where the hydraulic diameter of the channel is
dc =
(
bchc−2δlsc
)2
bchc((
bchc−2δlsc
2hc
)2
+
(
bchc−2δlsc
bc
)2)0.5
+ bchc−2δlsc2hc
, (3.115)
being sc, the channel side dimension.
The pressure drop correlation described above is used to compare the results from the
meso-scale simulations presented in Chapter 7, prior to the analysis of the liquid hold-up
and the interfacial area.
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Chapter 4
Verification and Validation
A distinction between verification and validation of a CFD code needs to be established.
Verification deals with how well the equations have been solved, that is to say, it has to do
with numerical uncertainty and is a purely mathematical issue. Validation establishes how
well the physics of a particular problem have been represented in the model. According
to Blottner [180]:
• “Verification is solving the equations right” and,
• “Validation is solving the right equations”.
The remarkable growth in computational capacity seen in the last decades has given
way to a parallel increase in the pretensions of CFD modelers, who aim at including more
and more complicated physics to their calculations at the expense of numerical accuracy.
Quoting Roache [181]: “CFD practitioners have often focused on qualitative simulation
of the next more difficult problem class, rather than on achieving quantitative accuracy on
the previous problem class". The author points out that the result from this tendency is a
decrease in the quality of the CFD work published and, as a matter of fact, it has become
difficult to find systematic assessment of verification and validation in CFD publications.
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This work is aimed at exploring new capabilities of CFD techniques by implementing
reactive mass transfer into VOF multiphase simulations. However, a verification and
validation assessment are also included in order to quantify how a CFD model is capable
of representing the physics of this problem.
4.1 Verification
There is a lack of knowledge on the application of systematic grid convergence analysis to
multiphase flow CFD simulations. Könözsy et al [209] present a grid convergence study
for CFD simulations of microsegregation processes. The importance of the application of
such studies in this field lies in the fact that multiphase simulations are computationally
expensive hence the search for the optimum grid should be a priority. Grid convergence
studies aim at quantifying numerical uncertainty for code verification. The theory used to
carry out the present grid convergence study can be found in Roache [182], who proposed
the use of a grid convergence index (GCI) based on the Richardson extrapolation [183].
According to the Richardson extrapolation, the numerical solution of a certain variable
f can be obtained with the following series that correct the exact value of the variable:
f = fexact +g1h+g2h2 +g3h3 +h.o.t., (4.1)
where g1, g2, and g3 are continuous functions which do not depend on the grid spacing
h. The value of g1 is zero for second order methods.
If one combines two different solutions f1 and f2 obtained in two grids h1 (fine grid)
and h2 (coarse grid), respectively, the following expression is obtained
fexact =
f1h22− f2h21
h22−h21
+h.o.t., (4.2)
4.1. VERIFICATION 75
which can be reduced to the following after dropping the high order terms and intro-
ducing the grid refinement ratio r = h2/h1
fexact ∼= f1 + f1− f2r2−1 . (4.3)
The expression (4.3) can be generalised for p− th order methods as
fexact ∼= f1 + f1− f2rp−1 . (4.4)
The expression (4.4) says that the exact solution is obtained as the fine grid solution
f1 plus a correction term that depends on the grid refinement ratio r and the difference
between the fine and the coarse solutions f1− f2.
The equation (4.4) can be then rewritten as
fexact ∼= f1
(
1−E1
)
, (4.5)
where the coefficient E1 is called the Richardson error estimator and is calculated as
E1 =
ε
rp−1 , (4.6)
with ε being
ε =
f2− f1
f1
. (4.7)
Finally, the grid convergence index (GCI) results from applying a safety factor Fs to
the Richardson error estimator E1. The recommended values of Fs are Fs = 1.25 for grid
convergence studies with at least three grids and Fs = 3 when two grids are considered.
The GCI can be applied either to grid values or to solution functionals such as the effective
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area considered in this section. Its expression is
GCI = Fs
∣∣ε∣∣
rp−1 . (4.8)
Figure 4.1 shows a schematic of the computational domain. The pressure outlet and
velocity inlet boundary conditions are used where shown. Non-slip wall conditions with
contact angles are set in the rest of the boundaries. The liquid inlet consists of a 0.4 mm
thick slot next to the wall. Two different cases are run in this grid convergence study. One
case with 45◦ inclination over the horizontal and 0.38 m/s liquid inlet velocity (case 1),
and a second case with 60◦ and 0.25 m/s (case 2). In both cases the contact angle is set to
70◦.
Figure 4.1: Details of the computational domain and the refinement of the mesh next to
the wall. The boundary conditions used are shown. The domain consists of a 0.03 m x
0.005 m x 0.06 m inclined metallic plate. The origin of coordinates is placed at the top
left corner. The result shown in this figure has been obtained with the mesh D, at 0.24 s
flow time. Case 2.
Five meshes are used in the present grid convergence study. Table 4.1 shows the
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Table 4.1: Number of nodes in each direction and total number of nodes in the five grids
tested, i.e. see figure 4.1 to check the directions. The figures in brackets indicate the
number of nodes within the 0.4 mm next to the wall.
Grid Nodes x-dir Nodes y-dir Nodes z-dir Total Nodes
A 35 67(25) 147 344715
B 42 78(30) 177 579852
C 50 93(36) 212 985800
D 60 112(44) 254 1691640
E 72 135(53) 305 2942640
Table 4.2: Spatial discretisation.
Variable Solution method
Gradient Least Squares Based
Pressure PRESTO!
Momentum Second Order Upwind
Volume fraction Geo-Reconstruct
Table 4.3: Grid convergence study time resources. The time is expressed in hours of wall
time per seconds of flow time.
Grid Case 1 (h/s). Case 2 (h/s)
A 14.8 23.3
B 39.5 37.6
C 67.9 64.3
D 124.7 108.2
E 171.7 222.3
Table 4.4: Dimensionless velocity and pressure results for the case 1. The coordinates of
the grid point considered are (0.015, 0.0004, 0.03) m.
Grid Spacing(µm) Velocity(-) Pressure (Pa)
A 16.7 1.4578437 18.2929096
B 13.8 1.4505008 18.2207470
C 11.4 1.4445035 18.1901169
D 9.3 1.4383131 18.6943321
E 7.5 1.4372545 18.3000000
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Table 4.5: Dimensionless velocity and pressure results for the case 2. The coordinates of
the grid point considered are (0.015, 0.0004, 0.01) m.
Grid Spacing(µm) Velocity(-) Pressure (Pa)
A 16.7 1.5971792 23.9937592
B 13.8 1.5856453 25.1172543
C 11.4 1.5799024 24.1832314
D 9.3 1.5814781 24.6741753
E 7.5 1.5807000 25.2052422
details of the structured meshes tested. The same refinement factor r = 1.2 is applied to
all dimensions in each refining step to get progressively coarser grids.
Table 4.2 shows the solution methods used for spatial discretisation. A first order
implicit method is used for time discretisation and the SIMPLE scheme is applied for
pressure-velocity coupling. The under-relaxation factors are left at default values. The
convergence criterion is set at a value of 0.001 for all the residuals.
Table 4.3 summarises the wall time needed to obtain the solutions for the interfacial
area for both cases. All the simulations were run in the Astral HPC facilities at Cranfield
University using 3 computing nodes (48 CPUs).
The first variables tested in this grid convergence study are the velocity and the pres-
sure at a particular grid point situated in the area where a fully developed liquid film is
observed, i.e. tables 4.4 and 4.5. The values of the velocity and the distance from the wall
are non-dimensionalised dividing by the value of the inlet velocity and the dimension of
the domain in the y-direction, i.e. 5mm, respectively.
Figure 4.2 shows the velocity profiles at the specified position for case 1 at pseudo-
steady state whereas tables 4.4 and 4.5 present the value of the velocity and the pressure
at the considered grid point for both cases and all the meshes tested. It can be seen in
Figure 4.2 that the five series match for values of the dimensionless distance below 0.1.
This happens because the mesh is locally refined in this area as shown in Figure 4.1. This
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Figure 4.2: Dimensionless velocity profiles in a line placed at x =0.015 m and z =0.03 m.
Case 1.
zone corresponds to the liquid phase. However, the difference becomes evident as the
distance increases, i.e. distance ranging from 0.4 to 0.8. This area is occupied by the gas
phase and it is not as refined as the vicinity of the plate. Figure 4.3 shows how the value
of the velocity approximates the exact value as the grid spacing is reduced. Upon these
conditions, it is possible to predict the value at zero grid spacing using the Richardson
extrapolation, i.e. equation (4.4). However, pressure presents an oscillatory behaviour,
i.e. see figure 4.4. The oscillatory behaviour is also observed for the velocity at the grid
point considered in case 2.
Table 4.6 shows the values obtained for the results of the grid convergence study using
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Figure 4.3: Dimensionless velocity vs. grid spacing. The coordinates of the grid point
considered are (0.015 m, 0.0004 m, 0.03 m). Case 1.
Table 4.6: Grid convergence test results for the dimensionless velocity. Case 1. Grid point
coordinates (0.015 m, 0.0004 m, 0.03 m).
Parameter Value
Order of conv. p 9.7
Dimensionless. vel at h = 0 1.4370361
GCI12(%) 0.018992
GCI23(%) 0.110979
GCI23
rpGCI12
0.999264
the meshes C, D, and E for the velocity of case 1. It can be observed that the results present
a high order of convergence and low values of the GCI, which means that the numerical
uncertainty is reasonably low. Moreover the quotient GCI23rpGCI12 presents a value close to
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Figure 4.4: Pressure vs. grid spacing. The coordinates of the grid point considered are
(0.015 m, 0.0004 m, 0.03 m). Case 1.
Table 4.7: Liquid film thickness calculated for the different meshes tested.
Grid Case 1 (mm) Case 2 (mm)
A 0.421000004 0.334663433
B 0.421000004 0.318418752
C 0.421000004 0.320812484
D 0.421000004 0.334883720
E 0.421000004 0.330769224
unity, which indicates that the calculations are well within the asymptotic range.
As was pointed out previously, not only variables at a particular grid point can be
subject to the grid convergence study but also solution functionals such as liquid film
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thickness or interfacial area. The table 4.7 shows the value of the liquid film thickness
at the same position (x =1.5 cm and z =3 cm for case 1 and x =1.5 cm and z =1 cm for
case 2) for the five meshes tested. The liquid film thickness is taken as the maximum
y-coordinate at which the value of the volume fraction is equal to 1.
As can be observed in table 4.7, the liquid film thickness presents the same values for
all the meshes tested.
Figure 4.5: Transient evolution of the interfacial area for the five grids tested. Case 2.
The interfacial area is the next parameter studied. The interface is obtained as the
isosurface with a value of the volume fraction equal to 0.5. Figure 4.6 shows the liquid
flow pattern for the five grids. The difference between the results is not noticeable but
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Figure 4.6: Snapshots of the flow patterns for the different grids tested. Case 2. From left
to right: i) grid A, ii) grid B, iii) grid C, iv) grid D, and v) grid E. Flow time 0.24 s.
Figure 4.7: Interfacial area vs # of nodes. Case 2.
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it becomes evident looking at the transient behaviour observed in figure 4.5. Table 4.8
shows the values of the interfacial area obtained for the different grids tested whereas the
oscillatory behaviour presented by this variable can be observed in figure 4.7.
Table 4.8: Value of the interfacial area obtained for the different meshes considered.
Grid Case 1 (cm2) Case 2 (cm2)
A 17.9308 8.7488
B 16.4050 8.4413
C 16.1420 8.3422
D 17.1771 8.3615
E 17.7906 8.6221
Table 4.9: Specifications of the 2D grids used to check the convergence of the dissolved
species mass fraction.
Grid Nodes x-dir Nodes y-dir Total Nodes
1 (Fine) 99 800 79200
2 (Medium) 83 667 55361
3 (Coarse) 69 556 38364
Finally, the mass transfer is also assessed. The UDF describing the mass transfer
process is implemented in the simulations. Three 2D grids are used with the specifications
shown in the table 4.9. The inlet velocity is set at 0.27 m/s.
Pure CO2 is considered as the gas phase whereas the liquid phase is a 30% wt. aqueous
MEA solution. An unphysically high value of the mass source term, i.e. 92 kg/m3/s is
implemented to check whether the mass source terms cause any numerical instability.
Table 4.10 shows the values obtained for the three different meshes whereas Figure 4.8
shows the values of the mass fraction obtained as a function of the grid spacing. The mass
fraction of the dissolved species also presents an oscillatory behaviour.
Although Richardson extrapolation is not applicable when an oscillatory behaviour
appears, it is still possible to calculate the uncertainty of those variables. Ali et al [184]
define the convergence ratio as presented in the following expression (4.9):
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Table 4.10: Mass fraction as a function of the grid spacing. The grid point considered is
placed at 5 cm from the liquid inlet and 0.34 mm from the surface of the plate.
Grid spacing (µm) Mass fraction (-)
10.3 0.002497
8.5 0.002484
7.1 0.002571
Figure 4.8: Mass fraction vs. grid spacing.
R =
ε21
ε32
, (4.9)
where ε21 = f2− f1 and ε32 = f3− f2, being f1 the value of the function of the fine
mesh, f2 that of the medium mesh, and f3 the value associated to the coarse mesh.
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Three different possible outcomes can be obtained from the application of equation
(4.9):
• Monotonic convergence, if 0 < R < 1,
• Oscillatory convergence, if R < 0
• Divergence, if R > 1
The application of the equation (4.9) to the variables included in this study gives the
results shown in table 4.11.
Table 4.11: Values of the convergence ratio R for the different variables included in this
study, considering the meshes C, D, and E. Case 1. The value corresponding to the liq-
uid film thickness is not included since the application of the equation (4.9) results in a
division by zero.
Variable Convergence ratio R
Velocity 0.17
Pressure -0.78
Interfacial area 0.59
Mass fraction -6.69
For those variables that present oscillatory convergence, it is still possible to assess
the numerical uncertainty, according to the expression
U =
1
2
(
fupper− flower
)
. (4.10)
Table 4.12: Values of the numerical uncertainty for the pressure and the mass fraction of
the dissolved species.
Variable Uncertainty Case 1 Uncertainty Case 2
Pressure (Pa) 0.2521000 0.6057415
Interfacial area (cm2) 0.8944000 0.2033000
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The equation (4.10) says that the numerical uncertainty of the variable f corresponds
to half the amplitude of the oscillation observed. Applying the equation (4.10) results in
the following values of the numerical uncertainty for the pressure and the interfacial area
(table 4.12). The uncertainty for the mass fraction tested is 0.0000435.
As a conclusion, the results presented in this section present the oscillatory conver-
gence behaviour pointed out by Ali et al [184]. To be more specific, there is a convergence
for the first three refinement steps in most of the cases, which suggests that the optimum
grid is accomplished [209]. The values begin to oscillate when further refinement is ap-
plied. The uncertainty has been calculated and presents a low value. The meshes used to
obtain the results in this thesis are always in the range considered in this grid convergence
study.
4.2 Validation
The term validation involves the definition of the error tolerance depending on the appli-
cation of the model [185]. Generally, a high level of accuracy is required for a purely
scientific work whereas in industry it should be simply enough for the purpose at hand.
Therefore, CFD simulations might be used at different levels of increasing accuracy, ac-
cording to Benek et al [186]:
• Provide diagnostic information
The basic physics should be reasonably represented in this level. However, the
accuracy is only qualitative.
• Supply incremental data
At this level, quantative accuracy is required but only for increments.
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• Generate baseline data for the performance model data base
This level requires quantitative accuracy in absolute terms.
Sindir et al [187] point out four different phases for the validation of a code. The
authors point out that a decreasing availability and accuracy of experimental data is found
as the simulations and experiments increase in complexity.
• Phase 1: Unit problems
This phase features validation of single flow features
• Phase 2: Benchmark cases
This phase is characterised by validation of simple to moderate flow physics. More
than one flow features are included at this level.
• Phase 3: Simplified/partial flow path
Validation of multiple relevant flow features and moderate to complex flow physics.
• Phase 4 Actual hardware
This phase presents validation of the complete flow physics.
Data availability and accuracy decreases as ones progresses from Phase 1 to Phase 4.
As a matter of fact, a very limited amount of data is available in the literature to carry out
the validation of the present model. The interfacial area of the gravity-driven liquid film
is compared against some reported experiments. Also, some data on the mass transfer are
used to compare the results. Therefore, the validation assessment presented in this section
lies within Phase 2.
The methodology presented by Coleman and Stern [188] is used herein to assess the
validation of the present model. The authors define the comparison error C as the differ-
ence between the experimental and the simulation data. It can be written as
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C = D−S. (4.11)
The comparison error C is usually used in the literature to establish whether or not a
model is validated. If
∣∣C∣∣ is small enough for a particular application then it is said that
the model is validated.
If the assumption of independence of error sources is taken then it can be said that the
true value lies in the interval D±U 95%. The uncertainties of the comparison error UE ,
the experimental UD and the simulation values US is related by
U2E =U
2
D +U
2
S . (4.12)
At the same time, the simulation uncertainty U2S can be decomposed as the sum of
three contributions [188]: the simulation numerical solution uncertainty USN , the simula-
tion modelling uncertainty from using previous experimental data USPD, and the simula-
tion uncertainty from modelling assumptions USMA
U2S =U
2
SN +U
2
SPD +U
2
SMA. (4.13)
The uncertainty due to the use of previous experimental data USPD can be considered
negligible whereas the uncertainty due to modelling assumptions USMA cannot be easily
estimated. The validation uncertainty UV is defined as the combination of the experimen-
tal error UD and the numerical solution uncertainty USN
U2V =U
2
D +U
2
SN . (4.14)
Finally, if the comparison error C is less or equal to the validation uncertainty UV then
it can be concluded that the validation has been achieved at the UV level. The value of the
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validation uncertainty is corrected by a tolerance TOLV as defined in the expression
∣∣C∣∣≤UV +TOLV . (4.15)
The first variable to be validated is the interfacial area. The experimental data from
Hoffmann et al are used [189, 190] and the CFD results from Iso et al [191]. Figure
4.9 shows the comparison between the benchmark data and the present simulations. The
interfacial area is presented as the percentage of the plate surface covered by the liquid.
Figure 4.9: Interfacial area vs. Reynolds No. The gas phase in these simulations is air
whereas the liquid phase is pure water. The Reynolds number is calculated as Re = ρlvδlµl ,
being v the velocity at the liquid inlet and δl the liquid film thickness calculated according
to Nusselt theory [178].
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Table 4.13: Calculation of the comparison error for the interfacial area (%) between the
CFD simulations in this work and the benchmark data from Hoffmann et al [189, 190].
Reynolds No. Experimental Simulation Comparison error C
112.04 53.50 ± 19.0 44.0 9.5
137.72 58.75 ± 19.2 57.0 1.75
170.24 80.75 ± 32.2 68.0 12.75
Table 4.14: Calculation of the uncertainties and evaluation of condition (4.14)
Reynolds No. U2D UV C Meets cond 4.14?
112.04 361.00 19.0 9.5 Yes
137.72 368.64 19.2 1.75 Yes
170.24 1036.84 32.2 12.75 Yes
As can be seen in the figure, the authors do not provide any information about the
variability in their results. However, it is possible to obtain an average value and the stan-
dard deviation 2σ using the data in figure 4.9 for the three values of the Reynolds number
shown. The results are included in table 4.13, which also calculates the comparison error
by means of equation (4.11). Finally, the result of applying the validation condition, i.e.
equation (4.15), is assessed in table 4.14. The numerical uncertainty U2SN is taken as the
value shown in table 4.12 for case 1, i.e. 0.8944 cm2. As a result, the condition (4.15) is
met for the three cases considered, which was foreseeable since the values obtained with
the present CFD simulations lie within the experimental work from Hoffmann et al, i.e.
figure 4.9.
Data available in the literature on mass transfer are scarce. Some experimental re-
sults were presented by Xu et al [172], who performed mass transfer experiments for the
propane-toluene system in an inclined plate. The results of the present simulations are
compared with their experiments and simulations in figure 4.10. The benchmark does not
include any data on variability. However, the present model clearly underestimates the
values obtained by Xu et al [172]. A similar underestimative behaviour is also presented
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Figure 4.10: Comparison between the results obtained with the present model and the
benchmark data from Xu et al [172] for the propane concentration at outlet conditions.
by Yu et al [173]. It can also be observed that the tendency is well represented and the
propane mass fraction decreases with the Reynolds number by virtue of the decrease in
contact time between both phases. Figure 4.11 shows the comparison between the Sher-
wood number obtained with the present model and experimental correlations found in
the literature [90, 192, 193]. It is shown in the figure that the results from the present
simulations follow the same tendency and the same order of magnitude than the cited
correlations.
As a conclusion, the effective area as a function of the Reynolds number at the liquid
inlet is validated and can be used to “generate baseline data for the performance model
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Figure 4.11: Comparison between the results obtained with the present model and exper-
imental correlations found in the literature for the oxygen/water system.
data base" according to Benek et al [186]. Regarding mass transfer, complete validation
of the model has not been accomplished. However, the tendencies of the variation on the
mass transfer rate against the Reynolds number has been compared to CFD and exper-
imental results. Furthermore, the values of the Sherwood number against the Reynolds
number obtained with these simulations lie well within the values provided by experimen-
tal correlations found in the literature [90, 192, 193]. The model can thus be further used
to “provide diagnostic information".
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Chapter 5
Hydrodynamics and mass transfer:
Small-scale
This chapter presents the first step in the development of the model at small-scale. The
first aspect to be analysed is the hydrodynamics of the liquid film over the structured pack-
ing. The simulations are run in 3D computational domains instead of 2D. This constitutes
one of the novelties of the present work and helps visualising the formation of droplets
and rivulets in the packing walls, i.e. contrarily to the often assumed perfectly developed
liquid film.
The study of the hydrodynamics has been started in section 4.2, where the relationship
between the liquid load and the interfacial area has been compared to experimental data
available in the literature. The relationship between the liquid load and the effective area
results in three different flow regimes, i.e. trickling, rivulet and full film flow. After the
analysis of the hydrodynamics for the case of a smooth metallic plate, the influence of a
certain surface texture, i.e. a triangular geometric pattern, is considered. The objective of
this test is to check whether or not a particular geometrical pattern on the packing surface
is able to modify the wetting process, hence the mass transfer performance of the packing.
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The study also includes the influence of the liquid viscosity on the wetted area, show-
ing the beneficial impact of increasing the MEA percentage for the range of liquid loads
considered.
Finally, the chapter ends with the implementation of the mass transfer theory – without
chemical reaction – on a UDF. The mass transfer is analysed for the case of oxygen
absorption into pure water. Once the absorption theory is implemented in the UDF, the
influence of the liquid load on the mass absorption rate is tested, showing the existence of
an optimum point that depends on the amount of wetted area.
5.1 Effect of the liquid load on the wetted area
The analysis of the variation of the wetted area with the liquid load gives rise to three
different flow regimes, i.e. trickling, rivulet and full film flow, which have been reported in
the literature and are reproduced in figure 5.1. The image on the left-hand side represents
the trickling flow and is characterised by the formation of two stable rivulets on both sides
of the domain and a central part that remains unstable, with droplets being detached as
the liquid accumulates and gravity overcomes the cohesion of the liquid. In this regime,
surface tension prevails over gravity. The central image represents the rivulet flow, which
is found as the liquid load increases. The rivulet flow is characterised by the two rivulets
formed in the previous regime plus the formation of a third one at the centre of the domain.
The rivulets are joined by a front wave that delimits an area where a perfectly developed
liquid film is observed. In this case, cohesion due to surface tension still dominates, hence
the appearance of the central rivulet. The extension of the area where the liquid film is
formed increases with the liquid load, augmenting to the extent that the full film flow
appears when a particular value of the liquid load is reached, i.e. the full film flow in the
image at the right-hand side of the figure. The full film flow regime is identified by the
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formation of a liquid film that covers the entire plate. It is important to remark that the full
film flow is an ideal case and it is never encountered in a structured packing. On the other
hand, a combination of trickling and rivulet regimes appears as is analysed in Chapter 8.
Figure 5.1: Liquid film patterns at different liquid loads at pseudo-steady state. Pure water
and air. The computational domain is a 0.05 m x 0.007 m x 0.06 m smooth plate inclined
60◦ over the horizontal: i) Trickling flow, We=0.016, 5.5 cm/s; ii) Rivulet flow, We=0.561,
32 cm/s; and iii) Full film flow, We=1.369, 50 cm/s.
The formation of the three different flow regimes respond to the balance between the
cohesion of the liquid, represented by the surface tension; and the forces that tend to
spread the liquid (gravity). The balance between both types of forces is represented by
the Weber number, which is calculated as
We =
ρlv2l δl
σ
. (5.1)
The Weber number constitutes an alternative manner to represent the liquid load since
the rest of the parameters have not been modified. Higher values of the Weber number
imply that gravity prevails over surface tension whereas the opposite happens when its
value decreases. The trickling flow has been observed for values of the Weber number
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of up to 0.4, at which the instability in the central part gives way to the formation of the
central rivulet, hence entering the range of values of the rivulet regime. The rivulet flow
lasts for values up to 1.2. In the latter, the surface tension still prevails over gravity, leading
to the formation of round structures. Beyond this point, gravity becomes dominant and
the full film flow develops.
Figure 5.2: Transient evolution of the wetted area in the smooth plate. Pure water and air.
The liquid inlet velocity is 38 cm/s. 60◦ inclination over the horizontal.
As a conclusion, the interface tracking at small-scale is able to reproduce the effect
of the balance between the gravity and the cohesion of the liquid, reproducing the flow
regimes observed in the experiments found in the literature. The relationship between the
wetted area and the liquid injection velocity is therefore well represented.
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Figure 5.3: Liquid film patterns at different flow times. Pure water and air. The liquid
inlet velocity is 38 cm/s. The computational domain is a 0.05 m x 0.007 m x 0.06 m
smooth plate inclined 60◦ over the horizontal direction. The contact angle is 70◦. Flow
times: i) 0.058 s, ii) 0.133 s, and iii) 0.261 s.
The transient evolution of the wetted area is presented in figure 5.2. The fluids used
are water and air. The liquid injection velocity, i.e. or liquid load, is 38 cm/s (Re ' 170,
We = 0.8). Pseudo-steady state is reached after an approximate flow time of 0.5 s. The
pseudo-steady state is recognised by the appearance of small variations in the value of
the interfacial area. The variation shows a direct relationship during the first time steps
followed by a peak value when the front wave reaches its final extension. After that,
the wetted area presents a small drop and gets stabilized at a constant value. Figure 5.3
shows the flow patterns at different flow times for the same case as in figure 5.2, which
corresponds to a rivulet flow regime. The formation of the lateral rivulets due to the
capillary effects at the corners of the plate begins at an early stage of the development.
The area with the perfectly formed liquid film can also be observed.
The following step is to investigate how to increase the amount of wetted area. Two
of the parameters that influence the spreading of the liquid are the liquid viscosity and the
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use of a particular geometrical pattern on the surface texture.
5.2 Effect of wall surface texture on the wetted area
The objective of this section is to discuss whether or not the fact of using a particular
texture in the surface of the plate can increase the amount of wetted area.
Figure 5.4: Prediction of the flow regime for the two surface textures tested. Pure water
and air. The liquid inlet velocity is 22 cm/s. 0.05 m x 0.007 m x 0.06 m smooth plate
inclined 60◦ over the horizontal direction. The contact angle is 70◦. The flow time is
0.350 s: i) Ridges placed perpendicularly to the direction of the flow, and ii) Ridges
placed according to the direction of the flow, i.e. stream-wise.
A simple texture pattern, which can be easily implemented in CFD, is the inclusion of
ridges with a simple shape. In this case, a triangular shape is tested, the base and height
of the triangle being respectively 2.8 mm and 0.6 mm. The ridges are placed with two
different orientations: stream-wise and perpendicular to the main direction of the flow.
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The stream-wise pattern is expected to increase the wetted area, since it splits the central
rivulet, directing the flow along the ridges.
Figure 5.5: Effect of the surface pattern on the wetted area (% of interfacial area) at
different liquid loads and pseudo-steady state. 0.05 m x 0.007 m x 0.06 m plate inclined
60◦ over the horizontal direction. The contact angle is 70◦.
Figure 5.4 shows a view of the liquid flow pattern for the same liquid injection velocity
and the two surface textures considered. The snapshots have been taken at 0.35 s flow
time. As can be observed, the expected behaviour is confirmed and the ridges direct the
liquid flow when placed in the stream-wise direction. Contrarily, the ridges act as a barrier
when placed in the perpendicular direction, enhancing the effect of the surface tension and
showing a smaller value of the wetted area. The general conclusion then is that adding a
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texture pattern to the packing surface clearly affects the amount of wetted area available
for mass transfer.
Figure 5.5 quantifies the effect of the liquid load in the wetted area for the two texture
arrangements and the case of the smooth plate. One can see that the results for the smooth
plate are situated between the two texture pattern data series. One can also observe that
the difference between them is greater as the value of the liquid load increases.
The analysis of the data above highlights the importance of selecting a particular ge-
ometrical texture pattern and its disposition with respect to the general direction of the
flow. The results show that the shape of the ridges should direct the liquid flow in order to
enhance the amount of interfacial area available for mass transfer. Further work should be
done in this direction to check whether the size of the triangular shape can also influence
the amount of wetted area.
5.3 Effect of the liquid viscosity on the wetted area
The large difference in viscosity between water, i.e. 1 mPa · s, and MEA, i.e. 24 mPa
· s, is expected to give rise to significant changes on the wetted area when comparing
pure water and different concentration solutions of aqueous MEA at the same liquid load.
Figure 5.6 shows the relationship between the wetted area and the liquid load for three
different values of the liquid viscosity, corresponding to the case of pure water and two
aqueous solutions used in industry, e.g. 30% wt. MEA and 40% wt. MEA. In this case,
a higher viscosity results in a better spreading of the liquid with a substantial difference
at low liquid loads. For a liquid load of 22 cm/s, the full liquid film is reached when the
40% wt. solution is used and almost achieved by the 30% wt. solution whereas the area
covered by pure water covers 60% of the plate surface.
At 12 cm/s, the difference between the three points is considerable, clearly showing
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Figure 5.6: Effect of viscosity on the wetted area (% of interfacial area) at different liquid
loads and pseudo-steady state. Comparison between pure water and two MEA aqueous
solutions, i.e. 30% wt and 40% wt. 0.05 m x 0.007 m x 0.06 m plate inclined 60◦ over the
horizontal direction. Triangular ridges placed in the stream-wise direction, i.e. the height
of the triangle is 2.8 mm and the base is 0.6 mm. The contact angle is 70◦.
that the increment in the viscosity causes a better liquid spreading. At high liquid loads,
pure water approaches the full film flow while the other liquids have already achieved
it. The transient development of the three cases at 38 cm/s is analysed later in Chapter 7
where it is observed that higher wetted area values are achieved as the viscosity increases
despite the fact that the development of the liquid film is slower.
The results found in the literature, regarding the effect of the viscosity on the wetted
area, are often contradictory [194]. Therefore, some inconsistency exists in the literature
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on whether an increase in the liquid viscosity results in a better spreading or vice versa.
The results obtained in this section are consistent with the work presented by Shi and
Mersman [195]. However, it is important to recall that the present results refer to the case
of an inclined plate. As it will be explained in Chapter 8, the results show the opposite
tendency at meso-scale, although with a negligible difference between the cases.
5.4 Transient behaviour of the mass transfer
After the analysis of the parameters that affect the interfacial area, the mass transfer theory
shown in Chapter 3 was introduced in the model by means of a UDF. The figure 5.7 shows
the transient evolution of the averaged oxygen mass fraction in the gas-liquid interface for
four values of the liquid load. The figure shows three stages for each case. In the first
stage, the oxygen mass fraction in the liquid film is practically identical regardless of the
value of the liquid load. This behaviour responds to the fact that at the early stage of
the formation of the film, an accumulation of liquid is generated at the inlet region due
to the effect of surface tension. As a consequence, the exposure time is the same for all
the cases, leading to similar values of the mass fraction of oxygen absorbed in the liquid.
This stage lasts until approximately 0.05 s flow time.
The second stage lasts until approximately 0.25 s flow time and is characterised by a
lower absorption rate, i.e. represented by the slope of the graph. The transition between
the first and the second stages is clearly delimited by a slope change. In the second
stage, the values of the oxygen absortion rate at the different liquid loads are similar until
approximately 0.1 s flow time. The beginning of the second stage has been considered
to happen when the absorption rate presents a clear diminution with respect to that of
the first stage. This decay of the absorption rate is due to the fact that, as the absorption
progresses, the difference in the solute concentration between the interface and the bulk
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Figure 5.7: Transient evolution of the oxygen mass fraction in the liquid film for four
different values of the liquid load. 5 cm x 7 mm x 6 cm smooth plate inclined 60◦ over the
horizontal direction. The contact angle is 70◦. The value of the solubility for the oxygen
into pure water is 8 mg/l at 20◦C.
of the phase becomes smaller, leading to a decrease in the mass transfer rate.
Also, the concentration values observed in the graph begin to present different values
in this stage since the transient behaviour of the wetted area also begins to differ, which
consequently affect the exposure time.
Finally, the stabilisation of the oxygen mass fraction occurs when the system reaches
the hydrodynamical pseudo-steady state, i.e. when the wetted area reaches a constant
value. As a final remark, one can also observe that the greater the liquid flow rate, the
later the stabilisation is achieved. This behaviour was expected since a smaller liquid
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injection rate necessarily leads to a slower development of the liquid film.
5.5 Effect of the liquid load on the absorption rate
The effect of the liquid load on the oxygen absorption rate is depicted in figure 5.8. The
absolute rate of oxygen absorbed in pure water in the inclined plate is calculated as the
product between the average mass fraction of oxygen in the liquid phase in the liquid
outlet times the mass flow rate of liquid injected into the domain.
Figure 5.8: Oxygen absorption rate vs liquid load at pseudo-steady state. 5 cm x 7 mm x
6 cm plate inclined 60◦ over the horizontal direction. The contact angle is 70◦.
The graph shows a direct relationship between the two variables until a maximum
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point is reached beyond which the absorption rate decreases. According to Higbie’s pen-
etration theory, higher liquid loads imply less exposure time between the phases hence a
decreasing tendency could be expected. However, before the turning point observed in the
graph the tendency is exactly the opposite due to the existence of a greater amount of inter-
facial area available for mass transfer, which enhances the oxygen absorption rate. Once
the turning point is surpassed, the trend follows the theoretical reasoning from Higbie’s
theory. The turning point appears at a value of the liquid load of approximately 45 cm/s,
which coincides with the value of the liquid load in which the full film flow is reached.
Therefore, beyond the turning point the interfacial area does not augment whereas less
contact time between the phases occurs, which results in a decay of the absorption rate.
5.6 Conclusions
The present chapter presents the analysis of the hydrodynamics of the gravity-driven liq-
uid film flow over an inclined metallic plate and the mass transfer between the gas and the
liquid phases without chemical reaction. Regarding the hydrodynamics, special focus is
put on the variations of the wetted area as a function of parameters such as the liquid load,
liquid viscosity and the surface texture pattern. Later, the mass transfer performance for
the water/oxygen system is included.
The main conclusion taken from the analysis of the hydrodynamics is that the amount
of wetted area depends on the liquid injection velocity. An analysis of this relationship
was done in terms of the balance between the gravity and the surface tension, i.e. the
Weber number. Three different flow regimes can be identified in the analysis: tricking,
rivulet and full film flow. The full film flow, i.e. the flow regime in which the whole
surface of the plate is covered by the liquid phase, is reached only for values of the liquid
load over a particular threshold. Before this value is reached, the flow shows the forma-
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tion of irregular structures such as droplets and rivulets. This phenomenon is known as
liquid maldistribution and its existence has been experimentally investigated in the liter-
ature. The importance of a good representation of this phenomenon lies in the effect that
the amount of interfacial area available for mass transfer has on the overall performance
of the reactor. As a consequence, a greater amount of interfacial area implies a better ab-
sorption performance. After the study about how the liquid load affects the wetted area,
the influence of the texture pattern was also assessed. A triangular pattern forming ridges
on the surface of the inclined plate is tested. The results show that the amount of wet-
ted area is enhanced when the ridges are placed in the same direction as the liquid flow
whereas the same ridges act as a barrier when placed perpendicularly.
Additionally, the viscosity of the liquid phase is assessed. The simulations included
three different fluids: pure water and two aqueous MEA mixtures used in industry. The
results show that increasing the viscosity of the fluid results in a better liquid spreading.
However, it is worth to say that contradictory results have been found in the literature and
that the effect of the viscosity on the wetted area is not well established.
After the study of the influence of the geometrical pattern, the mass transfer between
oxygen and water is implemented on the model. The analysis of the transient behaviour of
the system follows. Three different stages are found in the graph for the averaged oxygen
mass fraction. The first stage is characterised by the coincidence between the different
series of data. As the liquid film develops, a decrease in the absorption rate occurs until
total stabilisation at pseudo-steady state conditions is reached.
Finally, the same model is applied to assess the relationship between the absorption
rate and the liquid load. Since an increase in the wetted area is found for higher liquid
loads, a direct relationship between the absorption rate and the liquid injection velocity is
expected. The results show this tendency for the entire range of values of the trickling and
the rivulet flow. However, once a completely developed liquid film is formed the tendency
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reverses and a decreasing relationship is found between the two variables. This behaviour
is caused by a smaller exposure time. Also, the existence of this turning point could be
analysed for the case of the operation of a real absorption column.
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Chapter 6
Effect of operating parameters on mass
transfer
After the development of the mass transfer model without chemical reaction, this chapter
analyses the influence of several operating parameters on the mass absorption rate. The
following parameters are included in the study:
• The viscosity of the fluid. This parameter can be varied changing the concentration
of the amine in the liquid solution. The viscosity hinders the diffusion process
according to the Wilke-Chang equation hence a reduction in the absorption rate is
expected for higher amine concentrations.
• The effect of the gas pressure: Higher values of the gas pressure imply a higher
solubility of the species being transferred from the gas phase. The mass transfer
rate is assessed for three different values of the gas pressure.
• Gas velocity: This parameter can also affect the mass transfer performance through
the variations on the contact time between phases and its influence on the interfacial
area.
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• Flow configurations: The performance of the mass transfer process is analysed
for both co- and counter-current flow. Normally, absorption columns operate at
counter-current conditions since it is established that this configuration maximises
the mass transfer performance. In this chapter both flow configurations are com-
pared for the case of a small inclined plate.
• Liquid-solid contact angle: This parameter depends on the cohesion of the liquid
molecules and the adhesion of the liquid to the solid surface. Better adhesion con-
ditions imply a better spreading of the liquid over the plate, which results in more
area available for mass transfer.
6.1 Effect of the viscosity on the mass transfer rate
The immediate effect of varying the amine concentration is a change in the overall viscos-
ity of the solution due to the difference in the values associated to both water and MEA.
Water has a value of the dynamic viscosity of 1 mPa·s whereas the value for pure MEA at
the temperature considered, i.e. 295K, is 24 mPa·s. The assumption of a mass weighted
mixing law has been taken to calculate the viscosity of the mixture. The viscosity of the
solution can also vary with the amount of absorbate in the liquid phase. However, it is
assumed that the properties of the liquid phase remain constant regardless of the solute
concentration.
The viscosity can affect the mass transfer source term through both the solubility and
the diffusivity of the solute. The influence on the solubility has been reported in the
literature to be negligible [126], whereas the diffusivity can be calculated by means of
the Wilke-Chang equation, i.e. equation (3.102). Figure 6.1 shows the effect of the amine
concentration on the oxygen absorption rate at pseudo-steady state conditions. Two liquid
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loads and two aqueous MEA solutions commonly found in industry, i.e. 30% and 40% wt.
MEA, are used to carry out the simulations. The liquid injection velocities considered are
38 cm/s and 45 cm/s. Both values of the injection velocity correspond to the rivulet flow
regime presented in Chapter 5. The velocities selected to carry out the analysis belong to
this flow regime since it is the actual regime found in industrial operation. As a general
trend, it is observed that the absorption rate decreases when the liquid viscosity increases.
This was an expected result in the light of the Wilke-Chang equation since the value of
the diffusivity has an inverse relationship with the viscosity of the liquid.
Figure 6.1: Oxygen absorption rate vs MEA wt. % for two different liquid injection
velocities. 5 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal direction. The
contact angle is 70◦. Pure oxygen as stagnant gas phase.
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Figure 6.2: Oxygen mass fraction vs time. 5 cm x 7 mm x 6 cm plate inclined 60◦ over
the horizontal direction. The contact angle is 70◦. Pure oxygen as stagnant gas phase.
The effect of the liquid load can also be observed in figure 6.1. In general, the greater
the velocity the greater the mass absorption rate since both values of the liquid load tested
lie in the range of the rivulet flow. This is caused by the fact that the interfacial area,
hence the mass transfer rate, increases with the liquid load for range of liquid loads in the
rivulet flow as discussed in chapter 5.
Figure 6.2 shows the effect of the amine concentration on the transient behaviour of
the absorption process for two different liquid injection velocities. The results show that
the higher the amine concentration the smaller oxygen absorption in the liquid film.
The three stages discussed in Chapter 5 for the transient development can also be
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observed in figure 6.2. As a general conclusion, it must be said that the viscosity of the
liquid hinders the absorption process without chemical reaction.
6.2 Effect of the gas pressure
Figure 6.3 shows the transient evolution of the absorbed oxygen for the three values of
the absolute gas pressure tested in this study. The three values tested are atmospheric
pressure, 0.5 bar and 1 bar gauge pressure. The corresponding solubility values are sum-
marised in table 6.1.
Table 6.1: Values of the solubility of pure oxygen in water as a function of the gas pressure
Gauge pressure (bar/Pa) Solubility (x 10−6 kgO2/kgsolution)
0.0/101,325 8.5
0.5/151,987 13.5
1.0/202,650 17.0
The results show that a greater value of the gas pressure gives rise to a better absorp-
tion rate. An increment in 0.5 bar gauge pressure implies an improvement of up to 60%,
taking the immediate inferior pressure value as the base case. The simulations are car-
ried out with the same water injection velocity for the three cases, i.e. 38 cm/s, and pure
oxygen as the stagnant gas phase.
Increasing the pressure of the gas phase implies a higher solubility of the gas species
being transferred as described by Henry’s law. With a greater value of the concentration
at the gas-liquid interface, the concentration gradient is higher, which translates into a
greater amount of gas being absorbed through the interface.
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Figure 6.3: Oxygen mass fraction vs time. Comparison between the three absolute gas
pressure values tested. 5 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal. The
contact angle is 70◦. Pure oxygen as stagnant gas phase. Pure water as the liquid phase
with a liquid load of 38 cm/s.
6.3 Effect of flow configurations and gas velocity
Post-combustion CCS absorbers work usually in counter-current disposition. In this sec-
tion the effect of using either co- or counter-current flow disposition is investigated for
the simplified case of an inclined plate.
The effect of the gas velocity is also assessed. The gas velocity is represented by the
F-factor:
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Figure 6.4: Oxygen mass fraction vs time. Comparison between both co- and counter-
current flow configurations and the stagnant gas phase case. 5 cm x 7 mm x 6 cm plate
inclined 60◦ over the horizontal. The contact angle is 70◦. Pure oxygen as the gas phase.
Pure water as the liquid phase with a liquid load of 38 cm/s. 1 atm absolute gas phase
pressure.
F− f actor = vg√ρg (6.1)
The F-factor is a measure of the kinetic energy of the gas phase since it takes into
account both the gas velocity and its density.
Velocity profiles are specified at the gas inlet by means of UDFs in order to avoid a
sharp transition in the velocity values associated to both liquid and gas inlets. The same
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velocity profiles with negative values are used for the counter-current calculations.
The transient development of the oxygen mass fraction within the liquid film is rep-
resented in figure 6.4, which also displays the three different stages previously identified
in section 5.4. The liquid injection velocity is kept constant, i.e. 38 cm/s. The results
show that, in general, the mass transfer is enhanced when momentum is applied to the gas
phase, being the enhancement more pronounced with the co-current flow configuration.
This behaviour is explained by the drag between the gas and the liquid, which affects
the hydrodynamics. In fact, drag causes the spreading of the liquid film, resulting in a
greater interfacial area and enhanced oxygen absorption rate for the co-current configura-
tion as well as a smoother transition between the three stages of the transient development.
Therefore, drag helps the liquid spreading. The opposite happens for the counter-current
configuration, in which the liquid is hold within the domain by the gas phase, hindering
the development of the liquid film.
Figure 6.5 shows the values of the oxygen absorption rate against the absolute gas
pressure including also the effect of the gas velocity and the flow configuration. The
graph confirms the tendency observed in figure 6.4, by which the oxygen mass transfer
rate is enhanced when a certain amount of momentum is applied to the gas, being the
effect more advantageous for the case of co-current flow than counter-current.
As a conclusion, the importance of the gas velocity and the flow configuration has
been highlighted. Co-current flow has been proved to be more convenient than counter-
current in the case of an inclined plate due to a better liquid spreading caused by the gas
drag. However, counter-current configuration is widely used in industry. In the case of an
ideal geometry such as the inclined plate considered here, the drag caused by the gas phase
flattens the liquid film whereas in an intricate geometry such as a structured packing the
counter-current disposition is more favourable, due to the fact the liquid phase undergoes
break-up that gives rise to the formation of droplets and rivulets. The appearance of the
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Figure 6.5: Oxygen absorption rate vs absolute gas pressure at pseudo-steady state con-
ditions. The graph also shows the effect of the flow configuration and the gas velocity. 5
cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal. The contact angle is 70◦. Pure
oxygen as the gas phase. Pure water as the liquid phase with a liquid load of 38 cm/s.
liquid break-up enhances the amount of interfacial area between the fluids and the mass
transfer performance [203, 205].
6.4 Effect of liquid-solid contact angle
This section deals with the analysis of the influence of the contact angle between the liq-
uid phase and the solid surface on the interfacial area. The contact angle is the result of
the balance of the cohesion and adhesion forces. Cohesion is explained by the affinity
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between the molecules constituting the liquid phase whereas adhesion is related to the
affinity between the liquid molecules and those of the solid material. Water spreading is
enhanced when adhesion to the solid surface is greater than cohesion. When this happens,
the contact angle presents values below 90◦, i.e. wetting conditions. Higher values of the
contact angle mean that cohesion dominates over adhesion, i.e. non-wetting or hydropho-
bic conditions. Figure 6.6 shows images of the flow regime observed for both wetting and
non-wetting conditions. The injection velocity taken to carry out the test is the same on
both simulations and is equal to 38 cm/s. The image on the left corresponds to hydropho-
bic conditions, i.e. 100◦ and cohesion dominating over adhesion. As used in for previous
analyses, a contact angle of 70◦ is set for the wetting conditions (image at the right-hand
side).
Figure 6.6: Snapshots of the flow regime at pseudo-steady state for both i) hydrophobic,
and ii) hydrophilic conditions. 5 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal.
Pure oxygen as the gas phase. Pure water as the liquid phase with a liquid load of 38 cm/s.
F-factor 2 with counter-current disposition. Gas phase absolute pressure 1.5 atm..
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Figure 6.7: Transient behaviour of the mass transfer for different values of the contact
angle. 5 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal. Pure oxygen as the
gas phase. Pure water as the liquid phase with a liquid load of 38 cm/s. F-factor 2 with
counter-current disposition. Gas phase absolute pressure 1.5 atm.
The images show an important decrease in the amount of wetted area upon non-
wetting conditions. The first remarkable characteristic is that the lateral rivulets disap-
pear. The plate corners are the areas where the effects of capillarity are more pronounced.
Therefore, the lateral rivulets disappear when a hydrophobic contact angle is set in the
simulation parameters. The area covered by a fully developed liquid film also diminishes.
The results confirm that hydrophilic conditions can enhance the liquid spreading hence
the mass transfer performance.
Figure 6.7 shows the transient behaviour of the averaged oxygen mass fraction for
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different values of the contact angle tested; i.e. the liquid injection velocity is kept con-
stant at 38 cm/s. It can be observed that there is no substantial influence of the contact
angle on the oxygen mass fraction for wetting conditions once the pseudo-steady state is
reached. However, an important decay is found for the hydrophobic cases. This difference
is caused by the decrease in the interfacial area discussed earlier in this section.
Since the contact angle depend on the material of the structured packing, this conclu-
sion highlights the importance of the selection of the correct material for the manufactur-
ing process of the structured packing.
6.5 Conclusions
The study presented in Chapter 5 has been extended to assess the influence of various
operating parameters on the mass transfer rate from the gas phase to the liquid phase.
The study begins with the influence of the liquid viscosity. This parameter affects the
diffusivity of the solute in the liquid film as described by the Wilke-Chang equation. The
results show the expected tendency according to the theory, which is a diminution on the
mass transfer rate as viscosity increases. Two aqueous MEA solutions used in industry
and pure water are utilised as liquids to run the simulations, showing a huge diminution
on the non-reactive absorption rate for the amine solutions compared to the case of pure
water due to the difference in the viscosity between MEA and water. In addition, two
values of the liquid injection rate were also tested, both presenting the same tendency.
The velocity affects the absorption rate through the increase in the liquid spreading, hence
greater absorption rates at greater velocities. The general conclusion is that increasing the
viscosity of the liquid phase has a detrimental effect on the non-reactive mass absorption
rate of the system.
The second parameter included in this study is the gas phase pressure. Pressure affects
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the absorption process via a change in the solubility. A greater solubility implies a higher
solute concentration at the interface, which causes a higher concentration gradient, hence
enhanced absorption source terms. Three different values of the gas pressure have been
tested, showing the beneficial impact it has on the absorption rate. An improvement of
up to 60% is found for a 0.5 atm increment on the gas pressure. Normally, absorption
columns in post-combustion CCS facilities work at atmospheric pressure. An increment
in the gas pressure could be beneficial for the mass transfer performance as it is suggested
in the present study but some experimental work should be carried out in this regard. A
more detailed study assessing the economics and risks would be necessary to determine
the suitability of a pressurised absorption column.
The chapter follows with the influence of the gas phase velocity and the flow config-
uration. Co- and counter-current configurations are considered, both showing enhanced
absorption rate when compared to the stagnant gas case. Therefore, implementing mo-
mentum to the gas phase is shown to be beneficial regardless of the flow configuration.
Co-current disposition causes the flattening of the liquid film, augmenting the interfa-
cial area and improving the mass transfer rate. Counter-current disposition tends to hold
the liquid within the domain, which is also beneficial by virtue of a higher contact time
between phases. Co-current simulations present the best results for the mass transfer per-
formance. However, amine scrubbers work normally at counter-current disposition. This
difference is attributed to the fact that the ideal case of an inclined plate is considered in
this study whereas, in an actual structured packing column, counter-current flow causes
an important liquid break-up, which gives rise to enhanced values of the interfacial area.
The influence of the contact angles has also been included, showing results for wet-
ting and non-wetting conditions. Contact angle depends on both the cohesion of the liquid
molecules and the adhesion forces between the liquid and the solid surface. The results
show an important dependence on the contact angle, with wetting conditions offering an
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improved liquid spreading over the plate and higher absorption rates. Since the contact
angle depends on the material with which the packing is manufactured, it can be con-
cluded that the selection of the solid material is crucial for the good performance of the
absorption column.
From all the parameters included in this study, contact angle and gas pressure are
the most influential. This chapter closes the study of the hydrodynamics and the mass
transfer without chemical reaction at small-scale. The study of the reaction kinetics of the
CO2-MEA system at small-scale is included in Chapter 7.
Chapter 7
Reactive mass transfer at small-scale
This chapter constitutes a further step in the development of the CFD model. In the previ-
ous two chapters the liquid maldistribution phenomenon has been studied at small-scale,
along with the absorption without chemical reaction and the effect of several operating
parameters. In this chapter, the study of the hydrodynamics of aqueous MEA gravity-
driven liquid films is extended. The transient development and the velocity profiles of
the aqueous MEA liquid films are analysed, showing important differences with respect
to the case of pure water. Later, the UDF is expanded in order to include also the mass
source terms that describe the consumption/creation of reactants/products of the chemical
reaction between the CO2 and the MEA. This chapter complements chapters 5 and 6 and
closes the modelling at small-scale.
The application of the UDF to describe the CO2-MEA chemical system at small-scale
gives the possibility of analysing some aspects that would be difficult to accomplish with
experimental techniques. The analysis of the concentration profiles within the liquid film
is one of those aspects.
The reaction between the CO2 and the MEA follows the fast pseudo-first order be-
haviour. This is characterised by the fast kinetics of the reaction. The timescale governing
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the diffusion of the solute into the liquid film is slower, which results in the molecules of
CO2 being immediately consumed once they cross the gas-liquid interface. Therefore, the
chemical reaction only takes place in the interface. One of the objectives of the present
chapter is to reproduce this fact. The CO2 concentration profiles are presented and com-
pared to the hypothetical case in which the chemical reaction is suppressed in order to
highlight the capability of the present model to describe this aspect.
Another interesting aspect regarding the reactive mass transfer is the analysis of the
enhancement factor and the liquid-side mass transfer coefficient. The enhancement factor
is a measure of the gain in the absorption rate that takes place in reactive mass transfer
when compared to non-reactive conditions. The enhancement factor depends on the con-
centration of MEA in the aqueous solution. Results describing the relationship between
the amine concentration and both the enhancement factor and the liquid-side mass trans-
fer coefficient are presented in this chapter. The conclusion taken from these results is
that, on the one hand, the chemical reaction leads to an increase in the absorption rate,
justifying the selection of reactive mass transfer against non-reactive mass transfer for
post-combustion CCS, and on the other hand, that higher amine concentrations are bene-
ficial to the reactive absorption process.
7.1 Hydrodynamics of aqueous MEA solutions
First, the hydrodynamics of the aqueous MEA solution are analysed. In the previous
chapters, pure water has been used as the liquid phase and oxygen has been used as
the gas being absorbed by the liquid. This allows assessing only the absorption without
chemical reaction. The transient behaviour of the aqueous MEA liquid film, which shows
a slower development than the oxygen-water system due to the difference in viscosity,
and the analysis of the velocity profiles is presented.
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One of the conclusions from the previous chapters is that hydrodynamics play an
essential role in the mass transfer performance of the system. The interfacial area is
appointed as the most influential parameter affecting mass transfer, hence the importance
of also studying the hydrodynamics of the CO2-MEA system [117]. The discussion in
this section begins with the transient development of the wetted area and ends with the
analysis of the liquid film thickness and velocity profiles.
7.1.1 Transient development of the interfacial area
The evolution of the wetted area can be observed in figure 7.1 for three different amine
solutions and pure water with the same liquid injection velocity, i.e. 38 cm/s. The evolu-
tion of pure water has also been included to easily establish the comparison between the
amine solutions and a low viscosity fluid such as water. The graph shows a substantial
difference between the evolution of pure water and the aqueous MEA solutions.
Generally, the liquid development becomes slower with the increase in viscosity that
the use of the MEA solutions carries. The system can take from 1.0 s (MEA 30% wt.,
7.9 cP) to 1.2 s (MEA 40% wt., 10.2 cP) and 1.5 s (MEA 50% wt., 12.5 cP) to reach
the pseudo-steady conditions depending on the amine contents whereas pure water needs
0.3 s to reach them. There is also a substantial difference between the development of
the MEA solutions and the case of pure water. However, the difference among the three
solutions is smaller. The variation in viscosity between the water, i.e. dynamic viscosity
of 1 cP, and the MEA, i.e. 24 cP, is what causes this difference. The slower development
of the liquid film for higher values of the viscosity is also explained by means of the
velocity profiles introduced later in this chapter. Although the velocity at the inlet is the
same for the three cases, the velocity profiles change during the development of the liquid
film and depend on the value of the dynamic viscosity. A higher viscosity imply smaller
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Figure 7.1: Transient development of the interfacial area for three amine solutions (30%,
40%, and 50% wt. aqueous MEA). 3 cm x 7 mm x 6 cm plate inclined 60◦ over the
horizontal. The contact angle is 70◦. The liquid injection velocity is 38 cm/s. CO2 at
atmospheric pressure as the gas phase.
velocities hence the slower development seen in the figure.
The development of the liquid film presents three stages that can be visualised in
figure 7.2. The latter shows snapshots of the liquid film development for the MEA 30%
wt. solution and 38 cm/s liquid injection velocity. The first stage of the development lasts
approximately 0.3 s. It corresponds to the left-hand side image and is characterised by
a rapid increase of the wetted area caused by both the extension of the rivulets and the
advance of the front wave. This section lasts until the three rivulets reach the outlet. In
the second stage, i.e. central image, the rate of change of the wetted area decreases. In
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this stage, only the advance of the front wave takes place, being the increase of the wetted
area due only to this contribution. This stage finishes when the liquid covers the whole
plate. The third stage begins after approximately at 1 s flow time. The high viscosity of
the amine solutions causes the appearance of the second stage, which cannot be observed
in the case of pure water.
Figure 7.2: Images of the development of the 30% wt. MEA solution liquid film at i)
0.1 s, ii) 0.7, and iii) 1.5 s. 3 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal
direction. The contact angle is 70◦. The liquid load is 38 cm/s.
During the development of the liquid film and until the three fluids reach the pseudo-
steady state, the greatest values of the wetted area correspond to the lowest values of
viscosity. In fact, during the first stage of the liquid development, the bigger amount of
the wetted area corresponds to the case of pure water. However, pure water does not cover
the whole plate whereas the amine solutions have proved to do so at all the concentrations
tested.
As has been discussed already, the amount of wetted area is one of the most influential
parameters affecting the mass transfer performance of the reactor and it is important to
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maximise it as much as possible. From the results presented in this section, the increase
in the liquid viscosity is beneficial due to the increase in the wetted area, hence improving
the mass transfer process.
7.1.2 Velocity profiles
A comparison plot for the velocity profiles of the three different solutions at the same
liquid injection velocity, i.e. 38 cm/s, is presented in figure 7.3. The liquid film thickness
increases with the viscosity of the fluid as can be seen in the horizontal axis of the graph.
The increase in the thickness is substantial, going from 0.7 mm for the MEA 30% wt.
solution to 0.8 mm for the MEA 50% wt, representing a 15% change with the base case
of the MEA 30% wt. solution. A 15% increase in the liquid film thickness would imply
the same increase in the liquid hold-up if the assumption of the perfectly developed film is
taken. This would also imply a substantial increment of the weight of the column and of
the wet pressure drop. The velocity is represented in the vertical axis, showing that thicker
liquids give slower velocities. Both tendencies are justified with Nusselt’s theory [178].
The fact that thicker liquids have lower velocities is also in accordance with the results
represented in figure 7.1, in which it is shown that it takes more time for the liquid film
to reach the pseudo-steady state as its viscosity increases. As a conclusion, increasing the
amine concentration produces a slower development of the liquid film, which eventually
finishes covering up the entire plate. Contrarily, water needs to be injected at higher
velocities to reach the full film flow. This could be interesting from an industrial point of
view since an increase in the interfacial area implies better mass absorption performances.
On the other hand, higher viscosities give thicker liquid films hence bigger values of the
liquid hold-up.
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Figure 7.3: Velocity profiles for the three amine solutions (30%, 40%, and 50% wt. aque-
ous MEA). 3 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal. The contact angle
is 70◦. The liquid injection velocity is 38 cm/s. CO2 at atmospheric pressure as the gas
phase. 3 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal. The profiles are taken
at the centre of the computational domain.
7.2 Effect of MEA concentration on the enhancement fac-
tor
Figure 7.4 shows the values obtained for the enhancement factor for the three different
amine solutions considered at two liquid injection velocities (38 cm/s and 45 cm/s). As
can be seen, the increase in the concentration of amine in the solution gives rise to an
increase in the enhancement factor, which relate to higher reaction rates. The order of
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magnitude of the enhancement factor from the CFD simulations is in agreement with
reported data from the literature [196]. This behaviour can be explained by means of
the kinetic theory which states that a chemical reaction occurs. According to the kinetic
theory, a chemical reaction occurs when the collision of the molecules of the reactants
takes place. A higher presence of amine molecules in the solution leads necessarily to a
higher probability of collision.
Figure 7.4: Values of the enhancement factor for the three amine solutions (30%, 40%,
and 50% wt. aqueous MEA). 3 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal.
The contact angle is 70◦. Two values of the liquid injection velocity are considered (38
cm/s and 45 cm/s). CO2 at atmospheric pressure as the gas phase.
As an additional explanation to the tendency shown in figure 7.4, a direct relationship
between the enhancement factor and the liquid film thickness is also reported in the litera-
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ture [197]. An increase in the liquid film thickness comes necessarily from an increase in
the viscosity of the liquid phase through equation (3.106). Therefore, it can be concluded
that the enhancement factor should increase with the amine concentration.
The liquid load can also influence the enhancement factor as observed in the figure.
The values of the liquid injection velocity studied are 38 cm/s and 45 cm/s. If a single
value of the amine concentration is considered, there is a reduction of the enhancement
factor for higher liquid loads. The reduction is constant and approximately equal to 8% for
the three different amine concentrations tested. This reduction is caused by the decrease
in the exposure time that a larger liquid load implies. The exposure time affects the liquid-
side mass transfer coefficient through equation (3.78). A decrease in the exposure time
implies an increase in the liquid-side mass transfer coefficient, which in turn causes a
decrease in the Hatta number, i.e. equation (3.89). The diminution in the Hatta number
implies necessarily the reduction in the enhancement factor.
In conclusion, results show that richer amine solutions relate to higher enhancement
factor values. As explained in Section 2.3.2, in the present work the enhancement factor
is approximately equal to the Hatta number, i.e. equation (3.89), because a fast pseudo-
first order is considered. Increasing the Hatta number involves a positive impact on the
mass transfer performance and a better CO2 absorption rate, i.e. equation (3.88). In other
words, increasing the concentration of MEA in the solution favours the absorption of CO2.
On the other hand, as discussed in section 7.1, it is detrimental to the pressure drop as the
thickness of the liquid film increases. Therefore, a trade-off in the amine concentration is
required to balance those converse effects.
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7.3 Effect of MEA concentration on the mass transfer co-
efficient
A variation in the amine concentration also affects the liquid side mass transfer coefficient
as shown in figure 7.5. An inverse relationship between the variables is observed.
Figure 7.5: Values of the liquid-side mass transfer coefficient for the three amine solutions
(30%, 40%, and 50% wt. aqueous MEA). 3 cm x 7 mm x 6 cm plate inclined 60◦ over
the horizontal. The contact angle is 70◦. CO2 at atmospheric pressure as the gas phase.
The increment in the viscosity associated to richer amine solutions affects the diffusiv-
ity of the solute within the liquid film, reducing the liquid-side mass transfer coefficient.
This is caused by the latter being proportional to the squared root of the diffusivity ac-
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cording to equation (3.78). However, the same increase in the MEA concentration has the
beneficial effect of increasing the reaction rate.
As a general conclusion, an increase in the amine concentration carries higher values
of the enhancement factor, which can be interesting from an industrial point of view due to
the beneficial impact on the absorption performance of the structured packing column. On
the other hand, the effect of the injection velocity on the enhancement factor has also been
tested, concluding that an increase in the velocity of the liquid has a detrimental impact.
Since the liquid load has also been proved to result in a better absorption, i.e. through
better liquid spreading, further work should be carried out in order to assess whether or
not an increase in this parameter is beneficial to the whole process.
7.4 Effect of MEA concentration on the species profiles
The influence of the MEA contents on the CO2 concentration profiles within the liquid
film is analysed in figure 7.6. The three cases have been obtained for a liquid injection
velocity of 38 cm/s. The graph represents the distance from the interface in the horizontal
axis. Therefore, the vertical axis on the left-hand side would physically correspond to the
gas-liquid interface whereas the surface of the metallic plate would lie on the right-hand
side of the graph.
The values of the concentration profiles are greater for low MEA concentrations.
These results can be explained by the fact that a higher amine concentration carries an
increase in the reaction rate, hence a faster consumption of the CO2 and lower concen-
trations within the liquid film. Secondly, the MEA concentration influences directly the
value of the enhancement factor. Greater amine concentrations mean higher enhancement
factors, hence an increased absorption rate through the gas-liquid interface. A sufficiently
large mass transfer through the interface can only happen if the concentration gradient of
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Figure 7.6: CO2 concentration profiles for the three amine solutions (30%, 40%, and 50%
wt. aqueous MEA). 3 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal. The
contact angle is 70◦. Pure CO2 at atmospheric pressure as the gas phase. The liquid
injection velocity is 38 cm/s. The profiles are obtained at the centre of the computational
domain.
CO2 between the interface and the liquid bulk is high enough. Therefore, an important
value of the concentration gradient is only possible when the concentration of CO2 in the
liquid film is low.
In the figure 7.6 the CO2 concentration is equal to zero at approximately four com-
putational cells beginning from the interface. The maximum distance from the interface
represented in the graph has been set to 0.2 mm, since the concentration continues to be
equal to zero as the data series progresses to the right-hand side of the graph. The fact
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that the chemical reaction takes place only in the interface by virtue of the high Hatta
number is thus well represented. To further highlight this point, the figure 7.7 shows the
comparison between the cases with and without chemical reaction.
Figure 7.7: CO2 concentration profiles with and without chemical reaction for 30% wt.
aqueous MEA solution. 3 cm x 7 mm x 6 cm plate inclined 60◦ over the horizontal.
The contact angle is 70◦. Pure CO2 at atmospheric pressure as the gas phase. The liquid
injection velocity is 38 cm/s. The profiles are obtained at the centre of the computational
domain.
For the mass transfer data series without chemical reaction, it can be observed that the
CO2 reaches the whole thickness of the liquid film. This series of data has been obtained
by deactivating the source terms that define the creation or consumption of species due
to the chemical reaction. The mass source terms that describe the absorption through the
interface are defined in the region with a liquid volume fraction equal or higher than 0.5.
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Therefore, the mass of the solute is created in the vicinity of the interface and progresses
into the bulk of the liquid by diffusion.
Figure 7.8: H3O concentration profile for 30% wt. aqueous MEA solution. 3 cm x 7
mm x 6 cm plate inclined 60◦ over the horizontal. The contact angle is 70◦. Pure CO2
at atmospheric pressure as the gas phase. The liquid injection velocity is 38 cm/s. The
profiles are obtained at the centre of the computational domain.
Conversely to the non-reactive mass transfer case, the source terms describing the
consumption/production of reactants/products have been activated in the simulation set-
up to obtain the data series for reactive mass transfer. These sources are defined in the
computational cells that form the entire liquid film and not only in the interface. This
gives the possibility of representing the absorption process in a more realistic way, that is
to say, allowing the system to consume automatically any CO2 molecule able to reach the
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liquid bulk.
Figure 7.9: Carbamate concentration profile for 30% wt. aqueous MEA solution. 3 cm x
7 mm x 6 cm plate inclined 60◦ over the horizontal. The contact angle is 70◦. Pure CO2
at atmospheric pressure as the gas phase. The liquid injection velocity is 38 cm/s. The
profiles are obtained at the centre of the computational domain.
The reaction kinetics of the carbamate formation reaction are fast enough to accom-
plish the consumption of the CO2 in the liquid bulk. The chemical reaction takes place
thus, in the interface. As a result, the penetration distance of the solute is approximately
0.1 mm. The maximum value of the concentration for the case without chemical reaction
is 0.586 mmol/l whereas with chemical reaction is 0.15 mmol/l. The fact that lower values
of the CO2 concentration are found for the reactive mass transfer case are also in accor-
dance with the fact that the CO2 molecules are immediately consumed by the reaction
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once they get into the liquid phase.
Figure 7.8 and 7.9 show the concentration profiles for the hydronium and the car-
bamate, respectively. These species are products of the carbamate formation reaction,
i.e. equation (2.5), and their concentration was initially equal to zero. When the sys-
tem reaches the equilibrium, the generation of these two species only takes place at those
computational cells where the concentration of CO2 is different from zero. As seen in the
graph, a concentration different from zero exists within the whole liquid film thickness,
which suggests that these two species have been generated in the interface and subse-
quently diffused into the liquid bulk in a similar way as the CO2 when the mass source
terms that describe the chemical reaction are deactivated.
7.5 Effect of reversibility and instantaneity
The main reaction considered in the CO2-MEA system is the carbamate formation. The
carbamate formation reaction kinetics are fast as indicated by the high value of the Hatta
number. Upon these circumstances, the reaction approximates an irreversible fast pseudo-
first order behaviour. Moreover, when there is also a high amine concentration in the
liquid film, the system is said to approach an instantaneous behaviour.
According to this, the reversibility has been neglected in the UDF and the assumption
that the enhancement factor is equal to the Hatta number has been taken. In order to check
the validity of these assumptions, two simulations are run considering the reversibility and
the value of the enhancement factor corresponding to the instantaneous case, i.e. equation
(3.86). The correlation reported by Kale et al [156] is used to calculate the equilibrium
constant.
The CO2 concentration profiles for the three cases are presented in figure 7.10, where
it can be observed that the difference between the data series is small. The results for both
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Figure 7.10: Carbamate concentration profile for 30% wt. aqueous MEA solution. 3 cm
x 7 mm x 6 cm plate inclined 60◦ over the horizontal. The contact angle is 70◦. Pure
CO2 at atmospheric pressure as the gas phase. The liquid injection velocity is 38 cm/s.
The profiles are obtained at the centreline of the computational domain, at 1 cm from the
liquid inlet.
reversible and irreversible second order match each other, which is a proof of the validity
of the assumption of irreversibility. The data series corresponding to the instantaneous
reaction presents slightly higher values of the CO2 concentration due to the higher value
of the enhancement factor when the reaction is considered as instantaneous, i.e. equation
(3.86).
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7.6 Conclusions
The results presented in this chapter focus on the implementation of the chemistry be-
tween the CO2 and the MEA solution. The analysis of the hydrodynamics of aqueous
amine solutions is carried out first in order to assess the transient behaviour of the MEA
aqueous solutions and the velocity profiles within the liquid film.
The chapter begins with the analysis of the transient development of the liquid film.
The formation of the liquid flow over the plate proves to be slower than in the case of
pure water, due to the higher viscosity of the amine solution. The amine concentrations
considered reach full film flow whereas, for the case of water, the rivulet flow appears at
the same injection velocity. The liquid film thickness is the next aspect considered in the
study. Higher amine concentrations give rise to thicker films, which in turn affects the
liquid hold-up.
The chapter carries on describing the various aspects of the reactive mass transfer
process. The discussion begins with the relationship between the MEA concentrations and
both the enhancement factor and the liquid-side mass transfer coefficient. The model is
able to reproduce the increase in the enhancement factor that a higher amine concentration
implies. Also, the influence on the liquid side mass transfer coefficient is also analysed.
The analysis of the concentration profiles of the species involved in the carbamate
formation reaction follows. The first conclusion is that the model is able to reproduce the
fact that the carbamate formation reaction takes place only at the gas-liquid interface.
The influence of the amine concentration on the carbon dioxide profiles is also as-
sessed, reaching the conclusion that lower concentration values are observed as the amine
concentration increases. The concentration profiles of the hydronium and the carbamate
are also included.
Finally, evidence of the validity of the assumption of neglecting the reversibility of
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the reaction is presented. The results show that there is little difference between the CO2
concentration profiles with and without considering the reversibility. The instantaneous
behaviour of the reaction is also tested. The model is proved valid to reproduce the chem-
istry of the CO2-MEA system, and can be used to test the performance of different amine
solutions at small-scale. However, further work should be carried out in order to imple-
ment the model in commercial geometries.
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Chapter 8
Meso-scale modelling with interface
tracking
The implementation of the VOF interfacial tracking method at meso-scale is analysed
in this chapter on a set of 4 REUs of the commercial structured packing MontzPak B1-
250M. The purpose of this chapter is to expand the capabilities of meso-scale simulations,
which so far have been essentially utilised for the study of dry pressure drop. The track-
ing of the free surface between the liquid and the gas phase in structured packings has
been usually restricted in the literature to simulations at small-scale. Implementing the
interface tracking method at meso-scale allows getting a more realistic insight about the
multiphase flow inside structured packings. The results presented in this chapter focus on
the study of:
• Interfacial area: the interfacial area has been appointed as the most influential pa-
rameter affecting the mass transfer performance [117]. Apart from having capital
importance on the absorption process, the results show that the assumption of a
perfectly developed liquid film falling along the metallic surface is not accurate
enough. Irregular shapes in the liquid phase are observed due to the intricate geom-
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etry of the structured packing.
• Liquid hold-up: is the volume of liquid phase per unit volume of structured packing
when the absorber is working at steady-state conditions. The liquid hold-up influ-
ences the pressure drop along the column, since it modifies the velocity of the gas.
Its study and accurate representation is then key to accurately model the pressure
drop.
The effect of other operating parameters such as the viscosity of the liquid phase and
the contact angle between the liquid and the solid surface of the packing are also assessed.
The effect of the viscosity is assessed considering the variation of the MEA contents in
the liquid solution. The contact angle has been recently studied in the literature by Haroun
et al [117] (the values included in their work are 10◦, 30◦, and 70◦), concluding that it can
cause a significant variation on the interfacial area.
8.1 Liquid flow transient behaviour
Figure 8.1 shows the transient development of the multiphase flow within the structured
packing at different liquid loads. The images include an isometric 3D view and cross-
sectional liquid volume fraction plots at different time steps in order to visualise the
development of irregularities in the liquid flow. The liquid load is obtained using an
isosurface with a value of the volume fraction of 0.5. Results plotted in Figure 8.1 show
a behaviour which is far from the formation of a perfectly developed falling liquid film.
This result challenges the assumption that has been used in the literature to calculate the
liquid hold-up and to predict the pressure drop [105, 199].
After an initial accumulation of liquid in the contact points, gravity acts causing the
detachment of droplets and rivulets. The detached droplets reach the contact point un-
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Figure 8.1: Transient development of the liquid flow at different liquid loads for the water-
air system. Isometric view and volume fraction profiles. The liquid injection velocity is
indicated in the bottom of each graph. Stagnant gas phase at atmospheric pressure. The
isometric plots correspond to pseudo-steady state conditions.
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derneath, causing the break-up of the liquid into smaller droplets and elongated shapes
attached to the surface of the packing. The existence of similar liquid structures was al-
ready discussed by Bradtmöller et al [198], who found three different shapes named: film
flow, contact point (C-P) areas and flooded regions. The film flow regime consists of
elongated and thin liquid formations attached to the surface whereas C-P liquid areas and
flooded regions are round, however there is a size difference between them. In the round
formations the effect of the surface tension dominates over the shear stress that appears in
the film flow areas due to viscosity and the adhesion to the solid surface.
It has been also observed that the pseudo-steady state conditions have been reached
earlier as the liquid load increases. The point at which pseudo-steady state is reached
varies from approximately 1 s for the case with a liquid load of 18 m/h to around 0.4 s for
the liquid load of 180 m/h. The criterion to establish the pseudo-steady state conditions
is the time at which there is no substantial change in both the liquid hold-up and the
interfacial area. After the visualisation of the development of the liquid flow, the first two
characteristics obtained from the implementation of the interface tracking method are the
liquid hold-up and the interfacial area, which are analysed in the following sections.
As a conclusion, the characteristics of the liquid flow inside the packing lies far from
the formation of the perfectly developed liquid film. As discussed in the following sec-
tions, the break-up of the liquid into irregular formations is preferable to the formation of
the perfectly developed liquid film since the former results in bigger amounts of interfacial
area available for mass transfer.
8.2 Liquid hold-up
The liquid hold-up influences other aspects of the absorber such as the characteristics of
the support structure, i.e. due to the weight that the presence of liquid poses, and the
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pressure drop.
Figure 8.2: Liquid hold-up vs liquid load at pseudo steady state conditions. Stagnant gas
phase at atmospheric pressure.
Since the interface tracking is restricted to 2D small-scale simulations in the literature,
liquid hold-up has been usually calculated as the liquid film thickness times the specific
area of the packing. This assumes that a perfectly developed liquid film is formed on the
packing walls. As discussed in the previous section, the actual behaviour that takes place
inside the structured packing lies far from this assumption. Figure 8.2 presents the results
obtained for the liquid hold-up as a function of the liquid load. The results are compared
with correlations previously published [80,83,199,200]. The majority of the correlations
found in the literature for the liquid hold-up reach values up to 120 m/h due to the size of
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the experimental facilities, whereas the values found in industry lie in the range between
25 m/h and 250 m/h [117]. The general tendency in the experimental correlations as well
as in the present simulations is that the liquid hold-up increases for the whole range of
values represented. It is also observed that the rate of change of the liquid hold-up is
steeper at low liquid loads whereas it gets slower as the amount of liquid per unit time
injected into the domain increases.
The graph highlights the differences in the values of the liquid hold-up predicted by
the different series of data, especially as the liquid load goes over 20 m/h. The simulations
match the experimental results for values up to 20 m/h but begin to differ as the liquid
load increases, presenting the highest difference with respect to the series of Olujic´ et
al [199], which assumes the perfectly developed liquid film over the entire packing wall.
As a general conclusion, the tendency is well represented. The simulations – as do the
experimental correlations – overestimate the values obtained with the assumption of the
perfectly developed liquid film in the industrial range of values, i.e. 25–250 m/h [117]. A
substantial difference in liquid distribution along the column was observed by Fourati et
al [83]. This difference is not considered in the correlations used to compare the present
model. Therefore, higher values of the liquid hold-up are found at the top of the column,
where the liquid distributors discharge. In fact, the present simulations reproduce the
REUs placed in that area, which could be the cause of the overestimation observed in this
study.
8.3 Interfacial area
The interfacial area is defined as the gas-liquid contact area per unit volume of packing.
Figure 8.3 shows the effect of the Reynolds number on the interfacial area. The Reynolds
number is calculated considering the velocity of the liquid at the inlet and the correspond-
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ing liquid film thickness, i.e. Nusselt theory, as the characteristic length.
Figure 8.3: Interfacial area vs liquid load at pseudo steady state conditions. Stagnant air
at atmospheric pressure as the gas phase.
Results show that the effective area increases with the liquid load. Analogously to
what happened with the liquid hold-up, all the correlations included in the graph agree
that the rate of change of the effective area is greater at lower values of the Reynolds
number.
Nevertheless, high disparity among the different experimental series is observed. The
simulations accomplished in this work give rise to values of effective area below the
specific area of the packing. Although larger values would be expected, this behaviour
was already proposed by Bravo and Fair [203]. These authors established that the value of
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the effective area is composed by both the wetted area and the additional contribution of
suspended droplets, ripples on the liquid film surface, etc. In the present simulations, the
strict interfacial area between the gas and liquid phases has been considered, which could
explain the difference between the simulations and the experimental data. The prediction
from the present model matches the correlation developed by Siminiceanu et al [201]. In
their work, the authors used a structured packing with a specific area of 750 m2/m3, which
indicates that the results from their correlations are also lower than those predicted in the
rest of correlations used in this study [118, 202, 204, 205].
The conclusion is that the tendency of the interfacial area as a function of the injected
liquid flow rate is well represented in the model. The values obtained are underpredicted
by the model but the discrepancies in the correlations found in the literature are also
significant.
8.4 Pressure drop
The study of the pressure drop is divided in two parts: dry and wet pressure drop. Dry
pressure drop predictions have been the purpose of meso-scale simulations in previous
studies reported in the literature [97]. The dry pressure drop has been used as a way of
obtaining a fast, qualitative evaluation of the pressure drop occurring inside the column
since it constitutes an energy penalty within a CCS facility. After its calculation, an easy
estimation of the wet pressure drop can be obtained using the correction factors included
in the work of Fernandes et al [105], i.e. perfectly developed liquid film assumed, which
can be described in the following steps:
• First, single phase simulations including only the gas are performed to obtain the
dry pressure drop as a function of the gas load. The results are compared to experi-
mental and previous CFD work found in the literature.
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• Once the dry pressure drop is obtained, the correction factor reported by Fernandes
et al [105] is used to obtain the corrected gas velocity. The difference between the
previous work in the literature and the present thesis is that, instead of using the
assumption of the perfectly developed liquid film, the liquid hold-up obtained with
the simulations in the previous sections is used to calculate the wet pressure drop.
• After its correction, the new value of the gas velocity is introduced in the graph of
the dry conditions to obtain the wet pressure drop.
Figure 8.4: Comparison between the dry pressure obtained with this model and the data
available in the literature. Air at atmospheric pressure as the gas phase.
Figure 8.4 shows the comparison between the dry pressure drop per unit length calcu-
154 CHAPTER 8. MESO-SCALE MODELLING WITH INTERFACE TRACKING
lated with the present simulations, the simulations reported by Armstrong et al [97] and
the experimental work of Zakeri et al [102].
Figure 8.5: Comparison between the wet pressure obtained with this model and the data
available in the literature. Air at atmospheric pressure as the gas phase. The experimental
series is obtained with a liquid load of 35 m/h. The present CFD data are obtained with a
liquid load of 36 m/h.
The three series of data have been obtained with air as the gas phase – constant density
–, hence the F-factor (equation 6.1), can be considered as an alternative way of calculating
the gas flow rate into the domain. The standard k-ε model is used for the turbulence. The
graph shows that both simulations practically match the experimental results, although
there are slight differences at the highest values of the F-factor. The parabolic tendency
between both parameters is well predicted, reproducing the fact that the dry pressure drop
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is a function of the squared velocity.
The results of the wet pressure drop are presented in figure 8.5. It can be observed
that the wet pressure is overpredicted. Using the liquid hold-up predicted by this model
to calculating the wet pressure drop is the cause of the overprediction. Although there is
an important difference between both the experimental and the results obtained with the
liquid hold-up prediction of this model, the tendency is reproduced and the model can be
used to compare the wet pressure drop performances between different structured packing
geometries.
8.5 Effect of the viscosity on the effective area
The effect of the liquid viscosity is assessed varying the percentage of MEA in the liquid
solution. Figure 8.6 presents the influence of the percentage of MEA on the effective area.
The graph shows a decreasing tendency. However, the influence of the liquid viscosity
is not very important, with the biggest difference below 10% with the base case of pure
water, i.e. viscosity equal to 1 cP. The difference between the MEA 30% wt. case and
pure water is 1.5%.
Some controversy has been found in the literature regarding the influence of the vis-
cosity on the effective area. Tsai et al. [118] concluded that the viscosity has practically
no effect. Other authors found that the viscosity has a strong effect on the liquid hold-up,
with a direct relationship [206]. Rizzuti et al [207] also observed a strong influence of the
viscosity whereas Bradtmöller et al [198] reported that the effect is different depending on
the type of liquid formation considered. As a conclusion, the tendency presented in this
section is in agreement with the results reported by Tsai et al [118], which show a small
effect of the viscosity on the interfacial area. The graph shows a decreasing tendency.
According to the present results an increase in the MEA contents of the solution could
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Figure 8.6: Effect of varying the MEA contents within the solution on the interfacial area.
Stagnant air at atmospheric pressure as the gas phase. The MEA has a dynamic viscosity
of 24 cP and a density of 1002 kg/m3. The liquid load is 180 m/h.
be detrimental for the performance of the process. However, it has also been stated that
increasing the amine contents causes a significant enhancement in the absorption rate.
8.6 Effect of the contact angle on the effective area
Figure 8.7 shows the effect of the contact angle on the variation of the effective area.
The general tendency is that the effective area grows with lower values of the contact
angle. The three cases examined are run with a liquid load of 180 m/h and a 30% wt.
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MEA aqueous solution. The contact angles considered are 10◦, 40◦, and 70◦, which cover
different degrees of adhesion between the liquid phase and the structured packing walls.
Figure 8.7: Effect of varying the contact angle on the interfacial area. Stagnant air at
atmospheric pressure as the gas phase. 30% wt. MEA water as liquid phase. The liquid
load is 180 m/h.
Low values of the contact angle mean better wetting conditions by virtue of the preva-
lence of the adhesion forces over cohesion. Moreover, the improvement in the wetting
conditions can be considered as substantial since the result obtained with a contact angle
of 10◦ doubles the interfacial area obtained with an angle of 70◦. This tendency has al-
ready been reported in the literature [117, 208]. These results highlight the importance of
a good choice of the material used to manufacture the structured packing since the con-
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tact angle between the liquid and the solid is a function of both the properties of the liquid
phase and the solid wall.
The analysis of the influence of the distortive and cohesive forces on the amount of
wetted area has been usually presented in the literature using the Weber number, which
takes into account the gravity and the surface tension [82]. The results presented in this
section suggest that not only gravity plays an important role on the spreading of the liquid
phase over the plate, but also the liquid-solid adhesion proves to have a similar effect,
resulting in better wetting conditions as the contact angle diminishes.
8.7 Conclusions
The capabilities of meso-scale modelling have been extended to gain a more realistic
treatment by including the tracking of the interface between the fluids. Therefore, other
important parameters of the absorber performance, apart from the dry pressure drop, such
as the liquid hold-up and the interfacial area have also been represented.
First, the transient development of the liquid flow inside the set of REUs is visualised
by means of 3D isometric views and cross-sectional plots of the volume fraction. The
images show the formation of irregularities on the liquid flow that lie far from the as-
sumption of a perfectly formed falling liquid film, i.e. this assumption has been used in
the literature to predict the wet pressure drop performance as a function of the liquid load.
The flow development is characterised by a high importance of the capillarity effect at the
initial time steps and at particular areas of the domain such as the contact points between
the confronted packing sheets. An accumulation of liquid in the surroundings of the upper
contact points happens in the beginning. The volume of the droplets in this area increases
until the effect of gravity is important enough to cause the detachment of the droplets.
Once detached, the liquid droplets impact on the surface of the packing causing a further
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liquid break-up that results in a bigger number of droplets and rivulets. The formation of
these irregularities is responsible of the fact that the actual interfacial area is greater than
the specific area of the packing, which is considered as a beneficial effect.
The liquid hold-up, measured as the volume of liquid per unit volume of the packing
has been correctly reproduced, with an increasing tendency as a function of the liquid
load. The rate of change is greater for smaller liquid loads whereas it tends to be lower
as the liquid load increases. The liquid hold-up is generally overpredicted with respect to
the experiments from the literature. The interfacial area is the next aspect studied. The
correct tendency is also reproduced. The results show a rapid increase at low values of
the liquid load and an ulterior stabilisation.
The study of the influence of two important operating parameters such as the liquid
viscosity, i.e. expressed as the MEA weight percentage within the liquid solution, and the
contact angle has also been included. The influence of the viscosity has been observed
to be small compared to that of the contact angle. The results reported in the literature
about the influence of the viscosity have shown contradictory conclusions in this regard.
The results presented in this chapter show that the viscosity has almost no influence on
the amount of effective area, with a slight decreasing tendency. The contrary effect is ob-
tained for the contact angle, which is proved to have a significant influence. The adhesion
between the liquid and the solid wall of the packing acts in a similar way as gravity in the
analysis of the wetted area as a function of the Weber number, i.e. helping the wetting
process. Both types of forces, e.g. adhesion and gravity, have then the opposite effect to
surface tension.
Consequently, this chapter presents a methodology to compare actual packing geome-
tries in terms of liquid hold-up, interfacial area, pressure drop, and non-reactive mass
transfer. Further work should be considered in order to implement the reaction kinetics of
the CO2 absorption process.
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Chapter 9
Final remarks
This thesis deals with the development and application of a CFD model to the multiphase
flow inside a structured packing reactor. The simulations are run with the commercial
software ANSYS R© Fluent v14.0, a general purpose commercial CFD code that includes
the VOF method for interfacial tracking. Although being a general purpose code, it offers
the possibility of expanding its capabilities by using UDFs, which are subroutines written
in C language to account for other flow characteristics that do not come standard in the
software. In the case of the present thesis, the UDF focuses on the implementation of the
reactive mass transfer that takes place between the CO2 and the aqueous MEA solution in
a post-combustion CCS absorber.
9.1 Contributions to knowledge
The contributions to knowledge presented in this thesis are listed as follows:
1. The implementation of the mass source term in a single set of conservation equa-
tions applied to both the gas and the liquid phase results in the appearance of an
extra source term in the momentum equation as seen in Chapter 3, wherein the gen-
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eral conservation equation solved in the present model is derived. Analogously to
what is observed in any variable mass system, the equation shows two acceleration
terms: one is caused by the velocity variation and the other by the mass variation.
This constitutes the main contribution of the thesis at the theoretical level.
2. As observed, there is a lack of grid convergence studies in multiphase CFD simula-
tions. A grid convergence study based on the Richardson extrapolation is presented
in this work with a double focus. On the one hand, the search for an optimum grid
resolution for this application, which helps tackling the problem that this calcula-
tions are computationally expensive. On the other hand, the lack of experimental
data to which compare the CFD simulations gives rise to the necessity of proving
the reliability of the present work.
3. At the level of results, the capabilities of the three scales in which the modelling
is divided are expanded in this work. More final remarks regarding this aspect are
discussed in the following section 9.2.
9.2 Summary of modelling results
The modelling of CCS post-combustion absorbers is divided into three different scales:
small-, meso- and large-scale. The division of the modelling in scales has been reported
in the literature and responds to the fact that it is not possible to carry out a complete CFD
study of all the aspects involved in the multiphase flow with the current computational
capacity available.
In this work, the main contribution at small-scale is that the interface tracking method
has been implemented in 3D domains, along with the absorption mass transfer with and
without chemical reaction.
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The advantage of combining the mass transfer source terms with the interface tracking
method in 3D domains is the possibility of studying the influence of the liquid load, hence
the liquid maldistribution, on the interfacial area available and the mass transfer perfor-
mance. The results on hydrodynamics show the formation of three different regimes:
tricking, rivulet and full film flow, depending on the balance between gravity and surface
tension (the Weber number) for the case of pure water. The general conclusion is that the
interfacial area between both phases increases with the liquid load. The three aforemen-
tioned regimes are consecutively formed as the liquid load increases. The results show
that the mass transfer is highly influenced by the interfacial area. Generally, the more in-
terfacial area is available, the better the mass transfer. However, the results also show that
once the full film flow is achieved, increasing the liquid flow rate has a detrimental effect
on the mass absorption rate caused by the reduction on the exposure time. Therefore, the
relationship between the mass absorption rate and the liquid load leads to a maximum.
The non-reactive model, i.e. oxygen-water system, is further used to investigate the
effect of several operating parameters on the absorption performance. Gas pressure and
velocity, contact angles, flow configuration and amine contents are assessed.
An increase in the amine percentage within the solution proves to hinder the absorp-
tion process through its influence on the diffusivity. This tendency is reversed for the case
of reactive mass transfer. Gas pressure has a beneficial impact on the absorption process
due to its effect on solubility. Gas pressure affects the solubility through Henry’s law.
Therefore, an increase in the solubility means a higher concentration gradient between
the gas-liquid interface and the liquid bulk, which in turn results in an enhanced mass
transfer rate. Gas velocity and flow configuration also affect the interfacial area available
for mass transfer. Both co- and counter-current configurations present a better absorp-
tion performance if compared to the case of stagnant gas phase, being the co-current the
most advantageous case. Co-current flow tends to spread the liquid film over the packing,
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which results in better wetting conditions. Counter-current tends to hold the liquid within
the domain, which translates in more exposure time. Increasing the gas velocity also
shows a beneficial impact. The contact angle results from the balance between adhesion
and cohesion forces. Better adhesion conditions result in an enhanced liquid spreading
over the plate. In this way, adhesion behaves in the same manner as gravity in the anal-
ysis of the wetted area as a function of the Weber number. The effect of adhesion forces
highlights the importance of a good selection of the material with which the structured
packing is manufactured.
The hydrodynamics of the MEA solutions are also described, showing important dif-
ferences with respect to the case of pure water due to the difference in viscosity. Instead
of one of the three afore-mentioned liquid regimes, the amine tends to reach always the
full film flow but at a slower pace. In short, for the liquid loads tested, pure water does
not cover the entire liquid plate whereas the amine solutions reach this condition. Also,
for low liquid loads, the amine forms rivulets instead of a fully covered plate but still the
wetted area is bigger than for pure water. The slow development of amine liquid films,
with respect to pure water films, is explained by the lower velocities observed. Also,
thicker films have been observed in the amines, which also mean higher liquid hold-up
hence more pressure losses through the column.
Later, the UDF code is extended to also include the source terms to describe the vari-
ation on the mass fraction of both the reactants and the products of the reaction between
the CO2 and the MEA solution.
The model reproduces the fact that the chemical reaction takes place only at the gas-
liquid interface. The CO2 concentration profiles show that the concentration decreases
from a maximum value at the interface to zero in 0.1 mm, i.e. the liquid film thickness is
approximately 0.7 mm, depending on its amine contents. In order to compare the effect of
the mass source terms describing the consumption/creation of reactants/products within
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the amine solution, the CO2 concentration has also been obtained disabling the source
terms associated to the presence of the chemical reaction. By doing so, a value of the
CO2 concentration different from zero can be found in the entire thickness of the liquid
film. Also, the concentration profiles of the rest of the species involved in the reaction,
i.e. hydronium and carbamate, are presented. The concentration profiles of the reaction
products show the expected shape for the diffusion process. The study of the variation of
the enhancement factor with the amine contents follows. The results show an increasing
tendency of the absorption gain with the MEA concentration for the reactive absorption
case. This result leads to the conclusion that a high amine concentration is preferable.
At meso-scale the main innovation presented in this work is the implementation of
the interfacial tracking, i.e. VOF method, in sections of the structured packing material.
This allows studying important flow characteristics such as liquid hold-up and interfa-
cial area as well as the formation of liquid irregularities within the flow that have already
been detected with experimental methods. Although some attempts have been reported in
the literature at the time of submitting this thesis, liquid hold-up, interfacial area and, in
general the study of the liquid maldistribution phenomenon have been restricted to simu-
lations at small-scale. Therefore, the application of interface tracking methods should be
extended to meso-scale in order to represent liquid hold-up and interfacial area.
The results show that both liquid hold-up and interfacial area are well reproduced by
the model, showing a direct relationship with the liquid load that was expected in the
light of previous experimental work and small-scale simulations. The tendency shows a
rapid increase of both characteristics for low values of the liquid load, with a subsequent
stabilisation. It is shown that the formation of a perfectly developed liquid film over the
walls of the structured packing does not occur. However, this assumption has been used
in the literature to obtain the wet pressure drop performance of the packing.
Later on, the dry pressure drop of the MontzPak B1-250M is obtained and compared
166 CHAPTER 9. FINAL REMARKS
to experimental work published in the literature. Subsequently, instead of assuming the
perfectly developed liquid film over the packing, the wet pressure drop is obtained using
the liquid hold-up calculated obtained with the present model.
9.3 Future work
The future work should focus on further expanding the capabilities of the different mod-
elling scales in order to get closer to an integral simulation method able to describe all the
characteristics of the multiphase flow within a structured packing column. In particular,
the reactive mass transfer modelling lacks a denser mesh in the interface, which would
bring more accurate results. The implementation of an adaptive mesh refinement method
could better describe the concentration gradients taking place in this area.
Finally, the possibility of coupling both CFD and process simulations is discussed
in the introduction. This approach would provide an integral insight on the behaviour
of a CCS post-combustion facility, allowing to check how the variation of any of the
parameters at any of the CFD scales could affect the other pieces of equipment in the
facility.
Appendix A
User-defined function
/* This UDF calculates physical mass transfer of CO2 from the gas phase to the liquid
phase and accounts for the reactive system: finite-rate chemical reactions: CO2 + OH-
<–> HCO3- CO2 + MEA + H2O <–> H3O+ */
# include "udf.h"
# include "mem.h"
# include "math.h"
# include "metric.h"
# include "sg.h"
# define solubility 1.064445e-03
/* N2O analogy Sema and Penttila */
# define diffusivity 0.405e-09
# define pi 3.1416
/*This part of the code was developed to calculate the effective area as the modulus of
the gradient of the volume fraction*/
DEFINE_ ADJUST(myadjust,d)
{
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if(ROOT_ DOMAIN_ P(d))
{
cell_t c;
Thread *t;
Domain *sd = DOMAIN_ SUB_ DOMAIN(d,1);
Alloc_ Storage_ Vars(sd,SV_ VOF_ RG,SV_ VOF_ G,SV_ NULL);
Scalar_ Reconstruction(sd, SV_ VOF,-1,SV_ VOF_ RG,NULL);
Scalar_ Derivatives(sd,SV_ VOF,- 1,SV_ VOF_ G,SV_ VOF_ RG,& Vof_ Deriv_
Accumulate);
thread_ loop_ c(t,d)
if(FLUID_ THREAD_ P(t))
{
Thread *pt = THREAD_ SUB_ THREAD(t,1);
begin_ c_ loop(c,t)
{
C_ UDMI(c,t,5) = NV_ MAG(C_ VOF_ G(c,pt));
}
end_ c_ loop(c,t)
}
Free_ Storage_ Vars(sd,SV_ VOF_ RG,SV_ VOF_ G,SV_ NULL);
}
}
/*This part of the code calculates the source terms that describe the non-reactive ab-
sorption through the interface*/
DEFINE_ LINEARIZED_ MASS_ TRANSFER(mass_ transfer_ udf, c, mixture_
thread, from_ phase_ index, from_ species_ index, to_ phase_ index, to_ species_ index,
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lin_ from, lin_ to)
{
Thread gas = THREAD_ SUB_ THREAD(mixture_ thread, from_ phase_ index);
Thread liq = THREAD_ SUB_ THREAD(mixture_ thread, to_ phase_ index);
enum UDMI_ indexi1, i2, i3, i4, i5, i6, i7, i8, i9, i10, i11, i12, i13;
double mass_ weight[5] = 18., 44., 61., 19., 61.;
int i;
real cell_ pos[3];
real mass_ source = 0., eff_ area = 0., coeff = 0., tot_ con = 0., Sherwood = 0., vel_
mol = 0., exp_ time;
real onee;
real rate, kfor, keq, ci_ reac, ci_ prod, sourceh2o, sourceco2, sourcemea, sourceh3o,
sourcezwitterion, hatta_ sq, enhancement, MEAcon, solute_ mol_ weight, av_ mol_ mass,
sum, tot_ con_ 2;
mass_ source = 0.;
sourceh2o = 0.;
sourceco2 = 0.;
sourcemea = 0.;
sourceh3o = 0.;
sourcezwitterion = 0.;
hatta_ sq = 0.;
MEAcon = 0.;
enhancement = 0.;
solute_ mol_ weight = 0.;
av_ mol_ mass = 0.;
sum = 0.;
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tot_ con_ 2 = 0.;
if (CURRENT_ TIME > 0.)
{
if (( C_ VOF(c, liq) < 1.0) & & (C_ VOF(c, liq) >0))
{ real mag = C_ UDMI(c,mixture_ thread,5);
C_ CENTROID(cell_ pos, c, mixture_ thread);
eff_ area = mag;
vel_ mol = pow((pow(C_ U(c, liq), 2) + pow(C_ V(c, liq), 2) + pow(C_ W(c, liq), 2)),
0.5);
exp_ time = (0.1-(cell_ pos[1])) / vel_ mol;
coeff= 2 * pow(diffusivity/pi/exp_ time, 0.5);
/* This is the total concentration of components in the liquid phase in kmol m-3 */
tot_ con= (C_ YI(c, liq, 0) * 1002 / mass_ weight[0]) + (C_YI(c, liq, to_ species_
index) * 1002 / mass_ weight[1]) + (C_ YI(c, liq, 2) * 1002 / mass_ weight[2]) + (C_
YI(c, liq, 3) * 1002 / mass_ weight[3]) + (C_ YI(c, liq, 4) * 1002 / mass_ weight[4]);
MEAcon = C_ YI(c, liq, 2) * 1002 / mass_ weight[2];
sum = (C_ YI(c, liq, 0) / mass_ weight[0]) + (C_ YI(c, liq, to_ species_ index) / mass_
weight[1]) + (C_ YI(c, liq, 2) / mass_ weight[2]) + (C_ YI(c, liq, 3) / mass_ weight[3]) +
(C_ YI(c, liq, 4) / mass_ weight[4]);
av_ mol_ mass = 1 / sum; solute_ mol_ weight = mass_ weight[1];
hatta_ sq = 24984*diffusivity*MEAcon/coeff/coeff; enhancement = pow(hatta_ sq +
1, 0.5);
tot_ con_ 2 = solute_ mol_ weight * tot_ con;
mass_ source = enhancement coeff eff_ area tot_ con_ 2 (solubility - C_ YI(c, liq,
to_ species_ index)) av_ mol_ mass / mass_ weight[1];
Sherwood = coeff cell_ pos[0] / diffusivity;
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} if ((C_ VOF(c, liq) <= 1.0) & & (C_ VOF(c, liq) >0))
{
ci_ reac = pow(C_ R(c, mixture_ thread), 2) C_ YI(c, liq, 2) C_ YI(c, liq, to_ species_
index) / mass_ weight[to_ species_ index] / mass_ weight[2];
/* Littel take into account the concentration of MEA and CO2 */
ci_ prod = pow(C_ R(c, mixture_ thread), 2) * C_ YI(c, liq, 3) * C_ YI(c, liq, 4) /
mass_ weight[3] / mass_ weight[4];
keq = 0.000118;
kfor = 24984; /* m3 kmol-1 s-1 from Kale et al. 2013 */
rate = kfor ci_ reac; / -(kfor / keq) ci_ prod; /
if (C_ YI(c, liq, 0) >= 0.) /* The species with index 0 is water liquid */
{
sourceh2o = -rate * mass_ weight[0]; } else
{
sourceh2o = 0.;
}
if (C_ YI(c, liq, to_ species_ index) >=0.) sourceco2 = -rate * mass_ weight[to_
species_ index]; else sourceco2 = 0.;
if (C_ YI(c, liq, 2) >=0.) sourcemea = -rate * mass_ weight[2]; else sourcemea =
0.;
if (C_ YI(c, liq, 3) >=0.) sourceh3o = rate * mass_ weight[3]; else sourceh3o = 0.;
if (C_ YI(c, liq, 4) >=0.) sourcezwitterion = rate * mass_ weight[4]; }
else
{
sourcezwitterion = 0.;
}
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}
}
C_ UDMI(c, mixture_ thread, i1) = eff_ area;
C_ UDMI(c, mixture_ thread, i2) = coeff;
C_ UDMI(c, mixture_ thread, i3) = tot_ con_ 2;
C_ UDMI(c, mixture_ thread, i4) = mass_ source;
C_ UDMI(c, mixture_ thread, i5) = Sherwood; C_ UDMI(c, mixture_ thread, i7) =
sourceh2o;
C_ UDMI(c, mixture_ thread, i8) = sourceco2;
C_ UDMI(c, mixture_ thread, i9) = sourcemea;
C_ UDMI(c, mixture_ thread, i10) = sourceh3o;
C_ UDMI(c, mixture_ thread, i11) = sourcezwitterion;
C_ UDMI(c, mixture_ thread, i12) = rate;
C_ UDMI(c, mixture_ thread, i13) = enhancement;
return mass_ source;
}
/*This part of the code represents a velocity profile*/
DEFINE_ PROFILE(velocity,t,i)
real y; real x[ND_ ND]; face_ t f;
begin_ f_ loop(f,t) F_ CENTROID(x,f,t); y=x[1]; F_ PROFILE(f,t,i) = -27510 ×
pow(y,2) + 146 * y + 0.326; end_ f_ loop(f,t)
/*This part of the code presents the mass source terms that describe the consump-
tion/creation of reactants/products*/
DEFINE_ SOURCE(water_ liquid, c, mixture_ thread, dS, eqn) return C_ UDMI(c,
mixture_ thread, 6);
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DEFINE_ SOURCE(carbon_ dioxide, c, mixture_ thread, dS, eqn) return C_ UDMI(c,
mixture_ thread, 7);
DEFINE_ SOURCE(mea, c, mixture_ thread, dS, eqn) return C_ UDMI(c, mixture_
thread, 8);
DEFINE_ SOURCE(hydronium, c, mixture_ thread, dS, eqn) return C_ UDMI(c,
mixture_ thread, 9);
DEFINE_ SOURCE(zwitterion, c, mixture_ thread, dS, eqn) return C_ UDMI(c,
mixture_ thread, 10);
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