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ABSTRACT 
The criteria to be satisfied by embedded Runge-Kutta pairs of  formulae are reviewed. Two new 
formulae o f  orders 6 and 8 are presented together with tests on their eff ic iency relative to other 
high order formulae in current use. 
1. INTRODUCTION 
Runge-Kutta embedding has become accepted as an 
efficient echnique for the solution of the non-stiff 
initial value problem 
y" (x) = f [x, y (x)], y (x0) known. 
The embedded procedure comprises two Runge-Kutta 
formuhe of orders p and q (q > p and usually q = p + 17 
which share the same function evaluations. In the usual 
notation -Yn + 1 and Yn + 1 are the estimates of y (x n + 1) 
given by two RK formulae where Xn+l= x n + h n. We 
have [1] 
2n+i  =2n + i~lgi-ki  ' 
where  
k i = hnf  (Xn,2n), 
S 
_Yn+l = 9n + E bik. (1.1) 
- -  i= l  -1  
i -1  
k i= hnf  (Xn + cihn' Y_m + j~=l aij k j), i = 2, 3 ..... s 
and s is the number of stages, caps being used to in- 
dicate the qth order formula. The parameters 
i-1 
c. = E bi, bi' and (i > j, i,j = 1,2, s) 1 j= l  aij ' aij .... 
must be chosen to satisfy the equations of condition 
for order k 
T! k )=o,k=l ,2  ..... p 
J 
, j = 1 ,  2 ..... rk, (1 .2 )  
..... q 
J 
which are given by Dormand and Prince [1] for orders 
1 to 6 and by Prince [2] for orders 1 to 9. From the 
embedding an estimate 6__n+ 1=Yn + 1 -~n+ 1 
(Shampine & Watts, [3]) of the local error t n + 1 in 
the pth order formula can be obtained which may be 
used to control the step size h n. The formula quoted 
by Hull et al. [41 
}lip + I 
T. . (1.3) 
hn+l  = 0"9 hn- []S n+l l lo  °
for the control of error per step is in common use. It 
should be noted that the same formula is used whether 
or not the maximum allowable local error (tolerance) 
T is exceeded by 11811 +1 [[oo. Thus in one case a re- 
jected step length is being recomputed, and, in the 
other, the next step length is being predicted. 
2. LOCAL ERROR ESTIMATION 
It will be clear from (1.1) that we are considering RK 
embedding in local e.xtrapolation (or higher order) 
mode (RKq(p) as opposed to RKp(q)) in which the 
qth order estimate ofy(x n + 1) is used to continue the 
solution. Practical results [3, 5] indicate the desirability 
of local extrapolation i  spite of the local error of the 
qth order approximation being usually smaller than 
8-n + 1" It is natural to take into account the preferred 
mode of operation when developing new formulae and 
consequendy we shall seek RKq(p) procedures in
which the principal truncation error of the qth order 
estimate isas small as possible subject o other con- 
straints. The formulae of Fehlberg [6, 7] were devel- 
oped to ensure asmall principal truncation error in 
the lower order formula, a feature which might be use- 
ful when local extrapolation is not  used. Nevertheless 
such a strategy could lead to poor step size control [8] 
should the leading error term not be dominant. 
It may be shown that [2] 
tn+l=hP+X rp+l (p+l)F j (p+l)  z 
j= l  
h p+2 rP +2 rj(P +2) F~P +2) 
E + ... (2.1) + n j= l  
(*) P. J. Prince, J. R. Dormand, Department  of  Mathematics and Statistics, Teesside Polytechnic, 
Middlesbrough, Cleveland, TS1 3BA, U.K. 
and 
hP+l  rp+l  (p+l) (p+l) 
~n+l  = n j--1 q 
+ z { ; 
n j= l  [J +""  
(2.2) 
where F~ k), j = 1, 2 ..... rp + 1' are the elementary 
differentials of order k of f_, and the cap refers to 
the higher order formula. Thus 
p+2 jr_p+ 2~ ^(p +2) _(p +2) _ p+3 
rj vj +0(h n ) tn+l -~n+l  = hn 1 - -  
(2.3) 
and since q = p + 1 normally, it will be seen that a 
minimization of the principal local truncation error 
of the qth order formula is equivalent tominimizing 
the difference between the local error and its esti- 
mate of the principal part of the local truncation 
error of the pth order formula. If q = p + 2 then 
tn  + 1 - ~--n + 1 = 0(hen - + 3) thus indicating a better 
error estimate for the lower order formula which 
could possibly have a beneficial effect on step-size 
control. Investigations of this feature are as yet in- 
complete and in what follows q = p + 1. 
The step prediction formula (1.3) indicates the neces- 
sary dominance of the leading local error term in the 
pth order formula and so in comparing formulae we 
compute B(p +2) = [[_r (p +2)ll/l[_r(p +1) II as well as 
A( q + 1) = ll_r (q + 1)II. It is also useful to consider 
C (p +2) = II r (p +2) _~ (p + 2)11/11_r (P+ 1)11 which 
ought o be similar in size to B(P +2). Bearing the 
above quantities in mind it is convenient at this stage 
to list a number of criteria to be satisfied by an RKq(p) 
procedure. These are : 
(i) A (q+l),  B (p+2) and C (P+2) shouldbe small; 
(ii) The c i should be reasonably distinct o avoid 
large b i and aij which could cause severe round- 
off errors; 
(iii) rJ p+l )  ~ 0, j= 1,2 ..... rp+l ,  thus ensuring 
that each elementary differential will contribute 
to the local error and its estimate ~-n+ 1" In 
some cases when only a few r! p41) are non J 
zero a particular problem may have no non- 
zero elementary differentials in the (p + 1)th 
order (e.g. Fehlberg [6] - RKF7 goes to RK8(8) 
if y" = f (x), and Merson [9] - RK4(3) goes to 
RK4(5) ff f (x, y) is linear). 
These criteria were used in the development of the 
family of RK5(4) formulae described by Dormand & 
Prince [1] and were found to be well justified. In what 
follows two higher order formula i.e. (RK6(5) and 
RK8 (7))will be described together with comparisons 
with other high order formulae developed by Fehlberg 
[6] and Verner [10]. 
3. THE RK6(5) FORMULA 
To obtain an RK6(5) one must satisfy 37 equations 
for the 6th order and simultaneously 17for the 5th 
order formula. The model considered here uses 8 
stages with b 8 = 0. In addition to the equations of 
condition the following assumptions are made :
8 
j = 1 ..... 8, (3.1) 
i=1 
7 
j = 1 ..... 7, (3.2) 
i=1 
7 c2/2 ' (3.3) Z i = 3,  8, j= l  aij cJ = " '  
and b2 = b2 = 0. (3.4) 
l~iaij = l~j (1 -cj), 
biaij = bj (1 -cj), 
Since (3.1) and (3.2) imply c 7 = c 8 = 1 the solution of 
the equations of condition for the sixth order formula 
follows closely that of Butcher [11] who derived asixth 
order formula in seven stages. The quantityb 7 in^ 
Butcher's analysis needs to be replaced by (b 7 + bs) 
in the eight stage formula. Also the embedded fifth 
order formula was not considered by Butcher. 
The model obtained has six degrees of freedom 
(c 2, c 3, c 5, c 6,1~ 8 and b7) and selection of these ac- 
cording to the criteria listed above yields the RK6(5)8M 
of table 1. The relevant error norms appear in table 3. 
For linear differential equations the RK6(5)8M be- 
comes an RK7(5). This, however is not contrary to 
criterion (iii) of section 2. 
4. THE RK8(7) FORMULA 
The RK8(7) formula must satisfy 285 equations of 
condition (for both orders), and, in common with 
Fehlberg [6] and Verner [10], 13 stages with b13 = 0 
are used. To reduce the equations of condition the 
following extra relations are imposed : 
13 ^ 
i 2;=1 biaij = bj(1-  cj), j= l  ..... 13, (4 .1 )  
12 
Z j = 1 .... ,12, (4.2) i=1 biaij = bj (1- cj), 
a i2=0, i=4 ..... 13, ai3=0, i=6 ..... 13, 
bi= bi= 0, i=2 ..... 5, (4.3) 
12 k k+l  
2; =c  i / (k+l) ,  k= l ,  2; i=k+2 ..... 13 
j= l  aijcj k= 3; i=6 ..... 13 
(4.4) 
13^ 
2; b i (1-c i )a i j=0,  j= 4, 5, (4.5) 
i=1 
13^ 
2; b ic i (1-c i )a i j  =0, j= 4, 5, (4.6) 
i=1 
13 12^ 
2; ~ b: (1-c : )a ,a ; l~=0,  k=4,5 ,  (4.7) 
i= l j= l  " ~ " o~ 
13 ~ =0, j=4 ,  5. (4.8) 
iE= l (b i -b i ) (1 -  ci) aij 
This model has ten degrees of freedom. These are 
c2, c3, c6, c7, c8, cl0 , Cll , b13 , b12 and a84. 
In satisfying the criteria of section 2 it proved too 
expensive computationally to retain exact rational 
parameters a in the previous case. Consequently they 
were computed using a precision of about 24 signifi- 
cant decimal digits and the rationals presented in 
table 2 are continued fraction approximations [12] 
accurate to 18 significant figures. 
Verner [10] argues the case for 'easy numbers' in RK 
formulae on the grounds of portability. We feel that 
this is of secondary importance compared with the 
minimization of A (q+ 1) and the other criteria of sec- 
tion 2. This will be a apparent from the test results 
presented below. 
In the preparation of these formulae xtensive use was 
made of a computer program developed by Prince [2] 
which generates equations of condition to any order 
and also computes ri(k) , -  j = 1 ..... r k for any k when 
the parameters aij and b i are supplied. 
. J  
5. NUMERICAL TESTING OF FORMULAE 
The formulae described above have been tested on a 
wide range of problems including those given by Hull 
et al. [4] in the DETEST implementation. A DETEST 
summary over seven tolerances i given in table 4 for 
the ten RK formulae of table 3. It is clear that 
RK6(5)8M is superior to RKF5 since the correspond- 
ing entries in table 4 are smaller. RKV5 uses many 
more steps than the other two formulae with q = 6 
but gives a smaller maximum error. The position of 
the two formulae with q =7 is not very clear, RKF6 
would appear better than RKF5 since the maximum 
error is smaller and it uses less function evaluations, 
but the error is larger than for RKV5 and RK6(5)SM. 
The latter also uses less function evaluations than 
RKF6 and RKV6 and so: seems to be less costly even 
though the number of steps deceived is a little higher. 
It is likely that a better seventh order formula could 
be obtained using the criteria of section 2. However, 
when one considers the performance of formulae 
with q = 8, it is doubtful whether this would be worth 
the effort. It is clear that the RK8(7)13M is much 
better than any formulae with q ~ 8 based on table 4. 
The distinction between RK8(7)13M and RKF7 is not 
easily interpreted. The former has a smaller maximum 
error but RKF7 uses less function evaluations. 
Interpretation of results presented in tabular form is 
made difficult by the fact that formulae are differently 
tuned, i.e. a particular tolerance will yield different 
errors in different formulae. A further difficulty with 
the DETEST software concerns the type of error being 
computed. Most users of differential equation soft- 
ware are more concerned with global error rather than 
the local error considered in DETEST. Consequently 
we have extended DETEST to compute the global 
error e n = ~r n -y(Xn) in addition to the local error at 
each step of the calculation. This does not affect he 
normal DETEST statistics (table 4). This additional 
feature is presented in the form of the efficiency 
curves in figures i and 2, a device which removes the 
difficulty in interpretation of results when formulae 
are differently 'tuned'. The plotted characters on 
these Figures represent values of T = 10 -r, r E [2, 9] 
and linear interpolation isused to complete the curves. 
Although the interpolation is not foolproof, experi- 
ence shows it to be reliable when successive tolerances 
differ only by one order of magnitude. The ordinate 
of the graphs is log102; where 2; = 2; lie nllo~. 
problems -
In order to provide a comparison between the different 
orders the curve for RK6(5)SM appears on all Fgures. 
A very obvious conclusion to be drawn is that the 
formulae with q = 8 are superior to the others for most 
tolerances. Only in one case (RK6(5)8M, tolerance =10 -4) 
does a q < 8 formula appear more efficient han the 
RK8 (7) 13M, which seems the mo st economical formula. 
A consideration of the error norms A(q + 1) of table 3 
in conjunction with figures l(a) and 2(a) shows that 
the criteria laid down in section 2 are justified in this 
case. The RKS(7)13M has a much smaller A(q + 1) than 
RKF7 which in turn seems better than RKV7 for low 
tolerances. The same linkage between efficiency and 
error norm A(q + 1) is apparent for the formulae with 
q = 6 and q = 7. A result which may seem unexpected 
is the comparative inefficiency of the two formulae 
with q = 9 when measured against he gain in efficiency 
when q is increased from 7 to 8. However RKF8 uses 
an extra four function evaluations over formulae with 
q = 8, has a low stability range and possesses very large 
B(P + 2) and C(P + 2) when compared with all the other 
formulae. RKV8 uses one function evaluation less than 
RKF8 but, perhaps in consequence, has a very large 
A(q +1), and also large D. Thus it might be said that 
the task of achieving any 'optimum' formula with q = 9 
has so far proved too dffficuh. Certainly the problem 
of satisfying 686 equations of condition subject o con- 
straints on 1005 error coefficients i very considerable. 
A feature of the DETEST suite of problems is the pre- 
dominance of the five gravitational two-body problems 
in the overall statistics of the tests. In the DETEST 
summary (table 4) for RK8(7)13M these problems 
account for 50297 of  the total 109581 function 
evaluations; a similar situation exists for the other 
formulae. Consequently it is useful to reconsider the 
DETEST results with the orbit problems removed. 
Examination of  figures l(b) and 2(b) lead to conclu- 
sions identical with those above. In figures 1(c) and 
2(c) we consider the six linear problems of DETEST 
and here the RKS(7)13M is the most efficient only 
when global errors less than 10 -6 are required. At the 
less stringent tolerances figure 1(c) shows that RKV5 
and RKF6 are preferable. However on these linear 
problems the highly stable RK5(4)7S (Dormand & 
Prince [1]) is found to be the most efficient of  all 
formulae for global error greater than 10 -5 . The sta- 
bility regions for the 8(7) formula pairs considered 
here are given in figure 3. 
6. CONCLUSIONS 
The results detailed above show that the minimization 
of  A(q + 1), together with consideration of B(P + 1) 
and C (P + 1), is an important factor in determining 
the efficiency of  embedded formula pairs. The other 
two criteria listed in section 2 have less significance 
with regard to the test results of  this paper, but it is 
clear that (ii) would be of  prime importance when 
tolerances are comparable with machine precision, 
and that (iii) is necessary to give consistent results 
over a wide range of problems. 
An important conclusion to be drawn from the overall 
test data is that a preference of low order formulae for 
low accuracy calculation is not  justified except in the 
restricted case of  linear differential equations. For 
non-linear equations it appears that the RK8(7)13M 
is most efficient at almost all tolerances. Because of 
the differences between the efficiency curves of non- 
linear and linear problems our results indicate that the 
recommendations of  Jackson et al. [13], which were 
based solely on the cost of  solution of  linear equations, 
could be misleading. It must be admitted that the 
DETEST test problems are not representative of every 
situation occuring in practice. There will be many 
cases in which a high order formula is not efficient. 
For example the step size may be externally restricted 
because of output or be restricted by stability consider- 
ations. In view of  the performance of RKF8 and 
RKV8 in our tests it may be that the formulation of  
RKq(p) methods with q > 8 is not worthwhile. This 
speculation is similar to that of Fehlberg [6] who felt 
that RKF8 was almost optimum, a conclusion which 
is certainly not confirmed here. 
The computations described in this work were per- 
formed using a precision of  about 18 significant 
decimal digits on the UNIVAC 1110 of the Teesside~ 
Polytechnic Computer Centre. We are grateful to the 
referees for their comments on an earlier version of  
this paper. 
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TABLE 1. RK6(5)8M 
c i 
0 
1 
10 
2 -2 
9 81 
__3 615 
7 1372 
3 3243 
5 5500 
4 -26492 
5 37125 
1 5561 
2376 
1 465467 
266112 
1 
10 
aij 
20 
81 
-270 
343 
-54 
55 
72 
55 
-35 
11 
-2945 
1232 
1053 
1372 
50949 4998 
71500 17875 
2808 -24206 338 
23375 37125 459 
-24117 899983 -5225 
31603 200772 1836 
-5610201 10513573 -424325 
14158144 3212352 205632 
3925 
4056 
376225 
454272 
0 
bi bi 
61 821 
864 10800 
0 0 
98415 19683 
321776 71825 
16807 175273 
146016 912600 
1375 395 
7344 3672 
1375 785 
i 
i 5408 2704 
-37 3 
1120 50 
1 0 
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TABLE 3. Properties of  some high order RK formulae 
Process q p A~ q+l  ) B(2 p'+2 ) C(2 p+2 ) R z S(Rq) S~ ) D 
RKF5 (1) 6 5 1.19 x 10 -3 2.41 1.32 14/20 - 4.0 - 3.1 5.8 
RKV5 (2) 6 5 4.73 × 10 -4 1.34 1.46 0/20 - 4.5 - 4.1 54.1 
RK6(5)8M 6 5 2.33 x 10 .-4 2.20 1.51 0/20 - 3.9 - 3.7 4.5 
RKF6 (1) 7 6 3.49 x 10 -4  1.62 1.21 30/48 -4 .6  -3 .8  19.8 
RKV6 (2) 7 6 1.97 x 10 -4  1.82 1.57 0/48 - 5.0 - 5.5 46.5 
RKF7 (1) 8 7 1.09 x 10 -5 4.29 4.47 75/115 - 5.0 - 5.0 15.6 
RKV7 (2) 8 7 1.74 x 10 -5 2.29 2.36 0/115 - 5.0 - 5.5 6.0 
RK8(7)13M 8 7 4.51 x 10 -6  2.24 2.27 0/115 - 5.1 - 5.1 16.7 
RKF8 (1) 9 8 1.58 x 10 -6 30.0 30.1 190/286 - 3.0 - 2.8 27.5 
RKV8 (2) 9 8 6.11 x 10 -5 1.98 2.32 0/286 -4 .1  -4 .1  626.9 
8 
8 
8 
10 
10 
13 
13 
13 
17 
16 
NOTES 
(1) Fehlberg [6]; these formulae fail on quadrature problems (see section 2). 
(2) Verner [10]. 
R. z is number of zero principal truncation error coefficients in lower order formula/rp +1" 
S (q) S (p) are real negative stability limits for orders q and p. 
R ' R 
D is the largest in magnitude of the coefficients aij, hi, bi' ci" 
TABLE 4. Overall DETEST summary 
T= 10 -3 - r ,  r=0,1 , . . . ,  6 
All formula implemented in local extrapolation mode. 
Formula FCN No. of  Max error 
calls steps 
RKF5 152804 17718 33.4 
RKV5 186914 21861 2.4 
RK6(5)8M 124987 14156 5.7 
RKF6 135563 11822 32.8 
RKV6 132260 11426 126.8 
RKF7 107345 6605 19.9 
RKV7 114517 7261 2.7 
RK8(7)13M 109581 6813 0.8 
RKF8 140194 6873 99.8 
RKV8 139310 7220 3.6 
Fraction 
deceived 
0.034 
0.000 
0.019 
0.002 
0.009 
0.010 
0.003 
0.000 
0.007 
0.001 
Fraction 
bad deceived 
0.005 
0.000 
0.000 
0.000 
0.001 
0.001 
0.000 
0.000 
0.000 
0.000 
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Fig. 1. Efficiency curves for formulae with q = 6,7 
(a) Full DETEST problem set 
(b) Full DETEST minus class D 
(c) DETEST linear problems 
Key : V RK6(5)8M, + RKFS, x RKV5, [] RKF6, 
RKV6 
Fig. 2. Efficiency curves for formulae with q = 8,9 and 
RK6(5)8M 
(a) Full DETEST problem set 
(b) Full DETEST minus class D 
(c) DETEST linear problems 
Key : V RK6(5)8M, + RKF7, x RKV7, [-1RKF8(7)13M, 
<~ RKF8, 0 RKV8 
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Fig. 3. Stability regions for 8 (7) formula pairs 
(a) 8th order formulae 
(b) 7th order formulae 
