For a given class C of graphs and given integers m ≤ n, let f C (n, m) be the minimal number k such that every k independent n-sets in any graph belonging to C have a (possibly partial) rainbow independent m-set. Motivated by known results on the finiteness and actual value of f C (n, m) when C is the class of line graphs of graphs, we study this function for various other classes.
Introduction
The protagonists of this paper are rainbow sets. Definition 1.1. Let F = (F 1 , . . . , F m ) be a collection of (not necessarily distinct) sets. A (partial) rainbow set for F is the image of a partial choice function. More formally -it is a set of the form R = {x i 1 , x i 2 , . . . , x i k }, where 1 ≤ i 1 < i 2 < . . . < i k ≤ m, and x i j ∈ F i j (j ≤ k). Here it is assumed that R is a set, namely that the elements x i j are distinct.
An n-set is a set of size n. A set of vertices in a graph is called independent if it does not contain an edge of the graph. The set of independent sets in a graph G is denoted by I(G), and the set of independent n-sets is denoted by I n (G). The maximal size of an independent set in G is denoted by α(G).
If K, H are two graphs, we write H < K if K contains an induced copy of H. If H < K we say that K is H-free.
If u, v are adjacent in a given graph, we write u ∼ v. By N[v] we denote the set {v} ∪ {u | u ∼ v}, and by N(v) the set {u | u ∼ v}. For a graph G and integers m ≤ n, let f G (n, m) be the minimal number k such that every k independent n-sets in G have a partial rainbow independent m-set. For a class C of graphs, let f C (n, m) = sup{f G (n, m) | G ∈ C}. This can be ∞. The aim of this paper is to establish bounds on the values of f C (n, m) for certain classes C.
In particular, we shall consider the following classes: 1. U: the class of all graphs. 2. B: the class of line graphs of bipartite graphs. 3. G: the class of line graphs of all graphs. 4 . X (k): the class of k-colourable graphs. 5 . D(k): the class of graphs with degrees at most k. 6. T : the class of chordal graphs. 7 . F (H): the class of H-free graphs, for a given graph H. 8. F (H 1 , . . . , H t ) = i≤t F (H i ): the class of graphs that are H i -free for all i ≤ t.
Here is a small example, for practice. Example 1.3. For every k, let G be the complete k-partite graph with all sides of size n, and let F i be its respective sides. Then there is no independent rainbow 2-set, which shows that f U (n, 2) = ∞ for every n.
Clearly,
(1) f C (n, m) ≥ m (provided C has at least one graph with an independent n-set).
If C ⊆ D and m ′ ≤ m ≤ n ≤ n ′ then:
(2) f D (n, m) ≥ f C (n ′ , m ′ ).
Here are some of the main results of the paper. Let K − r denote the complete graph on r vertices, with one edge deleted. Section 5 is devoted to the class D(k), for any integer k. For this class the values of f (n, m) are only conjectured, and we shall prove only some special cases of the conjecture, as well as a weaker result. 2 
Rainbow matchings in graphs
Part of the motivation for the study of the functions f C comes from the case C = G. In this case the independent sets are matchings in graphs. A prototypical result is a theorem of Drisko [14] . In a slightly generalized form, proved in [1] , it states that every 2n − 1 matchings of size n in a bipartite graph have a partial rainbow matching of size n. Since an independent set in L(H) is a matching in H, this can be stated as: (Drisko) . f B (n, n) ≤ 2n − 1.
In fact, equality holds, by the following example.
Example 2.2. Take the two matchings of size n in the cycle C 2n , each repeated n − 1 times. These are 2n − 2 independent n-sets in a line graph, having no rainbow independent n-set.
In [11] the following was proved:
In [2] a bound was proved also for line graphs of general graphs:
Guided by examples from [11] , the following was conjectured there: Conjecture 2.5. f G (n, n) = 2n and for n odd f G (n, n) = 2n − 1.
In Remark 2.13 below we shall give supporting evidence for this conjecture.
There is an example showing that for n even f G (n, n) ≥ 2n. Since we shall use it below, we describe it explicitly.
Example 2.6. [2] Let n = 2k. In the cycle C 2n repeat each of the two perfect matchings n − 1 times. To this add a perfect matching N consisting solely of edges of even length (such N can be shown to exist if and only if n is even). Since an even length edge encloses an odd set, that cannot be matched within itself, the edges of N cannot be used for a rainbow perfect matching. Thus we are back in the situation of Example 2.2, in which as we saw there is no perfect rainbow matching.
In [4] the following fractional version was proved: Theorem 2.7. Let F 1 , . . . , F 2n be sets of edges in a graph G. If ν * (F i ) ≥ n for each i ≤ 2n, then there exists a partial rainbow set F of edges with ν * (F ) ≥ n. If G is bipartite, then any 2n − 1 sets F i with ν * (F i ) ≥ n have a partial rainbow set F of edges with ν * (F ) ≥ n.
Since in bipartite graphs ν * = ν, the second part of the theorem is a re-formulation of Drisko's theorem.
In [1] the following was conjectured:
This means: every n matchings of size n in a bipartite graph have an (n − 1)-rainbow matching. This is a generalization of a famous conjecture or Ryser [?] on transversals in Latin squares. In fact, this may well be true also for non-bipartite graphs: we do not know a counterexample to the stronger f G (n, n − 1) = n. Note the surprising jump from Conjecture 2.5-raising m from n − 1 to n almost doubles f G (n, m). The secret of this jump may be somewhat elucidated if the following is true:
Namely, every n − 1 matchings of size n in a bipartite graph have a full rainbow matching. As stated, this conjecture is false for general graphs.
Example 2.11. Let n be even. Take Example 2.6, and multiply it by 2. This means making another copy V ′ of the vertex set, and adding to each matching its copy in V ′ . This results in 2n − 1 matchings, each of size 2n. We claim that there is no rainbow matching of size 2n − 1. If such existed, n of its edges would be in one copy of Example 2.6, contradicting the fact that this example does not possess a rainbow matching of size n.
Conjecture 2.12. If G is the line graph of a graph, and it is not a graph as in Example 2.11, then f G (n, n − 1) = n − 1.
Remark 2.13. The way Example 2.11 is constructed shows that Conjecture 2.12 implies Conjecture 2.5: if the latter fails, then the construction provides a counterexample to the first.
In Section 5 (see Remark 5.4) we shall see an explanation for the mysterious jump from n − 1 in the conjecture to 2n − 1 in Theorem 2.1. We shall meet there an interesting special case of Conjecture 2.12:
Conjecture 2.14. If G is a graph of maximal degree 2, then f G (n, n − 1) = n − 1.
Since every graph G of maximum degree 2 is the line graph L(H) for some H of maximum degree 2, this means the following: every n − 1 matchings of size n in a graph of maximal degree 2 have a full rainbow matching. If the graph contains only one cycle, then the conjecture follows from Theorem 3.20 below, stating that in chordal graphs f (n, n) = n (just remove one vertex from the cycle, making the graph an interval graph, and hence chordal).
Here are two more results strengthening Theorem 2.1. One is a matroidal version, by Kotlar and Ziv:
If M, N are matroids on the same ground set, then any 2n − 1 sets belonging to M ∩ N have a rainbow set of size n belonging to M ∩ N .
Theorem 2.1 is the special case in which both matroids are partition matroids. Another stronger version appeared in [5] , where it was shown that not all matchings need to have size n:
is a family of matchings in a bipartite graph, and |F i | ≥ min(i, n) for every i ≤ 2n − 1, then F has a rainbow matching.
Graphs avoiding given induced subgraphs
In this section we study the function f C for classes of the form C = F (H 1 , . . . , H m ).
Observation 3.1. Let H, K be graphs. If H < K, then f F (H) (n, n) ≤ f F (K) (n, n).
The graph K 1,3 is called a "claw". Line graphs are claw-free, and though this does not characterize them, many properties of line graphs follow from mere claw-free-ness. This is not the case here.
We apply induction on m. The base case m = 1 requires just noting that any vertex in a single n-set is a rainbow 1-set. For the inductive step, suppose K 1,t+1 < G, and let I 1 , . . . , I m ∈ I n (G). Pick a vertex v ∈ I m . For every I j , j < m, either v ∈ I j or v has at most t neighbors in I j . Consider I ′ j := I j \ N[v] for j < m. I ′ 1 , . . . , I ′ m−1 ∈ I(G), and have size at least n − t, and we note that m − 1 ≤ n−t t since m ≤ n t . By the induction hypothesis, they span a rainbow I ∈ I m−1 (G). Since
..,t , the complete kpartite graph with sides of size t. Note K 1,t+1 < G as all components have α(K t,t,...,t ) = t. Let I i , i ≤ k consist of the union of all i-th independent t-tuples in all copies of K t,t,...,t . Note |I i | = t n t ≥ n. Any rainbow independent set contains at most one vertex from each component K t,t,...,t , and hence cannot be larger than ⌈ n t ⌉.
When m = n ≥ 3, t = 2 gives f F (K 1,3 ) (n, n) = ∞. But t = 1 gives:
In fact, non-finiteness is the rule, and K − 3 is one of few exceptions. The main result of this section is:
r for some r. To connect the theorem to Theorem 2.4, note that line graphs are K − 5 -free. In fact, K − 5 is one of nine forbidden subgraphs, including the claw, whose exclusion as induced subgraphs characterizes line graphssee [12] . In this context, let us note two more facts:
• A graph H is the line graph of a triangle-free graph if and only if K 1,3 , K − 4 < H [9] . • A graph H is the line graph of a bipartite graph if and only if K 1,3 , K − 4 , C 5 , C 7 , C 9 , · · · < H [17] . We start the proof of Theorem 3.4 by showing necessity, namely:
We have already shown (♦) for H being the claw. This will be used below. Next we consider the case of C 4 .
The proof of the lemma uses a construction generalizing Example 2.2.
Example 3.6. For integers n, t, let G t,n be obtained from a cycle of length tn by adding all edges connecting any two vertices of distance smaller than t in the cycle. There are precisely t independent n-sets, say I 1 , . . . , I t . As the family of independent sets, take n − 1 copies of each I j , yielding t(n − 1) colours in total. (Setting t = 2 gives Example 2.2.)
Since I n (G t,n ) = {I 1 , . . . , I t } alone, and each I j repeats only n − 1 times, G t,n has no rainbow independent n-set. Hence the claim will be proved if we show C 4 < G t,n for n ≥ 4.
Suppose, for contradiction, that
Thirdly, let K −− 3 be the graph on three vertices with exactly one edge.
< H if and only if H is a complete rpartite graph K s 1 ,s 2 ,...,sr for some r.
(a) and (b) follow from Observation 3.1 combined with Theorem 3.2 and Lemma 3.5. For (c), consider the complete t-partite graph G = K n,...,n . By Lemma 3.7, G is K −− 3 -free. On the other hand, G has t pairwise disjoint independent n-sets spanning no rainbow independent 2-set (let alone an n-set). Choosing t is arbitrarily large proves that
Part (c) and Lemma 3.7 imply:
Proof of (♦). We have shown that if f F (H) (n, n) < ∞ then H is multipartite, avoiding C 4 and the claw as induced subgraphs. C 4 < H implies that at most one class in the partition of the graph is of size 7 2 or more, and K 1,3 < H implies that if there is a class of size larger than 1 it is of size 2. If there is no such class, H is complete. If there is a single class of size 2, then H is K − r . In order to prove the other direction of Theorem 3.4, we introduce a variant of f C (n, m).
be the minimal number k such that every k disjoint independent n-sets in any graph belonging to C have a partial rainbow independent m-set.
Clearly, f ′ , like f , satisfies (1) and (2) . It is also clear that
. The next theorem establishes equivalence between the finiteness of f C for all values of n, m and the finiteness of f ′ C for all values of n, m. Theorem 3.11. If m ≤ n then
For the proof, we recall some notions from Ramsey theory. A sunflower is a collection of sets S 1 , . . . , S k with the property that, for some set Y , S i ∩ S j = Y for every pair i = j. The set Y is called the core of the sunflower and the sets S i \ Y are called petals. In particular, a collection of pairwise disjoint sets is a sunflower with Y = ∅. Lemma 3.12 (Erdős-Rado Sunflower Lemma, [16] ). Any collection of n!(k − 1) n sets of cardinality n contains a sunflower with k petals.
It is worth remarking that the number of sets needed has been reduced in [18] , and again (very recently) in [8] . The sunflower conjecture, stating that c n k sets of cardinality n may suffice, is still open.
. . , I n!(N −1) n ∈ I n (G). By the sunflower lemma, some N of them form a sunflower S 1 , . . . , S N , say with core Y . If ℓ ≤ n is the size of the resulting petals
gives a rainbow independent set I of size m − n + ℓ among these petals S i \ Y . But extending I to I ∪ Y also produces an independent set, now of size m, as the core Y is nonadjacent to all vertices in the sunflower. The additional n − ℓ vertices in Y can all be assigned distinct new colours not used in I, since N n−m+ℓ
In what follows, we allow digraphs to have loops and digons, but not parallel edges.
Definition 3.13. Let Γ be a bipartite graph on vertex set {a, a ′ } × B, whose parts are the two columns {a} × B and {a ′ } × B. Write D(a, a ′ ) for the digraph on vertex set B, whose edges are given by
Let A and B be finite ordered sets with |A| = N. Let G be an N-partite graph on A×B whose parts are columns {a}×B, and let D be a digraph on B. We say that G is repeating, or D-repeating, if for every a < a ′ the digraph D(a, a ′ ) is the same digraph D on B. Equivalently:
For every b 1 , b 2 in B (not necessarily distinct) and two pairs a 1 < a 2 and a ′ 1 < a ′ 2 in A, the vertices (a 1 , b 1 ) and (a 2 , b 2 ) are adjacent if and only if the vertices (a ′ 1 , b 1 ) and (a ′ 2 , b 2 ) are adjacent. We say that G is strongly repeating if D has a loop at every vertex, so that all rows G[A × {b}] are cliques.
Note that every row A × {b} is either a clique or an independent set in a D-repeating graph H on A × B, depending on whether D has a loop at vertex b or not.
Next recall that R(r 1 , . . . , r c ) denotes the smallest number of vertices in a complete graph for which any c-edge-colouring contains in some colour i a monochromatic K r i . Ramsey's theorem guarantees the existence of such a number. Proof. We colour the edges of K R by assigning to each pair a < a ′ the digraph D(a, a ′ ). There are 2 n 2 such possible choices, and hence
does the job.
We can use this to specialise Definition 3.10 even further.
. As with f and f ′ , f r also satisfies (1) and (2), and
).
We are now in a position to prove the main result of this section.
Proof of Theorem 3.4. The "only if" direction has already been shown in (♦). For the "if" direction, we show for n ≥ 2 that f r F (Kr) (n, n) = max(n, r), and f r F (K − r ) (n, n) = max(n, r − 1). Since both values above are 0, 1 when n = 0, 1, respectively. the result will then follow from Theorems 3.11 and 3.17.
Let us first prove that f r F (Kr) (n, n) ≤ max(n, r) and f r
, then again either some row A × {b} is empty, and hence is a rainbow independent set of size ≥ n, or else all such are cliques, namely G is strongly repeating. Then the diagonal {(a, a) : 1 ≤ a ≤ n} is a rainbow independent n-set. Otherwise, if some pair a ′ < a have (a ′ , a ′ ) and (a, a) adjacent in G, then (a ′ , 1) ∼ (a, b) for every b ≥ 2 by the repeating property (see Figure 1 ). Then K − r < G as witnessed by
where (a ′ , 1) ∼ (a, 1) is the missing edge-a contradiction. To prove the corresponding lower bounds, we show separately that f r F (K − r ) (n, n) ≥ r − 1 and ≥ n (f r F (Kr) (n, n) ≥ max{n, r} follows similarly). The first is witnessed by the complete (r −2)-partite graph with n vertices in each part. This is repeating, K − r -free, and has no rainbow independent n-set provided n ≥ 2. The second follows from (1) for f r .
To complete this section, we use the Ramsey numbers R(s, t) to classify f F (Kr) and find a nontrivial lower bound on f F (K − r+1 ) . Theorem 3.18. For any numbers r and m ≤ n:
We first find a graph G showing f F (Kr) (n, m) > N := R(r, m)−1 (see Figure 2 ). Take a K r -free graph H on N vertices with α(H) < m, as guaranteed by the definition of R(r, m). Let G be the graph blowup H (n) . That is, replace each v ∈ V (H) by an independent n-set, and replace each edge in H by the corresponding complete bipartite graph in G (specifically a copy of K n,n ). Then K r < G since K r < H. Letting I 1 , . . . , I N be the N blown up vertices yields no rainbow independent m-set in G, since the I j 's are disjoint and α(H) < m.
To show that f F (Kr) (n, m) ≤ R(r, m), let G be a K r -free graph and I 1 , . . . , I R(r,m) ∈ I n (G). Let M be an inclusion-maximal rainbow set. If M represents all sets I j , then |M| = R(r, m). Since K r < G, it must be that M contains an independent m-set, which is rainbow as required. Thus we may assume that some I j is not represented in M. By the maximality of M, this implies that M ⊇ I j , implying in turn that I j is a rainbow independent set of size n ≥ m.
The right-hand inequality is due to the monotonicity expressed in (2), since the fact that This will follow from the following basic property of chordal graphs: 
is a clique, any independent set in G contains at most one vertex from N[v], hence each I ′ j has cardinality at least n − 1. Since G ′ is also chordal, by induction we may assume that there is a rainbow independent set
Since v is not adjacent to any v j , the set {v 1 , . . . , v m−1 , v} is a rainbow independent set in G.
Chordal graphs exclude, as induced subgraphs, all cycles of length ≥ 4. Given the contrast between chordal graphs in Theorem 3.20 and C 4 -free graphs in Lemma 3.5, it is of interest to know what happens if we exclude cycles up to a certain length.
We shall write − → C k for a directed cycle of length k ≥ 2 in a digraph. In this notation, − → C 2 is a digon. By an undirected cycle, we mean a cycle in the underlying (undirected) graph.
Note that, when n = m = s, D := − → C n itself is not acyclic and has no smaller cycle, so Theorem 3.22 shows f F (C 4 ,...,Cn) (n, n) = ∞.
By (2), this implies Lemma 3.5 (indeed, G t,n can be viewed as a − → C nrepeating graph, and G t,n ∈ F (C 4 , . . . , C n )). On the other hand, any D on m = n vertices which is not acyclic contains a − → C k on some k < n + 1 vertices. So Theorem 3.22 yields f F (C 4 ,...,C n+1 ) (n, n) < ∞.
As in the proof of Theorem 3.4, we use a reduction to the repeating version: As N ≥ m, G is strongly D-repeating for some D, i.e. D has a loop at every vertex (otherwise some row contains a rainbow independent m-set).
We next claim that D is as desired. First, assume for contradiction that B ′ = {b 1 , . . . , b m } is an induced acyclic subgraph in D. Then D[B ′ ] can be completed to a transitive tournament; and in particular B ′ can be relabelled so that
But this means that {(1, b 1 ), (2, b 2 ), . . . , (m, b m )} is a rainbow independent set in G, a contradiction. Next, suppose D has a cycle of length ≤ s other than − → C s . Then for some s ′ ≤ s there is an induced cycle C = b 1 b 2 . . . b s ′ b 1 in D (also not − → C s ). We will use C to find a cycle in G of length between 4 and s, giving the desired contradiction. Case 1. s ′ ∈ [4, s] and C is not a directed cycle. Then C is acyclic, and as above there is a total ordering on C so that all edges are oriented forwards, namely a relabelling a 1 , . . . , a s ′ of {1, . . . , s ′ } so that
Then (a 1 , b 1 ), (a 2 , b 2 ), . . . , (a s ′ , b s ′ ), (a 1 , b 1 ) is a copy of C s ′ in G (see Figure 3 is a copy of C s ′ +1 in G (see Figure 4 ). Here 4 ≤ s ′ + 1 ≤ s, so this is in the forbidden range. 
is a copy of C 4 in G (see Figure 4 ). Case 4. s ′ = 2, so C = − → C 2 . Then the following is a copy of C 4 in G:
a. ⇒ b'.: Given a digraph D as in a., define a strongly repeating graph G on vertex set N × V (D) as follows:
We first claim that C 4 , C 5 , . . . , C s < G. Suppose (a 1 , b 1 
is one such cycle for contradiction.
Clearly, b 1 b 2 . . . b s ′ b 1 is a closed walk in D, possibly with backward edges and repeated vertices. If any vertex repeats, that is b i = b j for some i = j, then since (a i , b i ) ∼ (a j , b i ) = (a j , b j ) in G, it follows that they must be consecutive vertices in the cycle.
So choosing a subsequence of b 1 b 2 . . . b s ′ by removing one vertex from each consecutive pair of identical elements, gives an induced cycle in D, with at least two vertices, since s ′ ≥ 4.
By the assumption on D, b 1 b 2 . . . b s ′ form a directed cycle − → C s , so in particular s ′ = s and no vertices are repeated. Without loss of generality this cycle is oriented forwards. But then a 1 ≤ a 2 ≤ · · · ≤ a s ≤ a 1 , so equality holds throughout. This means all all (a i , b i ) vertices lie in a single column, thus forming an independent set, contradicting the fact that they lie on a cycle.
We claim that this G witnesses f r F (C 4 ,...,Cs) (n, m) = ∞. Indeed, suppose S = {(a 1 , b 1 ), . . . , (a m , b m )} is a rainbow independent m-set, with respect to the (infinitely many) columns. The {a i }'s are distinct by rainbowness, while the {b i }'s are distinct by independence and the strong repeating property.
By assumption, b 1 , . . . , b m contain a cycle, so relabelling as necessary we may assume b 1 b 2 . . . b m ′ b 1 is a directed cycle for some m ′ ≤ m. Like before, this tells us a 1 < a 2 < · · · < a m ′ < a 1 , a contradiction.
For general m and s, determining the largest n for which condition (c) above holds appears difficult. For s = 4, standard Ramsey-type results (see [6, 20] ) show that if such D exists then n < R(3, m) = O(m 2 / log m).
k-colourable graphs
Recall that the class of k-colourable graphs is denoted by X (k). Proof. To show that f X (k) (n, m) > k(m − 1), let G be the complete k-partite graph with all sides of size n, and take a family of k(m − 1) independent sets, consisting of each side of the graph repeated m − 1 times. A rainbow set of size m must include vertices from two different sides of the graph by the pigeonhole principle, and hence cannot be independent. To bound f X (k) (n, m) from above, let G be a k-colourable graph and let I 1 , . . . , I k(m−1)+1 ∈ I n (G). colour G by colours V i (i ≤ k), so V 1 , . . . , V k are independent sets covering V (G).
Let G be a k-colourable graph and I 1 , . . . , I k(m−1)+1 ∈ I n (G). Let M be an inclusion-maximal rainbow set. If M represents all sets I j , then |M| = k(m − 1) + 1, and by pigeonhole M contains m vertices from the same set V j . Since V j is independent, this means that M contains a rainbow set of size m, as required. Thus we may assume that I j is not represented in M for some j. By the maximality of M, this implies that M ⊇ I j , implying in turn that I j is a rainbow independent set of size n ≥ m.
Theorem 4.1 can be strengthened, in the spirit of Theorem 2.16: a family of independent sets F i , i ≤ k(m − 1) + 1 in a k-chromatic graph, where |F i | ≥ min(i, n), has a rainbow independent m-set. To prove this, follow the same proof as above, choosing the elements of M greedily from the sets F 1 , . . . , F n .
Moreover, Theorem 4.1 can be strengthened in the spirit of Remark 3.19, namely n, m) ). The upper bound comes from (3) and Theorem 4.1, while the lower bound is given by the disjoint union of m − 1 copies of K n, n, . . . , n k .
Graphs with bounded degrees
Recall that D(k) is the class of graphs having vertex degrees no larger than k. Theorem 4.1, together with the well-known inequality χ(G) ≤ ∆(G) + 1, imply f D(k) (n, n) ≤ (k + 1)(n − 1) + 1. Applying Brooks' theorem, by which χ(G) ≤ ∆(G) unless G is complete or an odd cycle, allows replacing k + 1 by k, for k ≥ 3 (we omit the details). But probably also the bound k(n − 1) + 1 is not sharp.
One inequality, f D(k) (n, n) ≥ k+1 2 (n − 1) + 1, is shown by the graph G t,n from Example 3.6. As observed there, G t,n has no rainbow independent n-set. To establish the desired bound, note that every v ∈ G t,n has degree 2t − 2 ≤ k if we choose t = k+1 2 . Theorem 5.2. Conjecture 5.1 is true for k ≤ 2.
Proof. Consider first the case k ≤ 1. Any matching is K − 3 -free, so
by (2) and Observation 3.3. Next consider the case k = 2, namely of graphs whose components are cycles and paths. We have to show that in such a graph G, any family I 1 , . . . , I 2n−1 ∈ I n (G) has an independent rainbow n-set. This would follow from Theorem 2.1 if all cycles in G were even, but for general cycles it requires a separate proof.
Take an inclusion-maximal rainbow set M that induces a bipartite graph in G, meaning that it omits at least one vertex from each odd cycle. If |M| = 2n − 1, then M contains a subset of size n in one of the sides of the bipartite graph, which is independent in G. Thus we may assume that |M| < 2n − 1. Then one of the sets I j , say I 1 , is not represented by M.
Since M is inclusion-maximal rainbow bipartite, each vertex v ∈ I 1 \ M is contained in an odd cycle C v , say of length 2t(v) + 1, that is a connected component of G, such that V (C v ) \ {v} ⊆ M. For each such v replace in I 1 the set I 1 ∩ V (C v ) (which is of size at most t(v), since I 1 is independent) by any independent set J v of size t(v) not containing v (note J v ⊆ M). The result of these replacements is an independent n-set, contained in M, yielding the desired rainbow set. 5.1. The case m < n. Conjecture 5.1 can be generalized, as follows:
n−m+2 (m − 1) + 1. Remark 5.4. For k = 2, m = n − 1 we get f D(2) (n, n − 1) = n − 1 which is precisely Conjecture 2.14. For m = n, we get f D(2) (n, n) = 2n − 1, which is true by Theorem 5.2. The mysterious jump from f (n, n − 1) to f (n, n) arises in this formulation in a natural way -it is due to the jump from k+1 n−(n−1)+2 = 3 3 = 1 to k+1 n−n+2 = 3 2 = 2.
Here is one direction of the conjecture:
The examples showing this follow the pattern of Example 3.6, with some modifications. We describe them explicitly below. Using the terminology of Section 3, they arise naturally as D-repeating graphs where the digraph D on vertex set Z n contains all arcs from x to x + i for i = 0, 1, . . . , r − 1 for some r, as in Figure 5 .
Specifically, let r = n−m+2, and write k = r(t−1)+β for β ∈ [0, r). See Figure 5 for an illustration. Note that G is r(t − 1)-regular, and r(t − 1) ≤ k. Certainly, all columns I a := {a} × Z n are independent n-sets.
Claim that every I ∈ I m (G) is fully contained inside some I a . This way, taking m − 1 copies of each I a yields no rainbow independent m-set, thus proving f D(k) (n, m) > t(m − 1) = k+1 n−m+2 (m − 1). Take such an I = {(a 1 , b 1 ), . . . , (a m , b m )} ∈ I m (G). All rows [t] × {b} are cliques, so the b i 's are distinct. Without loss of generality,
Suppose for contradiction I is not fully contained in any column {a} × Z n . Then the {a i } m i=1 are not all equal. So either a m < a 1 or a i−1 < a i for some i. In the first case,
a contradiction. We conclude this section (and the paper) by proving Conjecture 5.3 when m = 2 or 3, thereby establishing Conjecture 5.1 when n = 2 or 3.
Theorem 5.6. f D(k) (n, 2) = k+1 n + 1. Proof. Let G be a graph with maximum degree k and I 1 , . . . , I ⌈ k+1 n ⌉+1 ∈ I n (G). First note k+1 n + 1 ≥ 2. If I i ∩ I j = ∅ for some i = j, then both I i and I j contain a rainbow independent 2-set. Otherwise the sets I 1 , . . . , I ⌈ k+1 n ⌉+1 are mutually disjoint, so | j>1 I j | = k+1 n ×n ≥ k +1. Let u ∈ I 1 . Since the degree of u in G is at most k, there must be a vertex v ∈ I j for some j > 1 which is not adjacent to u. Then {u, v} forms a rainbow independent 2-set in G.
Theorem 5.7. f D(k) (n, 3) = 2 × k+1 n−1 + 1 for n ≥ 3. Henceforth fix n ≥ 3. We shall need a few auxiliary results. Indeed, in 1 (or 2), simply choose any X ⊂ I 1 containing all of x ′ , x, y (resp. x, y). In 3 and 4, X := {u, v, w} suffices.
This yields structural information regarding the independent sets: Proof.
(1) follows from Observation 5.8(4). Next we prove (2) . First note Observation 5.8(1) means any distinct I, J ∈ C share ≤ 1 vertex. Suppose in particular that I ∩ J = {u}. Next, by Observation 5.8(2), any other K ∈ C meeting I ∪ J must do so in precisely {u}, and by (hypergraph) connectedness it follows C is a sunflower with core {u}. Finally, Observation 5.8(3) shows any two non-u-vertices from distinct independent sets in C are adjacent.
We will also make use of the following: Lemma 5.10. Let J be a family of independent n-sets in a graph with no rainbow independent triple. Suppose J satisfies |I ∩J| ≤ t for every distinct I, J ∈ J . Then
where C J is the collection of all components in the n-uniform hypergraph whose edge set is J . In particular, | ∪ J | is at least:
Proof. For a single component C ∈ C J , observe:
• if |C| = 1, then | ∪ C| = n = (n − 1)|C| + 1;
• if |C| = 2, say C = {I, J}, then | ∪ C| = |I| + |J| − |I ∩ J| ≥ 2n − t = (n − t/2)|C| by definition of t; and • if |C| ≥ 3, then Lemma 5.9 (2) gives | ∪ C| = (n − 1)|C| + 1.
Putting this all together,
For (a), when |C| = |J | is odd, there is at least some C 1 ∈ C J which is not of size 2. As all other terms in the sum are ≥ 0 provided t ≥ 2, we infer
where the latter inequality uses |C 1 | ≥ 1.
For (b), t = 1 gives
For (c), all terms in the sum are ≥ 0 since |C| = 1, so deduce | ∪ J | ≥ (2n − t)|J |/2 ≥ (2n − 1)|J |/2.
Proof of Theorem 5.7. Take G = (V, E) of maximum degree k with a prescribed collection I = {I 1 , . . . , I 2q+1 } of independent n-sets, where q = k+1 n−1 . Assume, for contradiction, that G has no rainbow independent triple.
Let t := max{|I i ∩ I j | : i = j}. Without loss of generality, we may assume t = |I 1 ∩ I 2 |. Write I ≥3 for ∪ j≥3 I j , and let
Note that every u ∈ B is still adjacent to t − 1 vertices in I 1 ∩ I 2 by Lemma 5.9(1). Proof. Suppose t ≥ 2. By Lemma 5.9(2), I ≥3 is disjoint from I 1 ∪ I 2 .
By the above, double-counting the degree sum of the vertices in I 1 ∩I 2 yields:
On the other hand, Lemma 5.10(a) gives
Thus,
Since n ≤ |I ≥3 | = |A| ≤ k by (5), B = ∅. Plus, any v ∈ B is adjacent to all but 1 vertex of I 1 ∪ I 2 by Lemma 5.9(1), so it follows
Multiplying ( * ) by (t − 1)/t, and recalling |B|(t − 1) ≤ tk from (5), deduce
As t ≥ 2, n(t − 1) > 0. The above then implies t < 3, namely t = 2. Moreover, n − t = 0 ⇒ n > t, so I 1 \ I 2 = ∅, and any u ∈ I 1 \ I 2 is adjacent to all of B, thereby strengthening the previous upper bound on |B| from tk/(t − 1) to ∆(G) = k.
So we may deduce something stronger from ( * ) directly: 0 ≥ k (n − t + 1)t − (n − 1) − t(n − t)(n − 2) + nt = k 2(n − 1) − (n − 1) − 2(n − 2) 2 + 2n = (n − 1)(k − 2n + 8) ≥ (n − 1)(2n − 3 − 2n + 8) = 5(n − 1), a contradiction.
As in Lemmas 5.9 and 5.10, let C I denote the set of connected components of the n-uniform hypergraph I. Proof. Suppose |C| = p ≥ 3, without loss of generality C = {I 2q+2−p , . . . , I 2q+1 }. By Lemma 5.9(2), there is a vertex u present in all these I j 's such that W := (∪C)\{u} induces a complete p-partite graph whose parts are I j \ {u}, 2q + 2 − p ≤ j ≤ 2q + 1.
As before, we write I S for ∪ i∈S I i . Let Moreover, if j i = j i ′ , then I j i = I j i ′ simultaneously meets I j ′ i and I j ′ i ′ , hence I j ′ i = I j ′ i ′ . By Claim 5.11, all intersections between I j 's have size at most one, so
are all distinct. Writing S ′ for {j 1 , . . . , j s ′ }, these last two paragraphs show |I S ′ | = ns ′ , and that I S ′ is disjoint from I [q]\S ′ . Hence 
In either case, by (7) , there exists a vertex v ′′ ∈ I [q] \ {v, v ′ } which is adjacent to neither v nor v ′ . Thus {v, v ′ , v ′′ } is a rainbow independent triple, as witnessed by v ∈ I 2q+1 , v ′ ∈ I [2q]\ [q] , and v ′′ ∈ I [q] .
