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Resumo
O Câncer de Colo de Útero (CCU) é um problema de saúde coletiva em todo o mundo,
nesse sentido foram feitos grandes avanços para sua detecção e prevenção. Apesar dos es-
forços feitos pelos países da América Latina para reduzir os indicadores de mortes por essa
doença, eles ainda não são suficientes em comparação com o progresso de outros países
europeus.Uma das razões, é que os sistemas de saúde pública em vários países da América
têm limitações importantes em seus programas de acompanhamento e prevenção.O vírus
do papanicolau está associado a 95 % dos cânceres cervicais, embora as instituições de
saúde pública em todo o mundo invistam esforços técnicos, humanos e econômicos para
reduzir o impacto da CCU em suas comunidades. Desde 1960, são realizadas pesquisas
a respeito ao exame do Papanicolau, considerado este como um dos mecanismos mais
utilizados pelo mundo para controlar e diagnosticar esta doença. Alterações Associadas
à Malignidade (MAC), são pequenas alterações na morfologia e textura da cromatina,
predizendo possíveis lesões malignas associadas ao CCU, tornando-se uma investigação
interessante na aplicação do exame do panicolau. A identificação de MAC’s em ima-
gens de células cervicais é um problema accessível a possíveis investigações, devido às
complexidades da identificação visual de estruturas nucleares. A partir das técnicas de
Processamento Digital de Imagens (PDI), tem se conseguido grandes avanços, especial-
mente na obtenção de 400 descritores para o estudo de MAC’s, no entanto a pequena
quantidade de imagens focadas no estudo MAC, assim como a limitação técnica do equi-
pamento e poucos profissionais que trabalham nesses estudos limitam o progresso nesta
área. Esta tese tem como objetivo, otimizar descritores propostos na literatura para o
estudo do MAC utilizando PDI. Para atingir este objetivo, foi criado em conjunto com a
Fundação Universitária de Ciências para a Saúde da Colômbia (FUCS), um Data set de
imagens de células cervicais que possibilitará o estudo de MAC’s. Para adquirir imagens
para o estudo, foram digitalizadas 6 folhas de pacientes com diferentes patologias que
foram diagnosticadas e marcadas por uma cito-técnica especializada. As imagens foram
pré-processadas empregando filtros espaciais e núcleos segmentados usando o algoritmo
k-means e watershed. Os canais de cor foram separados pela sua contribuição de he-
matoxilina e corante Orange G6 dos núcleos segmentados; se extraíram 800 descritores
morfológicos, de textura, densidade óptica e iluminação dos núcleos para sua posterior
classificação. Contribuímos com a criação de um conjunto de dados para o estudo do
MAC em imagens de CCU de exames de citologia convencional. Comparamos três classi-
ficadores supervisionados, treinados com 795 descritores, 412 descritores, 200 descritores
e 962 instâncias. Calculamos e ordenamos os descritores extraídos pela informação obtida
de cada um deles. Com um grupo de descritores, a precisão da classificação é 95,3 %. A
segmentação dos núcleos mostrou uma precisão de 85,6 %. A otimização dos descritores
foi de 4,3% melhor que a dos descritores propostos pela literatura, sendo composta por
30% de descritores de textura, 27% de descritores morfológicos, 11,5% de descritores de
densidade óptica e 17% de descritores associados à concordância de níveis de cinza.
Palavras chaves:  1. Processamento de imagens - Técnicas digitais.      2. Algoritmo K-means. 
3. Transformada watershed. 4. Conjunto de dados. 5. Colo uterino - Câncer
Abstract
Cervical cancer (CCU) is a collective health problem worldwide, in that sense great ad-
vances have been made for its detection and prevention. Despite the efforts made by
Latin American countries to reduce the indicators of deaths from this disease, they are
still not sufficient compared to the progress of other European countries. One of the
reasons is that the public health systems of several countries in the Americas present im-
portant limitations in their monitoring and prevention programs. The Human Papilloma
Virus is associated with 95% of cervical cancers. Public health institutions around the
world invest technical, human, and economic efforts to lessen the impact of the CCU on
their communities. The mechanism most used by the world to control and diagnose this
disease is the examination of the Human Papilloma. Research on this test has been con-
ducted since 1960. The Malignancy Associated Changes MAC, are slight alterations in
the morphology and texture of chromatin predicting possible malignant lesions associated
to CCU, becoming one of the promising researches to be applied in the examination of the
human papilloma. The identification of MAC’s in cervical cell images is an open problem,
due to the complexities of visual identification of nuclear structures. From Digital Im-
age Processing (DIP) techniques great advances have been made especially in obtaining
400 descriptors for the study of MAC’s, however the small amount of images focused on
MAC’s study, as well as the technical limitation of the equipment and few professionals
who worked to these studies has limited progress in this area. The objective of this the-
sis is to optimize the descriptors proposed in the literature for the study of MAC using
DIP. In order to achieve this objective, a set of cervical cell images was created for the
study of MAC’s, in conjunction with the Fundación Universitaria de Ciencias para la
Salud-Colombia (FUCS). With the purpose of acquiring images for the study, 6 slides
of patients with different pathologies were digitalized, which were diagnosed and labeled
by a specialized cyto-technique. The images were pre-processed using spatial filters and
segmented nuclei using the k-means and watershed algorithm. The color channels were
separated by contribution of Hematoxylin and Orange G6 dye from the segmented nuclei;
800 morphological, texture, optical density and illumination descriptors were extracted
from the nuclei for later classification. We contributed with the creation of a Data Set for
the study of MAC in CCU images of conventional cytology examinations. We compared
three supervised classifiers with 795 descriptors, 412 descriptors, 200 descriptors and 962
instances. We calculated and sorted the extracted descriptors by the information gain of
each one of them. The optimization of the descriptors was 4.3% better than the descrip-
tors proposed in the literature, consisting of 30% texture descriptors, 27% morphological
descriptors, 11.5% optical density descriptors and 17% descriptors associated with the
agreement of gray levels.
Keywords:  1. Image processing - Digital Techniques   2.  K-means.   Algorithm. 3. Watershed transform. 
4. Data sets. 5. Cervix uteri - Cancer
Resumen
El cáncer de cuello uterino (CCU) es un problema de salud colectiva a nivel mundial,
en ese sentido grandes avances se han realizado para su detección y prevención. A pesar
de los esfuerzos realizados por los países de Latinoamérica para disminuir los indicadores
de muertes por esta enfermedad, aún no llegan a ser suficientes en comparación con el
avance de otros países europeos. El Virus del Papiloma Humano está asociado con el 95%
de los cánceres de cuello uterino. Las instituciones de salud pública de todo el mundo
invierten esfuerzos técnicos, humanos y económicos para disminuir el impacto del CCU
en sus comunidades. El mecanismo más usado por el mundo para controlar y diagnosti-
car esta enfermedad es el examen del Papiloma Humano. Investigaciones a cerca de este
examen son realizadas desde 1960. Los Cambios Asociados a la Malignidad (MAC), son
alteraciones leves en la morfología y la textura de la cromatina pronosticando posibles
lesiones malignas asociadas al CCU, convirtiéndose en una de las investigaciones prome-
tedoras para ser aplicada en el examen del papiloma humano. La identificación de MAC’s
en imágenes de células cervicales es un problema abierto, debido a las complejidades de
identificación visual de las estructuras nucleares. A partir de técnicas de Procesamiento
Digital de Imágenes (PDI) grandes avances se han realizado especialmente en la obtención
de 400 descriptores para el estudio de MAC’s; sin embargo la poca cantidad de imágenes
enfocadas al estudio MAC, así como la limitación técnica de los equipamientos y de pocos
profesionales que trabajaban estos estudios ha limitado avances en esta área. El objetivo
de esta tesis es optimizar la clasificación de los descriptores propuestos en la literatura
para el estudio de MAC usadas en el PDI. Para conseguir este objetivo se creo un Data set
de imágenes de células cervicales para el estudio de MAC’s, en conjunto con la Fundación
Universitaria de Ciencias para la Salud-Colombia (FUCS). Con la finalidad de adquirir
imágenes para el estudio; fueron digitalizadas 6 Láminas de pacientes con diferentes pa-
tologías las cuales fueron diagnosticadas y etiquetadas por una cito-técnica especializada.
Las imágenes fueron pre-procesadas usando filtros espaciales y segmentados los núcleos
mediante el algoritmo de k-means y watershed. Se separaron los canales de color por
contribución del colorante de Hematoxilina y Orange G6 de los núcleos segmentados; se
extrajeron 800 descriptores morfológicos, de textura, densidad óptica e iluminación de
los núcleos para su posterior clasificación. Se contribuyo con la creación de un Data Set
para el estudio de MAC en imágenes de CCU en exámenes de citología convencional.
Comparamos tres clasificadores supervisados con 795 descriptores, 412 descriptores, 200
descriptores y 962 instancias. Calculamos y ordenamos los descriptores extraídos por la
ganancia de información de cada uno de ellos. La precisión de la clasificación es de 95,3%.
La segmentación de los núcleos demostró una precisión de 85.6%. La optimización de los
descriptores fue de 4,3% mejor que los descriptores propuestos por la literatura, siendo
compuesto por 30% de descriptores de textura, 27% de descriptores de morfológicos,
11.5% de descriptores de densidad óptica y 17% de descriptores asociados a la concu-
rrencia de niveles de grises.
Palabras claves:  1. Procesamento de imágenes - Técnicas digitales.      2. Algoritmo K-means. 
3. Transformada watershed. 4. Conjunto de datos. 5. Cuello de utero - Cáncer
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Capítulo 1
Introducción
1.1 Motivación
El cáncer de cuello uterino (CCU) afecta mujeres de todas las edades. En Brasil, para
el año 2019, se esperan 16.370 casos nuevos de cáncer de cuello uterino. Esto representa
un riesgo promedio de 15,95 casos por cada 100 mil mujeres (INCA, 2017). En 2017, este
tipo de neoplasia fue responsable del fallecimiento de 250 mil mujeres en el mundo. Es
importante resaltar que el 87% de estas muertes ocurrieron en países en desarrollo. Tanto
la incidencia como la mortalidad por cáncer de cuello uterino se pueden reducir a través
de programas organizados de seguimiento(WORLD HEALTH ORGANIZATION, 2017).
Una significativa reducción en la mortalidad causada por esta enfermedad se alcanzó
en los países desarrollados tras la implementación de programas de seguimiento de base
poblacional a partir de 1950 y 1960 (GLOBOCAN, 2012). El examen de Papanicolaou
a través de una lámina de vidrio y la lectura convencional en laboratorios clínicos, es el
procedimiento más practicado por los patólogos en el seguimiento y detección del cáncer
de cuello uterino en Brasil. Esto ocurre debido al bajo costo de implementación de dicho
examen. Pero, esta no es la manera más eficiente de hacer el Papanicolau. Una de las
principales razones es que para preparar una hoja de frotamiento del Papanicolau, un
clínico recoge una muestra cervical y frota una porción de esa muestra en una lámina de
vidrio para posteriormente ser analizada en un microscopio (ver Figura 1.1). La visión de
la muestra recogida en el Papanicolaou a menudo está nublada y con detritos, tales como
secreciones, sangre y células de baja visibilidad. Esto sucede porque las células no se
pulverizan inmediatamente con una solución fijadora. Además, después de que el clínico
16
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prepara la lámina de vidrio convencional, el dispositivo de recogida (escobilla cervical)
es descartado, a veces con más de 80% de la muestra del paciente aún en el dispositivo
(OLMS et al., 2018).
1. Muestra
del examen 
Papanicolau
2. Esfregación de la muestra
en una lámina de vidrio 
4. La muestra es 
 enviada para el 
laboratorio clínico
3. La muestra es descartada, 
con 80% del material célular
5. La muestra es
verificada por el
patologista
fijada con alcohol y
Figura 1.1: Ciclo de una citología convencional. Fuente: adaptado de Hutchinson et al.,
(1994)
Para solucionar esta problemática, desde la década de 1960, varios investigadores
en diferentes países están trabajando en la posibilidad de automatizar el diagnóstico de
ese examen. La automatización busca ayudar a los patólogos, obteniendo una exactitud
mayor en los diagnósticos de los exámenes realizados (TOLLES; BOSTROM, 1956)(TAN;
TATSUMURA, 2015). En la década de 1990 surgieron las tecnologías de recolección en
medio Líquido LBC y las tecnologías en la presentación de muestra ThinPrep para la
realización del examen del Papanicolau, reduciendo la tasa de fallas mediante mejoras en
la recolección de datos. Sin embargo, países como Brasil, Uruguay, Paraguay, Colombia,
Argentina, Perú, y Bolivia, entre otros, no utilizan las nuevas tecnologías. Estos países
todavía usan la recolección de Papanicolaou convencional (LORENTE, 2013). Uno de los
motivos para la utilización de métodos antiguos en la recolección del examen Papanicolaou
en los países del sur del continente es el costo, ya que este tipo de tecnología es más
accesible económicamente que los métodos más modernos.
El procesamiento digital de imágenes se considera como una de las primeras tecnologías
digitales usadas para la prevención del cáncer de cuello uterino. La tecnología de procesa-
miento digital de imágenes consiste en el uso de diferentes métodos matemáticos aplicados
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en imágenes digitales, con el objetivo de facilitar la extracción de información y mejorar
su calidad visual. El procesamiento digital usa imágenes digitales las cuales constituyen
una representación discreta de una escena continua. La mayoría de las imágenes digitales
se generan a partir de energía electromagnética, algunos de los dispositivos de formación
de imágenes son las cámaras digitales estándar, las cuales utilizan la radiación de la parte
visible o casi visible del espectro electromagnético para formar una imagen. Los avan-
ces en los desarrollos de hardware, software y algoritmos informáticos en procesamiento
digital de imágenes, han llevado a la investigación de nuevos enfoques para el problema
de la detección del cáncer; así como investigaciones para disminuir la probabilidad de los
falsos negativos o falsos positivos en los diagnósticos del examen de Papanicolaou y en la
detección automatizada de cambios sutiles asociados a la malignidad, en los núcleos de
células aparentemente normales de pacientes con neoplasias malignas.
Avances importantes a nivel tecnológico se han efectuado como: los estudios realiza-
dos por (TANAKA; UENO et al., 1987), (ANDERSON et al., 1997), (HOWELL et al.,
1999), que lograron generar mecanismos semi-automatizados para la segmentación y de-
tección de patrones en las imágenes digitales, ofreciendo avances en los estudios de la
morfología de los núcleos alterados. Investigaciones mas recientes realizadas por (LO-
ZANO; MIGUEL; COUSILLAS, 2011) y (AL-BATAH et al., 2014) y (YUNG -FU, 2014)
usando rastreo computacional, lograron no solo segmentar las imágenes de las células,
sino también por medio de Machine Learning y redes neuronales lograron clasificar célu-
las anormales y normales en imágenes de alta calidad adquiridas por la citología liquida
(LBC)1. Estas investigaciones analizaron en gran medida los aspectos morfológicos de
células visualmente alteradas, detectando células ya comprometidas. Estudios anteriores
que analizaban células con alteraciones asociadas al cambio en sus núcleos, fueron rea-
lizados antes de implementar los métodos de Screen Computer por (NIEBURGS; R. G.
ZAK et al., 1959). Estas investigaciones ofrecían prometedores resultados para prevención
prematura del cáncer de cuello uterino.
Los cambios asociados a la malignidad o también conocidos como Malignancy Associ-
ated Changes (MAC) son alteraciones ligeras en la morfología y la textura de la cromatina
de los núcleos en las células, pronosticando posibles lesiones malignas. El fenómeno fue
1Liquid Based Citology
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descrito por primera vez en 1959 en la Universidad de Massachusetts Medical Center por
el investigador Herbert E. Nieburg (1959).
Los estudios MAC permitían una detección temprana, antes de la alteración morfo-
lógica de la célula, demostrando ser una técnica con potencial para ser implementada en
programas de detección del cáncer. Desde el acuñamiento del termino MAC se han desar-
rollado investigaciones en diferentes tipos de células como: células bucales (ROWINSKI;
PIENKOWSKI; ABRAMCZUK, 1972) y del hígado (VIDAL; SCHLUTER; G. W. MO-
ORE, 1973). Se puede destacar que gran parte de los estudios fueron realizados en células
del cuello uterino (KEMP et al., 1997), sin embargo los indicadores analizados señalan
que las investigaciones MAC se han extendido en los últimos años a otros tejidos como:
tejidos del seno y la próstata (AKAY, 2009), (DI CATALDO; FICARRA, 2017). Este
método es diferente a otras técnicas como la de Screening Computer. El análisis digital
de imágenes de células del cuello uterino usa la técnica de Screening Computer, que se
concentra en identificar características visualmente detectables, en núcleos y citoplasmas
(FRANCO; MARTINS; CARVALHO, 2016).
Con el avance de nuevas tecnologías en el Procesamiento Digital de Imágenes (PDI)
durante los últimos 50 años, fue posible medir los cambios sutiles correspondientes a
MAC a partir de imágenes digitales. Fueron propuestos 400 descriptores para el análisis
de MAC en la literatura a partir de la extracción de características morfológicas, de
textura, densidad óptica y escala de grises, con la finalidad de ofrecer herramientas para
la clasificación de anomalías presentes en las imágenes. (KEMP et al., 1997).
1.2 Desafíos
Ante el escenario presentado, diversos desafíos de investigación todavía están abiertos y
con expectativas prometedoras en el diagnóstico temprano del CCU. Algunos de estos
desafíos se presentan a continuación:
• El estudio de las imágenes de MAC en células cervicales requiere de la implementa-
ción de una metodología especializada como de equipamientos especializados.
• La segmentación de las núcleos de las células cervicales del examen de Papanicolaou
convencional en lámina de vidrio, no es una tarea fácil, por la gran cantidad de
detritos biológicos presentes en las imágenes.
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• El trabajo de catalogar y diagnosticar células cervicales manualmente para una
base de datos, es una tarea desafiante porque requiere de tiempo y experiencia de
un especialista, para el análisis y rotulación de las laminas del examen del papiloma
humano.
• Los bancos de imágenes para el estudio de MAC en exámenes del Papanicolaou
convencional, son bastante limitados por los requerimientos y personal necesarios
para su conformación.
• La extracción de las características basadas en cambios asociados a la malignidad,
requiere la participación de diferentes especialistas de múltiples áreas y personal
entrenado, los cuales no siempre están disponibles.
• El procesamiento y análisis de grandes cantidades descriptores, requiere de bastante
tiempo para su tratamiento.
1.3 Objetivo
El objetivo de esta tesis es optimizar los descriptores para el estudio de (Malignant Asso-
ciate Changes MAC) en la segmentación de las regiones del núcleo de las células cervicales
del examen del Papiloma Humano convencional.
1.3.1 Objetivos específicos
Se incluyen en esta tesis una serie de métodos para abordar las áreas problemáticas
específicas con la extracción de descriptores MAC.
• Adquirir imágenes de células del cuello uterino del examen de Papanicolaou conven-
cional, que se clasifiquen y se marquen con el apoyo de especialistas
• Procesar digitalmente las imágenes adquiridas para su posterior tratamiento
• Segmentar los núcleos de las imágenes de células cervicales previamente procesadas.
• Extraer las características basadas en cambios asociados a la malignidad MAC de
los núcleos segmentados
• Modelar descriptores MAC a partir de las características extraídas
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• Optimizar los descriptores modelados y calcular la precisión de la clasificación
Esta tesis se diferencia de otros trabajos en los siguientes elementos : 1. Identifica
y segmenta únicamente núcleos de las muestras citológicas. 2. No son considerados los
citoplasmas para la clasificación. 3. La segmentación es realizada en múltiples núcleos
de una misma muestra. 4. El proceso de segmentación es completamente automatizado
para grandes cantidades de muestras. 5. Se creo un Data set especialmente desarrollado
para el estudio de MAC’s en citologías convencionales por frotis en lámina de vidrio.
6. Se modela un grupo de descriptores para el estudio MAC con mejor precisión en su
clasificación que los presentes en la literatura.
1.4 Esbozo de la tesis
El contenido de esta tesis está organizado de la siguiente manera. En los primeros cuatro
Capítulos se define el contexto general y el contexto metodológico de la tesis; mientras
que en los Capítulos cinco y seis se presentan los resultados obtenidos en este estudio y
conclusiones.
Más específicamente: En el Capítulo 2 se da fundamento a los desafíos del seguimiento
del cáncer de cuello uterino, sus avances y tecnologías de automatización del examen del
Papiloma Humano. El Capítulo 3 aborda los la definición de los Cambios Asociados a la
Malignidad Malignancy Associated Changes (MAC), su análisis, desafíos y características
en imágenes digitales. El Capítulo 4 presenta la metodología de la creación del Data set
para el Estudio MAC así como el procesamiento y segmentación de la imágenes de los nú-
cleos de las células. Al final del Capítulo son presentados los resultados correspondientes
a cada procedimiento. El Capítulo 5 presenta los pasos de la extracción de las carac-
terísticas MAC, así como la creación del modelo de descriptores y su optimización. Al
final del Capítulo son presentados los resultados correspondientes a cada procedimiento.
Finalmente, en el Capítulo 6, contiene las conclusiones a las que se llegó con este proceso
de investigación.
Capítulo 2
Cáncer de Cuello Uterino
En este Capítulo, se presentan los principios y notaciones necesarios para una mejor
comprensión de los Capítulos siguientes. La Sección 2.1 contiene la notación utilizada
en los Capítulos siguientes. También se presentan aquí conceptos del Sistema Único de
Salud, tecnología en el seguimiento del CCU y tecnología de Procesamiento Digital de
Imágenes (PDI).
2.1 Desafíos del Seguimiento del CCU
El virus del Papiloma Humano esta asociado con el 95% de los cánceres de cuello uterino.
Las instituciones de salud publica del todo el mundo invierten esfuerzos técnicos, humanos
y económicos para disminuir el impacto del cáncer de cuello uterino en sus comunidades
(SARMADI et al., 2012). Sin embargo en gran parte de los países en desarrollo estos
esfuerzos aún son insuficientes, porque persisten los altos índices de muertes por este tipo
de cáncer. En los últimos veinte años Brasil ha realizado investigaciones en esta área pues
por su alta población es uno de los países más vulnerables a muertes por este tipo de
cáncer en Sur América. A pesar de las investigaciones en esta área en Brasil, sus aportes
están lejos de los avances realizados en otros países como Suecia, Australia y Estados
Unidos, que ya lograron contener esta enfermedad.
Entre los mecanismos usados para contener el cáncer de cuello uterino, en países desar-
rollados se aplica la técnica de screen computer, considerada como uno de los métodos más
investigados para ayudar a los patólogos a obtener resultados más precisos, disminuyendo
22
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los falsos positivos y falsos negativos en el diagnóstico 1 del examen del Papanicolaou
(FERNÁNDEZ; DIAZ, 2003). La Figura 2.1 muestra la relación de la tendencia de fal-
sos positivos y falsos negativos en el posible diagnostico del examen del Papanicolaou
(WORLD HEALTH ORGANIZATION, 2012).
Positivo 
Verdadero
Negativos
Verdaderos
 Falsos 
Positivos
Falsos
Negativos
 Eje y: Valor de la prueba diagnóstica
Figura 2.1: Posibilidad de falso negativos y falsos positivos en el examen del papiloma
humano. Fuente: (FERNÁNDEZ; DIAZ, 2003)
La Figura 2.1 muestra las probabilidades de generar un falso positivo o un falso nega-
tivo en un diagnostico del examen del Papiloma Humano. Para interpretar la Figura 2.1
es necesario validar los resultados a partir del cálculo de los valores de sensibilidad, espe-
cificidad, valor predictivo positivo y valor predictivo negativo a partir de las ecuaciones
2.1, 2.2, 2.3 y 2.4 respectivamente.
Sensibilidad =
V P
(V P + FN)
(2.1)
donde V P se refiere verdaderos positivos, FN representa los falsos negativos.
Especificidad =
V N
(V N + FP )
(2.2)
1En medicina falsos positivos y falsos negativos son errores, que aparecen cuando es realizada una
exploración física o una prueba complementaria y su resultado indica una enfermedad determinada,
cuando en realidad no la hay ninguna enfermedad ’falso positivo’ o cuando se diagnostica que no hay una
enfermedad, pero en realidad si la existe alguna anomalía "falso negativo"
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donde V N se refiere verdaderos negativos, FP representa los falsos positivos.
V PP =
V P
(V P + FP )
(2.3)
donde V PP se refiere al valor predictivo positivo, V P se refiere verdaderos positivos y
FP representa los falsos positivos.
V PN =
V N
(FN + V N)
(2.4)
donde V PN se refiere al valor predictivo negativo, V N se refiere verdaderos negativos y
FN representa los falsos negativos.
El cálculo de la sensibilidad y especificidad a partir de los valores de V P , FP , V PP
y V PN permite la correcta evaluación de una prueba diagnóstica. Como se observa en
la Figura 2.1 un diagnostico del examen del Papiloma Humano puede tener diferentes
valores predictivos en diferentes poblaciones con diferente incidencia de pacientes con la
enfermedad. Sí una prueba es utilizada en una población con una alta incidencia de la
enfermedad, la prueba en evaluación tendrá un alto VPP, por otro lado; esta misma pru-
eba, con la misma sensibilidad y especificidad, tendrá un V PP bajo, cuando es utilizada
en una población con una baja incidencia de la enfermedad. Un estado ideal seria que los
valores predictivos pósitivos y negativos sean cercanos a 1, con la intención de excluir las
pacientes que no están bajo riesgo, siendo mas determinante definir los casos normales
que anormales.
La tasa de mortalidad del CCU no demuestra reducción en Brasil. Una de las ex-
plicaciones para este estancamiento, está en el hecho de que los seguimientos realizados
en la Estrategia Salud de la Familia2 no siguen las recomendaciones del Ministerio de
Salud. Es de esperarse que el seguimiento del cáncer de cuello uterino, debería seguir
un conjunto de acciones y programadas con población y periodicidad definidas, que se
denominan programas organizados (VALE; et al., 2010).
2La Estrategia Salud de la Familia (ESF) tiene como objetivo la reorganización de la atención básica
en Brasil, de acuerdo con los preceptos del Sistema Único de Salud y es considerada una estrategia de
expansión, calificación y consolidación de la atención básica en las personas y colectividades.
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2.1.1 Sistema Único de Salud - SUS
El Sistema Único de Salud (SUS) es uno de los mayores y más complejos sistemas de
salud pública del mundo; abarcando desde la atención para la evaluación de la presión
arterial, por medio de la atención básica, hasta el trasplante de órganos; garantizando
acceso integral, universal y gratuito para toda la población del Brasil (PAIM, 2009). Este
sistema fue creado por la Constitución Federal de 1988 y regulado por la ley no 8.080 / 90.
Esta ley define el SUS como: Un Conjunto de acciones y servicios de salud, prestados por
órganos e instituciones públicas federales, estatales y municipales, de la Administración
directa e indirecta y de las fundaciones mantenidas por el Poder Público. De acuerdo con
el artículo 200 de la Constitución Federal el Sistema Único de Salud tiene como funciones
principales:
• el control y fiscalización de procedimientos, productos y sustancias relativas a la
salud;
• hacer acciones de vigilancia sanitaria, control de epidemias y de cuidados con la
salud del trabajador;
• participar en la producción de medicamentos, equipos y otros productos relacionados
con la salud;
• organizar la formación de recursos humanos en el área de salud, como médicos,
enfermeros y otros profesionales;
• participar en la elaboración de políticas y planes de ejecución de acciones de sane-
amiento básico;
• utilizar los avances científicos y tecnológicos en el área de la salud;
• hacer la fiscalización y la inspección de alimentos y el control nutricional;
• controlar y fiscalizar de la producción, transporte, almacenamiento y uso de sustan-
cias psicoactivas, tóxicas y radioactivas;
• colaborar en la protección del medio ambiente y del ambiente de trabajo.
Con su creación, el SUS proporcionó el acceso universal al sistema público de salud, sin
discriminación. La atención integral a la salud, y no sólo a los cuidados asistenciales, pasó
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a ser un derecho de todos los brasileños, desde la gestación y por toda la vida, con foco
en la salud con calidad de vida, apuntando a la prevención y la promoción de la salud
(MINISTÉRIO DA SAÚDE, 2013).
2.1.2 Limitaciones del SUS en el Seguimiento de CCU
El SUS enfrenta diversos desafíos, principalmente por necesitar recursos del dinero pú-
blico para realizar el seguimiento del CCU de manera adecuada. Según investigaciones
desarrolladas por Vale et al. (2010); Andrade (2012); Franco et al. (2015); Oliveira et
al. (2016), los problemas más frecuentes en el seguimiento del CCU son: La desarticula-
ción de los programas de seguimiento del CCU entre sí y con la sociedad; acceso precario
con largas filas para asignación de consultas ginecológicas, procedimientos quirúrgicos y
exámenes; largos tiempos de espera por consultas y diagnósticos; falta de humanización
y acogida adecuadas en las unidades de salud; carencia y mala distribución de profesio-
nales en citopatología por el territorio nacional; largas distancias de los puestos de salud
de algunas regiones geográficamente alejadas. La Organización de las Naciones Unidas
(ONU) desde 1978 (Declaración de Alma-Ata, de la Organización Mundial de la Salud
- OMS, 1978), declaró que el seguimiento del cáncer de cuello uterino es una solución y
esta delineada en la Ley Orgánica de la Salud no 8080, de 1990 (BRASIL, 1990) para este
fin. Por la complejidad del problema, es necesario que las soluciones sean realizadas en
áreas específicas, siguiendo un criterio general para su integración. Una de las posibles
soluciones es el uso de las tecnologías volcadas a la salud, las cuales vienen avanzando
notoriamente en los últimos años, específicamente en el área de citología digital.
2.2 Tecnología en el Seguimiento CCU
En las investigaciones desarrolladas en el área de procesamiento digital de imágenes, está
la búsqueda de automatización del proceso de análisis del examen de Papanicolau. Esto
puede ser percibido en el contexto de la salud pública agregada al uso de equipos de
alta tecnología, en países como Suecia, Estados Unidos, Inglaterra, Alemania y China
(O’LEARY et al., 1998), (SCHILLING et al., 2007), (ZAHNG; KONG; CHIN, 2014),
(MALM; BRUN; BENGTSSON, 2015),(SARWAR et al., 2016). Los países en desarrollo,
como la India, utilizan modelos propios para atender sus necesidades geográficas, econó-
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micas y poblacionales (BEJNORDI et al., 2013), demostrando que el contexto del país
debe ser considerado durante la implementación de una tecnología. Por tanto, se hace
necesario el desarrollo de investigaciones particulares según el contexto de cada nación.
Los métodos computacionales de ayuda para el seguimiento del CCU vienen alcanzando
grandes avances en los últimos 50 años, convirtiéndose en instrumentos de gran relevancia
en el diagnóstico del cáncer cervical, pues ponen a disposición mejoras en la calidad de
recolección y análisis de muestras, reduciendo tasas de error. Sin embargo, por ser tecno-
logías de alto costo, se vuelve de acceso limitado a una porción de la población mundial,
generando que las mujeres con bajos ingresos y que no poseen planes de salud privados,
sean menos propensas a utilizar esas tecnologías (ANDRADE, 2012). Durante los años
1990 hubo una fuerte competencia entre las empresas estadounidenses que desarrollan tec-
nologías de clasificación, además de luchas para obtener varias soluciones aprobadas por
la Food and Drug Administration (FDA). Algunas de estas soluciones están disponibles
por compañías reconocidas, como la Hologic Company, que utiliza el sistema AutoPap
300 (CHANKONG; THEERA-UMPON; AUEPHANWIRIYAKUL, 2014a). Una nueva
técnica de preparación de especies, basada en líquidos, llamada SurePath, fue agregada
para mejorar aún más el desempeño de esas tecnologías. SurePath se puede utilizar para
reconocer alrededor de 25 % de las láminas del examen del Papiloma Humano como nor-
males, sin revisión posterior; el 75% restante se clasifica en cinco categorías de riesgo de
anormalidad. El sistema se comercializa para aumentar la detección de anormalidades
mediante la preparación y el tamizado mejorado de la muestra, tanto visualmente como
por máquina. Los procedimientos se venden como kits, aumentando el costo de preparar
una lamina en 10 dólares estadounidenses. Esto causa problemas significativos en países
con dificultades económicas en el sistema público de salud y con recursos limitados, que
usan el modelo convencional que cuesta entre 3 y 5 dólares de Estados Unidos. Todos los
sistemas de rastreo de máquinas actualmente comercializados funcionan con preparaciones
líquidas, aumentando el costo de los exámenes (SU et al., 2016).
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2.3 Tecnologías en la automatización del examen del
Papiloma Humano
Desde la creación del examen del Papanicolaou por el médico George Papanicolaou y
con los cambios tecnológicos de los microprocesadores, investigadores de varios países
pensaron en la posibilidad de automatizar el diagnóstico de este examen. El objetivo es
ayudar a los patólogos a mejorar la exactitud de los diagnósticos (TOLLES; BOSTROM,
1956), (TAN; TATSUMURA, 2015). Una de las primeras tecnologías digitales estudiadas
para apoyar el diagnóstico del CCU de manera automática fueron investigadas por el
Centro de Análisis de Imágenes de la Universidad de Uppsala en Suecia en los años
1970. Este fue uno de los primeros centros de investigación orientados al estudio de la
segmentación de imágenes de células del cuello uterino en el mundo. Durante los últimos
50 años los estudios de segmentación y clasificación de imágenes del cuello uterino han
tenido varias evoluciones. En los años 1980, la mayor parte de las investigaciones del área
se concentraban en encontrar maneras de segmentar imágenes usando el histograma en
escala de grises apareciendo tecnologías como Cybest, Cytoview y Leytas (PLOEM JS,
VAN DRIEL-KULKER AMJ, 1987), (TANAKA; IKEDA et al., 1987), (TAYLOR et al.,
1999).
Así se generaron las primeras pautas en la automatización del diagnóstico del CCU.
En la década de 1990 apareció la tecnología Papnet liderada por la empresa Neuromedial
System de los Estados Unidos, que desarrolló y patentó en el año de 1998 un método
para el diagnóstico y análisis de las células del cuello uterino de citología común, usando
redes neuronales (MUDU et al., 2002). Esta tecnología fue comercializada ampliamente
en Noruega, Inglaterra, Italia y Francia. Estudios realizados por Nieminen et al, (2004),
Boon et al, (1994) y Mango (1996), demostraron que la tecnología Papnet era 80 % más
eficiente que los métodos de aquella época. Sin embargo esta tecnología dejo de ser usada
en el año 2002 por la aparición de métodos más modernos de recolección en medio líquido
LBC conocida como ThinPrep. En el año 2005 aparecieron estudios de nuevas tecnologías
para el diagnóstico automatizado del cáncer de cuello uterino. Una de ellas fue el Scan-
ner Automático para Digitalización (SAD). Este escáner realiza exploraciones sucesivas
de la muestra en una sola imagen digital de manera continua. Este método proporci-
ona subregiones de una imagen digital grande con diferentes ampliaciones (SOENKSEN;
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CRANDALL, 2005). Durante los siguientes años se estudió la manera de almacenar,
visualizar y manipular rápidamente las imágenes obtenidas por el sistema SAD. Uno de
estos estudios es conocido como Computer Imagery Data Managing Method (CIMM); este
sistema presentó una metodología que facilitó el uso de componentes virtuales en aplica-
ciones en telemedicina, telepatología, educación y microscopía virtual (G. CRANDALL
et al., 2009). Siguiendo las tendencias en telemedicina, fue realizado un estudio sobre
la detección de células cancerígenas, usando la técnica de información holográfica para
la clasificación de células también conocida como Detecting cancerous with holographic
information from cell simple (DCHI)(JOORIS; MAGNIETTE; MATHUIS, 2014). El
factor común de los estudios realizados en los últimos diez años, esta en que las imágenes
usadas para sus procedimientos de detección y computación son de la colecta del exa-
men de Papanicolaou en medio Líquido. Estas tecnologías abrieron nuevos precedentes
para la investigación y prevención del CCU especialmente en Europa y Estados Unidos
(FRANCO; GUERRERO; CARVALHO, 2015).
2.4 Tecnología de Procesamiento Digital de Imágenes
(PDI)
El procesamiento digital de imágenes se considera como una de las primeras tecnologías
usadas para la prevención del cáncer de cuello uterino digitalmente. Esta tecnología
consiste en el uso de diferentes métodos aplicados en imágenes digitales, con el objetivo
de facilitar la extracción de información o simplemente mejorar su calidad visual. Gonzales
y Woods (2008) definen cinco pasos básicos que se pueden encontrar en la mayoría de los
sistemas de análisis digital de imágenes:
• Adquisición de imágenes: Este es el proceso de digitalizar una escena y crear una
imagen digital. La importancia de esta etapa es fundamental, ya que puede limitar
la cantidad de información esperada. Sí las imágenes adquiridas están con poca
iluminación y mal enfocadas, es posible que las estructuras no sean aceptables para
el análisis en los pasos siguientes. Otra consideración es el número de píxeles pro-
ducidos por el sensor de captura. En la Figura 2.2, se puede ver el resultado de
un muestreo insuficiente, conocido como aliasing. Esto se refiere a la forma en que
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el bajo número de puntos de muestreo (en este caso píxeles) hace que se pierdan o
distorsionen muchos detalles de la imagen.
Figura 2.2: El proceso de creación de una imagen digital. a) Fuente de energía, ilumina-
ción. b) La luz de a) se refleja en los objetos de la escena que se está fotografiando. c)
Parte de la radiación reflejada llega al sistema de imagen d) y se proyecta en un sensor
bidimensional. e) La energía se discretiza en una imagen digital e) donde cada píxel tiene
un valor de intensidad que corresponde a la cantidad de energía que recibe el elemento
sensor respectivo durante la exposición. Fuente: propio autor
• Pre-procesamiento: Normalmente, los datos de imágenes brutas deben prepararse
para los siguientes pasos de análisis considerando que puedan contener informaciones
no deseadas. Para ello son utilizados algunos procesos para mejorar las condiciones
de la imagen como: la supresión del ruido, normalización de la intensidad, mejora
de los bordes y registro de la imagen. Un paso de pre-procesamiento bien diseñado
permitirá que los pasos posteriores del análisis puedan extraer informaciones que
no estaban disponibles en los datos de entrada. Sin embargo, si se implementan
de forma inadecuada, esto llevaría a la eliminación de detalles importantes de la
imagen, así como su a degradación.
• Segmentación de imagen: Es el proceso de localizar y aislar regiones o objetos de
interés en una imagen y asignar a los píxeles que pertenecen a cada objeto una
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etiqueta única. La segmentación de imágenes es generalmente un proceso muy
dificultoso y propenso a errores, lo que constituye un obstáculo importante para
el análisis de imágenes. El éxito de la segmentación determina en gran parte los
resultados del análisis de las imágenes. Los problemas comunes en el resultado de la
segmentación incluyen límites de regiones incompletos y presencia de regiones que
fueron segmentadas erróneamente.
• Extracción de características: Las características, también conocidas como descrip-
tores de objetos, proporcionan información sobre las características específicas de
las regiones obtenidas de la segmentación de imágenes. Los descriptores comunes
incluyen informaciones morfológicas como: el área, el color, el radio y el tamaño de
un objeto. Se pueden utilizar descriptores más sofisticados para calcular aspectos de
la forma o textura de un objeto o región. Normalmente son usadas combinaciones
de diferentes características para describir objetos adquiridos. La modelación del
conjunto de características a ser usadas en los siguientes pasos de clasificación es
un proceso de eliminación complicado y que requiere mucho tiempo. Los conjuntos
de características mal modelados generan resultados negativos que pueden ir desde
los tiempos de cálculos prologados hasta hacer imposible encontrar agrupaciones
naturales de los objetos o regiones analizadas.
• Clasificación: Una vez se han extraído una serie de características descriptivas de un
grupo de objetos o regiones, el siguiente paso es agrupar los descriptores con valores
de características que muestran un comportamiento similar. La meta podría ser
escoger cualquier objeto del conjunto recién recolectado que comparta los rasgos de
ese grupo. Ambos escenarios son ejemplos de tareas básicas de clasificación. Existe
una gran variedad de métodos de clasificación, que van desde un umbral 3 simple
y directo hasta métodos que dependen de varios parámetros. Tanto la elección del
clasificador como la optimización de los descriptores pueden tener un impacto crítico
en el rendimiento global de un proceso de análisis.
3El parámetro de valor umbral proporciona una estimación del valor mínimo de una variable aleatoria
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2.4.1 Tecnologías del PDI aplicadas en imágenes de células del
cuello uterino
La tecnología de PDI ofreció algunas técnicas de segmentación de células de cuello uterino
usadas en la actualidad. Estas técnicas son: La técnica de segmentación Otsu (OTSU,
1979), que utiliza la varianza de dispersión de valores de grises de una imagen para
identificar su umbral de forma que la dispersión dentro de cada clase sea lo más pequeña
posible entre clases diferentes, (Ecuación 2.5).
Pi =
ni
MN
(2.5)
donde, i es la intensidad, MN son las coordenadas de la imagen definidas en f(x, y), ni
el número de píxeles con nivel de intensidad i y Pi es la probabilidad de que ocurra el
nivel de intensidad i. Luego de calcular la Probabilidad se procede a distribuir cada uno
de los valores en píxeles por la intensidad en i.
La agrupación o clustering, es una de las técnicas de análisis de datos exploratorios más
comunes utilizadas para obtener una intuición sobre la estructura de los datos o píxeles.
Se puede definir como la tarea de identificar subgrupos en los píxeles de tal manera que
los puntos de píxeles en el mismo subgrupo (cluster) son muy similares mientras que los
píxeles de datos en diferentes clusters son muy diferentes. Esta técnica trata de encontrar
subgrupos homogéneos dentro de los píxeles de tal manera que los puntos de datos en
cada conglomerado sean lo más similares posible de acuerdo con una medida de similitud,
como la distancia basada en euclides o la distancia basada en correlación. El análisis
de conglomerados se puede hacer sobre la base de características en las que intentamos
encontrar subgrupos de muestras basados en características o sobre la base de muestras
en las que intentamos encontrar subgrupos de características basadas en muestras. K-
means es considerado como uno de los algoritmos de clustering más utilizados por su
simplicidad. El algoritmo Kmeans es un algoritmo iterativo que intenta particionar el
conjunto de datos en K subgrupos (clusters) distintos y predefinidos donde cada punto de
datos pertenece a un solo grupo. Intenta hacer que los puntos de datos entre clústeres sean
lo más similares posible, al mismo tiempo que mantiene los clústeres lo más diferentes (en
la medida de lo posible). Asigna puntos de datos a un cluster de manera que la suma de la
distancia cuadrada entre los puntos de datos y el centroide del cluster (media aritmética
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de todos los puntos de datos que pertenecen a ese cluster) sea mínima. Cuanta menos
variación tengamos dentro de los clusters, más homogéneos (similares) serán los puntos de
datos dentro del mismo cluster. El algoritmo k-means es aplicado en imágenes de células
cervicales para determinar el aglomerados de núcleos y citoplasmas. La forma en que
funciona el algoritmo k-means será detallada en el Capítulo 4 Sección 4.3.
Otra técnica es el uso de Patrones Binarios Locales (Local Binary Pattern histogram)
(LBP). Esta técnica asigna una etiqueta a cada píxel de la imagen en escalas de grises,
de acuerdo con la configuración de la vecindad circular del radio (Ecuación 2.6).
LBPP,R = /
p−1
p=02
PS(gP − gc) (2.6)
donde, P e el número total de píxeles vecinos utilizados, gc es el valor en escala de grises
del píxel central, R es el radio circular de la vecindad de los píxeles y gP (p=0,....,p-1)
corresponden a los valores grises de P píxeles igualmente espaciados en un círculo de radio
R (R > 0) que forman un conjunto vecino circularmente simétrico. Finalmente se crea un
nuevo histograma con 2P muestras correspondientes a los posibles valores de las etiquetas
LBP (VERMA; GUPTA, 1980).
La identificación de bordes de la imágenes digitales es una técnica ampliamente usada
y pueden describirse como conjuntos conectados de píxeles de borde. En otras palabras,
son puntos de la imagen en los que la intensidad de la función de imagen cambia brusca-
mente. Los bordes se detectan utilizando métodos locales de procesamiento de imágenes,
comúnmente conocidos como detectores de bordes. Un borde tiene una fuerza y una di-
rección, las cuales pueden ser descritas usando el gradiente. El gradiente de una imagen,
f , en una ubicación, (x, y), es denotado por ∇f , y definido como el vector a partir de la
Ecuación 2.7.
∇f = [gxgy]T = [∂f
∂x
∂f
∂y
]T (2.7)
donde ∇f es el vector que apunta en la dirección de la mayor tasa de cambio de f en la
posición (x, y). [∂f
∂x
∂f
∂y
]T es el gradiente de ∇f . La magnitud (longitud) del vector ∇f , es
denotada como:
M(x, y) =
√
g2x + g
2
y (2.8)
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donde M(x, y) corresponde al valor de la tasa de cambio en la dirección de los gradientes
gx y gy, es decir, la intensidad del borde.
La técnica Watershed es bastante usada para determinar el contorno celular. Esta
técnica simula la inundación de una región a partir de los mínimos locales, esto hace que
las cuencas sean gradualmente rellenadas (GONZALEZ; WOODS, 2008). El encuentro
de las aguas de las cuencas indica que la parte superior de esa región fue encontrada,
señalando que un local fue detectado y demarcado como se ilustra en la Figura 2.3.
(a) Cuencas hidrográficas (b) Segmentación
Figura 2.3: La figura ilustra el principio del método de segmentación de Watershed. a)
El nivel del agua se eleva en las cuencas de captación y en el punto en el que las masas de
agua vecinas se encuentran con las cuencas hidrográficas. b) El paisaje puede ser dividido
(segmentado) en base a las posiciones de la cuenca
Desde su introducción, la segmentación de cuencas hidrográficas en las técnicas de
PDI, se ha convertido en el método de elección para la segmentación para numerosas
aplicaciones y variantes de implementación. Como por ejemplo para el estudio de los
cambios asociados a malignidades, conocido en ingles como Malignancy Associated Chan-
ges (MAC) el cual será discutido en el siguiente Capítulo.
Capítulo 3
Malignancy Associated Changes
(MAC)
Los cambios asociados a la malignidad, son alteraciones ligeras en la morfología y la
textura de la cromatina 1 de los núcleos en las células pronosticando posibles lesiones
malignas. El fenómeno fue descrito por primera vez en 1959 (NIEBURGS; R. ZAK et al.,
1959) A diferencia de los estudios de seguimiento computacional que detectan células ya
visualmente alteradas; los estudios MAC permitían una detección temprana, antes de la
alteración de la morfología de la célula, demostrando ser una técnica con potencial para
ser implementada en programas de detección del cáncer. La base biológica del fenómeno
MAC aún es desconocida, pero se han formulado muchas teorías, algunas de las principales
son:
• Teoría 1: El cáncer como una enfermedad sistemática de la cual un tumor es una
manifestación local (NIEBURGS; HERMAN; REISMAN, 1962).
• Teoría 2: Se presentan sutiles transformaciones pre-malignas, debido a un factor
genético o ambiental tal como la infección por el Virus del Papiloma Humano
(HPV) (BURGER, G, JETTING, U RODENACKER, 1981), (MONTAG; BAR-
TELS; LERMA-PUERTAS et al., 1989).
• Teoría 3: Cambios inflamatorios son debidos a una respuesta inmune a un tumor
(MONTAG; BARTELS; DYTCH et al., 1991).
1La cromatina es la forma en la que se presenta el ADN en el núcleo celular
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• Teoría 4: Hay re-ordenamientos cromosómicos en células normales, en respuesta a
una señal bioquímica producida por una lesión maligna (MONTAG; BARTELS;
LERMA-PUERTAS et al., 1989).
• Teoría 5: La manifestación de un “efecto de campo” presente en una población clonal
de células, que generan cambios en la cromatina (KATZKO et al., 1987)
Figura 3.1: Teoría de MAC’s generados por campos de efecto. Fuente: adaptado de
Katzko et al., (1987)
De estas teorías, la última mencionada parece ser la más factible. La Figura 3.1
muestra el efecto de campo, donde una célula o un tejido en un sitio dado está predispuesto
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al cáncer por exposición a factores tales como mutaciones, carcinógenos ambientales o
la infección por Virus del Papiloma Humano (VPH). Estos factores de estrés, conducen
tanto al reordenamiento de la cromatina como de la genética del núcleo de la célula, con la
consecuente pérdida de heterogeneidad en la región (DENG et al., 1996). Las formas más
suaves de la transformación se detectan como MACs. Aquellos que sufren una mutación
adicional, eventualmente se transforman en lesión intraepitelial escamosa de bajo grado,
con el tiempo puede transformarse en una lesión intraepitelial escamosa de alto grado. Los
MACs probablemente no están presentes en todas las células visualmente normales en un
examen del Papiloma Humano. El número de las células afectadas por MAC van desde
muy pocos, hasta numerosos (NIEBURGS, 1967). Por lo tanto, la presencia de MAC
puede detectarse más fácilmente en los cambios de todas las células presentes en una
región de una lámina que en células individuales. Sin embargo es importante mencionar
que ni toda alteración morfológica es pré-maligna, siendo necesario asociar otros criterios.
3.1 Análisis Visual y Detección de MAC
Nieburgs et al. (1959) observó que muchas condiciones físicas incluido el embarazo y las
enfermedades, pueden causar alteraciones en la morfología nuclear de las células, mencionó
que algunos de estos cambios perecían ser específicos de los individuos que padecían
tumores malignos.
Estos cambios se acuñaron y apareció el término Malignancy Associated Changes, y
lo aplicaron a los cambios visualmente observables en las células benignas adyacentes
o distantes de una lesión cancerosa. Estas primeras pruebas eran invasivas adquiriendo
tejidos para un análisis completo. Los cambios que fueron descritos pueden ser observados
en la Figura 3.2.
En la Figura 3.2 se pueden observar los siguientes cambios:
• un aumento del tamaño nuclear;
• discontinuidad de la membrana nuclear;
• la presencia de numerosas áreas translúcidas pequeñas en el núcleo;
• "bandas de cromatina"curvadas que unen las áreas despejadas.
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Figura 3.2: Visión general de la mitosis. (NIEBURGS; GOLDBERG, 1968) observó
cambios "similares al MAC"durante la anafase tardía y la telofase. Fuente: adaptado de
(HALLINAN, 1999)
El estudio de (NIEBURGS, 1967) despertó la posibilidad de diagnosticar el cáncer sin
tener que realizar pruebas invasivas, porque no necesitaba de biopsias para extraer tejidos,
este factor genero un aspecto atractivo, tanto para médicos, pacientes e investigadores
como (FINCH, 1971) y (KLAWE; ROWIŃSKI, 1974).
Varios otros grupos de investigación comenzaron a estudiar la factibilidad de detectar
MACs confiablemente en las siguientes décadas (HAROSKE et al., 1990), (AKAY, 2009),
(KOUROU et al., 2015).
Algunos de estos estudios fueron realizados por (ROMSDAHL; VALAITIS et al., 1963)
y (CHOMET; LAPORTE; EAMCGREW, 1966), quienes encontraron MACs en pacientes
con cáncer, mostrando cambios de las células en 84,6% de los pacientes, mientras que de los
pacientes sin cáncer el 16,9% presentaron cambios. Estos autores también definen el cáncer
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como una enfermedad sistemática. Su trabajo enfatiza en la dificultad y subjetividad de
la detección de MACs (ROMSDAHL; Elizabeth MCGREW et al., 1964).
Desde la década de los sesenta más investigaciones sobre MAC fueron realizadas en
diferentes tejidos, no siempre con la misma intensidad. En la Figura 3.3 se pueden observar
los trabajos publicados hasta la fecha relacionados con los cambios sistemáticos de las
células con lesiones cancerosas asociadas a MAC .
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Figura 3.3: Trabajos publicados sobre MAC históricamente. Fuente: Propio Autor
Los datos utilizados para construir la Figura 3.3 se obtuvieron mediante palabras cla-
ves, resúmenes y autores de las bases de datos informatizadas de la literatura Web of
science, Medline y siguiendo las referencias de los artículos a medida que fueron analiza-
dos.
En la Figura 3.3 se pueden observar tres picos de actividad . El primer pico, ocurre
a mediados de los años 60 y 70, refleja los primeros intereses en investigar el problema
(NIEBURGS; R. ZAK et al., 1959), (KLAWE; ROWIŃSKI, 1974). El segundo pico repre-
senta un resurgimiento de interés en el estudio del problema con el desarrollo de técnicas
que usan imágenes computarizadas a mediados de los años 90 (HAROSKE et al., 1990),
(ROSENTHAL; ACOSTA; PETERS, 1996), (KOK; BOON, 1996). El tercer pico ocurre
en el siglo XXI evidenciando el aumento de las investigaciones en MAC especialmente en
el área de clasificadores (CHANKONG; THEERA-UMPON; AUEPHANWIRIYAKUL,
2014b), (MIAO et al., 2016), (MARIARPUTHAM; STEPHEN, 2015).
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Los trabajos en investigaciones MAC han crecido en las últimas dos décadas. El
mayor desinterés de las investigaciones se presentó en los años ochenta e inicios de los
año noventa. Esto puede deberse inicialmente al desconocimiento de la técnica MAC y a
una pérdida de interés por parte de investigadores hacia el estudio en esta área, sumado
a la comercialización de las tecnologías en el campo del seguimiento del cáncer cervi-
cal en los Estados Unidos, conocido como método Liquido (ThinPrep) (HUTCHINSON;
AGARWAL et al., 1991), (YEOH; CHAN, 1999).
El valor comercial potencial de tales sistemas, se hizo evidente para todos los involu-
crados generando patentes de los sistemas desarrollados (GUIRGUIS, 1992), (GEYER et
al., 1993). Incluso algunos sistemas computacionales para la detección de MAC también
fueron patentados (LAM; MACAULAY; PALCIC, 1993), (MACAULAY; PALCIC et al.,
1999).
Los estudios MAC se han realizado en diversos tipos de tejidos celulares en últimos
60 años. En la Figura 3.4 se puede observar los tejidos estudiados con mayor frecuencia.
Figura 3.4: Cantidad de trabajos publicados sobre MAC en diferentes tejidos histórica-
mente. Fuente: Adaptado de Hallinan (1999) y Web of Science
En la Figura 3.4 se puede observar las diferentes investigaciones relacionadas, reali-
zadas en los últimos 60 años en el área de MAC, se puede destacar que gran parte de
los estudios fueron realizados en células del cuello uterino. Sin embargo los indicadores
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analizados revelan que las investigaciones MAC se han extendido en los últimos años
al estudio de otros tejidos, como tejidos del seno y la próstata (BARTEK et al., 2006),
(MURALIDHAR et al., 2010), (ZHAO et al., 2016), (ZHANG; YUANMING et al., 2016).
3.2 MAC’s y el Análisis de Imágenes Digitales
Con la aparición del las técnicas de análisis digital de imágenes, las investigaciones de la
detección del MAC dieron un giro.
Los estudios ya mencionados, habían utilizado características visualmente detectables,
principalmente las características definidas por Nieburgs et al., (1968), las cuales no son
fácilmente detectables por las técnicas visuales convencionales de análisis de imágenes.
El Procesamiento Digital de Imagines PDI, ofreció una manera de medir características
susceptibles de MAC a partir de imágenes digitales. Con estas técnicas computacionales
era posible medir las bandas de cromatina, por medio de técnicas de medición de escalas
de grises en la imagen. Esto fue posible por medio del uso de la Ecuación 3.1.
DOij = log(fondo)− logPij (3.1)
donde DO es densidad óptica, i y j son los índices de fila y columna de un píxel en una
imagen, el fondo es el Valor de gris medio del fondo de la imagen, y Pij es el valor de gris
del píxel (KLAWE; ROWIŃSKI, 1974).
La Ecuación 3.1, permite identificar la Densidad Óptica Integrada Integrated Optical
Density (IOD) de una célula mostrando si una mancha produce un valor gris que es una
función del contenido de ADN en el núcleo (BURGER; JUTTING; RODENACKER,
1981). La IOD de una célula es proporcional a la cantidad de ADN en la célula, y se
puede utilizar para estimar la ploidía de la célula, es decir, el número de conjuntos de
cromosomas que contiene la célula. Este tipo de métodos abrió nuevos caminos en al
análisis MAC y permitió generar una lista completa de casi 400 características basadas
en imágenes digitales de células, aportadas desde los años 70 para las investigaciones de
MAC (KLAWE; ROWIŃSKI, 1974). Con este avance las primeras imágenes analizadas
fueron de células bucales (KLAWE; ROWIŃSKI, 1974). A pesar de esto, el método no
parecía todavía adecuado para diagnosticar con certeza la presencia o ausencia de tumor
maligno en casos individuales en tejidos (KLAWE; ROWIŃSKI, 1974, p.72).
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El PDI permitió realizar una investigación de cambios subvisuales en las células in-
termedias, tarea que las técnicas visuales convencionales no conseguían, con la finalidad
de buscar cánceres tempranos. Para lograr este objetivo el PDI ayudo a solucionar las
necesidades de MAC. La primera necesidad está asociada a reconocer la morfología nu-
clear de las células, la segunda necesidad estaba asociada a reconocer las alteraciones en
la textura nuclear. Cada una de estas necesidades generaron soluciones particulares en
las últimas décadas como se observa en la Tabla 3.1.
Tabla 3.1: Aportes del PDI na área del MAC. Fuente: Propio autor
Necesidades MAC
Aportes del Procesamiento Digital de
Imágenes para reconocer Morfología nu-
clear
Aportes del Procesamiento Digital de
Imágenes para reconocer alteraciones en
la textura nuclear
• Analizar la densidad óptica de una imagen
(KLAWE; ROWIŃSKI, 1974)
• Clasificación de células intermedias simples
(BARTELS; BIBBO; DYTCH; PISHOTTA;
YAMAUCHI et al., 1981)
• Identificación de características con propie-
dades de tinción (WIED; BARTELS; BIBBO
et al., 1980)
• Citómetro de imagen completo en células de
cuello uterino (MACAULAY; PALCIC, 1990)
• Identificación de textura nuclear (BURGER,
G, JETTING, U RODENACKER, 1981),
(BIBBO; BARTELS et al., 1981)
• Análisis contextual nivel superior de toda
la lámina de vidrio (ZAHNISER et al., 1991),
(HUTCHINSON et al., 1992a)
• Área nuclear y relación nuclear / citoplas-
mática (KWIKKEL et al., 1986)
•Citómetro de imagen completo en Cáncer de
laringe (DREYER et al., 1999)
• Análisis de varianza (ANOVA) para exami-
nar la distribución de la variabilidad medida
en células cervicales visualmente normales
(BARTELS; BIBBO; DYTCH; PISHOTTA;
WIED, 1983)
• Algoritmos de características listadas por
(BIBBO; MONTAG et al., 1989) midieron
337 características entre ellas área del cito-
plasma y ADN ploidy como indicadores de
MACs (OGDEN; COWPE; GREEN, 1990)
• Base de los datos micro-morfométricos
(WIED; BARTELS; DYTCH et al., 1981) •
Fuentes de variabilidad en las células cervica-
les se llevó a cabo por (KATZKO et al., 1987)
• Fue creado el software Cyto-Savant que iden-
tificaba las características de textura en célu-
las, mostrado cambios monótonos significati-
vos con el grado de displasia (GUILLAUD et
al., 1995)
3.3 Segmentación de la cromatina
En biología la definición de la cromatina nuclear, se refiere al complejo de ADN y proteínas,
que se encuentra dentro del núcleo interfásico de las células eucariotas y que constituye
el genoma de dichas células (NÉMETH et al., 2004).
La cromatina nuclear se visualiza mediante microscopía óptica, como un mosaico de
regiones intercambiables de alta Densidad Óptica (DO). Las regiones de alta densidad es-
tán bien definidas como partículas de cromatina; Estas partículas permiten la descripción
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de la cromatina y el reconocimiento de sus cambios durante la neoplasia (KOMITOWSKI;
ZINSER, 1985).
(DOUDKINE et al., 1995) establece que: En la citopatología la cromatina se deno-
mina típicamente coagulada o finamente-clumped, como teniendo sal y pimienta, o suele
aparecer como si tuviera una distribución de tipo carrito-rueda o reloj.
Son pocos los investigadores que han intentado segmentar la cromatina. Las investiga-
ciones sobre la segmentación de la cromatina se pueden separar en dos grupos. El primero
de ellos son los que separan únicamente los núcleos; el segundo grupo son los que separan
los núcleos y el citoplasma. En la Tabla 3.2 se evidencian los experimentos relacionados
con la segmentación de la cromatina y sus descripciones.
Tabla 3.2: Algoritmos usados en la segmentación de la
cromatina en diferentes tipos de células. Fuente: Adap-
tada de (HALLINAN, 1999) y Web of Science
Autor/año Descripción Aplicado
en
Limitaciones
Rowisnski et al.
(1972)
Trabajo en la segmenta-
ción de múltiples umbra-
les de nivel de gris para
generar varias imágenes
binarias. El primer valor
umbral es el que detecta
toda la cromatina, El se-
gundo umbral y los pos-
teriores se definen como
una constante fija. Los
valores de umbral que no
son determinados como
cromatina son definidos
como el nivel de densidad
óptica de referencia.
Células bu-
cales
Sensible al ruido y a
la no-uniformidad de
iluminación y / o tin-
ción. Se deben defi-
nir los valores paso por
paso. Genera múlti-
ples imágenes binarias
y no una segmentación
localizada.
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Sprenger et al.
(1972)
Segmentación por medio
del umbral de nivel de
gris único para detectar
la cromatina condensada.
Se elige un único valor de
umbral con respecto a la
densidad óptica que re-
presente el limite de corte
entre los colores débil-
mente teñidos (no con-
densados) y densamente
teñidos (Condensados).
Células del
cuello ute-
rino
Sensible al ruido y a la
no uniformidad de la
iluminación y / o tin-
ción; impone artificial-
mente un valor fijo so-
bre la proporción del
núcleo que deben ser
etiquetados como no
condensados.
Vidal et al.
(1973)
Segmentación por medio
del umbral de nivel de
gris único para detec-
tar la cromatina conden-
sada. A diferencia de
Sprenger et al. (1972)
se usan dos variaciones
para caracterizar cuanti-
tativamente las diferen-
cias en la estructura ce-
lular. Efocándose en el
método de coloración de
las células. El límite de
cada núcleo se definió in-
teractivamente
Células de
hígado
Sensible al ruido y a la
no uniformidad de la
iluminación y / o tin-
ción.
Smeulder et al.
(1978),
Segmentación donde la
región que crece / se fu-
siona de máximos loca-
les con respecto a la den-
sidad óptica. Divide un
núcleo de la imagen en
una serie de subregiones
que corresponden visu-
almente a la cromatina
agregada.
Células del
cuello ute-
rino
Las regiones de semil-
las no se cultivan en
paralelo. En su lugar,
la imagen de entrada
se escanea (presumi-
blemente en orden cre-
ciente) hasta que se
encuentre un máximo
local y esta región.
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Meyer et al.
(1978)
El algoritmo segmenta
una imagen de núcleo en
las partículas de croma-
tina (regiones oscuras)
o canales intercrománi-
cos (regiones con luz).
Es conocida como la seg-
mentación top-hat trans-
form que detecta partí-
culas de cromatina y ca-
nales intercrománicos.
Células de
cuello ute-
rino
El tamaño del disco
(ancho de el sombrero
de copa) y el valor
de umbral (top-hat
transform) deben
estar sincronizados.
Es necesario "heurísti-
camente"la búsqueda
de divisiones que dé
la mejor segmentación
visual.
Rodenacker et
al. (1987)
Escala de grises inde-
pendiente de adelgazami-
ento y engrosamiento. El
adelgazamiento (o engro-
samiento) produce una
estructura que divide la
imagen en un mosaico de
componentes conectados.
Se basa en el adelgazami-
ento de la escala de gri-
ses. El adelgazamiento
de una imagen bidimen-
sional en escala de grises.
Usa Erosión y dilatación
en las imágenes
Células del
cuello ute-
rino
Las segmentaciones no
se correlacionan visu-
almente con lo que un
observador puede per-
cibir como manchas de
cromatina, partículas
o grumos. El algo-
ritmo es sensible al
ruido.
Komitwski et al.
(1985)
Umbral adaptativo local
para detectar regiones de
alta densidad. La seg-
mentación consiste en di-
vidir un núcleo en regio-
nes de partículas de cro-
matina.
Hígados
de rata y
del colon
humano
Es necesario prescribir
la manera en la cual la
imagen es dividida ini-
cialmente en bloques;
Sensibilidad al ruido.
Kondo et al.
(1986)
Segmenta las regiones
que contengan una sola
máxima local (con res-
pecto a la densidad óp-
tica) por umbral adapta-
tivo local para segmen-
tar una partícula de alta
densidad óptica dentro
de cada región.
Células del
cuello ute-
rino
Sensible al ruido y a la
no uniformidad de la
iluminación y / o tin-
ción.
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Albregtsem et
al. (1995)
Este algoritmo calcula
las regiones característi-
cas de los núcleos, ba-
sándose en los adyacentes
cercanos conectados.
Hígados de
rata
Las constantes defini-
das. El algoritmo no
es independiente del
orden de exploración:
el orden en el que no
se selecciona los adya-
centes examinados pu-
ede influir en el ta-
maño y la forma de la
región resultante.
Jackway et al.
(1996)
El algoritmo realiza una
serie de segmentaciones
del núcleo en diferen-
tes escalas, utiliza Wa-
tershed en los gradientes
de las imágenes.
Células de
cuello ute-
rino
El conjunto de esca-
las debe ser especifi-
cado a priori; La seg-
mentación en cada es-
cala no se correlaciona
visualmente con lo que
un observador podría
percibir como man-
chas de cromatina.
Németh et al.
(2004)
El algoritmo localiza los
mínimos en la imagen de
escala de grises (que re-
presentan intensidad que
corresponde a máximos
en la densidad óptica de
la Imagen), dividiendo la
imagen en regiones que
contengan un solo mí-
nimo y luego segmen-
tando una sola gota en
cada región. Aplicación
de la transformación de
cuenca hidrográfica a la
imagen preprocesada
Células del
cuello ute-
rino
Demora del tiempo
de ejecución del algo-
ritmo. Imprecisión de
punto flotante del um-
bral de segmentación.
Keller et al.
(2008)
Usando Procesamiento
de Imágenes en micros-
copía Raman detectan
cambios debido a dis-
placía o HPV que no
pueden ser detectados
histológicamente.
Células del
cuello ute-
rino
Requiere de espectros-
copia Raman, y no la
convencional Prepara-
ción histológica. Limi-
taciones de instrumen-
tación en el momento
de este estudio evitó
la recolección de datos
sobre membranas in-
tactas sensible a cam-
bios tisulares de los te-
jidos.
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Ehteshami et al.
(2013)
Segmentación inicial de
la cromatina en texturas
primitivas. Trabajo en
las características de tex-
tura que miden la mar-
ginación de cromatina.
Fue trabajado con tex-
tura estructural en los
núcleos de las células.
Células cu-
ello uterino
Sensibilidad a la tin-
ción de examen de Pa-
piloma Humano no es
estequiométrica. Ex-
perimentos no dispo-
nían de diagnósticos
definidos. Caracteri-
zación de células indi-
viduales.
Di et al. (2017) Métodos de extracción y
codificación de caracte-
rísticas que pueden apli-
carse con éxito a imáge-
nes microscópicas de cé-
lulas o tejidos, las carac-
terísticas son asociadas a
diccionarios de aprendi-
zaje
Tejidos de
próstata
Imágenes de alta re-
solución y gran ta-
maño para su procesa-
miento. La cantidad
de imágenes disponi-
bles para estudios son
limitadas.
Analizando la Tabla 3.2 se puede decir que los algoritmos de segmentación de la cro-
matina más usados en las últimas 2 décadas son: Global thresholding, Top-hat transform,
Grey-scale thinning, Local adaptive thresholding y Region growing merging. Siendo global
thresholding (KAPUR; SAHOO; A. WONG, 1985) y Región growin merging (TREMEAU;
BOREL, 1997) las más utilizadas en los primeros años de la segmentación de la croma-
tina. A continuación se explica por qué el algoritmo de Global thresholding es uno de los
más importantes en la investigación de la cromatina. Inicialmente en el histograma de la
imagen de una célula cervical.
La intensidad la imagen de entrada revela dos picos, correspondientes a las señales del
fondo y del objeto, considerando una suposición básica. La técnica de global thersholding
consiste en establecer un valor de intensidad (umbral), de modo que, todos los píxeles que
tienen un valor de intensidad por debajo del umbral pertenecen a una fase, los restantes
pertenecen a la otra (KAPUR; SAHOO; A. WONG, 1985). El objetivo del uso de la
técnica de segmentación es minimizar el error de la segmentación lo máximo posible. Se
dice que un umbral es globalmente óptimo sí el número de píxeles clasificados erróneamente
es mínimo. La segmentación de cromatina es una elección de segmentación no sofisticada
pero valida. Es comprensible que esta técnica sea una de las más usadas en la segmentación
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de cromatina en la literatura, ya que el histograma de las células analizadas es bimodal.
En el caso de las células del cuello uterino el histograma de una imagen permite determinar
los umbrales a ser segmentados (núcleo y citoplasma) facilitando el uso de esta técnica
como se puede observar en la Figura 3.5.
Figura 3.5: Histograma bimodal de una imagen de célula del cuello de uterino. Fuente:
Propio Autor
El histograma representado en la Figura 3.5 fue calculado usando una imagen de una
única célula del cuello uterino donde son conocidos los histogramas individuales de la
imagen, los picos p1(z) y p2(z), representan el fondo de la imagen y las células.
A partir del histograma de la imagen, la segmentación Global Thresholding es definida
por: P1p1(z) + P2p2(z) donde P1 = N1(N1+N2) y P2 =
N2
(N1+N2)
note que P1 + P2 = 1, N1 y
N2 representan valores diferentes del histograma.
La probabilidad de clasificar erróneamente un píxel de la región 1 p1 del histograma y
de la región 2 p2 del histograma esta dada por:
E2(T ) =
∫ ∞
T
p1(z)dz (3.2)
La probabilidad de clasificar erróneamente un píxel de región 2 p2 del histograma y
de la región 1 p1 del histograma esta dada por:
E1(T ) =
∫ T
−∞
p2(z)dz (3.3)
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La probabilidad general de error esta dada por la suma de la probabilidad de clasificar
erróneamente un píxel de la región 1 p1 y la región 2 p2 entonces:
E(T ) = P2E1(T ) + P1E2(T ) (3.4)
donde T es el punto de segmentación de la imagen global, usada para minimizar la pro-
babilidad de error. Entonces se deben tener en cuenta las siguientes consideraciones: Sea
E(T ) = 0 se tiene a P1p1(T ) = P2p2(T ) si p1(T ), p2(T ) son conocidos; entonces T puede
ser determinado sí P1=P2 (número de píxeles del objeto) = (número de píxeles del fondo),
el punto óptimo de segmentación T es donde las curvas se intersectan.
El objetivo de identificar el mejor punto de intersección T Global thresholding, es
buscar los parámetros que minimicen la cantidad de errores. Esta solución permitió una
segmentación de la cromatina con un bajo costo computacional, ofreciendo resultados
aceptables en la determinación de núcleos en los primeros años de investigación en el área
MAC. Sin embargo, la mayor limitación de este método de segmentación se centro en que
es altamente sensible al ruido, generando desafíos a ser superados para el análisis confiable
de características MAC.
3.4 Desafíos en el análisis MAC
Uno de los problemas con el uso de MACs para el diagnóstico del cáncer, está en que
los cambios medibles en los núcleos son muy sutiles y no están presentes en todas las
células. Por lo cual, es necesario usar técnicas y algoritmos específicamente definidos para
detectar de manera confiable los MACs. Estas técnicas deben ser capaces de enfrentarse
a imágenes de baja calidad, con detritos en sus muestras y células solapadas, entre otros
factores como ruido y textura nuclear poco definida. Otro desafío a considerar es que el
tipo de cambios de textura nuclear que caracteriza los MACs también pueden ser inducidos
por otros factores, como los anticonceptivos hormonales, el humo del tabaco, productos
químicos bioactivos, el uso de dispositivos intrauterinos, endometriosis, hipersecretora y el
estado de gestación (KATZKO et al., 1987), (HUTCHINSON et al., 1992b), (BRUNO et
al., 1992). Estos cambios pueden ’ocultar’ la presencia de MACs en individuos afectados,
o imitarlos en personas sanas. Por lo tanto, las técnicas y algoritmos utilizados deben
contemplar el análisis de todos estos factores. Algunos elementos pueden ser tomados en
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cuenta con la realización de un simple cuestionario a la paciente antes de la realización del
examen, para descartar algún tipo de factor que pueda alterar los análisis con la técnica
MAC, preguntas como sí usa anticonceptivos o sí está embarazada ayudarían a superar
los desafíos en el análisis MAC. Estos procedimientos ya son realizados actualmente en
los exámenes de seguimiento de cáncer, por tanto, deben ser considerados al momento de
realizar el diagnóstico computacional.
El Procesamiento Digital de Imágenes, es uno de los métodos computacionales más
usados para la cuantificación de características asociadas al MAC. A continuación son
clasificados los tipos de características más usadas para determinar MAC’s en células,
mediante el uso del Procesamiento Digital de Imágenes.
3.5 Características MAC
La Sociedad Estadounidense de Citología en los años 1960 logro determinar la importancia
de los Cambios Asociados a la Malignidad, confirmaron que la capacidad de reconocer los
MAC dependía en gran medida de la capacitación previa y la experiencia del examinador.
Se definieron algunas clasificaciones de características para estandarizar los estudios
MAC, de la siguiente manera:
1. Las áreas pálidas entre las bandas de cromatina;
2. Las áreas son circulares;
3. Las áreas circulares son de tamaño uniforme;
4. Los cromoncentros son pequeños y su cromatina unida, las bandas que rodean las
áreas circulares son curvas;
5. Los cromocentros y las bandas de cromatina no son picnóticas;
6. Cinco de las seis áreas circulares están ligeramente teñidas;
7. Cuatro de las áreas circulares están presentes en una fila y dos aparecen junto con
dos de las áreas circulares de la fila en una formación cuadrante de cuatro áreas
circulares de grupos de áreas circulares que ocupan todo un lóbulo.
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Sí se aplican las 7 características, la MAC es positiva. Sí las características están in-
completas son cuestionables; se debe considerar la MAC negativa con fines de diagnóstico
(NIEBURGS; HERMAN; REISMAN, 1962). Estas características fueron ampliamente
aceptadas por investigadores posteriores. Sin embargo el análisis visual de estas caracte-
rísticas es limitado. Las técnicas de procesamiento digital de imágenes ofrecen beneficios
significativos con respecto a las limitaciones visuales, como los problemas de objetividad
y resolución, para la detección de células realmente malignas.
Computacionalmente en la literatura fueron determinadas 400 características. Estas
características MAC se dividen en características de textura, características asociadas
a concurrencia de nivel gris (GLCM), características de la morfología de la imagen y
características de la densidad óptica. En la Figura 3.6 presenta la distribución de uso de
las características en la literatura.
Morfologia
37,5 %
GLCM
28,75 %
Densidad 
Óptica
17,5 %
Textura
16,25 %
Figura 3.6: Distribución de los descriptores MAC en la literatura
En la Figura 3.6 el 37.5% de los descriptores están asociados a la morfología de la
imagen. Este porcentaje se explica porque el cálculo de las características morfológicas
computacionalmente es menor y su identificación es más simple de calcular. También se
evidencia cómo las características de Densidad Óptica son menos estudiadas, este hecho
se puede entender por los desafíos que representa el análisis de características de este tipo
a nivel computacional, por la necesidad de interpretar grandes cantidades de información.
A continuación en la Tabla 3.3 serán presentadas características estudiadas asociadas al
MAC en los últimos años.
En la Tabla 3.3 se observan diferentes características que se asocian con MAC. Se
logra intuir que el cálculo de la media y desviación estándar en diferentes descriptores
es persistente en varios tipos de características como es el caso del área, circularidad,
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Tabla 3.3: Características estudiadas asociadas al MAC na literatura. Fuente: Propio
Autor
Características Morfológicas
Área del núcleo en píxeles Distancia de la entropía
Perímetros del núcleo en píxeles Factor de forma
Circularidad - varianza de la distancia del
píxel del límite al centroide del núcleos Redondez
Media de redondez Desviación de la redondencia
Primer momento invariante Segundo momento invariante
Tercer momento invariante Cuarto momento invariante
Desplazamiento del centro geométrico Área radio
Circularidad Media Área media del Radio
Perímetro Área de superficie
Desviación estándar de a circularidad
Características Gray Level Coocurrence Matrix (GLCM)
Contraste Segundo momento angular
Inercia Sombra de la división
Diferencia de Entropía Suma de promedio
Suma de varianza Valor de grises medios
Desviación estándar del valor gris Rango de los núcleos de sus valoresen grises
Rango de núcleos de valores grises Perímetro estándar de grises
Desviación Medio gris del interior nuclear
Media gris del perímetro de 3 píxeles Número medio de vecinos idénticos
Características Densidad Óptica
Integrada - integrated optical density IOD Media de la Densidad Óptica Integrada
Desviación estándar de densidad Óptica Integrada Densidad óptica máxima
Media de la máxima Densidad Óptica Desviación estándar de la máximaDensidad Óptica Integrada
Mínima densidad óptica Media de la mínima densidad óptica
Desviación estándar de la mínima densidad óptica Variación de la densidad óptica
Media de la variación de densidad óptica Desviación estándar de la variacióndensidad óptica
Asimetría de la densidad óptica Asimetría media de la densidad óptica
Desviación estándar de la asimetría de la
densidad óptica de píxeles de alta densidad Kurtosis de densidad óptica
Relación de extinción de cromatina de
alta y baja densidad Densidad máxima de un solo píxel
Características de Textura
Área de fractal Superficie fractal
Dimensión fractal l Distribución de tiradas cortas
Distribución de carreras largas Distribución de la longitud
Distribución de nivel gris Probabilidad de transición GLC
Primer momento de la estructura fina
de la cromatina
Número de partículas de la desviación
estándar de estructura fina.
Tendencia periférica de la cromatina
CAPÍTULO 3. MALIGNANCY ASSOCIATED CHANGES (MAC) 53
densidad óptica máxima, mínima y sus variaciones. Este patrón se repite a lo largo
de varias otras características explicando la gran cantidad de características usadas en
la detección MAC. El cálculo de características de textura no es el más usado porque
requiere el uso de grandes volúmenes de información que en gran medida son dados por
las características de densidad óptica y GLCM.
Se puede calcular una amplia gama de características que se usan para construir un
clasificador MAC. Sin embargo, aumentar la cantidad de características para construir
un clasificador tiende a reducir su poder predicativo. Aumentar el poder del error de
clasificación disminuye el poder del argumento. Además, la variabilidad de la predicción
aumenta y el clasificador se vuelve muy sensible a los valores atípicos que se puedan pre-
sentar en algún tipo de imagen. Por este motivo no hay ninguna garantía de que tantos
descriptores permitan un rendimiento adecuado para su clasificación. Puede ser diseñado
un clasificador con un número más pequeño de características que puede generar un ren-
dimiento de clasificación perfecto pero con un rendimiento bajo en datos de imágenes no
vistas. Para lograr esta disminución de descriptores es necesario realizar una selección de
características.
La selección de características es un proceso de reducción de dimensionalidad; que
tiene como objetivo seleccionar un subconjunto óptimo de características del conjunto de
características originales potencialmente discriminatorias. Las características irrelevan-
tes y / o redundantes son perjudiciales para los algoritmos de aprendizaje automático,
pudiendo reducir el poder predictivo del clasificador a medida que la dimensionalidad
de los datos aumenta (BROWNLEE, 2014). Las técnicas de selección de características
pretenden eliminar las limitaciones anteriormente mencionadas, reduciendo significativa-
mente la medición y el costo computacional de la clasificación de datos de gran tamaño.
La selección adecuada del subconjunto de características relevantes, permite alcanzar un
rendimiento aceptable en la clasificación de malignidad.
La investigación de (MOSHAVEGH et al., 2012) se destaca por realizar una selección
de características, y usar 180 descriptores para la detección de MAC, demostrando una
precision 51 por ciento mejor que las investigaciones que usaron los 400 descriptores de
la literatura. Este trabajo se centró principalmente en utilizar descriptores de textura
estructural, como características de la mancha, textura discreta y características diagrama
del Área-Voronoi.
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En la presente tesis se realizaran experimentos con los descriptores más determinantes
de la literatura de los últimos años; con el objetivo de realizar la revisión del estado del
arte de las características usadas en la detección de MAC, en imágenes de células del
cuello uterino en el examen del Papiloma convencional.
Capítulo 4
Data Set para el Estudio MAC
Este capítulo contiene en detalle el trabajo que se realizó para la creación de un conjunto
de datos de imágenes, mencionado como Data set. Fue necesario la creación de un conjunto
de datos con el fin adquirir imágenes de células cervicales del examen del Papanicolaou
convencional para el estudio de MAC’s, buscando simular las condiciones reales y actuales
en la colecta del examen. Otro motivo es que los bancos de datos de imágenes de células
cervicales disponibles, no representan los hábitos socio culturales de Brasil (BRANDÃO;
HEILBORN, 2006).
Estudios realizados en 1999 por el Hospital Universitario Herlev (Grecia) y en el de-
partamento de Ingeniería de la Universidad de Herlev, ofrecieron una de las primeras Data
Set de imágenes de células del cuello uterino del examen de Papanicolaou convencional.
Este Data Set fue usado para realizar diversos estudios aplicando técnicas computaci-
onales como Hard C-means; ANFIS neuro fuzzy; Inductive machine learning; Efficient
Second Order Neural y Genetic Algorithm based feature (J JANTZEN; DOUNIAS, 2006;
AMPAZIS; DOUNIAS; Jan JANTZEN, 2004; MARINAKIS; DOUNIAS; J JANTZEN,
2009). Una característica de esta base de datos es que fueron usadas células de la colecta
convencional, enfocándose en la medición de aspectos morfológicos del área del núcleo y
del citoplasma. Las imágenes de la Data Set fueron donadas por el hospital Universitario
Herlev. Actualmente está Data Set fue descontinuada.
Un Data Set disponibilizado por la Universidad de Lancaster del Reino Unido ofrece un
banco de imágenes de células del cuello uterino con una amplia diversidad y una excelente
calidad, generadas a partir de muestras del método liquido (ThinPrep, HOLOGIC Inc.,
Bedford, USA) (HALLIWELL et al., 2017). Esta base de dados es reciente y fue desarrol-
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lada para investigadores que utilizan imágenes de alta calidad y marcadores genéticos. En
la Figura 4.1 se puede observar algunas imágenes de los Data Set correspondientemente.
(a) (b)
Figura 4.1: (a) Data set de Herlev con imágenes de células del cuello uterino aislada,
adquiridas convencionalmente usando una cámara digital (J JANTZEN; DOUNIAS, 2006)
(b) Data set Lancaster con imágenes adquiridas usando un espectrómetro para marcadores
genéticos (HALLIWELL et al., 2017)
Ninguna de estas bases de datos es adecuada para la realización de nuestros experi-
mentos. A pesar de que la base de datos de Herlev contiene imágenes del examen del
Papanicolaou convencional, solo contiene imágenes de células unitarias segmentadas, as-
pecto que no refleja la realidad de un examen tradicional donde en una lámina se pueden
encontrar grupos de células. En relación al Data set Lancaster, sus imágenes se basan en
una técnica de coleta de alta calidad, la cual no es usada en el Sistema Único de Salud
de Brasil, ni en otros sistemas públicos de salud de América Latina. Por estos motivos
fue precisa la creación de una nueva Data set, para adquirir imágenes adecuadas para la
extracción de sus características en el estudio de MAC’s.
Estudios realizados por Bengtsson, et al (2014), propusieron una metodología para
optimizar el proceso de adquisición de imágenes de células de cuello uterino para estudios
MAC. El proceso inicia usando una objetiva de ampliación de 20X con una Apertura
Numérica NA de 0.75 (o superior), se usa una cámara monocromática que cuente con
un filtro de interferencia de banda estrecha con banda de paso central de 570 nm; en
su metodología menciona que se recomienda registrar una pila de 10 focos por imagen
(BENGTSSON; MALM, 2014). La idea de estos pasos es identificar de manera eficiente
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la cromatina en los núcleos. La base de datos que usaron fue basada en imágenes de alta
calidad adquiridas por el método ThinPrep con exámenes de Papanicolaou realizados
en la India (MOSHAVEGH et al., 2012). La Figura 4.2 muestra una ejemplo de las
imágenes de núcleos adquiridas con esta metodología. Esta metodología presentó una
Figura 4.2: Imágenes de la célula de Papanicolaou adquiridas utilizando la metodología
de Bengtsson et al., (2014) Fuente: adaptada de (BENGTSSON; MALM, 2014)
manera eficiente de detectar MAC’s en imágenes del examen del Papanicolaou capturadas
en medio liquido. Sin embargo, no se creo ningún Data set para su estudio, ya que la
metodología estaba enfocada a mejorar las técnicas de la identificación de la cromatina
en diferentes focos, en imágenes de alta resolución. Esta metodología será considerada en
lo posible para nuestros experimentos.
A continuación se detalla la metodología empleada para la construcción del Data set
de Células Cervicales para el Estudio de Cambios Asociados a la Malignidad en el Examen
del Papanicolaou Convencional.
4.1 Creación del Data set
Esta Data set fue desarrollada pensando específicamente en el estudio MAC y fue realizada
en cinco etapas como se observa en la Figura 4.3. En la Figura 4.3 presenta el proceso
llevado a cabo para la creación de la Data set para este trabajo. Se puede apreciar
que la primera etapa, fue la realización de un convenio identificado con él número 37-P-
02273/2017, con la Fundación Universitaria de Ciencias de la Salud (FUCS) de Colombia
y la Universidade Estadual de Campinas (UNICAMP), para solicitar el apoyo de una
CAPÍTULO 4. DATA SET PARA EL ESTUDIO MAC 58
Figura 4.3: Etapas realizadas en la creación del Data set. Fuente: Propio autor
especialista en citología para llevar a cabo una campaña de prevención contra el cáncer
del cuello de útero y la cooperación internacional entre las dos instituciones (ver Apéndice
A). Como segundo paso se organizo una campaña de prevención contra el CCU en las
instalaciones de la Facultad de Tecnología de la Unicamp en la ciudad de Limeira. El tercer
paso fue reclutar las pacientes para la colecta convencional del examen del Papanicolaou.
El cuarto paso fue la recolección de células cervicales y la preparación de las láminas del
examen aplicando técnicas de coloración para su análisis. Como quinto paso se realiza la
adquisición digital de las láminas; como sexto paso el procesamiento de imágenes. Como
séptimo paso paso se realiza la extracción de las características y la creación de los archivos
correspondientes al Data set.
Este Data set es único en su clase considerando que cada etapa fue diseñada para el
estudio MAC, aplicada en ámbitos socio - culturales de una ciudad brasileña del interior
del estado de São Paulo, adaptando las metodologías de rastreamento del CCU del sistema
de salud de la región.
A continuación se explica detalladamente los procesos en cada una de las etapas,
exceptuando el último paso de extracción de características, el cual se aborda y profundiza
en el Capítulo 5.
4.1.1 Organización de la campaña de prevención contra el CCU
Como primera procedió al cumplimiento de los protocolos establecidos con el fin de so-
licitar los permisos necesarios para la ejecución de la campaña. La organización estuvo
a cargo de el Dr. Wagner Soffiatti, las enfermeras Helena y Lucía (representantes del
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Centro de Saúde da Comunidade (CECOM)) y los investigadores Ramón Salinas y Juan
Galindo. La campaña fue realizada de la siguiente manera: Las pacientes procedieron
a pre-inscribirse por medio de un sistema web donde escogían un horario para su con-
sulta. El día de la consulta la paciente fue acompañada por un técnico del CECOM, para
orientarla en el llenado de los datos de anamnesis de manera privada. El técnico estaba
disponible para responder a cualquier duda de la paciente. La recolección fue realizada por
una enfermera que tenia a disposición un ordenador con la información de la paciente. La
enfermera realizó la colecta para dos láminas de vidrio y llenó los datos finales del examen
en el sistema. Finalmente la enfermera imprimió los formulario para el envió de una de las
laminas al Centro de Atenção Integral à Saúde da (CAISM). La otra colecta fue enviada
a uno de los técnicos bioquímicos de la FT para su coloración. Las sustancias usadas para
la coloración de las láminas fueron suministradas por el CAISM. Todo el procedimiento
tuvo el apoyo de la Profesora Jeannete Leon, especialista en citología de la Fundación
de Ciencias de la Salud (FUCS), con experiencia en este tipo de campañas. También
tuvo el apoyo del Dr Wagner el cual auxilio y superviso toda la actividad. Este estudio
fue sometido al comité de Ética de Investigación y fue conducido con las reglamentación
brasileña, bajo el número de aprobación (71277217.6.0000.5404) (ver Apéndice B). Todas
las pacientes firmaron el consentimiento de participación (ver Apéndice C) antes de la
realización de los protocolos.
4.1.2 Reclutamiento de pacientes
Se llevó a cabo una campaña de prevención del cáncer cervicouterino en la Universidad
de Campinas (Brasil), donde se trató a 71 mujeres. Para este estudio, se eligieron seis
mujeres: no premenopáusicas, no embarazadas y en edades de entre 25 y 40 años. Se
seleccionaron muestras diagnosticadas con lesiones escamosas normales, Atipias en células
escamosas de significado incierto (ASCUS), Lesión Intraepitelial Escamosa de bajo grado
LEI (cambios asociados con infección por VPH o luxación leve (NIC 1)) y metaplasia
escamosa inmadura. Todas las muestras fueron recolectadas antes del tratamiento. Las
pacientes fueron anonimizadas y se les asignó un identificador único. El criterio para
limitar el número de placas utilizadas en este estudio está relacionado con la gran cantidad
de datos que se procesarán y el costo computacional necesario para este proceso.
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4.1.3 Preparación de las láminas del examen
Fueron recolectadas las características de las pacientes usando un sistema de información
desarrollado para esta tarea (Figura 4.4); se registraron datos que incluyeron etnicidad,
antecedentes de Infecciones de Transmición Sexual (ITS) método anticonceptivo, proce-
dimientos en el cuello uterino, sí es fumador, gestaciones, ciclo menstrual, sí es lactante,
nacimiento y lámina identificadora. Cada una de estas informaciones fue documentada.
Se recolectó la historia médica y ginecológica de cada paciente, incluido el tiempo trans-
currido desde la última relación sexual. Para cada paciente recopilamos datos sobre la
citología; se excluyeron las mujeres menores de 18 años y mujeres embarazadas o meno-
paúsicas.
Figura 4.4: GUI sistema de información VITA usado para el registro dos meta datos de
las pacientes.
Para la preparación de láminas se realizó el siguiente protocolo: cada muestra fue
fijada con spray citológico y posteriormente fue sumergida en alcohol 90%, alcohol 80%,
alcohol 70%, alcohol 50% y agua, 1 minuto en cada sustancia. Luego fue teñida cada
muestra con Hematoxilina de Harris, Ácido Clorhídrico y Orange. Finalmente cada una
de las láminas fue montada para su observación al microscopio. La mayor modificación
del procedimiento fue sumergir las muestras en Orange G, durante 1 minutos además del
protocolo, con la intensión de generar un mayor contraste de los núcleos para su posterior
digitalización.
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Adquisición de las Laminas de Papanicolaou convencionales
Fue usada una cámara de baja resolución, Polaric, montada en un microscopio JENA-
METD 2. Las imágenes fueron capturadas con una óptica de 20X y con una Apertura
Numérica NA de 0.4. Se capturaron 1000 imágenes y se seleccionaron 10 imágenes aleato-
riamente por lámina para la extracción de las células de las 6 pacientes, las cuales fueron
escogidas por su diagnóstico del examen. Las células demasiado pequeñas o aisladas no
fueron contempladas. Los experimentos fueron realizados con grupos de imágenes de cé-
lulas como lo realizan los especialistas. Una patóloga clasificó manualmente cada lamina
con células cervicales, en una de cuatro clases a saber: Lesiones escamosas normales;
Atipias en células escamosas de significado indeterminado (AC-US); Lesión Intraepitelial
escamosa de bajo grado LEI (Cambios asociados a infección por V PH o displasia ligera
(NIC 1); Metaplasia Escamosa Inmadura, como se observa en la Figura 4.5.
Figura 4.5: a) Lesiones escamosas normales. b) célula intermedial. c) Lesiones intravesi-
cales escamosas de significado indeterminado (AC-US). d) Lesión intraepitelial escamosa
de bajo grado LEI (cambios asociados con infección por VPH o displasia leve) (CIN1)).
Se observa en la Figura 4.5 ejemplos de las imágenes capturadas y asociadas a diferen-
tes patologías. A continuación estas imágenes fueron tratadas computacionalmente con
técnicas de procesamiento digital de imágenes.
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4.2 Preprocesamiento - Extracción del Fondo de Vidrio
El primer paso es el preprocesamiento de las imágenes, donde se realiza la extracción de
fondo de vidrio separando el área vacía de las imágenes del material biológico (células
cervicales, sangre o detritos). La metodología de tinción del Papanicolaou colorea con
tonos de azul y anaranjado los núcleos y citoplasmas de las células, mientras que las
regiones de fondo permanecen incoloras y producen píxeles cercanos al color blanco. Es
observable que el brillo es diferente entre las dos regiones. Un factor importante a tener en
cuenta es que las imágenes de prueba de Papanicolaou generalmente tienen el problema
de la iluminación no homogénea debido a la luz desigual de las diapositivas durante la
adquisición de la imagen. Filtramos el ruido de la imagen mediante el uso de un filtro
de dominio bilateral (TOMASI; MANDUCHI, 1998) el cual mantendrá información del
borde usando la ecuación del filtro gaussiano 4.1 y definiendo el rango en la Ecuación 4.2.
d(x, y) = e
− (x2+y2)
2σ2
d (4.1)
donde x y y son las coordenadas del píxel corriente a filtrar, σd son los parámetros de
suavizando del desvío del filtro gaussiano (HADDAD; AKANSU, 1991). Se define el filtro
de rango de la siguiente manera:
r(ai) = e
− (f(ai)−f(a0))
2
2σ2r (4.2)
donde r(ai) es el rango en el píxel situado en i, a0 es el píxel central y σr es el desvió
gaussiano. El filtro bilateral mide variaciones de intensidad con respecto al píxel central,
donde se pondera con menor peso los píxeles cuya diferencia sea mayor. La Ecuación
4.1 suaviza la imagen; mientras que la Ecuación 4.2 define el rango para destacar las
discontinuidades de intensidades. La función del parámetro σr es proporcionar una bre-
cha de referencia, para la determinación de la existencia de un borde. Para corregir la
iluminación no homogénea es usado el algoritmo de nivel de colores y un filtro de medio
con una mascara de 3x3 para corregir y homogeneizar los píxeles de la imagen. Con estas
correcciones es calculado el histograma de la imagen en escala de grises. Considerando
que el histograma de una imagen con células cervicales presenta una definición gaussiana
con dos o tres campanas. Se definió el histograma como una función continua H(x), con
la finalidad de encontrar el mejor punto de corte del Histograma definido como T . El T
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separa el fondo de la imagen definido como:
T ∈ (0, 255)
w1[0, T ]...w2[T, 255]
donde w1 identifica todos los valores representados en tonalidades cercanas a 0 y w2
se refiere a todos los valores representados en las tonalidades cercanas a 255.
P (W1|T ) =
∫ T
0
H(x)dx (4.3)
donde P (W1|T ) es la función de densidad y calcula todos los valores de los píxeles de H
desde 0 hasta T .
P (W2|T ) =
∫ 255
T
H(x)dx (4.4)
donde P (W2|T ) es la función de densidad y calcula todos los valores de los píxeles de H
desde 0 hasta T .
µ1 =
1
P (W1|T )
∫ T
0
x.H(x)dx (4.5)
donde µ1 es la media de la función gaussiana o altura máxima de w1, x es la escala de
tonalidades definida entre 0 y T .
µ2 =
1
P (W2|T )
∫ 255
T
x.H(x)dx (4.6)
donde µ2 es la media de la función gaussiana o altura máxima de w2, x es la escala de
tonalidades definida desde T hasta 255.
σ21 =
1
P (W1|T )
∫ T
0
(x− µ1)2.H(x)dx (4.7)
donde σ21 es el valor de desviación típica en P (W1|T )
σ22 =
1
P (W2|T )
∫ T
0
(x− µ2)2.H(x)dx (4.8)
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donde σ22 es el valor de desviación típica en P (W2|T )
P (X|Wi, T ) = 1√
(2pi)σi
e
− (x−µi)
2σ2
i (4.9)
donde P (X|Wi, T ) es la probabilidad de x estar en las tonalidades de 0 o 255 Wi. i = 1
se x ≤ T o 2 se x ≥ T ; i = 1 o i = 2
J(T ) = −
∫ T
0
H(x).P (X|Wi, T )dx (4.10)
donde el valor mínimo de J(T ) es el valor óptimo de T en este estudio valor óptimo del
thresholding, P (X|Wi, T ) es calculado por la regla de Bayes definida por:
P (Ai|B) = P (B|Ai)P (A− i)∑n
k=1 P (B|Ai)P (A− i)
(4.11)
donde P (Ai) son las probabilidades a priori que expresa alguna incertidumbre acerca de
Ai; P (B|Ai) es la la probabilidad de B en la hipótesis Ai, P (Ai|B).
Esta fórmula nos permite calcular la probabilidad condicional P (Ai|B) P (Ai|B) de
cualquiera de los eventos P (Ai) P (Ai), dado B.
Con estos cálculos fue posible definir las h-máximas, definidas como µ1 y µ2 y determi-
nar el conjunto de píxeles w1 y w2. Consiguiendo eliminar las áreas más claras asociadas
al fondo, sin perder ningún tipo de información de material biológico en la imagen. La
separación de las células del fondo puede formularse como un problema de detección bi-
naria usando un umbral. Aunque no se puede establecer un umbral a priori para todas
las imágenes debido a variaciones en la tinción, es posible suponer una distribución modal
donde un modo corresponde al núcleo y los otros al citoplasma y al fondo. Se uso la Ecua-
ción 4.9 para determinar el thresholding óptimo para cada imagen de manera automática
logrando separar las imágenes estudiadas. La Figura 4.6 a) demuestra la separación del
fondo.
En la Figura 4.7 se puede observar el histograma de la imagen luego de su pre-
procesamiento, donde µ1/W1 y µ2/W2 son los umbrales del histograma y J(T ) el punto
del thresholding. El resultado de la extracción del fondo se observa en la Figura 4.7g),
donde el fondo de vidrio fue totalmente extraído manteniendo las regiones de los núcleos
y algunos citoplasmas intactos.
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(a)
(b)
Figura 4.6: a) Imagen de entrada b) histograma original de la imagen c) histograma
tratado en los canales RGB d) Imagen filtrada y homogeneizada a partir de las ecuaciones
4.1 y 4.2 e) histograma luego de la imagen tratada y homogeneizada f) gráfica del punto
del Thresholding
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(a)
(b)
Figura 4.7: a) Imagen original. b) Imagen de la extracción del fondo determinado por
medio de las ecuaciones 4.10 y 4.11
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4.3 Procesamiento – segmentación de núcleos de las cé-
lulas
La segmentación de las regiones celulares del examen de Papanicolaou (núcleos y croma-
tina), es una tarea desafiante, porque las imágenes de prueba de Papanicolaou suelen tener
problemas de foco, de tinción inconsistente, contraste pobre y superposición de células,
así como de detritos celulares. Se propone un enfoque de dos fases para la segmentación
de los núcleos, como se puede observar en la Figura 4.8.
Figura 4.8: Figura de las fases para la segmentación
En la Figura 4.8, se observa que la primera fase divide las regiones celulares utilizando
un algoritmo de agrupamiento K-Means (HARTIGAN; M. WONG, 1979). La segunda
fase que se observa en la Figura 4.8, corresponde a identificar los núcleos a partir de los
grupos definidos, los cuales fueron llamados semillas. Las semillas seleccionadas, fueron
usadas por el algoritmo Watershed para definir las regiones del núcleo. En este trabajo
solo fueron segmentadas regiones nucleares.
Segmentación de núcleos
La primera fase tiene como objetivo dividir el material biológico, conectado de las regiones
celulares en un conjunto de subregiones donde cada núcleo se representa con precisión.
Se observó que no es realista segmentar los núcleos de manera individual en cada célula,
considerando que en la observación convencional son analizados grupos de células simultá-
neamente. Por lo tanto, el algoritmo de segmentación propuesto se centra en la obtención
de todos los núcleos de una imagen con precisión.
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Dado que el histograma es el conjunto de observaciones definido comoH(x) donde cada
(x1,x2,. . . ,xn), es un vector real de 255 dimensiones, donde cada posición es equivalente a
una graduación de gris que va desde de 0 a 255, se uso el algoritmo K-Means que construye
una partición de las observaciones en k conjuntos k ≤ 255, a fin de minimizar la suma
de los cuadrados dentro de cada grupo S = {S1,S2,. . . ,Sk}. Formalmente, el objetivo es
encontrar:
argsmin =
k∑
i=1
∑
xj∈Si
||xj − µi||2 (4.12)
donde µi es la media de puntos en Si. Dado el conjunto inicial de k centroidesm1(1),. . . ,mk(1),
el algoritmo continúa alternando entre dos pasos.
S
(t)
i = xp : ||xp −m(t)i || ≤ ||xp −m(t)j ||A1 ≤ j ≤ k (4.13)
donde se asigna cada observación al grupo con la media más cercana (es decir, la partición
de las observaciones de acuerdo con los centroides).
m
(t+1)
i =
1
|S(t)i |
∑
xj∈S(t)i
xj (4.14)
donde cada xj va exactamente dentro de un Sti , incluso aunque pudiera ir en dos de ellos.
Posterior a ello se lleva a cabo la actualización donde se calculan los nuevos centroides,
como el centroide de las observaciones en el grupo. La distancia de cada objeto con el
centroide se calcula con la ecuación de distancia euclidiana dada por:
D(i,j) =
(
n∑
k=1
(Xk,i −Xk,j)2
) 1
2
(4.15)
donde D(ij) es la distancia entre i, j, Xk,i es el valor de la variable Xk para la posición en
j. Para comprender mejor como funciona el algoritmo de K-Means se puede observar la
Figura 4.9, en donde se detalla el flujograma realizado.
Como se observa en la Figura 4.9, el proceso inicial es definir la cantidad de grupos
en el algoritmo, para ello fue usado el método del codo o también llamado el método
Elbow, que define el número aceptable de grupos k a ser creados basándose en los datos
de la función S(t)i . A continuación se mide la distancia entre el grupo de datos y el codo
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Figura 4.9: Figura del flujograma de como funciona el algoritmo K-Means
establecido, calculando la suma total del cuadrado dentro del grupo S. Se traza la curva S
de acuerdo con la cantidad de conglomerados k, a partir de la distancia mínima calculada
y definiendo lo grupos. Finalmente se reubican los centroides y se define si los grupos son
estables o no. Se define como un indicador apropiado de conglomerados para todas las
imágenes el valor de k = 7.
La distribución de k = 7 permite observar una perspectiva adecuada de los núcleos y
citoplasmas agrupados. Para definir las semillas se realizó un thresholding de los grupos
k3, k4, k5, k6, k7. En la Figura 4.10a) se observa la distribución de los 7 grupos k. En
estos grupos se encuentra el material de fluidos, sangre y citoplasma de las imágenes. Se
mantuvieron los grupos k1 y k2 para los siguientes procesos porque representan los grupos
más oscuros. Este procedimiento fue realizado en cada imagen manteniendo los mismos
parámetros durante el proceso de segmentación.
El algoritmo de segmentación de Watershed es un método efectivo para modelar los
núcleos a partir de las diferencias de contraste locales, usando la magnitud del gradiente
de imagen. Sin embargo, Watershed requiere de píxeles semillas para iniciar el proceso
de segmentación, realizar este proceso de manera errónea puede generar un exceso de
segmentación. Por lo tanto, se utilizó uno de los píxeles semilla de los grupos k1 y
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k2 extraídos del agrupamiento de contrastes de las imágenes, aspecto que permite una
segmentación precisa, a pesar del bajo contraste e inconsistencia de las imágenes.
Watershed usa mínimos regionales, los cuales están compuestos de un conjunto de
píxeles adyacentes con el mismo valor x donde los píxeles en su límite exterior tienen
un valor mayor que x. Las semillas fueron usadas en la imagen RGB tratadas con el
filtro bilateral de la Figura 4.11b, para identificar los píxeles adyacentes y evitar múltiples
segmentaciones.
Watershed calcula todos os mínimos locales, dos de las cuencas mas cercanas tienen
una dinámica de una sola y se fusionan con sus cuencas de captación adyacentes. En
cada escala s, los mínimos con dinámicas menores o iguales a s se filtran, mientras que
los mínimos con una dinámica mayor que s permanecen iguales o son extendidos. Esto
continúa hasta la última escala correspondiente a la dinámica más grande en la imagen
de degradado. La imagen filtrada armoniza las cuencas adyacentes haciendo que la cap-
tación de los mínimos con dinámicas menores se fusionen eficientemente, y evitando que
la segmentación se detenga en cuencas con dinámicas mayores a causa de ruido. En la
Figura 4.12 se observa más fácilmente el proceso de segmentación.
En las Figuras 4.10 y 4.11 se observa todo el procedimiento de segmentación. En
la Figura 4.10b se observa la imagen de entrada separada en los 7 grupos. En la Figura
4.11a se observa la aplicación del thresholding manteniendo los grupos k1 y k2, que como se
observa en la 4.10a), representan los grupos con mayores concentraciones de información.
Finalmente en la Figura 4.11b), es realizada la segmentación usando como cuencas los
grupos k1 y k2. El algoritmo Watershed inunda adecuadamente los píxeles adyacentes a
píxeles semillas, hasta el borde previamente atenuado por el uso del filtro bilateral de la
Sección 4.
El resultado de la inundación del algoritmo Watershed definió los núcleos de las imá-
genes. Fue usada posteriormente la segmentación total del núcleo como el nuevo grupo
de semillas para una nueva inundación. El resultado de esta operación moldeo la región
de los citoplasmas. En la Figura 4.12 se observa el resultado de este proceso.
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(a)
(b)
Figura 4.10: a) Distribución de los 7 grupos de cada observación al grupo con la media
más cercana a partir de la Ecuación 4.13 b) Imagen K-Means 7 grupos.
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(a)
(b)
Figura 4.11: a) Son los píxeles semilla determinados de los grupos k1 y k2. b) Segmenta-
ción por Watershed aplicado en la imagen con filtro bilateral de la Figura 4.6d.
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Figura 4.12: Identificación de núcleos (color rojo) y citoplasmas (color verde) a partir de
la propuesta de segmentación
4.4 Resultados y discusiones
A continuación serán presentados los resultados de los experimentos y se realizarán las
discusiones sobre los valores de los datos obtenidos, para comprender el rendimiento de
la propuesta de extracción del fondo y segmentación.
Fue evaluada la extracción del fondo de los núcleos usando las ecuaciones y proce-
dimientos descritos en la Sección 4.2. Para esto fue desarrollado un script en Python,
para implementar los algoritmos mencionados y para segmentar automáticamente todas
las imágenes seleccionadas llamado Pap Smear Vita. En la Figura 4.13 se observa el GUI
del script desarrollado e implementado.
El script desarrollado permite la extracción del fondo, la aplicación de filtros bilate-
rales, de media, el uso del algoritmo de K −Means y watershed, así como la opción de
calcular el thresholding mediante la metodología propuesta. El proceso de segmentación
puede ser realizado en una lamina con múltiples imágenes y además, puede procesar gran-
des números de imágenes consecutivamente segmentando y recortando núcleos en carpetas
independientes para sus posteriores estudios.
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Figura 4.13: GUI sistema de segmentación de núcleos Pap Smear Vita
A continuación son presentados los resultados de extracción de fondo, segmentación
celular y clasificación de la segmentación nuclear.
4.4.1 Evaluación de extracción de fondo
El conjunto de imágenes del Data set creado consiste en imágenes con múltiples células
cervicales pensadas especialmente para el estudio de MAC’s. Sin embargo, las imágenes
presentan las mismas dificultades de la coleta convencional del examen del Papanicolaou
en laminas de vidrio (células solapadas, detritos de sangre y mucosas). Por lo cual, los
experimentos fueron realizados usando material realista y cotidiano en la mayor parte de
los países de África, América del sur y específicamente en las regiones de Brasil.
La Figura 4.14 evidencia que a pesar de presentar altos niveles de detritos, la ex-
tracción del fondo se realizó de forma apropiada. El material biológico correspondiente
al citoplasma de las células no fue separado, por lo cual grandes zonas en las imágenes
aparecen con material biológico fragmentado. Esto se explica porque en la colecta del
examen del Papanicolaou la muestra se frota sobre la lámina de vidrio descomponiendo
y fragmentando células.
En la Figura 4.14 se observa como el fondo de la imagen fue retirado apropiadamente,
a pesar de la gran presencia de detritos y núcleos. El histograma de la Figura 4.6e refleja
tres picos de píxeles que representan los núcleos presentes. La mayor cantidad de píxeles
representan el fondo de vidrio detectado y extraído.
CAPÍTULO 4. DATA SET PARA EL ESTUDIO MAC 75
(a)
(b)
Figura 4.14: a) Imagen Original. b) Resultado extracción del fondo con gran cantidad de
células y detritos biológicos.
En la Figura 4.15 la segmentación del fondo fue realizada adecuadamente, logrando
retirar la totalidad del fondo; no obstante, manchas oscuras propias de las láminas de
vidrio no fueron extraídas, esto se debe a que estas machas presentan contrastes altos.
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En Figura 4.16 la extracción del fondo fue bien realizada, donde los núcleos se observan
en su totalidad. En el histograma se evidencian numerosas regiones celulares con tinción
no homogénea.
(a)
(b)
Figura 4.15: a) Imagen Original. b)Resultado extracción del fondo en una imagen con
manchas propias de la lámina de vidrio
CAPÍTULO 4. DATA SET PARA EL ESTUDIO MAC 77
(a)
(b)
Figura 4.16: a) Imagen original. b) resultado extracción del fondo en una imagen con
células sobrepuestas
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Después de filtrar la imagen con filtro de media y filtro bilateral, se puede observar
que el histograma de la imagen se ajustó de tal manera que el fondo se define mejor,
permitiendo calcular mejor el J(T ) más adecuado para la extracción del fondo.
En general, la fase de extracción de fondo funciona bien en diversas condiciones. El
problema de manchas o defectos presentes en el fondo antes de su digitalización, es causado
por imperfectos de la superficie de vidrio de las láminas del examen del Papanicolaou
convencional. Este problema se puede resolver con una supervisión manual, considerando
que la probabilidad de que estos defectos se presenten es baja. Todo el procedimiento
de extracción del fondo fue realizado automáticamente, sin interacción humana en la
decisiones de definir el mejor J(T ).
4.4.2 Evaluación de segmentación
El rendimiento del procedimiento de segmentación automático descrito en la Sección 4.3,
fue comparado con un ground truth creado con la ayuda de una especialista, que midió
el área de los núcleos manualmente. Considerando que el núcleo representa un polígono
irregular el área fue calculada a partir de la Ecuación:
A =
1
2
∣∣∣∣∣∣x1 x2y1 y2
∣∣∣∣∣∣+
∣∣∣∣∣∣x2 x3y3 y3
∣∣∣∣∣∣+ ...+
∣∣∣∣∣∣x1n x3yn y3
∣∣∣∣∣∣
 (4.16)
donde A es el área y (x1, y1), (x2, y2),. . . , (xn,yn) son los vértices poligonales definidos
por el patólogo manualmente. Para los cálculos fue necesario definir vértices del polígono
irregular pequeños para conseguir tornear los núcleos irregulares lo más exacto posible.
Para este propósito se desarrolló un script en Python para apoyar a la especialista, en la
Figura 4.17 se observa el GUI del script.
Las coordenadas capturadas por el script fueron almacenadas en un archivo xml el
cual automáticamente calculaba el área del núcleo seleccionado etiquetado por el especi-
alista. Considerando que las imágenes de las células cervicales representan un conjunto
de múltiples informaciones, fue necesario elegir un segmento limitado de la imagen con
mayor solapamiento de regiones de núcleos, donde se calculo la cantidad y el área de los
núcleos manualmente.
El procedimiento usó la referencia individual de cada núcleo, donde se compara la
segmentación automática del área con la segmentación manual. También se calculo la
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Figura 4.17: GUI sistema de medición del área de los núcleos
precisión, basada en el número de objetos detectados como la fracción de instancias rele-
vantes obtenidas, sobre la cantidad de los objetos relevantes (recuperación) de las imágenes
a partir de las ecuaciones:
Precisioni =
Ni − FA
Ni
(4.17)
Recalli =
Mi −MD
Mi
i = 1; 2 (4.18)
donde FA representa el número de falsos núcleos identificados, MD representa la canti-
dad de detecciones que se perdieron. N representa los núcleos del ground truth y M la
cantidad de núcleos en la salida de la segmentación. Estas ecuaciones hacen referencia a
las ecuaciones 2.3 y 2.4 mencionadas en el Capítulo 2. Usando nuevamente las ecuaciones
4.17 y 4.18, fue calculada la Precisión y el Recall del cálculo de las áreas de los núcleos
segmentados.
Este procedimiento se implementó en 8 imágenes aleatorias con múltiples células de 4
diagnósticos diferentes. Se limito el experimento considerando el gran esfuerzo requerido
por el especialista para calcular manualmente los núcleos, ya que es una tarea que requiere
de bastante tiempo y concentración. Los detalles de este análisis se muestran en la Tabla
4.1.
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Tabla 4.1: Resultados de los cálculos de los experimentos
Proposed method Specialist measures
N2 µ # N1 M2 µ # M1 MD1 FA2 Rec1 % Prec1 % Rec2 % Prec2 %
Normal Superficial squamous 95342 5 95347.2 1 5 4 0.80 0.75 1.00 1.00
Intermediate squamous 100422.4 13 107078.4 1 6656 12 0.92 0.92 0.93 0.94
Abnormal Ascus 101623.6 90 94640 5 6984 85 0.94 0.90 0.93 0.91
HVP 196648.4 98 160638.4 18 36010 80 0.82 0.78 0.82 0.78
Normal Ascus 386937.2 230 345706.4 30 41231 200 0.87 0.85 0.89 0.88
Ascus* 36816 30 31876 2 4940 28 0.93 0.91 0.87 0.85
Abnormal Intermediate 47455.2 80 44720 3 2735 77 0.96 0.94 0.94 0.93
Escamosas 135720 107 125257.6 12 10462 95 0.89 0.87 0.92 0.91
En la Tabla 4.1, N2 es el área de núcleos medida en µ identificados por la propu-
esta (segmentación automática); M2 es el área de núcleos medida en µ identificados por
el citotécnico (segmentación manual); M1 es el número de núcleos identificados por el
citotécnico; MD1 representa la diferencia de área detectada por nuestra propuesta y la
segmentación manual; FA2 representa el número de falsos núcleos identificados; Rec1 es
el Recall de los núcleos identificados; Prec1 es la precisión de los núcleos identificados;
Rec2 es el Recall del área nuclear y Prec2 es el precisión del área nuclear.
A pesar que el enfoque del trabajo no era la segmentación del citoplasma, fueron
realizados experimentos y medida la precisión de la segmentación en comparación con la
segmentación manual de un citotécnico. En la Tabla 4.2 se observan los resultados.
Tabla 4.2: Calculo Área y números de citoplasmas
C2 µ # C1 CM2 µ # CM1 MD1 FA2 Rec1 % Prec1 % Rec2 % Prec2 %
Normal Superficial squamous 4767100 5 4862707,2 5 95607 0 1 1 0.97 0.98
Intermediate squamous 6025344 13 6210547,2 12 185203 1 0.92 0.91 0.96 0.97
Abnormal Ascus 2032472 87 1987440 79 45032 8 0.90 0.89 0.97 0.98
HVP 1966484 78 1767022,4 71 199461,6 7 0.91 0.90 0.89 0.88
Normal Ascus 7738744 150 7173407,8 120 565336 30 0.8 0.75 0.92 0.92
Ascus* 1840800 29 1625676 28 215124 1 0.96 0.96 0.88 0.86
Abnormal Intermediate 3321864 75 3085680 65 236184 10 0.86 0.84 0.92 0.93
Escamosas 13572000 92 12575760 80 541240 12 0.86 0.85 0.96 0.95
En la Tabla 4.2, C2 es el área del citoplasma medida en µ identificados por nues-
tra propuesta (segmentación automática); CM2 es el área del citoplasma medida en µ
identificados por el citotécnico (segmentación manual); CM1 es el número de citoplasmas
identificados por el citotécnico; MD1 representa la diferencia de área detectada por nu-
estra propuesta y la segmentación manual; FA2 representa el número de falsos núcleos
identificados; Rec1 es el Recall de los citoplasmas identificados; Prec1 es la precisión de
los núcleos identificados; Rec2 es el Recall del área del citoplasma y Prec2 es el precisión
del área del citoplasma.
En las siguientes Figuras se observa el resultado de la segmentación del núcleo en las
imágenes del examen del Papiloma Humano.
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Se evidencia en la Figura 4.18 la segmentación de los núcleos en color rojo. Como
se observa, el modelo identifico la mancha del lado superior derecho, evidentemente no
es un núcleo sin embargo fue descartada en el momento de clasificación considerando
que el tamaño es superior a los definidos en los experimentos. Los demás núcleos fueron
correctamente segmentados y procesados.
En la Figura 4.19 se muestra una segmentación en diferentes regiones nucleares de la
imagen, a pesar de que los núcleos estén dispersos por causa del frotis realizado durante la
recolecta del examen, la segmentación fue satisfactoriamente realizada. Algunas imágenes
sobrepuestas fueron segmentadas pero no fueron consideradas por su solapamiento.
En la segmentación de la Figura 4.20 múltiples núcleos fueron segmentados apropia-
damente, se observa que la tinción de la imagen es diferente de los ejemplos anteriores y
aún así la segmentación es aceptable.
En la segmentación de la Figura 4.21 se observa las pocas regiones nucleares presentes
en la imagen, la segmentación en imágenes fue lograda satisfactoriamente, segmentando
todos los núcleos presentes en la imagen, no considerando detritos biológicos.
Finalmente, la Figura 4.22 representa una imagen con diferentes desafíos, como foco
no homogéneo presencia de solapamiento de núcleos y altos detritos celulares. La segmen-
tación fue realiza en la mayoría de las regiones nucleares y regiones con núcleos solapados
correctamente a pesar del foco no homogéneo.
Como ya fue mencionado en este estudio no fue considerado el citoplasma de las células
cervicales.
4.4.3 Evaluación de la sensibilidad en los núcleos segmentados
Además de identificar la precisión en cálculo del área y conteo de los núcleos, también
fue evaluada la precisión de los núcleos identificados como Falsos Positivos y de los Falsos
Negativos a partir del cálculo de los valores de sensibilidad, especificidad, valor predictivo
positivo y valor predictivo negativo a partir de las ecuaciones 2.1, 2.2, 2.3 y 2.4. Los
resultados de los cálculos se pueden observar en la Tabla 4.3.
En la Tabla 4.3, sen es la sensibilidad de la clasificación visual de los núcleos y spe
representa la especificidad de los experimentos; la nomenclatura "grupo"se refiere al con-
junto de los núcleos analizados, según su clasificación manual. Se observa en la Tabla 4.3
que el promedio del Valor Predictivo Positivo V PP de los experimentos es cercano a 1,
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Figura 4.18: Resultados de segmentación delineado en color rojo, para imágenes con una
mancha propia de la lamina de vidrio
Figura 4.19: Resultados de segmentación delineado en color rojo, para imágenes con
múltiples regiones nucleares
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Figura 4.20: Resultados de segmentación delineado en color rojo, para imágenes con
tinción no homogénea
Figura 4.21: Resultados de segmentación delineado en color rojo, para imágenes con pocas
regiones nucleares y tinción en foco no homogéneo
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Figura 4.22: Resultados de segmentación para imágenes con altas regiones nucleares y
tinción en foco no homogéneo
Tabla 4.3: Resultados sensibilidad, especifidad, valor predectivo positivo y valor predec-
tivo negativo
V P V N FN FP sen spe V PP V PN
grupo 1 183 195 10 2 0.94 0.98 0.98 0.95
grupo 2 72 90 17 1 0.80 0.98 0.98 0.84
grupo 3 291 301 7 3 0.97 0.99 0.98 0.97
grupo 4 30 36 4 2 0.88 0.94 0.93 0.9
grupo 5 106 110 3 1 0.97 0.99 0.99 0.97
grupo 6 208 210 2 0 0.99 1 1 0.99
Total 1,5 0.92 0,98 0,98 0.93
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confirmando la confiabilidad en la segmentación automática. Los errores presentes en el
experimento fueron de manchas o imperfecciones registradas como núcleos. Sin embargo,
como se evidencia los Falsos Positivos FP en el experimento representan en media solo
1,5 de núcleos mal clasificados en los experimentos realizados.
En el siguiente Capítulo se continuara el procedimiento de la conformación del Data
set para el estudio MAC, donde serán extraídos los descriptores morfológicos, de textura,
de iluminación y de densidad óptica de los núcleos, detectados en este Capítulo.
Capítulo 5
Descriptores MAC
Hasta aquí, se adquirieron las imágenes de las células cervicales; se separó el fondo; y se
segmentaron automáticamente los núcleos de las células. En este Capítulo se relatará la
clasificación manual de los núcleos candidatos para la extracción de características; así
como la creación de los datos brutos del Data set ; el modelamiento de los descriptores y
su optimización.
Para la clasificación de los núcleos candidatos, se utilizó el criterio de separar auto-
máticamente el conjunto de imágenes con regiones entre los 20 y 50 píxeles, considerando
que entre estos intervalos las imágenes procesadas serán células intermedias y maduras.
Tamaños inferiores podrían ser residuo celular generado por el frotis de la muestra o san-
gre. Tamaños superiores manifestaban imágenes superpuestas. Como segundo criterio
fue realizada una clasificación manual con la supervisión de un técnico en citología, que
descartó núcleos sobrepuestos, manchas de imperfectos de las láminas de vidrio y los re-
flejos de luz inconsistentes causados al momento de la adquisición de la imagen digital.
En total fueron extraídas 1100 imágenes y fueron clasificadas para extracción 962. La
Figura 5.1 evidencia la metodología usada para determinar a que núcleos serian extraídas
sus características.
Los núcleos fueron agrupados manualmente en alguna de las cuatro clases estableci-
das en el diagnóstico por la especialista para el Data set. Es decir, Lesiones escamosas
normales, Atipias en células escamosas de significado indeterminado (AC-US), Lesión
Intraepitelial escamosa de bajo grado LEI (Cambios asociados a infección por V PH o
displasia ligera (NIC 1)), Metaplasia Escamosa Inmadura
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Figura 5.1: a) Núcleos totales identificados b) Aplicación algoritmos para descartar infor-
mación errónea c) Filtro visual para descartar información errónea d) Manchas propias de
las láminas de vidrio e), f), g), h) Núcleos clasificados entre detritos, núcleos escamosos,
núcleos infectados con HVP o ASCUS y núcleos intermediares respectivamente.
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5.1 Extracción de características
Los MAC del cuello uterino se pueden asociar con características de tamaño, color, forma
y textura del núcleo. A cada núcleo segmentado se le extrajeron un conjunto de caracte-
rísticas tales como: área del núcleo, cantidad de píxeles en la región del núcleo, brillo del
núcleo y la intensidad promedio de los píxeles. Para este estudio, los descriptores sugeri-
dos por la literatura en el estudio de MAC’s (ZHANG; HU et al., 2016), fueron extraídos
usando el software CellProfiler Stable (3.0.0) cell image analysis (KAMENTSKY et al.,
2011).
Las regiones de los núcleos fueron separadas por tinción de colorante. Esto se rea-
liza por que los tintes absorben una cantidad de luz en los canales rojo, verde y azul,
que aumenta proporcionalmente, en cada canal características específicas (ARNOUT C.
RUIFROK, 2001). El factor de absorción A es descrito por la ley de Lambert Beer’s,
conforme la Ecuación 5.1.
A = log10
(
Io
I
)
= `c (5.1)
donde Io es la intensidad de la luz saliente después de pasar a través del espécimen, I es
la intensidad de la luz entrante antes de pasar por el espécimen, ` es la longitud recorrida
por la luz en el centro, la constante  es la absorción molar y c es la concentración
del absorbente en el medio que caracteriza a cada uno de los canales RGB. Dado que
los valores del nivel de gris no son lineales con los valores de intensidad y no pueden
calcularse, es necesario definir la densidad óptica OD para cada canal RGB mediante la
Ecuación (5.2):
OD =
A
L
(5.2)
donde OD es la densidad óptica de la muestra, L el espesor de la muestra y A es la
absorción.
La Ecuación 5.2 indica la relación lineal entre la OD de cada canal y la concentración
de material absorbente. Para esto se uso OD con el fin de separar la contribución de cada
color de tinte en la imagen, donde cada tinte tiene una OD de la cromatina en cada uno
de los canales RGB. La Figura 5.2 presenta el resultado de la separación de los canales
de la hematoxilina de Harris y el colorante Orange G6.
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(a) Orange G6 (b) Hematoxolina
Figura 5.2: a) Imagen del núcleo en su representación de Orange G6 b) imagen del núcleo
en su representación de coloración hematoxilina
Esta separación por contribución de color permite la detección sutil de las manchas de
la cromatina, que posibilita el estudio de Cambios Asociados a la Malignidad en exámenes
realizados por citología convencional, ofreciendo información valiosa en la construcción
del Data set. Posterior a la separación por contribución de color, las imágenes fueron
convertidas a escala de grises, para las mediciones de las características morfológicas y de
iluminación de los núcleos.
Para la identificación de la cromatina presente en los núcleos; después de la identifica-
ción de la tinción se procedió a mejorar los cambios sutiles de gradientes en el interior de
la imagen a partir de la intensidad de los píxeles. Para esto se midió la rapidez con que
los valores de los píxeles cambian en la distancia y en las direcciones x y y a partir de las
ecuaciones 5.3 y 5.4 :
∂f(x, y)
∂x
= ∆x =
f(x+ dx, y)− f(x, y)
dx
(5.3)
∂f(x, y)
∂y
= ∆y =
f(x, dy + y)− f(x, y)
dy
(5.4)
donde dx y dy son las distancias en las direcciones x y y respectivamente, en términos de
número de píxeles entre dos puntos. La presencia de una discontinuidad en el gradiente,
se calcula el cambio del gradiente en el punto (i, j). Esto se puede hacer referenciando la
medida aportada por la magnitudM del gradiente Ecuación 5.5 y su dirección θ Ecuación
5.6.
M =
√
∆2x −∆2y (5.5)
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θ = tan−1
∆y
∆x
(5.6)
Como las imágenes de los núcleos son discretas se puede considerar dx y dy en términos
del número de píxeles entre dos puntos. Así, cuando dx=dy=1 y el punto donde se mide
el gradiente tiene coordenadas (i, j) se tienen las ecuaciones
∆x = f(i+ 1, j)− f(i, j) (5.7)
∆y = f(i, j + 1)− f(i, j) (5.8)
En la Figura 5.3c) se puede observar los cambios de gradientes en i y j más significativos
en color verde. Para identificar la cromatina en las imágenes, se consideraron cambios de
gradiente de 2 a 8 píxeles que representan tamaños entre 5.2 - 20,8 micrómetros, calculado
a partir de la apertura numérica de la cámara digital y el tamaño horizontal de la imagen
usando la Ecuación dada por:
TP =
AN
RH
(5.9)
Donde TP es el tamaño del píxel, AN es el ancho físico del sensor en milímetros (mm) y
RH son píxeles horizontales que forman una imagen en máxima resolución.
Para identificar la cromatina se realizó un thresholding global, que calcula un único
valor de umbral basado en los píxeles no enmascarados de la imagen de entrada, y utiliza
ese valor para clasificar los píxeles por encima del umbral como primer plano y por debajo
como fondo. Fue posible realizar este tipo thresholding considerando que gran parte del
fondo es relativamente uniforme. Los objetos cerca del borde del núcleo fueron eliminados,
considerando que los bordes también presentan una intensidad semejante a la buscada en
la cromatina.
Fueron considerados objetos aquellos elementos que tienden un pico de brillo (por
ejemplo, objetos que son más brillantes hacia sus interiores y más tenues hacia sus bordes).
Con esta consideración fue posible definir las machas de cromatina no circulares. En la
Figura 5.3 se observa la aplicación de cada uno de estos cálculos en núcleos previamente
segmentados y tratados por separación de tinción.
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(a) original (b) Tinción hematoxolina (c) discontinuidad en el gradiente
(d) Thresholding (e) Segmentación (f) Objetos
Figura 5.3: a) la imagen original del núcleo b) separación de la hematoxilina c) cálculo
de las desviaciones de gradientes d) Thresholding global e) segmentación de intensidades
f) objetos identificados
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Como se observa en la Figura 5.3e), en color amarillo fueron identificadas intensidades
semejantes a las presentes en la cromatina, por este motivo no fueron consideradas en
la definición de los objetos. Estos procedimientos fueron realizado en cada uno de los
núcleos clasificados. En la Figura 5.4 se observa algunos de los resultados obtenidos.
Posteriormente los descriptores fueron calculados midiendo la textura, la iluminación,
la granularidad, el área ocupada en distribuciones de intensidad en los núcleos y en los
objetos detectados. La extracción de las características ofreció un total de 400 descrip-
tores a los cuales se les agregó 12 descriptores, correspondientes a (edad, métodos de
planificación, lactante y fumador), que hacen parte del Data set y están relacionados
con las imágenes procesadas. La Tabla 5.1 detalla las características de las 6 pacientes
seleccionadas.
Tabla 5.1: Datos demográficos de las láminas estudiadas
Caracteristicas
Negativo
Malignidad
(n=2)
Lesión Bajo
grado HPV
(n=1)
Lesión Bajo
grado HPV
(n=1)
Negativo
Malignidad
ASCUS (n=1)
Negativo
Malignidad
AGU S (n=1)
Nucleos 94 282 341 110 292
Edad 25 35 46 25 34
Etnia Negro pardo Blanco Blanco Blanco
Antecedentes ITS no no no no no
Métodos anticonceptivos Condon Pildora no Pildora Pildora
Abortos 0 0 0 0 0
Fase Mestrual 28 31 28 21 28
Células atipicas
Escamosas si si no si no
Procedimientos
del cuello de útero 0 0 0 0 1
Gestaciones 0 1 3 0 0
Lactante no no no no no
Nacimientos 0 1 3 0 0
Aspecto del útero sano sano sano sano sano
Citologia Anterior no si si si no
Los datos de la Tabla 5.1 hacen parte de los datos demográficos de las imágenes.
5.2 Datos brutos
Los conjuntos de datos sin procesar están disponibles como archivos CSV. Cada dato fue
numerado para incluir la identificación de los meta-datos, junto con la etiqueta de las
imágenes siguiendo una secuencia. Por ejemplo, el archivo de datos 01 − CAP091868 −
MORF.csv tiene el prefijo 01 que se refiere a la numeración secuencial de los archivos con
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Figura 5.4: Para cada conjunto de imágenes se tiene a) Núcleos del conjunto de imágenes
originales b) núcleos del conjunto de imágenes con la separación de la hematoxilina c)
núcleos del conjunto de imágenes donde se aplico el Thresholding d) núcleos del conjunto
de imágenes con los objetos detectados
los datos de las láminas digitalizadas. La Tabla 5.2 representa como fueron creados los
archivos del Data set.
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Tabla 5.2: Descripción e identificación del conjunto de datos desarrollado
Paciente Identificador Descripción
CAP091868 MORF Información morfologíade los núcleos
CAP091868 TEXT Información de la texturade los núcleos
CAP091868 INTE Información de la intensidadde los núcleos
RC072682 MORF Información morfologíade los núcleos
Los valores presentados en la columna ’Paciente’ en la Tabla 5.2 son los códigos
’CAP091868’ que fueron generados en el momento de la colecta del examen del Papa-
nicolaou, en donde las primeras letras representan el apellido de la paciente y los números
siguientes su fecha de nacimiento. Para este estudio las letras iniciales fueron alteradas
para mantener anónimas a las pacientes. Para identificar el tipo de descriptor que fue
extraído se agregaron cuatro letras que hacen referencia a la columna ’identificador’ en la
Tabla 5.2, que indica el tipo de dato extraído. MORF es la información morfológica de la
imagen del núcleo sin procesar; INTE se refiere a todas las informaciones referentes a la
intensidad de la imagen; las letras TEXT se refieren a los valores de textura detectados
en los núcleos segmentados. Esta estructura de identificación hace referencia los Tag del
Data set.
Los datos contenidos en los archivos MORF son proporcionales a la morfología de
los núcleos. Cada uno de los núcleos tiene un valor específico. Los datos fueron ve-
rificados manualmente por especialistas en citopatología para asegurar que eran cor-
rectos. Cada extensión de archivo contiene la fecha en la que se recopilaron los da-
tos. Se puede acceder fácilmente a estos datos y trabajar con ellos a través de DOI
https://doi.org/10.5281/zenodo.1409789. En la Tabla 5.3 se presenta el contenido del
Data set desarrollado.
Para definir el grupo de descriptores que se usarán, se cuenta con el archivo ’Descrip-
tors.tar.xz’ de la Tabla 5.3. Aquí están disponibles 21 archivos de 3 grupos de descriptores
por el conjunto de imágenes. Con un total de 795 descriptores. Los descriptores totales
representan 12 descriptores de los meta datos de las pacientes, 400 descriptores definidos
por la literatura y 395 descriptores adicionales extraídos con la finalidad de realizar ex-
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Nombre Tamaño Contenido Descripción
CAP091868.tar.xz 74.8 MB
20 Archivos de imágenes
2 Capertas y una subcarpeta
con 394 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación CAP091868
Descriptors.tar.xz 699.5 kB 21 archivos .csv Descriptores de la imágenes extraídas divididas pornúmero identificador y tipo de descriptor.
GSD083193.tar.xz 18.8 MB
09 archivos de imágenes
2 Carpetas y una subcarpeta
con 133 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación GSD083193
LC050283.tar.xz 49.0 MB
13 archivos de imágenes
2 Carpetas y una subcarpeta
con 595 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación LC050283
MBP072994.tar.xz 24.8 MB
08 archivos de imágenes
2 Carpetas y una subcarpeta
con 70 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación MBP072994
NP111694.tar.xz 48.0 MB
19 archivos de imágenes
2 Carpetas y una subcarpeta
con 233 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación NP111694
RC072682.tar.xz 57.0 MB
14 archivos de imágenes
2 Carpetas y una subcarpeta
con 576 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación RC072682
TAS02487893.tar.xz 37.6 MB
15 archivos de imágenes
2 Carpetas y una subcarpeta
con 159 archivos extensión .tiff
Las imágenes extensión . tiff representan los núcleos
segmentados de las Imágenes extraídas de la lámina
con identificación TAS02487893
Tabla 5.3: Descripción de la composición del Data set desarrollado y disponible en:
https://doi.org/10.5281/zenodo.1409789
perimentos comparativos, los cuales se detallaran en la sección 5.4. En el apéndice D se
podrá observar la totalidad de los descriptores extraídos.
Como fue mencionado los 795 descriptores permitirán realizar diferentes experimentos,
sin embargo, es un número elevado de descriptores, por lo cual es necesario realizar la
optimización de los mismos, hasta llegar a un valor óptimo. Para ello se realizara la
optimización de los descriptores conocida en la literatura como feature selection.
5.3 Optimización de los descriptores
La composición de los atributos es diferente y la selección de atributos es de importancia
crítica. Es importante porque puede significar la diferencia entre modelar con éxito, o
fracaso en un resultado usado para diagnostico. Es importante eliminar los atributos
redundantes e irrelevantes de su conjunto de datos antes de evaluar los algoritmos.
De este modo, un problema común en aplicaciones reales es la selección de las ca-
racterísticas. La selección de características se refiere a un proceso en el que un espacio
de datos se transforma en un espacio de características de menor tamaño pero que aún
conserva la mayor parte de la información intrínseca de los datos; en otras palabras, el
conjunto de datos sufre una reducción de dimensionalidad. Los métodos de selección de
características tratan exactamente de la elección, entre todos los atributos de la base de
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datos, de aquellos más relevantes desde el punto de vista de la información. El fundamento
de esta acción es mejorar los valores para el entrenamiento de los algoritmos, aunque el
aspecto de optimizar características no siempre evidencia mayor precisión, puede ayudar
en el análisis del ajuste de datos y tiempos de entrenamiento.
Existen técnicas para la tarea de selección de variables o descriptores, clasificándose
como métodos dependientes del modeloModel Based y métodos independientes del modelo
Model Based Model-Free (BACK; TRAPPENBERG, 2001). Entre los métodos dependi-
entes del modelo se pueden mencionar técnicas basadas en redes neuronales, en modelos
neuro- fuzzy y en algoritmos genéticos(JANG; SUN; MIZUTANI, 1997). En el caso de
los métodos independientes del modelo hay métodos estadísticos, análisis de componentes
principales, correlación y entropía (BACK; TRAPPENBERG, 2001). Cada tipo de téc-
nica tiene sus propias características, presentando ventajas y desventajas. Para nuestro
estudio usaremos métodos independientes del modelo basados en la entropía para mejorar
las características del modelo MAC construido. Para ello se evaluó el valor de los atribu-
tos midiendo la ganancia de información de cada uno de los descriptores con respecto a
la clase de atributo a partir de la Ecuación:
IG(A, S) = H(S)−
∑
t∈T
p(t)H(t) (5.10)
donde H(S) es la entropía del conjunto S; T son los subconjuntos creados a partir de la
división de S por el atributo A; p(t) es la proporción del número de elementos en t al
número de elementos en S y H(t) es la entropía del subconjunto t.
Para definir la ganancia de información con precisión, se inicia definiendo la entropía
de la información a partir de la Ecuación 5.11.
H(S) =
∑
c∈C
−p(c)log2p(c) (5.11)
donde H(S) es una medida de la cantidad de incertidumbre en el conjunto de datos S.
S es el conjunto de datos actual para el que la entropía se calcula, C es el conjunto de
clases en S. C es igual a sí o no, p(c) es la proporción del número elementos en la clase c
al número de elementos en el conjunto S. Si H(S) = 0 está perfectamente clasificado.
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Sí todos los ejemplos son positivos o todos son negativos, la entropía será 0, es decir,
baja. Sí la mitad de los ejemplos son de clase positiva y la mitad son de clase negativa,
la entropía es 1, es decir, alta.
Se aplicaron las métricas resultantes para definir las características relevantes del mo-
delo MAC propuesto. En muestras con un alto número de valores atípicos o una dis-
tribución sesgada, el promedio simplemente no proporcionaría nunca la precisión que se
necesita para tomar una decisión consistente. Por tanto fue necesario realizar varios ex-
perimentos para encontrar la relación óptima de los descriptores. Para esto el modelo fue
limitado al 50 % de las características con mayor información de ganancia. Paralelamente
se experimento con grupos de 10 características, evaluando el punto de mayor precisión
del modelo propuesto llegando a realizar 10 experimentos; definiendo que el mejor grupo
se encontraba con 70 características, como se evidencia en la sección de resultados expe-
rimentales explicada a continuación.
5.4 Resultados y discusiones
Los estudios MAC revelan que la alteración de la cromatina depende de un campo de
efecto, que es asociada a la edad y a estímulos que una paciente pueda enfrentar, las
informaciones sobre sí una mujer es lactante o sí utiliza algún método de planificación, son
características relevantes al momento de la clasificación de los núcleos. Las características
fueron exportadas y organizadas en un archivo .css para ser evaluadas en el software
Weka 3.8.3 ejecutado en Ubunto 18.04.1 LTS, en donde se calcularon indicadores como:
las instancias de clasificación, el error absoluto medio, la precisión, el recall y la matriz de
confusión. Los detalles de los clasificadores usados, así como sus parámetros se describen
en la Tabla 5.4. Como el objetivo del presente estudio no es validar clasificadores, solo es
realizada breve descripción de los clasificadores usados, así como la configuración de los
parámetros definidos para facilitar próximas investigaciones.
El factor común entre los clasificadores usados en la Tabla 5.4 es que usan valores
nominales y valores discretos. Valores presentes en el conjunto de descriptores extraídos.
Para la realización de los experimentos fueron identificados 400 descriptores relevantes
en la literatura para identificar MACs. Adicionalmente fueron extraídos 395 descriptores
de las imágenes, con la finalidad de comparar la precisión con diferentes cantidades de
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Tabla 5.4: Clasificadores y parámetros definidos para validar a precisión de los descriptores
MAC propuestos
Clasificador Descripción Parámetro
Redes Naive Bayes
En una clasificación por Red Bayes to-
das la relaciones de independencia con-
dicional entre variables aleatorias, re-
presentadas en el grafo corresponden a
relaciones de independencia en la dis-
tribución de probabilidad. Las inde-
pendencias permiten el uso de menos
parámetros y simplifica la propagación
de las probabilidades (SUCAR; TO-
NANTZINTLA, 2006). Este método
tiene la ventaja que el clasificador no
requiere grandes cantidades de datos
para su entrenamiento.
Algoritmo de Busqueda: K2
Markov Blanket Classifier: False
Score Type: Bayes
Random order: False
Init As Naive Bayes: True
Max Numer of Parents: 1
SimpleEstimator: 05
Batch Size: 100
Cross validation 10 folds
Multilayer Perceptron
Un clasificador que utiliza la retropro-
pagación para aprender un perceptrón
multicapa para clasificar instancias. La
red puede construirse a mano o confi-
gurarse mediante una simple heurística.
Los parámetros de la red también pue-
den ser monitoreados y modificados du-
rante el tiempo de entrenamiento. Los
nodos de esta red son todos sigmoi-
des (excepto cuando la clase es numé-
rica, en cuyo caso los nodos de salida se
convierten en unidades lineales sin um-
bral)(GARDNER; DORLING, 1998).
Seed: 0
Momentum: 0.2
nominalToBinaryFilter: True
Hiddem Layer: a
validationThreshold: 20
normalizeAttributes: True
numDecimalPlaces: 2
validationSetSize: 0
Reset:True
batchSize: 100
Cross validation 10 folds
Forest Tree
La clase para construir un árbol que
considera K atributos elegidos al azar
en cada nodo. No realiza ninguna
poda. También tiene una opción que
permite estimar las probabilidades de
la clase (o la media objetivo en el
caso de regresión) basándose en un con-
junto de retenciones (retroadaptacio-
nes) (ZOBEL; TALBERT et al., 1984).
Seed: 1
allowUnclassifiedInstances: False
minNum: 1
numFolds: 0
numDecimalPlaces: 2
batchSize: 100
debug: False
breakTiesRandomly : False
doNotCheckCapabilities: False
maxDepth: 0
minVarianceProp: 0.001
Kvalue: 0
Cross validation 10 folds
ZeroR
Clase para la construcción y el uso de
un clasificador 0-R. Predice la media
(para una clase numérica) o el modo
(para una clase nominal) (SCUSE;
REUTEMANN, 2007).
NumDecimalPlaces: 2
batchSize: 100
debug: False
doNotCheckCapabilities: False
Cross validation 10 folds
datos antes de realizar la optimización de descriptores propuesta en esta tesis. Como
descriptores adicionales se calcularon la intensidad media, textura media inversa, Zenike
media, sumatoria de la varianza, entropía media del área, forma del área Zenike, ubicación
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máxima intensidad y media de distribución radial. En la Figura 5.5 se observan algunos
de los descriptores adicionados.
Figura 5.5: Descriptores adicionales a los mencionados a los de la literatura
En la Figura 5.5 se observa la distribución de los datos de color rojo referentes a
anomalías y en azul datos referentes a núcleos normales. La distribución de datos se
refiere al conjunto de todas las imágenes de células del Data set. Como se observa en la
Figura 5.5, todo el conjunto de características presenta distribuciones semejantes, como en
las características de área de Zenike y su media. Se considera que estas dos características
presentan los mismos valores y no representan un valor relevante para la clasificación.
A continuación fue definido el modelo MAC a partir de 400 descriptores propues-
tos en la literatura, mas los 12 descriptores nominales; en la Figura 5.6, se observa la
conformación de los descriptores.
Las Figuras 5.6a, b, c hacen referencia a descriptores de morfológica (MORF). Las
Figuras 5.6d, e, f, g hacen referencia a los descriptores (OD) de Densidad Óptica. Las
Figuras 5.6h, i, j, o, p se refieren a descriptores de Textura (TEX). Las Figuras 5.6k, l,
n hacen referencia a los descriptores GLCM en niveles de grises, y la Figura 5.6m hace
referencia a un descriptor nominal. El modelo construido esta compuesto en 36 % de datos
Morfológicos, 15 % por datos de OD, 14% de datos de GLCM, 3% de datos nominales y
32 % de datos sobre la textura de los núcleos. En el conjunto de descriptores morfológicos
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(a) Primer conjunto aleatorios de datos de descriptores MAC
(b) Segundo conjunto aleatorio de datos de descriptores MAC
Figura 5.6: Ejemplo de descriptores del modelo de MAC
la distribución de los datos es uniforme, esto se explica porque los tamaños y formas de
los núcleos son diferentes en el Data set. En cuanto a la distribución de los descriptores
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de textura, estos se agrupan; ello se explica porque las variaciones de los datos presentes
en este tipo de características son variaciones mínimas en una imagen de un núcleo y
otra, considerando que todo el toda las imágenes fueron adquiridas digitalmente usando
la misma metodología.
El modelo de descriptores de 412 descriptores fue sometido a una clasificación baye-
siana, donde se uso el algoritmo del estimador para encontrar las tablas de probabilidad
condicional de la Red Bayes. Se usaron 300 instancias para procesar la predicción por
lotes, realizando una validación cross-validation con 10 - folds. La estructura de la red
fue restringida por un orden en los descriptores y adicionalmente fue calculada la matriz
de confusión. Los resultados de la clasificación de conjuntos de 795 y 412 descriptores, se
pueden observar en la Tabla 5.5.
Tabla 5.5: Resultados de la clasificación entre los descriptores completos y los descriptores
MAC, usando una Red Bayes
Descripción Completo MAC
Atributos 795 412
Instancias 962 962
Clasificaciones correctas 86.79% 90.83%
Clasificaciones incorrectas 13,20% 9.17%
Instancias correctas 825 297
Instancia Incorrectly 127 30
Kappa statistic 0.73 0.81
Error medio absoluto 0.13 0.09
Precision para si 0.916 0.909
Precision para no 0.832 0.89
El resultado de las matrices de confusión se aprecia en la Tabla 5.6.
Tabla 5.6: Matriz de confusión con 795 descriptores y 412 descriptores MAC
ob
se
rv
ac
io
ne
s Descriptores PredicciónPositivo Negativo
795 118 1812 169
412 126 2012 169
La precisión de la clasificación es de 0.90, una precisión alta, considerando la cantidad
de descriptores usados e instancias limitadas.
La matriz de confusión determino, que 12 de los datos no fueron clasificados correc-
tamente de los casos positivos para malignidad en el modelo de descriptores MAC. El
modelo con 795 descriptores no clasifico correctamente 12 datos, generando una tasa de
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error del 3 %. Evidenciando que los descriptores MAC recomendados por la literatura
ofrece una precisión de clasificación superior de 4.04 % en comparación de la precisión de
clasificación del conjunto de 795 descriptores.
En el caso de la identificación de los valores negativos para malignidad, la tasa de error
fue de 20 datos en el modelo MAC. La clasificación del modelo con más descriptores, la
tasa fue de 18 datos. Mostrando una relación del 0.3% de tasa de error.
La precisión del experimento no presentó altos números de falsos positivos en los
resultados ofrecidos, sin embargo, no es suficiente considerando que se esta clasificando
datos para diagnósticos de presencias de anomalías asociadas a la malignidad, lo que
genera la necesidad de optimizar los resultados obtenidos lo máximo posible.
A continuación fueron realizados experimentos para mejorar esos valores. Ya determi-
nada la precisión de los descriptores, se procedió a calcular la ganancia de la información
de todos los descriptores a partir de la Ecuación 5.10; como resultado, los descriptores
con mayores valores fueron considerados para los siguientes experimentos. En la Tabla
5.7 se muestran los 10 descriptores con mayor ganancia de información.
Tabla 5.7: Rangos Ganancia de la información de los descriptores MAC
Rango Atributos
0.9993 Nacimientos
0.9993 Métodos Anticonceptivos
0.9993 Años
0.9993 Gestaciones
0.6193 Ascus
0.48102 Fase Mestrual
0.43494 Etnicidad
0.38175 Procedimientos CU
0.11597 Diferencia de textura
0.11286 Diferencia Elíptica
0.11224 Info Media de Textura
0.11129 Metedos Anticonseptivos
0.11019 Edad
0.10804 Gestaciones
Fueron realizados 2 experimentos: el primero de los experimentos se realizo con 50% de
los descriptores que fueron rankeados con la mayor ganancia de información y el segundo
experimento se realizó usando el restante 50% de los descriptores que presentaron el
ranking mas bajo.
A continuación se realizaron experimentos con 10 descriptores del grupo de los des-
criptores mejor rankeados, y se fueron aumentado grupos de 10 descriptores en cada
CAPÍTULO 5. DESCRIPTORES MAC 103
experimento, manteniendo las mismas condiciones del clasificador de redes Naive bayes.
Es decir, en el primer experimento se consideró el grupo de los 10 primeros descriptores,
el segundo experimento se realizó con 20 descriptores, el tercer experimento fue realizado
con los 30 primeros descriptores, continuando hasta encontrar el grupo de descriptores
que ofreciera la mejor clasificación.
En la Figura 5.7 se observa la precisión del conjunto de 10 y 30 descriptores, clasificados
con redes Naive bayes, multilayer perceptron, randon forest y zeroR. Se observa que la
mejor precisión fue de 39,2% dada por el clasificador zeroR, con 30 descriptores. La
menor precisión se obtuvo con el clasificador multilayer perceptron con un valor de 4,73
% a menos. En la Figura 5.8 se observa la precisión del conjunto de 50 y 70 descriptores,
clasificados con redes naive bayes, multilayer perceptron, randon forest y zeroR. Se observa
que la mejor precisión fue de 95,33% dada por el clasificador redes naive bayes con 70
descriptores. La menor precisión fue con el clasificador zeroR con un valor 49,77 % a
menos. En la Figura 5.9 se observa la precisión del conjunto de 90 y 110 descriptores,
clasificados con redes naive bayes, multilayer perceptron, randon forest y zeroR. Se observa
que la mejor precisión fue de 95,01% dada por el clasificador redes naive bayes con 70
descriptores. La precisión fue menor con el clasificador zeroR con una precisión de 48,35
% a menos.
En la Figura 5.10 se observa el la precisión de cada uno de los experimentos compa-
rativamente.
La Figura 5.10 resume los resultados experimentales obtenidos para diferentes ajustes.
El rendimiento mejoró cuando se excluyeron algunos descriptores de poca ganancia de in-
formación. Algunos de los descriptores excluidos que presentaron poca ganancia fueron:
Median Identify Granularity, StDev Identify Texture Entropy, Mean Identify RadialDis-
tribution ZernikePhase, Texture AngularSecondMoment, AreaShape Solidity, Threshold
SumOfEntropies, Mean Radial ZernikePhase, StDev AreaShape, StDev MajorAxisLength,
StDev AreaShape Perimeter. Se puede afirmar que los valores con datos similares fu-
eron excluidos, considerando que no aportan valores significativos para la clasificación,
especialmente descriptores morfológicos como la desviación media de diferentes atribu-
tos (perímetro, forma del área o distribución radial). Del mismo modo descriptores de
textura no fueron considerados como la desviación media de la entropía de la textura.
Estos descriptores no ofrecen valores significados en comparación con los descriptores con
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(a)
(b)
Figura 5.7: a) Resultados de la clasificación con 10 descriptores del modelo MAC. b)
Resultados de la clasificación con 30 de modelo MAC
mayor ganancia de información. El valor donde los descriptores demostraron menor error
esta en el grupo 70, que representa un conjunto donde los resultados fueron precisos en
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(a)
(b)
Figura 5.8: a) Resultados de la clasificación con 50 descriptores del modelo MAC. b)
Resultados de la clasificación con 70 de modelo MAC
un 95.3%. Es posible decir que el mejor conjunto de experimentos realizados es el de
70 descriptores. Se observo que el clasificador zeroR mostró los mejores resultados con
pocas características además, fue el clasificador con menor precisión con características
por encima de 50. El clasificado de redes naives bayes presentó mejores resultados con
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(a)
(b)
Figura 5.9: a) Resultados de la clasificación con 90 descriptores del modelo MAC. b)
Resultados de la clasificación con 110 de modelo MAC
más de 50 descriptores, manteniendo su precisión hasta con 110 descriptores. En la Tabla
5.8 se muestran los 70 descriptores resultantes, luego de su optimización.
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Tabla 5.8: Descriptores MAC resultantes
Número Descriptores Tipo
1 Number_of_chromatin_spots Textura
2 Granularity_10_OrigGray Textura
3 Texture_AngularSecondMoment_OrigGray_3_00 Textura
4 Texture_Contrast_OrigGray_3_00 Textura
5 First_momento_of_the_chromatin_fine_struture Textura
6 Texture_DifferenceEntropy_OrigGray_3_00 Textura
7 Texture_DifferenceVariance_OrigGray_3_00 Textura
8 Texture_Entropy_OrigGray_3_00 Textura
9 Texture_InfoMeas2_OrigGray_3_03 Textura
10 Texture_InverseDifferenceMoment_OrigGray_3_00 Textura
11 Texture_SumAverage_OrigGray_3_00 Textura
12 Texture_SumEntropy_OrigGray_3_00 Textura
13 Texture_SumVariance_OrigGray_3_00 Textura
14 Texture_Variance_OrigGray_3_00 Textura
15 Texture_Variance_OrigGray_3_01 Textura
16 Sum_of_squares_of_chromatin Textura
17 Sum_of_magnitudes_of_chromatin Textura
18 Sum_chromatin_between_original_image_and_area Textura
19 density_chromatin/mean_optical_density Textura
20 Nuclear_texture_short_runs Textura
21 Chromatin_peripheral_tendency Textura
22 Edad_Paciente Nominal
23 Etnia_Paciente Nominal
24 FaseMestrual Nominal
25 CelulasAtipicasEscamosas Nominal
26 ProcedimientosCU Nominal
27 Gestaciones Nominal
28 Nasimientos Nominal
29 AspetoUtero Nominal
30 CitologiaAnterior Nominal
31 Ascus Nominal
32 DiagNostico Nominal
33 AreaShape_Area Morfologico
34 AreaShape_Eccentricity Morfologico
35 AreaShape_Extent Morfologico
36 AreaShape_FormFactor Morfologico
37 Nucleus_max_diameter/min_diameter Morfologico
38 Nucleus_perimeter Morfologico
39 Three_momento_of_the_chromatin_fine_struture Morfologico
40 Nuclear_gray_level_distribution(green) Morfologico
41 Nuclear_color_angle_(hue) Morfologico
42 RadialDistribution_FracAtD_OrigGray_1of4 Morfologico
43 RadialDistribution_MeanFrac_OrigGray_2of4 Morfologico
44 RadialDistribution_RadialCV_OrigGray_1of4 Morfologico
45 AreaOccupied_AreaOccupied_Identify2 Morfologico
46 AreaOccupied_Perimeter_Identify2 Morfologico
47 AreaOccupied_TotalArea_Identify2 Morfologico
48 Nucleus_diameter(vertical) Morfologico
49 Nucleus_diameter(horizontal) Morfologico
50 The_area_of_the_nucleus_in_square_micrometers. Morfologico
51 Standard_deviation_of_High_Singles Morfologico
52 Entropy Morfologico
53 GLCM_Triangular_symmetry GLCM
54 GLCM_Second_diagonal_moment GLCM
55 GLCM_First_diagonal_moment GLCM
56 GLCM_Maximum_transition_probability GLCM
57 GLCM_Sum_average_of_transition_levels GLCM
58 GLCM_Correlation_of_transition_levels GLCM
59 Intensity_MinIntensity_OrigGray GLCM
60 Intensity_StdIntensityEdge_OrigGray GLCM
61 Intensity_StdIntensity_OrigGray GLCM
62 Intensity_UpperQuartileIntensity_OrigGray GLCM
63 Kurtosis_nucleus_greylevel (OD transformed) Densidad óptica
64 Skewness_cytoplasm grey level(OD_transformed) Densidad óptica
65 Kurtosis_background_grey level(OD_transformed) Densidad óptica
66 Mean_background_grey_level(OD_transformed) Densidad óptica
67 Kurtosis_nucleus_Laplacian(OD_transformed) Densidad óptica
68 Skewness_nucleu_4-step_Laplacian(OD_transformed) Densidad óptica
69 Variance_border_of_nucleus_ grey_level(OD_transformed) Densidad óptica
70 Skewness_of_the_optical_density_distribution_ of_the_nucleus Densidad óptica
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Figura 5.10: Resumen de los resultados experimentales obtenidos para diferentes cantidad
de descriptores
La precisión en los primeros 5 grupos de descriptores inicio baja, pero según fueron
aumentado el número de variables usadas en la clasificación la precisión mejoró. Este
comportamiento se mantuvo hasta llegar al grupo de 70 descriptores donde alcanzó el
pico más alto de precisión del experimento. Los grupos de 80, 90 y 100 descriptores
también presentaron una precisión alta, aunque nunca superó la precisión del grupo de
70 descriptores. Finalmente el modelo optimizado esta compuesto en 30% de datos de
textura, 27% de datos Morfológicos, 11.5% de Datos OD, 14,5% de datos de GLCM, 17%
de datos nominales de los núcleos.
Morfologia
37,5 %
GLCM
28,75 %
Densidad 
Óptica
17,5 %
Textura
16,25 %
(a)
Textura 30%
Morfologia 27%
Nominales 17%
GLCM 14,5%
Densidad óptica
11,5%
(b)
Figura 5.11: a) Distribución de los descriptores MAC en la literatura. b) Distribución de
los descriptores MAC propuestos. Fuente: Propio autor
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Como se observa en la Figura 5.11, fue agregado un tipo más de descriptor, además el
mayor número de descriptores propuestos esta conformado por descriptores de textura, a
diferencia de los descriptores MAC de la literatura de la Figura 3.6 que están compuestos
en su mayoría por descriptores morfológicos.
Los descriptores de textura que conforman nuestro conjunto esta conformado por: tex-
ture_angular, texture_contrast, texture_difference_entropy, texture_difference_variance,
texture_entropy, texture_infoMeas, texture_inverse_difference_moment, tex_sum_average,
texture_sum_Entropy. Podemos mencionar que los descriptores de textura estan defini-
dos principalmente, por las variaciones de la intensidad e dirección de los píxeles presentes
en los núcleos segmentados. Es interesante observar que estos descriptores son importan-
tes mencionando que la textura de los núcleos con alguna anomalía presentan sutiles
variaciones a la textura de los núcleos clasificados como normales. Respecto a los descrip-
tores asociados a la textura enfocados a la cromatina fueron: Numero_chromatin_spot,
sum_magnitudes_chromatin, sum_of_magnitudes _of_chromatin, density_chromatin,
chromatin_peripheral_tendency. Estos descriptores permiten conocer el ordenamiento
de la cromatina en los núcleos, como su tamaño y distancia entre cada uno de ellos, sin
embargo no representan el total de descriptores necesarios para definir si un núcleo es
anormal o no, requiriendo el uso de los demás descriptores, como los de densidad óptica,
morfología e GLCM.
En general la distribución de los descriptores propuestos en este trabajo es homogénea,
donde varios tipos de descriptores son usados, presentando una precisión adecuada del 95,3
%.
Capítulo 6
Conclusiones
En este estudio se presenta un procedimiento de segmentación automática de células cer-
vicales del examen convencional de Papanicolaou. En este estudio se identificaron núcleos
celulares para la extracción de características para el estudio de MACs y la optimización
de sus descriptores.
Los experimentos se ajustaron a los recursos disponibles por los investigadores, por esto
no fue usada una óptica con apertura numérica de 0.75 recomendada por la metodología
de colecta de núcleos MAC propuesta por Bengtsson et. al (BENGTSSON; MALM,
2014), limitando un poco la definición de la cromatina de los núcleos. Tampoco fue
posible usar una cámara fotográfica monocromática para capturar imágenes en escala de
grises. Como se menciono en la Sección 4.1.3 se uso una cámara comercial convencional
no monocromática. Los problemas del ruido y la baja calidad de las imágenes fueron
superados aplicando adecuadamente técnicas procesamiento digital de la imagen. La
acción de sumergir las láminas en el colorante de Orange por un minuto más de tiempo
ofreció imágenes más fáciles de digitalizar por el sistema. Además al momento de realizar
la separación por contribución de color ofreció una perspectiva sutil de cromatina en las
imágenes, aspecto positivo para el estudio de MAC.
Fueron analizadas imágenes de 6 pacientes con diferentes características en su diag-
nóstico, 4 de los diagnósticos fueron negativos para malignidad, algunos con presencias
de ASCUS que pueden ser indicadores para lesiones futuras, 2 de los diagnósticos fueron
positivos con lesiones de bajo grado NIC1.
Las imágenes presentaron grandes cantidades de detritos, por lo cual, el pre-procesamiento
de las imágenes para eliminar material biológico no prescindible para los experimentos fue
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una buena solución. Para la segmentación, se calcularon las variaciones y discontinuidades
de intensidad filtrando la imagen con la intensión de preservar los bordes nucleares, fueron
definidos umbrales automáticamente para aislar las regiones biológicas y las regiones del
fondo del vidrio. El algoritmo de k-means fue usado para definir 7 conjuntos de datos;
los dos primeros grupos identificaron las regiones nucleares, en los cuales fueron segmen-
tados 1100 núcleos candidatos para segmentación de las imágenes usando la metodología
automatizada. Seguidamente fue realizada una depuración visual manual para escoger las
imágenes donde fueron seleccionados 85.6% de los núcleos que representan 962 núcleos.
El criterio fue escoger los núcleos bien definidos eliminando algunos núcleos sobrepuestos
que representarían ruido en los experimentos para la extracción de sus características.
Fueron extraídas informaciones morfológicas, de textura, de iluminación y densidad
óptica de las imágenes segmentadas. Se observó diferentes variaciones en los datos extraí-
dos, en los núcleos de las láminas que presentaron algún tipo de alteración, específicamente
en las características de área y perímetro de los núcleos. Este comportamiento es esperado
ya que el agrandamiento nuclear es una condición conocida en células alteradas.
Fue realizada la separación de canal de color en los valores de Hematoxilina que re-
gistraron la presencia sutil de la cromatina. Se concluye que la metodología de pre-
procesamiento y procesamiento de la imagen, ofrecieron resultados satisfactorios, consi-
guiendo detectar la mayor parte de los núcleos para la creación del Data set. Demostrando
que el uso de algoritmos agrupamiento como K-means y algoritmos de segmentación como
Watershed puede identificar núcleos en imágenes de baja calidad y difícil segmentación.
Finalmente, en este documento, se presenta una base de datos de imágenes de núcleos
de células de cuello uterino segmentadas automáticamente junto con un conjunto de in-
formaciones, con 30% de datos de textura, 27 % de datos Morfológicos, 11.5 % de Datos
OD, 14,5% de datos de GLCM, 17% de datos nominales de los núcleos.
Los experimentos que utilizaron un conjunto de datos para el estudio MAC mostraron
que el enfoque propuesto podría producir una segmentación precisa de los núcleos en
imágenes de células cervicales que tienen superposición, tinción inconsistente, deficiente
contraste y detritos de sangre.
El enfoque principal en este documento fue determinar correctamente descriptores
para el estudio MAC. Se observo que, el conjunto inicial de 412 descriptores presento una
precisión del 90.5 % y que mediante la propuesta de optimización presentada la precisión
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mejoro 4.3%, además se sugiere utilizar un número inferior de características para la
clasificación.
El modelo optimizado de descriptores MAC, parte de una situación realista. Las
imágenes de la prueba de Papanicolaou de la Unicamp representan situaciones reales de
la colecta en los países de América Latina. Se obtuvo una precisión adecuada al agrupar
los descriptores con mejor ganancia de información. Esto muestra la importancia de
la optimización de los descriptores MAC, incluso sin considerar la segmentación de las
regiones del citoplasma se alcanzaron buenos resultados. Con el tiempo, se espera que la
base de datos crezca hasta cubrir 10000 imágenes, con otro tipo de características. Esta
información se pondrá a disposición de la comunidad con la esperanza de que se pueda
continuar con los estudios MACs en imágenes del examen del Papanicolaou convencional
de baja calidad de manera cuantitativa.
En un escenario optimista modificar el modelo actual de colecta del examen de Pa-
panicolaou para técnicas más modernas como el método liquido en los sistemas de salud
pública de los países de América Latina, seria beneficioso para la adquisición digital de
imágenes y para un diagnostico más eficiente apoyado por metodologías computaciona-
les para el estudio de MAC. Pero, como se mostró en los Capítulos 1 y 2 de esta tesis,
esa situación difícilmente sera implementada, considerando el tamaño poblacional de el
sistema público de salud de Brasil, por lo menos en los próximos 10 años. Considerar
la inversión económica de Brasil en métodos actuales de recolección, no es adecuando al
ver que la cobertura de salud básica no alcanza de manera satisfactoria a la totalidad de
la población. Por lo cual la búsqueda de alternativas con los recursos disponibles, sigue
siendo la opción más realista en la búsqueda de soluciones a las problemática de los índices
elevados de CCU en la región.
6.1 Trabajos Futuros
En trabajo futuros se incluirá la realización de experimentos con otros Data sets para
verificar los resultados obtenidos en exámenes cervicales de uso internacional. Se cree que
el calculo preciso de los descriptores propuestos mejorará el rendimiento de clasificación
supervisada en imágenes realizadas a través de citologías liquidas.
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Se realizará experimentos excluyendo los descriptores nominales para comparar la
precisión de la clasificación de los descriptores MAC resultantes. Se espera adquirir y
catalogar mas imágenes de células cervicales para realizar experimentos balanceados de
células normales y anormales para analizar los resultados, buscando aprimorar la precisión
de la clasificación. Respecto a la metodología de segmentación se experimentara con el
algoritmo k-medoides para identificar se la agrupación de los píxeles semillas es mejor que
nuestra propuesta actual del uso de k-means.
También se realizará una clasificación usando Deep Learning para verificar los descrip-
tores más relevantes en el conjunto de imágenes creado y comparar resultados.
6.2 Publicaciones y otros trabajos
Durante este periodo de doctorado fueron publicados artículos y se participo de diferentes
eventos nacionales e internacionales, alcanzando diferentes reconocimientos. A continua-
ción se mencionan en la Tabla 6.1 los trabajos realizados.
Tabla 6.1: Artículos, trabajos, congresos, workshop, reconocimientos y otras actividades
realizadas durante el doctorado
Nombre Descripción Estado Año
Fronteras en el desenvolvimiento Tecnológico: Una visión de las
distancia entre países en la prevención del cáncer de útero Cápitulo de Libro Publicado 2015
Tecnologas en la prevención del Cácer de Cuello de útero,
una vision global de sus desáfios Resumen expandido Publicado 2015
Cytological Low-Quality Image Segmentation Using Nonlinear
Regression, K-means and Watershed Articulo en el área Publicado 2016
Voids identification in rubberized mortar digital images using
K-Means and Watershed algorithms Articulo otra área Publicado 2017
Malignancy Associated Changes (MAC) y procesamiento digital
de imágenes en células del cuello de útero, inicios Resumen expandido Publicado 2017
A Study of MAC Descriptors for Early Detection of Cervix Cancer Articulo en el área Sometido 2018
Data set de imágenes de células cervicales para el estudio de cambios
asociados a la malignidad en el examen del Papanicolaou convencional Resumen expandido Publicado 2018
A Data Set of Cervical Cell Images for the Study of Changes
Associated with Malignancy in Conventional Pap Test Articulo en el área Sometido 2019
Optimización de Descriptores usados en los Cambios Asociados
a la Malignidad en imágenes digitales de células cervicales Articulo en el área
En
construcción 2019
Confección convenio de cooperación investigativa entra la UNICAMP
y la la FUCS
Convenio
Internacional Aprobado 2017
Organización y coordinación da I Campaña de prevención
del cáncer del cuello de útero UNICAMP
Actividades asociadas
a la investigación Realizada 2017
Organización y coordinación da I Campaña de prevención
del cáncer del cuello de útero UNICEP
Actividades asociadas
a la investigación Realizada 2017
Organización y coordinación da II Campaña de prevención
del cáncer del cuello de útero UNICEP
Actividades asociadas
a la investigación Realizada 2018
Finalista Premios Cisco Global Problem Solver Challenge Evento internacional - 2017
Finalista Premios Inovadores de América Evento internacional - 2018
Visita Centre for Image Analysis, en la Universidad de
Uppsala - Suécia Visita Academica - 2016
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Introdução:
O câncer de colo do útero (CCU) atinge mulheres de todas as idades. Mesmo sendo raro em mulheres
jovens, esse tipo de câncer pode ter início ainda na adolescência. No Brasil, para o ano de 2017, são
esperados 16.340 casos novos de câncer de colo do útero representando um risco médio de 15,85 casos a
cada 100 mil mulheres. Em 2012, esse tipo de neoplasia foi a responsável pelo óbito de 265 mil mulheres no
mundo. Vale ressaltar que 87% desses óbitos ocorreram em países em desenvolvimento.O exame do
Papanicolau convencional, feito usando uma lâmina de vidro e leitura convencional em laboratórios clínicos,
é o procedimento mais praticado pelos patologistas no rastreamento e detecção do câncer de colo de útero
no Brasil. Isto ocorre devido ao baixo custo de implementação do referido exame. No entanto, o exame do
Papanicolau convencional apresenta uma alta quantidade de falsos positivos nos diagnósticos. Esse fato de
deve por conta dos processos de analise serem tarefas repetitivas e realizadas manualmente por cito-
histólogos durante várias horas de trabalho. Para atingir essa problemática, vários pesquisadores em
diferentes países estão trabalhando na possibilidade de automatizar o diagnóstico desse exame desde a
década de 1960. A automação busca auxiliar os patologistas, obtendo-se uma exatidão maior nos
diagnósticos dos exames realizados (TOLLES; BOSTROM,
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1956), (TAN; TATSUMURA, 2015). Na década de 1990 surgiram as tecnologias de coleta em meio Liquido
LBC1 e as tecnologias na apresentação de amostra ThinPrep2 para a realização do exame do Papanicolau,
reduzindo a taxa de falhas mediante melhorias na coleta de dados. No entanto, países como Brasil, Uruguai,
Paraguai, Colômbia, Argentina, Peru, e Bolívia, entre outros, ainda não utilizam as novas tecnologias
apresentadas. Esses locais ainda usam a coleta do Papanicolau convencional (LORENTE, 2013). Um dos
motivos para a utilização de métodos antigos na coleta do exame Papanicolau nos países do Continente Sul
é o custo, já que este tipo de tecnologia é mais acessível financeiramente do que os métodos mais
modernos. Durante os últimos sete anos, a nossa equipe tem desenvolvido um sistema de informação para
melhorar as condições na prestação do serviço do exame do Papanicolau convencional em populações
afastadas geograficamente. Para isso, desenvolveu-se uma metodologia de coleta do exame que foi testada
em um bairro periférico com poucos recursos econômicos, chamado Boquilla, na cidade de Cartagena
(Colômbia), obtendo-se sucesso nos resultados de análises de mais de 300 amostras. No Brasil, assim
como na Colômbia, muitas mulheres submetidas ao teste de Papanicolau não têm acesso aos resultados, já
que estes demoram até 40 dias em sua entrega. Quanto mais rápido for o diagnóstico da doença, mais fácil
e econômico torna-se seu tratamento, salvando mais vidas (CARVALHO; et al., 2016). Realizou-se uma
pesquisa sobre a Otimização do fluxo da informação no diagnóstico preventivo do câncer do colo de útero
desenvolvendo una metodologia adaptada para trabalhar conjuntamente com o sistema nacional do colo de
útero SISCOLO. A pesquisa mostrou a necessidade de um aprofundamento em técnicas de processamento
digital de imagens para melhorar os fluxos do modelo. Atualmente, está sendo desenvolvida uma tese de
doutorado para classificar e segmentar células obtidas através da esfoliação convencional de células do colo
do útero em lâmina de vidro. A pesquisa já conseguiu alguns resultados como o desenvolvimento de uma
metodologia para a separação do fundo do vidro e a detecção do citoplasma sobreposto usando regressão
não linear e os algoritmos Watershed e K-means
Hipótese:
As técnicas de processamento de imagens e sistemas de informação podem auxiliar no diagnóstico e na
entrega do exame do Papanicolau?
Metodologia Proposta:
procedimento será realizado por um especialista patologista na coleta e preparação do exame Papanicolaou
e uma equipe de engenheiros e pesquisadores quem serão os encarregados do
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controle da plataforma tecnológica. A coleta de amostras e tratamento químico do exame Papanicolaou
serão realizados segundo os fluxos convencionais seguidos nos sistemas públicos de saúde e conforme às
normativas do Sistema Nacional de Saúde. O sistema de análise e captura de dados das pacientes, será
sistematizado para sua transmissão a especialistas patologistas. Os diagnósticos realizados através de
nosso software serão validados e assinados por patologista com mais de 30 anos de experiência antes da
entrega aos usuários. As imagens coletadas serão digitalizadas para posteriormente serem segmentadas e
classificadas com os sistemas desenvolvidos.O modelo começa com um agendamento da paciente com o
ginecologista, tal como acontece atualmente nos sistemas de saúde.A modificação mais importante do
modelo proposto está na maneira em que são coletadas as informações pessoais e médicas da paciente. As
informações são coletadas pela enfermeira ou ginecologista por meio de um sistema de informação, antes
da coleta da amostra física para a realização do exame Papanicolau. Planeja-se implementar um módulo
web onde as pacientes com acesso à internet consigam fazer o registro de sua informação com
anterioridade para acelerar ainda mais o processo. Por enquanto, esta alternativa será só opcional.Outra
modificação importante consiste na digitalização do teste Papanicolau na hora da coleta, buscando agilizar o
envio da amostra ao laboratório clinico. Esta digitalização será feita por meio de um microscópio com uma
câmara digital acoplada a ele e ligada a um computador com acesso à internet. Os fluxos informacionais
entre o ginecologista, o laboratório e o patologista, serão realizados pelo sistema de informação do modelo
proposto. A leitura de toda amostra será feita e analisada pelo patologista convidado e outro patologista do
CECOM para sua validação. Logo, os patologistas enviarão a resposta da leitura diretamente para o médico
geral por meio do sistema de informação. Este modelo foi testado previamente de maneira parcial simulando
a captura das imagens do microscópio usando imagens previamente capturadas com um celular
Critério de Inclusão:
As participantes da pesquisa para o estudo serão inscritas seguindo as datas mencionadas no cronograma.
O critério para a inclusão na pesquisa será a inscrição das participantes da pesquisa na portal web,
disponibilizado pelo departamento de informática da Faculdade de Tecnologia da UNICAMP. Os dados
solicitados serão: nome, idade, contato e e-mail. serão incluídas mulheres entre os 25 e 60 anos
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Serão excluídas da pesquisa as participante de pesquisa que não realizem a inscrição no site oficial da
atividade. Também serão excluídas as participante de pesquisa que não realizem os preparativos antes do
exame do Papanicolau e mulheres virgens.
Objetivo Primário:
O objetivo principal do estudo consiste em avaliar a metodologia de diagnostico do exame do Papanicolau
através do uso de sistemas de informação e sistemas de aquisição de imagens.
Objetivo Secundário:
Identificar os tempos da entrega do exame do Papanicolau desde o agendamento até a entrega do exame.
Objetivo da Pesquisa:
Segundo informações do pesquisador: “Riscos: A pesquisa não apresenta riscos previsíveis para as
voluntarias. O teste do Papanicolau será realizado seguindo todas as rotinas definidas pelo o Ministério de
Saúde e seu atendimento será realizado unicamente pelos especialistas médicos do CECOM. Assim, não
haverá desconfortos para as voluntárias. Não há riscos conhecidos para o exame do Papanicolau de infeção
ou semelhantes, sempre que essas rotinas sejam seguidas Benefícios: O estudo beneficiará às pacientes
com a realização de maneira gratuita do exame do Papanicolau, fornecendo um diagnóstico especializado e
completo da sua situação no mesmo dia.”
Avaliação dos Riscos e Benefícios:
Este protocolo se refere ao Projeto de Pesquisa intitulado "Técnica automatizada para o diagnóstico do
exame do Papanicolau com base em alterações associadas com malignidade", cujo pesquisador
responsável é o aluno de doutorado Ramon Adrian Salinas, com a colaboração do orientador Prof. Dr.
Marco Antonio Garcia de Carvalho. A Instituição Proponente é a Faculdade de Tecnologia da UNICAMP.
Segundo as Informações Básicas do Projeto, a pesquisa tem orçamento estimado em R$ 4.500,00 (Quatro
mil e quinhentos reais) e o cronograma apresentado contempla início da coleta de dados para outubro de
2017, com término no mesmo mês. Serão abordadas ao todo 50 mulheres da comunidade da UNICAMP, de
25 a 60 anos de idade, que estejam dispostas a realizar um exame de Papanicolau. O exame será realizado
durante uma campanha de prevenção do câncer do colo de útero na Semana da Tecnologia na UNICAMP,
Campus I Limeira. Haverá um processo de pré-inscrição pela internet para poder agendar o dia e horário de
realização do exame. O objetivo do trabalho será avaliar, usando um sistema de informação como apoio e
estratégias de aquisição de imagens digitais, se os tempos de coleta e entrega do resultado do
Comentários e Considerações sobre a Pesquisa:
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exame de Papanicolau serão diminuídos. Além disso, será comparado o desempenho da metodologia
proposta com diagnósticos dados pelo Centro de Saúde da Comunidade (CECOM) do campus de Limeira
da UNICAMP, para os experimentos das técnicas de processamento de imagens.
Foram analisados os seguintes documentos de apresentação obrigatória:
1 - Folha de Rosto Para Pesquisa Envolvendo Seres Humanos: Foi apresentado o documento
"folhaRostro.pdf" devidamente preenchido, datado e assinado pelo diretor associado da Faculdade de
Tecnologia da UNICAMP.
2 - Projeto de Pesquisa: Foram analisados os documentos "Projeto_Comite_de_Etica_Ramon.pdf" e
"PB_INFORMAÇÕES_BÁSICAS_DO_PROJETO_917059.pdf" de 18/09/2017. Precisa de adequações (Vide
item "Recomendações").
3 - Orçamento financeiro e fontes de financiamento: Informações sobre orçamento financeiro incluídas no
documento "PB_INFORMAÇÕES_BÁSICAS_DO_PROJETO_917059.pdf" de 18/09/2017. De acordo com o
pesquisador, a pesquisa será realizada com recursos próprios. Adequado.
4  -  C r o n o g r a m a :  I n f o r m a ç õ e s  s o b r e  o  c r o n o g r a m a  i n c l u í d a s  n o s  d o c u m e n t o s
"Projeto_Comite_de_Etica_Ramon.pdf" e "PB_INFORMAÇÕES_BÁSICAS_DO_PROJETO_917059.pdf" de
18/09/2017. Adequado.
5 - Termo de Consentimento Livre e Esclarecido: Foi apresentado o documento "TCLE.pdf". Adequado.
6 - Currículo do pesquisador principal e demais colaboradores: Contemplados no documento
"PB_INFORMAÇÕES_BÁSICAS_DO_PROJETO_917059.pdf" de 18/09/2017.
7 - Outros documentos que acompanham o Protocolo de Pesquisa:
• AtestadoMatriculaRamon.pdf
• AutoriColetaCecom.pdf
• Carta_resposta_Pendencias
Considerações sobre os Termos de apresentação obrigatória:
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• Curriculum162932.pdf
Detalhar melhor a metodologia que diz respeito ao processamento de imagens no projeto completo e no
documento sobre informações básicas do projeto.
Recomendações:
As pendências foram devidamente respondidas. As imagens das lâminas coletadas para a realização da
pesquisa serão armazenadas por até 5 anos após a conclusão da pesquisa, e no TCLE foi informado às
participantes que, ao assinar o TCLE, elas estão autorizando o armazenamento e uso das imagens em
projetos de pesquisa futuros. Vale lembrar que após 5 anos depois do término da pesquisa, estas imagens
deverão ser descartadas e não poderão mais ser utilizadas. Além disso, os critérios de exclusão foram
adicionados ao documento com as informações básicas do projeto e ao TCLE. Portanto, o projeto foi
aprovado, mas ainda é necessário responder ao que foi colocado no item "Recomendações", enviando uma
emenda pela Plataforma Brasil.
Conclusões ou Pendências e Lista de Inadequações:
- O participante da pesquisa deve receber uma via do Termo de Consentimento Livre e Esclarecido, na
íntegra, por ele assinado (quando aplicável).
- O participante da pesquisa tem a liberdade de recusar-se a participar ou de retirar seu consentimento em
qualquer fase da pesquisa, sem penalização alguma e sem prejuízo ao seu cuidado (quando aplicável).
- O pesquisador deve desenvolver a pesquisa conforme delineada no protocolo aprovado. Se o pesquisador
considerar a descontinuação do estudo, esta deve ser justificada e somente ser realizada após análise das
razões da descontinuidade pelo CEP que o aprovou. O pesquisador deve aguardar o parecer do CEP
quanto à descontinuação, exceto quando perceber risco ou dano não previsto ao participante ou quando
constatar a superioridade de uma estratégia diagnóstica ou terapêutica oferecida a um dos grupos da
pesquisa, isto é, somente em caso de necessidade de ação imediata com intuito de proteger os
participantes.
- O CEP deve ser informado de todos os efeitos adversos ou fatos relevantes que alterem o curso normal do
estudo. É papel do pesquisador assegurar medidas imediatas adequadas frente a evento adverso grave
ocorrido (mesmo que tenha sido em outro centro) e enviar notificação ao CEP e à
Considerações Finais a critério do CEP:
13.083-887
(19)3521-8936 E-mail: cep@fcm.unicamp.br
Endereço:
Bairro: CEP:
Telefone:
Rua Tessália Vieira de Camargo, 126
Barão Geraldo
UF: Município:SP CAMPINAS
Fax: (19)3521-7187
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Agência Nacional de Vigilância Sanitária – ANVISA – junto com seu posicionamento.
- Eventuais modificações ou emendas ao protocolo devem ser apresentadas ao CEP de forma clara e
sucinta, identificando a parte do protocolo a ser modificada e suas justificativas e aguardando a aprovação
do CEP para continuidade da pesquisa.  Em caso de projetos do Grupo I ou II apresentados anteriormente à
ANVISA, o pesquisador ou patrocinador deve enviá-las também à mesma, junto com o parecer aprovatório
do CEP, para serem juntadas ao protocolo inicial.
- Relatórios parciais e final devem ser apresentados ao CEP, inicialmente seis meses após a data deste
parecer de aprovação e ao término do estudo.
-Lembramos que segundo a Resolução 466/2012 , item XI.2 letra e, “cabe ao pesquisador apresentar dados
solicitados pelo CEP ou pela CONEP a qualquer momento”.
-O pesquisador deve manter os dados da pesquisa em arquivo, físico ou digital, sob sua guarda e
responsabilidade, por um período de 5 anos após o término da pesquisa.
Este parecer foi elaborado baseado nos documentos abaixo relacionados:
Tipo Documento Arquivo Postagem Autor Situação
Informações Básicas
do Projeto
PB_INFORMAÇÕES_BÁSICAS_DO_P
ROJETO_917059.pdf
18/09/2017
13:46:39
Aceito
Outros Carta_resposta_Pendencias_2.pdf 18/09/2017
13:45:00
Ramon Adrian
Salinas Franco
Aceito
Projeto Detalhado /
Brochura
Investigador
Projeto_Comite_de_Etica_Ramon.pdf 18/09/2017
13:32:13
Ramon Adrian
Salinas Franco
Aceito
TCLE / Termos de
Assentimento /
Justificativa de
Ausência
TCLE.pdf 18/09/2017
13:30:58
Ramon Adrian
Salinas Franco
Aceito
Declaração de
Instituição e
Infraestrutura
AutoriColetaCecom.pdf 26/06/2017
10:24:41
Ramon Adrian
Salinas Franco
Aceito
Folha de Rosto folhaRostro.pdf 05/06/2017
19:35:43
Ramon Adrian
Salinas Franco
Aceito
13.083-887
(19)3521-8936 E-mail: cep@fcm.unicamp.br
Endereço:
Bairro: CEP:
Telefone:
Rua Tessália Vieira de Camargo, 126
Barão Geraldo
UF: Município:SP CAMPINAS
Fax: (19)3521-7187
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CAMPINAS, 27 de Setembro de 2017
Renata Maria dos Santos Celeghini
(Coordenador)
Assinado por:
Situação do Parecer:
Aprovado
Necessita Apreciação da CONEP:
Não
13.083-887
(19)3521-8936 E-mail: cep@fcm.unicamp.br
Endereço:
Bairro: CEP:
Telefone:
Rua Tessália Vieira de Camargo, 126
Barão Geraldo
UF: Município:SP CAMPINAS
Fax: (19)3521-7187
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Apéndice C
Termino de consentimiento
TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO EXAME DO
PAPANICOLAU Pesquisador: Ramon Salinas/ Orientador: Número do
CAAE: (71277217.6.0000.5404)
Você está sendo convidada a participar como voluntária de uma pesquisa. Este docu-
mento, chamado Termo de Consentimento Livre e Esclarecido, visa assegurar seus direitos
como participante e é elaborado em duas vias, uma que deverá ficar com você e outra
com o pesquisador. Por favor, leia com atenção e calma, aproveitando para esclarecer
suas dúvidas. Se houver perguntas antes, ou mesmo depois de assiná-lo, você poderá
esclarecê-las com o pesquisador. Se preferir, pode levar este Termo para casa e consultar
seus familiares ou outras pessoas antes de decidir participar. Não haverá nenhum tipo de
penalização ou prejuízo se você não aceitar participar, ou se decidir retirar sua autorização
em qualquer momento.
Justificativa e objetivos: O estudo tem como objetivo avaliar uma metodologia para a
diminuição do tempo de resposta na entrega do resultado do exame Papanicolau através
da análise dos fluxos informacionais e a incorporação de tecnologias da informação e pro-
cessamento digital de imagens. O estudo terá a participação de especialistas patologistas
para o seguimento e avaliação da metodologia e de especialistas computacionais que par-
ticiparão nas atividades de controle dos sistemas da informação. A pesquisa contribuirá
na coleta e diagnostico do exame do Papanicolau e atores envolvidos nesse exame, como
populações geograficamente distantes, sistemas públicos de saúde, patologistas, equipes
de enfermeiras, entre outros, serão beneficiados pelos tempos de entrega do exame do
Papanicolau. A proposta do estudo visa reduzir os tempos de entrega do exame diminuir
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a entrega de falsos positivos deste exame, visando ajudar na prevenção do câncer do colo
de útero nas populações menos favorecidas.
Procedimentos: Participando do estudo, você está sendo convidada a fazer um teste
de Papanicolau sem custo. Você participará de sete atividades distintas: 1) Agendamento
do teste na plataforma web (duração: 10 minutos); 2) Realização do teste de Papanicolau
(duração: 10 minutos); 3) apresentação dos resultados do teste de Papanicolau (duração:
1 hora); 4) resposta a um questionário no qual você avaliará a atividade (duração: 10
minutos).
Desconfortos e riscos: O projeto não apresenta riscos físicos, psicológicos, sociais,
morais, espirituais, culturais, intelectuais nem de outros tipos previsíveis, ou danos para
os participantes da pesquisa. Porém, em caso de apresentar algum dano decorrente da
pesquisa que não foi identificado, você será assistido conforme o descrito na seção de
Responsabilidade do Pesquisador.
Benefícios: O maior benefício para as participantes será a realização de um teste roti-
neiro de Papanicolau sem custo com a entrega dos resultados após uma hora da realização
do teste.
Acompanhamento e assistência: O estudo de caso será acompanhado pelos pesquisa-
dores do estudo no decorrer da pesquisa.
Sigilo e privacidade: Você tem a garantia de que sua identidade será mantida em
sigilo e nenhuma informação será dada a outras pessoas que não façam parte da equipe
de pesquisadores. Na divulgação dos resultados desse estudo, seu nome não será citado.
Ressarcimento e Indenização: Em caso de dano decorrente da pesquisa, está garantida
a assistência integral e imediata, de forma gratuita, pelo tempo que for necessário. Você
também tem direito a indenização em caso de danos. Ressalta-se que não haverá investi-
mento financeiro por parte do participante da pesquisa e, portanto, não haverá reembolso
ou premiação financeira ao mesmo.
Contato: Em caso de dúvidas sobre a pesquisa, você poderá entrar em contato com o
pesquisador Ramon Salinas no endereço profissional Rua Paschoal Marmo, 1888 - CEP:
13484-332 - Jd. Nova Itália - Limeira, SP – Brasil, telefone (16) 982524098, e-mail ra-
drian20@gmail.com. Orientador:, endereço profissional: Rua Paschoal Marmo, 1888 -
CEP: 13484-332 - Jd. Nova Itália - Limeira, SP – Brasil; telefone (19)2113-3422, e-mail
magic@ft.unicamp.br. Em caso de denúncias ou reclamações sobre sua participação e
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sobre questões éticas do estudo, você poderá entrar em contato com a secretaria do Co-
mitê de Ética em Pesquisa (CEP) da UNICAMP das 08:30hs às 11:30hs e das 13:00hs as
17:00hs na Rua Tessália Vieira de Camargo, 126; CEP 13083-887 Campinas – SP; telefone
(19) 3521-8936 ou (19) 3521-7187; e-mail: cep@fcm.unicamp.br.
O Comitê de Ética em Pesquisa (CEP). O papel do CEP é avaliar e acompanhar os
aspectos éticos de todas as pesquisas envolvendo seres humanos. A Comissão Nacional
de Ética em Pesquisa (CONEP), tem por objetivo desenvolver a regulamentação sobre
proteção dos seres humanos envolvidos nas pesquisas. Desempenha um papel coordenador
da rede de Comitês de Ética em Pesquisa (CEPs) das instituições, além de assumir a
função de órgão consultor na área de ética em pesquisas.
Consentimento livre e esclarecido: Declaração: Eu declaro que sou maior de 18 anos e
que participarei por livre vontade do projeto de pesquisa conduzido pelo pesquisador Ra-
mon Salinas, com orientação do Prof. Dr. Marco Antonio Garcia de Carvalho, vinculados
à instituição de ensino Faculdade de Tecnologia/UNICAMP. Após ter recebido esclareci-
mentos sobre a natureza da pesquisa com relação aos seus objetivos, métodos, benefícios
previstos, potenciais riscos e o incômodo que esta possa acarretar, aceito participar e de-
claro estar recebendo uma via original deste documento assinada pelo pesquisador e por
mim, tendo todas as folhas por nós rubricadas:
Nome do (a) participante: Contato telefônico: E-mail (opcional):
(Assinatura do participante ou nome e assinatura do seu RESPONSÁVEL LEGAL)
Data: / /
Responsabilidade do Pesquisador: Asseguro ter cumprido as exigências da resolução
466/2012 CNS/MS e complementares na elaboração do protocolo e na obtenção deste
Termo de Consentimento Livre e Esclarecido. Asseguro, também, ter explicado e fornecido
uma via deste documento ao participante. Informo que o estudo foi aprovado pelo CEP
perante o qual o projeto foi apresentado. Comprometo-me a utilizar o material e os dados
obtidos nesta pesquisa exclusivamente para as finalidades previstas neste documento ou
conforme o consentimento dado pelo participante.
(Assinatura do pesquisador)
Data: / /
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Descriptores MAC de la literatura
Número Descriptor
1 Variance interior of nucleus grey level (OD transformed)
2 Mean interior of nucleus grey level (OD transformed)
3 Variance border of nucleus grey level (OD transformed)
4 Mean border of nucleus grey level (OD transformed)
5 Difference between minimal and maximal nucleus grey level (OD transformed)
6 Kurtosis nucleus grey level (OD transformed)
7 Skewness nucleus grey level (OD transformed)
8 Variance nucleus grey level (OD transformed)
9 Mean nucleus grey level (OD transformed)
10 Kurtosis cytoplasm grey level (OD transformed)
11 Skewness cytoplasm grey level (OD transformed)
12 Variance cytoplasm grey level (OD transformed)
13 Mean cytoplasm grey level (OD transformed)
14 Kurtosis background grey level (OD transformed)
15 Skewness background grey level (OD transformed)
16 Variance background grey level (OD transformed)
17 Mean background grey level (OD transformed)
18 KEM1 * KEFL
19 Difference between original and averaged picture variance
20 Kurtosis nucleus 4-step Laplacian (OD transformed)
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21 Skewness nucleus 4-step Laplacian (OD transformed)
22 Variance nucleus 4-step Laplacian (OD transformed)
23 Mean nucleus 4-step
24 Laplacian (OD transformed)
25 Kurtosis nucleus 2-step
26 Laplacian (OD transformed)
27 Skewness nucleus 2-step
28 Laplacian (OD transformed)
29 Variance nucleus 2-step
30 Laplacian (OD transformed)
31 Mean nucleus 2-step
32 Laplacian (OD transformed)
33 Kurtosis nucleus 1-step
34 Laplacian (OD transformed)
35 Skewness nucleus 1-step
36 Laplacian (OD transformed)
37 Variance nucleus 1-step Laplacian (OD transformed)
38 Mean nucleus 1-step Laplacian (OD transformed)
39 Area of chromatin spots
40 Number of chromatin spots
41 Nucleus coordinate y
42 Nucleus coordinate x
43 Nucleus max diameter / min diameter
44 Nucleus perimeter 2 / area
45 Nucleus perimeter
46 Nucleus area Coordinate y
47 Coordinate x Max diameter / min diameter
48 Cell Perimeter 2/
49 Area Cell perimeter
50 Cell area
51 Variance
52 Laplacian of the nucleus
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53 Mean Laplacian of the nucleus
54 Number of dark objects
55 Eccentricity of the nucleus Nucleus diameter (R-L diagonal)
56 Nucleus diameter (L-R diagonal)
57 Nucleus diameter (vertical)
58 Nucleus diameter (horizontal)
59 Nucleus sum of points changed by opening and closing operations
60 Cell diameter (R-L diagonal)
61 Cell diameter (L-R diagonal)
62 Cell diameter (vertical)
63 Cell diameter (horizontal)
64 Cell Sum of points changed by opening and closing operations
65 Kurtosis nucleus grey level
66 Skewness nucleus grey level
67 Variance nucleus grey level
68 Mean nucleus grey level
69 Kurtosis cytoplasm grey level
70 Skewness cytoplasm grey level
71 Variance cytoplasm grey level
72 Mean cytoplasm grey level
73 Kurtosis background grey level
74 Skewness background grey level
75 Variance background grey level
76 Mean background grey level
77 KEFL / KEM1
78 KEM1 * KEFL / KEL1M2
79 Degree of color purity of nuclear image
80 Average value of (G – B)/(G + B)
81 Third highest extinction
82 Standard deviation of (G – B)/(G + B)
83 extinction, R = red extinction For the following 10 features
84 G = green extinction, B = blue
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85 KEM1 / KELXM2
86 KEOMSU / KEOMSA
87 KETOTE /
88 CYTOTE (ZEFL – KEFL) * ZYM1
89 KEFL * KEM1
90 KEOMM2
91 Number of point clusters with values less than KEOMM1 –
92 Number of points with values less than KEOMM1 – KEOMM2
93 Number of point clusters with values greater than KEOMM1 + KEOMM2
94 Number of points with values greater than KEOMM1 + KEOMM2
95 Sum of squares of chromatin
96 Sum of magnitudes of chromatin
97 Sum of values of chromatin between original image and median in the area of
the nucleus
98 For the next 7 features “chromatin” is defined as the difference
99 Variance of difference between original and median
100 Mean difference between original and median
101 KEG1M1 * KEFL
102 Skewness of gradient of the nucleus Variance
103 Variance of gradient of the nucleus
104 Length of the longer semiaxis divided by the shorter
105 Nuclear area in square micrometers
106 Total optical density
107 Cell area in square micrometers
108 Standard deviation of (G – R)/(G + R)
109 Average difference in OD values between adjacent points in the nucleus
110 Maximal radius of nucleus
111 Nucleus / cell area ratio
112 Total nuclear extinction
113 Histogram transition probability elements of nuclei in green image
114 Nuclear area
115 Nuclear circularity
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116 Integrated optical density
117 Average optical density
118 Standard deviation of optical density
119 Third moment of densities
120 Short run length emphasis
121 Long run length emphasis
122 Gray level distribution
123 Run length distribution
124 Run pecentage
125 GLCM inverse contrast
126 GLCM Contrast
127 GLCM Homogeneity
128 Nuclear – cytoplasm contrast
129 Extinction of nucleus
130 SD density of nucleus Total density of nucleus
131 Extinction of cytoplasm SD density of cytoplasm
132 Total density of cytoplasm Mean transmission of cytoplasm
133 Perimeter of nucleus
134 Cell area Nuclear area
135 GLCM Triangular symmetry
136 GLCM Second diagonal moment
137 GLCM First diagonal moment
138 GLCM Maximum transition probability
139 GLCM Sum average of transition levels
140 GLCM Correlation of transition levels
141 Nuclear – cytoplamic area ratio * 100
142 Shape of nucleus Nper^2 N AREA
143 Mean density of cytoplasm
144 Mean transmission of nucleus
145 Mean density of nucleus
146 Short runs distribution
147 Long runs distribution
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148 Number of the relative maxima of the texture curve
149 Grey value Grey value Grey value
150 Mean extinction of the coarse chromatin particles
151 Grey value Number of the coarse chromatin particles
152 Form factor of the convex contour
153 Ratio of contour area and convex contour area
154 Radius ratio of a fitted ellipse
155 Radius ratio of the contour
156 Contour deviation of a fitted ellipse
157 Total nuclear extinction
158 Extinction range of the object Extinction range at the bottom of the texture
curve
159 Convex contour area Nuclear contour area
160 Relative standard deviation of the contour radius Form factor
161 Isolation threshold
162 Number of pixels in medium OD range
163 Average OD along nuclear periphery
164 Grey value Average grey level along long axis
165 Grey value Morphology Minor axis of best-fitting ellipse
166 Nuclear perimeter
167 Grey level nonuniformity
168 Roundness of nucleus
169 Run percentage
170 Run length distribution
171 Grey level distribution
172 Total absorbance
173 Run length nonuniformity adjacent pixels in the image
174 Correlation
175 Nuclear area in
176 Number of “nucleoli”
177 Maximal difference of the mean extinction in azimuthal distribution
178 Mean of the azimuthal extinction density
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179 Standard deviation of the radial extinction density
180 Mean of the radial extinction density
181 Range of the stochastic isolation
182
Threshold the stochastic isolation is started upon 1st isolation threshold
yielding to the desired form factor
183 Number of particles <2X standard deviation of the fine structure
184 Number of particles >2X standard deviation of the fine structure
185 Mean nuclear extinction
186 Standard deviation of the extinction within te nucleus
187 Mean extinction of the heterochoromatin
188 Relative proportion of the heterochromation extinction
189 Skewness of the extinction density within the nucleus
190 First momento of the chromatin fine struture
191 Second momento of the chromatin fine struture
192 Three momento of the chromatin fine struture
193 Special variance of texture lines
194 Maximum of distance distribution
195 Cytoplasm average density (green)
196 Cytoplasm color saturation
197 Nuclear gray level distribution (green)
198 Nuclear short run lengths (green)
199 Nuclear run length distribution (red)
200 Nuclear integrated density (red)
201 Nuclear color angle (hue)
202 Nuclear texture – short runs
203 Cytoplasmic area Cytoplasmic texture – runs percent
204 Nuclear area Average nuclear optical density
205 Nuclear integrated optical density
206 Morphology Nuclear : cytoplasmic ratio
207 Chromatin peripheral tendency
208 Average OD Run length nonuniformity
209 Total OD Peripheral tendency
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210 Grey level Average absorbance 20% above mean
211 Grey level Average absorbance
212 Grey level Average absorbance 20% below mean
213 TMP5 / TMP 1 run
214 Margination
215 regions Ratio of the OD distribution of heterochromatin and euchromatin
216 Run length percentage Run length non-uniformity ((maximum – mini-
mum)/M1)
217 Range of OD distribution of the nucleus, normalized to M1
218 Skewness of OD distribution of the inner rim
219 Skewness of distribution of the Laplacian filtered image
220 CV of the OD distribution of the nucleus centre
221 CV of OD distribution of the inner rim
222 Coefficient of variation of OD distribution of the nucleus
223 Area of the nucleus
224 Ratio of the mean OD of the whole nucleus and the rim
225 Skewness of the optical density distribution of the nucleus
226 Skewness of optical density of rim
227 Mean number of dark particles in nucleus
228 Mean optical density of nuclear rim
229 Variance of distances of texture lines 0.9
230 Value of the texture lines distribution
231 Size of cytoplasm Intensity of color
232 Average x-coordinate of color
233 Average distance between texture lines
234 Average y-coordinate of color
235 Number of texture lines
236 Mean frequency of texture lines
237 Maximum
238 Maximum of texture lines density function
239 Skewness of the optical density distribution
240 Largest optical density inside the object
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241 CV of OD distribution of euchromatin regions
242 CV of OD distribution of heterochromatin regions
243 Relative local minimum in the nucleus
244 Range in intensity between lightest local maximum and darkest
245 Medium density chromatin average extinction ratio
246 Medium average extinction ratio
247 Average distance of high density chromatin from the nuclear center
248 Total extinction ratio for medium density chromatin
249 Total area ratio for low density chromatin
250 Fractal area 1: optical density
251 Standard deviation of MOD IOD/AREA
252 GLCM element 2,4
253 Area of high density (dark staining) low frequency texture emphasis
254 Grey level % of nucleus with high density chromatin (dark staining)
255 Fraction of nucleus with large chromatin clumps
256 Entropy of total are of chromatin clearing (light stain)
257 Entropy
258 Entropy of fraction of nucleus with chromatin clearing (light stain)
259 The average value of (G-B)/(G+B) for all picture points with the green
260 OD in the upper third of its range.
261 The average value of (G-B)/(G+B) for all picture points with the green
262 OD in the upper third of its range.
263 R = Red OD.
264 The average value of (G-R)/(G+R) for all picture points with the
265 green OD (G) in the lower third of its range.
266 B = Blue OD. The average value of (G-B)/(G+B) for all picture points with
the
267 The sum of the optical density values for all points in the nucleus.
268 adjacent points in the nucleus.
269 The average difference of all optical density values between
270 The average optical density of all points in the nucleus.
271 The area of the nucleus in square micrometers.
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272 The area of the cell in square micrometers
273 The value of the third highest optical density value in the cell.
274 No. of average “gray” pixels in nucleus
275 Nuclear perimeter Run length matrix element 4,2
276 GLCM element 6,6 GLCM
277 GLCM element 5,6 GLCM
278 OD in range b.
279 The maximum OD in the image is divided into four nucleus with
280
OD in range a has as its neighbour a picture point ith probability,
appropriately normalized, that a picture point in the Histogram
equalized transition probabilities.
281 HNTRP(a,b) is the 296+N is the beam of the histogram of OD
282 (N-1)*5+1. smoothed five times and sampled at every fifth point.
283 The values of the cell optical density frequency histogram,
284 The standard deviation of (G-B)/(G+B) in the nuclear regions.
285 The standard deviation of (G-R)/(G+R) in the nuclear regions.
286 The average value of (G-R)/(G+R) in the nuclear regions.
287 The average value of (G-B)/(G+B) in the non-nuclear region.
288 The standard deviation of (G-R)/(G+R) in the non-nuclear region.
289 Mean of High Singles
290 Standard deviation of High Singles
291 Median of High Singles
292
Ext Ratio MA (mean optical density of the medium density chromatin
/ mean optical density of the low density chromatin)
293 Mean of Ext Ratio MA
294 Standard deviation of Ext Ratio MA
295 Median of Ext Ratio MA
296 Ext Ratio HA (mean optical density of the high
297 density chromatin / mean optical density of the low density chromatin)
298 Mean of Ext Ratio HA
299 Standard deviation of Ext Ratio HA
300 Median of Ext Ratio HA
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301 ExtRatio MHA (mean optical density of the low density chromatin)
302 Mean of Ext Ratio MHA
303 Standard deviation of Ext Ratio MHA
304 Median of Ext Ratio MHA
305 Circularity
306 Mean of Circularity
307 Standard deviation of Circularity
308 Area Ratio Low (area occupied by low density chromatin / total area of nu-
cleus)
309 Mean of Area Ratio Low
310 Standard deviation of Area Ratio Low
311 Median of Area Ratio Low
312 Area Ratio Med (area occupied by medium density chromatin / total area of
nucleus)
313 Mean of Area Ratio Med
314 Standard deviation of Area Ratio Med
315 Median of Area Ratio Med
316 Area Ratio High (area occupied by high density chromatin / total area of
nucleus)
317 Mean of Area Ratio High
318 Standard deviation of Area Ratio High
319 Median of Area Ratio High
320 Ext Ratio Low (integrated optical density of low
321 chromatin areas of nucleus / integrated optical density of entire nucleus)
322 Mean of Ext Ratio Low
323 Standard deviation of Ext Ratio Low
324 Median of Ext Ratio Low
325 Ext Ratio Med (integrated optical density of
326 medium density chromatin areas of nucleus / integrated optical density of
entire nucleus)
327 Mean of Ext Ratio Med
328 Standard deviation of Ext Ratio Med
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329 Median of Ext Ratio Med
330
Ext Ratio High (integrated optical density of high density chromatin areas of nuclear /
integrated optical density of entire nucleus)
331 Mean of Ext Ratio High
332 Standard deviation of Ext Ratio High
333 Median of Ext Ratio High
334 Low Singles (Number of low density chromatin single pixel clusters)
335 Mean of Low Singles
336 Standard deviation of Low Singles
337 Median of Low Singles
338 Med Singles (Number of medium density single pixelclusters)
339 Mean of Med Singles
340 Standard deviation of Med Singles
341 Median of Med Singles
342 High Singles (Number of high density single pixel clusters)
343 Standard deviation of Number of grey values in the nucleus
344 Median of Number of grey values in the nucleus
345 Maximum optical density
346 Mean of Maximum optical density
347 Standard deviation of Maximum optical density
348 Median of Maximum optical density
349 Minimum optical density
350 Mean of Minimum optical density
351 Standard deviation of Minimum optical density
352 Median of Minimum optical density
353 Mean optical density
354 Mean of Mean optical density
355 Standard deviation of Mean optical density
356 Median of Mean optical density
357 Variance of optical density
358 Mean of Variance of optical density
359 Standard deviation of Variance of optical density
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360 Median of Variance of optical density
361 Standard deviation of optical density
362 Mean of Standard deviation of optical density
363 Standard deviation of
364 Standard deviation of optical density
365 Median of Standard deviation of optical density
366 Skewness of optical density
367 Mean of Skewness of optical density
368 Standard deviation of Skewness of optical density
369 Median of Skewness of optical density
370 Kurtosis of optical density
371 Mean of Kurtosis of optical density
372 Standard deviation of Kurtosis of optical density
373 Median of Kurtosis of optical density
374 Density of single pixel maxima
375 Mean of Density of single pixel maxim
376 Mean of IOD
377 Standard deviation of IOD
378 Median of IOD
379 Neighbours (number of neighbouring pixels with the same grey value)
380 Mean of neighbours
381 Standard deviation of neighbours
382 Median of neighbours
383 Range of grey values in nucleus
384 Mean of Range of grey values in nucleus
385 Standard deviation of Range of grey values in nucleus
386 Median of Range of grey values in nucleus
387 Perim Grey SD (standard deviation of the pixel values in a three-pixel annulus
around the nucleus)
388 Mean of Perim Grey SD
389 Standard deviation of Perim Grey SD
390 Median of Perim Grey SD
APÉNDICE D. DESCRIPTORES MAC 160
391
Int Grey SD (standard deviation of the pixel values of the interior of the nucleus
(excluding a three-pixel perimeter))
392 Mean of Int Grey SD
393 Standard deviation of Int Grey SD
394 Median of Int Grey SD
395 Phi 1 (Invariant central moment 1)
396 Mean of Phi 1
397 Standard deviation of Phi 1
398 Median of Phi 1
399 Phi 2 (Invariant central moment 2)
400 Mean of Phi 2
Descriptores adicionados
401 Standard deviation of Phi 2
402 Median of Phi 2
403 Phi 3 (Invariant central moment 3)
404 Mean of Phi 3
405 Mean_Identify2_Texture_SumVariance_OrigGray_3_02
406 Mean_Identify2_Texture_SumVariance_OrigGray_3_03
407 Mean_Identify2_Texture_Variance_OrigGray_3_00
408 Mean_Identify2_Texture_Variance_OrigGray_3_01
409 Granularity_4_OrigGray
410 Granularity_5_OrigGray
411 Granularity_6_OrigGray
412 Granularity_7_OrigGray
413 Granularity_8_OrigGray
414 Granularity_9_OrigGray
415 Intensity_IntegratedIntensityEdge_OrigGray
416 Intensity_IntegratedIntensity_OrigGray
417 Intensity_LowerQuartileIntensity_OrigGray
418 Intensity_MADIntensity_OrigGray
419 Intensity_MassDisplacement_OrigGray
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420 Intensity_MaxIntensityEdge_OrigGray
421 Intensity_MaxIntensity_OrigGray
422 Intensity_MeanIntensityEdge_OrigGray
423 Intensity_MeanIntensity_OrigGray
424 Intensity_MedianIntensity_OrigGray
425 Intensity_MinIntensityEdge_OrigGray
426 Intensity_MinIntensity_OrigGray
427 Intensity_StdIntensityEdge_OrigGray
428 Intensity_StdIntensity_OrigGray
429 Intensity_UpperQuartileIntensity_OrigGray
430 Location_CenterMassIntensity_X_OrigGray
431 Location_CenterMassIntensity_Y_OrigGray
432 Location_CenterMassIntensity_Z_OrigGray
433 RadialDistribution_FracAtD_OrigGray_3of4
434 RadialDistribution_FracAtD_OrigGray_4of4
435 RadialDistribution_MeanFrac_OrigGray_1of4
436 RadialDistribution_MeanFrac_OrigGray_2of4
437 RadialDistribution_MeanFrac_OrigGray_3of4
438 RadialDistribution_MeanFrac_OrigGray_4of4
439 RadialDistribution_RadialCV_OrigGray_1of4
440 RadialDistribution_RadialCV_OrigGray_2of4
441 RadialDistribution_RadialCV_OrigGray_3of4
442 RadialDistribution_RadialCV_OrigGray_4of4
443 Texture_AngularSecondMoment_OrigGray_3_00
444 Texture_AngularSecondMoment_OrigGray_3_01
445 Texture_AngularSecondMoment_OrigGray_3_02
446 Texture_AngularSecondMoment_OrigGray_3_03
447 Texture_Contrast_OrigGray_3_00
448 Texture_Contrast_OrigGray_3_01
449 Texture_Contrast_OrigGray_3_02
450 Texture_Contrast_OrigGray_3_03
451 Texture_Correlation_OrigGray_3_00
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452 Texture_Correlation_OrigGray_3_01
453 Texture_Correlation_OrigGray_3_02
454 Texture_Correlation_OrigGray_3_03
455 Texture_DifferenceEntropy_OrigGray_3_00
456 Texture_DifferenceEntropy_OrigGray_3_01
457 Texture_DifferenceEntropy_OrigGray_3_02
458 Texture_DifferenceEntropy_OrigGray_3_03
459 Texture_DifferenceVariance_OrigGray_3_00
460 Texture_DifferenceVariance_OrigGray_3_01
461 Texture_DifferenceVariance_OrigGray_3_02
462 Texture_DifferenceVariance_OrigGray_3_03
463 Texture_Entropy_OrigGray_3_00
464 Texture_Entropy_OrigGray_3_01
465 Texture_Entropy_OrigGray_3_02
466 Texture_Entropy_OrigGray_3_03
467 Texture_InfoMeas1_OrigGray_3_00
468 Texture_InfoMeas1_OrigGray_3_01
469 Texture_InfoMeas1_OrigGray_3_02
470 Texture_InfoMeas1_OrigGray_3_03
471 Texture_InfoMeas2_OrigGray_3_00
472 Texture_InfoMeas2_OrigGray_3_01
473 Texture_InfoMeas2_OrigGray_3_02
474 Texture_InfoMeas2_OrigGray_3_03
475 Texture_InverseDifferenceMoment_OrigGray_3_00
476 Texture_InverseDifferenceMoment_OrigGray_3_01
477 Texture_InverseDifferenceMoment_OrigGray_3_02
478 Mean_Identify2_Granularity_1_OrigGray
479 Mean_Identify2_Granularity_2_OrigGray
480 Mean_Identify2_Granularity_3_OrigGray
481 Mean_Identify2_Granularity_4_OrigGray
482 Mean_Identify2_Granularity_5_OrigGray
483 Mean_Identify2_Granularity_6_OrigGray
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484 Mean_Identify2_Granularity_7_OrigGray
485 Mean_Identify2_Granularity_8_OrigGray
486 Mean_Identify2_Granularity_9_OrigGray
487 Mean_Identify2_Intensity_IntegratedIntensityEdge_OrigGray
488 Mean_Identify2_Intensity_IntegratedIntensity_OrigGray
489 Mean_Identify2_Intensity_LowerQuartileIntensity_OrigGray
490 Mean_Identify2_Intensity_MADIntensity_OrigGray
491 Mean_Identify2_Intensity_MassDisplacement_OrigGray
492 Mean_Identify2_Intensity_MaxIntensityEdge_OrigGray
493 Mean_Identify2_Intensity_MaxIntensity_OrigGray
494 Mean_Identify2_Intensity_MeanIntensityEdge_OrigGray
495 Mean_Identify2_Intensity_MeanIntensity_OrigGray
496 Mean_Identify2_Intensity_MedianIntensity_OrigGray
497 Mean_Identify2_Intensity_MinIntensityEdge_OrigGray
498 Mean_Identify2_Intensity_MinIntensity_OrigGray
499 Mean_Identify2_Intensity_StdIntensityEdge_OrigGray
500 Mean_Identify2_Intensity_StdIntensity_OrigGray
501 Mean_Identify2_Intensity_UpperQuartileIntensity_OrigGray
502 Mean_Identify2_Location_CenterMassIntensity_X_OrigGray
503 Mean_Identify2_Location_CenterMassIntensity_Y_OrigGray
504 Mean_Identify2_Location_CenterMassIntensity_Z_OrigGray
505 Mean_Identify2_Location_Center_X
506 Mean_Identify2_Location_Center_Y
507 Mean_Identify2_Location_Center_Z
508 Mean_Identify2_Location_MaxIntensity_X_OrigGray
509 Mean_Identify2_Location_MaxIntensity_Y_OrigGray
510 Mean_Identify2_Location_MaxIntensity_Z_OrigGray
511 Mean_Identify2_RadialDistribution_FracAtD_OrigGray_1of4
512 Mean_Identify2_RadialDistribution_FracAtD_OrigGray_2of4
513 Mean_Identify2_RadialDistribution_FracAtD_OrigGray_3of4
514 Mean_Identify2_RadialDistribution_FracAtD_OrigGray_4of4
515 Mean_Identify2_RadialDistribution_MeanFrac_OrigGray_1of4
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516 Mean_Identify2_RadialDistribution_MeanFrac_OrigGray_2of4
517 Mean_Identify2_RadialDistribution_MeanFrac_OrigGray_3of4
518 Mean_Identify2_RadialDistribution_MeanFrac_OrigGray_4of4
519 Mean_Identify2_RadialDistribution_RadialCV_OrigGray_1of4
520 Mean_Identify2_RadialDistribution_RadialCV_OrigGray_2of4
521 Mean_Identify2_RadialDistribution_RadialCV_OrigGray_3of4
522 Mean_Identify2_RadialDistribution_RadialCV_OrigGray_4of4
523 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_0_0
524 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_1_1
525 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_2_0
526 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_2_2
527 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_3_1
528 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_3_3
529 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_4_0
530 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_4_2
531 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_4_4
532 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_5_1
533 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_5_3
534 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_5_5
535 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_0
536 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_2
537 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_4
538 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_6
539 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_1
540 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_3
541 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_5
542 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_7
543 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_0
544 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_2
545 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_4
546 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_6
547 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_8
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548 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_9_1
549 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_9_3
550 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_9_5
551 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_9_7
552 Mean_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_9_9
553 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_0_0
554 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_1_1
555 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_2_0
556 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_2_2
557 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_3_1
558 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_3_3
559 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_4_0
560 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_4_2
561 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_4_4
562 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_5_1
563 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_5_3
564 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_5_5
565 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_6_0
566 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_6_2
567 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_6_4
568 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_6_6
569 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_7_1
570 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_7_3
571 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_7_5
572 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_7_7
573 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_8_0
574 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_8_2
575 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_8_4
576 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_8_6
577 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_8_8
578 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_9_1
579 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_9_3
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580 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_9_5
581 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_9_7
582 Mean_Identify2_RadialDistribution_ZernikePhase_OrigGray_9_9
583 Mean_Identify2_Texture_AngularSecondMoment_OrigGray_3_00
584 Mean_Identify2_Texture_AngularSecondMoment_OrigGray_3_01
585 Mean_Identify2_Texture_AngularSecondMoment_OrigGray_3_02
586 Mean_Identify2_Texture_AngularSecondMoment_OrigGray_3_03
587 Mean_Identify2_Texture_Contrast_OrigGray_3_00
588 Mean_Identify2_Texture_Contrast_OrigGray_3_01
589 Mean_Identify2_Texture_Contrast_OrigGray_3_02
590 Mean_Identify2_Texture_Contrast_OrigGray_3_03
591 Mean_Identify2_Texture_Correlation_OrigGray_3_00
592 Mean_Identify2_Texture_Correlation_OrigGray_3_01
593 Mean_Identify2_Texture_Correlation_OrigGray_3_02
594 Mean_Identify2_Texture_Correlation_OrigGray_3_03
595 Mean_Identify2_Texture_DifferenceEntropy_OrigGray_3_00
596 Mean_Identify2_Texture_DifferenceEntropy_OrigGray_3_01
597 Mean_Identify2_Texture_DifferenceEntropy_OrigGray_3_02
598 Mean_Identify2_Texture_DifferenceEntropy_OrigGray_3_03
599 Mean_Identify2_Texture_DifferenceVariance_OrigGray_3_00
600 Mean_Identify2_Texture_DifferenceVariance_OrigGray_3_01
601 Mean_Identify2_Texture_DifferenceVariance_OrigGray_3_02
602 Mean_Identify2_Texture_DifferenceVariance_OrigGray_3_03
603 Mean_Identify2_Texture_Entropy_OrigGray_3_00
604 Mean_Identify2_Texture_Entropy_OrigGray_3_01
605 Mean_Identify2_Texture_Entropy_OrigGray_3_02
606 Mean_Identify2_Texture_Entropy_OrigGray_3_03
607 Mean_Identify2_Texture_InfoMeas1_OrigGray_3_00
608 Mean_Identify2_Texture_InfoMeas1_OrigGray_3_01
609 Mean_Identify2_Texture_InfoMeas1_OrigGray_3_02
610 Mean_Identify2_Texture_InfoMeas1_OrigGray_3_03
611 Mean_Identify2_Texture_InfoMeas2_OrigGray_3_00
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612 Mean_Identify2_Texture_InfoMeas2_OrigGray_3_01
613 Mean_Identify2_Texture_InfoMeas2_OrigGray_3_02
614 Mean_Identify2_Texture_InfoMeas2_OrigGray_3_03
615 Mean_Identify2_Texture_InverseDifferenceMoment_OrigGray_3_00
616 Mean_Identify2_Texture_InverseDifferenceMoment_OrigGray_3_01
617 Mean_Identify2_Texture_InverseDifferenceMoment_OrigGray_3_02
618 Mean_Identify2_Texture_InverseDifferenceMoment_OrigGray_3_03
619 Mean_Identify2_Texture_SumAverage_OrigGray_3_00
620 Mean_Identify2_Texture_SumAverage_OrigGray_3_01
621 Mean_Identify2_Texture_SumAverage_OrigGray_3_02
622 Mean_Identify2_Texture_SumAverage_OrigGray_3_03
623 Mean_Identify2_Texture_SumEntropy_OrigGray_3_00
624 Mean_Identify2_Texture_SumEntropy_OrigGray_3_01
625 Mean_Identify2_Texture_SumEntropy_OrigGray_3_02
626 Mean_Identify2_Texture_SumEntropy_OrigGray_3_03
627 Mean_Identify2_Texture_SumVariance_OrigGray_3_00
628 Mean_Identify2_Texture_SumVariance_OrigGray_3_01
629 Mean_Identify2_Texture_SumVariance_OrigGray_3_02
630 Mean_Identify2_Texture_SumVariance_OrigGray_3_03
631 Mean_Identify2_Texture_Variance_OrigGray_3_00
632 Mean_Identify2_Texture_Variance_OrigGray_3_01
633 Mean_Identify2_Texture_Variance_OrigGray_3_02
634 Mean_Identify2_Texture_Variance_OrigGray_3_03
635 Median_Identify2_AreaShape_Area
636 Median_Identify2_AreaShape_Center_X
637 Median_Identify2_AreaShape_Center_Y
638 Median_Identify2_AreaShape_Center_Z
639 Median_Identify2_AreaShape_Compactness
640 Median_Identify2_AreaShape_Eccentricity
641 Median_Identify2_AreaShape_EulerNumber
642 Median_Identify2_AreaShape_Extent
643 Median_Identify2_AreaShape_FormFactor
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644 Median_Identify2_AreaShape_MajorAxisLength
645 Median_Identify2_AreaShape_MaxFeretDiameter
646 Median_Identify2_AreaShape_MaximumRadius
647 Median_Identify2_AreaShape_MeanRadius
648 Median_Identify2_AreaShape_MedianRadius
649 Median_Identify2_AreaShape_MinFeretDiameter
650 Median_Identify2_AreaShape_MinorAxisLength
651 Median_Identify2_AreaShape_Orientation
652 StDev_Identify2_AreaShape_FormFactor
653 StDev_Identify2_AreaShape_MajorAxisLength
654 StDev_Identify2_AreaShape_MaxFeretDiameter
655 StDev_Identify2_AreaShape_MaximumRadius
656 StDev_Identify2_AreaShape_MeanRadius
657 StDev_Identify2_AreaShape_MedianRadius
658 StDev_Identify2_AreaShape_MinFeretDiameter
659 StDev_Identify2_AreaShape_MinorAxisLength
660 StDev_Identify2_AreaShape_Orientation
661 StDev_Identify2_AreaShape_Perimeter
662 StDev_Identify2_AreaShape_Solidity
663 StDev_Identify2_AreaShape_Zernike_0_0
664 StDev_Identify2_AreaShape_Zernike_1_1
665 StDev_Identify2_AreaShape_Zernike_2_0
666 StDev_Identify2_AreaShape_Zernike_2_2
667 StDev_Identify2_AreaShape_Zernike_3_1
668 StDev_Identify2_AreaShape_Zernike_3_3
669 StDev_Identify2_AreaShape_Zernike_4_0
670 StDev_Identify2_AreaShape_Zernike_4_2
671 StDev_Identify2_AreaShape_Zernike_4_4
672 StDev_Identify2_AreaShape_Zernike_5_1
673 StDev_Identify2_AreaShape_Zernike_5_3
674 StDev_Identify2_AreaShape_Zernike_5_5
675 StDev_Identify2_AreaShape_Zernike_6_0
APÉNDICE D. DESCRIPTORES MAC 169
676 StDev_Identify2_AreaShape_Zernike_6_2
677 StDev_Identify2_AreaShape_Zernike_6_4
678 StDev_Identify2_AreaShape_Zernike_6_6
679 StDev_Identify2_AreaShape_Zernike_7_1
680 StDev_Identify2_AreaShape_Zernike_7_3
681 StDev_Identify2_AreaShape_Zernike_7_5
682 StDev_Identify2_AreaShape_Zernike_7_7
683 StDev_Identify2_AreaShape_Zernike_8_0
684 StDev_Identify2_AreaShape_Zernike_8_2
685 StDev_Identify2_AreaShape_Zernike_8_4
686 StDev_Identify2_AreaShape_Zernike_8_6
687 StDev_Identify2_AreaShape_Zernike_8_8
688 StDev_Identify2_AreaShape_Zernike_9_1
689 StDev_Identify2_AreaShape_Zernike_9_3
690 StDev_Identify2_AreaShape_Zernike_9_5
691 StDev_Identify2_AreaShape_Zernike_9_7
692 StDev_Identify2_AreaShape_Zernike_9_9
693 StDev_Identify2_Granularity_10_OrigGray
694 StDev_Identify2_Granularity_11_OrigGray
695 StDev_Identify2_Granularity_12_OrigGray
696 StDev_Identify2_Granularity_13_OrigGray
697 StDev_Identify2_Granularity_14_OrigGray
698 StDev_Identify2_Granularity_15_OrigGray
699 StDev_Identify2_Granularity_16_OrigGray
700 StDev_Identify2_Granularity_1_OrigGray
701 StDev_Identify2_Granularity_2_OrigGray
702 StDev_Identify2_Granularity_3_OrigGray
703 StDev_Identify2_Granularity_4_OrigGray
704 StDev_Identify2_Granularity_5_OrigGray
705 StDev_Identify2_Granularity_6_OrigGray
706 StDev_Identify2_Granularity_7_OrigGray
707 StDev_Identify2_Granularity_8_OrigGray
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708 StDev_Identify2_Granularity_9_OrigGray
709 StDev_Identify2_Intensity_IntegratedIntensityEdge_OrigGray
710 StDev_Identify2_Intensity_IntegratedIntensity_OrigGray
711 StDev_Identify2_Intensity_LowerQuartileIntensity_OrigGray
712 StDev_Identify2_Intensity_MADIntensity_OrigGray
713 StDev_Identify2_Intensity_MassDisplacement_OrigGray
714 StDev_Identify2_Intensity_MaxIntensityEdge_OrigGray
715 StDev_Identify2_Intensity_MaxIntensity_OrigGray
716 StDev_Identify2_Intensity_MeanIntensityEdge_OrigGray
717 StDev_Identify2_Intensity_MeanIntensity_OrigGray
718 StDev_Identify2_Intensity_MedianIntensity_OrigGray
719 StDev_Identify2_Intensity_MinIntensityEdge_OrigGray
720 StDev_Identify2_Intensity_MinIntensity_OrigGray
721 StDev_Identify2_Intensity_StdIntensityEdge_OrigGray
722 StDev_Identify2_Intensity_StdIntensity_OrigGray
723 StDev_Identify2_Intensity_UpperQuartileIntensity_OrigGray
724 StDev_Identify2_Location_CenterMassIntensity_X_OrigGray
725 StDev_Identify2_Location_CenterMassIntensity_Y_OrigGray
726 StDev_Identify2_Location_CenterMassIntensity_Z_OrigGray
727 StDev_Identify2_Location_Center_X
728 StDev_Identify2_Location_Center_Y
729 StDev_Identify2_Location_Center_Z
730 StDev_Identify2_Location_MaxIntensity_X_OrigGray
731 StDev_Identify2_Location_MaxIntensity_Y_OrigGray
732 StDev_Identify2_Location_MaxIntensity_Z_OrigGray
733 StDev_Identify2_RadialDistribution_FracAtD_OrigGray_1of4
734 StDev_Identify2_RadialDistribution_FracAtD_OrigGray_2of4
735 StDev_Identify2_RadialDistribution_FracAtD_OrigGray_3of4
736 StDev_Identify2_RadialDistribution_FracAtD_OrigGray_4of4
737 StDev_Identify2_RadialDistribution_MeanFrac_OrigGray_1of4
738 StDev_Identify2_RadialDistribution_MeanFrac_OrigGray_2of4
739 StDev_Identify2_RadialDistribution_MeanFrac_OrigGray_3of4
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740 StDev_Identify2_RadialDistribution_MeanFrac_OrigGray_4of4
741 StDev_Identify2_RadialDistribution_RadialCV_OrigGray_1of4
742 StDev_Identify2_RadialDistribution_RadialCV_OrigGray_2of4
743 StDev_Identify2_RadialDistribution_RadialCV_OrigGray_3of4
744 StDev_Identify2_RadialDistribution_RadialCV_OrigGray_4of4
745 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_0_0
746 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_1_1
747 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_2_0
748 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_2_2
749 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_3_1
750 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_3_3
751 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_4_0
752 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_4_2
753 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_4_4
754 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_5_1
755 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_5_3
756 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_5_5
757 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_0
758 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_2
759 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_4
760 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_6_6
761 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_1
762 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_3
763 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_5
764 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_7_7
765 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_0
766 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_2
767 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_4
768 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_6
769 StDev_Identify2_RadialDistribution_ZernikeMagnitude_OrigGray_8_8
770 StDev_Identify2_Texture_Variance_OrigGray_3_00
771 StDev_Identify2_Texture_Variance_OrigGray_3_01
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772 StDev_Identify2_Texture_Variance_OrigGray_3_02
773 StDev_Identify2_Texture_Variance_OrigGray_3_03
774 Threshold_FinalThreshold_Identify2
775 Threshold_FinalThreshold_IdentifyPrimaryObjects
776 Threshold_OrigThreshold_Identify2
777 Threshold_OrigThreshold_IdentifyPrimaryObjects
778 Threshold_SumOfEntropies_Identify2
779 Threshold_SumOfEntropies_IdentifyPrimaryObjects
780 Threshold_WeightedVariance_Identify2
781 Threshold_WeightedVariance_IdentifyPrimaryObjects
782 Width_nucleo
Descriptores Nominales
783 Edad
784 Etnia
785 MetodosAnticonsetivos
786 Abortos
787 FaseMestrual
788 CelulasAtipicasEscamosas
789 ProcedimientosCU
790 Gestaciones
791 Nasimientos
792 AspetoUtero
793 CitologiaAnterior
794 Ascus
795 DiagNostico
Tabla D.1: Descriptores usados en los experimentos
