Selected data transformation techniques in time series modeling are evaluated using real-life data on Botswana Gross Domestic Product (GDP). The transformation techniques considered were modified, although reasonable estimates of the original with no significant difference at 0.05 α = level were obtained: minimizing square of first difference (MFD) and minimizing square of second difference (MSD) provided the best transformation for GDP, whereas the Goldstein and Khan (GKM) method had a deficiency of losing data points. The Box-Jenkins procedure was adapted to fit suitable ARIMA (p, d, q) models to both the original and transformed series, with AIC and SIC as model order criteria. ARIMA (3, 1, 0) and ARIMA (1, 0, 0) were identified, respectively, to the original and log of the transformed series. All estimates of the fitted stationary series were significant and provided a reliable forecast.
Introduction
The foremost difficulty with economic research in developing countries is the dearth of data. Much of the available economic time series data are constructed out of bits and pieces that must be shaped and arranged to yield a final series that is useable for model building. One way to circumvent this problem is to estimate some components for dates for which time series is not readily available from known values of that component for other dates For example, the US real Gross Domestic Product (GDP) and German real GDP are produced and publicly released at quarterly intervals, although both US and German economic analysts and business- (Stum & Wollmershauser, 2005) , quarterly figures may be required only when the series of annual data are available. This problem has led to several transformations of the data to the form required by researchers for particular research objectives. Economists use many transformations of time series data to help extract economically relevant information (Cohen, 2001) .
A facet of the research conducted focuses on the interpolation of some values of a series at a given time period by a related series (Friedman, 1962) . The problem with this technique is that it assumes that a related seriesas well as some values of the series to be interpolated -are readily available: this may not be the case in developing countries. Various studies have been concerned with the derivation of quarterly figures from annual data, including Lisman and Sandee (1964), Boot, et al. (1967) and Goldstein & Khan (1976) ; in each of these examples the value of a quarterly figure for each year t , is considered as a weighted average of the totals of the years. A system of equations is built from which weighted coefficients were calculated subject to some criteria.
The challenge, therefore, is to explore the efficiency of the transformation techniques and analyze their prediction potential. Some transformation techniques can be found in Boot, et al. (1967) which introduced two methods that involve minimizing the squared first differences (MSFD) and minimizing the squared second differences (MSSD). Goldstein and Khan (1976) proposed an interpolation technique based on the quadratic function: the transformed data could be modeled appropriately by checking the order of the fitted model using model order selection criteria as discussed by Shibata (1976) .
In this article, the focus is to evaluate the efficacy of data transformation techniques with the aim of using two known models' order determination criteria to produce the best model order-transformation technique for forecasting economic time series with application to Botswana GDP data. This is considered a challenge to analysts in view of the dearth of quarterly economic series data in some sectors of a nation's economy where only annual data is available.
Methodology
The Technique and Model Determination Boot, et al. (1967) considered two procedures for the interpolation of quarterly figures given only annual data; the basis of their research is the work of Lisman & Sandel (1964) . The first approach is based on the criterion that minimizes the sum of square of the first difference (MFD) between the successive quarterly values, which are subject to the constraint that, each year, the sum of the quarterly total should equal the yearly totals.
Mathematically, consider n years for which it is necessary to minimize 
The MFD derived formula for calculating the estimated quarterly total within three successive years is given as: 
All of these methods are known to have limitations (Boot, et al., 1967) , thus other mathematical methods of interpolation have been developed by researchers such as Glejer (1966), Boots and Feibes (1967) and Vangrevelinghe (1966) . The choice of method as described in (i)-(iv) is based on the similarity in their computation. It would be of tremendous assistance to analysts if the various methods are subjected to real-life data experimentation, while the transformed data are modeled with an appropriate check on the models order to ascertain their suitability in forecasting.
In this article it is assumed that the y's are moving by 3 points, models are run up to n-2, and the identified (or fitted) model is used to compute n-1 and n so that no year is omitted and the model provides a reasonable degree appropriateness for the transformed data. The Box-Jenkins modeling was performed on both the original and transformed data with a view to forecast. However, the unknown value of the model order, P, may constitute a casualty in modeling as attempts to under fit increases the residual variance, while over fitting results in too many parameters which eventually causes unreliability (Jones, 1975; Shibata, 1976) . Various selection criteria have been advanced for model order selection (Box, Jenkins & Reinsel, 1994) The order in which two of these criteria agree shall be considered to be the best order for the data.
Results Data Analysis: Transformation and Modeling of Botswana GDP Data
Data presented in Appendix I shows that no significant variation exists between the average values of data computed by the three techniques and the original data. The test of difference conducted between the original series and the transformed series indicates that there is no significant difference between the means of the GDP, MFD, MSD and GKM. It was observed (see Appendix II), that the MFD and MSD provided the best transformation for the Botswana GDP data while the GKM had a deficiency of losing data points. The proposed method of moving point incorporated into the selected techniques is shown to be worthwhile because neither the MFD nor the MSD lost any data.
Model Selection and Order Determination
The original GDP series is made stationary by taking the first difference (see Appendix II) -an autoregressive process of order 3 is identified as the most suitable model. Based on AIC and SIC criteria, the fitted values (Appendix II) are adequate as indicated in Figure 2 and the bounds placed on the fitted values appear to have accommodated the original values adequately.
The MFD, MSD and GKM series became stationary only when the logtransformation was taken, the AIC, SIC and model RESIDUALS were the criteria used in selecting the best order for the model and these identified the AR (1) models to MFD, MSD and GKM. The behavior of the fitted values (see Appendix III, Figures 1-4 
