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Abstract
An acyclic edge coloring of a graph G is a proper edge coloring such that no bichromatic
cycles are produced. The acyclic edge coloring conjecture by Fiamcˇik (1978) and Alon, Sudakov
and Zaks (2001) states that every simple graph with maximum degree ∆ is acyclically edge
(∆ + 2)-colorable. Despite many milestones, the conjecture remains open even for planar graphs.
In this paper, we confirm affirmatively the conjecture on planar graphs without intersecting
triangles. We do so by first showing, by discharging methods, that every planar graph without
intersecting triangles must have at least one of the six specified groups of local structures, and
then proving the conjecture by recoloring certain edges in each such local structure and by
induction on the number of edges in the graph.
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1 Introduction
Let G be a simple graph with vertex set V (G) and edge set E(G). For an integer k ≥ 2, a (proper)
edge k-coloring is a mapping c : E(G) → {1, 2, . . . , k} such that any two adjacent edges receive
different colors. (We drop “proper” in the sequel.) G is edge k-colorable if G has an edge k-coloring.
The chromatic index χ′(G) of G is the smallest integer k such that G is edge k-colorable. An edge
k-coloring c of G is called acyclic if there are no bichromatic cycles in G, i.e., the subgraph of G
induced by any two colors is a forest. The acyclic chromatic index of G, denoted by a′(G), is the
smallest integer k such that G is acyclically edge k-colorable.
Recall that a connected graph has a block-cut tree representation in which each block is a
2-connected component and two blocks overlap at at most one cut-vertex. Since we may swap
any two colors inside a block, if necessary, in the context of edge coloring or acyclic edge coloring
we assume w.l.o.g. that G is 2-connected. In the sequel, only simple and 2-connected graphs are
considered in this paper.
Let ∆(G) (∆ for short and reserved) denote the maximum degree of the graph G. One sees that
∆ ≤ χ′(G) ≤ a′(G). Note that χ′(G) ≤ ∆ + 1 by Vizing’s theorem [16] and that a′(K4) = ∆ + 2.
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Fiamcˇik [7] and Alon, Sudakov and Zaks [2] independently made the following acyclic edge coloring
conjecture (AECC):
Conjecture 1 (AECC) For any graph G, a′(G) ≤ ∆ + 2.
For an arbitrary graph G, the following milestones have been achieved: Alon, McDiarmid and
Reed [1] proved that a′(G) ≤ 64∆ by a probabilistic argument. The upper bound was improved to
16∆ [10], to d9.62(∆− 1)e [11], to 4∆− 4 [6], and most recently in 2017 to d3.74(∆− 1)e+ 1 by
Giotis et al. [8] using the Lova´sz local lemma. On the other hand, the AECC has been confirmed
true for graphs with ∆ ∈ {3, 4} [15, 3, 4, 14, 19].
When G is planar, i.e., G can be drawn in the two-dimensional plane so that its edges intersect
only at their ending vertices, Basavaraju et al. [5] showed that a′(G) ≤ ∆ + 12. The upper bound
was improved to ∆ + 7 by Wang, Shu and Wang [21] and to ∆ + 6 by Wang and Zhang [18].
The AECC has been confirmed true for planar graphs without i-cycles for each i ∈ {3, 4, 5, 6} in
[13, 20, 12, 22], respectively.
A triangle is synonymous with a 3-cycle. We say that two triangles are adjacent if they share a
common edge, and are intersecting if they share at least a common vertex. Recall that the truth of
the AECC for planar graphs without triangles has been verified in [13]. When a planar graph G
contains triangles but no intersecting triangles, Hou, Roussel and Wu [9] proved the upper bound
a′(G) ≤ ∆ + 5, and Wang and Zhang [17] improved it to a′(G) ≤ ∆ + 3. This paper focus on planar
graphs without intersecting triangles too, and we completely resolve the AECC by showing the
following main theorem.
Theorem 1 The AECC is true for planar graphs without intersecting triangles.
The rest of the paper is organized as follows. In Section 2, we characterize six groups of local
structures (also called configurations), and by discharging methods we prove that any planar graph
without intersecting triangles must contain at least one of these local structures. Incorporating
a known property of edge colorings and bichromatic cycles (Lemma 9), in Section 3 we prove by
induction on the number of edges that the graph admits an acyclic edge (∆ + 2)-coloring. We
conclude the paper in Section 4.
2 The six groups of local structures
Recall that we consider only simple 2-connected planar graphs.
Given a graph G, let d(v) denote the degree of the vertex v in G. A vertex of degree k (at
least k, at most k, respectively) is called a k-vertex (k+-vertex, k−-vertex, respectively). Let nk(v)
(nk+(v), nk−(v), respectively) denote the number of k-vertices (k
+-vertices, k−-vertices, respectively)
adjacent to v in G.
Theorem 2 Let G be a simple 2-connected planar graph with ∆ ≥ 5 and without intersecting
triangles. Then G contains at least one of the following local structures (or configurations, used
interchangeably) (A1)–(A6), as depicted in Figure 1:
(A1) A path uvw such that at least one of the following holds:
(A1.1) d(v) = 2 and d(u) ≤ 5;
(A1.2) d(u) = d(v) = 3;
(A1.3) d(v) = 3, d(u) = 4, and uw ∈ E(G);
Acyclic edge coloring conjecture on planar graphs 3
u v w
 1.1A
5 u v
w1u
2u
 2.1A
x
 1.3A
u
v
w
1u
2u
1v
3
3
3
 1.2A
u v
3
1u2u
3u
4u 5u
  1d uu 
w
1v
 1.5A
u
v
w
1u
2u
1w
3u
2w
3w
u v w1u
2u
1v 2v
1w
2w
 1.4A
3
 2.2A
u v
2
1u2u
3u
4u
  1d uu 
w
35u
6u3
2u
4u
 3.2A
u v
23
u
5u
  1d uu 
w
5x
u v
2
4u 5u
  1d uu 
w
5x
1u2u 1u
3u
 4.2A
u v
2
1u2u
3u
4u 5
u   1d u
u 
w
5
1u
 3.1A
u v
1w
2u 1
v
4w
3v 2
v
2w
3w
1u
 3.2A
u v
1w
2u 1
v
4w
3v 2
v
2w
3w
5w
u w
v
2v1v
1u
2u
1w
2w
 4A  5.1A
u v
4u3u
2u
1v
2v
1u
 5.2A
u v
4u3u
2u
2v
 1 1u v
 5.3A  5.4A  6.1A
2u
u v 1v
4u
2v
5u
3u
1u
 6.2A
2u
u v 1v
4u
2v
5u
3u
1u
u v
4u3u
2u
1v
2v
1u
u v
4u3u
2u
1v
2v
1u
5 1
u
 3.3A
u v
1w
2u 1
v
4w
3v 2
v
2w
3w
5w
Figure 1: The six groups of local structures (A1)–(A6) specified in Theorem 2. In each local
structure, filled vertices are distinct from each other, each has its degree determined, and some or all
its neighbors determined; a non-filled vertex could collide into another vertex, has an undetermined
degree, but an upper-bound on its degree, if known, would be shown. Vertex labels start with a
character. A dashed edge indicates existence of zero, one, or more edges incident at the vertex.
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(A1.4) d(v) = 4 and d(u) = d(w) = 3;
(A1.5) d(v) = 3 and d(u) = d(w) = 4.
(A2) A 6
+-vertex u adjacent to a 2-vertex v. Let u1, u2, . . . , ud(u)−1 be the other neighbors of u.
Then at least one of the following cases holds:
(A2.1) n2(u) + n3(u) ≥ d(u)− 2;
(A2.2) n2(u) + n3(u) = d(u)− 3 and n3(u) ≤ 3;
(A2.3) n2(u) = d(u)− 4, d(uj) = 2 for 5 ≤ j ≤ d(u)− 1, n2(u4) ∈ {d(u4)− 4, d(u4)− 5}, and
u3u4 ∈ E(G);
(A2.4) n2(u) = d(u)− 5, d(uj) = 2 for 6 ≤ j ≤ d(u)− 1, d(u5) = 3, d(u4) = 4, d(u3) ≤ 5, and
u3u4 ∈ E(G).
(A3) A path u2uv with d(u) = 3, d(v) = 4. Let w1, w2, . . . , wd(u2)−1 be the neighbors of u2 other
than u, sorted by their degrees. Then at least one of the following cases holds:
(A3.1) d(u2) = 5, d(w4) = 3, and w2w3 ∈ E(G);
(A3.2) d(u2) = 6, d(w3) = d(w4) = d(w5) = 3;
(A3.3) d(u2) = 6, d(w2) ≤ 5, d(w3) = 4, d(w4) = d(w5) = 3, and w2w3 ∈ E(G).
(A4) A 3-cycle uvwu with d(u) = d(v) = d(w) = 4.
(A5) A 5-vertex u adjacent to u1, u2, u3, u4 and a 3-vertex v, sorted by their degrees. Then at least
one of the following cases holds:
(A5.1) d(u3) = d(u4) = 3;
(A5.2) d(u4) = 3 and u1v ∈ E(G);
(A5.3) d(u4) = 3, d(u3) = 4, d(u2) = 5, and u2u3 ∈ E(G).
(A5.4) d(u3) = d(u4) = 4 and u3u4 ∈ E(G).
(A6) A 6-vertex u adjacent to u1, u2 and four 3-vertices u3, u4, u5, v, sorted by their degrees. Then
at least one of the following cases holds:
(A6.1) d(u2) = 3;
(A6.2) d(u1) = d(u2) = 4 and u1u2 ∈ E(G).
The rest of the section is devoted to the proof of Theorem 2, by contradiction built on discharging
methods. To this purpose, we assume to the contrary that G contains none of the local structures
(A1)–(A6). In the proof we employ several known local structural properties for planar graphs from
[12], which are summarized in Lemma 2.
2.1 Definitions and notations
Since G is 2-connected, d(v) ≥ 2 for any vertex v ∈ V (G). Let G′ be the graph obtained by deleting
all the 2-vertices of G; let H be a connected component of G′. Clearly, every vertex v ∈ V (H)
has its (called original) degree d(v) ≥ 3 in G, and H is also a planar graph without intersecting
triangles. In what follows, we assume that H is embedded in the two dimensional plane such that
its edges intersect only at their ending vertices, and we refer H to as a plane graph.
For objects in the plane graph H, we use the following notations:
• NH(v) = {u | uv ∈ E(H)} and dH(v) = |NH(v)| — the degree of the vertex v ∈ V (H);
• similarly define what a k-vertex, a k+-vertex and a k−-vertex are;
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• n′k(v) (n′k+(v), n′k−(v), respectively) — the number of k-vertices (k+-vertices, k−-vertices,
respectively) adjacent to v.
Note that we do not discuss the embedding of the graph G. Every face in the proof of Theorem 2
is in the embedding of the graph H, or simplified as in the graph H. We reserve the character f to
denote a face.
• F (H) — the face set of H;
• V (f) — the set of vertices on (the boundary of) the face f ;
• a vertex v and a face f are incident if v ∈ V (f);
• nk(f) (nk+(f), nk−(f), respectively) — the number of k-vertices (k+-vertices, k−-vertices,
respectively) in V (f);
• δ(f) — the minimum degree of the vertices in V (f);
• d(f) — the degree of the face f , which is the number of edges on the face f with cut edges
counted twice, and similarly define what a k-face, a k+-face and a k−-face are;
• F (v) = {f ∈ F (H) | v ∈ V (f)} — the set of faces incident at v;
• mk(v) (mk+(v), mk−(v), respectively) — the number of k-faces (k+-faces, k−-faces, respec-
tively) in F (v);
• for a vertex v ∈ V (H) with dH(v) = k, let u1, u2, . . . , uk be all the neighbors of v in clockwise
order, and denote the face containing u1vu2 (u2vu3, . . ., uk−1vuk, ukvu1, respectively) as f1
(f2, . . . , fk−1, fk, respectively).1
2.2 Structural properties
Note from the construction of H that dH(u) = d(u)− n2(u) and thus dH(u) = d(u) if n2(u) = 0. In
this subsection, we characterize structural properties for 6−-vertices in H, which will be used in the
analysis of the discharging.
Lemma 1 δ(H) ≥ 3. More specifically, for any vertex u ∈ V (H), if 3 ≤ d(u) ≤ 5, then dH(u) =
d(u); if d(u) ≥ 6, then dH(u) ≥ 4.
Proof. The inexistence of (A1.1) in G states that no 5
−-vertex is adjacent to a 2-vertex in G;
thus 3 ≤ d(u) ≤ 5 implies dH(u) = d(u).
The inexistences of (A2.1) and (A2.2) in G together imply that every 6
+-vertex u is adjacent to at
most (d(u)− 4) 2-vertices in G; thus if d(u) ≥ 6, then dH(u) = d(u)−n2(u) ≥ d(u)− (d(u)− 4) = 4.
The lemma follows from δ(G) ≥ 2 and that all 2-vertices are deleted from G. 2
Corollary 1 For any vertex u ∈ V (H), n′2(u) = 0, dH(u) = 3 if and only if d(u) = 3, and
n′3(u) = n3(u).
Proof. Since δ(H) ≥ 3, there is no 2-neighbor for u, that is, n′2(u) = 0.
We have already showed that if d(u) = 3 then dH(u) = 3, and if d(u) ≥ 4 then dH(u) ≥ 4. Thus,
dH(u) = 3 if and only if d(u) = 3.
1Note that |F (v)| ≤ dH(v), and some of these faces f1, f2, . . . , fdH (v) would refer to the same face when |F (v)| <
dH(v).
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The last item can also be interpreted as a 3-neighbor of u in G remains as a 3-neighbor of u in
H; therefore, n′3(u) = n3(u). 2
By Corollary 1, for any 3-vertex we do not distinguish which graph, G or H, it is in; we use
n3(u), instead of n
′
3(u), to denote the number of 3-neighbors for the vertex u in the graph H. The
two items in the next lemma are proven for planar graphs without 5-cycles in [12], by assuming the
inexistences of a subset of (A1)–(A6). They in fact hold for all planar graphs.
Lemma 2 [12] (1) Let u be a vertex with dH(u) = 4 and n3(u) ≥ 1, then d(u) = 4.
(2) Let f = [uvw] be a 3-face with δ(f) = 3, then n5+(f) = 2.
Lemma 3 Let f = [uvw] be a 3-face with δ(f) = 4.
(1) If d(v) > dH(v) = 4, then min{dH(u), dH(w)} ≥ 6;
(2) if dH(v) = 4 and 4 ≤ dH(u) ≤ 5, then d(v) = 4;
(3) n5+(f) ≥ 1.
Proof. (1) and (2) hold due to the inexistence of (A2.3).
For (3), if n5+(f) = 0, then d(u) = d(v) = d(w) = 4 by (2), implying a configuration (A4) in G,
a contradiction. 2
Lemma 4 Let u be a vertex with dH(u) = 5. Then n3(u) ≤ 2, and if n3(u) = 2 then d(u) = 5.
Proof. If n3(u) ≥ 3 then n2(u) + n3(u) ≥ d(u)− 5 + 3 ≥ d(u)− 2; since (A2.1) does not exist, we
have n2(u) = 0 and subsequently d(u) = 5, which contradicts to the inexistence of (A5.1). We thus
prove that n3(u) ≤ 2.
From n3(u) = 2, we have n2(u) + n3(u) = d(u)− 5 + 2 = d(u)− 3; since (A2.2) does not exist,
we have n2(u) = 0 and subsequently d(u) = 5. 2
Lemma 5 Let u be a vertex with dH(u) = 6. Then n3(u) ≤ 4, and
(1) if n3(u) ≥ 3, then d(u) = 6;
(2) if n3(u) = 4, then n
′
5+(v) ≥ 2 for any 3-vertex v ∈ NH(u).
Proof. Similar to the proof of Lemma 4, since G contains no (A6.1), we have n3(u) ≤ 4, and if
additionally n3(u) ≥ 3 then d(u) = 6, that is, (1) holds.
If n3(u) = 4, then by (1) d(u) = 6. Since G contains no (A3.2), n
′
5+(v) ≥ 2 for any 3-vertex
v ∈ NH(u), that is, (2) holds. 2
2.3 Discharging to show contradictions
To derive a contradiction, we make use of the discharging methods, which are very similar to
an amortized analysis. First, by Euler’s formula |V (H)| − |E(H)|+ |F (H)| = 2 and the relation∑
v∈V (H)
dH(v) =
∑
f∈F (H)
d(f) = 2|E(H)|, we have the following equality:∑
u∈V (H)
(2dH(u)− 6) +
∑
f∈F (H)
(d(f)− 6) = −12. (1)
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Next, we define an initial weight function ω(·) on V (H) by setting ω(u) = 2dH(u)− 6 for each
vertex u ∈ V (H) and setting ω(f) = d(f)− 6 for each face f ∈ F (H). It follows from Eq. (1) that
the total weight is equal to −12. In what follows, we will define a set of discharging rules (R1)–(R4)
to move portions of weights from vertices to faces (the function τ(u → f)). At the end of the
discharging, a new weight function ω′(·) is achieved and we are able to show that ω′(x) ≥ 0 for
every x ∈ V (H) ∪ F (H) (see Lemmas 6–7). This contradicts the negative total weight.
Lemma 1 states that δ(H) ≥ 3 and thus ω(u) ≥ 0 for every vertex u ∈ V (H). During the
discharging process, a 3-vertex in H is untouched; likewise, a 6+-face does not receive anything;
for a k-vertex u ∈ V (H) where k ≥ 4 and a 5−-face f ∈ F (u), let τ(u→ f) denote the amount of
weight transferred from u to f . Recall that there are k faces in F (u), though they might not all be
distinct from each other (see Footnote 1).
(R1) When k = 4, τ(u→ fi) = 12 for each i = 1, 2, 3, 4.
(R2) When k ≥ 5 and f = [vuw] is a 3-face,
(R2.1) if δ(f) = 3, then τ(u→ f) = 32 ;
(R2.2) if δ(f) = 4, dH(v) = 4 and
(R2.2.1) k ≥ 7, then τ(u→ f) = 2;
(R2.2.2) k = 6, then
τ(u→ f) =

3
2 , if n3(u) ≥ 4;
5
4 , if n3(u) = 3 and n6+(f) = 2;
5
4 , if n3(u) = 3, dH(w) = 5 and n3(w) ≤ 1;
2, otherwise;
(R2.2.3) k = 5, then τ(u→ f) =

2, if n3(u) = 0;
5
4 , if n3(u) = 1;
1, if n3(u) ≥ 2;
(R2.3) if δ(f) ≥ 5, then τ(u→ f) = 1.
(R3) When k ≥ 5 and f = [vuyx] is a 4-face,
τ(u→ f) =

1, if d(v) = 3 and, either d(y) = 3 or dH(x) = 4;
3
4 , if d(v) = 3, dH(y) ≥ 4 and dH(x) ≥ 5;
1
2 , if dH(v) ≥ 4 and dH(y) ≥ 4.
(R4) When k ≥ 5 and f = [·xuy·] is a 5-face,
τ(u→ f) =
{
1
2 , if d(x) = d(y) = 3;
1
4 , if max{dH(x), dH(y)} ≥ 4.
It remains to validate that ω′(x) ≥ 0 for every x ∈ V (H) ∪ F (H).
Lemma 6 For every face f ∈ F (H), ω′(f) ≥ 0.
Proof. We distinguish the following four cases for d(f).
Case 1. d(f) ≥ 6. In this case f does not receive anything and thus ω′(f) = ω(f) = d(f)−6 ≥ 0.
Case 2. d(f) = 3 with f = [uvw]. In this case, ω(f) = d(f)− 6 = −3.
If δ(f) = 3, then n5+(f) = 2 by Lemma 2(2); by (R2.1) each 5
+-vertex in V (f) gives 32 to f and
thus ω′(f) ≥ −3 + 2× 32 = 0.
If δ(f) ≥ 5, then by (R2.3) τ(u→ f) = 1 for each u ∈ V (f), and thus ω′(f) ≥ −3 + 3× 1 = 0.
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If δ(f) = 4 with dH(v) = 4, then n4+(f) = 3, n5+(f) ≥ 1 by Lemma 3, and n3(x) ≤ dH(x)− 2
for each x ∈ {u,w}. By (R1) τ(v → f) = 12 . When min{τ(u → f), τ(w → f)} ≥ 54 , ω′(f) ≥
−3 + 2× 54 + 12 = 0; when max{τ(u→ f), τ(w → f)} = 2, ω′(f) ≥ −3 + 2 + 2× 12 = 0. In the other
cases:
Case 2.1. dH(u) = 4 and, either dH(w) = 6 with n3(w) = 4 or dH(w) = 5 with n3(w) ≥ 1.
In this subcase, d(u) = d(v) = 4 by Lemma 3 and thus one of (A2.4), (A5.4) and (A6.2) exists, a
contradiction.
Case 2.2. dH(u) = dH(w) = 5, with n3(u) ≥ 2 and n3(w) ≥ 1. In this subcase, n3(u) = 2 and
d(u) = 5 by Lemma 4, and d(v) = 4 by Lemma 3. Since G contains no (A2.4), we have d(w) = 5
and thus (A5.3) exists, a contradiction.
Case 3. d(f) = 4 with f = [uvxy]. In this case, ω(f) = d(f)− 6 = −2.
If δ(f) ≥ 4, then by (R1) and (R3) ω′(f) ≥ −2 + 4× 12 = 0.
Consider next δ(f) = 3, that is, n3(f) ≥ 1. Since G contains neither (A1.2) nor (A1.4), n3(f) ≤ 2.
Therefore, we have 1 ≤ n3(f) ≤ 2.
If n3(f) = 2, then n5+(f) = 2 and by (R3) ω
′(f) = −2 + 2× 1 = 0.
If n3(f) = 1, then d(v) = 3 and, since G contains no (A1.5), we have max{dH(x), dH(u)} ≥ 5.
Assuming w.l.o.g. dH(u) ≥ 5, by (R1) and (R3), if d(x) = 4, then we have τ(y → f) ≥ 12 ,
τ(u→ f) = 1, and τ(x→ f) = 12 , leading to ω′(f) ≥ −2 + 1 + 2× 12 = 0; or if dH(x) ≥ 5, then we
have τ(u→ f) = τ(x→ f) = 34 , leading to ω′(f) ≥ −2 + 2× 34 + 12 = 0.
Case 4. d(f) = 5 with f = [uvwxy]. In this case, ω(f) = d(f)− 6 = −1.
By (R1) and (R4), each 4+-vertex in V (f) gives at least 14 to f . If n4+(f) ≥ 4, then ω′(f) ≥
−1 + 4× 14 = 0.
Otherwise, since G contains neither (A1.2) nor (A1.4) and by Corollary 1, we may assume w.l.o.g.
d(u) = d(w) = 3, n4+(f) = 3, and dH(v) ≥ 5. Then by (R1) and (R4), we have τ(v → f) ≥ 12 ,
τ(x→ f) ≥ 14 , and τ(y → f) ≥ 14 , leading to ω′(f) ≥ −1 + 1× 12 + 2× 14 = 0.
This finishes the proof of the lemma. 2
Lemma 7 For every vertex u ∈ V (H), ω′(u) ≥ 0.
Proof. Recall from Lemma 1 that dH(u) ≥ 3 for every vertex u ∈ V (H).
If dH(u) = 3, then u is untouched during the discharging process and thus ω
′(u) = ω(u) =
2dH(u)− 6 = 0.
If dH(u) = 4, then ω
′(u) = ω(u)− 4× 12 = 2dH(u)− 6− 2 = 0 by (R1).
If dH(u) ≥ 7, then using the heaviest weights in (R2.1), (R2.2.1), (R2.3), (R3) and (R4), we
have ω′(u) ≥ 2dH(u)− 6− 2− 1× (dH(u)− 1) = dH(u)− 7 ≥ 0.
Below we distinguish two cases where dH(u) = 5 and 6, respectively. Note that m3(u) ≤ 1 since
G contains no intersecting triangles.
Case 1. dH(u) = 5. In this case, ω(u) = 2dH(u)− 6 = 4.
By Lemma 4, n3(u) ≤ 2, and if n3(u) = 2 then d(u) = 5. When m3(u) = 0, if the number of
faces with τ(u→ f) ≤ 12 is at least 2, then by (R3) and (R4) ω′(u) ≥ 4−2× 12 −3×1 = 0; otherwise,
there is at most one face f ∈ F (u) such that τ(u→ f) ≤ 12 , and thus n3(u) = 2. One sees again by
(R3) and (R4) that these two 3-neighbors of u should not be on the same face, and we assume w.l.o.g.
they are u2 and u4, i.e., d(u2) = d(u4) = 3. For each of u2 and u4, at least one of its neighbors
besides u is a 5+-vertex by Lemma 2 and the inexistence of (A1.1), (A1.2) and (A1.5). It follows
from again (R3) and (R4) that τ(u → f1) + τ(u → f2) ≤ 1 + 34 , τ(u → f3) + τ(u → f4) ≤ 1 + 34 ,
τ(u→ f5) ≤ 12 , and thus ω′(u) ≥ 4− 2× (1 + 34)− 12 = 0.
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When m3(u) = 1 and assuming w.l.o.g. d(f1) = 3 with f1 = [u1uu2], we let s3(u) be the number
of 3-vertices in NH(u)\{u1, u2} and we have s3(u) ≤ n3(u) ≤ 2 by Lemma 4. Using (R2.1), (R2.2.3),
(R2.3), (R3) and (R4), we discuss the following three subcases for three possible values of s3(u).
Case 1.1. s3(u) = 0. If δ(f1) = 3 with d(u1) = 3 (with d(u2) = 3, can be symmetrically
argued), then τ(u → f1) = 32 , τ(u → fi) ≤ 12 , i ∈ {2, 3, 4}, τ(u → f5) ≤ 1, leading to ω′(u) ≥
4− 32 − 3× 12 − 1 = 0. If δ(f1) ≥ 4, then τ(u→ f1) ≤ 2, τ(u→ fi) ≤ 12 , i ∈ {2, 3, 4, 5}, leading to
ω′(u) ≥ 4− 2− 4× 12 = 0.
Case 1.2. s3(u) = 1. By Lemma 4, if n3(u) = 2 then d(u) = 5 and one of u1 and u2 is
a 3-vertex, which contradicts the inexistence of (A5.2). Therefore, n3(u) = 1, which implies
δ(f1) ≥ 4 and further by (R2.2.3) and (R2.3) τ(u → f1) ≤ 54 . If d(u3) = 3 (d(u5) = 3 can be
symmetrically argued), then τ(u→ f2) + τ(u→ f3) ≤ 1 + 34 , τ(u→ fi) ≤ 12 , i ∈ {4, 5}, leading to
ω′(u) ≥ 4− 54 − (1+ 34)−2× 12 = 0; if d(u4) = 3, then τ(u→ f3)+τ(u→ f4) ≤ 1+ 34 , τ(u→ fi) ≤ 12 ,
i ∈ {1, 5}, leading to ω′(u) ≥ 4− 54 − (1 + 34)− 2× 12 = 0.
Case 1.3. s3(u) = 2. We have d(u) = 5, n3(u) = 2 and δ(f1) ≥ 4, and further by (R2.2.3) and
(R2.3) τ(u→ f1) ≤ 1. By Lemma 2 and the inexistence of (A1.1), (A1.2) and (A3.1), all neighbors
of the two 3-vertices in NH(u) are 5
+-vertices. If d(u3) = d(u4) = 3 (d(u5) = d(u4) = 3 can be
symmetrically argued), then τ(u→ fi) ≤ 34 , i ∈ {2, 4}, τ(u→ f3) ≤ 1, τ(u→ f5) ≤ 12 , leading to
ω′(u) ≥ 4− 2× 1− 2× 34 − 12 = 0; if d(u3) = d(u5) = 3, then τ(u→ fj) ≤ 34 , j ∈ {2, 3, 4, 5}, leading
to ω′(u) ≥ 4− 1− 4× 34 = 0.
Case 2. dH(u) = 6. In this case, ω(u) = 2dH(u)− 6 = 6.
When m3(u) = 0, ω
′(u) ≥ 6− 1× 6 = 0.
When m3(u) = 1 and assuming w.l.o.g. d(f1) = 3 with f1 = [u1uu2], we let t3(u) be the number
of 3-vertices in NH(u) \ {u1, u2}. By Lemma 5, we have t3(u) ≤ n3(u) ≤ 4, and furthermore if
n3(u) ≥ 3 then d(u) = 6. By Lemma 2 and the inexistence of (A1.1), (A1.2), (A1.5) and (A3.2), for
each 3-vertex x ∈ NH(u), at least one of its neighbors besides u is a 5+-vertex; furthermore, if
n3(u) ≥ 4, then all its neighbors are 5+-vertices. Using (R2.1), (R2.2.2), (R2.3), (R3) and (R4), if
δ(f1) ≥ 4 then τ(u→ f1) ≤ 2, and if δ(f1) = 3 then τ(u→ f1) ≤ 32 . We discuss the following five
subcases for five possible values of t3(u), respectively.
Case 2.1. t3(u) = 4. Then n3(u) = 4, d(u) = 6, and δ(f1) ≥ 4 by Lemma 5. Thus, τ(u→ f1) ≤ 32 ,
τ(u→ fi) ≤ 34 , i ∈ {2, 6}, τ(u→ fi) ≤ 1, i ∈ {3, 4, 5}, leading to ω′(u) ≥ 6− 32 − 2× 34 − 3× 1 = 0.
Case 2.2. t3(u) = 3. Then n3(u) ≥ 3 and d(u) = 6. If δ(f1) ≥ 5, then τ(u→ fi) ≤ 1, 1 ≤ i ≤ 6,
leading to ω′(u) ≥ 6−6×1 = 0. Otherwise, δ(f1) ∈ {3, 4} and we assume w.l.o.g. d(u3) = d(u4) = 3.
Then τ(u→ f3) ≤ 1. We can have the following two scenarios for two possible values of δ(f1):
(2.2.1.) δ(f1) = 3. In this scenario, τ(u→ f1) = 32 , and all neighbors of any 3-vertex in NH(u)
are 5+-vertices. If d(u2) = d(u5) = 3, then τ(u→ fi) ≤ 1, i ∈ {2, 4, 5}, τ(u→ f6) ≤ 12 , leading to
ω′(u) ≥ 6− 32 −4×1− 12 = 0. If d(u1) = d(u5) = 3, then τ(u→ f4) ≤ 1, τ(u→ fi) ≤ 34 , i ∈ {2, 5, 6},
leading to ω′(u) ≥ 6− 32 − 2× 1− 3× 34 = 14 > 0. If d(u6) = 3, then τ(u→ fi) ≤ 34 , i ∈ {4, 5}, and
τ(u→ f1) + τ(u→ f6) ≤ 1 + 34 , leading to ω′(u) ≥ 6− 32 − 2× 1− 3× 34 = 14 > 0.
(2.2.2.) δ(f1) = 4, and assuming that dH(x) = 4 where {x, y} = {u1, u2}. Note that τ(u →
fi) ≤ 1, i ∈ {2, 4}. If d(u5) = 3, then τ(u → f5) ≤ 1, τ(u → f6) ≤ 12 , or if d(u6) = 3, then
τ(u→ f5) + τ(u→ f6) ≤ 1 + 34 . Thus, if τ(u→ f1) ≤ 54 , then ω′(u) ≥ 6− 54 − 4× 1− 34 = 0.
Otherwise we have τ(u→ f1) = 2, and it suffices to assume that dH(y) = 4, or dH(y) = 5 with
n3(y) ≥ 2. By Lemmas 3 and 4, we have d(x) = 4, and either d(y) = 4, or d(y) = 5 with n3(y) ≥ 2.
Lemma 2 and the inexistence of (A1.1), (A1.2) and (A3.3) state that all neighbors of any 3-vertex
x ∈ NH(u) are 5+-vertices. If d(u5) = 3, then τ(u→ fi) ≤ 34 , i ∈ {2, 5}, τ(u→ f6) ≤ 12 , leading to
ω′(u) ≥ 6− 2− 2× 1− 2× 34 − 12 = 0; if d(u6) = 3, then τ(u→ fi) ≤ 34 , i ∈ {2, 4, 5, 6}, leading to
ω′(u) ≥ 6− 2− 1× 1− 4× 34 = 0.
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Case 2.3. t3(u) = 2. By symmetry (u3 and u6 have symmetrical roles, and u4 and u5 have
symmetrical roles), we can have the following four scenarios:
(2.3.1.) d(u3) = d(u4) = 3. In this scenario, τ(u → fi) ≤ 1, i ∈ {3, 4}, and τ(u → f5) ≤ 12 . If
δ(f1) ≥ 4, then τ(u → f2) ≤ 1, τ(u → f6) ≤ 12 , leading to ω′(u) ≥ 6 − 2 − 3 × 1 − 2 × 12 = 0. If
δ(f1) = 3, then τ(u→ fi) ≤ 1, i ∈ {2, 6}, leading to ω′(u) ≥ 6− 32 − 4× 1− 12 = 0.
(2.3.2.) d(u3) = d(u5) = 3. In this scenario, τ(u→ f4) + τ(u→ f5) ≤ 1 + 34 . If δ(f1) ≥ 4, then
τ(u→ f2)+τ(u→ f3) ≤ 1+ 34 , τ(u→ f6) ≤ 12 , leading to ω′(u) ≥ 6−2−2×(1+ 34)− 12 = 0. If d(u2) =
3, then τ(u→ fi) ≤ 1, i ∈ {2, 3}, τ(u→ f6) ≤ 12 , leading to ω′(u) ≥ 6− 32−2×1−(1+ 34)− 12 = 14 . If
d(u1) = 3, τ(u→ f2)+τ(u→ f3) ≤ 1+ 34 , τ(u→ f6) ≤ 1, leading to ω′(u) ≥ 6− 32−2×(1+ 34)−1 = 0.
(2.3.3.) d(u3) = d(u6) = 3. In this scenario, τ(u→ f4) ≤ 12 . If δ(f1) ≥ 4, then τ(u→ f2)+τ(u→
f3) ≤ 1+ 34 , τ(u→ f5)+τ(u→ f6) ≤ 1+ 34 , leading to ω′(u) ≥ 6−2−2×(1+ 34)− 12 = 0. If δ(f1) = 3
and assuming w.l.o.g. d(u1) = 3, then τ(u → fi) ≤ 1, i ∈ {2, 3}, τ(u → f5) + τ(u → f6) ≤ 1 + 34 ,
leading to ω′(u) ≥ 6− 32 − 2× 1− (1 + 34)− 12 = 14 .
(2.3.4.) d(u4) = d(u5) = 3. In this scenario, τ(u → fi) ≤ 1, i ∈ {3, 4, 5}. If δ(f1) ≥ 4, then
τ(u → fi) ≤ 12 , i ∈ {2, 6}, leading to ω′(u) ≥ 6 − 2 − 3 × 1 − 2 × 12 = 0. If δ(f1) = 3, then
τ(u→ f2) + τ(u→ f6) ≤ 1 + 12 , leading to ω′(u) ≥ 6− 32 − 4× 1− 12 = 0.
Case 2.4. t3(u) = 1 and assuming w.l.o.g. d(u3) = 3 or d(u4) = 3.
(2.4.1.) d(u3) = 3. In this scenario, τ(u→ fi) ≤ 12 , i ∈ {4, 5}. If δ(f1) ≥ 4, then τ(u→ f6) ≤ 12 ,
τ(u→ f2)+τ(u→ f3) ≤ 1+ 34 , leading to ω′(u) ≥ 6−2− (1+ 34)−3× 12 = 34 > 0. If d(u2) = 3, then
τ(u→ fi) ≤ 1, i ∈ {2, 3}, τ(u→ f6) ≤ 12 , leading to ω′(u) ≥ 6− 32 − 2× 1− 3× 12 = 1. If d(u1) = 3,
then τ(u→ f2)+τ(u→ f3) ≤ 1+ 34 , τ(u→ f6) ≤ 1, leading to ω′(u) ≥ 6− 32−1×1−(1+ 34)−2× 12 = 34 .
(2.4.2.) d(u4) = 3. In this scenario, τ(u→ f3) + τ(u→ f4) ≤ 1 + 34 , τ(u→ f5) ≤ 12 . If δ(f1) ≥ 4,
then τ(u → fi) ≤ 12 , i ∈ {2, 6}, leading to ω′(u) ≥ 6 − 2 − (1 + 34) − 3 × 12 = 34 > 0. If δ(f1) = 3,
then τ(u→ f2) + τ(u→ f6) ≤ 1 + 12 , leading to ω′(u) ≥ 6− 32 − 12 − (1 + 34)− (1 + 12) = 34 .
Case 2.5. t3(u) = 0. We have τ(u → f1) ≤ 2, τ(u → fi) ≤ 12 , i ∈ {3, 4, 5}, and τ(u →
f2) + τ(u→ f6) ≤ 1 + 12 . Thus, ω′(u) ≥ 6− 2− 3× 12 − (1 + 12) = 1.
This finishes the proof of the lemma that for every vertex u ∈ V (H), ω′(u) ≥ 0. 2
Lemmas 6 and 7 together contradict the negative total weight of −12 stated in Eq. (1), and
thus prove Theorem 2.
3 Acyclic edge coloring
In this section, we show how to derive an acyclic edge coloring, by an induction on |E(G)| and by
recoloring certain edges in each specified local structure. Recall that G is a simple 2-connected
planar graph without intersecting triangles. The following lemma gives the starting point.
Lemma 8 ([15, 3, 4, 14, 19]) If ∆ ∈ {3, 4}, then a′(G) ≤ ∆+2, and an acyclic edge (∆+2)-coloring
can be obtained in polynomial time.
Given a partial acyclic edge k-coloring c(·) of the graph G using the color set C = {1, 2, . . . , k},
for a vertex v ∈ V (G), let C(v) denote the set of colors assigned to the edges incident at v under
c. If the edges of a path P = ux . . . v are alternatively colored i and j, we call it an (i, j)(u,v)-path.
Furthermore, if uv ∈ E(G) is also colored i or j, we call ux . . . vu an (i, j)(u,v)-cycle.
For simplicity, we use {e1, e2, . . . , em} → a to state that all the edges e1, e2, . . ., em are colored a,
use simply e1 → a to state that e1 is colored a, use e1 → S (S 6= ∅) to state that e1 is colored with a
color in S, and use (e1, e2, . . . , em)→ (a1, a2, . . . , am) to state that ej is colored aj , for j = 1, 2, . . . ,m.
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Planar graph 
G= (V, E) 
w/o 
intersecting 
3-cycles
|E(G)|  
≤ ∆+2 or 
∆ ≤ 4?  
YES NO
NO
YES
|E(G)|  
≤ ∆+2?
YES
NO
∆ ≤ 4  Done; Lemma 8
Done
G has an 
acyclic 
edge 
(∆+2)-
coloring
H = G – uv
C(u)∩C(v)=Ø,  or          
$ j∈C\(C(u)∩C(v)), 
s.t. G contains no (i,j)-
path for " 
i∈C(u)∩C(v) ? 
G contains one 
of (A1), (A2.1) 
Done; the cases (A1.1)-(A1.4), 
(A1.6), or (A2.1)  in [12]
3.1 
G contains 
(A2.2)- (A2.4) 
G contains (A4) 
C(u)∩C(v)=Ø? 
YES
NO
$ j∈C\(C(u)∩C(v)), s.t. G 
contains no (i,j)-path for 
" i∈C(u)∩C(v)  
Done
Done
(A2.2) : 3.1.1                                         
(A2.3): 3.1.2 Case (A2.3-1)- Case  (A2.3-2)
(A2.4): 3.1.3 Case (A2.4-1)- Case  (A2.4-2)
Done; the case (A3)  in [19]
3.2 
G contains (A3) 
(A3.1): 3.2.1 Case (A3.1-1)- Case  (A3.1-3)
(A3.2): 3.2.2 
(A3.3): 3.2.3 Case (A3.3-1)- Case  (A3.3-2)
Lemma 14 
(A5.1): 3.3.1 Case (A5.1-1)- Case  (A5.1-3)
(A5.2): 3.3.2 Case (A5.2-1)- Case  (A5.2-2)
(A5.3): 3.3.3 Case (A5.3-1)- Case  (A5.3-3)
(A5.4): 3.3.4 Case (A5.4-1)- Case  (A5.4-2)
3.3 
G contains (A5) 
Lemma 16 
3.4 
G contains (A6) 
Lemma 21 
Case (A6-1)- Case  (A6-2)
G contains 
one of 
(A1)-(A6), 
C(u)∩C(v)
≠Ø
Figure 2: The flow of the proof of Theorem 1 by induction on |E(G)|.
We also use (e1, e2, . . . , em)c = (a1, a2, . . . , am) to denote that c(ej) = aj , for j = 1, 2, . . . ,m. This
way, when (uv, xy)c = (a, b), switching their colors is represented as (uv, xy)→ (b, a).
The following lemma is obvious (via a simple contradiction):
Lemma 9 [14] Suppose G has an acyclic edge coloring c(·), and P = uv1v2-. . .-vkvk+1 is a maximal
(a, b)(u,vk+1)-path with c(uv1) = a and b 6∈ C(u). Then there is no (a, b)(u,w)-path for any vertex
w 6∈ V (P ).
The rest of the section is devoted to the proof of Theorem 1, by induction on the number |E(G)|
of edges. The flow of the proof is depicted in Figure 2.
For the base cases in the induction, one sees that when |E(G)| ≤ ∆ + 2, coloring each edge by a
distinct color gives a valid acyclic edge (∆+2)-coloring; when ∆ ≤ 4, an acyclic edge (∆+2)-coloring
is guaranteed by Lemma 8.
In the sequel we consider a simple 2-connected planar graph G without intersecting triangles such
that ∆ ≥ 5 and |E(G)| ≥ ∆ + 3. Theorem 2 states that G contains at least one of the configurations
(A1)–(A6). One sees that for the edge uv in each of the configurations (see Figure 1), we have the
degree d(v) ≤ 3 (in (A1.1)–(A1.3), (A1.5), (A2), (A5), (A6), respectively), or the degree d(u) = 3 (in
(A1.2), (A1.4), (A3), respectively), or the sum of their degrees d(u) + d(v) ≤ 8 (in (A1), (A3)–(A5),
respectively). We pick the edge uv and let H = G − uv (that is, H is obtained by removing the
edge uv from G, or H = (V (G), E(G) \ {uv})). The graph H is also planar, contains no intersecting
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triangles, and 4 ≤ ∆ − 1 ≤ ∆(H) ≤ ∆.2 By the inductive hypothesis, H has an acyclic edge
(∆(H) + 2)-coloring c(·), and thus a (∆ + 2)-coloring, using the color set C = {1, 2, . . . ,∆ + 2}. If
d(u)+d(v) ≤ 8, then dH(u)+dH(v) ≤ 6 ≤ ∆+ 1; or otherwise dH(u)+dH(v) ≤ (∆−1)+ 2 = ∆+ 1.
That is, either way we have dH(u) + dH(v) ≤ ∆ + 1 < |C|, or equivalently C \ (C(u) ∪ C(v)) 6= ∅.
One clearly sees that, if C(u) ∩ C(v) = ∅, then uv → C \ (C(u) ∪ C(v)) gives an acyclic edge
(∆ + 2)-coloring for G; or if there exists a j ∈ C \ (C(u) ∪ C(v)) such that, for all i ∈ C(u) ∩ C(v),
H contains no (i, j)(u,v)-path, then uv → j gives an acyclic edge (∆ + 2)-coloring for G too; and we
are done.
In the remaining case, for each i ∈ C(u) ∩ C(v), assume that c(uus) = c(vvt) = i, and we define
the color set
Bi = {j | there is an (i, j)(us,vt)-path in H}. (2)
Therefore, for each j ∈ Bi, there is a neighbor x of us and a neighbor y of vt, respectively, such
that c(usx) = c(vty) = j, and each of x and y is incident with an edge colored i. One sees that
Bi ⊆ C(us) ∩ C(vt). In the sequel we continue the proof with the following Proposition 3.0.0.1,3 or
otherwise we are done:
Proposition 3.0.0.1 C(u) ∩ C(v) 6= ∅, and C \ (C(u) ∪ C(v)) ⊆ ⋃i∈C(u)∩C(v)Bi.
For each degree k ∈ {2, 3, 4, 5}, we collect the colors of the edges connecting u and its k-neighbors,
into Sk = {c(uw) | w ∈ N(u) \ {v}, d(w) = k}.
We affirm the readers, and it is not hard to see, that if G contains (A1) or (A2.1), then the proof
for the configurations (A1.1)–(A1.4), (A1.6) and (A2.1) in [12] can be adopted to derive an acyclic
edge (∆ + 2)-coloring for G; and if G contains (A4), then the proof for the configuration (A3) in [20]
can be adopted.The next four subsections deal with the other configurations in (A2), (A3), (A5),
and (A6), respectively.
3.1 Configurations (A2.2)–(A2.4)
In this subsection we prove the inductive step for the case where G contains one of the configurations
(A2.2)–(A2.4). We have the following revised (A2):
(A2) A 6
+-vertex u is adjacent to a 2-vertex v. Let u1, u2, . . . , ud(u)−1 be the other neighbors of u.
At least one of the configurations (A2.2)–(A2.4) occurs.
See Figure 1 for illustrations. Let w denote the other neighbor of v. For each 1 ≤ i ≤ d(u)− 1, if
d(ui) = 2, let xi denote the other neighbor of ui.
We first characterize two useful particularities of the 2-vertices in N(u). For ease of presentation
we let ud(u) = v and xd(u) = w.
Lemma 10 For any 2-vertex ui ∈ N(u), if uxi 6∈ E(G), and xiuj /∈ E(G) for every uj ∈ N(u)\{ui},
then G admits an acyclic edge (∆ + 2)-coloring.
Proof. Let G′ = G− ui + uxi, that is, merging the two edges uui and uixi into a new edge uxi
while eliminating the vertex ui.
2Note that H might not be 2-connected, but that is OK since we do not need its 2-connectivity.
3This and many succeeding propositions are numbered in subsubsections, and they are assumed true for the
following-up proof, respectively; that is, if any of them is false, then an acyclic edge (∆ + 2)-coloring for G has already
been obtained.
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The graph G′ is a planar graph without intersecting triangles, ∆(G′) = ∆, and contains one less
edge than G. By the inductive hypothesis, G′ has an acyclic edge (∆ + 2)-coloring c(·) using the
color set C = {1, 2, . . . ,∆ + 2}, in which C(u) is the color set of the edges incident at u and we
assume that c(uxi) = 1. To transform back an edge coloring for G, we keep the color for every edge
of E(G′) \ {uxi}, uixi → 1, and uui → C \C(u). One may trivially verify that no bichromatic cycle
would be introduced, that is, the achieved edge (∆ + 2)-coloring for G is acyclic. 2
Lemma 11 For any two 2-vertices ui, uj ∈ N(u), if in an edge coloring c(·) we have c(uui) = i,
c(uuj) = j, and there exist an (α, i)(u,ui)-cycle and an (α, j)(u,uj)-cycle for some color α 6∈ {i, j},
then we can switch the colors of {uui, uuj} such that G contains neither an (α, j)(u,ui)-cycle nor an
(α, i)(u,uj)-cycle and no new bichromatic cycle is introduced.
Proof. First of all, since ui and uj are both 2-vertices, we have c(uixi) = c(ujxj) = α. It follows
that switching the colors of {uui, uuj}, that is (uui, uuj)→ (j, i), is feasible.
Secondly, any newly introduced bichromatic cycle would get at least one of uui and uuj involved,
which is impossible by a simple contradiction to the feasibility of c(·). 2
We continue with the inductively hypothesized acyclic edge coloring c(·) for H = G− uv. By
Proposition 3.0.0.1, c(vw) ∈ C(u), H contains a (c(vw), i)(u,w)-path for every i ∈ C \ C(u), and
thus (C \C(u)) ⊆ C(w) \ {c(vw)}. Note from |C(u)| ≤ ∆− 1 that |C \C(u)| ≥ 3. If there is a color
i1 = c(uui) ∈ (S2 ∪ S3) \ (C(w) \ {c(vw)}), then vw → i14 and uv → (C \C(u)) \C(ui) give rise to
an acyclic edge (∆ + 2)-coloring for G, and we are done.5Otherwise, we proceed with the following
proposition:
Proposition 3.1.0.1 (C \ C(u)) ∪ S2 ∪ S3 ⊆ C(w) \ {c(vw)}.
3.1.1 Configuration (A2.2)
In this configuration, n2(u) + n3(u) = d(u)− 3 and n3(u) ≤ 3.
Let c(uui) = i for each 1 ≤ i ≤ d(u)− 1, in the acyclic edge (∆ + 2)-coloring c(·) for H = G−uv.
From n2(u) + n3(u) = d(u) − 3, we assume that d(u1), d(u2), d(u3) ≥ 4, d(uj) = 3 for 4 ≤
j ≤ n3(u) + 3, and d(uj) = 2 for n3(u) + 4 ≤ j ≤ d(u) − 1. It follows from Proposition 3.1.0.1
that C(w) = {c(vw), 4, 5, . . . ,∆ + 2}, where vw can be arbitrarily colored by any i ∈ {1, 2, 3};
thus d(w) = ∆. Using C(u) = {1, 2, . . . , d(u)− 1} and C(v) = {i} in Proposition 3.0.0.1, we have
C \ C(u) ⊆ Bi, for any i ∈ {1, 2, 3}. Let B∗ = B1 ∩B2 ∩B3. Then, for each color j ∈ B∗, we have
j ∈ C(u1) ∩ C(u2) ∩ C(u3), there is a neighbor y of w with c(wy) = j, and y is incident with three
edges colored 1, 2, and 3, respectively, see for an illustration in Figure 3. Note that C \ C(u) ⊆ B∗.
When there exists j = c(uuj) ∈ S2 such that j 6∈ Bi for some i ∈ {1, 2, 3}, if c(ujxj) 6∈ S2 ∪ S3,
then let S = (C \C(u)) \C(uj); if c(ujxj) = k ∈ S2 ∪S3, then let S = (C \C(u)) \C(uk). It follows
that S 6= ∅, and thus uuj → S and (uv, vw)→ (j, i) give rise to an acyclic edge (∆ + 2)-coloring for
G, and we are done.
In the other case, we have Bi ⊆ (C(ui) \ {i})∩ (C(w) \ {c(vw)}) for every i ∈ {1, 2, 3}, and thus
we proceed with the following proposition:
Proposition 3.1.1.1 (C \ C(u)) ∪ S2 ⊆ B∗ ⊆
(⋂3
i=1(C(ui) \ {i})
)
∩ (C(w) \ {c(vw)}).
4Note that i1 could be c(vw) itself, but we recolor anyways.
5Note that (C \ C(u)) \ C(ui) is non-empty.
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Figure 3: An illustration: for any color j ∈ B∗, there is an edge wy colored j and y is incident with
at least three edges colored 1, 2, 3, respectively. Consequently, there are at least |B∗| neighbors
of w each incident with at least three edges colored 1, 2, 3, respectively. In the figure, a color is
frame-boxed.
If S3 ⊆ B∗, then from Assumption (∗2.2) we have (C \C(u))∪ S2 ∪ S3 ⊆ B∗. Since (C \C(u))∪
S2 ∪ S3 = C \ {1, 2, 3}, we conclude that B∗ = C \ {1, 2, 3} = Bi = C(ui) \ {i} = C(w) \ {c(vw)},
and consequently C(ui) = {i, 4, 5, . . . ,∆ + 2}, for every i ∈ {1, 2, 3}. See for an illustration in
Figure 3 with B∗ = {4, 5, . . . ,∆ + 2}, from which we conclude that w does not collide into any of ui,
i = 1, 2, 3, neither any of uj , j = 4, 5, . . . , d(u)− 1 (which have degree 2 or 3), that is, uw 6∈ E(G).
Since B∗ = C \ {1, 2, 3}, wuj 6∈ E(G) for every j ∈ {1, 2, . . . , d(u)− 1}. It follows from Lemma 10
that G admits an acyclic edge (∆ + 2)-coloring, and we are done.
Next we consider S3 \B∗ 6= ∅, which is completely dealt with in the following Lemma 12.
Lemma 12 Condition (C1) states that d(u) = ∆ = 6, n3(u) = 2 with S3 = {4, 5}, C(u4) =
{4, 5, α6}, and C(u5) = {5, α7, α8}, where {α6, α7, α8} = {6, 7, 8}.
(1) If (C1) holds, then G admits an acyclic edge (∆ + 2)-coloring.
(2) If S3 \B∗ 6= ∅, then either G admits an acyclic edge (∆ + 2)-coloring, or (C1) holds.
Proof. We first show that under Condition (C1), G admits an acyclic edge (∆ + 2)-coloring.
In (C1), we have S2 = ∅ due to n2(u) + n3(u) = d(u)− 3 and H = G− uv.
If the color 5 6∈ Bi for some i ∈ {1, 2, 3}, then (uu5, uv, vw) → (α6, 5, i) gives an acyclic edge
(∆ + 2)-coloring for G.
In the other case, 5 ∈ Bi for every i ∈ {1, 2, 3}, that is, |S3 ∩ Bi| ≥ 1. By the definition
of B∗, we have |S3 ∩ B∗| ≥ 1 too. It follows from Proposition 3.1.1.1 that {5, 6, 7, 8} ⊆ B∗.
Since w does not collide into any of ui, i = 1, 2, 3, neither u4 or u5 (each has degree 3), we
conclude that uw 6∈ E(G); and since {5, 6, 7, 8} ⊆ B∗, wu4, wu5 6∈ E(G). If wuj 6∈ E(G) for every
j ∈ {1, 2, 3}, then by Lemma 10 G admits an acyclic edge (∆ + 2)-coloring. Otherwise we assume
w.l.o.g. that wu1 ∈ E(G); then c(wu1) = 4, C(u1) = C \ {2, 3}, and thus the (2, j)(u2,w)-path,
for any j ∈ {5, 6, 7, 8}, does not pass through u1. (wu1, vw, uv)→ (2, 4, α7) gives an acyclic edge
(∆ + 2)-coloring for G.
To prove the second item of the lemma, from Proposition 3.1.1.1 we assume w.l.o.g. that
the color 4 ∈ S3 \ Bi for some i ∈ {1, 2, 3}. Let C(u4) = {4, a, b}. Note that C \ C(u) =
{d(u), d(u) + 1, . . . ,∆ + 2} contains at least three colors. In all the following acyclic edge (∆ + 2)-
coloring schemes for G, (vw, uv)→ (i, 4), together with changing the colors of some other edges to
be specified.
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• If {a, b}∩ (S2 ∪S3) = ∅, then uu4 → (C \C(u)) \C(u4) which, together with (vw, uv)→ (i, 4)
above, gives an acyclic edge (∆ + 2)-coloring for G.
• If {a, b}∩ (S2∪S3) = {c(uus)} ⊆ S2, then uu4 → (C \C(u))\ (C(u4)∪C(us)) gives an acyclic
edge (∆ + 2)-coloring for G.
• If {a, b} ∩ (S2 ∪ S3) = {c(uus), c(uut)} ⊆ S2, then uu4 → (C \ C(u)) \ (C(us) ∪ C(ut)) gives
an acyclic edge (∆ + 2)-coloring for G.
In the other case, we have {a, b}∩S3 6= ∅. Since 4 ∈ S3\Bi, |S3| ≥ 2; and we assume that a = 5 ∈ S3,
that is, C(u4) = {4, 5, b}. We distinguish the following three cases according to b.
Case 1. b ∈ {1, 2, 3} ∪ S2. If b ∈ {1, 2, 3}, then uu4 → (C \ C(u)) \ C(u5) gives an acyclic edge
(∆ + 2)-coloring for G.
When b = j ∈ S2, we have C(u4) ⊆ C(u). If there is a color α ∈ (C\C(u))\(C(u5)∪C(uj)), then
uu4 → α gives an acyclic edge (∆ + 2)-coloring for G. Otherwise, we have C \C(u) ⊆ C(u5)∪C(uj).
It follows that d(u) = ∆, C(u4) = {4, 5, j}, C(u5) = {5,∆,∆ + 1}, and C(uj) = {j,∆ + 2}. Then
(uuj , uu4)→ (∆,∆ + 2) gives an acyclic edge (∆ + 2)-coloring for G.
Case 2. b = 6 ∈ S3. In this case we have C(u4) ⊆ C(u) too and n3(u) = 3. If there is
a color α ∈ C \ C(u) such that H does not contain any (5, α)(u4,u5)-path or any (6, α)(u4,u6)-
path, then uu4 → α gives an acyclic edge (∆ + 2)-coloring for G. Otherwise, for every color
j ∈ C \ C(u), G contains a (5, j)(u4,u5)-path or a (6, j)(u4,u6)-path. Consider the three colors of
{∆,∆ + 1,∆ + 2} ⊆ C \C(u): we assume w.l.o.g. that C(u5) = {5,∆,∆ + 1}, C(u6) = {6,∆ + 2, s},
and there are a (5,∆)(u4,u5)-path, a (5,∆ + 1)(u4,u5)-path, and a (6,∆ + 2)(u4,u6)-path in H. If
s = c(uuj) ∈ S2, then uu6 → {∆,∆ + 1} \ C(uj); otherwise, uu6 → {∆,∆ + 1} \ C(u6). Then,
uu4 → ∆ + 2 gives an acyclic edge (∆ + 2)-coloring for G.
Case 3. b ∈ C \ C(u). If there is a color α ∈ (C \ C(u)) \ C(u4) such that H contains no
(5, α)(u4,u5)-path, then uu4 → α gives an acyclic edge (∆ + 2)-coloring for G. Otherwise, for every
j ∈ (C \ C(u)) \ C(u4), H contains a (5, j)(u4,u5)-path. It follows from d(u5) = 3 that d(u) = ∆,
C\C(u) = {∆,∆+1,∆+2}, and we assume w.l.o.g. that C(u4) = {4, 5,∆}, C(u5) = {5,∆+1,∆+2},
and there are a (5,∆ + 1)(u4,u5)-path and a (5,∆ + 2)(u4,u5)-path in H. One sees that if ∆ = 6, then
we have just arrived at Condition (C1).
If ∆ > 6, then (S2 ∪ S3) \ {4, 5} 6= ∅. When n3(u) = 3 with C(u6) = {6, s, t}, if s ∈ S2
and t ∈ S2, then uu6 → {∆,∆ + 1,∆ + 2} \ (C(us) ∪ C(ut)); if s ∈ S2 but t /∈ S2, then uu6 →
{∆,∆ + 1,∆ + 2} \ (C(u6) ∪ C(us)); if s /∈ S2 and t /∈ S2, then uu6 → {∆,∆ + 1,∆ + 2} \ C(u6).
When n3(u) = 2 with C(u6) = {6, s}, if s ∈ S2, then uu6 → {∆,∆+1,∆+2}\C(us); if s 6∈ S2, then
uu6 → {∆,∆ + 1,∆ + 2} \ C(u6). This re-coloring of uu6, together with (uu4, vw, uv)→ (6, i, 4),
gives an acyclic edge (∆ + 2)-coloring for G. 2
Lemma 12 says that when S3 \B∗ 6= ∅, an acyclic edge (∆ + 2)-coloring for G can be obtained
in O(1) time from the inductively hypothesized acyclic edge (∆ + 2)-coloring for H = G− uv, or
otherwise Condition (C1) holds; and if Condition (C1) holds, then again an acyclic edge (∆ + 2)-
coloring for G can be obtained in O(1) time. This finishes the inductive step for the case where G
contains the configuration (A2.2).
3.1.2 Configuration (A2.3)
In this configuration, n2(u) = d(u)−4, d(uj) = 2 for 5 ≤ j ≤ d(u)−1, n2(u4) ∈ {d(u4)−4, d(u4)−5},
and u3u4 ∈ E(G).
From n2(u) = d(u)− 4 and (A2.1)–(A2.2), we assume d(ui) ≥ 4 for 1 ≤ i ≤ 4. Let c(uui) = i for
each 1 ≤ i ≤ d(u)− 1, in the acyclic edge (∆ + 2)-coloring c(·) for H = G− uv. Since u3u4 ∈ E(G)
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and G contains no intersecting triangles, we have w, xj 6∈ N(u), where xj is the other neighbor of
uj other than u, for j = 5, 6, . . . , d(u)− 1.
We prove the inductive step by first treating u1, u2, u3, u4 indistinguishably to obtain an acyclic
edge (∆ + 2)-coloring for G, until impossible, by then (after Lemma 13) to distinguish u4 from the
other three vertices u1, u2, u3.
Note that S2 = {5, 6, . . . , d(u) − 1} and S3 = ∅. From Proposition 3.1.0.1 we have (C \
C(u)) ∪ S2 = C \ {1, 2, 3, 4} ⊆ C(w) \ {c(vw)}. Therefore, c(vw) ∈ {1, 2, 3, 4}, d(w) ≥ ∆− 1, and
1 ≤ |C(w) ∩ {1, 2, 3, 4}| ≤ 2. Since vw can be colored by an arbitrary color i ∈ C \ (C(w) \ c(vw)),
we conclude that it can be colored by at least three of the four colors {1, 2, 3, 4}. Then, for each
such color i, by Proposition 3.0.0.1 we have C \ C(u) ⊆ Bi ⊆ C(ui).
Let us tentatively un-color the edge vw; later we will re-color it together with the edge uv to
present an acyclic edge (∆ + 2)-coloring for G, in O(1) time.
Consider first d(w) = ∆− 1, here we have C(w) = C \ {1, 2, 3, 4} and C \ C(u) ⊆ Bi ⊆ C(ui)
for every color i ∈ {1, 2, 3, 4}.
When there exists a color j = c(uuj) ∈ S2 \Bi for some i ∈ {1, 2, 3, 4}, if c(ujxj) 6∈ S2, then let
S = (C \ C(u)) \ C(uj); if c(ujxj) = c(uuk) ∈ S2, then let S = (C \ C(u)) \ C(uk). It follows that
|S| ≥ 2, and uuj → S and (uv, vw)→ (j, i) give rise to an acyclic edge (∆ + 2)-coloring for G, and
we are done.
In the other case where S2 \Bi = ∅, we have a stronger conclusion that (C \ {1, 2, 3, 4}) ⊆ Bi ⊆
C(ui) for every color i ∈ {1, 2, 3, 4}, and consequently {1, 2, 3, 4} ⊆ C(wj) for every wj ∈ N(w)\{v}
(a similar illustration as shown in Figure 3 with y now incident with at least four edges colored
1, 2, 3, 4, respectively). Since |{1, 2, 3, 4} ∩ C(uj)| ≤ 2 for every j = 1, 2, . . . , d(u)− 1, uj cannot be
adjacent to w, that is, wuj 6∈ E(G). Together with uw, uxj 6∈ E(G) for for every j = 5, 6, . . . , d(u)−1,
it follows from Lemma 10 that G admits an acyclic edge (∆ + 2)-coloring, and we are done.
Consider next d(w) = ∆, here we assume w.l.o.g. that C(w) = C \ {1, 2, 3}, and its ∆ − 1
neighbors (other than v) are w4, w5, . . . , w∆+2 with c(wwj) = j, j = 4, 5, . . . ,∆ + 2; we have
C \ C(u) ⊆ Bi ⊆ C(ui) for every color i ∈ {1, 2, 3}. Let B∗ = B1 ∩ B2 ∩ B3; then for each color
j = c(wwj) ∈ B∗, wj is incident with at least three edges colored 1, 2, 3, respectively, and d(wj) ≥ 4
(a similar illustration as shown in Figure 3).
Lemma 13 When d(w) = ∆ and assume w.l.o.g. that C(w) = {4, 5, . . . ,∆ + 2}, either G admits
an acyclic edge (∆ + 2)-coloring, or the following hold:
(1) For every color j = c(uuj) ∈ S2, if c(ujxj) 6= 4 or xj 6= w, then j ∈ B∗.
(2) S2 ⊆ B∗; or there exists exactly a color j = c(uuj) ∈ S2 such that j /∈ B∗. In the latter case,
c(ujxj) = 4, xj = w, C \ {1, 2, 3, 4, j} ⊆ C(u4), and for every k ∈ C \ {1, 2, 3, 4, j}, there is a
(4, k)(u4,w)-path, {1, 2, 3, 4} ⊆ C(wk), and d(wk) ≥ 5.
(3) 4 ∈ B∗; or (((C \ C(u)) ∪ S2) ∩B∗) ⊆ C(u4).
Proof. To prove (1), assume to the contrary that j 6∈ Bi for some i ∈ {1, 2, 3}. Firstly,
if c(ujxj) = 4 and xj 6= w, then ({1, 2, 3} ∪ {5, 6, . . . ,∆ + 2}) \ ({j} ∪ C(xj)) 6= ∅. We let
ujxj → ({1, 2, 3} ∪ {5, 6, . . . ,∆ + 2}) \ ({j} ∪ C(xj)); thus, it suffices to consider c(ujxj) 6= 4.
If c(ujxj) ∈ {1, 2, 3} ∪ (C \C(u)), then let S = (C \C(u)) \C(uj); if c(ujxj) = k = c(uuk) ∈ S2,
then let S = (C \ C(u)) \ C(uk). It follows that |S| ≥ 2; uuj → S and (uv, vw)→ (j, i) give rise to
an acyclic edge (∆ + 2)-coloring for G, and we are done.
To prove (2), we see from (1) that if there exists a color j = c(uuj) ∈ S2 \B∗, then c(ujxj) = 4
and xj = w. Consequently there can be at most one such color. Recalling that C \ C(u) ⊆ B∗, we
have C \ {1, 2, 3, 4, j} = (C \ C(u)) ∪ (S2 \ {j}) ⊆ B∗.
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Denote C∗ = C \ {1, 2, 3, 4, j}. Assume that j 6∈ Bi for some i ∈ {1, 2, 3}. Since we can recolor
ujw → i, followed by a similar proof of (1), if G contains no (4, k)(u4,w)-path for some k ∈ C∗,
then an acyclic edge (∆ + 2)-coloring for G can be achieved and we are done.6 This proves that
G contains a (4, k)(u4,w)-path for every k ∈ C∗; and thus C∗ ⊆ C(u4), {1, 2, 3, 4} ⊆ C(wk) and
d(wk) ≥ 5 for every k ∈ C∗.
To prove (3), one sees that in the latter case of (2), (((C \C(u))∪S2)∩B∗) ⊆ (C \{1, 2, 3, 4, j}) ⊆
C(u4); therefore, it suffices to consider the former case of (2), that is, S2 ⊆ B∗, and consequently
((C \ C(u)) ∪ S2) ∩B∗ = (C \ C(u)) ∪ S2 = C \ {1, 2, 3, 4}.
Assume that 4 6∈ Bi for some i ∈ {1, 2, 3}, and there exists a k ∈ ((C \ C(u)) ∪ S2) \ C(u4).
If k = c(uuk) ∈ S2, then letting uuk → (C \ C(u)) \ C(uk) when c(ukxk) 6∈ S2, or letting
uuk → (C \ C(u)) \ C(u`) when c(ukxk) = c(uu`) ∈ S2. We thus consider below only the case
where k ∈ (C \ C(u)) \ C(u4). It follows that there is no (k, i)(u4,ui)-path, since k /∈ C(u4) and the
(k, i)(u,v)-path ends at w. We re-color (uu4, uv, vw)→ (k, 4, i).
If there is no (k, `)(u4,u`)-cycle for every ` ∈ S2, then this is an acyclic edge (∆ + 2)-coloring for
G, and we are done.In the other case, the re-coloring produces a (k, `)(u4,u`)-cycle for some ` ∈ S2,
and by Lemma 11 we can assume that there is exactly one such color `. Subsequently, c(u`x`) = k
and ` ∈ C(x`) ∩ C(u4). We note that x` 6= w since k ∈ B∗. Let p be a color in (C \ {4}) \ C(x`),
which is non-empty. If p ∈ (C \C(u))∪ {1, 2, 3}, then let S = (C \C(u)) \ {k, p}; if p ∈ S2, then let
S = (C \ C(u)) \ ({k} ∪ C(up)). It follows that S 6= ∅; and the re-coloring uu` → S and u`x` → p
gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done.
This finishes the proof. 2
The rest of the subsection deals with the un-settled cases described in Lemma 13, and we
distinguish two cases on whether or not there is a color j ∈ S2 = {5, 6, . . . , d(u) − 1} such that
xj = w, that is, the 2-vertex uj is adjacent to w.
Case (A2.3-1). There exists a color j ∈ S2 such that xj = w (i.e. uj ∈ N(w)).
Since we do not differentiate u5, u6, . . . , ud(u)−1, we assume w.l.o.g. that x5 = w.
From Lemma 13(2), we know that |S2 \ B∗| ≤ 1 (or equivalently |B∗| ≥ ∆ − 3); recall that
for each color j = c(wwj) ∈ B∗, d(wj) ≥ 4 and wj is incident with at least three edges colored
1, 2, 3, respectively. At most two among N(w) \ {v} = {w4, w5, . . . ,∆ + 2} can have degree 2. Let
k = 1 if there is another color j ∈ S2 \ {5} such that xj = w, or k = 0 otherwise. It follows that
∆ ≥ d(u) ≥ 6 + k.
Case 1.1. k = 1. In this case, ∆ ≥ 7. By Lemma 13(2), it suffices to assume that 5 /∈ B∗; that
is, w4 = u5, B
∗ = {6, 7, . . . ,∆ + 2} ⊆ C(u4), and {1, 2, 3, 4, j} ⊆ C(wj) for every j ∈ B∗.
Below we will take the edge between two of {u1, u2, u3, u4} specified in (A2.3) into consideration,
say ui1ui2 ∈ E(G). Denote the color-j edge incident at ui1 (ui2 , respectively) as yjui1 (zjui2 ,
respectively), for every j ∈ B∗. Then, (i) c(ui1ui2) = α ∈ {1, 2, 3, 4, 5} \ {i1, i2}, or (ii) c(ui1ui2) =
β ∈ B∗ and there is a color-i2 (color-i1, respectively) edge incident at ui1 (ui2 , respectively), denoted
as yi2ui1 (zi1ui2 , respectively). We assume w.l.o.g. that n2(ui1) ∈ {d(ui1) − 4, d(ui1) − 5}. One
sees that d(ui1) ≥ ∆ − 1 ≥ 6. In (i) |C(ui1) \ (B∗ ∪ {i1, α})| ≤ 1, and thus there is a color, say
j0 ∈ B∗, such that d(yj0) = 2; in (ii) |C(ui1) \ (B∗ ∪ {i1, i2})| ≤ 1, and thus there is a color, say
j0 ∈ (B∗ \ {β}) ∪ {i2}, such that d(yj0) = 2. For every yj ∈ N(ui1), if d(yj) = 2 then let y′j 6= ui1
denote its the other neighbor.
For (ii), if d(yi2) = 2, then c(yi2y
′
i2
) = β. Thus, yi2ui1 → {1, 2, 3, 4, 5} \ (C(ui1) ∪ C(ui2)) and
(u5w, uv, vw)→ (i1, β, i2) give rise to an acyclic edge (∆ + 2)-coloring for G, and we are done.
6In the similar proof, the pair (4, k) replaces (i, j).
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For (i) and (ii) where j0 ∈ S2, if c(uj0xj0) 6∈ S2, then let S = (C \ C(u)) \ C(uj0); if c(uj0xj0) =
c(uu`) ∈ S2, then let S = (C \ C(u)) \ C(u`). It follows S 6= ∅ and letting uuj0 → S reduces to the
case where j0 ∈ C \ C(u). Below we assume w.l.o.g. that j0 = ∆, i.e., d(y∆) = 2. It follows that
c(y∆y
′
∆) = i1.
If 5 6∈ C(ui1), then (y∆ui1 , uv, vw)→ (5,∆, i1) gives rise to an acyclic edge (∆ + 2)-coloring for
G, and we are done.
If 5 ∈ C(ui1), then let y∆ui1 → {1, 2, 3, 4} \ (C(ui1) ∪ {i2}) and uui1 → ∆. Note that this does
not create any (∆, i)(ui1 ,ui)-cycle for each i ∈ {1, 2, 3, 4}, due to ∆ ∈ B∗.
If there is no (∆, j)(ui1 ,xj)-cycle for every j ∈ S2, then (uv, vw) → (∆ + 1, i1) gives rise to an
acyclic edge (∆ + 2)-coloring for G, and we are done.Otherwise, by Lemma 11 we can assume that
there is exactly one color j ∈ S2 such that there is a (∆, j)(ui1 ,xj)-cycle. One sees that c(ujxj) = ∆
and j ∈ C(xj), and thus j 6= 5 and xj 6= w. Note that there exists a color p ∈ (C \ {i1}) \ C(xj). If
p ∈ C \S2, then let S = {∆ + 1,∆ + 2}\{p}; if p = c(uu`) ∈ S2, then let S = {∆ + 1,∆ + 2}\C(u`).
It follows that S 6= ∅; ujxj → p, uuj → q ∈ S, uv → {∆ + 1,∆ + 2} \ {q} and vw → i1 give rise to
an acyclic edge (∆ + 2)-coloring for G, and this finishes the discussion for Case 1.1.
Case 1.2. k = 0. In this case, ∆ ≥ 6, and if S2 \B∗ 6= ∅ then by Lemma 13(2) S2 \B∗ = {5}.
That is, {6, 7, . . . ,∆ + 2} ⊆ B∗, and G contains an (i, j)(ui,wj)-path for every i ∈ {1, 2, 3} and
j ∈ B∗.
If there exists an i ∈ {1, 2, 3} \ C(w5), then (ww5, uv, vw) → (i,∆, 5) gives rise to an acyclic
edge (∆ + 2)-coloring for G, and we are done.Otherwise, {1, 2, 3} ⊂ C(w5) and thus d(wj) ≥ 4 for
every j ∈ {5, 6, . . . ,∆ + 2}. One sees that w5 6= u4; w5 /∈ {u1, u2, u3} since |{1, 2, 3, 5}∪B∗| ≥ ∆ + 1.
We conclude that w5 /∈ N(u).
Since 4 /∈ B∗, by Lemma 13(3) we have ((C\C(u))∪S2)∩B∗) ⊆ C(u4). If 5 ∈ B∗, then 5 ∈ C(u4)
too; if 5 6∈ B∗, then by Lemma 13(2) 4 ∈ C(wj) for each j ∈ {6, 7, . . . ,∆ + 2}. Consequently, from
{1, 2, 3, j} ⊆ N(wj) and d(wj) ≤ ∆ we conclude that wj /∈ N(u) for each j ∈ {6, 7, . . . ,∆ + 2}.
That is, wj /∈ N(u) for each j ∈ {5, 6, . . . ,∆ + 2}. Next, let G′ = G − {v, u5} + uw, which
is a planar graph without intersecting triangles, ∆(G′) ≤ ∆, and contains three less edges than
G. By the inductive hypothesis, G′ has an acyclic edge (∆ + 2)-coloring c(·) using the color
set C = {1, 2, . . . ,∆ + 2}, in which we assume that c(uw) = 1, 2 6∈ C(u), and 3 6∈ C(w). We
keep the color for every edge of E(G′) except uw /∈ E(G), and color the other edges of E(G) as
(uv, vw, uu5, u5w)→ (2, 1, 1, 3). This does not introduce any bichromatic cycle, that is, the achieved
edge (∆ + 2)-coloring for G is acyclic.
Case (A2.3-2). x5, x6, . . . , xd(u)−1 and w are distinct from each other.
By Lemma 13(2), {5, 6, . . . ,∆ + 2} ⊆ B∗ and {1, 2, 3, j} ⊆ C(wj) for every j ∈ B∗. It follows
that wj 6∈ N(u) \ {u4} for every j ∈ B∗. Below we do not distinguish the colors of {5, 6, . . . ,∆ + 2},
and refer them to as α5, α6, . . . , α(∆+2), respectively.
7 The edge between two of {u1, u2, u3, u4}
specified in (A2.3) have two possibilities: (Case 2.1) it is between two of {u1, u2, u3} and we assume
w.l.o.g. the edge is u1u2, or (Case 2.2) it is between u4 and one of {u1, u2, u3} and we assume w.l.o.g.
the edge is u1u4.
Case 2.1. u1u2 ∈ E(G). In this case, denote the color-αj edge incident at u1 (u2, respectively)
as yju1 (zju2, respectively), for every j ∈ {6, 7, . . . ,∆ + 2}. Similar to Case 1.1, either (i) c(u1u2) ∈
{3, 4} and c(y5u1) = c(z5u2) = α5, or (ii) c(u1u2) = α5, c(y5u1) = 2, and c(z5u2) = 1. One sees that
in either case both u1 and u2 have reached degree ∆ ≥ 6 (by the non-existence of (A1.1)) and thus
4 /∈ Bi for i = 1, 2; by Lemma 13(3), we have B∗ = {5, 6, . . . ,∆ + 2} ⊆ C(u4).
7That is, (α5, α6, . . . , α(∆+2)) is an arbitrary permutation of (5, 6, . . . ,∆ + 2).
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It follows that wj 6= u4, implying wj /∈ N(u) for every j ∈ B∗, and w4 /∈ {u1, u2, u4}. When
w4 6= u3, wuj /∈ E(G) for every j = 1, 2, . . . , d(u)− 1; it follows from Lemma 10 that G admits an
acyclic edge (∆ + 2)-coloring, and we are done.When w4 = u3, C(u3) = C \ {1, 2}.
If there is no (4, j)(u4,wj)-path for some j ∈ B∗, then (wu3, uv, vw) → (1, j, 4) gives rise to an
acyclic edge (∆ + 2)-coloring for G, and we are done.Otherwise, there is a (4, j)(u4,wj)-path for every
j ∈ B∗. Note that the prior u1 and u2 are indistinguishable to us, and we assume w.l.o.g. below
that n2(u1) ∈ {d(u1)− 4, d(u1)− 5}. Since n2(u1) ≥ 1, we assume that d(yi0) = 2 for some i0 and
let y′i0 6= u1 denote its the other neighbor. In (i), i0 ∈ B∗, c(y′i0yi0) = 1, and we let u1yi0 → 2. In
(ii), if i0 = 5, then c(y
′
i0
yi0) = α5, and we let (u1yi0 , vw) → (3, 2); if i0 ∈ {6, 7, . . . ,∆ + 2}, then
c(y′i0yi0) = 1, and we let u1yi0 → 3.
If αi0 /∈ C(u), then uv → αi0 gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are
done.Otherwise, αi0 = c(uuj) ∈ S2. If c(ujxj) 6∈ S2, then let S = {∆,∆ + 1,∆ + 2} \ C(uj); if
c(ujxj) = c(uu`) ∈ S2, then let S = {∆,∆ + 1,∆ + 2} \ C(u`). It follows that S 6= ∅, and uuj → S
and uv → αi0 give rise to an acyclic edge (∆ + 2)-coloring for G, and we are done.
Case 2.2. u1u4 ∈ E(G). If there exists i ∈ {2, 3} \ C(w4), then we recolor (ww4, vw)→ (i, 4) to
reduce the discussion to the above Case 2.1, and we are done.
We thus consider below {2, 3, 4} ⊆ C(w4), which implies that w4 /∈ N(u).
If 4 /∈ B∗, then by Lemma 13(3) B∗ = {5, 6, . . . ,∆ + 2} ⊆ C(u4); thus wj /∈ N(u) for every
j ∈ {5, 6, . . . ,∆ + 2} either. By Lemma 10, we obtain an acyclic edge (∆ + 2)-coloring for G, and
we are done.
If 4 ∈ B∗, that is, B∗ = {4, 5, . . . ,∆ + 2}, then we denote the color-αj edge incident at u1 as
yju1, for every j ∈ {6, 7, . . . ,∆ + 2}, and then c(u1u4) = α5, c(z5u4) = 1, and c(y5u1) = 4. We
further assume that wα6 = u4 (otherwise by Lemma 10 we are done), and {1, 2, 3, 4, α5, α6} ⊆ C(u4)
with c(z6u4) = 2, c(z7u4) = 3.
First assume that there exists an i0 such that d(yi0) = 2 for some i0 ∈ {5, 6, . . . ,∆ + 2}.
If i0 = 5, then c(y
′
5y5) = 1; the re-coloring y5u1 → 2 makes 4 6∈ B1, which together with
{5, 6, . . . ,∆ + 2} \ C(u4) 6= ∅ enables us to obtain an acyclic edge (∆ + 2)-coloring of G by
Lemma 13(3).If i0 ∈ {6, 7, . . . ,∆ + 2}, then c(y′i0yi0) = 1; we let (yi0u1, uv, vw) → (2, αi0 , 1).
If αi0 /∈ C(u), then this is an acyclic edge (∆ + 2)-coloring for G, and we are done.Otherwise,
αi0 = c(uuj) ∈ S2. One sees that there exists a color p ∈ (C \ {4}) \ C(xj). If p 6∈ S2, then let
S = {∆,∆ + 1,∆ + 2} \ {p}; if p = c(uu`) ∈ S2, then let S = {∆,∆ + 1,∆ + 2} \ C(u`). It follows
that S 6= ∅; ujxj → p and uuj → S give rise to an acyclic edge (∆ + 2)-coloring for G, and we are
done.
Next assume that d(yj) ≥ 3 for every j ∈ {5, 6, . . . ,∆ + 2}. It follows from d(u4) ≥ 6 that
n2(u4) ∈ {d(u4)− 4, d(u4)− 5} is at least 1. Since {1, α5, α6} ⊆ C(z5), at least one of z6 and z7 is a
2-vertex, and we assume w.l.o.g. d(z6) = 2. It follows that c(z6z
′
6) = α6. If α6 ∈ C \ C(u), then let
S = C \ (C(u)∪{α6}); if α6 = c(uuj) ∈ S2, then let S = C \ (C(u)∪C(uj)). Note that S 6= ∅. Then
z6u4 → C \C(u4), (wu4, vw)→ (2, α6) and uv → S give rise to an acyclic edge (∆ + 2)-coloring for
G, and we are done.
This finishes the inductive step for the case where G contains the configuration (A2.3).
3.1.3 Configuration (A2.4)
In this configuration, n2(u) = d(u) − 5, d(uj) = 2 for 6 ≤ j ≤ d(u) − 1, d(u5) = 3, d(u4) = 4,
d(u3) ≤ 5, and u3u4 ∈ E(G).
From n2(u) = d(u)− 5 and (A2.1)–(A2.2), we have n3(u) = 1 and thus d(ui) ≥ 4 for 1 ≤ i ≤ 3.
Let c(uui) = i for each 1 ≤ i ≤ d(u) − 1. By Propositions 3.0.0.1 and 3.1.0.1, {5, 6, . . . ,∆ +
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2} = (C \ C(u)) ∪ S2 ∪ S3 ⊆ C(w) and c(vw) ∈ {1, 2, 3, 4}. If c(vw) ∈ {1, 2}, then we recolor
vw → {3, 4} \ C(w); it suffices to deal with the following two subcases.
Case (A2.4-1). c(vw) = 4.
In this case, if C(u) ∪ C(u4) 6= C, then uv → C \ (C(u) ∪ C(u4)) gives rise to an acyclic edge
(∆ + 2)-coloring for G, and we are done;we consider below d(u) = ∆, C(u4) = {4,∆,∆ + 1,∆ + 2}
with c(u3u4) = ∆, and furthermore 4 ∈ C(u3), C(w) = C \{1, 2}, and G contains an (i, j)(ui,w)-path
for every pair i ∈ {1, 2} and j ∈ {∆,∆ + 1,∆ + 2}.
Let C(u5) = {5, a, b}. When 3 6∈ C(u5), we can set up a color set S as follows: If {a, b} ∩S2 = ∅,
then let S = {∆,∆ + 1,∆ + 2} \ C(u5); if {a, b} ∩ S2 = {a}, then let S = {∆,∆ + 1,∆ + 2} \
(C(u5)∪C(ua)); if {a, b} ∩ S2 = {a, b}, then let S = {∆,∆ + 1,∆ + 2} \ (C(ua)∪C(ub)). It follows
that S 6= ∅, and uv → 5 and uu5 → S give rise to an acyclic edge (∆ + 2)-coloring for G, and we
are done.
When 3 ∈ C(u5), we consider the following two subcases on whether ∆ ∈ C(u5) or not.
Case 1.1. ∆ 6∈ C(u5). We first re-color (uu5, uv)→ (∆, 5). If there is no (∆, j)(u5,xj)-cycle for
every j ∈ S2, then we are done.Otherwise, T∆ = {j ∈ S2 | G contains a (∆, j)(u5,xj)-cycle} 6= ∅.
By Lemma 11, we can assume that there is exactly one color in T and w.l.o.g. T∆ = {6}; that is,
c(u6x6) = ∆ and C(u5) = {5, 3, 6}. Then, uu6 → ∆ + 1 gives rise to an acyclic edge (∆ + 2)-coloring
for G, and we are done.
Case 1.2. ∆ ∈ C(u5) and thus C(u5) = {5, 3,∆}. If there exists a color α ∈ {∆+1,∆+2}\C(u3),
then (uu5, uv)→ (α, 5) gives rise to an acyclic edge (∆+2)-coloring for G, and we are done.Otherwise,
C(u3) = {3, 4,∆,∆ + 1,∆ + 2}. Then, (uu5, uu3, uv)→ (∆ + 1, 5, 3) gives rise to an acyclic edge
(∆ + 2)-coloring for G, and we are done.
Case (A2.4-2). c(vw) = 3, d(u3) = 5 (by symmetry) and C(w) = C \ {1, 2}.
In this case, G contains an (i, j)(ui,w)-path for every pair i ∈ {1, 2, 3} and j ∈ C \C(u). Therefore,
if c(u3u4) ∈ C \ C(u), then 3 ∈ C(u4); either way, (C \ C(u)) \ C(u4) 6= ∅.
When there exists a color j = c(uuj) ∈ S2 such that G contains no (i, j)(ui,w)-path for some
i ∈ {1, 2, 3}, if c(ujxj) 6∈ S2 ∪ {4, 5}, then let S = (C \ C(u)) \ C(uj); or if c(ujxj) = c(uuk) ∈
S2 ∪ {4, 5}, then let S = (C \ C(u)) \ C(uk). Then uv → j, vw → i, and uuj → S give rise to an
acyclic edge (∆ + 2)-coloring for G.
When S2 = ∅, or G contains an (i, j)(ui,w)-path for every pair i ∈ {1, 2, 3} and j ∈ S2, we
conclude from d(u3) = 5 that 3 ≤ |(C \C(u)) ∪ S2| ≤ 4. By a similar discussion as in Case (A2.4-1),
if 4 6∈ C(u5), then G contains a (3, 5)(u3,w)-path. We distinguish the two cases for |(C \ C(u)) ∪ S2|.
Case 2.1. |C \ C(u)| = 4 or S2 = {6}. In this case, ∆ = 7, 4 6∈ C(u3), 3 ∈ C(u4), and
C(u5) = {5, 4, b}. One sees that 5 6∈ B3.
When c(u3u4) ∈ S2, if b 6∈ S2, then let S = (C \ C(u)) \ (C(u5) ∪ C(u4)); or if b = c(uuj) ∈ S2,
then let S = (C \ C(u)) \ (C(u4) ∪ C(uj)). It follows that S 6= ∅, and thus uv → 5 and uu5 → S
give rise to an acyclic edge (∆ + 2)-coloring for G.
When c(u3u4) /∈ S2, and assume w.l.o.g. that c(u3u4) = ∆, if b = ∆, then uu5 → (C \ C(u)) \
C(u4); or if b ∈ S2 and c(ubxb) = ∆, then uu5 ∈ (C \ C(u)) \ (C(u4) ∪ C(ub)); otherwise, uu5 → ∆.
This together with uv → 5 gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done.
Case 2.2. |C \ C(u)| = 3 and S2 = ∅. In this case, d(u) = ∆ = 6.
Case 2.2.1. G contains a (3, 5)(u3,w)-path and let C(u4) = {3, 4, c(u3u4), b}. Then C(u3) =
{3, 5, 6, 7, 8}.
(1) c(u3u4) = 6. If b 6= 5, then uu4 → {7, 8} \ C(u4) and uv → 4 give rise to an acyclic edge
(∆ + 2)-coloring for G.If b = 5 and {7, 8} \ C(u5) 6= ∅, then uu4 → {7, 8} \ C(u5) and uv → 4 give
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rise to an acyclic edge (∆ + 2)-coloring for G.Otherwise, we have b = 5 and C(u5) = {5, 7, 8}.
(2) c(u3u4) = 5. If there exists a color α ∈ {6, 7, 8} \ (C(u4) ∪ C(u5)), then (uu4, uv)→ (α, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G.Otherwise, {6, 7, 8} ⊆ C(u4) ∪ C(u5) and we
assume w.l.o.g. that C(u4) = {3, 4, 5, 6}, C(u5) = {5, 7, 8}.
In the leftover situation of (1) and (2), we may further assume that G contains an (i, 5)(ui,w)-path
for every i ∈ {1, 2}. Note that wui 6∈ E(G) for every i ∈ {3, 4, 5}. By Lemma 10, wui ∈ E(G) for
some i ∈ {1, 2} and we assume w.l.o.g. that wu1 ∈ E(G) with c(wu1) = 4. Then (wu1, vw, uv)→
(2, 4, 7) gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 2.2.2. G contains no (3, 5)(u3,w)-path and it suffices to assume that 4 ∈ C(u5). Furthermore,
when there exists a color α ∈ {6, 7, 8} \ (C(u4) ∪ C(u5)), (uu5, uv)→ (α, 5) gives rise to an acyclic
edge (∆ + 2)-coloring for G.We consider below the case where {6, 7, 8} ⊆ C(u4)∪C(u5), and discuss
the two possible values of c(u3u4).
(1) c(u3u4) 6∈ {6, 7, 8}. It follows that C(u5) = {4, 5, 8} and 6, 7 ∈ C(u4) \ {c(u3u4)}. Then
(uu3, uu4)→ (4, 3) and uv → 6 give rise to an acyclic edge (∆ + 2)-coloring for G.
(2) c(u3u4) ∈ {6, 7, 8} and we assume w.l.o.g. c(u3u4) = 6. It follows that C(u4) = {3, 4, 6, 7} and
C(u5) = {5, 4, 8}. If G contains no (i, 4)(ui,w)-path for some i ∈ {1, 2, 3}, then (uu4, uv)→ (8, 4) and
vw → i give rise to an acyclic edge (∆ + 2)-coloring for G.Otherwise, G contains an (i, 4)(ui,w)-path
and 4 ∈ C(ui) for every i ∈ {1, 2, 3}, which implies that C(u3) = {3, 4, 6, 7, 8} and 4 ∈ C(u1)∩C(u2).
Note that wuj 6∈ E(G) for every j ∈ {3, 4, 5}. By Lemma 10, wui ∈ E(G) for some i ∈ {1, 2}, and
we assume w.l.o.g. that wu1 ∈ E(G) with c(wu1) = 5. Then (wu1, vw, uv)→ (2, 5, 7) gives rise to
an acyclic edge (∆ + 2)-coloring for G.
This finishes the inductive step for the case where G contains the configuration (A2.4), and thus
completes the discussion for the configuration (A2).
The discussion for the configurations (A3), (A5) and (A6) follows the same scheme to identify
certain local edge coloring, followed by re-coloring of a minimal subset of edges and at the same
time assigning a color for the edge uv, to give rise to an acyclic edge (∆ + 2)-coloring for G. We
show, as in the above, that there are only a finitely many situations, and in each situation such a
process takes O(1) time. We hope that the above detailed analysis for the configuration (A2) has
convinced the readers the correctness, with the similar analyses for the configurations (A3), (A5)
and (A6) moved to the Appendix, and so that Theorem 1 is proved.
4 Conclusions
Proving the acyclic edge coloring conjecture (AECC) on general graphs has a long way to go, but
on planar graphs it is very close with recent efforts. In particular, the AECC has been confirmed
true for planar graphs without i-cycles, for each i ∈ {3, 4, 5, 6}. In this paper, we dealt with the
planar graphs containing 3-cycles but no intersecting 3-cycles. Prior to our work, their acyclic
chromatic index was shown to be at most ∆ + 3, and in this work we closed the AECC by confirming
it affirmatively. The main technique is a discharging method to show at least one of the several
specific local structures must exist in the graph, followed by recoloring certain edges in each such
local structure and by an induction on the number of edges in the graph.
Our detailed construction and proofs are built on top of several existing works, and we believe
our new design of the local structures and the associated discharging method can be helpful for
proving the AECC on general planar graphs. On the other hand, for general graphs, improvements
from the approximation algorithm perspective, that is, to reduce the coefficient for ∆ in the upper
bound (from the currently best 3.74), are impactful pursuit.
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Appendix: Inductive proofs for the configurations A3, A5 and A6
3.2 Configuration (A3)
In this subsection we prove the inductive step for the case where G contains the configuration (A3),
that is,
(A3) A path u2uv with d(u) = 3, d(v) = 4. Let w1, w2, . . . , wd(u2)−1 be the neighbors of u2 other
than u, sorted by their degrees. At least one of the configurations (A3.1)–(A3.3) occurs.
Let v1, v2, v3 be the neighbors of v other than u, and assume that c(vvi) = i for i = 1, 2, 3;
let u1 be the neighbor of u other than u2 and v. Before we discuss the detailed configurations
(A3.1)–(A3.3), we do not distinguish u1 and u2 but use x1 to refer to any one of u1 and u2 while x2
to refer to the other ({x1, x2} = {u1, u2}).
Denote C∗ = C \ {1, 2, 3}. One sees that |C∗| = ∆− 1 ≥ 4, from the inexistence of (A1.3) that
{x1, x2} ∩ {v1, v2, v3} = ∅, and from Proposition 3.0.0.1 that 1 ≤ |C(u) ∩ C(v)| ≤ 2.
Lemma 14 If |C(u)∩C(v)| = 2, then in O(1) time either an acyclic edge (∆+2)-coloring for G can
be obtained, or an acyclic edge (∆ + 2)-coloring for H can be obtained such that |C(u) ∩ C(v)| = 1.
Proof. Assume w.l.o.g. that (ux1, ux2)c = (1, 2).
When there exists a color j ∈ C∗ \ C(xi) for some i ∈ {1, 2}, uxi → j gives rise to an acyclic
edge (∆ + 2)-coloring for H such that |C(u) ∩ C(v)| = 1.
In the other case, C(x1) = C
∗∪{1} and C(x2) = C∗∪{2}. Since 4 ∈ B1∪B2, we assume w.l.o.g.
that 4 ∈ B1. If G contains no (j, 4)(x1,vj)-path for some j ∈ {2, 3}, then (ux2, ux1, uv) → (1, j, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G.Otherwise, G contains a (j, 4)(x1,vj)-path and
4 ∈ C(vj) for every j ∈ {1, 2, 3}. Similarly, we have C∗ ⊆ C(vj) and thus C(vj) = C∗ ∪ {j} for
every j ∈ {1, 2, 3}. Then by Lemma 9, (ux1, ux2)→ (2, 1), (vv2, vv3)→ (3, 2), and uv → 4 give rise
to an acyclic edge (∆ + 2)-coloring for G. 2
By Lemma 14, hereafter we assume that |C(u) ∩ C(v)| = 1, and w.l.o.g. that C(u) = {1, 4},
c(ux1) = 1, c(ux2) = 4, and further from Proposition 3.0.0.1 that (C \ {1, 2, 3, 4}) ⊆ B1 ⊆
C(x1) ∩ C(v1); it follows that {2, 3} \ C(x1) 6= ∅.
When G contains no (1, 4)(x1,v1)-path, uv → 4; if C∗ \ C(x2) 6= ∅, then ux2 → C∗ \ C(x2), or
if 1 6∈ C(x2), then ux2 → {2, 3} \ C(x2), or if C(x2) = C \ {2, 3}, then ux2 → {2, 3} \ C(x1). This
gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done.We proceed with 4 ∈ B1 and
the following proposition:
Proposition 3.2.0.1 G contains a (1, j)(x1,v1)-path that cannot pass through x2 for every j ∈ C∗ ⊆
B1, and C(x1) = C(v1) = C \ {2, 3}.
If C∗ ⊆ C(vi) for some i ∈ {2, 3}, then (vv1, vvi, uv) → (i, 1, 5) gives rise to an acyclic edge
(∆ + 2)-coloring for G.We thus consider below C∗ \ C(v2) 6= ∅ and C∗ \ C(v3) 6= ∅. If G contains
no (3, α)(v2,v3)-path for some α ∈ C∗ \ C(v2), then (vv2, uv)→ (α, 2) gives rise to an acyclic edge
(∆ + 2)-coloring for G.Symmetrically, if G contains no (2, β)(v2,v3)-path for some β ∈ C∗ \ C(v3),
then (vv3, uv)→ (β, 3) gives rise to an acyclic edge (∆ + 2)-coloring for G.Otherwise, G contains
a (3, α)(v2,v3)-path for every α ∈ C∗ \ C(v2) and a (2, β)(v2,v3)-path for every β ∈ C∗ \ C(v3). It
follows that {3} ∪ (C∗ \ C(v3)) ⊆ C(v2) and {2} ∪ (C∗ \ C(v2)) ⊆ C(v3). If 1 6∈ C(v2) ∪ C(v3),
then (vv2, vv1, uv) → (1, 2, 5) gives rise to an acyclic edge (∆ + 2)-coloring for G.Otherwise, we
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assume w.l.o.g. that 1 ∈ C(v2). Therefore, |C∗ \ C(v2)| ≥ 2 and |C∗ \ C(v3)| ≥ 1, and we let
α1, α2 ∈ C∗ \ C(v2) be two distinct colors and β1 ∈ C∗ \ C(v3). Note that |C∗ \ {α1, α2, β1}| ≥ 1.
Thus, we proceed with the following proposition:
Proposition 3.2.0.2 (1) {1, 2, 3, β1} ⊆ C(v2), {2, 3, α1, α2} ⊆ C(v3), max{d(v2), d(v3)} ≥ 5.
(2) G contains a (3, α1)(v2,v3)-path and a (2, β1)(v2,v3)-path, which don’t pass through x1.
If 1 6∈ C(x2), then (ux1, ux2, uv) → (2, 1, α1) gives rise to an acyclic edge (∆ + 2)-coloring
for G.If G contains no (2, j)(x1,x2)-path for some j ∈ {4} ∪ (C∗ \ C(x2)), then (ux1, ux2) → (2, j)
and uv → {α1, β1} \ {j} give rise to an acyclic edge (∆ + 2)-coloring for G.Symmetrically, if G
contains no (3, j)(x1,x2)-path for some j ∈ {4} ∪ (C∗ \ C(x2)), then we can obtain an acyclic edge
(∆ + 2)-coloring of G too.In the other case, 1 ∈ C(x2) and G contains an (i, j)(x1,x2)-path for every
i ∈ {2, 3}, j ∈ {4} ∪ (C∗ \ C(x2)). We thus have {1, 2, 3, 4} ⊆ C(x2) with c(ux2) = 4.
Let y4, y5, . . . , y∆+2 be the neighbors of x1 other than u, and c(x1yj) = j for every 4 ≤ j ≤ ∆+2.
Let z1, z2, . . . , zd(x2)−1 be the neighbors of x2 other than u, and c(x2zi) = i for every i ∈ {1, 2, 3};
and let
B23 = {4} ∪ (C∗ \ C(x2)) and B′23 = {j | there is an (i, j)(x1,zi)-path for every i ∈ {2, 3}}.
It follows that B23 ⊆ B′23 and |B23| = |C∗ \ C(x2)| + 1 ≥ 2 + 1 = 3. We assume w.l.o.g.
∆ + 1,∆ + 2 ∈ C∗ \ C(x2), and summarize the above into the following proposition:
Proposition 3.2.0.3 {4} ∪ (C∗ \ C(x2)) = B23 ⊆ B′23, d(zi) ≥ |B23|+ 1 ≥ 4 for every i ∈ {2, 3},
and d(yj) ≥ |{1, 2, 3, j}| ≥ 4 for every j ∈ B23.
One sees from d(x2) ≥ 4 and d(vi) ≥ 4 for every i ∈ {1, 2, 3} that, if d(yj) = 3 for some
j ∈ C∗, then yj 6∈ N(v) ∪ {x2}. Since C∗ ∈ B1, we have 1 ∈ C(yj) for every j ∈ C∗. When ∆ = 5
and d(y5) = 3, x1y5 → {2, 3} \ C(y5); When ∆ = 6 and d(y5) = d(y6) = 3, if 6 6∈ C(y5), then
x1y5 → {2, 3} \C(y5); or if 6 ∈ C(y5), then x1y5 → {2, 3} \C(y6). This together with uv → 5 gives
rise to an acyclic edge (∆ + 2)-coloring for G.We proceed with the following proposition:
Proposition 3.2.0.4 If ∆ = 5, then n3(x1) = 1; if ∆ = 6, then n3(x1) ≤ 2.
We summarize the above many cases after Proposition 3.2.0.2 in the following Lemma 15, in
each of which an acyclic edge (∆ + 2)-coloring for G can be obtained in O(1) time.
Lemma 15 If the acyclic edge (∆ + 2)-coloring c for the graph H = G − uv satisfies one of the
following, then we can obtain an acyclic edge (∆ + 2)-coloring for G in O(1) time:
(1) 1 6∈ C(x2);
(2) 2 6∈ C(x2) or 3 6∈ C(x2);
(3) B23 \ C(x2) 6= ∅ and c(x2zk) = i with k 6= i for some i ∈ {2, 3};
(4) c(x2z2) = 2, c(x2z3) = 3, and there exists a color j ∈ (C∗ \ C(x2)) \B′23.
Proof. For (1), let (ux2, ux1)→ (1, 2); for (2), let ux1 → {2, 3} \ C(x2) and ux2 → C∗ \ C(x2);
for (3), let ux2 → j ∈ B23 \ C(x2), and ux1 → i; for (4), if G contains no (γ, j)(zγ ,x1)-path for some
γ ∈ {2, 3}, then let ux2 → j and ux1 → γ. The above together with uv → {α1, β1} \C(u) gives rise
to an acyclic edge (∆ + 2)-coloring for G, by Proposition 3.2.0.2 and Lemma 9. 2
We continue to discuss each of the configurations (A3.1)–(A3.3) separately in the following
subsections, under Propositions 3.2.0.1–3.2.0.4 and specifically with x1 = u1; that is, (uu1, uu2)c =
(1, 4), C(u1) = {1, 4, 5, . . . ,∆ + 2} and C(u2) = {1, 2, 3, 4, . . . , d(u2)}. We tentatively un-color the
two edges uu1 and uu2, and will recolor them at the end.
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3.2.1 Configuration (A3.1): d(u2) = 5, d(w4) = 3, and w2w3 ∈ E(G)
From Propositions 3.2.0.1–3.2.0.4, we have c(u2w4) 6∈ {2, 3}. Let s5, s6, . . . , s∆+2 be the neighbors
of w2 other than u2 and w3, and t5, t6, . . . , t∆+2 be the neighbors of w3 other than u2 and w2. Note
that N(u2) ∩N(u) 6= ∅, w4 6∈ {v1, v2, v3}, and for each i ∈ {1, 2, 3} any re-coloring of u2wi cannot
change C(v) = {1, 2, 3}. By symmetry, it suffices to consider the following three cases (A3.1-1),
(A3.1-2) and (A3.1-3).
Case (A3.1-1). (u2w2, u2w3)c = (2, 3).
Since C∗ \{5} ⊆ B23, it suffices to assume that c(w2sj) = c(w3tj) = j for every j ∈ {6, 7, . . . ,∆+
2} and, either (i) c(w2s5) = c(w3t5) = 4, c(w2w3) ∈ {1, 5} or (ii) c(w2w3) = 4, c(w2s5) = 3,
c(w3t5) = 2. One sees that there is no (i, j)-path passing through wi for every i ∈ {2, 3} and
j ∈ {1, 5}. We assume w.l.o.g. that (u2w1, u2w4) = (5, 1).
If G contains no (5, i)(w1,w4)-path for some i ∈ B23 \ C(w4), then let u2w4 → i; or if 1 6∈ C(w1),
then let u2w1 → 1 and u2w4 → B23 \ C(w4). It follows from Lemma 15(1) and (4), respectively,
that we are done.
If 1 ∈ C(w1) and G contains a (5, i)(w1,w4)-path for every i ∈ B23 \ C(w4), then B23 ⊆
C(w1)∪C(w4) and 5 ∈ C(w4). It follows that {2, 3}\ (C(w1)∪C(w4)) 6= ∅ and assume w.l.o.g. that
2 6∈ C(w1) ∪ C(w4). For (i), if c(w2w3) = 5, then let (u2w2, u2w4)→ (1, 2); or if c(w2w3) = 1, then
let (u2w2, u2w1)→ (5, 2). For (ii), if G contains no (2, 3)(w3,w4)-path, then let (u2w2, u2w4)→ (1, 2);
or otherwise, let (u2w2, u2w1)→ (5, 2). It follows from Lemma 15(3) that we are done.
Case (A3.1-2). (u2w2, u2w1, u2w3, u2w4)c = (2, 3, 5, 1).
When G contains no (5, i)(w3,w4)-path for some i ∈ B23 \ C(w4), let u2w4 → i and we are done
by Lemma 15(1). In the other case, G contains a (5, i)(w3,w4)-path for every i ∈ B23 \ C(w4),
which implies that 5 ∈ C(w4) and (B23 \ C(w4)) ⊆ C(w3). We assume w.l.o.g. that c(w2si) = i ∈
{6, . . . ,∆ + 2}, and consider the following two subcases on the different values of c(w2w3).
Case 2.1. c(w2s5) = 4 and c(w2w3) ∈ {1, 3}. One sees that G contains no (2, 5)(w2,u1)-path in
this case. If B23 ⊆ C(w3), then switch the colors of {u2w2, u2w3} and we are done by Lemma 15(3).
Otherwise, B23 \C(w3) 6= ∅ and we assume w.l.o.g. that 4 6∈ C(w3). It follows that C(w4) = {1, 4, 5}
and (B23 \ {4}) ⊆ C(w3). If 1 6∈ (w3), then let u2w3 → 4; if 1 ∈ C(w3) \ {c(w2w3)}, then switch the
colors of {u2w2, u2w3}; we are done by Lemma 15(4) and (3), respectively. Otherwise, it suffices to
assume that c(w2w3) = 1.
If 2 6∈ C(w3), then let (u2w2, u2w3, u2w4) → (5, 4, 2); otherwise C(w3) = C \ {3, 4}. If 2 6∈
C(w1), then let (u2w1, u2w2, u2w3) → (2, 5, 3); otherwise, we have C(w1) = C \ {1, 5} and let
(u2w1, u2w3) → (5, 3). It follows from Lemma 15(1), (3) and (3), respectively, that G admits an
acyclic edge (∆ + 2)-coloring.
Case 2.2. (w2w3, w3t5) = (4, 2). In this case, we assume w.l.o.g. that 7 6∈ C(w4) and G contains
a (5, 7)(w3,w4)-path. We consider the following two subcases on the different values of B23 \ C(w3).
Case 2.2.1. B23 ⊆ C(w3). Then C(w3) = C \ {1, 3}. If 3, 5 6∈ C(w2), then let (u2w2, u2w3, u2w4)
→ (5, 1, 7) and we are done by Lemma 15(2); otherwise, {3, 5} ∩ C(w2) 6= ∅ and thus 1 6∈ C(w2).
If 5 6∈ B′23, then let (u2w3, u2w4)→ (1, 7); it follows from Lemma 15(4) that G admits an acyclic
edge (∆+2)-coloring. In the other case, we have 5 ∈ B′23, C(w1) = C \{1, 2} and C(w2) = C \{1, 3}.
If 3 6∈ C(w4), then switch the colors of {u2w1, u2w4}; otherwise, 3 ∈ C(w4) and C(w4) = {1, 3, 5}. If
there is no (2, 5)(w1,w3)-path, then switch the colors of {u2w2, u2w1}; or otherwise, switch the colors
of {u2w2, u2w4}. It follows from Lemma 15(3) that G admits an acyclic edge (∆ + 2)-coloring.
Case 2.2.2. B23\C(w3) 6= ∅. We assume w.l.o.g. that 6 6∈ C(w3). It follows that C(w4) = {1, 5, 6}
and C(w2) = C \ {1, 3} with c(w2s5) = 5. If 3 6∈ C(w3), then we first let (u2w3, u2w4) → (3, 7).
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Next, if 1 6∈ C(w1), then let u2w1 → 1; or otherwise, we have C(w1) = C \ {2, 5} and let u2w1 → 5.
We are done by Lemma 15(3) and (1), respectively.
In the other case, 3 ∈ C(w3) and thus C(w3) = C \ {1, 6}. If 5 6∈ B′23, then let u2w3 → 6 and
we are done by Lemma 15(4); otherwise, 5 ∈ C(w1) and thus C(w1) = C \ {1, 2}. If G contains no
(2, 5)(w3,w4)-path, then switch the colors of {u2w2, u2w4}; if G contains no (3, 5)(w3,w4)-path, then
switch the colors of {u2w1, u2w4}; or otherwise, G contains a (2, 5)(w3,w4)-path and a (3, 5)(w3,w4)-
path, and switch the colors of {u2w1, u2w2}. It follows from Lemma 9 and Lemma 15(3) that G
admits an acyclic edge (∆ + 2)-coloring, and we are done.
Case (A3.1-3). (u2w2, u2w1, u2w3, u2w4)c = (2, 3, 1, 5).
When G contains no (5, i)(w3,w4)-path for some i ∈ B23 \ C(w3), let u2w3 → i and we are
done by Lemma 15(1). In the other case, we assume that if B23 \ C(w3) 6= ∅, then G contains a
(5, i)(w3,w4)-path for every i ∈ B23 \ C(w3), and thus 5 ∈ C(w3) and (B23 \ C(w3)) ⊆ C(w4).
If 5 6∈ B′23 and G contains no (1, i)(w3,w4)-path for some i ∈ B23 \ C(w4), then let u2w4 → i
and we are done by Lemma 15(4). Otherwise, either 5 ∈ B′23, or 5 6∈ B′23 and then G contains a
(1, i)(w3,w4)-path for every i ∈ B23 \ C(w4), 1 ∈ C(w4), and (B23 \ C(w3)) ⊆ C(w4).
We assume w.l.o.g. that c(w2si) = i ∈ {6, . . . ,∆ + 2}, and consider the following two subcases
on the different values of c(w2w3).
Case 3.1. c(w2s5) = 4 and c(w2w3) ∈ {3, 5}. If B23 ⊆ C(w3), then switch the colors of
{u2w2, u2w3} and we are done by Lemma 15(3). Otherwise, B23 \C(w3) 6= ∅ and we assume w.l.o.g.
that 6 6∈ C(w3). It follows that 5 ∈ C(w3), 6 ∈ C(w4) and G contains a (5, 6)(w3,w4)-path.
First, assume that 5 ∈ C(w3) \ {c(w2w3)}. One sees from 5 6∈ C(w2) that 5 6∈ B′23. It follows
that 1 ∈ C(w4), C(w4) = {1, 5, 6}, and C(w3) = C \ {2, 6}. Then switch the colors of {u2w2, u2w3}
and we are done by Lemma 15(3).
Next, assume that c(w2w3) = 5. If 2, 3 6∈ C(w3), then switch the colors of {u2w2, u2w3} and we
are done by Lemma 15(3); otherwise, {2, 3} ∩ C(w3) 6= ∅. When 2 6∈ C(w3), since 5 6∈ B′23, we have
C(w4) = {5, 1, 6} and C(w3) = C \ {2, 6}, let (u2w2, u2w3, u2w4) → (1, 6, 2) and we are done by
Lemma 15(3). Now it suffices to assume that 2 ∈ C(w3).
When 1 ∈ C(w4) and thus C(w3) = C \ {3, 6}, if 1 6∈ C(w1), then let (u2w1, u2w3, u2w4) →
(1, 6, 3); if C(w1) = C \ {2, 5}, then let (u2w1, u2w3, u2w4)→ (5, 3, 7); we are done by Lemma 15(3)
and (1), respectively.
In the other case, 1 6∈ C(w4). It follows that 5 ∈ B′23 and C(w1) = C \ {1, 2}. If 3 6∈ C(w3), then
let (u2w1, u2w3) → (1, 3); otherwise, 3 ∈ C(w3). Since B23 ⊆ C(w3) ∪ C(w4), we assume w.l.o.g.
that C(w4) = {4, 5, 6} and C(w3) = C \ {4, 6}. Then switch the colors of {u2w1, u2w2}. It follows
from Lemma 15(3) that G admits an acyclic edge (∆ + 2)-coloring.
Case 3.2. (w2w3, w3t5) = (4, 2). According to 5 ∈ B′23 or not, there are two subcases.
Case 3.2.1. 5 6∈ B′23. In this case, 1 ∈ C(w4) and B23 ⊆ C(w3) ∪ C(w4).
First, assume that 1 6∈ C(w2). It follows that C(w4) = {5, 1, 4}, C(w3) = C \ {3, 5}, and G
contains a (1, 6)(w3,w4)-path. Let (u2w3, u2w4)→ (5, 6). If 5 6∈ C(w2) and thus C(w2) = C \ {1, 3},
then let u2w2 → 1. We are done by Lemma 15(1) and (2), respectively.
Next, assume that 1 ∈ C(w2) and C(w2) = C\{3, 5}. If B23 ⊆ C(w3) and thus C(w3) = C\{3, 5},
then let u2w3 → 5 and u2w4 → B23 \ C(w4); we are done by Lemma 15(1). In the other case,
B23 \ C(w3) 6= ∅ and we assume w.l.o.g. that 6 ∈ C(w4) \ C(w3). It follows that C(w4) = {5, 1, 6},
C(w3) = C \ {3, 6} and G contains a (5, 6)(w3,w4)-path. Let (u2w2, u2w3, u2w4)→ (5, 6, 4), we are
done by Lemma 15(2).
Case 3.2.2. 5 ∈ B′23 and C(w2) = C \{1, 3}, C(w1) = C \{1, 2}. If 5 6∈ C(w3), then let u2w3 → 5
and u2w4 → B23 \ C(w4); we are done by Lemma 15(1).
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In the other case, 5 ∈ C(w3) and we assume w.l.o.g. that 6 ∈ C(w4) \ C(w3). If G contains
neither a (5, 3)(w2,w4)-path nor a (5, 2)(w1,w4)-path, then switch the colors of {u2w1, u2w2}; otherwise,
G contains a (5, γ)(wγ ,w4)-path, where {2, 3} ∩ C(w4) = {γ}. It follows that 1 6∈ C(w4) and
C(w3) = C \ {3, 6}, and then let (u2w3, u2w1)→ (3, 1). One sees from Lemma 9 that there is no
(5, 3)(w3,w4)-path even if 3 ∈ C(w4). We are done by Lemma 15(3).
3.2.2 Configuration (A3.2): d(u2) = 6, d(w3) = d(w4) = d(w5) = 3
From Propositions 3.2.0.1–3.2.0.4, we assume that c(u2wi) = i+ 1, i ∈ {1, 2, 4, 5}, c(u2w3) = 1, and
C(w3) = {1, a, b}. Note that w3, w4, w5 6∈ {v1, v2, v3, u1, v} and |B23| ≥ 3.
If G contains neither an (a, i)(w3,u2)-path nor a (b, i)(w3,u2)-path for some i ∈ B23 \ C(w3), then
let u2w3 → i and we are done by Lemma 15(1). Otherwise, G contains an (a, i)(w3,u2)-path or a
(b, i)(w3,u2)-path for every i ∈ B23 \C(w3). By symmetry, we consider the following two possibilities:
(i) {a, b} ∩ {5, 6} = {5}, C(w3) = {1, 4, 5}, C(w4) = {5, 7, 8}, and G contains a (5, i)(w3,w4)-path
for every i ∈ {7, 8}. Then let u2w3 → 6 and u2w5 → B23 \ C(w5).
(ii) C(w3) = {1, 5, 6}, C(w4) = {5, 4, 7}, 8 ∈ C(w5), and G contains (5, i)(w3,w4)-path for every
i ∈ {4, 7}. Then let u2w3 → 8 and u2w5 → {4, 7} \ C(w5).
By Lemma 15(1) we are done.
3.2.3 Configuration (A3.3): d(u2) = 6, d(w4) = d(w5) = 3, d(w2) ≤ 5, d(w3) = 4, and
w2w3 ∈ E(G)
From Propositions 3.2.0.1–3.2.0.4, we assume that (u2w1, u2w4, u2w5)c = (3, ξ, 5), {c(u2w2), c(u2w3)} =
{2, η}, where {ξ, η} = {1, 6}. Note that N(u2)∩N(u) 6= ∅, w4, w5 6∈ {v1, v2, v3}, and any re-coloring
u2w3 cannot change C(v). Denote C(w5) = {5, a, b} and C(w4) = {ξ, j, k}.
Case (A3.3-1). 5, 6 6∈ B′23.
If G contains neither an (a, i)(w5,u2)-path nor a (b, i)(w5,u2)-path for some i ∈ B23 \ C(w5), then
let u2w5 → i and we are done by Lemma 15(4). Otherwise, G contains an (a, i)(w5,u2)-path or
a (b, i)(w5,u2)-path for every i ∈ B23 \ C(w5). Symmetrically, G contains an (j, i)(w4,u2)-path or a
(k, i)(w4,u2)-path for every i ∈ B23 \C(w4). It follows that C(w5)∩{ξ, η} 6= ∅ and C(w4)∩{5, η} 6= ∅.
One sees that there exists γ ∈ B23 \ (C(w4)∪C(w5)). Next, if G contains no (η, γ)(u2,w5)-path, then
let u2w5 → γ; otherwise, let u2w4 → γ; either way we are done by Lemma 15(4).
Case (A3.3-2). {5, 6} ∩B′23 6= ∅.
In this case, c(u2w2) = 2, 2 ∈ C(w3), and |{5, 6} ∩B′23| = 1. Let (u2y1, u2y5, u2y6)c = (1, 5, 6),
where {y1, y5, y6} = {w3, w4, w5}. For k ∈ {1, 5, 6}, if yk ∈ {w4, w5}, then let C(yk) = {k, ak, bk};
or if yk = w3, then let C(yk) = {k, 2, ak, bk}. If G contains neither an (a1, i)(y1,u2)-path nor a
(b1, i)(y1,u2)-path for some i ∈ B23 \ C(y1), then let u2y1 → B23 \ C(y1) and we are done by Lemma
15(1); otherwise, G contains an (a1, i)(y1,u2)-path or a (b1, i)(y1,u2)-path for every i ∈ B23 \ C(y1).
We assume w.l.o.g. that {a5, b5} = {7, 8}, G contains a (5, i)(y1,y5)-path for every i ∈ {7, 8} and
either (i) {a1, b1} = {4, 5} or (ii) {a1, b1} = {5, 6} with 4 ∈ C(y6). If 5 6∈ B′23, then let u2y5 → 4
and we are done by Lemma 15(4). Otherwise, 6 6∈ B′23 and first let u2y6 → B23 \ C(y6), and then
let u2y1 → 6 for (i), or u2y1 → 4 for (ii); by Lemma 15(1) we are done.
This finishes the inductive step for the case where G contains the configuration (A3).
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3.3 Configuration (A5)
In this subsection we prove the inductive step for the case where G contains one of the configurations
described in (A5):
(A5) A 5-vertex u adjacent to u1, u2, u3, u4 and a 3-vertex v, sorted by their degrees. At least one
of the configurations (A5.1)–(A5.4) occurs.
The same as in the above, we first not to distinguish the four neighbors u1, u2, u3, u4 but refer
to them as x1, x2, x3, x4; we assume w.l.o.g. that c(uxi) = i for 1 ≤ i ≤ 4. Let v1, v2 denote the
other two neighbors of v and C∗5 = C \ {1, 2, 3, 4} = {5, 6, . . . ,∆ + 2}, and similarly we refer to
these ∆ − 2 colors indistinguishably as γ5, γ6, . . . , γ∆+2. Assume from Proposition 3.0.0.1 that
1 ≤ |C(u) ∩ C(v)| ≤ 2.
Lemma 16 If |C(u)∩C(v)| = 2, then in O(1) time either an acyclic edge (∆+2)-coloring for G can
be obtained, or an acyclic edge (∆ + 2)-coloring for H can be obtained such that |C(u) ∩ C(v)| = 1.
Proof. Assume (vv1, vv2)c = (1, 2).
When there exists i ∈ C∗5 \ C(v1), vv1 → i reduces to the case |C(u) ∩ C(v)| = 1. In the other
case, C∗5 \ C(v1) = ∅, that is, C∗5 ∪ {1} ⊆ C(v1) and likewise, C∗5 ∪ {2} ⊆ C(v2).
Assume that 1, 2 6∈ (C(v1) ∪ C(v2)) \ {c(vv1), c(vv2)}. Since j ∈ B1 ∪ B2 for every j ∈ C∗5 , we
assume w.l.o.g. that j ∈ B1∩C(x1). If G contains no (2, j)(x2,v1)-path, then (vv1, vv2, uv)→ (2, 1, j)
gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done. Otherwise, G contains a
(2, j)(x2,v1)-path and j ∈ C(x2). Thus, C∗5 ⊆ C(x1) ∪ C(x2) and G contains an (i, j)(u,v)-path for
every i ∈ {1, 2}, j ∈ C∗5 .
Assume that C∗5 \ C(x2) 6= ∅ and assume w.l.o.g. that 5 6∈ C(x2). Then 5 ∈ B1 and {1, 2} ∩
(C(v1) ∪ C(v2)) \ {c(vv1), c(vv2)} 6= ∅. If G contains no (i, 5)(x2,xi)-path for every i ∈ {3, 4}, then
ux2 → 5 reduces to the case |C(u) ∩ C(v)| = 1. Otherwise, G contains a (i, 5)(x2,xi)-path for some
i ∈ {3, 4} and we assume w.l.o.g. that G contains a (3, 5)(x2,x3)-path. The re-coloring uv → 5
and, if 1 ∈ C(v2) and 2 6∈ C(v1), then (vv1, vv2) → (2, 3), or if 2 ∈ C(v1) and 1 6∈ C(v2), then
(vv1, vv2)→ (3, 1), or otherwise vv1 → 3, give rise to an acyclic edge (∆ + 2)-coloring for G, and we
are done.
We proceed with the following proposition:
Proposition 3.3.0.1 (1) C∗5 ∪ {1} ⊆ C(v1) ∩ C(x1) and C∗5 ∪ {2} ⊆ C(v2) ∩ C(x2).
(2) d(x1) ≥ ∆− 1 ≥ 4, d(x2) ≥ ∆− 1 ≥ 4, and x1, x2 6∈ S2 ∪ S3.
(3) If 1, 2 6∈ (C(v1) ∪ C(v2)) \ {c(vv1), c(vv2)}, then G contains an (i, j)(xi,v)-path for every pair
i ∈ {1, 2}, j ∈ C∗5 .
Note that if re-coloring some edges E′ ⊆ E(H) doesn’t produce any new bichromatic cycles, and
|C(u) ∩ C(v)| = 2 with (C(u) ∩ C(v)) ∩ S3 6= ∅, then we are done.
Assume that x3 is a 3-vertex. If 3 6∈ C(v2) and G contains no (1, 3)(v1,v2)-path, then let vv2 → 3
and we are done. If 3 6∈ C(v1) and G contains no (2, 3)(v1,v2)-path, then let vv1 → 3 and we are
done. Otherwise, 3 ∈ C(v1) ∪ C(v2). By symmetry, we assume w.l.o.g. that C(v1) = C∗5 ∪ {1, 3},
and either (i) C(v2) = C
∗
5 ∪ {2, 1}, or (ii) C(v2) = C∗5 ∪ {2, 3}.
For (i), let (vv1, vv2)→ {2, 3} and we are done. For (ii), from Proposition 3.3.0.1, G contains
an (i, j)(xi,v)-path for every pair i ∈ {1, 2}, j ∈ C∗5 . One sees that the same argument applies if
c(vv2) = 4, and thus G contains a (4, j)(x4,v)-path for every j ∈ C∗5 , and C∗5 ⊆ C(x4). We assume
w.l.o.g. that 5 6∈ C(x3) and let ux3 → 5. By similar discussion, we conclude that G contains a
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(3, i)(xi,v)-path and 3 ∈ C(xi) for every i ∈ {1, 2, 4}. Thus, (C∗5 ∪ {3}) ⊆ C(xi) and d(xi) = ∆ for
every i ∈ {1, 2, 4}, C(v1) = C∗5 ∪ {1, 3}, C(v2) = C∗5 ∪ {2, 3}, and v1, v2 6∈ N(u).
In such a case, none of (A5.1)–(A5.3) holds, and we assume that (A5.4) holds. From Proposi-
tion 3.3.0.1, C(u) ∩ C(v) 6= {c(uu3), c(uu4)}. By symmetry, we only need to discuss the following
two cases.
Case 1. (uu1, uu3, uu2, uu4)c = (1, 2, 3, 4).
From Proposition 3.3.0.1, ∆ = 5, C(u3) = C
∗
5 ∪ {2} and we assume w.l.o.g. that c(u3u4) = 5.
If 4 6∈ C(v1) and G contains no (2, 4)(v1,v2)-path, then vv1 → 4; if 4 ∈ C(v1) \ C(v2), then
(vv1, vv2)→ (2, 4); this reduces to the case where C(u) ∩ C(v) = {c(uu3), c(uu4)}.
Thus, we have either (i) 4 ∈ C(v1) ∩ C(v2), or (ii) 4 6∈ C(v1), which implies that G contains a
(2, 4)(v1,v2)-path, C(v1) = C
∗
5 ∪ {1, 2} and C(v2) = C∗5 ∪ {2, 4}.
For (i), since 1, 2 6∈ (C(v1) ∪ C(v2)) \ {c(vv1), v(vv2)}, we have 2 ∈ C(u4). One sees that the
same argument applies if c(vv1) = 3, and thus G contains a (3, j)(u2,v)-path for every j ∈ C∗5 . Let
uu4 → ρ ∈ C∗5 \ C(u4) and uv → 4. Note that there is no (i, ρ)(u4,u)-cycle for every i ∈ {1, 2, 3}. If
4 6∈ B1, we are done; or otherwise, switch the colors of {vv1, vv2} and we are also done.
For (ii), one sees that the same argument applies if (vv1, vv2)c = (4, 1), and thus we may further
assume that C(u4) = C
∗
5 ∪ {4} and 5 ∈ B1. Then (vv1, vv2, uv)→ (4, 1, 5) gives rise to an acyclic
edge (∆ + 2)-coloring for G, and we are done.
Case 2. (uu1, uu2)c = (1, 2).
If there exists a color k ∈ {3, 4} \ (C(v1) ∪ C(v2)), then vv1 → k reduces the proof to the above
Case 1. Otherwise, 3, 4 ∈ C(v1) ∪ C(v2), and we assume w.l.o.g. that C(v1) = C∗5 ∪ {1, 3} and
C(v2) = C
∗
5 ∪ {2, 4}. Then vv2 → 3 reduces the proof to the above Case 1 too. 2
By Lemma 16 we consider below the case where |C(u) ∩ C(v)| = 1, and G contains the configu-
ration (A5) with (vv1, vv2)c = (a, 5) and a ∈ C(u). From Proposition 3.0.0.1, C \ {1, 2, 3, 4, 5} ⊆
Ba ⊆ C(u1) ∩ C(v1).
Lemma 17 If 5 6∈ Ba, then an acyclic edge (∆ + 2)-coloring for G can be obtained in O(1) time.
Proof. We assume w.l.o.g. that a = 1.
When there exists a color i ∈ C∗5 \ C(v2), or G contains no (1, i)(vv1,vv2)-path for some i ∈
{2, 3, 4} \ C(v2), (vv2, uv)→ (i, 5) gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are
done. In the other case, (1∪C∗5 ) ⊆ C(v2), 2, 3, 4 ∈ C(v1)∪C(v2) and G contains a (1, i)(vv1,vv2)-path
for every i ∈ {2, 3, 4} \ C(v2). Hence, we assume w.l.o.g. that C(v1) = (C∗5) \ {5} ∪ {1, 2, 3},
C(v2) = C
∗
5 ∪ {1, 4}, and G contains a (1, i)(vv1,vv2)-path for every i ∈ {2, 3}.
One sees that the same argument applies if c(vv1) = 4, or if (vv1, vv2)c = (5, i) for any i ∈ {2, 3},
we thus may further assume that G contains an (i, j)(xi,v)-path for every pair i ∈ {1, 2, 3, 4},
j ∈ (C∗5 \ {5}) ⊆ C(xi), and G contains an (i, j)(v1,v2)-path for every pair i ∈ {1, 4}, j ∈ {2, 3}.
If 5 6∈ C(x1) and G contains no (5, i)(x1,xi)-path for every i ∈ {2, 3, 4}, then (ux1, vv1, uv) →
(5, 4, 1) gives rise to an acyclic edge (∆+2)-coloring for G. If 5 6∈ C(x2) and G contains no (5, i)(x2,xi)-
path for every i ∈ {1, 3, 4}, then (ux2, uv) → (5, 2) gives rise to an acyclic edge (∆ + 2)-coloring
for G. Otherwise, for every i ∈ {1, 2, 3, 4}, we have 5 ∈ C(xi), or G contains a (5, j)(xi,xj)-path for
some j ∈ (C(xi) ∩ {1, 2, 3, 4}) \ {i}. It follows that d(xi) ≥ 4 for every i ∈ {1, 2, 3, 4}.
In such a case, none of (A5.1)–(A5.3) holds, and we assume that (A5.4) holds. Furthermore, we
assume w.l.o.g. that (uu3, uu4)c = (3, γ), where γ ∈ {1, 2, 4}. One sees that 6, 7 ∈ C(u3), and if
c(u3u4) ∈ {6, 7}, then C(u3) = C(u4) = {6, 7, 3, γ}. It follows that c(u3u4) = 5, C(u3) \ {3} =
C(u4)\{γ} = {5, 6, 7} and G contains a (3, i)(u3,v)-path for every i ∈ {6, 7} which cannot pass through
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u4. Note that N(u) ∩N(v) = ∅ and G contains a (1, 3)(v1,v2)-path. Then (u3u4, uu3, uv)→ (3, 5, 3)
gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done. 2
By Lemma 17, we assume below a = 1, c(ux1) = 1, 5 ∈ B1 and C∗5 ⊆ C(x1)∩C(v1). Recall that
by Lemma 9, if there is a (1, j)(v1,x1)-path for some j ∈ C \ C(u) and 1 6∈ C(xi) where i 6= 1, then
there is no (1, j)(v1,x2)-path. We immediately have the following two useful Lemmas.
Lemma 18 If re-coloring some edges E′ ⊆ E(H) incident to u or v does not produce any new
bichromatic cycles, but at least one of the following holds:
(1) C(u) ∩ C(v) = ∅,
(2) C(u) ∩ C(v) = {1} with c(uxi) = 1, where i 6= 1,
then an acyclic edge (∆ + 2)-coloring for G can be obtained in O(1) time.
Lemma 19 If re-coloring some edges E′ ⊆ E(H) does not produce any new bichromatic cycles
but C(u) ∩ C(v) = {i}, then G contains an (i, j)(xi0 ,vj0 )-path for every j ∈ C \ C(u), where
c(uxi0) = c(vvj0) = i.
Next assume that there exists i0 ∈ {2, 3, 4} \B1, say i0 = 4. If there exists some j ∈ C∗5 \ C(x4)
such that G contains no (i, j)(xi,x4)-path for every i ∈ {2, 3}, then (ux4, uv) → (j, 4) gives rise to
an acyclic edge (∆ + 2)-coloring for G, and we are done. Otherwise, C∗5 ⊆ C(x4), or for every
j ∈ C∗5 \ C(u4), G contains an (i0, j)(ui0 ,u4)-path for some i0 ∈ {2, 3} ∩ C(u4).
Assume that there exists i0 ∈ {2, 3, 4} such that there is an (i0, j)(xi0xj0 )-path for some j ∈
(C∗5 \ {5}) \C(xj0) where j0 ∈ {2, 3, 4} \ {i0}, say i0 = 2. If 2 6∈ C(v1) and G contains no (2, 5)(v1,v2)-
path, then (vv1, uv)→ (2, j) gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done;
otherwise, 2 ∈ C(v1), or G contains a (2, 5)(v1,v2)-path.
For each i ∈ {2, 3, 4}, if recoloring vvk → i doesn’t produce any bichromatic cycle for some
k ∈ {1, 2}, then we define
Bi = {j ∈ C∗5 | there is an (i, j)(xi,v)-path in H};
otherwise, Bi = ∅. We note such a definition is consistent with the set Bi defined in Eq. (2).
Assume that there exists i0 ∈ {2, 3, 4} such that |Bi0 | ≤ 2 and i0 6∈ C(v1), say i0 = 4. Then
first let vv1 → 4. If G contains no (5, 4)(v1,v2)-path, then by Lemma 19 G admits an acyclic edge
(∆ + 2)-coloring, and we are done. If 1 6∈ C(v2), then vv2 → 1 and uv → C∗5 \ B4 give rise to an
acyclic edge (∆ + 2)-coloring for G, and we are done. Otherwise, G contains a (5, 4)(v1,v2)-path and
1, 4 ∈ C(v2). One sees that if there exists γ ∈ {2, 3} \ (C(v1) ∪ C(v2)), then no new bichromatic
cycles will be produced if letting vv1 → γ. Since {1} ∪ C∗5 ⊆ C(v1), we have |{2, 3} ∩ C(v1)| ≤ 1.
It follows that |{2, 3} ∩ C(v2)| ≥ 1 and C∗5 \ C(v2) 6= ∅. Thus, we proceed with the following
proposition:
Proposition 3.3.0.2 (1) For every i ∈ {2, 3, 4} \ B1, C∗5 ⊆ C(xi); or for every j ∈ C∗5 \ C(xi),
G contains an (i, j)(xi,xj)-path for some j ∈ ({2, 3, 4} ∩ C(xi)) \ {i}.
(2) If there exists an (i0, j)(xi0 ,xj0 )-path for some i0 6= j0 ∈ {2, 3, 4} and j ∈ (C∗5 \ {5}) \ C(xj0),
then (i) i0 ∈ C(v1), or (ii) G contains an (i0, 5)(v1,v2)-path.
(3) If |Bi0 | ≤ 2 or d(x0) = 3 for some i0 ∈ {2, 3, 4}, then (i) i0 ∈ C(v1), or (ii) G contains a
(5, i0)(v1,v2)-path, {1, 2, 3, 4} ⊆ (C(v1) ∪ C(v2)) \ {c(vv1), c(vv2)}, and C∗5 \ C(v2) 6= ∅.
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(4) If |Bi| ≤ 2 and |Bj | ≤ 2, or d(xi) = d(xj) = 3 for some i, j ∈ {2, 3, 4}, then {1, 2, 3, 4} ⊆
(C(v1) ∪ C(v2)) \ {c(vv1), c(vv2))} and C∗5 \ C(v2) 6= ∅.
To introduce the next important proposition, we introduce a few symbols used in [5]. A multiset
is a generalized set where a member can appear multiple times. If an element x appears t times in
the multiset MS, then we say that the multiplicity of x in MS is t, and write multMS(x) = t. The
cardinality of a finite multiset MS, denoted by ‖MS‖, is defined as ‖MS‖ = ∑x∈MSmultMS(x) = t.
Let MS1 and MS2 be two multisets. The join of MS1 and MS2, denoted MS1
⊎
MS2, is a
multiset that has all the members of MS1 and of MS2. For x ∈MS1
⊎
MS2, multMS1
⊎
MS2(x) =
multMS1(x)+multMS2(x). Clearly, ‖MS1
⊎
MS2‖ = ‖MS1‖+ ‖MS2‖. Specifically, we define
Su =
⊎
i∈{2,3,4}
(C(xi) \ {c(uxi)}).
When there exist i0, j0 ∈ {2, 3, 4}\B1, and there exists a j ∈ C∗5 \(C(xi0)∪C(xj0)), say 3, 4 6∈ B1,
if G contains no (2, j)(x2,x3)-path, then (ux3, uv) → (j, 3), or otherwise, (ux4, uv) → (j, 4); the
re-coloring gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done.
In the other case, we proceed with the following proposition and let (uu1, uu2, uu3, uu4)c =
(1, 2, 3, 4):
Proposition 3.3.0.3 (1) If there exist i, j ∈ {2, 3, 4} \B1, then C∗5 ⊆ C(xi) ∪ C(xj).
(2) If 2, 3, 4 6∈ B1, then multSu(i) ≥ 2 for every j ∈ C∗5 .
3.3.1 Configuration (A5.1): d(u3) = d(u4) = 3
If 3, 4 6∈ B1, then C∗5 ⊆ C(u3) ∪ C(u4) by Proposition 3.3.0.3(1). We assume w.l.o.g. that
C(u3) = {3, γ5, γ6}. Then (uu3, uv)→ (γ7, 3) gives rise to an acyclic edge (∆ + 2)-coloring for G,
and we are done. Otherwise, {3, 4} ∩ B1 6= ∅ and assume w.l.o.g. that 3 ∈ B1. It follows that
C(u1) = C \ {2, 4}.
If G contains no (2, i)(u2,u4)-path for every i ∈ C∗5 \ C(u4), then C(u4) = {4, 3, γ5}, C(u3) =
{3, γ6, γ7} by Proposition 3.3.0.2(1) and then (uu1, uu4, uv)→ (4, 1, 6) gives rise to an acyclic edge
(∆ + 2)-coloring for G, and we are done. Otherwise, 2 ∈ C(u4) and G contains a (2, α0)(u2,u4)-path
for some α0 ∈ C∗5 \ C(u4). One sees that 4 6∈ C(v1). By Proposition 3.3.0.2(3) G contains a
(5, 4)(vv1,vv2)-path, and C
∗
5 \ C(v2) 6= ∅.
Let T2 = {i | G contains a (2, i)(u2,u4)-path}, and T3 = {i | G contains a (3, i)(u3,u4)-path}. We
deal with the following three cases of C(u4).
Case (A5.1-1). C(u4) = {4, 2, 1}.
By Proposition 3.3.0.2(1), G contains a (2, i)(u2,u4)-path for every i ∈ C∗5 . If 3 6∈ T2, then
(uu4, uv) → (3, 4) and uu3 → C∗5 \ C(u3) give rise to an acyclic edge (∆ + 2)-coloring for G;
otherwise, 3 ∈ T2 and C(u2) = C∗5 ∪ {2, 3}. If 4 6∈ C(u3), then (uu2, uu4, uv)→ (4, 6, 2) gives rise to
an acyclic edge (∆ + 2)-coloring for G; otherwise, 4 ∈ C(u3).
If G contains neither a (3, 1)(u2,u3)-path nor a (3, 2)(u1,u3)-path, then switch the colors of
{uu1, uu2} and we are done by Lemma 18; otherwise, G contains a (3, 1)(u2,u3)-path and 1 ∈ C(u3),
or G contains a (3, 2)(u1,u3)-path and 2 ∈ C(u3). If 1 ∈ C(u3), then (uu1, uu2, uu3, uu4)→ (4, 1, 2, 3);
if 2 ∈ C(u3), then (uu1, uu2, uu3, uu4)→ (2, 4, 1, 3); either way we are done by Lemma 18.
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Case (A5.1-2). C(u4) = {4, 2, 6∗}. (By 6∗, we mean that the same discussion applies to the
symmetric case where C(u4) = {4, 2, 5}, after recoloring vv2 → 6. The succeeding ∗’s have the same
meaning.)
By Proposition 3.3.0.2, (C∗5 \ {6}) ⊆ T2. When 3 6∈ T2, if (C∗5 \ {6}) \ C(u3) 6= ∅, then
uu3 → (C∗5 \ {6}) \ C(u3); or if C(u3) = {3, 5, 7}, then uu3 → 6; together with (uu4, uv)→ (3, 4),
this gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are done. In the other case, 3 ∈ T2.
Case 2.1. G contains no (3, 4)(u1,u3)-path. If 1 6∈ T2, then (uu1, uu4)→ (4, 1) and we are done
by Lemma 18. Otherwise, 1 ∈ T2, C(u2) = C \ {4, 6}, and G contains a (3, 6)(u2,u3)-path by
Proposition 3.3.0.2(1). If 4 6∈ C(u3), then (uu2, uu4, uv) → (4, 7, 2); or if C(u3) = {3, 4, 6}, then
(uu2, uu3, uu4, uv)→ (6, 2, 3, 4); this gives rise to an acyclic edge (∆ + 2)-coloring for G, and we are
done.
Case 2.2. G contains a (3, 4)(u1,u3)-path and c(u3y1) = 4 with 3 ∈ C(y1). If 4 6∈ C(u2), then
(uu2, uu4, uv)→ (4, 7, 2) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, 4 ∈ C(u2)
and C(u2) = C \ {1, 6}. If 2 6∈ C(u3), then (uu1, uu2, uu3, uu4) → (4, 1, 2, 3) and we are done by
Lemma 18; otherwise, 2 ∈ C(u3) and C(u3) = {3, 4, 2}. If there exists a color j ∈ C∗5 \ C(y1),
then (uu1, uu3, uu4) → (4, j, 1) and vv2 → C∗5 \ C(v2) if j = 5, and we are done by Lemma 18;
otherwise, C(y1) = C
∗
5 ∪ {3, 4}. One sees that y1 6∈ N(u) ∪ N(v). Then {u3y1, uu2} → 1 and
(uu1, uu3, uu4)→ (2, 4, 3), and we are done by Lemma 18.
Case (A5.1-3). C(u4) = {4, 2, 3}.
W.l.o.g., let 6∗ 6∈ C(u3). One sees from Proposition 3.3.0.2(1) that G contains a (2, 6)(u2,u4)-path.
Then uu3 → 6 reduces the proof to Case (A5.1-2).
3.3.2 Configuration (A5.2): d(u4) = 3 and u1v ∈ E(G)
Since u1v ∈ E(G), we have v2 6∈ N(u). By Lemma 19, G contains a (2, i)(u2,v)-path for every
i ∈ C∗5 ⊆ C(u2) and either (i) (vv1, vv2)c = (2, 5), or (ii) (vv1, vv2)c = (5, 2). For (ii), if 1 6∈ C(v2),
then vv2 → 1 and we are done by Lemma 19. In the other case, 1 ∈ C(v2) and C(v2) = C∗5 ∪ {1, 2}.
Let {i0, j0} = {1, 2} with c(vvi0) = 2, c(vvj0) = 5. One sees that C(vi0) = C∗5 ∪ {1, 2} and
4 6∈ C(vi0) for (i) and (ii). Proposition 3.3.0.2(3) implies that {2, 3, 4} ⊆ C(vj0) and C∗5 \C(vj0) 6= ∅.
We separately consider (i) and (ii) below.
Case (A5.2-1). (vv1, vv2)c = (2, 5).
If G contains no (3, j)(u3,u4)-path for some j ∈ C∗5 \ C(u4), then (uu4, uu1, uv) → (j, 4, 1);
additionally, if j = 5, then vv2 → C∗5 \ C(v2). This gives rise to an acyclic edge (∆ + 2)-coloring
for G, and we are done. Otherwise, G contains a (3, j)(u3,u4)-path for every j ∈ C∗5 \ C(u4) and
3 ∈ C(u4). W.l.o.g., let 6 6∈ C(u4) and then G contains a (3, 6)(u3,u4)-path.
Case 1.1. C(u4) = {4, 3, 1}. In this case, C∗5 ⊆ C(u3) and G contains a (3, j)(u3,u4)-path for
every j ∈ C∗5 . Two possibilities:
• 3 6∈ C(u2). We first let (uu2, uu4)→ (3, 2). Next, if 4 6∈ C(u3), then let uu3 → 4; otherwise,
C(u3) = C
∗
5 ∪ {3, 4} and let (uu3, uu1) → (1, 4). By Lemma 18 G admits an acyclic edge
(∆ + 2)-coloring, and we are done.
• 3 ∈ C(u2) and C(u2) = C∗5∪{2, 3}. When 2, 4 6∈ C(u3), (uu2, uu4)→ (4, 2) and we are done by
Lemma 18. In the other case, {2, 4}∩C(u3) 6= ∅ and 1 6∈ C(u3). We first let (uu1, uu4)→ (4, 6).
Next, if G contains no (1, 6)(u3,u4)-path, then (uu3, uv) → (1, 3); otherwise, G contains a
(1, 6)(u3,u4)-path, let (uu2, uv)→ (1, 7); this gives rise to an acyclic edge (∆ + 2)-coloring for
G, and we are done.
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Case 1.2. 1 6∈ C(u4). In this case, if i 6∈ C(u3) and G contains no (2, i)(u2,u3)-path for some
i ∈ {1, 4}, then let (uu3, uu4, uv)→ (i, 6, 3); additionally, if i = 1, then let uv1 → 4; this gives rise
to an acyclic edge (∆ + 2)-coloring for G, and we are done.
Next we consider i ∈ C(u3) or G contains a (2, i)(u3,u2)-path for every i ∈ {1, 4}. It follows that
1, 4 ∈ C(u2) ∪ C(u3) and, if {1, 4} \ C(u3) 6= ∅, then 2 ∈ C(u3). Thus, it suffices to assume that
C(u4) = {4, 3, 7∗} and (C∗5 \ {7}) ⊆ C(u3). Three possibilities:
• If 2, 4 ∈ C(u3) and 1 ∈ C(u2), then (uu3, uu4, uu1, uv) → (7, 1, 3, 4) gives rise to an acyclic
edge (∆ + 2)-coloring for G.
• If 2, 1 ∈ C(u3) and 4 ∈ C(u2), then (uu2, uu3, uu4)→ (3, 4, 2) and we are done by Lemma 18.
• When 1, 4 ∈ C(u3), if 1 6∈ C(u2), then (uu2, uu3, uu1) → (1, 2, 3); otherwise, C(u2) =
C∗5 ∪ {1, 2} and let (uu2, uu4)→ (4, 2). We are done by Lemma 18.
Case (A5.2-2). (vv1, vv2)c = (5, 2).
Since {1, 2, 3, 4} ⊆ C(v1), we have |C∗5 \ C(v1) ∪ {5}| ≥ 3, say 6, 7 6∈ C(v1). Proposition 3.3.0.2
implies that 3 ∈ C(u4), and we assume w.l.o.g. that 6 6∈ C(u4) and G contains a (3, 6)(u3,u4)-path.
Since 6 6∈ C(u4) ∪ C(v1), by Proposition 3.3.0.3, we have 1 ∈ B2 and C(u2) = C∗5 ∪ {1, 2}.
If G contains no (4, i)(v1,v2)-path for some i ∈ {1, 6}, then (vv1, vv2) → (i, 4); additionally,
if i = 1, then let uv1 → 6; we are done by Lemma 19. Otherwise, G contains a (4, i)(v1,v2)-
path for every i ∈ {1, 6}. If 4 6∈ C(u3), then (uu3, uu4, uv) → (4, 6, 3) gives rise to an acyclic
edge (∆ + 2)-coloring for G. If 2 6∈ C(u3) ∪ C(u4), then (uu2, uu4, uu1) → (4, 2, 6) and we are
done by Lemma 18. Otherwise, C(u3) ∪ C(u4) = {2, 3, 4} ∪ C∗5 and 1 6∈ C(u3) ∪ C(u4). Then
(uu3, uu4, uu1, uv)→ (1, 6, 7, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G.
3.3.3 Configuration (A5.3): d(u4) = 3, d(u3) = 4, d(u2) = 5, and u3u2 ∈ E(G)
One sees that N(u) ∩N(v) 6= ∅, and by Lemma 19 we let (vv1, vv2)c = (a, 5) where a ∈ {1, 2, 3}.
We thus distinguish them into the following three cases of c(vv1).
Case (A5.3-1). c(vv1) = 3.
In this case, ∆ = 5. By Lemma 19, C(u3) = C
∗
5 ∪ {3} with 3 ∈ C(u2). One sees that
|B2| ≤ 2 and |B4| ≤ 2. Proposition 3.3.0.2(4) implies that C∗5 \ C(v2) 6= ∅. Since 1, 2, 4 6∈ B3, by
Proposition 3.3.0.3, we have C∗5 ⊆ C(ui) ∪ C(uj) for every i, j ∈ {1, 2, 4} and multSu(j) ≥ 2 for
every j ∈ C∗5 . W.l.o.g., let c(u3u2) = 6∗ and let {γ5, γ7} = {5, 7}.
Case 1.1. Assume that G contains no (1, i)(u1,u4)-path for every i ∈ C∗5 \ C(u4). It follows
that 2 ∈ C(u4) and further C(u4) = {4, 2, 6}, C(u2) = C∗5 ∪ {3, 2} by Proposition 3.3.0.2. Then
(uu2, uu4, uv)→ (4, 7, 2) gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 1.2. G contains a (1, i)(u1,u4)-path for some i ∈ C∗5 \C(u4) and 1 ∈ C(u3), say i = γ6. Two
possibilities:
• 1 ∈ C(u2). Propositions 3.3.0.2(1) and 3.3.0.3 imply that C(u4) = {4, 1, γ7}, C(u2) =
{3, 2, 1, 6, γ5}, and C∗5 ⊆ C(u1). If 3 6∈ C(u1), then (uu3, uu4) → (4, 3) and we are done by
Lemma 18; otherwise, C(u1) = C
∗
5 ∪ {3, 1}, and then (uu1, uu4, uv)→ (4, 6, 1) gives rise to an
acyclic edge (∆ + 2)-coloring for G, and we are done.
• 1 6∈ C(u2). We have two situations (i) C∗5 ⊆ C(u2), or (ii) C(u4) = {4, 1, γ7}, C(u2) =
{3, 2, 4, 6, γ5}. If 3 6∈ C(u1)∪C(u4), then uu4 → 3, and (uu3, uu2)→ (2, 4) for (i), or uu3 → 4
for (ii); either gives rise to an acyclic edge (∆ + 2)-coloring for G. If 4 6∈ C(u1), then
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(uu1, uu2, uu4, uv)→ (4, 1, γ6, 2), and additionally if γ6 = 5 then vv2 → C∗5 \ C(v2), gives rise
to an acyclic edge (∆ + 2)-coloring for G.
In the other case, ({3, 4}∪C∗5 ) ⊆ C(u1)∪C(u4). It follows that (i) holds and 2 6∈ C(u1)∪C(u4).
Then (uu1, uu2, uu4, uv)→ (2, 1, γ6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case (A5.3-2). c(vv1) = 2.
One sees from Lemma 19 that if c(u3u2) ∈ C∗5 , then 2 ∈ C(u3). It follows that |C∗5 ∩ C(u3)| ≤ 2
and |B3| ≤ 2. Together with |B4| ≤ 2, we have C∗5 \ C(v2) 6= ∅ by Proposition 3.3.0.2(4). By
Proposition 3.3.0.2(1), if 4 6∈ B2, then {3, 1} ∩ C(u4) 6= ∅, and if 3 6∈ B2, then {1, 4} ∩ C(u3) 6= ∅.
Case 2.1. c(u3u2) = 1. We have C(u2) = C
∗
5 ∪ {1, 2}, C(u4) = {4, a, γ5}, and C(u3) =
{1, 3, γ6, γ7}, where a ∈ {1, 3}; and then (uu2, uu3)→ (3, 2) and we are done by Lemma 18.
Case 2.2. c(u3u2) = 4. If 4 6∈ B2, then C(u2) = C∗5 ∪ {4, 2}, C(u4) = {4, a, γ5}, and C(u3) =
{4, 3, γ6, γ7}, where a ∈ {1, 3}; and then again (uu2, uu3)→ (3, 2) and we are done by Lemma 18.
Next we assume 4 ∈ B2, 2 ∈ C(u3), and G contains a (5, 3)v1,v2-path. There are two possibilities of
C(u3), as follows:
• C(u3) = {3, 4, 2, 6∗}. Propositions 3.3.0.2(1) and 3.3.0.3(1) implies that C(u4) = {4, 5, 7}
and 5, 7 ∈ C(u1). Then, if 6 6∈ C(u1), then (uu3, uu1, uv) → (1, 6, 3), or if 2 6∈ C(u1), then
(uu3, uu1, uu2)→ (1, 2, 3), or otherwise, C(u1) = C∗5∪{1, 2} and then (uu1, uu4, uv)→ (4, 6, 1).
It gives rise to an acyclic edge (∆ + 2)-coloring for G, or we are done by Lemma 18.
• C(u3) = {3, 4, 1, 2} with c(u3y2) = 1. Proposition 3.3.0.3(1) implies that C∗5 ⊆ C(u1).
If G contains no (1, i)(u3,u1)-path for some i ∈ C∗5 ∪ {4}, (u2u3, uu3, uv) → (3, i, 3) and
uu4 → C∗5 \ C(u4) if i = 4 give rise to an acyclic edge (∆ + 2)-coloring for G. Otherwise, G
contains a (1, i)(u3,u1)-path for every i ∈ C∗5 ∪ {4}. It follows that C(y2) = C∗5 ∪ {1, 4}, and
y2 6∈ N(u) ∪N(v). Then (u3u2, uu3)→ (1, 6) and {u3y2, uv} → 3 give rise to an acyclic edge
(∆ + 2)-coloring for G.
Case 2.3. c(u3u2) = 6
∗ with 2 ∈ C(u3). If 3, 4 6∈ B2, then {1, 4} ∩ C(u3) 6= ∅, {3, 1} ∩ C(u4) 6=
∅, and thus C∗5 \ (C(u3) ∪ C(u4)) 6= ∅, a contradiction to Proposition 3.3.0.3(1). Otherwise,
{3, 4} ∩ B2 6= ∅. It follows that ∆ = 6, C(u2) = C(v1) = C∗5 ∪ {2, a}, and C∗5 ⊆ C(u1) ∪ C(ub) by
Proposition 3.3.0.3(1), where {a, b} = {3, 4}.
Case 2.3.1. 4 ∈ B2. There are two possibilities since {1, 4} ∩ C(u3) 6= ∅:
• C(u3) = {3, 6, 2, 4}. In this case, C(u4) = {4, 5, 7}, C∗5 ⊆ C(u1), and G contains (4, 7)(u3,u4)-
path. If 4 6∈ C(u1), then (uu3, uu1, uu4, uv) → (7, 4, 1, 3) gives rise to an acyclic edge
(∆ + 2)-coloring for G. Otherwise, C(u1) = C
∗
5 ∪ {1, 4}. Then (uu1, uu2)→ (2, 1) and we are
done by Lemma 18.
• C(u3) = {3, 6, 2, 1} with c(u3y2) = 1 and G contains (1, i)(u3,u1)-path for every i ∈ {5, 7}.
When there exists i ∈ {4, 6} \ C(y2), first let (u3u2, uu3, uv) → (3, i, 3), and next if i = 4
and C(u4) = {4, 5, 7}, then uu4 → 6, or otherwise, uu4 → {5, 7} \ C(u4). This gives rise
to an acyclic edge (∆ + 2)-coloring for G. In the other case, 4, 6 ∈ C(y2). It follows that
C(y2) = C
∗
5 ∪ {1, 4}, and y2 6∈ N(u) ∪N(v). Then (u3y2, uu3, uv)→ (3, 7, 3) gives rise to an
acyclic edge (∆ + 2)-coloring for G.
Case 2.3.2. 3 ∈ B2 and C(v1) = C∗5 ∪ {3, 2}, G contains a (5, 4)(v1,v2)-path. Two possibilities:
• 1 6∈ C(u4). It follows that C(u4) = {4, 3, γ7}, C(u3) = {3, 6, 2, γ5}, and 6, γ5 ∈ C(u1) by
Propositions 3.3.0.2 and 3.3.0.3. If γ7 6∈ C(u1), then (uu1, uu4, uv)→ (γ7, 1, 4) gives rise to an
acyclic edge (∆ + 2)-coloring for G. If 3 6∈ C(u1), then (uu3, uu1, uu4, uv)→ (γ7, 3, 1, 4) gives
36 Shu et al. /v:May 14, 2020
rise to an acyclic edge (∆ + 2)-coloring for G. Otherwise, C(u1) = C
∗
5 ∪ {3, 1}. If G contains
no (2, 3)(u3,u4)-path, then (uu2, uu4)→ (4, 2); otherwise, let (uu2, uu1)→ (1, 2); and we are
done by Lemma 18.
• 1 ∈ C(u4). If G contains no (1, i)(u1,u4)-path for every i ∈ (C∗5 \ {5}) \ C(u4), then C(u4) =
{4, 1, 3}, C(u3) = {2, 6, 7} and (uu3, uu4, uv)→ (5, 6, 4) gives rise to an acyclic edge (∆ + 2)-
coloring for G. Otherwise, G contains a (1, i)(u1,u4)-path for some α0 ∈ (C∗5 \ {5}) \C(u4) and
then G contains a (5, 1)(v1,v2)-path by Proposition 3.3.0.2.
When 3 6∈ C(u1) ∪ C(u4), first let (uu1, uv) → (3, 1); next, if 4 6∈ C(u3), then uu3 → i ∈
C∗5 \C(u3); or if 4 ∈ C(u3), then uu3 → C∗5 \ (C(u3) ∪C(u4)); either way this gives rise to an
acyclic edge (∆+2)-coloring for G, and we are done. In the other case, C∗5∪{3} ⊆ C(u1)∪C(u4).
– C(u4) = {4, 1, 3} and thus C∗5 ⊆ C(u1). If 4 6∈ C(u1) and G contains no (4, 3)(u1,u3)-path,
then (uu1, uv)→ (4, 1) and uu4 → C∗5 \C(u3) give rise to an acyclic edge (∆+2)-coloring
for G. Otherwise, either (i) 4 ∈ C(u1), or (ii) C(u1) = C∗5 ∪ {3, 1} and G contains a
(3, 4)(u1,u3)-path.
For (i), if 1 6∈ C(u3), then (uu1, uu2) → (2, 1); or otherwise, (uu1, uu2, uu4) → (2, 4, 7).
For (ii), if G contains no (3, 2)(uu3,uu1)-path, then (uu1, uu2) → (2, 1); or otherwise,
(uu4, uu2)→ (2, 4). Either way we are done by Lemma 18.
– 3 6∈ C(u4). When C(u3) = {3, 6, 2, 4}, ifG contains no (3, 1)(u2,u1)-path, then (u3u2, uu2)→
(1, 6) and we are done by Lemma 18; or otherwise, (uu3, uu4, uv)→ (7, 3, 4) gives rise to
an acyclic edge (∆ + 2)-coloring for G. Hence, it suffices to assume that 4 6∈ C(u3).
If C(u4) = {4, 1, 2} and thus C(u1) = C∗5 ∪ {3, 1}, then (uu1, uu4, uv) → (4, 6, 1) gives
rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, 2 6∈ C(u4) and assume w.l.o.g.
that C(u4) = {4, 1, β}, where β ∈ C∗5 . If 2 6∈ C(u1), then (uu2, uu4)→ (4, 2) and we are
done by Lemma 18; otherwise, C(u1) = (C
∗
5 \ {β}) ∪ {1, 2, 3}. Then (uu1, uv)→ (4, 1)
and uu4 → C∗5 \ C(u4) give rise to an acyclic edge (∆ + 2)-coloring for G.
Case (A5.3-3). c(vv1) = 1.
One sees that if C(u3) = C
∗
5 ∪ {3} with 3 ∈ C(u2), then |B2| ≤ 2. Hence, |B3| ≤ 2 or |B2| ≤ 2.
Together with |B4| ≤ 2, we have C∗5 \ C(v2) 6= ∅ by Proposition 3.3.0.2(4).
Assume that C(u3) = C
∗
5 ∪ {3} with c(u3u2) = 7∗. We discuss the following two subcases.
First, assume that 3 6∈ C(u1). When C(u4) 6= {4, 2, 7}, we first (uu3, uv) → (4, 3); next, if
6, 7 ∈ C(u4), then uu4 → 5, or if 2 6∈ C(u4), then uu4 → {6, 7}\C(u4), or if 7 6∈ C(u4), then uu4 → 7;
this gives rise to an acyclic edge (∆ + 2)-coloring for G. In the other case, C(u4) = {4, 2, 7} and
further 5, 6 ∈ C(u2). If 1 6∈ C(u2), then (uu3, uu1, uu2)→ (2, 3, 1); otherwise, C(u2) = C∗5 ∪ {1, 2}
and then (uu3, uu1)→ (1, 3); and we are done by Lemma 18.
Next, assume that 3 ∈ C(u1) and C(u1) = C∗5 ∪ {3, 1}. When C(u4) 6= {4, 2, 7} or 3 6∈ C(u2),
we first (uu3, uu1) → (1, 4); next, if 6, 7 ∈ C(u4), then (uu4, uv) → (5, 3), or if 2 6∈ C(u4), then
uu4 → {6, 7} \ C(u4), or if 7 6∈ C(u4), then uu4 → 7, or if 3 6∈ C(u2), then uu4 → 3; this gives
rise to an acyclic edge (∆ + 2)-coloring for G. In the other case, C(u4) = {4, 2, 7} and further
3, 5, 6 ∈ C(u2). Then (uu1, uu4)→ (4, 1), and we are done by Lemma 18.
We continue with the following proposition:
Proposition 3.3.3.1 C∗5 \C(v2) 6= ∅, C∗5 \C(u3) 6= ∅, and if 3 6∈ B1, then for every j ∈ C∗5 \C(u3),
G contains an (i, j)(u3,ui)-path for some i ∈ {2, 4} ∩ C(u3).
Assume that 3, 2, 4 6∈ B1, and thus by Proposition 3.3.0.3(2) mult⊎
j∈{3,2,4} C(uj)\{c(uuj)}(i) ≥ 2
for every i ∈ C∗5 . It suffices to assume that ∆ = 5, C(u4) = {4, a, 6∗} where a ∈ {3, 2}, C(u3) =
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{3, 4, 5, 7}, and C(u2) = C∗5 ∪ {2, 4} with c(u3u2) = 4. If 4 6∈ C(u1), then let (uu1, uu4) → (4, 1);
otherwise, C(u1) = C
∗
5 ∪ {1, 4}, and let (uu3, uu1, uu4)→ (6, 3, 1); and we are done by Lemma 18.
Next we assume that {3, 2, 4}∩B1 6= ∅. One sees from Proposition 3.3.0.2(3) that if i ∈ {3, 4}\B1,
then G contains a (5, i)(v1,v2)-path. We discuss the following three cases for possible values of B1.
Case 3.1. 2 ∈ B1 and C(u1) = C(v1) = C∗5 ∪ {1, 2}. We distinguish whether or not 2 ∈ C(u4):
Case 3.1.1. 2 6∈ C(u4). By Proposition 3.3.0.2(1), we assume w.l.o.g. that C(u4) = {4, 3, 6∗},
5, 7 ∈ C(u3) and {2, 4}∩C(u3) 6= ∅. If G contains no (2, 4)(u1,u2)-path, then (uu1, uu4)→ (4, 1) and
we are done by Lemma 18; otherwise, G contains a (2, 4)(u1,u2)-path and 4 ∈ C(u2). If 4 6∈ C(u3),
then (uu3, uu4, uv) → (4, 7, 3) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise,
C(u3) = {3, 4, 5, 7} with c(u3u2) = γ7 and further G contains a (3, 5)(u3,u4)-path, a (3, 7)(u3,u4)-path,
and a (4, 6)(u3,u4)-path. One sees that 2, 3, 4 ∈ C(u2). Then uu2 → C∗5 \C(u2) and (uu4, uv)→ (2, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 3.1.2. 2 ∈ C(u4). Proposition 3.3.3.1 implies that C∗5 \ C(u3) 6= ∅. Thus, by Propo-
sition 3.3.0.3(1), C∗5 ⊆ C(u3) ∪ C(u4). It follows that ∆ = 5 and C∗5 \ C(u3) ⊆ C(u4). We
assume w.l.o.g. that C(u4) = {4, 2, 6∗}. When 2 6∈ C(u3), C(u3) = {3, 4, 5, 7}; if G contains no
(3, 2)(u2,u4)-path, then (uu4, uu3, uv) → (3, 6, 4); or otherwise, (uu3, uu1) → (1, 3); this gives rise
to an acyclic edge (∆ + 2)-coloring for G. In the other case, 2 ∈ C(u3), C(u3) = {3, 2, 5, 7}, and
C∗5 ⊆ C(u2). If 1 6∈ C(u2), then let (uu1, uu2, uu4) → (4, 1, 7) and we are done by Lemma 18;
otherwise, C(u2) = C
∗
5 ∪ {1, 2}. If G contains no (1, 2)(u3,u2)-path, then let (uu3, uu1)→ (1, 3); or
otherwise, let (uu1, uu4)→ (4, 1); we are done by Lemma 18.
Case 3.2. 3 ∈ B1 and C(u1) = C(v1) = C∗5 ∪ {1, 3}. Proposition 3.3.0.2(3) implies that G
contains a (5, 4)(v1,v2)-path and C
∗
5 \ C(v2) 6= ∅.
First, assume that 2 6∈ C(u4); we have C(u4) = {4, 3, 6∗}, ∆ = 5. By Propositions 3.3.0.2(1) and
3.3.0.3(1), we have 5, 7 ∈ C(u3) ∩ C(u2). If G contains neither a (3, 1)(u3,u4)-path nor a (3, 4)(u3,u1)-
path, then let (uu1, uu4) → (4, 1) and we are done by Lemma 18; otherwise, C(u3) = {3, 5, 7, a}
with a ∈ {1, 4}, and G contains a (3, 1)(u3,u4)-path or a (3, 4)(u3,u1)-path. If 6 6∈ C(u2), then
(uu2, uu4, uv) → (6, 2, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, C(u2) =
C∗5 ∪ {3, 2} with c(u3u2) ∈ {5, 7}. Let (uu1, uu2)→ (2, 1) and we are done by Lemma 18.
Next, assume that 2 ∈ C(u4). We discuss the following three possible cases of C(u4).
Case 3.2.1. C(u4) = {4, 2, 1}. In this case G contains a (2, i)(u2,u4)-path for every i ∈ C∗5 . If G
contains no (3, 2)(u2,u4)-path, then (uu4, uv)→ (3, 4) and uu3 → C∗5\C(u3) give rise to an acyclic edge
(∆+2)-coloring for G; otherwise, G contains a (3, 2)(u2,u4)-path and C(u2) = C
∗
5 ∪{3, 2}. We assume
w.l.o.g. that c(u3u2) = 6
∗. If 4 6∈ C(u3), then (uu2, uu4, uv) → (4, 6, 2); or if C(u3) = {3, 2, 6, 4},
then (u3u2, uu4, uv)→ (1, 6, 4); this gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 3.2.2. C(u4) = {4, 2, 6∗}. In this case, G contains a (2, i)(u2,u4)-path for every i ∈ C∗5 \ {6}
by Proposition 3.3.0.2(1), and contains a (5, 2)(v1,v2)-path by Proposition 3.3.0.2(2). If G contains
neither a (1, 2)(u2,u4)-path nor a (3, 4)(u3,u1)-path, then let (uu4, uu1)→ (1, 4) and we are done by
Lemma 18. Otherwise, G contains a (1, 2)(u2,u4)-path or a (3, 4)(u3,u1)-path.
Case 3.2.2.1. 4 6∈ (u3). It follows that 1 ∈ (u2). If 4 6∈ C(u2), then (uu2, uu4, uv) → (4, 7, 2);
otherwise, C(u2) = {2, 5, 7, 1, 4}, and then (uu3, uu1, uu2, uu4) → (4, 2, 3, 1); this gives rise to an
acyclic edge (∆ + 2)-coloring for G, and we are done.
Case 3.2.2.2. 4 ∈ C(u3). When c(u3u2) = γ7 ∈ C∗5 \ {6}, i.e., C(u3) = {3, 2, 4, γ7}, if 3 6∈ C(u2),
then (uu2, uu3, uv) → (3, γ5, 2); or if 6 6∈ C(u2), then (uu2, uu4, uv) → (6, γ7, 2); or if C(u2) =
C∗5 ∪ {3, 2}, then (u3u4, uu4, uv) → (1, γ7, 4); this gives rise to an acyclic edge (∆ + 2)-coloring for
G. When c(u3u2) 6∈ C∗5 \ {6}, there are two possibilities:
• (C∗5 \{6}) ⊆ C(u3). It follows that C(u3) = {3, 4, 5, 7} with c(u3u2) = 4. Since {1, 3}∩C(u2) 6=
∅, we have 6 6∈ C(u2). Then (uu2, uv)→ (6, 2) gives rise to an acyclic edge (∆ + 2)-coloring
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for G.
• There exists an η ∈ (C∗5 \{6})\C(u3). If G contains no (3, 2)(u2,u4)-path, then (uu3, uu4, uv)→
(η, 3, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, G contains a (3, 2)(u2,u4)-
path and 3 ∈ C(u2). One sees from Proposition 3.3.0.2(1) that if c(u3u2) ∈ {1, 4}, then
6 ∈ C(u3). It follows that G contains a (3, 4)(u3,u1)-path.
– If c(u3u2) ∈ {1, 6}, then (uu2, uu4, uv)→ (4, 7, 2) gives rise to an acyclic edge (∆ + 2)-
coloring for G.
– c(u3u2) = 4 and 6 ∈ C(u3). If 2 6∈ C(u3), then let (uu3, uu1, uu2, uu4)→ (2, 4, 1, 7) and
we are done by Lemma 18; otherwise, C(u3) = {3, 4, 2, 6}, and then (u3u2, uu2, uu4, uv)→
(1, 4, 7, 2) gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 3.2.3. C(u4) = {4, 2, 3}. In this case, we assume w.l.o.g. that 6∗ 6∈ C(u3). Then uu3 → 6
reduces the proof to the above Case 3.2.2.
Case 3.3. 4 ∈ B1. Since 3, 2 6∈ B1, we have C∗5 ⊆ C(u3) ∪ C(u2) by Proposition 3.3.0.3(1). By
Proposition 3.3.3.1, |B3| ≤ 2, and thus G contains a (5, 3)(v1,v2)-path by Proposition 3.3.0.2(3).
One sees that if C∗5 \ C(u2) 6= ∅, then G contains a (5, 2)(v1,v2)-path. For every i ∈ C∗5 \
C(u3), let T2 = {i ∈ C∗5 \ C(u3) | G contains a (2, i)(u3,u2)-path} and T4 = {i ∈ C∗5 \ C(u3) |
G contains a (4, i)(u3,u4)-path}.
W.l.o.g., let 6∗ ∈ C(u2) \ C(u3) and {γ5, γ7} = {5, 7}. If 6 6∈ T2, 1 6∈ C(u4), and G contains
neither a (1, 2)(u2,u4)-path nor a (1, 6)(u3,u4)-path, then let (uu3, uu1, uu4) → (6, 3, 1) and we are
done by Lemma 18. If 1 6∈ C(u3) and G contains none of a (1, 2)(u3,u2)-path, a (4, 1)(u3,u4)-path
and a (4, 3)(u1,u4)-path, then let (uu3, uu1)→ (1, 3) and we are done by Lemma 18. If 6 6∈ C(u4),
4 6∈ C(u2), and G contains no (3, 4)(u3,u2)-path, then (uu2, uu4, uv) → (4, 6, 2) gives rise to an
acyclic edge (∆ + 2)-coloring for G. If 6 6∈ T4, 3 6∈ C(u2), and G contains no (3, 4)(u2,u4)-path, then
(uu3, uu2, uv)→ (6, 3, 2) gives rise to an acyclic edge (∆ + 2)-coloring for G.
We continue with the following proposition:
Proposition 3.3.3.2 (1) (i). If 6 6∈ T2, then 1 ∈ C(u4), or G contains a (1, 2)(u2,u4)-path or a
(1, 6)(u3,u4)-path; (ii). {1, 2} ∩ (C(u3) ∪ C(u4)) 6= ∅.
(2) (i). 1 ∈ C(u3), or G contains a (1, 2)(u3,u2)-path, or a (4, 1)(u3,u4)-path, or a (4, 3)(u1,u4)-
path; (ii). If 1, 2 6∈ C(u3), then {3, 1} ∩ C(u4) 6= ∅, and G contains a (4, 1)(u3,u4)-path or a
(4, 3)(u1,u4)-path.
(3) If 6 6∈ C(u4), then 4 ∈ C(u2), or G contains a (3, 4)(u3,u2)-path.
(4) If 6 6∈ C(u4) or 6 6∈ T4, then 3 ∈ C(u2), or G contains a (3, 4)(u2,u4)-path.
We discuss the two subcases on whether 2 ∈ C(u3) or not.
Case 3.3.1. 2 6∈ C(u3). Proposition 3.3.0.2(1) implies that (C∗5 \ C(u3)) ⊆ T4 ⊆ C(u4) and
4 ∈ C(u3). One sees from Proposition 3.3.3.2(1) that, if there exists 6, γ5 6∈ C(u3), then C(u4) =
{4, 6, γ5}; and from Proposition 3.3.3.2(2) that, if C(u3) = {3, 4, 5, 7}, then C(u4) = {4, 6, 1}. Then
(uu3, uu4)→ (6, 3) reduces the proof to the above Case 3.2.
Case 3.3.2. 2 ∈ C(u3).
Case 3.3.2.1. C(u3) = {3, 1, 2, 4}. Proposition 3.3.0.3(1) implies that C(u2) = {5, 6, 7, 2, c(u2u3)}
and ∆ = 5. First let (uu2, uv) → (3, 2); next, if C(u4) = {4, 6, 7}, then (uu2, uu4) → (6, 5); or
otherwise, uu3 → {6, 7} \ C(u4); this gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 3.3.2.2. Assume that C(u3) = {3, 2, γ5, γ7} with c(u3u2) = γ7. Two possibilities:
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• 3 6∈ C(u2). One sees from Proposition 3.3.3.2(4) that G contains a (3, 4)(u2,u4)-path, and from
Proposition 3.3.3.2(2) that G contains a (2, 1)(u3,u2)-path. It follows that C(u2) = {2, 1, 4, 6, γ7}.
Then (u3u2, uu3, uv)→ (3, γ7, 3) gives rise to an acyclic edge (∆ + 2)-coloring for G.
• 3 ∈ C(u2). If 1, γ5 6∈ C(u2), then (u3u2, uu3, uv) → (1, γ7, 3) gives rise to an acyclic edge
(∆ + 2)-coloring for G; otherwise, {1, γ5} ∩ C(u2) 6= ∅, i.e., (i) C(u2) = {3, 1, 2, 6, γ7}, or (ii)
C(u2) = C
∗
5 ∪ {3, 2}. Proposition 3.3.3.2(3) implies that 6 ∈ C(u4). For (i), if 2 6∈ C(u4),
then (u3u2, uu3, uv)→ (4, γ7, 3); or if C(u4) = {4, 2, 6}, then (uu2, uu4, uv)→ (4, γ7, 2); this
gives rise to an acyclic edge (∆ + 2)-coloring for G. For (ii), we have C(u4) = {4, 3, 6} by
Proposition 3.3.3.2(2), then let (uu1, uu2)→ (2, 1) and we are done by Lemma 18.
Case 3.3.2.3. |C∗5 ∩ C(u3)| = 1. We assume w.l.o.g. from Proposition 3.3.0.3(1) that 7∗ ∈ C(u3)
and C∗5 \ {7} ⊆ C(u2). When 4 6∈ C(u2) and G contains no (3, 4)(u3,u2)-path, we first (uu2, uv)→
(4, 2); next, if C(u4) = {4, 5, 6}, then uu4 → 7; or otherwise there exists a β ∈ {5, 6} \ C(u4), and
then uu4 → β (additionally, if β = 5 then vv2 → C∗5 \ C(v2)); this gives rise to an acyclic edge
(∆ + 2)-coloring for G.
In the other case, 4 ∈ C(u2) or G contains a (3, 4)(u3,u2)-path. Three possibilities:
• c(u3u2) = 1 and C(u3) = {3, 2, 7, 1}. It follows that C(u2) = {1, 2, 4, 5, 6}. Further, Proposi-
tions 3.3.0.2(1) and 3.3.3.2(4) imply that C(u4) = {4, 7, 3}. Then let (u3u2, uu3, uu2, uu1)→
(3, 5, 1, 2) and we are done by Lemma 18.
• c(u3u2) = 4. One sees that if 1, 7 6∈ C(u2), then we can let u3u2 → 1. Hence, it suffices
to assume that (i) C(u2) = {1, 2, 4, 5, 6}, or (ii) C(u2) = C∗5 ∪ {2, 4}. For (i), 7 ∈ C(u4)
by Proposition 3.3.0.2(1), and G contains a (2, 5)(v1,v2)-path by Proposition 3.3.0.2(3); then
(uu2, uv)→ (3, 2) and uu3 → {5, 6} \C(u4) give rise to an acyclic edge (∆ + 2)-coloring for G.
For (ii), C(u4) = {4, 3, 6} by Proposition 3.3.3.2(2,4), then let (uu1, uu2)→ (2, 1) and we are
done by Lemma 18.
• c(u3u2) = 7. If C(u3) = {3, 1, 2, 7} and thus C(u2) = C∗5 ∪ {2, 4}, then (u3u2, uu3, uv) →
(3, 7, 3) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, C(u3) = {3, 2, 4, 7}.
One sees that if 1 6∈ C(u2) and G contains no (1, 4)(u3,u2)-path, then we can let u3u2 → 1. We
have C(u2) = C
∗
5 ∪ {2, 4} and G contains a (4, 1)(u3,u2)-path. Further, Proposition 3.3.3.2(2)
implies that G contains a (4, 3)(u1,u4)-path and 3 ∈ C(u4). Then (uu2, uv) → (3, 2) and
uu3 → β ∈ {5, 6} \C(u4) (additionally, if β = 5 then vv2 → C∗5 \C(v2)) give rise to an acyclic
edge (∆ + 2)-coloring for G.
3.3.4 Configuration (A5.4): d(u3) = d(u4) = 4, and u3u4 ∈ E(G)
One sees that N(u) ∩N(v) 6= ∅, and we let (vv1, vv2)c = (a, 5) where a ∈ {3, 1}.
Case (A5.4-1). c(vv1) = 3.
In this case, c(u3u4) = γ5 with 3 ∈ C(u4) by Lemma 19. Proposition 3.3.0.2(1) implies that
{1, 2} ∩C(u4) 6= ∅. We assume w.l.o.g. that C(u4) = {4, γ5, 3, 1}. Then let (u3u4, uu3)→ (2, γ5). If
γ5 = 5, then since 3 6∈ B5 we are done by Lemma 19; otherwise, γ5 6= 5, and then uv → {6, 7} \ {γ5}
gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case (A5.4-2). c(vv1) = 1 and C
∗
5 ⊆ C(u1) ∩ C(v1).
If G contains no (5, i)(v1,v2)-path for some i ∈ {3, 4} \ C(v1), then vv1 → i reduces the proof to
the above Case (A5.4-1).
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Assume that 1 6∈ C(v2). One sees that {3, 4} \C(v1) 6= ∅ and we assume w.l.o.g. that 3 6∈ C(v1).
Note that no new bichromatic cycles will be produced if letting (vv1, vv2)→ (3, 1). By Lemma 19,
G contains a (3, i)(u3,v1)-path for every i ∈ C∗5 , C(u3) = C∗5 ∪ {3} with c(u3u4) = γ5, and 3 ∈ C(u4).
When 2 6∈ C(u4), we first let uu4 → C∗5 \C(u4) and uv → 4; next, if 4 6∈ B1, then we are done; or if
4 ∈ B1, then (vv1, vv2)→ (3, 1) gives rise to an acyclic edge (∆+2)-coloring for G. In the other case,
C(u4) = {4, 2, 3, γ5}, and (u3u4, uu3, uv)→ (1, γ5, 3) gives rise to an acyclic edge (∆ + 2)-coloring
for G. One sees that letting vv1 → 2 gives also an acyclic edge coloring of H = G− uv. We thus
have 2 ∈ C(v1) ∪ C(v2), and continue with the following proposition:
Proposition 3.3.4.1 {1, 2, 3, 4} ⊆ (C(v1)∪C(v2)) \ {c(vv1), c(vv2)}, G contains a (5, i)(v1,v2)-path
for every i ∈ {3, 4} \ C(v1), |C(v2) ∩ {1, 2, 3, 4}| ≥ 3, and C∗5 \ C(v2) 6= ∅.
Lemma 20 For every i ∈ {3, 4} \C(u1), C∗5 \C(ui) 6= ∅ and, for every j ∈ C∗5 \C(u4), G contains
a (j, k)(ui,u)-path for some k ∈ ({2, 3, 4}∩C(ui)) \ {i}; or otherwise an acyclic edge (∆ + 2)-coloring
for G can be obtained in O(1) time.
Proof. Assume that 4 6∈ C(u1) and C(u4) = C∗5 ∪ {4} with c(u3u4) = 6∗. It follows that
∆ = 5. If G contains no (2, i)(u3,u2)-path for some i ∈ C∗5 \ C(u3), then (uu3, uu4, uv) → (i, 3, 4)
(additionally, if i = 5 then i → C∗5 \ C(v2)) gives rise to an acyclic edge (∆ + 2)-coloring for G;
otherwise, 5, 7 ∈ C(u3) or 2 ∈ C(u3), and G contains a (2, i)(u3,u2)-path for every i ∈ C∗5 \ C(u3).
If G contains neither a (3, 4)(u3,u1)-path nor a (2, 4)(u1,u2)-path, then let (uu1, uu4) → (4, 1)
and we are done by Lemma 18; otherwise, G contains a (3, 4)(u3,u1)-path or a (2, 4)(u1,u2)-path,
and {2, 3} ∩ C(u1) 6= ∅. If C(u1) = C∗5 ∪ {1, 3} and 4 ∈ C(u3), then C(u3) = {3, 6, 4, 2} and
(u3u4, uu4, uv)→ (1, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, C(u1) =
C∗5 ∪ {1, 2} and G contains a (2, 4)(u2,u1)-path with 4 ∈ C(u2).
If 6 6∈ C(u2), then (uu2, uu4, uv)→ (6, 2, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G;
otherwise, 6 ∈ C(u2). If 1 6∈ C(u2) and G contains no (1, 3)(u2,u3)-path, then let (uu1, uu2, uu4)→
(4, 1, 2) and we are done by Lemma 18; otherwise, 1 ∈ C(u2) or G contains a (1, 3)(u2,u3)-path. If
1 6∈ C(u3) and G contains neither a (1, 2)(u2,u3)-path nor a (2, 3)(u1,u2)-path, then let (uu3, uu1)→
(1, 3) and we are done by Lemma 18; otherwise, 1 ∈ C(u3) or G contains a (1, 2)(u2,u3)-path or a
(2, 3)(u1,u2)-path.
It follows that (i) C(u3) = C
∗
5 ∪ {3} and C(u2) = C \ {5, 7}, or (ii) C(u3) = {3, 2, 6, γ5} and
C(u2) = {1, 2, 4, 6, γ7}, where {γ5, γ7} = {5, 7}. For (i), first let (uu2, uu3, uv)→ (7, 2, 3); next, if
G contains no (4, 7)(u2,u4)-path, then we are done; or otherwise, let (uu3, uu4)→ (4, 2) and we are
done by Lemma 18. For (ii), let (uu1, uu3, uu4)→ (3, 4, 1) and we are done by Lemma 18. 2
One sees that {3, 4} \ C(u1) 6= ∅. In the sequel we assume w.l.o.g. that 4 6∈ C(u1) and let
{γ5, γ7} = {5, 7}. It follows that C(u4) ∩ {2, 3} 6= ∅, and if 3 6∈ C(u1), then C(u3) ∩ {2, 4} 6= ∅.
Case 2.1. C(u1) = C
∗
5 ∪ {1, 2}. In this case, one sees that 3, 4 6∈ C(u1). If 2 6∈ C(u3) ∪ C(u4),
then C(u3) = {3, 4, 6, 7}, C(u4) = {4, 3, 7, 5}, and (u3u4, uu4, uv)→ (1, 7, 4) gives rise to an acyclic
edge (∆ + 2)-coloring for G; otherwise, by symmetry we assume that 2 ∈ C(u3).
Case 2.1.1. c(u3u4) = 2 and, by Proposition 3.3.0.3, C
∗
5 ⊆ C(u3) ∪ C(u4). W.l.o.g., let C(u4) =
{2, 4, 5, 7} and 6 ∈ C(u3). Note that there exists a γ7 ∈ {5, 7} \ C(u3).
If 4 6∈ C(u3) andG contains no (4, i)(u3,u4)-path for every i ∈ C(u3)∩C(u4), then (u3u4, uu4, uv)→
(4, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, ∆ = 5 and, if 4 ∈ C(u3), then
G contains a (4, i)(u3,u4)-path for some i ∈ {5, 7}. If 4 ∈ C(u3), that is, C(u3) = {3, 2, 4, 6}, then
(u3u4, uu4, uv)→ (1, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, γ5 ∈ C(u3)
and C(u3) = {3, 2, 6, γ5}.
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Next, if 3 6∈ C(u2), then let (uu3, uu1)→ (1, 3); or if 4 6∈ C(u2), then let (uu4, uu1)→ (1, 4); or
otherwise we have C(u2) = {2, 3, 4, 6, γ7}, and let (uu1, uu2, uu4)→ (4, 1, 6); we are done by Lemma
18.
Case 2.1.2. 2 ∈ (C(u3) ∪ C(u4)) \ {c(u3u4)}. We assume w.l.o.g. that 2 ∈ C(u3) \ {c(u3u4)}.
One sees that C∗5 ⊆ C(u3) ∪ C(u4) and {2, 3} ∩ C(u4) 6= ∅. We have ∆ = 5 and w.l.o.g. let
C(u3) = {3, 2, γ7, 6}.
If C(u4) = {4, 3, 5, 7}, then (u3u4, uu4, uv) → (1, γ7, 4) gives rise to an acyclic edge (∆ +
2)-coloring for G; otherwise, C(u4) = {4, 2, 7, 5}, and 6, γ5 ∈ C(u2). If 1 6∈ C(u2), then let
(uu4, uu2, uu1)→ (6, 1, 4) and we are done by Lemma 18; otherwise, 1 ∈ C(u2).
If G contains no (1, 2)(u3,u4)-path, then let u3u4 → 1 and we are done by Proposition 3.3.0.3(1);
otherwise, G contains a (1, 2)(u3,u4)-path. Next, if 4 6∈ C(u2), then let (uu1, uu4) → (4, 1); or
otherwise, let (uu1, uu3)→ (3, 1); we are done by Lemma 18.
Case 2.2. C(u1) = C
∗
5 ∪ {1, 3} and C∗5 ⊆ C(u4) ∪ C(u2). If 1 6∈ C(u4) and G contains none
of (1, 3)(u3,u4)-path, (1, 2)(u2,u4)-path and (3, 4)(u3,u1)-path, then let (uu4, uu1)→ (1, 4) and we are
done by Lemma 18; otherwise, 1 ∈ C(u4) or G contains one of (1, 3)(u3,u4)-path, (1, 2)(u2,u4)-path
and (3, 4)(u3,u1)-path. We distinguish the following two cases on whether 3 ∈ C(u4) or not.
Case 2.2.1 3 ∈ C(u4), and there are four possibilities of C(u4).
Case 2.2.1.1 C(u4) = {4, 3, γ5, γ7} with c(u3u4) = γ5. We have {1, 4} ∩ C(u3) 6= ∅, 6 ∈ C(u3)
and ∆ = 5, We first let u1u3 → i ∈ {1, 4} \ C(u3) and (uu4, uv)→ (γ5, 4). Next, if G contains no
(3, 1)(u1,u4)-path, then we are done; otherwise, i = 1, and (uu3, uu4, uv)→ (γ5, 4, 3) gives rise to an
acyclic edge (∆ + 2)-coloring for G.
Case 2.2.1.2 C(u4) = {4, 3, 1, 6∗}, and then ∆ = 5. If c(u3u4) = 6, that is, C(u3) = {3, 6, 5, 7},
then (u3u4, uu4, uv) → (4, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise,
c(u3u4) = 1. It follows that C(u3) = {3, 1, 5, 7} and we assume w.l.o.g. that c(u4y2) = 3
with 5, 7 ∈ C(y2). If 2 6∈ C(y2), then let (u3u4, uu4, uu1) → (2, 1, 4); or if 4 6∈ C(y2), then
let (u3u4, uu4, uu1) → (4, 1, 4); or otherwise, C(y2) = {2, 3, 4, 5, 7}, then let {u4y2, uu3} → 1,
(u3u4, uu1)→ 4 and uu4 → 3; we are done by Lemma 18.
Case 2.2.1.3 C(u4) = {4, 3, 2, 6∗}. If c(u3u4) = 2, that is, C(u3) = {2, 3, 5, 7}, then let
(uu4, uu1) → (1, 4) and we are done by Lemma 18; otherwise, c(u3u4) = 6 and we assume
w.l.o.g. that c(u4y2) = 3. When C(u3) = {3, 6, 5, 7}, since 1, 4 6∈ C(u3), we have 1 ∈ C(u2);
if 6 6∈ C(u2), then (u3u4, uu4, uv)→ (4, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; or
if C(u2) = C \ {3, 4}, then let (uu1, uu2, uu3)→ (2, 3, 1) and we are done by Lemma 18.
In the other case, C∗5 \ C(u3) 6= ∅ and we assume w.l.o.g. that γ7 6∈ C(u3). It follows that
3 ∈ B1. One sees that G contains a (2, γ7)(u2,u4)-path. If 6 6∈ C(u2), then (u3u4, uu4, uv)→ (γ7, 6, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, 6 ∈ C(u2). If 3 6∈ C(u2) and
G contains no (3, 4)(u2,u4)-path, then (uu3, uu2, uv) → (γ7, 3, 2) and additionally, if γ7 = 5 then
vv2 → C∗5 \ C(v2), gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, 3 ∈ C(u2) or G
contains a (3, 4)(u2,u4)-path, i.e., {3, 4} ∩ C(u2) 6= ∅. Thus, two possibilities:
• C(u2) = C∗5 ∪ {2, 3} and G contains either a (3, 1)(u3,u4)-path or a (3, 4)(u3,u1)-path. If G
contains neither a (1, 3)(u3,u2)-path nor a (2, 3)(u3,u1)-path, then let (uu1, uu2)→ (2, 1) and we
are done by Lemma 18; otherwise, G contains a (1, 3)(u3,u2)-path or a (2, 3)(u3,u1)-path. One
sees that (C(u3) \ {3, 6}) ⊆ {1, 2, 4}, and that 4 6∈ C(u3) or G contains a (4, 3)(u3,u1)-path.
Then (uu2, uu4, uv)→ (4, 7, 2) gives rise to an acyclic edge (∆ + 2)-coloring for G.
• C(u2) = C∗5 ∪ {4, 2} and G contains a (4, 3)(u4,u2)-path. If 2 6∈ C(u3), then let (uu1, uu2)→
(2, 1); or if 4 6∈ C(u3), then let (uu1, uu2, uu3, uu4) → (2, 3, 4, 1); we are done by Lemma
18. Otherwise, C(u3) = {3, 6, 2, 4} and G contains a (5, 4)(v1,v2)-path. If there exists a
β ∈ C∗5 \ C(y2), then (uu2, uu4, uv) → (3, β, 4). Next, if β 6= 6, then uu3 → {5, 7} \ {β}; or
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if β = 6, then (uu3, u3u4)→ (5, 7); these give rise to an acyclic edge (∆ + 2)-coloring for G.
Otherwise, C(y2) = C
∗
5 ∪ {3, 4}, and then (u4y2, uu4, uu3, uv) → (1, 3, 7, 4) gives rise to an
acyclic edge (∆ + 2)-coloring for G.
Case 2.2.1.4 C(u4) = {4, 3, 2, 1} with c(u3u4) = 1. One sees that G contains a (2, i0)(u4,u2)-path.
Then u3u4 → i0 ∈ C∗5 \ C(u3) (additionally, if i0 = 5 then vv2 → C∗5 \ C(v2)) reduces the proof to
the above Case 2.2.1.3.
Case 2.2.2 3 6∈ C(u4). Proposition 3.3.0.2(1) implies that 2 ∈ C(u4) and G contains a (2, i)(u2,u4)-
path for every i ∈ C∗5 \C(u4). W.l.o.g., let 6∗ 6∈ C(u4). Proposition 3.3.0.2(2) implies that 2 ∈ C(v1)
or G contains a (5, 2)(v1,v2)-path.
Case 2.2.2.1 c(u3u4) = 2 and (C
∗
5 \ C(u4)) ⊆ C(u3). That is, C(u4) = {4, 2, γ5, γ7}, or
C(u4) = {4, 2, 7∗, 1}. If 4 6∈ C(u3) and G contains no (4, i)(u3,u4)-path for every i ∈ C(u3) ∩ C(u4),
then (u3u4, uu4, uv) → (4, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, it
suffices to assume that C(u4) = {4, 2, 5, 7}, ∆ = 5, and that 4 ∈ C(u3) or G contains a (4, i)(u3,u4)-
path for some β∗ ∈ {5, 7}. If C(u3) = {3, 6, 2, 4}, then (u3u4, uu4, uv) → (1, 6, 4) gives rise to an
acyclic edge (∆ + 2)-coloring for G; or if C(u3) = {3, 6, 2, β∗}, then let (uu4, uu1)→ (1, 4) and we
are done by Lemma 18.
Case 2.2.2.2 c(u4y2) = 2 with C(u4) = {4, 2, 1, 7∗} or C(u4) = {4, 2, γ5, γ7}. If 4 6∈ C(u2) and G
contains no (4, 3)(u3,u2)-path, then (uu2, uu4, uv)→ (4, 6, 2) gives rise to an acyclic edge (∆ + 2)-
coloring for G; or if 1 6∈ C(u4) and G contains neither a (1, 2)(u2,u4)-path nor a (3, 4)(u3,u1)-path,
then let (uu1, uu4)→ (4, 1) and we are done by Lemma 18; or if 1 6∈ C(u2) and G contains none
of (1, 4)(u2,u4)-path, (1, 3)(u2,u3)-path, and (3, 2)(u3,u1)-path, then let (uu2, uu1)→ (1, 2) and we are
done by Lemma 18.
In the other case, we assume that there exists a γ∗ ∈ C∗5 \ (C(u3) ∪ C(u4)). Then by Proposi-
tion 3.3.0.2(1), we have 3 ∈ B1 and C(v1) = C∗5 ∪ {1, 3}, and by Proposition 3.3.0.2(3), G contains
a (5, 4)(v1,v2)-path. Further, if G contains no (2, 3)(u4,u2)-path, then (uu3, uu4, uv)→ (γ∗, 3, 4) gives
rise to an acyclic edge (∆ + 2)-coloring for G.
We continue with the following proposition, to discuss the three possible values of C(u4):
Proposition 3.3.4.2 (1) 4 ∈ C(u2), or G contains a (4, 3)(u3,u2)-path.
(2) 1 ∈ C(u4), or G contains a (1, 2)(u2,u4)-path or a (3, 4)(u3,u1)-path.
(3) 1 ∈ C(u2), or G contains a (1, 4)(u2,u4)-path, a (1, 3)(u2,u3)-path or a (3, 2)(u3,u1)-path.
(4) If there exists a γ∗ ∈ C∗5 \ (C(u3) ∪ C(u4)), then 3 ∈ B1, G contains a (5, 4)(v1,v2)-path, a
(2, 3)(u4,u2)-path and 3 ∈ C(y2) ∩ C(u2).
Case 2.2.2.2.1 C(u4) = {4, 2, 1, 7∗} with c(u3u4) = 7. Two possibilities:
• (C(u3) \ {3, 7}) ⊆ C∗5 \ {7}. If 7 6∈ C(u2), then (u3u4, uu4, uv) → (4, 7, 4) gives rise to an
acyclic edge (∆ + 2)-coloring for G; or if 3 6∈ C(u4), then (u3u4, uu3, uu4, uv) → (4, 7, 3, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G; or otherwise, C(u2) = C \ {1, 4}, and then
let (uu1, uu2)→ (2, 1) and we are done by Lemma 18.
• There exists a γ6 ∈ C∗5 \ C(u3). Then G contains a (2, i)(u2,u4)-path for every C∗5 \ {7}, a
(2, 3)(u2,u4)-path, and a (5, 2)(v1,v2)-path by Propositions 3.3.0.2(1), 3.3.4.2(4), and 3.3.0.2(2),
respectively. If 7 6∈ C(u2), then (uu2, uu4, uv)→ (7, γ6, 2) gives rise to an acyclic edge (∆ + 2)-
coloring for G; otherwise, C(u2) = C
∗
5 ∪ {2, 3}. Proposition 3.3.4.2(1,3) implies that 4 ∈ C(u3)
and G contains a (4, 3)(u2,u3)-path, and G contains a (3, 1)(u2,u3)-path or a (3, 2)(u3,u1)-path.
We first (u3u4, uu3, uu4, uv)→ (3, 6, 7, 4); next, if 7 6∈ C(y2), then we are done; or otherwise,
C(y2) = C
∗
5 ∪ {2, 3}, and u4y2 → 4; these give rise to an acyclic edge (∆ + 2)-coloring for G.
Acyclic edge coloring conjecture on planar graphs 43
Case 2.2.2.2.2 C(u4) = {4, 2, 1, 7∗} with c(u3u4) = 1. First, assume that (C(u3) \ {1, 3}) ⊆
C∗5 \ {7}. Proposition 3.3.4.2(1) implies that 4 ∈ C(u2). If 3 6∈ C(u2), then (uu3, uu4, uv) → (7, 3, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, let (u3u4, uu4, uu1)→ (4, 1, 4) and
we are done by Lemma 18.
Next, assume that there exists γ6 ∈ (C∗5 \ {7}) \ C(u3). Then, by Proposition 3.3.0.2(1), G
contains a (2, i)(u2,u4)-path for every C
∗
5 \ {7}; by Proposition 3.3.4.2(4), 3 ∈ B1 and G contains a
(2, 3)(u2,u4)-path; and by Proposition 3.3.0.2(2), G contains a (5, 2)(v1,v2)-path. Two possibilities:
• 4, 7 6∈ C(u2) and G contains a (3, 4)(u2,u3)-path. If G contains no (k, γ6)(u2,u3)-path for some
k ∈ {4, 7}, then (uu2, uu3, uv) → (k, γ6, 2) (additionally, if k = 4 then uu4 → 3) gives rise
to an acyclic edge (∆ + 2)-coloring for G; otherwise, C(u3) = {3, 1, 4, 7} and G contains
an (i, γ6)(u2,u3)-path for every i ∈ {4, 7}. We first let (u3u4, uu4, uu1) → (γ6, 1, 4); next, if
1 6∈ C(y2), then we are done by Lemma 18; otherwise, C(y2) = C \ {4, 7}, and u4y2 → 4 gives
rise to an acyclic edge (∆ + 2)-coloring for G.
• 1 6∈ C(u2). If G contains no (2, 3)(u1,u3)-path, then let (uu2, uu4, uu1)→ (1, γ6, 2) and we are
done by Lemma 18; otherwise, G contains a (2, 3)(u1,u3)-path and 2 ∈ C(u3). If 4 6∈ C(u3) and
G contains no (3, 7)(u3,u4)-path, then let (u3u4, uu3, uu4, uu1)→ (3, γ6, 1, 4) and we are done
by Lemma 18; otherwise, (i) 4 ∈ C(u3) or (ii) G contains a (3, 7)(u3,u4)-path.
(i) C(u3) = {3, 1, 2, 4} with c(u3x2) = 2. If G contains no (2, i)(u3,u1)-path for some i ∈ C∗5 ,
then (u3u4, uu1, uu2, uu3)→ (3, 2, 1, i); next, if i = 5, then vv2 → C∗5 \ C(v2); or if i = 7,
then uu4 → 6; we are done by Lemma 18. Otherwise, C(x2) = C∗5 ∪ {2, 3}, and let
{u3x2, uu2} → 1 and {u3u4, uu1, uu3, uu4} → (6, 4, 2, 3), and we are done by Lemma 18.
(ii) We have C(u3) = {3, 1, 2, 7}. Proposition 3.3.4.2(1) implies that 4 ∈ C(u2) and C(u2) =
C \ {1, 7}. If G contains no (7, 6)(u3,u4)-path, then let (u3u4, uu4, uu1)→ (6, 1, 4) and we
are done by Lemma 18; or otherwise, (uu2, uu4, uv) → (7, 6, 2) gives rise to an acyclic
edge (∆ + 2)-coloring for G.
Case 2.2.2.2.3 C(u4) = {4, 2, γ5, γ7} with c(u3u4) = γ7. If 1 6∈ C(u3) and G contains no
(1, i)(u3,u4)-path for every i ∈ {2, γ5}, then u3u4 → 1 (additionally, if γ5 = 5 then vv2 → C∗5 \C(v2))
reduces the proof to the above Cases 2.2.2.2.1 and 2.2.2.2.2. Thus, 1 ∈ C(u3) or G contains a
(1, i)(u3,u4)-path for some i ∈ {2, γ5} and {1, 2, γ5} ∩ C(u3) 6= ∅. Two possibilities:
• 6 ∈ C(u3) and thus C(u3) ∈ {{3, γ7, 6, 1}, {3, 6, γ7, 2}, {3, 6, γ7, 5}}. We have 4 ∈ C(u2) by
Proposition 3.3.4.2(1). If C(u3) = {3, 6, γ7, 2} and G contains (1, 2)(u3,u4)-path, then let
(uu4, uu1)→ (1, 4) and we are done by Lemma 18. If C(u3) = {3, γ7, 6, 1}, then there exists
i ∈ {1, 3, γ7} \ C(u2), and if i ∈ {1, γ7} (and vv2 → C∗5 \ C(v2)), then let (u3u4, uu4, uu1)→
(4, i, 4) and we are done by Lemma 18; or if i = 3, then (uu3, uu4, uv)→ (γ5, 3, 4) gives rise
to an acyclic edge (∆ + 2)-coloring for G. Otherwise, C(u3) = {3, 6, γ7, γ5}. It follows from
Proposition 3.3.4.2(1) that 4 ∈ C(u2), and from Proposition 3.3.4.2(3) that 1 ∈ C(u2). Next,
if 3 6∈ C(u2), then let (uu1, uu3, uu4)→ (4, 1, 3) and we are done by Lemma 18; or otherwise,
(uu2, uv)→ (7, 2) gives rise to an acyclic edge (∆ + 2)-coloring for G.
• 6 6∈ C(u3). Proposition 3.3.4.2(4) implies that G contains a (2, 3)(u2,u4)-path, and Proposi-
tion 3.3.0.2(2) implies that G contains a (5, i)(v1,v2)-path for every i ∈ {2, 4}. If γ7 6∈ C(u2),
then (uu2, uu4, uv)→ (γ7, 6, 4) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise,
γ7 ∈ C(u2). Recall that 4 ∈ C(u2) or G contains a (3, 4)(u2,u3)-path.
(i) C(u2) = C \ {1, 5}. Proposition 3.3.4.2(3) implies that G contains a (3, 4)(u1,u3)-path
and 4 ∈ C(u3). If G contains neither a (3, 1)(u2,u3)-path nor a (3, 2)(u1,u3)-path, then let
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(uu1, uu2)→ (2, 1) and we are done by Lemma 18; otherwise, G contains a (3, 1)(u2,u3)-
path or a (3, 2)(u1,u3)-path. If C(u3) = {3, 7, 4, 1}, then (uu1, uu2, uu4, uv)→ (2, 5, 1, 4)
gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, C(u3) = {3, 7, 4, 2}
with c(u3x2) = 2 and 1, 3 ∈ C(x2). Then there exists an i ∈ C∗5 \ C(x2). We first let
(uu1, uu2, uu3, uv) → (2, 1, i, 3); next, if i = γ5, then let uu4 → 6; or otherwise i = γ7,
and let u3u4 → 6; these give rise to an acyclic edge (∆ + 2)-coloring for G.
(ii) 4 6∈ C(u2). Proposition 3.3.4.2(1–2) implies that G contains a (3, 4)(u2,u3)-path, a
(1, 2)(u2,u4)-path, and thus C(u2) = C \ {4, γ5}. If C(u3) = {3, 7, 4, 1}, then (uu2, uv)→
(γ5, 2) gives rise to an acyclic edge (∆+2)-coloring for G; otherwise, C(u3) = {3, γ7, 4, γ5}
and G contains a (1, γ5)(u3,u4)-path. Let (uu1, uu2, uu3) → (2, γ5, 1) (additionally, if
γ5 = 5 then vv2 → C∗5 \ C(v2)) and we are done by Lemma 18.
This finishes the inductive step for the case where G contains the configuration (A5).
3.4 Configuration (A6)
In this subsection we prove the inductive step for the case where G contains the configuration (A6):
(A6) A 6-vertex u adjacent to u1, u2 and four 3-vertices u3, u4, u5 and v, sorted by their degrees.
At least one of the configurations (A6.1)–(A6.2) occurs.
The same as before, we first not to distinguish the first five neighbors but refer to them as
x1, x2, x3, x4, x5; we assume w.l.o.g. that c(uxi) = i for 1 ≤ i ≤ 5. Let C∗6 = C \ {1, 2, 3, 4, 5} =
{i6, i7, . . . , i∆+2}. Note that |C∗6 | ≥ 3. From Proposition 3.0.0.1, we have 1 ≤ |C(u) ∩ C(v)| ≤ 2.
Lemma 21 If |C(u)∩C(v)| = 2, then in O(1) time either an acyclic edge (∆+2)-coloring for G can
be obtained, or an acyclic edge (∆ + 2)-coloring for H can be obtained such that |C(u) ∩ C(v)| = 1.
Proof. Assume (vv1, vv2)c = (a, b) ⊆ C(u).
If there exists an i ∈ C∗6 \ C(v1), then let vv1 → i, resulting in |C(u) ∩ C(v)| = 1. Otherwise,
C∗6 ⊆ C(v1) ∩ C(v2). If for every l ∈ C(u)\{a, b}, G contains no (k, l)(ua,ul)-path for some k ∈
C∗6 \ C(ua), then let uua → k, also resulting in |C(u) ∩ C(v)| = 1. We proceed with the following
proposition:
Proposition 3.4.0.1 For each i ∈ {a, b}, C∗6 ⊆ C(ui) or for every k ∈ C∗6 \ C(ui), G contains a
(k, l)(ui,ul)-path for some l ∈ C(u)\{a, b}.
Proposition 3.4.0.1 implies that C(v) \ S3 6= ∅. One sees that C∗6 ⊆ C(v2) ∩ C(v1); we consider
the following three cases.
Case 1. (vv1, vv2)c = (1, 2) for (A6.1). If G contains no (i, 2)(v1,v2)-path for some i ∈ {3, 4, 5} \
C(v1), then let vv1 → i and we are done by Proposition 3.4.0.1; otherwise, G contains an (i, 2)(v1,v2)-
path for every i ∈ {3, 4, 5} \C(v1). It follows that C(v1) = C∗6 ∪ {1, 2, 3} and C(v2) = C∗6 ∪ {2, 4, 5}.
By Proposition 3.4.0.1, C(u2) ∩ {3, 4, 5} 6= ∅. Note that (C∗6 \ C(u2)) ⊆ B1. Further we have
(C∗6 \C(u2)) ⊆ Bi if letting (vv1, vv2)→ (j, 1) for j ∈ {4, 5}. It implies that ∆ = 6, C(u2) = {2, 3, 6},
C(u4) = {4, 7, 8}, and C(u5) = {5, 7, 8}. Then (uu4, uv) → (6, 4) gives rise to an acyclic edge
(∆ + 2)-coloring for G.
Case 2. (vv1, vv2)c = (1, 3) for (A6.2). By Proposition 3.4.0.1, C(u3) ∩ {2, 4, 5} 6= ∅ and we
assume w.l.o.g. that 7, 8 ∈ B1 \ C(u3). If G contains no (i, 3)(v1,v2)-path for some i ∈ {4, 5} \ C(v1),
then let vv1 → i and we are done by Proposition 3.4.0.1; otherwise, {4, 5} ⊆ C(v1) or G contains an
(i, 3)(v1,v2)-path for every i ∈ {4, 5} \ C(v1).
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Case 2.1. C(v1) = C
∗
6 ∪ {1, 4, 5}. If there exists an i ∈ {4, 5} \ C(v2), then let (vv1, vv2)→ (3, i)
and we are done by Proposition 3.4.0.1; otherwise, C(v2) = C
∗
6∪{3, 4, 5}, and (vv1, vv2, uv)→ (3, 1, 7)
gives rise to an acyclic edge (∆ + 2)-coloring for G.
Case 2.2. 3 ∈ C(v1) and G contains an (i, 3)(v1,v2)-path for every i ∈ {4, 5} \ C(v1). It follows
that {4, 5} \ C(v1) 6= ∅ and we assume w.l.o.g. that 5 6∈ C(v1). Two possibilities:
• If 1 6∈ C(v2), then we first let (vv1, vv2) → (5, 1); next, if there is a k ∈ {7, 8} \ B5, then
uv → k; or otherwise, (uu5, uv)→ (6, 7); these give rise to an acyclic edge (∆ + 2)-coloring
for G.
• If 1 ∈ C(v2), then we have C(v1) = C∗6 ∪ {1, 3, 4} and C(v2) = C∗6 ∪ {3, 1, 5}. Let vv1 → 2 and
we are done by a similar discussion as in the last paragraph since 2 6∈ C(v2).
Case 3. (vv1, vv2)c = (1, 2) for (A6.2). If 1 6∈ C(v2), then vv2 → {3, 4, 5} \ C(v2) reduces the
discussion to the above Case 2; otherwise, we have 1 ∈ C(v2), 2 ∈ C(v1), and there exists a
j1 ∈ {3, 4, 5} \ (C(v1) ∪ C(v2)). Then vv2 → j1 reduces the discussion again to the above Case 2.
This finishes the proof of the lemma. 2
By Lemma 21, we assume in the sequel that |C(u) ∩ C(v)| = 1, and further w.l.o.g. that
(vv1, vv2)c = (1, 6). It follows from Proposition 3.0.0.1 that (C \ {1, 2, 3, 4, 5, 6}) ⊆ C(x1) ∩ C(v1).
Let i0 ∈ {2, 3, 4, 5} \ B1. If there exists a j ∈ (C∗6 ∩ B1) \ C(xi0) such that there is no
(i, j)(xi0 ,xi)-path for every i ∈ {2, 3, 4, 5} \ {i0}, then (uxi0 , uv)→ (j, i0) gives rise to an acyclic edge
(∆ + 2)-coloring for G. Let
Su =
⊎
i∈{2,3,4,5}
(C(xi) \ {c(uxi)}).
Assume that 2, 3, 4, 5 6∈ B1 and multSu(j0) ≤ 1 for some j0 ∈ (C∗6 ∩B1). We assume w.l.o.g. that
j0 6∈ C(xy1) ∪ C(xy2) ∪ C(xy3), where {y1, y2, y3, y4} = {2, 3, 4, 5}. If G contains no (j0, y4)(xy1 ,xy4 )-
path, then (uxy1 , uv) → (j0, y1); or otherwise, (uxy2 , uv) → (j0, y2); this gives rises to an acyclic
edge (∆ + 2)-coloring for G.
We proceed with the following proposition:
Proposition 3.4.0.2 (1) For each i0 ∈ {2, 3, 4, 5}\B1, we have (C∗6 ∩B1) ⊆ C(xi0), or for every
j ∈ (C∗6 ∩B1)\C(ux0), G contains an (i, j)(xi0 ,xi)-path for some i ∈ ({1, 2, 3, 4}∩C(xi0))\{i0}.
(2) If 2, 3, 4, 5 6∈ B1, then multSu(j) ≥ 2 for every j ∈ C∗6 ∩B1.
Case (A6-1). c(vv1) ∈ S3.
In this case, we assume w.l.o.g. that c(uui) = i for i ∈ {2, 4, 5}, and (uu1, uu3)c = (3, 1). It
follows that ∆ = d(u) = 6 and C(u3) = {1, 7, 8}. One sees that 2, 3, 4, 5 6∈ B3 = {7, 8}.
Case 1.1. (A6.1) holds, i.e., d(u2) = 3. Proposition 3.4.0.2 implies that C(uk) = {k, ak, k + 4},
where ak ∈ C(u) \ {1} for every k ∈ {2, 4, 5}, and, since 6 6∈ C(u4) ∪ C(u5), {a4, a5} = {2, 3}. We
assume w.l.o.g. that a4 = 2. Then (uu4, uv)→ (8, 4) gives rise to an acyclic edge (∆ + 2)-coloring
for G.
Case 1.2. (A6.2) holds, i.e., d(u1) = d(u2) = 4 and u1u2 ∈ E(G). If C(ui) = {i, 6, 7, 8} for
some i ∈ {3, 2}, then (uui, uu3, uv)→ (1, i, 7) gives rise to an acyclic edge (∆ + 2)-coloring for G;
otherwise, C∗6 \C(ui) 6= ∅ for every i ∈ {3, 2}. Proposition 3.4.0.2 implies that c(u1u2) = a12 ∈ {4, 5}
and 1 6∈ ⊎
i∈{2,3,4,5}
C(ui). Then (uu1, uu3, uv)→ (1, 3, 7) gives rise to an acyclic edge (∆ + 2)-coloring
for G.
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Case (A6-2). c(vv1) 6∈ S3.
In this case, we assume w.l.o.g. that c(uui) = i for 1 ≤ i ≤ 5.
Case 2.1. 6 6∈ B1. If there is no (1, i)(v1,v2)-path for some i ∈ C \ (C(v2)∪ {1}), then (vv2, uv)→
(i, 6) gives rise to an acyclic edge (∆ + 2)-coloring for G; otherwise, G contains a (1, i)(v1,v2)-path
for every i ∈ C(u) \ (C(v2) ∪ {1}). It follows that {1} ∪ C∗6 ⊆ C(v2), C(u) ⊆ C(v1) ∪ C(v2), and
{3, 4, 5} \ C(v2) 6= ∅. If 6 6∈ C(v1), then vv1 → 6 and vv2 → {3, 4, 5} \ C(v2) reduce the discussion
to the above Case (A6-1); otherwise, 6 ∈ C(v1).
It suffices to assume that C(v1) = C
∗
6∪{1, γ2, γ3}, C(v2) = C∗6∪{1, γ4, γ5}, where {γ2, γ3, γ4, γ5} =
{2, 3, 4, 5}, and G contains a (1, i)(v1,v2)-path for every i ∈ {γ2, γ3}. One sees that 2, 3, 4, 5 6∈ B1.
Proposition 3.4.0.2 implies that multSu(j) ≥ 2 for every j ∈ C∗6 \ {6}.
For (A6.1), we have 1, 6 6∈ Su, and (uu5, uv)→ (6, 5) gives rise to an acyclic edge (∆ + 2)-coloring
for G. For (A6.2), we have C(u3) = {3, b3, γ}, C(u4) = {4, b4, 7}, and C(u5) = {5, b5, 8}, where
b3, b4, b5 ∈ C(u) \ {1}. We can obtain an acyclic edge (∆ + 2)-coloring of G as follows:
• If b5 ∈ {3, 4}, then let uu5 → {6, 7, 8} \ (C(ub5) ∪ {8}) and uv → 5;
• or if b4 ∈ {3, 5}, then let uu4 → {6, 7, 8} \ (C(ub4) ∪ {7}) and uv → 4;
• or we have b4 = b5 = 2; if there is no (2, 6)(u2,u5)-path, then let (uu5, uv)→ (6, 5); or otherwise,
let (uu4, uv)→ (6, 4).
Case 2.2. 6 6∈ B1. For (A6.2), we have ∆ = 6 and C(u1) = {1} ∪ {6, 7, 8} with c(u1u2) = i6,
1 ∈ C(u2). One sees that 2, 3, 4, 5 6∈ B1. From Proposition 3.4.0.2, we may further assume that
C(u2) = {1, 2, i6, 3} and C(u3) = {3, i7, i8}. Then, (uu3, uv)→ (i6, 3) gives rise to an acyclic edge
(∆ + 2)-coloring for G.
For (A6.1), we assume w.l.o.g. that C(u1) = C
∗
6 ∪ {1, 2, 3}. One sees that 4, 5 6∈ B1. By
Proposition 3.4.0.2, we assume w.l.o.g. that C(u4) = {2, 4, ρ4}, C(u5) = {3, 5, ρ5}. When ρ5 ∈
{1, 4, 2}, we can obtain an acyclic edge (∆ + 2)-coloring of G as follows:
• If ρ5 = 1, then let uu5 → C∗6 \ C(u3) and uv → 5;
• or if ρ5 = 4, then by Proposition 3.4.0.2, we have C(u4) = {2, 4, i6}, C(u3)\{3} = C(u2)\{2} =
{i7, i8}, and we let (uu1, uu5, uv)→ (5, 1, 7);
• or if ρ5 = 2, then by Proposition 3.4.0.2, we assume w.l.o.g. that C(u3) = {3, i6, i7}, i8 ∈ C(u2),
and we let (uu3, uv)→ (8, 5) and uu5 → {i6, i7} \ C(u2).
If ρ4 ∈ {1, 5, 3}, then we are done by a similar discussion as for ρ5. Hence, we have C(u5) =
{5, 3, i6}, C(u3) = {3, i7, i8} and C(u4) = {4, 2, j6}, C(u2) = {2, j7, j8}, where {j6, j7, j8} = {6, 7, 8}.
Then (uu1, uu5, uv)→ (5, 1, 7) gives rise to an acyclic edge (∆ + 2)-coloring for G.
This finishes the inductive step for the case where G contains the configuration (A6), and
completes the proof of Theorem 1.
