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Abstract-The square-root iteration as presented by Ostrowski ([l], p. 110) for the real case can be extended 
to determine simultaneously all simple roots of a polynomial in the complex plane. The use of circular 
arithmetic[2] allows to establish the corresponding algorithm interms of disks with automatic evaluation of
error bounds for each approximation. As shown in 131, the convergence of the successive iterates to a zero 
is of order four. This paper analyses the algorithm given in [3] from the standpoint of the numerical 
stability. 
1. INTRODUCTION 
Among the iterative procedures used to approximate concurrently all polynomial zeros together 
with their error bounds, there are two that present a high convergence rate: one is Newton’s 
method[2], and the other is Laguerre’s method[3]. The first has, in the most favourable case, a 
degree three convergence and the second a degree four convergence. In [4] we have compared 
the two procedures from the computational complexity point of view; in [5] we have analysed 
the numerical stability of Newton’s method in the case of simple zeros. Our goal is to present a 
similar study for the Laguerre iterations. Let P, P’ and P” denote the given polynomial, its first 
and second derivative (respectively). Basically we are interested in the following questions: 
Which conditions can guarantee the same convergence rate of the Laguerre square-rooting in
the presence of round-off? Also, which order of convergence can we expect when the previous 
conditions are “somewhat” relaxed? In this paper we shall answer these questions. We shall 
show that until the absolute value of the round-off with which the polynomial is evaluated in the 
vicinity of a zero remains “small” as compared to the absolute value of the polynomial itself, 
and until the round-off relative to the evaluation of 
h = (P’)2 - PP” 
P2 (1) 
remains “small” as compared to the size of the disk containing the sought zero, the order of 
convergence is the same as in the absence of round-off. If the second condition is relaxed so 
that the round-off relative to the evaluation of (1) remains “small”, although independent of the 
disk size, then the convergence becomes of cubic type. 
The notation adopted in this note is the following. Let the degree of the given polynomial 
P(z) be N, II, t, . . . , t& its zeros, and let I’, (01, r*(O) ,*a., I’,(“) be N disjoint disks such that 
,$ Er$“,k=1,2 ,..., N. 
At the mth iteration we denote .zkm) the center and l km) the radius of I’Jm). Also, set 
P = max l kCrn); 
IsksN 
ptm) = min {lzl: z E I:“’ - r(m)} 
k#j 
k=l,2,..., N; m=O,l,.... 
If r denotes the disk with center a and radius E, 
r = {z: IZ - ~1 s E), 
25 
(2) 
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we shall refer to r and its parameters as 
r={a;E}, a = mid r, E = rad r. 
If 0 & Gim), the square-root[2] of the disk GLm’ is the union of the two disks 
? d(mid Gim)); rad Girn) 
d((mid Gim)J) + v(lmid Gk('")l - rad Gim)) 
where v’/(mid Gim)) is one of the two values such that (V(mid G,‘m’))z = mid GJm’. 
2.THEALGORITHM 
The exact algorithm, as described in [3], supplies the successive iterates in the form 
rk 
Cm+]) 1 = Zk(m) __ k=l,2,...,N 
gk(m ) 9 m=O,l,... 
where gkCm) is one of two disks given by (3): more precisely, it is the one which satisfies 
I P’(zim)) mid gk(m) N - 1 -_ P(Zk(m)) I sp,,+radg,‘“‘. 
(3) 
(Note that mid gkrn) is either equal to + d(mid GLm)) or to - d(mid 4’“‘)). 
The model we choose for the round-off propagation consists of incorporating the rounding 
error, introduced at each iteration, in the evaluation of h(z), directly into scheme (4). h(z) is, 
therefore, replaced by H(z), which, in turn, incorporates the single errors relative to the 
evaluation of P, P’ and P”. 
Let SP, 6P’ and SP” be suitable error bounds for the absolute value of the round-off 
involved in the evaluation of P, P’ and P” (respectively). We then let F, E and D be the disks 
F={P;SP}; E = {P’; SP’}; D = {P”; SP”}, 
so that H can be evaluated as 
. (9 
Notice that, since in circular arithmetic the inverse is an exact operation, while the multi- 
plication is not, the evaluation of H as in (5) corresponds to a disk with smaller adius than the 
disk (E* - DF)/F’. By the properties of circular arithmetic, it is also h(z) E H(z). 
Elementary computations show that 
‘mid H = (P'ly - ((P(2 - SP2)PVP 
((PI2 - aP*)* ’ 
radH=fil?r+R?+Rz 
where the bar over a complex number denotes its complex conjugate, and 
RI =~+#$Tz+~~~~~;~~ 
R2 _JJJw+ (Pl6P” I 6P6P” 
IPI -6P IPp3P* IP.psP’* 
6) 
For easy reference, let us set 6 = rad H. At the mth iteration and for the kth disk, all above 
quantities will be denoted with an upper and lower index. Thus S will become 6Lrn) and so forth. 
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W, SP’ and 6P” can be evaluated, for instance, according to the scheme given by Wilkinson[6]. 
In the new iterative scheme, only the disks Girn) in (2) change. The new Girn) are now 
Gim) = N(zk’“)) - Lk(“‘), (2’) 
k=1,2 ,..., N;m=O,l,.... 
In the sequel we distinguish two cases of primary importance, one characterized by the 
condition 6 5 e/lp3, and the other by the condition 6 I min (1, l/p3}. 
3. THE CASE SS$$ 
As in the original algorithm, the key point in proving the convergence of the sequence of the 
iterates consists of showing that H(zi”‘) - L irn) does not contain the origin so that neither of 
the two disks forming the square root of H(z~(~)) - Lk(“‘) contain the zero, and hence the inverse 
of gktrn) is a disk. In order to accomplish this, we have to establish some upper and lower 
bounds. To simplify the notation, let us drop the index “0” relative to the initial values of all 
variables. 
3.1. Some useful bounds 
LEMMA 1. Let ck = mid (H(z~) - Lk), dk = rad (H(zk) - Lk) and 
?k=radgk=~(,ck,)+~(,s,_dk), k=l,2 ,..., N. 
If N 2 3, p > 3(N - l)E, aI+ < (P(zk)j, 8k 5 l /p3, then 
Ickjz 
P*-2(N- l)~*_~ 
,*p* k 
dk<3(N-1)E+g 
P3 
k 
ICk(>dk 
51 
21ckI-dk >-7 3E 
9k<~-(N-l)c 
2V 
fork=&2 ,..., N. 
Proof. As in the exact algorithm[3], we find, for each value of k, 
ImidLk[S$-!; lh(zk)]>$-y and radLk<3(NP:1)F. 
By the above bounds, we get 
showing that (7) is true. (8) is also easily proved, since 
dk = rad H(zk) + rad Lk. 
Inequality (9) can be proved by showing that 
(7) 
(8) 
(9) 
(10) 
(11) 
&W-l)>3W1k+26 
l P2 P3 
k. (12) 
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For the left-hand side of (12), we have 
1 2(N-1) (N-1)(9N-11) 8N 
2-7’ 
P2 
‘7’ 
while for the right-hand side of (12) we find 
3(N-l)e+26t< (3N-1) N 
P’ 3(N - I)p2 ‘p. 
Relation (9) then follows. 
Bounds (7) and (8) can be used to prove (10). In fact, we have 
214~d&2 P2 - 22; - l)e2 _ 2& - 3’“,; 1)e - & > ;;. 
To derive (11) we use, once more, the previously found bounds. We obtain 
Sk + rad Lk 
7)k=~(~CkI)+~(~Ck)-(~k+radLk))~ 
<N=3(3(N-l)E-(N-l)E<p-(N-l)~ 
P 2EP 2ep * 
This completes our proof. 
3.2. Convergence analysis 
The proof of convergence of the sequence of iterates is comprised in the theorems given 
below. 
THEOREM 1. If N 2 3, p > 3(N - l)e, 6Pk < IP(z and Sk 5 E/P’, k = L2,. . . , N then 
&) < (3N - 2)64 < (3N - 2)e4 
P’ (P - (4/3M 
(13) 
p(I) > 3(N - 1)P 
Proof. By the definition of EL’), we have 
(1) = dk 1 
4 
d/((CkI)+d/(Ickl-dk) 
X 
d: 
lcki - h@k 1) +  z/((ckl - dk))* 
By (8)-U 1) we obtain 
,p < d(15)(3N - 2)e4p3 
-h-- 
(16) 
(17) 
Elementary calculations how that the quantity .in braces is less than p6, so that 
(1) < (3N - 2)E4 
Ek 
P’ 
for all k’s 
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(14) is easily verified, since 
29 
,:I, < (3N - 2)e 
27(N - 1)” 
(15) can be derived by using the previous bounds, or by geometrical considerations since I:” 
and It’) must have at least one point in common (the zero &). We obtain 
p”‘rp_c-3r’“>p-~s (18) 
and 
28 p%p+3e+%p+-•. 
9 9 
Bound (16) is easy to prove. By (14) and (18) we get 
#‘> 3(N - 1)e - e - 3r”’ 2 Ne + 2r - 3c”’ > 3(N - 1)e”‘. 
(18) also justifies the second bound of (13). 
THEORDJ 2. If IV 2 3 and p(O) > 3(N + 1)~“’ the sequence e’m) decreases according to 
l ’ < 3N-2 
(do’ - (4/3) e(OY (e 
w-194 (19) 
for all values of m for which 6PkCm) < (P(~li(~))(, and aim’ 5 8”)/(p’m))3, k = 1,2,. . . , N: m = 
12 , ,.... 
Proof. Relation (19) can be proved by induction. Theorem 1 provides the part of the proof 
relative to m = 1. Application of a recursive argument gives 
l Cm) 3N -2 
QG-ii+f 
(m-l))4 
,p < e(m-V/9 
4 PVJ) _ ? e(0) < p(m) < p(O) + T E@) (20) 
pCm) >3(N - 1)~~~). 
Then (19) follows. This completes our convergence analysis. 
We would like to give the reader an intuitive justification of the assumptions we made on 
SPk(m) and St’“‘. The condition 6PkCm) is required in order to guarantee that H(z~“‘) is, at the 
mth iteration, a disk, and not the closed exterior of an open disk. The second condition, 
SJm) 5 •(“)/(p(~))~, requires a little more expIanation. The root-square algorithm as, for instance, 
presented by Ostrowski[l] in the real case, would generate the N iterates in the form 
ZkCm+l) _ - &cm) - 1 
l/M (z&J”‘)) 
k=l,2,..., N; m=O,l,.... (21) 
By comparing (21) with (4), we see that L(m) is a kind of correction term introduced into the 
original algorithm, playing a key role in accelerating the convergence. It is obvious then that, in 
order to preserve the previous convergence rate, the rounding error, represented by S$“‘, must 
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be somewhat inferior to the largest value that rad ~5;“‘) can take. Hence the condition 
(22) 
e@‘) and 8:“‘) are evaluated at each iteration. The evaluation of pCm) can be avoided by replacing 
(22) with the more stringent condition 
l ) 
‘trn) S (#O’ + (28/9)~“‘)~ 
by virtue of (20). 
4. THE CASE 6 smin{l, I/$} 
In this section we examine the case in which (22) is no longer verified. We do not expect an 
order four convergence, since now the effect of the rounding error may aRace the effect of the 
correction term, but we still expect a convergence of cubic type. This occurs when SL”’ might 
exceed rad L$“‘, but satisfies 
Sirn) 5 min (1, ll(p’m’)3}, k=l,2,..., N; m=O,l,..., 
as we shall see in the following section. 
4.1. Some useful bounds 
As in the previous section we drop the index “0” relative to the initial values of the 
parameters when there is no possibility of misunderstanding. Lemma 2 is analogous to Lemma 
1, the only change being in the & and in the quantities depending on it. We have 
LEMMA 2. Let ck = mid (H(&) - Lk), dk = rad (N(Zk) - Lk), and 
“*=\/(lck,)+~(lck,-d,)’ 
k=1,2 ,..., N. 
If N 2 3, p > 3(N - l)e, @k < IP(z & 5 min {1, l/p3), then (7) and (8) hold, together with 
(Ql>dk (9’) 
for k = 1,2,. . . , N. 
Proof. To prove (9’) we have to show that, also for the new &, we have 
-- iz 2(NP- 1) > 3(NP; 1)~ + 2tik. 
As in the previous case, 
1 2(N;l)>(N-1)(9N-11) SN 
72- P P2 
‘$5 
(11’) 
(12’) 
while for the right-hand side of (12’) we have 
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3(N5 l)e+2st <q, 
P P 
showing that IsI > &. By distinguishing the two cases, min(1, l/p3} = 1 and min {I, l/p3} = l/p3, 
it is possible to show that (10’) and (11’) hold. 
4.2. Convergence analysis 
THEOREM 3. If N z 3, p > 3(N - l)e, SP, < JP(zk)), Sk 5 min (1, I/p’}, k = 1,2, . . . , N, then 
,w<2fl< 2e3 
P2 (P - (4/3)e)* 
p”’ > 3(N - l)C. 
Proof. By (17) and by inserting the bounds found in Section 4.1, we obtain 
E(1) < V(15)(3(N - 1)E + I?)E3$ 
5p6 -{lO(N - 1)e2p4 +5e2p6+ 3Ae4}’ 
where B = p3, A=9(N-1)*e2+p6+6(N-1)ep3 for min{l,l/p’}=l, and _ 
(13’) 
(14’) 
(15’) 
(16’) 
B=l, A= 
9(N - l)‘e’+ 1 + 6(N - 1)~ for min {I, l/p3} = l/p3. In either case, it is possible to show that the 
quantity in braces is bounded by p6, so that 
(15’) and (16’) result from the condition p > 3(N - 1)~ and by (14’). 
We finally have 
THEOREM 4. If N 2 3 and p(O) > 3(N - 1)~“’ the sequence l cm) decreases according to 
E(m) < 
2(r(m-l) 3 
(p(O) - (4,3)&)2 
for all values of m (m = 1,2, . . .) for which LV’~(~) < (P(zk(“‘))( and 8Jrn) % min (1, ll(p’m’)3}, 
k=1,2 ,..., N. 
The proof of this theorem is not given, since it is quite similar to the proof of Theorem 2. 
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