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Abstract
Consider a C1 vector field together with an ergodic invariant probability that has ℓ nonzero
Lyapunov exponents. Using orthonormal moving frames along certain transitive orbits we
construct a linear system of ℓ differential equations which is a reduced form of Liao’s “standard
system”. We show that the Lyapunov exponents of this linear system coincide with all the
nonzero exponents of the given vector field with respect to the given probability. Moreover,
we prove that these Lyapunov exponents have a persistence property that implies that a “Liao
perturbation” preserves both sign and value of nonzero Lyapunov exponents.
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1 Introduction
Lyapunov exponents measure the asymptotic exponential rate at which infinitesimally nearby points
approach or move away from each other as time increases to infinity. For a uniformly hyperbolic
system with positive (resp. negative) Lyapunov exponents, its nearby system has positive (resp.
negative) Lyapunov exponents as well. Using orthonormal frames moving along certain transitive
orbits Liao (see [7]) constructed a system of linear equations, known as a “standard system”. In the
hyperbolic case, our Main Theorem together with a result of Liao’s [7, Theorem 2.4.1] shows that
the Lyapunov exponents of the standard system coincide with those of the original flow. Professor
Liao had conjectured this result. For the complement of uniform hyperbolicity in the space of
all C1 systems with C1 topology, understanding dynamics through Lyapunov exponents and SRB
measures is incomplete but very important (see Palis [11]). Young [17, 18] constructed open sets of
nonuniform hyperbolicity cocycles for certain special systems. In [16] Viana constructed an open
set of systems with multidimensional nonhyperbolic attractors which have SRB measures [1]. For a
compact surface, Bochi [2] showed that there is a residual set of C1 area preserving diffeomorphisms
so that each diffeomorphism in the set is either Anosov or has a zero Lyapunov exponent almost
everywhere.
In the 1960’s, Liao (see [7]) constructed a system of linear equations, known as a “standard
system”. This system is essentially the variational equations along a typical orbit with respect to
a typical orthonormal frame evolving along the orbit. Liao had used the standard system to give
independent proofs of the C1 closing lemma [7, Appendix A] and of the topological stability for
Anosov flows [7, Chapter 2]. While Liao’s approach is obviously philosophically related to Lyapunov
exponents, the connection has never been rigorously shown. In the hyperbolic case, our Main
Theorem together with a result of Liao’s [7, Theorem 2.4.1] shows that the Lyapunov exponents of
the standard system coincide with those of the original flow. Professor Liao had conjectured this
result.
We work with C1 vector fields and develop a reduced form of Liao’s standard systems. We
consider a C1 vector field together with an ergodic invariant probability that has ℓ nonzero Lyapunov
exponents. Using typical moving orthonormal ℓ-frames along typical transitive orbits of the ergodic
measure, and by using a characterization of the Lyapunov spectrum [5, 12] we construct a “reduced
standard system” of differential equations and show that its Lyapunov exponents coincide with
the nonzero exponents of the original vector field. In the final section we show that the nonzero
Lyapunov exponents of the reduced standard system have certain persistence properties.
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Now let us describe the main theorem of the present paper. We denote byMn a compact smooth
n-dimensional Riemannian manifold and by S a C1 differential system, or in other words, a C1 vector
field onMn. As usual S induces a one-parameter transformation group φt : M
n →Mn, t ∈ R on the
state manifold and therefore a one-parameter transformation group Φt = dφt : TM
n → TMn, t ∈ R
on the tangent bundle. A probability ν on Mn is φ-invariant if it is φt-invariant for any t ∈ R. A
φ-invariant probability is called φ-ergodic if every φ-invariant set has zero or full probability. For a
compact metric spaceX and a topological flow ϕt on it we denote by E(X,ϕ) the set of all φ-invariant
and ergodic probabilities. Let ν be a φ-invariant and ergodic probability, i.e., ν ∈ E(Mn, φ). From
the Multiplicative Ergodic Theorem (see [4, 10]), there exists a φt-invariant subset B, with ν-full
probability, such that for any x ∈ B and u ∈ TxM
n the following limit, called Lyapunov exponent,
exists:
λ := lim
t→∞
1
t
log ‖Φt(u)‖ ( or λ := lim
t→−∞
1
t
log ‖Φt(u)‖). (1.1)
It is known that ν has at most n different Lyapunov exponents, where n indicates the dimension of
the state manifold Mn.
Main Theorem Suppose that a φ-invariant and ergodic probability, ν ∈ E(Mn, φ), has ℓ simple
nonzero Lyapunov exponents
λ1 < λ2 < . . . < λℓ, (1.2)
together with n− ℓ zero Lyapunov exponents. Then the reduced standard linear system (defined in
Section 4),
dy
dt
= yAℓ×ℓ(t), y ∈ R
ℓ, t ∈ R, (1.3)
is well defined and has the following properties:
1. The matrix Aℓ×ℓ(t) is uniformly bounded and continuous with respect to t.
2. There exist u1, u2, . . . , uℓ ∈ R
ℓ such that
lim
t→∞
1
t
log
∥∥y(t, ui)∥∥ = λi,
where y(t, v) denotes a unique solution of the initial value problem
dy
dt
= yAℓ×ℓ(t), y(0, v) = v. (1.4)
3. Consider a perturbation of the linear system
dy
dt
= yAℓ×ℓ(t) + f(t, y), sup
t∈R,y∈Rℓ
‖f(t, y)‖ ≤ L <∞, (1.5)
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where f(t, y) is Lipschitz in y. Then there exist u∗1, u
∗
2, . . . , u
∗
ℓ ∈ R
ℓ such that
lim
t→∞
1
t
log
∥∥y(t, u∗i )∥∥ = λi,
where y(t, v) denotes a unique solution of the initial value problem
dy
dt
= yAℓ×ℓ(t) + f(t, y), y(0, v) = v. (1.6)
In Section 2 we review frame bundles and the corresponding one parameter transformation groups
induced by a given vector field. In Section 3 we construct a reduced version of Liao’s “qualitative
functions” and then use them to present a characterization of the Lyapunov spectrum. In Section
4 we construct the reduced standard linear system of ℓ differential equations on a given probability
and establish a relation between the nonzero Lyapunov exponents of this probability and that of the
linear system. We complete the proof of the Main Theorem in Section 5. An example in Section 5
illustrates that the original standard linear system of n differential equations introduced by Liao [7,
Chapter 2] fails to satisfy the conclusions of the Main Theorem, and so, it is necessary to develop
the reduced standard linear system of ℓ differential equations for the Main Theorem. In Section 7
we present the notion of Liao perturbation and point out by the Main Theorem that a certain type
of perturbation, known as “Liao perturbation”, preserves the nonzero Lyapunov exponents.
2 One parameter transformation groups
We start from a C1 vector field S on a compact smooth n-dimensional Riemannian manifold Mn,
and its induced one-parameter transformation groups φt : M
n → Mn, t ∈ R on the state manifold
and Φt = dφt : TM
n → TMn, on the tangent bundle.
Fix some integer ℓ, 1 ≤ ℓ ≤ n. Construct a bundle Uℓ =
⋃
x∈Mn Uℓ(x) of ℓ-frames, where the
fiber over x is
Uℓ(x) = {(u1, . . . , uℓ) ∈ TxM
n × · · · × TxM
n : u1, u2, . . . , uℓ, are linearly independent}. (2.1)
Let pℓ : Uℓ → M
n denote the bundle projection. Denote by projk : Uℓ → TM
n the map which
sends α ∈ Uℓ to the k-th vector in α. The vector field S induces a one-parameter transformation
group on Uℓ, which we denote (with the same notation as the tangent map for the sake of simplicity)
by Φt, t ∈ R, namely,
Φt(u1, u2, . . . , uℓ) = (dφt(u1), dφt(u2), . . . , dφt(uℓ)).
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For α = (u1, u2, . . . , uℓ) ∈ Uℓ and a nondegenerate ℓ× ℓ matrix B = (bij) we write
α ◦B =
(
ℓ∑
i=1
bi1ui,
ℓ∑
i=1
bi2ui, . . . ,
ℓ∑
i=1
aiℓui
)
.
Then Φt(α ◦B) = Φt(α) ◦B. By the Gram-Schmidt orthogonalization process there exists a unique
upper triangular matrix Γ(α) with diagonal elements 1 such that α ◦ Γ(α) is orthogonal.
Construct the bundle Fℓ = Ux∈MnFℓ(x) of ℓ-orthogonal frames, where the fiber over x is
Fℓ(x) = {(u1, u2, . . . , uℓ) ∈ Uℓ(x) | 〈ui, uj〉 = 0, 1 ≤ i 6= j ≤ ℓ}. (2.2)
The bundle projection is given by qℓ = pℓ|Fℓ. The vector field S then induces a one-parameter
transformation group
χt : Fℓ → Fℓ : α 7→ Φt(α) ◦ Γ(Φt(α)). (2.3)
If we define π : Uℓ → Fℓ by α 7→ α ◦ Γ(α) then χt(α) = π(Φt(α)).
Construct a bundle F#ℓ = Ux∈MnF
#
ℓ (x) of orthonormal ℓ-frames, where the fiber over x is
F#ℓ (x) = {(u1, u2, . . . , uℓ) ∈ Fℓ(x) | ‖ui‖ = 1, i = 1, 2, . . . , ℓ}. (2.4)
Then F#ℓ is a compact metrizable space. Let π
# : Fℓ → F
#
ℓ be given by
π#(u1, u2, . . . , uℓ) =
(
u1
‖u1‖
,
u2
‖u2‖
, . . . ,
uℓ
‖uℓ‖
)
.
Setting χ#t = π
# ◦ (χt|F
#
ℓ ), we get a one-parameter transformation group χ
#
t : F
#
ℓ → F
#
ℓ . Let
q
#
ℓ = qℓ|F
#
ℓ , then q
#
ℓ is a bundle projection. It is easy to check that the following properties hold:
qℓ ◦ χt = φt ◦ qℓ, q
#
ℓ ◦ χ
#
t = φt ◦ q
#
ℓ , χ
#
t ◦ π
# = π# ◦ χt. (2.5)
Remark 2.1 We point out that the unitary ℓ-bundle U#ℓ of Uℓ is not necessarily a compact metric
space. For instance, when ℓ = 2, there are sequences of 2-frames {αm = (um1 , u
m
2 )}
∞
m=1 such that the
angle between um1 and u
m
2 goes to zero as m→ +∞. Such a sequence of frames has no accumulating
point inside U#2 .
3 Qualitative functions
For α ∈ Fn, let ζαk(t) = ‖projkχt(α)‖, k = 1, 2, . . . , n. Note that ζαk(t) > 0 for any t ∈ R.
Definition 3.1 For each k = 1, 2, . . . , n, we call ωk defined by:
ωk : Fn → R : α 7→
dζαk(t)
dt
∣∣
t=0
(3.1)
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a qualitative function over the orthogonal n-frame bundle Fn and call ωk|F
#
n a qualitative function
over the orthonormal n-frame bundle F#n .
The qualitative function for vector fields was introduced by Liao in 1963, and it plays an im-
portant role in Liao theory [4-8]. Sun introduced its diffeomorphism version and described its
relation with Lyapunov exponents in [13, 14], and determined in [15] the entropy of certain classes
of Grassmann bundle systems by using these functions.
From the definition it is easy to show that ωk(α) is continuous, ωk(χt(α)) =
dζαk(t)
dt
, and
ωk(χ
#
t (α)) =
1
ζαk(t)
dζαk(t)
dt
, so the following lemma is clear.
Lemma 3.2 For α ∈ F#n and k = 1, 2, . . . , n, we have that log ζαk(T ) =
∫ T
0
ωk(χ
#
t (α)) dt.
If we denote by Qν(M
n, φ) the set of all points x ∈Mn that satisfy, for any continuous function
f on Mn,
lim
t→±∞
1
t
∫ t
0
f(φτ (x))dτ =
∫
Mn
fdµ, (3.2)
then Qν(M
n, φ) is φ-invariant subset with ν-full probability. Similarly one can define Qµ(F
#
n , χ
#)
for any probability µ ∈ E(F#n , χ
#) with q#ℓ∗(µ) = ν.
The following is a slight modification of [6, Theorem 4.1]. We state it here without proof.
Lemma 3.3 For any given µ ∈ E(F#n , χ
#) and any permutation
r : {1, 2, . . . , n} → {r(1), r(2), . . . , r(n)}
there exists µ¯ ∈ E(F#n , χ
#) such that q#n∗(µ) = q
#
n∗(µ¯) and∫
ωr(i) dµ =
∫
ωi dµ¯, i = 1, 2, . . . , n.
Now we fix the positive integer ℓ, ℓ ≤ n, as in the Main Theorem. Define
idℓ : F
#
n → F
#
ℓ : α = (v1, . . . , vn−ℓ, vn−ℓ+1, . . . , vn)→ α˜ = (vn−ℓ+1, . . . , vn). (3.3)
Then, idℓ is a continuous projection. For α˜ ∈ F
#
ℓ , set:
ζ˜k(α˜) = ζn−ℓ+k ◦ (idℓ)
−1(α˜), and, ω˜k(α˜) = ωn−ℓ+k ◦ (idℓ)
−1(α˜). (3.4)
It is clear by the definitions that both ζ˜k(α˜) and ω˜k(α˜) are independent of the choice of preimages
in id−1ℓ (α). Thus ζ˜k, ω˜k : F
#
ℓ → R are all well defined. For µ ∈ E(F
#
n , χ
#) set µ˜ := idℓ∗(µ). Then
µ˜ ∈ E(F#ℓ , χ
#). Take α = (u1, . . . , un) ∈ Qµ(F
#
n , χ
#). Then by Lemma 3.2,
lim
t→±∞
1
t
log ζα(n−ℓ+k)(t) = lim
t→±∞
1
t
∫ t
0
ωn−ℓ+k(χ
#
τ (α))dτ =
∫
F
#
n
ωn−ℓ+k dµ,
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for k = 1, 2, . . . , ℓ. Now write α˜ := idℓ(α) = (un−ℓ+1, . . . , un). Then ω˜k(α˜) =
dζ˜α˜k(t)
dt
∣∣
t=0
and
ω˜k(χ
#
t (α˜)) =
1
ζ˜α˜k(t)
dζ˜α˜k(t)
dt
and thus Lemma 3.2 holds for ζ˜αk and ω˜k, k = 1, . . . , ℓ. Observe that for
α˜ ∈ Qµ˜(F
#
ℓ , χ
#) we have
lim
t→∞
1
t
log ζ˜α˜k(t) =
∫
F
#
ℓ
ω˜kdµ˜
=
∫
F
#
n
ωn−ℓ+k dµ
= lim
t→∞
1
t
log ζα(n−ℓ+k)(t), k = 1, . . . , ℓ.
We remark that the above function ζ˜k, F
#
ℓ → R is not necessarily the same as ζk : F
#
ℓ → R,
and the function ω˜k : F
#
ℓ → R is not exactly the same as ωk : F
#
ℓ → R, where ζk, ωk : F
#
ℓ → R
are given in Definition 3.1 with n replaced by ℓ.
Proposition 3.4 Let ν ∈ E(Mn, φ) be as in the Main Theorem, that is, it supports ℓ nonzero
Lyapunov exponents λ1 < . . . < λℓ together with n − ℓ zero Lyapunov exponents. Then there exist
two probabilities µ ∈ E(F#n , χ
#) and µ˜ ∈ E(F#ℓ , χ
#), and two subsets Λ ⊂Mn and W ⊂ F#n such
that
1. q#n∗(µ) = ν, q
#
ℓ∗(µ˜) = ν, idℓ∗(µ) = µ˜;
2. φt(Λ) = Λ, χ
#
t (W ) =W, ν(Λ) = 1, and µ(W ) = 1;
3. For each x ∈ Λ and α ∈W with q#n (α) = x
lim
t→±∞
1
t
log ζα(n−ℓ+k)(t) =
∫
F
#
n
ωn−ℓ+k dµ =
∫
F
#
ℓ
ω˜k dµ˜ = λk,
for k = 1, 2, . . . , ℓ.
Proof. Take a φt-invariant subset Λ1 ⊂ M
n with ν-total probability so that at each point the
spectrum of all Lyapunov exponents is λ1, . . . , λℓ together with n− ℓ zeros. Furthermore,
{λ1, . . . , λℓ 0, . . . , 0} =
{∫
ωk dµ : µ ∈ E(F
#
n , χ
#), q#n∗(µ) = ν, k = 1, 2, . . . , n
}
.
The existence of Λ1 follows from the hypothesis of the present proposition and Theorem 2.2 in [12].
Choose an arbitrary µ1 ∈ E(F
#
n , χ
#) to cover ν, i.e., q#n∗(µ1) = ν. We claim that
{λ1, . . . , λℓ, 0, . . . , 0} =
{∫
ωk dµ1, k = 1, 2, . . . , n
}
. (3.5)
Observe that µ1(Qµ1(F
#
n , χ
#)) = 1 and ν(q#n Qµ1(F
#
n , χ
#)) = 1, thus
ν
(
q#n Qµ1(F
#
n , χ
#)
⋂
Λ1
)
= 1.
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Take x ∈ q#n Qµ1(F
#
n , χ
#)
⋂
Λ1 and α = (u1, . . . , un) ∈ F
#
n (x)
⋂
Qµ1(F
#
n , χ
#). Remember that ωk
is a continuous function. By Lemma 3.2 we then have
lim
t→±∞
1
t
log ζαk(t) = lim
t→±∞
1
t
∫ t
0
ωk(χ
#
s (α))ds =
∫
ωk dµ1, k = 1, 2, . . . , n.
We point out that in the case when index k = 1 we have
lim
t→±∞
1
t
log ‖Φt(u1)‖ = lim
t→±∞
1
t
log ζα1(t)
=
∫
ω1 dµ1.
If we suppose that Equation (3.5) is not true, then there would exist a minimal index i0 > 1
such that
lim
t→±∞
1
t
log ‖Φt(ui0)‖ 6=
∫
ωk dµ1, for all k = 1, 2, . . . , n.
Note that {proj1 χ
#
t (α), . . . , projn χ
#
t (α)} is an orthonormal frame on the tangent space Tφt(x)M
n
and < Φt(ui0), projj χ
#
t (α) >= 0 for each j = i0 + 1, . . . , n. We can represent
Φt(ui0 )
‖Φt(ui0 )‖
as
Φt(ui0)
‖Φt(ui0)‖
= a1(t) proj1 χ
#
t (α) + a2(t) proj2 χ
#
t (α) + . . .+ ai0(t) proji0 χ
#
t (α),
where |ak(t)| ≤ 1, k = 1, 2, . . . , i0. Now let us suppose that limt→∞ |ai0(t)| > 0. Observe that
both ai0(t) ‖Φt(ui0)‖proji0 χ
#
t (α) and proji0 χt(α) express the same projection of Φt(ui0) on the
direction determined by proji0 χ
#
t (α), thus
|ai0(t)| ‖Φt(ui0)‖ = ζαi0 (t).
Therefore by Lemma 3.2
lim
t→∞
1
t
log ‖Φt(ui0)‖ = lim sup
t→∞
1
t
log ‖Φt(ui0)‖
= lim sup
t→∞
1
t
log |ai0(t)|
−1 + lim sup
t→∞
1
t
log ζαi0 (t)
= lim
t→∞
1
t
log ζαi0(t)
= lim
t→∞
1
t
∫ t
0
ωi0(χ
#
s (α)) ds
=
∫
ωi0 dµ1.
This is a contradiction to the choice of i0. For the case limt→∞ |ai0(t)| = 0, one then gets that
lim
t→∞
1
t
log ‖Φt(ui0)‖
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coincides with
∫
ωi dµ1 for some i < i0, again a contradiction to the choice of i0. Consequently,
(3.5) holds.
Now there is a permutation r : {1, 2, . . . , n} → {r(1), r(2), . . . , r(n)} so that∫
ωr(i) dµ1 = 0, i = 1, 2, . . . , n− ℓ,
and ∫
ωr(i) dµ1 = λi−(n−ℓ), i = n− ℓ+ 1, n− ℓ+ 2, . . . , n.
From Lemma 3.3, there exists a covering probability µ ∈ E(F#n , χ
#) of ν, q#n∗(µ) = q
#
n∗(µ1) = ν, so
that
∫
ωi dµ =
∫
ωr(i) dµ1, i = 1, 2, . . . , n.
Define W := Qµ(F
#
n , χ
#) and Λ := Λ1
⋂
q#n (W ). Then ν(Λ) = µ(W ) = 1, χ
#
t (W ) =
W, φt(Λ) = Λ, t ∈ R, and q
#
n (W ) = Λ. Define µ˜ := idℓ∗(µ). Then µ˜ ∈ E(F
#
ℓ , χ
#). Clearly
q
#
ℓ∗(µ˜) = ν, and ∫
ω˜k dµ˜ =
∫
ωn−ℓ+k dµ, k = 1, . . . , ℓ.
Take x ∈ Λ and α ∈W
⋂
F#n (x), then
lim
t→±∞
1
t
log ζα(n−ℓ+k)(t) =
∫
ωn−ℓ+k dµ =
∫
ω˜k dµ˜, k = 1, 2, . . . , ℓ.
This completes the proof of Proposition 3.4.
Corollary 3.5 For any given α˜ = (un−ℓ+1, . . . , un) ∈ Qµ˜(F
#
ℓ , χ
#) with q#ℓ∗(α˜) ∈ Λ we have
lim
t→−∞
1
t
log ‖Φt(ui)‖ < 0, i = n− ℓ+ 1, . . . , n− ℓ+ p,
and,
lim
t→+∞
1
t
log ‖Φt(ui)‖ > 0, i = n− ℓ+ p+ 1, . . . , n,
where p satisfies: λ1 < . . . < λp < 0 < λp+1 < . . . < λℓ.
Proof. For n− ℓ+ p+ 1 ≤ i0 ≤ n, we have by Lemma 3.2 that,
0 <
∫
F
#
n
ωi0dµ
= lim
t→+∞
1
t
∫ t
0
ωi0(χ
#
τ (α))dt
= lim
t→+∞
1
t
log ζαi0(t)
≤ lim
t→∞
1
t
log ‖Φt(ik0)‖ .
For n− ℓ+ p+ 1 ≤ i0 ≤ n, we may deduce a similar inequality. 
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4 Reduced standard linear systems of ℓ differential equations
We start this section from the φ-invariant, ergodic probability ν ∈ E(Mn, φ) assumed in the Main
Theorem together with its two covering probabilities µ ∈ E(F#n , χ
#) and µ˜ ∈ E(F#ℓ , χ
#) and the
corresponding total probability subsets Λ ⊂ Mn and W ⊂ F#n as in Proposition 3.4. Take a point
x ∈ Λ and an orthonormal frame α ∈W
⋂
F#n (x). Then
lim
t→∞
1
t
log ζαk(t) = lim
t→∞
1
t
∫ t
0
ωk(χ
#
τ (α))dτ
=
∫
F
#
n
ωkdµ
=
∫
F
#
ℓ
ω˜k−(n−ℓ) dµ˜, k = n− ℓ+ 1, . . . , n.
In this section we will construct the reduced standard linear system needed in the Main Theorem
along the orbit orb(x, φ) with respect to the given orthonormal frame α ∈ F#n (x), by developing
the technique in [4].
Since χ#t (α) is an orthonormal frame at Tφt(x)M
n, there exists an n×n matrix Bα(t) such that
Φt(α) = χ
#
t (α) ◦Bα(t). Define Rα(t) =
dBα(t)
dt
◦Bα(t)
−1. Define a diagonal matrix
ζα(t) = diag
(
ζα1(t), ζα2(t), . . . , ζαn(t)
)
.
From Gram-Schmidt orthogonalization, χ#t (α) = Φt(α) ◦Γ(Φt(α)) ◦ ζ
−1
α (t), or, Φt(α) = χ
#
t ◦ ζα(t) ◦
Γ(Φt(α))
−1, where Γ(Φt(α)) is an n× n upper triangular matrix with elements 1 on the diagonal.
So Bα(t) = ζα(t) ◦ Γ(Φt(α))
−1, which is differentiable with respect to t ∈ R. Observe
1
ζαk(t)
dζαk(t)
dt
= ωk(χ
#
t (α)), k = 1, . . . , n,
and
dBα(t)
dt
◦Bα(t)
−1 =


1
ζα1(t)
dζα1(t)
dt
∗
1
ζα2(t)
dζα2(t)
dt
. . .
1
ζαn(t)
dζαn(t)
dt


.
Thus
Rα(t) =


ω1(χ
#
t (α)) ∗
ω2(χ
#
t (α))
. . .
ωn(χ
#
t (α))


. (4.1)
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Now let us denote Rα(t)
T by (rij(t))n×n, where rij(t) = 0 if i < j; rii(t) = ωi(χ
#
t (α)), i, j =
1, . . . , n. Set α˜ := idℓ(α). Recall from Section 3 that, ω˜i(α˜) = ω(n−ℓ)+i ◦ id
−1
ℓ (α˜), for i = 1, . . . , ℓ.
We define a triangular ℓ × ℓ matrix Aℓ×ℓ(t) = (aij(t))ℓ×ℓ as follows: aij(t) = 0 if i < j; aij(t) =
r(n−ℓ+i)(n−ℓ+j)(t) if i > j; aii(t) = ω˜i(χ
#
t (α˜)), i, j = 1, . . . , ℓ. Thus
Aℓ×ℓ(t) =


ω˜1(χ
#
t (α˜))
ω˜2(χ
#
t (α˜))
. . .
∗ ω˜ℓ(χ
#
t (α˜))


, (4.2)
where α ∈ W
⋂
F#n (x) and x ∈ Λ.
Definition 4.1 We call
dy
dt
= yAℓ×ℓ(t), (4.3)
the reduced standard linear system of ℓ differential equations for the given system (Mn, S, ν) with
respect to an orthonormal n-frame α, where Aℓ×ℓ(t) is given by (4.2).
Proof of the Main Theorem (1.)(2.). For (1) it is sufficient to show Aℓ×ℓ(t) is uniformly
bounded. In [4] Liao proved that supt∈R ‖Rα(t)‖ <∞, from which it is easy to get
sup
t∈R
‖Aℓ×ℓ(t)‖ ≤ sup
t∈R
‖Rα(t)‖ <∞.
Now we prove the Main Theorem (2.) by showing the following proposition.
Proposition 4.2 Let ν ∈ E(Mn, φ) be as in the Main Theorem. Let us take covering probabilities
µ ∈ E(F#n , χ
#), and µ˜ ∈ E(F#ℓ , χ
#), satisfying q#n∗(µ) = q
#
ℓ∗(µ˜) = ν, and take a µ-total probability
subset W ⊂ F#n and a ν-total probability subset Λ ⊂ M
n as in Proposition 3.4. Take x ∈ Λ and
α ∈ W
⋂
F#n (x) and construct the reduced standard linear system (4.3) of ℓ differential equations
as in Definition 4.1. For a coordinate vector ei = (0, . . . , 0, 1(i), 0, . . . , 0) ∈ R
ℓ denote by y˜(t, ei) a
unique solution of the initial value problem (1.4) with y(0, ei) = ei. Then
lim
t→±∞
1
t
log ‖y˜(t, ei)‖ = λi, i = 1, . . . , ℓ.
Proof. Solving the initial value problem
dyℓ
dt
= ω˜ℓ(χ
#
t (α˜))yℓ, y(0) = eℓ,
we get
yℓ(t, eℓ) = eℓ e
∫
t
0
ω˜ℓ(χ
#
τ
(α˜))dτ .
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This equality together with Proposition 3.4 implies the following
lim
t→∞
1
t
log |yℓ(t, eℓ)| = lim
t→∞
1
t
∫ t
0
ω˜ℓ(χ
#
τ (α˜))dτ
= lim
t→∞
1
t
∫ t
0
ωn(χ
#
τ (α))dτ
=
∫
F
#
n
ωn dµ
=
∫
F
#
ℓ
ω˜ℓ dµ˜
= λℓ.
Solving the initial value problem
dyℓ−1
dt
= ω˜ℓ−1(χ
#
t (α˜))yℓ−1 + eℓrℓ(ℓ−1)(t)e
∫
t
0
ω˜ℓ(χ
#
τ
(α˜))dτ , yℓ−1(0, eℓ−1) = eℓ−1
we get
yℓ−1(t, eℓ−1) = eℓ−1e
∫
t
0
ω˜ℓ−1(χ
#
τ
(α˜))dτ
+ eℓe
∫
t
0
ω˜ℓ−1(χ
#
τ
(α˜))dτ
∫ t
0
rℓ(ℓ−1)(τ)e
∫
τ
0
ω˜ℓ(χ
#
s
(α˜))dse−
∫
τ
0
ω˜ℓ−1(χ
#
s
(α˜))dsdτ.
Thus,
lim
t→∞
1
t
log |yℓ−1(t, eℓ)| = lim
t→∞
1
t
∫ t
0
ω˜ℓ−1(χ
#
τ (α˜))dτ
= lim
t→∞
1
t
∫ t
0
ωn−1(χ
#
τ (α))dτ
=
∫
F
#
n
ωn−1 dµ
=
∫
F
#
ℓ
ω˜ℓ−1 dµ˜
= λℓ−1.
By repeating this procedure we will obtain:
lim
t→∞
1
t
log |yj(t, ej)| = λj ,
for j = 1, . . . , ℓ.
From the form of the functions yℓ(t, eℓ), . . . , y1(t, e1), which depend linearly on the initial values
e1, e2, . . ., eℓ, we get easily
‖y˜(t, ei)‖ = |yi(t, ei)|.
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Therefore
lim
t→∞
1
t
log ‖y˜(t, ei)‖ = lim
t→∞
1
t
log |yi(t, ei)|
= λi.
This proves the proposition and thus proves parts (1.) and (2.) of the Main Theorem.
5 Proof of the Main Theorem (3.)
In this section we will complete the proof of the Main Theorem.
Let ν ∈ E(Mn, φ) denote the given probability in the Main Theorem. Let µ ∈ E(F#n , χ
#) and
µ˜ ∈ E(F#ℓ , χ
#) be the covering probabilities, and let Λ ⊂ Mn and W ⊂ F#n be the two total
probability sets, q#n (W ) = Λ, as in Proposition 3.4. Write ϑi(µ˜) =
∫
F
#
ℓ
ω˜i dµ˜, i = 1, 2, . . . , ℓ. Then
we have that ϑ satisfies:
ϑ1(µ˜) = λ1 < ϑ2(µ˜) = λ2 < . . . < ϑℓ(µ˜) = λℓ.
Let T1 ≥ 1 be a fixed constant and let Ti+1 = 2Ti, i = 1, 2, . . . .
Recall from Section 3 the projection map (3.3).
Definition 5.1 For η > 0 we denote by D(ϑ, η) the set of all γ˜ ∈ idℓ(W ) with the property that for
each integer i ≥ 1 there exist an integer c = c(γ˜, i, η) ≥ i and a sequence
. . . < s(−2) < s(−1) < s(0) = 0 < s(1) < s(2) < . . .
lim
j→−∞
s(j) = −∞, lim
j→+∞
s(j) = +∞,
(5.1)
such that
1
l
l−1∑
τ=0
max
k=1,2,...,ℓ
∣∣∣ϑk(µ˜)− 1
δTc
∫ (τ+1)δTc
τδTc
ω˜k(χ
#
t+s(j)Tc
(γ˜))dt
∣∣∣ < η,
l = 1, 2, . . . ; j = 0,±1,±2, . . . ; δ = ±1.
Lemma 5.2 µ˜(D(ϑ, η)) > 0.
Proof. This is a partial result of [8, Theorem 2.1], where Liao gave a general proof. We present a
proof of our case here for convenience to readers. Set
hk(γ˜, T, δ) = |ϑk(µ˜)−
1
δT
∫ δT
0
ω˜k(χ
#
t (γ˜))dt|, 0 < T < +∞, δ = ±1, γ˜ ∈ F
#
ℓ ,
h(γ˜, T, δ) = max
k=1,2,...,ℓ
hk(γ˜, T, δ).
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When γ˜ ∈ idℓ(W ) we choose and fix γ ∈ W with idℓ(γ) = γ˜. We have from Proposition 3.4, for
k = 1, 2, . . . , ℓ,
lim
T→±∞
1
T
∫ T
0
ω˜k(χ
#
t (γ˜))dt = lim
T→±∞
1
T
∫ T
0
ωn−ℓ+k(χ
#
t (γ))dt
= ϑk(µ˜)
= λk.
By Chapter 6 in [9],
lim
T→∞
∫
F
#
ℓ
∣∣∣ϑk(µ˜)− 1
δT
∫ a+T
a
ω˜k(χ
#
t (γ˜))dt
∣∣∣dµ˜ = 0,
where the convergence is uniform with respect to the choice of a ∈ R. For δ = 1 and a = 0 we get
lim
T→∞
∫
F
#
ℓ
hk(γ˜, T,+1) dµ˜ = 0, k = 1, . . . , ℓ.
For δ = −1, taking a = −T , we get
lim
T→∞
∫
F
#
ℓ
hk(γ˜, T,−1) dµ˜ = 0, k = 1, . . . , ℓ.
Therefore
lim
T→∞
∫
F
#
ℓ
h(γ˜, T, δ)dµ˜ = 0, δ = ±1.
For η > 0 one can thus take an integer d = d(η) > 0 such that∫
F
#
ℓ
h(γ˜, Td, δ)dµ˜ <
η
30
, δ = ±1.
Let us consider a µ˜-preserving homeomorphism ρ = χ#Td : F
#
ℓ → F
#
ℓ . Applying the Birkhoff
Ergodic Theorem to the homeomorphism ρδ and continuous function h(γ˜;T, δ), δ = ±1, there is a
µ˜-measurable subset X ⊂ F#ℓ with µ˜(X) = 1 such that for any γ˜ ∈ X, δ = ±1, the following limit
exists
lim
l→∞
1
l
l−1∑
τ=0
h(ρδτ (γ˜), Td, δ) = h
∗(γ˜, Td, δ).
Moreover, ∫
F
#
ℓ
h∗(γ˜, Td, δ)dµ˜ =
∫
F
#
ℓ
h(γ˜, Td, δ)dµ˜ <
η
30
.
This implies that the set {γ˜ ∈ F#ℓ |h
∗(γ˜, Td, δ) >
η
2} is µ˜-measurable and has µ˜-probability less
than or equal to 112 , δ = ±1. Applying Egoroff’s Theorem (see, for example, [3]) there exists a
subset Y of X with µ˜(Y ) ≥ 34 > 0 such that
1
l
l−1∑
τ=0
h(ρδτ (γ˜), Td, δ) < η, ∀γ˜ ∈ Y, l ≥ l¯.
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Therefore
1
l
l−1∑
τ=0
max
k=1,2,...,ℓ
∣∣∣ϑk(µ˜)− 1
δTd
∫ δTd
0
ω˜k(χ
#
t+δτTd
(γ˜))dt
∣∣∣ < η,
or
1
l
l−1∑
τ=0
max
k=1,2,...,ℓ
∣∣ϑk(µ˜)− 1
δTd
∫ δ(τ+1)Td
δτTd
ω˜k(χ
#
t (γ˜))dt
∣∣ < η, ∀γ˜ ∈ Y, l ≥ l¯.
From the Poincare´ Recurrence Theorem, let us take a subset Y ′ of Y , µ˜(Y ′) = µ˜(Y ), with the
property that for each γ˜ ∈ Y ′ there exists a sequence {s(j)} of the form (5.1), so that ρs(j)(γ˜) ∈ Y .
This gives rise to
1
l
l−1∑
τ=0
max
k=1,2,...,ℓ
∣∣ϑk(µ˜)− 1
δTd
∫ δ(τ+1)Td
δτTd
ω˜k(χt+s(j)Td (γ˜))dt
∣∣ < η,
l ≥ l¯, j = 0,±1,±2, . . . , δ = ±1.
Denote by ξ(γ) a character function for Y on F#ℓ . Let us consider a µ˜-preserving homeomorphism
ψ : F#ℓ → F
#
ℓ .
Set
ξ¯(γ˜, ψ, δ) := lim sup
l→∞
1
l
l−1∑
τ=0
ξ(ψδτ (γ˜)), γ˜ ∈ F#ℓ , δ = ±1.
Then ξ¯ is a Baire function. Let
E(η, ψ, δ) = {γ˜ ∈ F#ℓ | ξ¯(γ˜, ψ, δ) > 0},
E(η, ψ) = E(η, ψ,−1)
⋂
E(η, ψ,+1).
By the Birkhoff Ergodic Theorem there exists a subset Z ⊂ F#ℓ , µ˜(Z) = 1, such that for all
γ˜ ∈ Y
⋂
Z, the limit exists
lim
l→∞
1
l
l−1∑
τ=0
ξ(ψδτ (γ˜)) = ξ∗(γ˜, ψ, δ).
Since
1 ≥ ξ¯(γ˜, ψ, δ) ≥ ξ∗(γ˜, ψ, δ) ≥ 0,
then
µ(E(η, ψ, δ)) ≥
∫
ξ¯(γ˜, ψ, δ)dµ˜
≥
∫
ξ∗(γ˜, ψ, δ)dµ˜
= µ˜(Y
⋂
Z)
= µ˜(Y )
≥
3
4
,
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for both δ = 1 and δ = −1, which implies then µ˜(E(η, ψ)) ≥ 12 .
Now for each integer i ≥ 1 take ψ as
ψi = χ
#
Tc
where T = Tc, c = c(i, η) ≥ 1 with 2
c(i,η)−d ≥ l¯. Moreover we take c(i, η) < c(i + 1, η), i =
1, 2, 3, . . . . Then Tc(i,η) = 2
c(i,η)−dTd ≥ l¯Td. Write F (η, ψi) = Y
′
⋂
E(η, ψi) then µ˜(F (η, ψi)) ≥
1
4 .
Take γ˜ ∈ F (η, ψi). Then there is a sequence {s(j)} of the form (5.1) such that ξ(ψ
s(j)
i (γ˜)) = 1,
namely, ψ
s(j)
i (γ˜) ∈ Y, j = 0,±1,±2, . . .. Recall by definition Tc = 2
c−dTd. We have
1
l
l−1∑
τ=0
max
k=1,2,...,ℓ
∣∣∣ϑk(µ)− 1
δTc
∫ δ(τ+1)Tc
δτTc
ω˜k(χ
#
t+s(j)Tc
(γ˜))dt
∣∣∣
=
1
l
l−1∑
τ=0
max
k=1,2,...,ℓ
∣∣∣ϑk(µ)− 1
δTc
∫ δ(τ+1)Tc
δτTc
ω˜k(χ
#
t (ψ
s(j)
i (γ˜)))dt
∣∣∣
≤
1
l2c−d
l2c−d−1∑
τ=0
max
k=1,2,...,ℓ
∣∣∣ϑk(µ)− 1
δTd
∫ δ(τ+1)Td
δτTd
ω˜k(χ
#
t (ψ
s(j)
i (γ˜)))dt
∣∣∣
=
1
l2c−d
l2c−d−1∑
τ=0
max
k=1,2,...,ℓ
∣∣∣ϑk(µ)− 1
δTd
∫ δTd
0
ω˜k(χ
#
t (ρ
δτ (ψ
s(j)
i (γ˜)))dt
∣∣∣
=
1
l2c−d
l2c−d−1∑
τ=0
h(ρδτ (ψ
s(j)
i (γ˜)), Td, δ)
< η,
where γ˜ ∈ F (η, ψi); l = 1, 2, . . ., j = 0,±1,±2, . . ., and δ = ±1. Letting D(ϑ, η) := F (η, ψi) we
complete the proof of Lemma 5.1. 
Corollary 5.3 Set F (η) =
⋂
i=1,2,... F (η, ψi), where F (η, ψi) is as in the proof of Lemma 5.2.
Then F (η) is a Borel subset. Since µ˜(F (η, ψi)) ≥
1
4 and c(i, η) < c(i + 1, η), and thus F (η, ψi) ⊃
F (η, ψi+1), i = 1, 2, . . ., we then have
µ(F (η)) ≥
1
4
> 0.
Theorem 5.4 (Liao, [8]) Consider two systems
dy
dt
= yC(t) + f(t, y), (t, y) ∈ R× Rℓ (5.2)
dy
dt
= yC(t) (t, y) ∈ R× Rℓ. (5.3)
Let the following (i)(ii) and (iii) hold.
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(i). For any t ∈ R, C(t) = (cij)ℓ×ℓ is a lower triangular ℓ × ℓ matrix. C(t) is continuous with
respect to t and uniformly bounded.
(ii). There exist constants λ > 0, T > 0, c = 116 min{1, λ}, and a bi-infinite sequence {s(j)} of
the form (5.1) so that for some integer p ∈< 0, ℓ > the following inequalities hold
−λ <
1
l
l−1∑
τ=0
max{−λ, max
k=1,2,...,p
1
δT
∫ δ(τ+1)T
δτT
ckk(t+ s(j)T )dt} < −λ+ c,
λ− c <
1
l
l−1∑
τ=0
min{λ, min
k=p+1,...,ℓ
1
δT
∫ δ(τ+1)T
δτT
ckk(t+ s(j)T )dt} < λ
j = 0,±1,±2, . . . ; l = 1, 2, . . . ; δ = ±1.
(iii). Vector function f(t, y) is continuous with (t, y) and is uniformly bounded and Lipschitz
with respect to y.
Then, for each u∗ ∈ Rℓ there exists uniquely u ∈ Rℓ so that the solutions y(t, u∗) and y(t, u) of the
initial value problem (5.2), (5.3) with initial conditions y(0;u∗) = u∗ and y(0;u) = u, respectively,
satisfy the following relation.
(a). There is a integer sequence
. . . < m(−2) < m(−1) < m(0) = 0 < m(1) < m(2) < . . .
lim
j→−∞
m(j) = −∞, lim
j→+∞
m(j) = +∞
so that
sup
k∈Z
‖y(m(k)T, u)− y(m(k)T, u∗)‖ <∞.
(b). The map ∆∗ : Rℓ → Rℓ, u∗ → u is surjective.
(c). There exist constants C∗ > 0 and d > 0 so that
‖y(t,∆∗(u∗))− y(t, u∗)‖ ≤ C∗ exp(2c|t− s(j)T |+ d), j = 0,±1,±2, . . . .
Proof. (a) and (b) are Theorem 3.1 in [8], its Corollary 1 is (c).
Proof of the Main Theorem (3.). For ν ∈ E(Mn, φ) let us consider all its ℓ nonzero Lyapunov
exponents λ1 < . . . < λp < λp+1 < . . . < λℓ, where λp < 0 < λp+1. We recall again from
Proposition 3.4 the covering probabilities µ ∈ E(F#n , χ
#), µ˜ ∈ E(F#ℓ , χ
#), q#n∗(µ) = ν = q
#
ℓ∗(µ˜),
and the subsets W ⊂ F#n and Λ ⊂ M
n with q#n (W ) = Λ. And consider continuous functions
ζ˜αk, ω˜k : F
#
ℓ → R as in Section 3. Take an arbitrary positive real λ with λp < λ < λp+1 and
λ <
1
2
min
1≤i6=j≤ℓ
{|λi − λj |, |λi − 0|}.
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Write c := 116 min{1, λ} as in Theorem 5.4 and write η :=
c
2 as in Lemma 5.2. We take and fix an
orthonormal ℓ-frame
α˜ ∈ F (η),
where F (η) is defined in the Corollary 5.3. Recall by construction F (η) ⊂ idℓ(W ), one can take
α ∈ W with idℓ(α) = α˜. By using the moving orthonormal n-frame
{χ#t (α); t ∈ R}
we can construct as in Section 4 a reduced standard linear system (4.3) of ℓ differential equations. As
in Section 4 we can prove the Main Theorem(i)(ii) with respect to this linear system of differential
equations.
Now let us consider a perturbed system (1.5) where f(t, y) is Lipschitz and uniformly bounded.
Observe that the kk-th entry of the matrix Aℓ×ℓ(t) is
akk(t) = ω˜k(χ
#
t (α˜)), k = 1, 2, . . . , ℓ.
Since α˜ ∈ F (η) and p ≤ ℓ there exist, by Lemma 5.2 and Corollary 5.3 a positive number T > 0
and a sequence {s(j)} of the form (5.1) such that
1
l
l−1∑
τ=0
max
k=1,2,...,p
∣∣ϑk(µ˜)− 1
δT
∫ (τ+1)δT
τδT
ω˜k(χ
#
t+s(j)T (γ˜))dt
∣∣ < η,
l = 1, 2, . . . ; j = 0,±1,±2, . . . ; δ = ±1.
Observe λk = ϑk(µ˜) < λ, and so we get
1
l
l−1∑
τ=0
(
max
k=1,2,...,p
1
δT
∫ (τ+1)δT
τδT
ω˜k(χ
#
t+s(j)T (γ˜))dt − λ
)
=
1
l
l−1∑
τ=0
max
k=1,2,...,p
( 1
δT
∫ (τ+1)δT
τδT
ω˜k(χ
#
t+s(j)T (γ˜))dt − λ
)
≤
1
l
l−1∑
τ=0
max
k=1,2,...,p
( 1
δT
∫ (τ+1)δT
τδT
ω˜k(χ
#
t+s(j)T (γ˜))dt − λk
)
≤
1
l
l−1∑
τ=0
max
k=1,2,...,p
∣∣∣ϑk(µ˜)− 1
δT
∫ (τ+1)δT
τδT
ω˜k(χ
#
t+s(j)T (γ˜))dt
∣∣∣
≤ η
=
c
2
.
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Therefore
−λ <
1
l
l−1∑
τ=0
max{−λ, max
k=1,2,...,p
1
δT
∫ δ(τ+1)T
δτT
ω˜k(χ
#
t+s(j)T (γ))dt} < −λ+ c,
for j = 0,±1,±2, . . . ; l = 1, 2, . . . ; δ = ±1. Similarly,
λ− c <
1
l
l−1∑
τ=0
min{λ, min
k=p+1,...,ℓ
1
δT
∫ δ(τ+1)T
δτT
ω˜k(χ
#
t+s(j)T (γ))dt} < λ,
for j = 0,±1,±2, . . . ; l = 1, 2, . . . ; δ = ±1.
Now we apply Theorem 5.4 to complete the Main Theorem. Since ∆∗ in Theorem 5.4 is surjective,
for
uk = (0, . . . , 0, 1(k), 0, . . . , 0) ∈ R
ℓ
there exist u∗k ∈ R
ℓ so that ∆∗(u∗k) = uk, k = 1, . . . , ℓ. From Theorem 5.4 the solution y(t, uk) of
the initial value problem
dy
dt
= yAℓ×ℓ(t), y(0, uk) = uk
and the solution y(t, u∗k) of the initial value problem
dy
dt
= yAℓ×ℓ(t) + f(t, y), y(0, u
∗
k) = u
∗
k
satisfy the relation
‖y(t, u∗k)− y(t, uk)‖ ≤ C
∗ exp(2c(|t− s(j)T |+ d))
for some constants C∗ > 0 and d > 0. Letting j = 0 and thus s(j) = 0 it follows
‖y(t, u∗k)‖ ≤ ‖y(t, uk)‖ + C
∗ exp(2c|t|+ d)
≤ ‖y(t, uk)‖ × C
∗ exp(2c|t|+ d)
for |t| ≥ t¯ > 0. This yields by Proposition 4.2
lim sup
t→∞
1
t
log ‖y(t, u∗k)‖ ≤ lim sup
t→∞
1
t
log ‖y(t, uk)‖+ 2c
= λk + 2c,
where we recall c = 116 min{1, λ}. Since λ and thus c can be taken small enough, we get
lim sup
1
t
log ‖y(t, u∗k)‖ ≤ λk, k = 1, 2, . . . , ℓ.
Now one can easily get
‖y(t, uk)‖ ≤ ‖y(t, u
∗
k)‖ × C
∗ exp(2c|t|+ d)
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for |t| ≥ t¯ > 0. This gives rise to
λk = lim inf
t→∞
1
t
log ‖y(t, uk)‖
≤ lim inf
t→∞
1
t
log ‖y(t, u∗k)‖+ 2c.
Thus
λk − 2c < lim inf
t→∞
1
t
log ‖y(t, u∗k)‖
≤ lim sup
t→∞
1
t
log ‖y(t, uk)‖
< λk + 2c.
Since c can be taken small enough, we get
lim
t→∞
1
t
log ‖y(t, u∗k)‖ = λk, k = 1, 2, . . . , ℓ.
This completes the proof of the Main Theorem. 
Example. When ℓ < n−1, the system (Mn, φ, ν) is not hyperbolic. In this case the Main Theorem
does not hold for the linear system [7, Chapter 2]
dy
dt
= yRγ(t)
T
of n first order differential equations based on α ∈ F#n , where Rα(t) is defined as in Section 4
(see also [7, Chapter 2]). This is illustrated by the following example. Let n = 2, ℓ = 1. Take
α = (u1, u2) as in Section 3. Then the linear system based on α is
(
dy1
dt
,
dy2
dt
) = (y1, y2)

 ω1(χ#t (α))
ω2(χ
#
t (α))

 .
We consider the case when limt→±∞
1
t
∫ t
0 ωt(χ
#
t (α))dt = λ < 0 and ω2(χ
#
t (α)) ≡ 0 ∀t ∈ R. Let us
consider a perturbed system
(
dy1
dt
,
dy2
dt
) = (y1, y2)

 ω1(χ#t (α))
ω2(χ
#
t (α))

 +

 a
a

 ,
where a > 0 is a small constant. We get y2(t) = at, and thus get
0 > lim
t→±∞
1
t
log ‖(y1(t), y2(t)‖ ≥ lim
t→+∞
1
t
log |at| = 0,
which is a contradiction.
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6 A persistence property for Liao perturbations
A nearby C1 vector field, while perturbing a given one, keeps neither value nor sign of Lyapunov
exponents, in general. However, if we perturb the given C1 vector field by a “Liao perturbation”,
we will show in this section that the perturbed vector field will keep both sign and value of the
nonzero Lyapunov exponents. The class of Liao perturbations is constructed using the standard
system of the given vector field.
Recall that S is the C1 vector field on Mn given in Section 1. It reduces then in Section 2
the flows φ : Mn → Mn, χ# : F#n → F
#
n . Let ν ∈ E(M
n, φ) denote the probability in the
Main Theorem. Let η > 0 be small and let F (η) be as in the Corollary 5.3, µ˜(F (η)) > 14 . From
Lemma 5.2, F (η) ⊂ idℓ(W ). Recall from Section 3 the projection map idℓ : F
#
n → F
#
ℓ .
Now we recall briefly the Liao standard system for a perturbation vector field [7, Chapter 2]
with respect to the orthonormal n-frame β we chose. Let us take and fix x ∈ Λ and β ∈W so that
q#n (β) = x and β˜ := idℓ(β) ∈ F (η). Construct a standard map Pβ : R× R
n →Mn
Pβ(t, y) = exp(
n∑
i=1
yi proji χ
#
i (β)), y = (y
1, . . . , yn).
As Mn is a compact C∞ Riemannian manifold, the exponential map exp : TMn → Mn is C∞
and there exists a constant ζ0 > 0 such that for any x ∈ M
n, exp maps {u ∈ TxM
n | ‖u‖ < ζ0}
differentially into a neighborhood of x on Mn. Let X be a C1 vector field, a perturbation to the
given vector field S. Fixing t ∈ R, there exists a unique tangent vector field Xβ(t, y) on
B0 = {y ∈ R
n | ‖y‖ < ζ0}
so that
dPβt(Xβ(t, y)) = dPβ(0, Xβ(t, y))
= X(Pβ(t, y))− dPβ(
∂
∂t
|(t,y)).
The system
dy
dt
= Xβ(t, y)
can be written as
dy
dt
= yRβ(t)
T + f¯(t, y), (6.1)
where Rβ(t)
T = (rij)n×n is defined in Section 4, rii(t) = ωi(χ
#
t (β)), for i = 1, . . . , n. The vector
function f¯(t, y) is bounded and Lipschitz. The system (6.1), called the Liao standard system of
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X based on (S, ν), was employed by Liao to prove the C1 closing lemma [7, Appendix A] and
topological stability for Anosov flows [7, Chapter 2].
Based on the Liao standard system, we now introduce the terminology of Liao perturbation to
the given vector field (Mn, S, ν) in our Main Theorem. We define a triangular ℓ×ℓmatrix Aℓ×ℓ(t) =
(aij(t))ℓ×ℓ as follows: aij(t) = 0 if i < j; aij(t) = r(n−ℓ+i)(n−ℓ+j)(t) if i > j; aii(t) = ω˜i(χ
#
t (β˜)),
i, j = 1, . . . , ℓ. And define a vector function f : Rℓ → R by
fi(t, y) = f¯n−ℓ+i(t, (0, . . . , 0(n− ℓ), y
1, . . . , yℓ), i = 1, . . . , ℓ.
We then call the system
dy
dt
= yAℓ×ℓ(t) + f(t, y), (6.2)
a reduced standard system of the perturbation vector field X based on (Mn, S, ν). Simply, we call
the system (6.2) a Liao perturbation of (Mn, S, ν).
From our Main Theorem we easily summarize the effect of Liao perturbations on nonzero Lya-
punov exponents
Theorem 6.1 Let S be a C1 vector field on Mn and let ν ∈ E(Mn, φ) be a probability that has
ℓ nonzero Lyapunov exponents λ1 < . . . < λℓ together with n − ℓ zero Lyapunov exponents. Then
there exists a C1 neighborhood X 1 of S on the space of all C1 vector fields on Mn, so that for each
X ∈ X 1, its reduced standard system (6.2) based on (S, ν) has λ1, . . . , λℓ as Lyapunov exponents.
In other words, Liao perturbation preserves the nonzero Lyapunov exponents.
Remark 6.2 Because the Lyapunov exponents are constant on Λ and F (η) ⊂ idℓ(W ), from Propo-
sition 3.4 and the Main Theorem, Theorem 6.1 is independent of the choice of x ∈ Λ and β˜ ∈ F (η)
and thus the reduced standard system based on (S, v).
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