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1. 序論
近年，人間の生活空間における活動を想定したロボッ
トが多く開発され，その活躍が期待されている．しかし，
多様な環境においてその行動をすべて手動で設計するこ
とは現実的ではない．そのため，ロボット自身が未知の
環境下で自律的に行動を学習する機能への関心が高まっ
ている．
未知環境下におけるロボットの自律的な行動学習手法
として，強化学習についての研究が盛んに行われてきた．
強化学習では，試行錯誤的な経験の収集から将来に渡って
得られる報酬の期待値を最大化する方策を獲得する．そ
の際，学習者であるエージェントは環境から得られる報
酬と呼ばれる信号を頼りに学習を行う．しかし，複雑な
タスク，環境においては報酬の設計が困難であるという
問題がある．
そこでこの問題を解決するために，報酬関数をエキス
パートの演示から推定する逆強化学習に関する研究が行
われてきた (1)．逆強化学習により推定された報酬関数を
用いて強化学習を行うことで，エキスパートの振る舞い
を再現する模倣学習を行うことができる．報酬関数の推
定を介して，エキスパートの方策を復元する手法は徒弟
学習と呼ばれる (2)．
従来の逆強化学習についての研究では，ほとんどの場
合，1) 十分な数の演示が与えられること，2) エキスパー
トとエージェントは同一のダイナミクス，環境にしたが
うことが前提とされてきた (3)．しかし，これらの前提に
より一般的な実問題への適用は必ずしも容易ではない．
Audirenらは逆強化学習に半教師あり学習を導入する
ことで少ない演示から報酬関数を推定する手法を提案し
ている (4). また，筆者らは Audirenらの半教師あり逆
強化学習を応用したモデルフリー半教師あり逆強化学習
を提案している (5)．これらの手法では，演示データが少
数しか与えられない場合であっても，演示と類似した非
演示軌道を新たに演示データのプールに加えることで学
習性能の向上に成功している.
また，Masuyamaらはエキスパートとエージェントの
学習環境が不整合である場合における徒弟学習手法を提
案している (6)．ここで，学習環境が不整合であるとは，
上述の逆強化学習における前提条件 2)が成り立たないこ
とを意味する．この手法では，時系列データの特徴空間
における変換不変量を算出し，エキスパートとエージェ
ントの非演示軌道を比較する．変換不変量の値が近い軌
道を抽出し，演示に代わるデータとして利用することで
エージェントの学習環境に整合した報酬関数の推定を行
うことができる．
本論文ではこれらの手法を組み合わせ，エキスパート
とエージェントの学習環境が不整合かつ演示が少数であっ
ても適用可能な徒弟学習手法を提案する．また，シミュ
レーション実験により手法の有効性を示す．
2. 徒弟学習
2.1 強化学習
強化学習では，対象とする問題をマルコフ決定過程に
よりモデル化する．マルコフ決定過程では，エージェン
トのとり得る状態を s 2 S，とり得る行動を a 2 Aとす
る．また，状態 sにおいて行動 aを選択した際に次状態
s0 に遷移する確率を P ass0，状態の遷移に応じて確率的に
得られる報酬を Rass0 とする．方策 (s; a)は状態 sにお
いて行動 aが選択される確率である．
強化学習ではまず，エージェントは状態を観測し方策
から行動を選択する．次に，行動により状態が遷移し，確
率的に報酬が与えられる．このサイクルを繰り返し，どの
状態においても得られる報酬の期待値を最大化する，最
適な行動を選択する方策を学習する．
本論文では強化学習に，連続な状態行動空間に適用可
能な Deterministic Policy Gradient Algorithms（DPG）
を用いる (7)．
2.2 逆強化学習
2.2.1 逆強化学習の目的
逆強化学習の目的は，タスクの最適解を実行している
と仮定されるエキスパートの振る舞いをよく表現する報
酬関数を推定することである．推定された報酬関数を用
いて強化学習を行うことで，エキスパートの行動を模倣
する．
2.2.2 逆強化学習における報酬関数
逆強化学習において，報酬関数 Rはしばしばパラメー
タ と特徴量 f の内積として，以下の式で定義される．
R = Tf (1)
ここで，特徴量 f は状態空間から特徴空間への写像であ
る．の推定手法としてはエキスパートとエージェント，
それぞれの方策に従った場合に観測される特徴量の期待値
間の差を最小化する \feature maching”が代表的である．
2.2.3 Relative Entropy Inverse Reinforcement
Learning
本論文では逆強化学習にRelative Entropy Inverse Re-
inforcement Learning（REIRL）を用いる (8)．REIRLは
モデルフリーかつ を最適化する際に繰り返し強化学習
を行う必要がない，軌道ベースでの報酬関数の推定手法
である．
エキスパートの演示とベースライン方策から得られる
軌道，それぞれの特徴期待値を用いて軌道の分布に関す
る相対エントロピーを最小化する．
3. 不整合な演示に基づく半教師あり逆強化学
習
ラベルありデータに加え，ラベルなしデータを用いる
学習法は一般に半教師あり学習と呼ばれる．本論文では，
この半教師あり学習の考え方を取り入れ，エキスパート
の演示に加えエージェントの学習環境から得られた非演
示軌道を利用する．
エージェントの学習環境から得られる軌道を活用する
ことで，環境の不整合性に対応する．また，エキスパー
トの演示を手がかりに，入手が比較的容易な非演示軌道
から新たな演示軌道を得ることで，演示が少数の場合に
も報酬関数を推定可能とする．本論文では，演示に代わ
り学習に用いる非演示軌道を擬演示軌道と呼称する．
3.1 変換不変性を利用した擬演示軌道の獲得
3.1.1 変換不変量の算出
エキスパートの演示と類似したエージェントの非演示
軌道を選択するには，軌道間の類似度を算出する必要が
ある．学習環境が不整合な場合，単純なユークリッド距
離等の比較ではタスクを達成する報酬関数を導く軌道の
選択が行えない場合がある．そこで，本論文では以下の
式で定義される変換不変量を利用する (9)．
M(X) = (b   a)T (b +a) 1(b   a) (2)
ここで，a及び bは，ある軌道に沿って観測される特徴量
の時系列データXを任意の時刻において分割したそれぞ
れの時系列に関する添字である．式 (2)から算出される
スカラー値は軌道の形状のアフィン変換に対する不変量
となる．各軌道から算出される変換不変量を比較するこ
とで，軌道の幾何形状の類似度を測ることができる．
3.1.2 擬演示軌道の選択
エキスパートとエージェントのダイナミクスや環境が
不整合な場合であっても，同一のタスクを達成する際に
観測される特徴量には一定の傾向が存在すると考えられ
る．そこで，3.1.1項で説明した変換不変量を用いて特徴
空間における軌道の類似性を評価することで，擬演示軌
道とする非演示軌道を選択する．
ここで，エキスパートの演示から得られる変換不変量
にある程度のばらつきがある場合を考えると，エキスパー
トとエージェントの一つ一つの軌道を比較した際，ばら
Fig.1 Algorithm of the proposed method
つきの中心から離れたデータとの類似性は信頼できない
可能性がある．したがって，できるだけばらつきの中心
に位置する非演示軌道を擬演示軌道として選択すること
が望ましい．
そこで，本論文では全ての演示軌道から算出された変
換不変量の中央値に近い値をもつ非演示軌道を一定数抽
出し，擬演示軌道として利用する．
3.1.3 特徴期待値の算出
3.1.2項で獲得した擬演示軌道を用いて逆強化学習を行
う．しかし，獲得した擬演示軌道をすべて同等の信頼度
で使用するのは必ずしも合理的ではない．そこで，演示
の変換不変量の中央値と擬演示軌道の変換不変量を用い
て，ガウス関数から重みを算出する．この重みを用いる
ことで信頼度の高い特徴期待値を算出する．
3.2 提案手法のアルゴリズム
提案手法のアルゴリズムを Fig. 1に示す．
エージェントは，任意の方策により非演示軌道を複数
収集する．次に，エキスパートの演示とエージェントの
非演示軌道全てについて変換不変量を算出し，演示の中
央値との近さに応じて擬演示軌道を選択する．選択され
た擬演示軌道を用い，特徴期待値を算出し相対エントロ
ピー逆強化学習から報酬関数を推定する．最後に，推定
された報酬関数を用いて，DPGによりエキスパートを模
倣した方策を獲得する．
4. シミュレーション実験
提案手法により，演示が少数でありかつ学習環境が不
整合である場合にも，適切な報酬関数が推定可能である
ことを確認するためにシミュレーションを行った．検証に
は逆強化学習手法の評価に広く用いられるMountain car
problemを採用した．
Fig.2 Mountain car problem
4.1 評価方法
比較手法として，演示軌道から直接報酬関数を推定す
る REIRLを用いる．
評価には成功率，学習曲線の二つを用いる．成功率は
それぞれの手法で学習を行った際，全試行回数中のタス
クを達成する方策が得られた割合である．学習曲線は，各
エピソードにおける探索ノイズを 0とした方策により行
動を決定したときのタスク達成までのステップ数を表す．
このステップ数が少ないほど，性能の良い方策を獲得で
きていることを表す．
4.2 シミュレーション設定
Mountain car problemでは，Fig. 2に示す環境で，図
中右端の状態において正の報酬が設定される．状態は車
の座標 x及び速度 _xである．ここで，状態の範囲を [-1.2,
0.55]，速度の範囲を [-0.07, 0.07]とした．行動は方策パラ
メータと状態特徴量の内積を平均としたガウス関数より
サンプルした．ただし，最大値，最小値はそれぞれ 1，-1
である．正の報酬を得るためには，一度左側の山に登り
重力を利用して正方向に加速する必要がある．
以下の四つの条件における検証を行った．
1) 学習環境を同一にし，演示を十分に与える．
2) 学習環境を同一にし，演示を少数のみ与える．
3) 学習環境を不整合とし，演示を十分に与える．
4) 学習環境を不整合とし，演示を少数のみ与える．
学習環境が不整合である場合，エージェントの環境では
速度の各ステップの減衰率を 0.985，エキスパートの環境
では 0.999とした．そのため，エージェントはエキスパー
トよりも左側の山を高く登り加速する必要がある．学習
環境が同一の場合は，エージェントの減衰率も 0.999と
した．
演示を少数与える検証では演示を 1本，演示を十分与
える検証では演示を 10本与えた．また，提案手法では，
非演示軌道中から 20 本の軌道を抽出して擬演示軌道と
した．
変換不変量を算出する特徴量として，座標 x及び速度
_xを用いた．また，各エピソードにおいてエージェント
は谷底からスタートする．
4.3 シミュレーション結果
1)～4)の各条件につき，300エピソードの試行を 20試
行ずつ行った．その結果をそれぞれ Table 1，Fig. 3に示
Table 1 Success rate
Condition Proposed[％] naive REIRL[％]
1) 95 100
2) 60 40
3) 45 0
4) 50 0
す．Fig. 3は全試行での平均と，それぞれの標準偏差を
エラーバーで表したものであり，20エピソードごとに平
滑化を施している．また，条件 4)において推定された報
酬関数の一例を Fig. 4に示す．
結果から，一般的な逆強化学習問題の設定に相当する理
想的な条件 1)においては提案手法の方が少ないエピソー
ドで収束している．しかし，比較手法では標準偏差が小
さくタスク達成までに必要なステップ数のより小さい方
策が獲得されている．
しかし，条件 2)においては成功率，学習曲線ともに提
案手法が比較手法を上回る結果となった．これは，比較
手法では少数の演示からタスクを達成する報酬関数をう
まく推定できなかったためだと考えられる．対して，提
案手法では擬演示軌道を用いることで報酬関数の推定精
度が向上した．
条件 3)においては比較手法では 300エピソード内でタ
スクを達成することができていない．これは環境の差が
大きく，探索に時間がかかるためだと考えられる．対し
て，提案手法では 300エピソード内で約 5割の確率でタ
スクが成功している．
最後に，条件 4)においては条件 3)と同様に比較手法で
は達成に至っていない．対して，提案手法ではタスクを達
成可能な方策が学習されていることが確認できる．Fig. 4
からわかるように提案手法の報酬関数では右側の山に繋
がるような報酬関数を推定できている．この報酬を頼り
に学習を行うことで環境が不整合であっても効率的に探
索が行われていると考えられる．
以上のシミュレーション結果から，エージェントの非
演示軌道を利用した半教師あり逆強化学習により，学習
の性能向上が可能であることが示唆された．
5. 結論
本論文では，エキスパートとエージェントのダイナミ
クスや環境が異なる場合かつ演示が少数しか与えられな
い場合であっても用いることのできる半教師あり逆強化
学習手法を提案した．また，シミュレーション実験によ
り環境が不整合かつ少数の演示からであってもタスクを
達成する方策の獲得が可能であることを示した．
今後の展望として，Mountain car problem以外の問題
に対し適用し，有用性を検証する．また，実機ロボット
への適用を目指す．
(a) Compatible environment and plenty demonstrations
(b) Compatible environment and a few demonstrations
(c) Incompatible environment and plenty demonstrations
(d) Incompatible environment and a few demonstrations
Fig.3 Learning curve
(a) Proposed method
(b) naive REIRL
Fig.4 Estimated reward function
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