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Aus dem Nachlass von PETER HINST 
 
 
PETER HINST (1936-2018) wirkte seit 1968 zunächst als wissenschaftlicher Assistent am 
damaligen Philosophischen Seminar II und späteren Institut für Philosophie, Logik und 
Wissenschaftstheorie der Ludwig-Maximilians-Universität München. Sein Engagement in der 
Lehre, später als Professor, reichte weit über seine Emeritierung im Jahre 2001 hinaus. Seit 
1974 nahm er Lehraufträge an der Hochschule für Philosophie, an der Hochschule für Politik 
und der Hochschule der Bundeswehr wahr, die vornehmlich die Einführung in die Logik 
betrafen. Die ersten Jahre des akademischen Unterrichtens fanden ihren Abschluss in einem 
Werk, das 1974 bei Wilhelm Fink verlegt worden ist: „Logische Propädeutik. Eine Einführung 
in die deduktive Methode und logische Sprachanalyse“. Das „Vorwort“ (S.Vf) und die 
„Einleitung“ (S.1-6) formulieren das auch in Zukunft verbindliche didaktische Programm. Sie 
lassen auch die sich durchhaltende methodische Einstellung des Autors erkennen: Die 
Fragestellungen (zumindest der analytischen) Wissenschaften sind, wenn machbar, mit der 
syntaktischen und semantischen Explizitheit anzugehen, die (insbesondere) mit dem Werk 
von GOTTLOB FREGE möglich geworden ist. 
 
Zu den Besonderheiten der Lehre von PETER HINST gehörte, diese durch meist detailliert 
ausgearbeitete Skripten zu stützen. Die beiden in der Folge bereit gestellten Texte 
entstammen dieser Gattung. Der erste Beitrag richtet sich an intellektuell normal ausstaffierte 
Anfänger in Logik, Mengentheorie resp. Mathematik bzw. an alle, die sich einer Explizitsprache 
bedienen wollen, um ihre wissenschaftlichen Vorhaben zu betreiben. Das fast 600 Seiten 
umfassende Werk aus den Jahren 1997/98 ist in gut leserlicher Handschrift verfasst; auch die 
gelegentlichen Anmerkungen eines Lesers und eine Änderung in Äußerlichkeiten der 
Darstellung (S.235) dürften die Lektüre kaum stören. PETER HINST hat sich erst sehr spät und 
nach dem lange vergeblichen Bemühen vieler Studentengenerationen davon überzeugen 
lassen, dass gerade für seine Arbeitsweise die heute üblich gewordene Form der 
Texterstellung angezeigt ist. Der Text ist allerdings Fragment geblieben und bricht mit der 
Behandlung der Subtraktion im Kapitel zu den natürlichen Zahlen ab. 
 
Auf drei Vorzüge des Textes ist hinzuweisen: (i) Der Leser lernt Schritt für Schritt den Gebrauch 
einer in ihren syntaktischen und semantischen Bestimmungen expliziten Sprache, d.h. er 
erwirbt die Fertigkeit, die Redehandlungen des Behauptens, Annehmens, Anziehens, Folgerns 
und Definierens korrekt zu vollziehen. Dieser sprachorientierte Zugang zum Betreiben von, 
pauschal geredet, Mathematik beseitigt im Idealfall einschlägige Ängste und Befürchtungen. 
(ii) Der Leser wird in hoher Auflösung mit einer Begrifflichkeit vertraut gemacht, die ihm bei 
der Strukturierung fast aller Erkenntnislagen von hohem Nutzen ist. Exemplarisch sei auf das 
Kapitel Acht über Ordnungsrelationen hingewiesen. – Anbei: Aus diesem Grund wird das 
Geschäft der Mathematik betrieben. (iii) Die Leserin lernt nicht nur eine Sprache kennen, die 
sie für ihre eigene wissenschaftlichen Zwecke nutzen kann, sondern kann auch studieren, wie 
man eine (in diesem Falle) analytische Wissenschaftssprache nach ihrer syntaktischen und 
semantischen Seite hin konstituiert. Es wird insbesondere im Detail dargelegt, wie man dazu 
kommt, Axiome(nschemata) mit Blick auf Redezwecke zu wählen, um so Anfänge für das 
Beweisen bereit zu stellen. 
 
Ergänzend ist anzumerken, dass auch eine ebenfalls fragmentarische Mengentheorie in LATEX 
vorliegt. MORITZ CORDES und FRIEDRICH REINMUTH hatten es sich zur Aufgabe gemacht, diesen Text 
unter Rückgriff auf das hier vorliegende Skriptum zu überarbeiten. Dieses bereits weit 
gediehene Unternehmen ist wegen der Pandemie und anderer Widrigkeiten ins Stocken 
geraten; sein Abschluss ist jedoch nicht ausgeschlossen und wäre sehr erfreulich. 
 
Der zweite Beitrag ist eine rein strukturelle Behandlung der (klassischen) Logik erster Stufe. Er 
stammt aus dem Jahre 2009, einer Zeit, in der sein Autor bereits mit (seiner Version von) LATEX 
gearbeitet hat. In der in dem eben angezeigten Text entwickelten Mengensprache findet das 
syntaktischen Vokabular sowie der Begriff der Folgerung mit seinen Spielarten Behandlung. 
Die Konzepte werden so allgemein entwickelt, dass „die entsprechenden Grundbegriffe aller 
heute bekannten syntaktischen und logischen Systeme als Spezialfälle enthalten“ (S.2) sein 
sollen. Als Adressaten kommen lediglich Kennerinnen der logischen Thematik in Betracht.  
 
Es ist geplant, in absehbarer Zukunft sowohl die Sammlung von Texten von PETER HINST als auch 
die hier angebotene Einleitung zu erweitern. Was das Letztere angeht, ist an eine kurze 
wissenschaftliche Biografie gedacht, die die Schwerpunkte in Forschung und Lehre 
verdeutlicht und die besonderen Leistungen beschreibt; auch eine Bibliografie soll angefügt 
werden.  
 
Abschließend habe ich MARLENE HINST für die Erlaubnis zur Veröffentlichung der Texte und für 
entgegenkommende Hilfe zu danken. 
 
GEO SIEGWART 
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Vorbemerkung
Der zentrale Begri der Logik ist der Begri der logishen Folgerung. Dieser ist
eine Relation zwishen Klassen von Formeln und Formeln. Bevor der Begri der
logishen Folgerung deniert werden kann, muÿ also der Begri der Formel deniert
werden. Dies ist Gegenstand der Syntax. Diese Arbeit besteht dementsprehend aus
zwei Hauptabshnitten: der erste Hauptabshnitt behandelt die Grundbegrie der
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Syntax, der zweite die Grundbegrie der formalen Logik im engeren Sinn. In beiden
Teilen werden die zu entwikelnden Grundbegrie möglihst allgemein gehalten; in
ihnen sollen die entsprehenden Grundbegrie aller heute bekannten syntaktishen
und logishen Systeme als Spezialfälle enthalten sein.
Um die Aneinanderreihung von Denitionen und Theoremen möglihst kom-
pakt und übersihtlih zu halten, sind allfällige Beweise in einem Anhang (Anhang
A) zusammengestellt.
Die systematishen Teile dieser Arbeit (Denitionen, Theoreme und Beweise)
sind in einer mengentheoretishen Sprahe mit Urelementen und äuÿeren Klassen in
der Tradition von Neumann, Bernays und Gödel formuliert.
1 Syntax
Die Denition der syntaktishen Grundbegrie erfolgt im Rahmen von Syntax-
-Basen. Eine Syntax-Basis enthält die atomaren Ausdrüke, aus denen mit Hilfe einer
Erzeugungsrelation alle übrigen Ausdrüke der Syntax-Basis induktiv erzeugt werden.
Die vershiedenen Arten von Ausdrüken werden durh Kategorien untershieden.
1.1 Kategorien
In diesem Abshnitt wird festgelegt, welhe Konstrukte als Kategorien verwendet
werden.
Der Kategorienbegri wird induktiv relativ zu einer Klasse C von Grundkate-
gorien deniert; wie die Elemente der Klasse C im einzelnen beshaen sind, bleibt
zunähst oen.
∗die (Klasse der) Kategorien über C ∗
1.1.1 DEF.– Für alle C:
(1) ∀c(c ∈ C ⇒ c ∈ CAT(C)) &
(2) ∀c(c ∈ Tup>2(CAT(C)) ⇒ c ∈ CAT(C)) &
(3) ∀c(c ∈ Tup>2 & c0 ∈ Tup
>2(CAT(C)) &
∀i(i ∈ Dom(c) \ {0} ⇒ ci ∈ Tup
=1(CAT(C))) ⇒ c ∈ CAT(C) ) &
(4) (Prinzip der CAT-Induktion)
Für alle M : wenn
(I.B.) ∀c(c ∈ C ⇒ c ∈ M) &
(I.S.) ∀c(c ∈ Tup>2(M) ⇒ c ∈ M) &
& ∀c(c ∈ Tup>2 & c0 ∈ Tup
>2(M) & ∀i(i ∈ Dom(c) \ {0} ⇒
⇒ ci ∈ Tup
=1(M)) ⇒ c ∈ M),
dann CAT(C) ⊆ M .
Für einsortige Sprahen erster Stufe kann man z.B. als Grundkategorien
Für einsortige Sprahen erster Stufe kann man z.B. als Grundkategorien (Ele-
mente der Klasse C) verwenden: 0 (Kategorie der Formeln) und 1 (Kategorie der
Individuenterme). Damit sind alle Elemente von CAT({0, 1}) bestimmt. Von diesen
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werden für die üblihen einsortigen Sprahen erster Stufe ohne Kennzeihnungsope-
ratoren nur die folgenden benötigt:
(1) 〈1, 1〉, 〈1, 1, 1〉, 〈1, 1, 1, 1〉 et. für die Funktionskonstanten erster Stufe;
(2) 〈0, 1〉, 〈0, 1, 1〉, 〈0, 1, 1, 1〉 et. für die Prädikatkonstanten erster Stufe;
(3) 〈0, 0〉 für die einstelligen Junktoren, 〈0, 0, 0〉 für die zweistelligen Junktoren;
(4) 〈〈0, 0〉, 〈1〉〉 für die Quantikationskonstanten; das zweite Glied 〈1〉 bestimmt,
daÿ eine Quantikationskonstante der Katgorie 〈〈0, 0〉, 〈1〉〉 auf und nur auf
Variablen der Kategorie 1, d.h. Individuenvariablen angewendet werden kann.
Um z.B. auh Sprahen erster Stufe mit (deniten oder indeniten) Kenn-
zeihnungsoperatoren behandeln zu können, müÿte auh die Kategorie
(5) 〈〈1, 0〉, 〈1〉〉
einbezogen werden.
Im Folgenden werden drei Teilklassen von CAT(C) öfters angesprohen wer-
den: die Klasse der Operatorkategorien, die Klasse der Konnektorkategorien und
die Klasse der Binderkategorien. Daher wird es sih als nützlih erweisen, für die-
se drei Klassen eigene Bezeihnungen einzuführen; dazu dienen die folgenden drei
Denitionen.
∗die (Klasse der) Operatorkategorien über C ∗
1.1.2 DEF.– Für alle C: OprCAT(C) =CAT(C) \ C.
Wie aus Denition 1.1.1 hervorgeht, sind Operatorkategorien immer Tupel einer
Länge > 2; wie später festgelegt werden wird, dienen Ausdrüke, deren Kategorie
eine Operatorkategorie ist, dazu, aus einer geeigneten Folge von Ausdrüken einen
Ausdruk zu erzeugen, dessen Kategorie das erste Glied jener Operatorkategorie
ist.
∗die (Klasse der) Konnektorkategorien über C ∗
1.1.3 DEF.– Für alle C: KonnektorCAT(C) = Tup>2(CAT(C)).
Konnektorkategorien sind Operatorkategorien. Der Ausdruksbegri wird später so
deniert werden, daÿ die Kategorie genau der Ausdrüke eine Konnektorkategorie
ist, die keine Variablenbinder sind.
∗die (Klasse der) Binderkategorien über C ∗
1.1.4 DEF.– Für alle C: BindCAT(C) = {c | c ∈ Tup>2 &
& c0 ∈ KonnektorCAT(C) & ∀i(i ∈ Dom(c)\{0} ⇒ ci ∈ Tup
=1CAT(C)))}.
Binderkategorien sind Operatorkategorien. Da 1-Tupel von Kategorien keine Kate-
gorien sind, wenn die Klasse C der Grundkategorien keine Tupel enthält, sind unter
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letzterer Voraussetzung die Klassen der Konnektorkategorien und der Binderkatego-
rien disjunkt; die Klasse der Operatorkategorien zerfällt also voll ständig und disjunkt
in die Klasse der Konnektorkategorien und die Klasse der Binderkategorien.
In der vorstehenden Argumentation wurde die Voraussetzung verwendet, daÿ
die Klasse C der Grundkategorien keine Tupel enthält; eine Klasse, die diese Bedin-
gung erfüllt, heiÿt zulässige Klasse von Grundkategorien:
1.1.5 DEF.– Für alle C: C ist eine zulässige Klasse von Grundkategorien
gdw Cl(C) & C 6= 0 & C ∩ Tup>1 = 0.
Nun gilt:
1.1.6 BEH.– Für alle C: wenn C eine zulässige Klasse von Grundkategorien
ist, dann ist CAT(C) ∩ Tup=1 = 0.
1.2 Passende Folgen
Der zentrale Begri der Syntax lautet: a ist ein Ausdruk der Kategorie c, bzw. c
ist eine/die Kategorie des Ausdruks a. Dieser Begri wird als zweistellige Relation
deniert, d.h. als Menge von geordneten Paaren der Gestalt (c, a), wobei c eine
Kategorie und a ein Ausdruk ist. Diese Menge wird induktiv deniert. Im Induk-
tionsshritt wird festgelegt, unter welhen Bedingungen aus einer endlihen Folge
von geordneten Paaren der Menge ein weiteres geordnetes Paar der Menge erzeugt
werden kann. Diese Bedingungen betreen im wesentlihen die ersten Projektionen
der geordneten Paare, d.h. die Kategorien der Ausdrüke, aus denen ein weiterer
Ausdruk einer bestimmten Kategorie erzeugt werden soll: diese Kategorien müs-
sen passen. Bevor dieser Begri deniert wird, soll er an zwei Beispielen erläutert
werden.
Der Begri der passenden Folge wird so deniert werden, daÿ
〈(〈0, 1, 1〉, P ), (1, a), (1, b)〉
eine passende Folge ist, und zwar deswegen, weil die erste Projektion des ersten
Gliedes dieser Folge 〈0, 1, 1〉 und die erste Projektion der beiden anderen Glieder
dieser Folge 1 lautet, also gleih dem zweiten und dritten Glied von 〈0, 1, 1〉 ist.
Als zweites Beispiel betrahten wir die passende Folge
〈(〈〈0, 0〉, 〈1〉〉, Q), (1, v)〉,
wobei v eine Variable sei. Dies ist eine passende Folge, weil die erste Projektion des
ersten Gliedes dieser Folge 〈〈0, 0〉, 〈1〉〉 und die erste Projektion des zweiten Gliedes
1 ist und v nah Voraussetzung eine Variable ist.
Weitere Beispiele passender Folgen sind:
〈(〈0, 0〉, J), (0, A)〉
〈(〈1, 1, 1〉, f), (1, a), (1, b)〉.
Die allgemeine Denition des Begris der passenden Folge lautet:
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1.2.1 DEF.– Für alle t, C, V : t ist eine passende Folge über C in V genau
dann, wenn gilt:
(1) t ∈ Tup>2(V × V) &
(2) pr1(t0) ∈ OprCAT(C) & Dom(pr1(t0)) = Dom(t) &
(3) ( pr1(t0) ∈ KonnektorCAT(C) & ∀i(i ∈ Dom(t)\{0} ⇒
⇒ pr1(t0)i = pr1(ti))) or (pr1(t0) ∈ BindCAT(C) & ∀i(i ∈ Dom(t)\{0} ⇒
pr1(t0)i = 〈pr1(ti)〉 & pr1(ti) ∈ Dom(V ) & pr2(ti) ∈ Ran(V (pr1(ti))) &
∀j(j ∈ Dom(t)\{0} & j 6= i ⇒ pr2(tj) 6= pr2(ti))) ).
1.3 Syntax-Basen
Die (molekularen) Ausdrüke einer Sprahe werden aus gewissen atomaren Aus-
drüken nah gewissen Juxtapositions-Vorshriften zusammengesetzt. In der fol-
genden Denition des Begris der Syntax-Basis werden drei Arten von atomaren
Ausdrüken untershieden und eine Juxtapositions-Vorshrift bereitgestellt. Im An-
shluÿ an die Denition werden die einzelnen Bedingungen des Deniens inhaltlih
erläutert.
1.3.1 DEF.– Für alle S: S ist eine Syntax-Basis genau dann, wenn gilt:
(1) S ∈ Tup>5 &
(2) S0 ist eine zulässige Klasse von Grundkategorien &
(3) S1 ist eine Funktion & Dom(S1) ⊆ CAT(S0) &
∀ c(c ∈ Dom(S1) ⇒ S1(c) ist eine unendliche Abzählung) &
∀ c∀ c′(c, c′ ∈ Dom(S1) & c 6= c
′ ⇒ Ran(S1(c)) ∩ Ran(S1(c
′)) = 0) &
(4) S2 ist eine Funktion & Dom(S2) ⊆ CAT(S0) &
∀ c(c ∈ Dom(S2) ⇒ S2(c) ist eine unendliche Abzählung) &
∀ c∀ c′(c, c′ ∈ Dom(S2) & c 6= c
′ ⇒ Ran(S2(c)) ∩ Ran(S2(c
′)) = 0) &
(5) S3 ist eine Funktion & Dom(S3) ⊆ CAT(S0) &
∀ c(c ∈ Dom(S3) ⇒ S3(c) ist eine eineindeutige Funktion) &
∀ c∀ c′(c, c′ ∈ Dom(S3) & c 6= c
′ ⇒ Ran(S3(c)) ∩ Ran(S3(c
′)) = 0) &
(6) S4 ist eine Funktion &
& Dom(S4) = {t|t ist passende Folge über S0 in S1} &
& ∀ t(t ist eine passende Folge über S0 in S1 ⇒ S4(t) ∈ V × V &
& pr1(S4(t)) = pr1(t0)0 & ∀ i(i ∈ Dom(t) ⇒ pr2(S4(t)) 6= pr2(ti))) &
& ∀ t∀ t′(t, t′ ∈ Dom(S4) & pr2(S4(t)) = pr2(S4(t
′)) ⇒ Dom(t) =




(7) ∀ i∀ j∀ c∀ c′(i, j ∈ {1, 2, 3} & i < j & c ∈ Dom(Si) &
& c′ ∈ Dom(Sj) ⇒ Ran(Si(c)) ∩ Ran(Sj(c
′)) = 0) &
(8) Ran(
⋃
(Ran(S1 ∪ S2 ∪ S3))) ∩ Dom(Ran(S4)) = 0.
Erläuterungen:
Ad (1): Diese Bestimmung legt fest, daÿ eine Syntax-Basis ein Tupel min-
destens der Länge 5 ist, und niht wie üblih genau der Länge 5. Durh diese Ab-
weihung wird die unangenehme Häufung von Indizes beim Zugri auf Glieder von
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Folgen vermieden, die eine Syntax-Basis als Teil enthalten. (Dies wird am Beispiel
des Begris der Logik-Basis in Abshnitt 2.1 verständliher werden.)
Ad (2): Das Glied S0 einer Syntax-Basis S stellt die Grundkategorien für die
Kategorien aller Ausdrüke bereit, die über S gebildet werden können. Durh die
Bestimmung (2) wird erreiht, daÿ die Klasse der Grundkategorien, also S0, disjunkt
zur Klasse aller übrigen Kategorien ist; insbesondere gilt Theorem 1.1.6, was für das
rihtige Funktionieren der Binderkategorien nötig ist.
Ad(3): Mittels S1 wird zu jeder Kategorie c in Dom(S1) eine unendlihe
Abzählung S1(c) bereitgestellt; die Glieder dieser Abzählung sind vorgesehen zur
Verwendung als Variable der Kategorie c. Durh das dritte Konjunktionsglied wird
festgelegt, daÿ Variable vershiedener Kategorien vershieden sind.
Ad(4): In dieser Bedingung wird auf dieselbe Weise wie Bedingung (3) zu
jeder Kategorie c in Dom(S2) mittels S2 eine unendlihe Abzählung S2(c) bereitge-
stellt. Dadurh wird die Möglihkeit geshaen, vershiedene Ausdrüke als durh
Variablen bindende Operatoren gebundene Variablen und als freie Variable (Parame-
ter) in Herleitungen (Beweisen) zu verwenden. Verlangt man im Einzelfall zusätzlih,
daÿ Dom(S1)⊆Dom(S2), dann erspart man sih lästige Maÿnahmen gegen Varia-
blenkonfusion beim Substituieren. In Bedingung (7) ist die Festlegung enthalten, daÿ
die in Bedingung (3) bereitgestellten Ausdrüke (gebundene Variable) vershieden
sind von den in Bedingung (4) bereitgestellten Ausdrüken (freie Variable, Parame-
ter).
Ad(5): Mittels S3 wird zu jeder Kategorie c in Dom(S3) eine eineindeutige
Funktion S3(c) bereitgestellt; die Werte dieser Funktion sind zur Verwendung als
Konstanten der Kategorie c vorgesehen. Durh das dritte Konjunktionsglied dieser
Bedingung wird festgelegt, daÿ Konstante vershiedener Kategorien voneinander
vershieden sind. Daÿ für c in Dom(S3) niht verlangt ist, daÿ S3(c) eine Abzählung
ist, sondern allgemeiner eine eineindeutige Funktion, ist durh den Wunsh motiviert,
die Klasse der intendierten Anwendungen der Theorie der Syntax-Basen möglihst
groÿ zu halten; z.B. soll auf Sprahen, deren syntaktishe Basis eine Syntax-Basis
ist, die Diagramm-Methode anwendbar sein.
Ad(6): Die in den Bedingungen (3), (4) und (5) bereitgestellten Ausdrüke
sind die atomaren Ausdrüke einer Syntax-Basis. In Bedingung (6) wird mittels S4
eine Funktion bereitgestellt, mit der die Juxtaposition von (atomaren) Ausdrüken
zu molekularen Ausdrüken bewerkstelligt werden kann. Diese Funktion erzeugt aus
einer passenden Folge t ein geordnetes Paar S4(t), dessen erste Projektion eine
Kategorie ist, und zwar gerade die erste Projektion des ersten Gliedes t0 von t und
dessen zweite Projektion vershieden ist von den zweiten Projektionen aller Glieder
von t. Das letzte Konjunktionsglied von (6) erzwingt die eindeutige Zerlegbarkeit
der zweiten Projektion von S4(t) in die zweiten Projektionen der Glieder von t.
Ad(7): Diese Bedingung legt fest, daÿ alle Variablen von allen Parametern
und allen Konstanten und alle Parameter von allen Konstanten vershieden sind.
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Ad(8): Diese Bedingung bestimmt, daÿ alle atomaren Ausdrüke von S ver-
shieden von allen molekularen Ausdrüken von S sind.
In den nähsten Denitionen werden einige Bezeihnungen eingeführt.
∗die(Klasse der) Grundkategorien von S ∗
1.3.2 DEF.– Für alle S: CatS = S0.
∗die Variablenfunktion von S ∗
1.3.3 DEF.– Für alle S: Var-FS = S1.
∗die (Klasse der) Variablenkategorien von S ∗
1.3.4 DEF.– Für alle S: Var-CatS = Dom(S1).
∗die (Klasse der) Variablen von S ∗
1.3.5 DEF.– Für alle S: VarS = {a | ∃c(c ∈ Dom(S1) &
& a ∈ Ran(S1(c)))}.
∗die (Klasse der) Variablen der Kategorie c von S ∗
1.3.6 DEF.– Für alle S,c: VARc
S
= Ran(S1(c)).
∗die Parameterfunktion von S ∗
1.3.7 DEF.– Für alle S: Par-FS = S2.
∗die (Klasse der) Parameterkategorien von S ∗
1.3.8 DEF.– Für alle S: Par-CatS = Dom(S2).
∗die (Klasse der) Parameter von S ∗
1.3.9 DEF.– Für alle S: ParS = {a | ∃c(c ∈ Dom(S2) &
& a ∈ Ran(S2(c)))}.
∗die (Klasse der) Parameter der Kategorie c von S ∗
1.3.10 DEF.– Für alle S,c: PARc
S
= Ran(S2(c)).
∗die Konstantenfunktion von S ∗
1.3.11 DEF.– Für alle S: Konst-FS = S3.
∗die (Klasse der) Konstantenkategorien von S ∗
1.3.12 DEF.– Für alle S: Konst-CatS = Dom(S3).
∗die (Klasse der) Konstanten von S ∗
1.3.13 DEF.– Für alle S: KonstS = {a | ∃c(c ∈ Dom(S3) &
& a ∈ Ran(S3(c)))}.
∗die (Klasse der) Konstanten der Kategorie c von S ∗




∗die (Klasse der) atomaren Ausdrücke von S ∗
1.3.15 DEF.– Für alle S: AtAdrS = VarS ∪ ParS ∪ KonstS.
∗die cat-Erzeugungsfunktion von S ∗
1.3.16 DEF.– Für alle S: catEFS = S4.
1.4 Die Kategorienzuordnungsfunktion
In diesem Abshnitt wird der zentrale Begri der hier vorgeshlagenen kategorialen
Syntaxbeshreibung in der Form  ist eine/die Kategorie des Ausdruks a von S
eingeführt. Der wesentlihe Teil der Denition ist eine Induktivdenition einer Klasse
von geordneten Paaren; um die Denition übersihtlih formulieren zu können, wird
zunähst eine Bezeihnung für die Klasse der Anfangselemente deniert; diese Klasse
ist natürlih auh eine Klasse von geordneten Paaren (c, a), wobei a ein atomarer
Ausdruk und c seine Kategorie ist; es wird später bewiesen werden, daÿ diese
tatsählih eindeutig bestimmt ist.
∗die atomare Kategorienzuordnungsfunktion von S ∗
1.4.1 DEF.–
(1) Atcat ist eine Funktion auf {S|S ist eine Syntax-Basis} &
(2) ∀S(S ∈ Dom(Atcat) ⇒ AtcatS = {p|∃i∃c∃a(i ∈ {1, 2, 3} &
& c ∈ Dom(Si) & a ∈ Ran(Si(c)) & p = (c, a))}).
Die nähste Denition enthält in Bedingung (2) die Induktivdenition der Ka-
tegorienzuordnungsfunktion atS :
∗die Kategorienzuordnungsfunktion von S ∗
1.4.2 DEF.–
(1) cat ist eine Funktion auf {S | S ist eine Syntax-Basis} &
(2) ∀S(S ∈ Dom(cat) ⇒ catS = {p | ∀M(AtcatS ⊆ M &
& ∀t(t ist eine passende Folge über CatS in S1 & Ran(t) ⊆ M ⇒
⇒ catEF(t) ∈ M) ⇒ p ∈ M)}).
Aufgrund dieser Denition gilt gemäÿ der Theorie der Induktivdenitionen:
1.4.3 BEH.– Für alle S: wenn S eine Syntax-Basis ist, dann gilt:
(1) AtcatS ⊆ catS.
(2) ∀t(t ist eine passende Folge über CatS in S1 &
& Ran(t) ⊆ catS ⇒ catEFS(t) ∈ catS).
(3) (Prinzip der at-Induktion)
Für alle M : wenn
(I.B.) AtcatS ⊆ M &
(I.S.) ∀t(t ist eine passende Folge über CatS in S1 &
& Ran(t) ⊆ M ⇒ catEFS(t) ∈ M),
dann ist catS ⊆ M .
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(4) ∀p(p ∈ catS ⇒ p ∈ AtcatS or ∃t(t ist eine passende Folge
über CatS in S1 & Ran(t) ⊆ catS & p = catEFS(t))).
(5) (Shwahes Prinzip der at-Induktion)
Für alle M : wenn
(I.B.) AtcatS ⊆ M &
(I.S.) ∀t(t ist eine passende Folge über CatS in S1 &
& Ran(t) ⊆ M ∩ catS ⇒ catEFS(t) ∈ M),
dann ist catS ⊆ M .
Wie oben shon erwähnt, ist AtatS eine Funktion (hier: linkseindeutige Re-
lation); ebenso ist atS eine Funktion:
1.4.4 BEH.– Für alle S: wenn S eine Syntax-Basis ist, dann gilt:
(1) AtcatS ist eine Funktion & Dom(AtcatS)=AtAdrS.
(2) catS ist eine Funktion.
1.5 Ausdrüke
Der Denitionsbereih der atomaren Kategorienzuordnungsfunktion einer Syntax-
Basis S besteht aus den atomaren Ausdrüken von S. Durh die induktive Erzeugung
von atS aus AtatS mittels atEFS werden parallel dazu im Denitionsbereih von
atS aus den atomaren Ausdrüken alle übrigen Ausdrüke von S erzeugt. Dies wird
in diesem Abshnitt im Einzelnen dargestellt.
Zunähst wird der Ausdruksbegri für Syntax-Basen deniert.
∗die (Klasse der) Ausdrücke von S ∗
1.5.1 DEF.–
(1) Adr ist eine Funktion auf {S | S ist eine Syntax-Basis} &
(2) ∀S(S ∈ Dom(S) ⇒ AdrS = Dom(catS)).
Als nähstes ist die induktive Struktur der Ausdruksklasse zu explizieren.
Dazu werden zunähst zwei Begrie deniert; der erste Begri besteht aus einer
Beziehung, die der Begri der passenden Folge zwishen den zweiten Projektionen
einer passenden Folge induziert, und der zweite Begri ist eine Operation, welhe
die at-Erzeugungsfunktion für die zweiten Projektionen der passenden Folgen ihres
Denitionsbereihes induziert.
1.5.2 DEF.– Für alle S, O, t: O paßt auf t in S genau dann, wenn gilt:
(1) O ∈ AdrS & catS(O) ∈ OprCAT(CatS) &
(2) t ∈ Tup=Dom(catS(O))−1(AdrS) &
& 〈(catS(O), O)〉̂〈(catS(ti), ti)〉i∈Dom(t) ist eine passende Folge über
CatS in S1.
∗das Ergebnis der Anwendung von O auf t in S ∗
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1.5.3 DEF.– Für alle S, O, t:
O S t = pr2(catEFS(〈(catS(O), O)〉̂〈(catS(ti), ti)〉i∈Dom(t))).
Nun kann der induktive Aufbau der Ausdruksklasse von S beshrieben werden;
wie vorstehend shon erwähnt, verläuft er parallel zum induktiven Aufbau von atS
(vgl. das entsprehende Theorem 1.4.3 für atS).
1.5.4 BEH.– Für alle S: wenn S eine Syntax-Basis ist, dann gilt:
(1) AtAdrS ⊆ AdrS.
(2) ∀O∀t(O paßt auf t in S ⇒ O S t ∈ AdrS).
(3) (Prinzip der Adr-Induktion)
Für alle M : wenn
(I.B.) AtAdrS ⊆ M &
(I.S.) ∀O∀t(O paßt auf t in S & {O} ∪ Ran(t) ⊆ M ⇒
⇒ O S t ∈ M),
dann ist AdrS ⊆ M .
(4) ∀a(a ∈ AdrS ⇒ (a ∈ AtAdrS or ∃O∃t(O paßt auf t in S &
& a = O S t))).
(5) (Shwahes Prinzip der Adr-Induktion)
Für alle M : wenn
(I.B.) AtAdrS ⊆ M &
(I.S.) ∀O∀t(O paßt auf t in S & {O} ∪ Ran(t) ⊆ M ∩ AdrS ⇒
⇒ O S t ∈ M),
dann ist AdrS ⊆ M .
Die at-Erzeugungsfunktion erzeugt aus den atomaren Ausdrüken einer
Syntax-Basis S alle übrigen Ausdrüke von S als zweite Projektionen ihrer Werte;
sie haben die Gestalt O S t, wobei O auf t paÿt. Dies sind die molekularen Ausdrüke
von S:
∗die (Klasse der) molekularen Ausdrücke von S ∗
1.5.5 DEF.– Für alle S: MolAdrS = {a | ∃O∃t(O paßt auf t in S
& a = O S t)}.
Wenn O auf t in S paÿt, dann ist O S t ein molekularer Ausdruk von S.
O heiÿt Operator von O S t und t heiÿt Operand von O S t:
1.5.6 DEF.– Für alle S, a, O: O ist Operator von a in S genau dann, wenn
∃t(O paßt auf t in S & a = O S t).
1.5.7 DEF.– Für alle S, a, t: t ist Operand von a in S genau dann, wenn
∃O(O paßt auf t in S & a = O S t).
Operator und Operand eines molekularen Ausdruks sind eindeutig bestimmt:
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1.5.8 BEH.– Für alle S, a: wenn S ist eine Syntax-Basis und a ∈ MolAdrS,
dann 1 O O ist Operator von a in S & 1 t t ist Operand von a in S.
Mit Theorem 1.5.8 sind die folgenden Denitionen gerehtfertigt:
∗der Operator von a in S ∗
1.5.9 DEF.– ∀S∀a∀O(oprS(a) = O gdw ((S ist eine Syntax-Basis &
& a ∈ MolAdrS & O ist Operator von a in S) or ((S ist keine Syntax-
-Basis or a /∈ MolAdrS) & O = V))).
∗der Operand von a in S ∗
1.5.10 DEF.– ∀S∀a∀t(opdS(a) = t gdw ((S ist eine Syntax-Basis
& a ∈ MolAdrS & t ist Operand von a in S) or ((S ist keine
Syntax-Basis or a /∈ MolAdrS) & t = V))).
1.6 Ausdruksarten
Gemäÿ der in Abshnitt 1.1 eingeführten Terminologie zerfällt die Klasse CAT(S0)
aller Kategorien über der Klasse der Grundkategorien S0 einer Syntax-Basis S in die
Klasse S0 der Grundkategorien  CatS  und die Klasse CAT(S0) \ S0 der Opera-
torkategorien  OprCAT(S0) . Die Klasse OprCAT(S0) zerfällt in die Klasse der
Konnektorkategorien  KonnektorCAT(S0)  und die Klasse der Binderkategorien
 BindCAT( S0) .
Im folgenden wird die vorstehende Klassikation der Kategorien einer Syntax-
Basis S übertragen auf die Klasse Adr(S0) der Ausdrüke von S.
∗die (Klasse der) Operatoren von S ∗
1.6.1 DEF.– Für alle S:
OprS = {O | O ∈ AdrS & catS(O) ∈ OprCAT(S0)}.
∗die (Klasse der) n-stelligen Operatoren von S ∗
1.6.2 DEF.– Für alle S, n: Oprn
S
= {O | O ∈ AdrS &
& n ∈ N \ {0} & catS(O) ∈ OprCAT(S0) ∩ Tup
n+1}.
∗die (Klasse der) Konnektoren von S ∗
1.6.3 DEF.– Für alle S:
KonnektorS = {O | O ∈ AdrS & catS(O) ∈ KonnektorCAT(S0)}.
∗die (Klasse der) n-stelligen Konnektoren von S ∗
1.6.4 DEF.– Für alle S, n: Konnektorn
S
= {O | O ∈ AdrS &
& n ∈ N \ {0} & catS(O) ∈ KonnektorCAT(S0) ∩ Tup
n+1}.
∗die (Klasse der) Variablenbinder von S ∗
1.6.5 DEF.– Für alle S:
VarBindS = {O | O ∈ AdrS & catS(O) ∈ BindCAT(S0)}.
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∗die (Klasse der) Variablen bindenden Operatoren von S ∗
1.6.6 DEF.– Für alle S:
VarBindOprS = {Q | ∃O∃t( O ∈ VarBindS & O paßt auf
t in S & Q = O S t)}.
∗die (Klasse der) v bindenden Operatoren von S ∗
1.6.7 DEF.– Für alle S, v:
BindOprS(v) = {Q | Q ∈ VarBindOprS & v ∈ Ran(opdS(O))}.
1.7 Teilausdrüke
Neben den Begrien der Kategorie, der Syntax-Basis, der Kategorienfunktion und
des Ausdruks sind drei weitere Begrie grundlegende Begrie einer Syntax: die Be-
grie des Teilausdruks, der in einem Ausdruk freien Variablen und der Substitution.
In diesem Abshnitt wird der Begri des Teilausdruks eingeführt.
Teilausdrüke eines Ausdruks sind alle Ausdrüke, welhe beim induktiven
Aufbau des Ausdruks in diesen eingebaut werden, entweder als atomare Ausdrüke,
oder als zweite Projektionen der Argumente der at-Erzeugungsfunktion. Dement-
sprehend wird der Begri des Teilausdruks durh Adr-Rekursion deniert:
∗die Teilausdrucksrelation ∗
1.7.1 DEF.–
(1) TAdr ist eine Funktion auf {S | S ist eine Syntax-Basis} &
(2) für alle S: wenn S ∈ Dom(TAdr), dann gilt:
(a) TAdrS ist eine Relation &
(b) ∀a∀b((a, b) ∈ TAdrS gdw (b ∈ AtAdrS & a = b) or
or ∃O∃t(O paßt auf t in S & b = O S t &
& (a = b or a ∈ TAdrS
88 ({O} ∪ Ran(t)) ) ) ).
1.8 Freie und gebundene Variable
Eine Variable heiÿt frei in einem Ausdruk, wenn sie in ihm niht im Bereih eines sie
bindenden Operators steht. Die genaue Denition dieses Begris erfolgt wiederum
durh Adr-Rekursion:
∗die Relation der in einem Ausdruck freien Variablen ∗
1.8.1 DEF.–
(1) Free ist Funktion auf {S | S ist eine Syntax-Basis} &
(2) für alle S: wenn S ∈ Dom(Free), dann gilt:
(a) FreeS ist eine Relation &
(b) ∀v∀a( (v, a) ∈ FreeS gdw ((a ∈ VarS & v = a) or
or ∃O∃t(O paßt auf t in S & a = O S t & ( [ O ∈ VarBindS & (v, O) ∈
FreeS ] or [ O /∈ VarBindS & O ∈ VarBindOprS & ((v, O) ∈ FreeS
or v ∈ (FreeS
88 Ran(t)) \ Ran(opdS(O))) ] or [ O /∈ VarBindS & O /∈
VarBindOprS & ∃x(x ∈ {O} ∪ Ran(t) & (v, x) ∈ FreeS) ] )))).
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Ein Ausdruk, der keine freie Variable enthält, heiÿt geshlossen:
∗die (Klasse der) geschlossenen Ausdrücke von S ∗
1.8.2 DEF.– Für alle S:
CAdrS = {a | a ∈ AdrS & FreeS
88 {a} = 0}.
Eine Variable heiÿt in einem Ausdruk gebunden, wenn ein diese Variable bin-
dender Operator Teilausdruk jenes Ausdruks ist:
∗die Relation der in einem Ausdruck gebundenen Variablen ∗
1.8.3 DEF.–
(1) Bound ist Funktion auf {S | S ist eine Syntax-Basis} &
(2) für alle S: wenn S ∈ Dom(S), dann gilt:
(a) BoundS ist eine Relation &
(b) ∀v∀a( (v, a) ∈ BoundS gdw v ∈ VarS & a ∈ AdrS &
∃O(O ∈ BindOprS(v) & (O, a) ∈ TAdrS)).
Bemerkung: gemäÿ der Denitionen 1.8.1 und 1.8.3 kann ein und dieselbe Variable
in einem Ausdruk zugleih frei und gebunden sein.
(Abshnitt niht weiter ausgeführt)
1.9 Substitution
Mit dem Begri der (simultanen) Substitution wird der Begri der (simultanen)
Einsetzung von Ausdrüken für Ausdüke in Ausdrüken präzisiert. Die Denition
erfolgt durh Adr-Rekursion.
∗die Funktion der simultanen Substitution ∗
1.9.1 DEF.–
(1) SSubst ist Funktion auf {S | S ist eine Syntax-Basis} &
(2) für alle S: wenn S ∈ Dom(SSubst), dann gilt:
(a) SSubstS ist eine Funktion auf {t | t ∈ Tup
=3 &
& ∃n(n ∈ N & t0 ∈ Tup
=n(AdrS) & t1 ist eine Abzählung der Länge n
in AdrS & ∀i(i ∈ n ⇒ catS(t0,i) = catS(t1,i))) &
& t2 ∈ AdrS} &
(b) für alle a, b, c, n: wenn n ∈ N & a ∈ Tup=n(AdrS) & b ist
eine Abzählung der Länge n in AdrS & ∀i(i ∈ n ⇒ catS(ai) = catS(bi)) &
c ∈ AtAdrS, dann gilt:
(i) wenn c ∈ Ran(b), dann SSubstS
8 〈a, b, c〉 = ab−1(c) &
(ii) wenn c /∈ Ran(b), dann SSubstS
8 〈a, b, c〉 = c &
(c) für alle a, b, O, t, n: wenn n ∈ N & a ∈ Tup=n(AdrS) & b ist
eine Abzählung der Länge n in AdrS & ∀i(i ∈ n ⇒ catS(ai) = catS(bi)) &
O paßt auf t in S, dann gilt:
(i) wenn O S t ∈ Ran(b), dann ist
SSubstS
8 〈a, b, O S t〉 = ab−1(OSt) &
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(ii) wenn O S t /∈ Ran(b) & O ∈ VarBindS, dann ist
SSubstS
8 〈a, b, O S t〉 = (SSubstS
8 〈a, b, O〉) S t &
(iii) wenn O S t /∈ Ran(b) & O ∈ VarBindOprS, dann gilt
∀j(j ist eine streng monotone Folge natürlicher Zahlen & Ran(j) =
= {i | i ∈ n & O /∈ BindOprS(bi)} ⇒ SSubstS
8 〈a, b, O S t〉 =
= (SSubstS
8 〈a, b, O〉) S 〈SSubstS
8 〈a ◦ j, b ◦ j, ti〉〉i∈Dom(t)) &
(iv) wenn O S t /∈ Ran(b) & O /∈ VarBindS &
& O /∈ VarBindOprS, dann ist SSubstS
8 〈a, b, O S t〉 =
= (SSubstS
8 〈a, b, O〉) S 〈SSubstS
8 〈a, b, ti〉〉i∈Dom(t).
Beshränkt man den Denitionsbereih der Funktion der simultanen Substitu-
tion auf die 3-Tupel, deren erste beiden Glieder 1-Tupel sind, erhält man das Deni-




(1) Subst ist eine Funktion auf {S | S ist eine Syntax-Basis} &
(2) für alle S: wenn S ∈ Dom(Subst), dann gilt:
(a) SubstS ist eine Funktion auf {t | t ∈ Tup
=3(AdrS) &
& t0 ∈ Tup
=1(AdrS) & t1 ∈ Tup
=1(AdrS) & catS(t0) = catS(t1)} &
& t2 ∈ AdrS &
(b) ∀a∀b∀c(a, b, c ∈ AdrS & catS(a) = catS(b) ⇒
⇒ SubstS
8 〈a, b, c〉 = SSubstS
8 〈〈a〉, 〈b〉, c〉).
Durh die Beshränkung der ersten beiden Argumentglieder der Funktion der
simultanen Substitution auf 1-Tupel ergeben sih einige Vereinfahungen im Deni-
ens dieser Funktion und damit der Substitutionsfunktion, die wiederum die Anwen-
dung der Substitutionsfunktion vereinfahen. Die Einzelheiten können dem nähsten
Theorem entnommen werden.
1.9.3 BEH.– Für alle S: wenn S eine Syntax-Basis ist, dann gilt:
(1) SubstS ist eine Funktion auf {t | t ∈ Tup
=3(AdrS) & catS(t0) =
catS(t1)} &
(2) für alle a, b, c: wenn a, b, c ∈ AdrS & catS(a) = catS(b) & c ∈
AtAdrS, dann gilt:
(a) wenn b = c, dann SubstS
8 〈a, b, c〉 = a &
(b) wenn b 6= c, dann SubstS
8 〈a, b, c〉 = c &
(3) für alle a, b, O, t: wenn a, b ∈ AdrS & catS(a) = catS(b) &
& O paßt auf t in S, dann gilt:
(a) wenn b = O S t, dann SubstS
8 〈a, b, O S t〉 = a &
(b) wenn b 6= O S t & O ∈ VarBindS, dann
SubstS
8 〈a, b, O S t〉 = (SubstS
8 〈a, b, O〉) S t &
(c) wenn b 6= O S t & O /∈ VarBindS & O ∈ BindOprS(b), dann
SubstS
8 〈a, b, O S t〉 = (SubstS
8 〈a, b, O〉) S t &
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(d) wenn b 6= O.St & O /∈ VarBindS & O /∈ BindOprS(b), dann
SubstS
8 〈a, b, O S t〉 = (SubstS
8 〈a, b, O〉) S 〈SubstS
8 〈a, b, ti〉〉i∈Dom(t).
1.10 Die Funktion des Ausdruksgrades
Mit dem Prinzip der (shwahen) Adr-Induktion steht eine Methode zur Verfügung,
Beweise nah dem induktiven Aufbau der Ausdrüke zu führen. Diese Methode kann
jedoh niht immer angewendet werden, z.B. dann niht, wenn man im Induktions-
shritt niht auf die unmittelbaren Teilausdrüke selbst eines Ausdruks zurükgrei-
fen kann, sondern auf Ausdrüke zurükgreifen muÿ, die durh Substitution aus den
unmittelbaren Teilausdrüken entstehen. Für diesen Fall wird in der nähsten De-
ntion die Funktion des Ausdruksgrades eingeführt; diese ordnet jedem Ausdruk
eindeutig und monoton eine natürlihe Zahl zu, wodurh es möglih ist, Beweise
nah dem induktiven Aufbau der Ausdrüke durh N-(Wertverlaufs)Induktion zu
führen.
∗die Funktion des Ausdrucksgrades ∗
1.10.1 DEF.– adrgrad ist Funktion auf {S | S ist eine Syntax-Basis} &
∀S(S ∈ Dom(adrgrad) ⇒
⇒ adrgradS ist Funktion auf AdrS &
& ∀a(a ∈ AtAdrS ⇒ adrgradS(a) = 0) &
& ∀O∀t(O paßt auf t über S ⇒
⇒ adrgradS(O S t) = 1 + adrgradS(O) +
∑
i∈Dom(t) adrgradS(ti)))
Es folgen einige Theoreme, welhe nützlihe Eigenshaften der Funktion des
Ausdruksgrades beshreiben.
1.10.2 BEH.– Für alle S: wenn S ist eine Syntax-Basis, dann gilt ∀O∀t∀x(O
paßt auf t über S & x ∈ {O} ∪ Ran(t) ⇒ adrgradS(x) <N adrgradS(OSt)).
∗Monotonie der Funktion des Ausdrucksgrades ∗
1.10.3 BEH.– Für alle S: wenn S ist eine Syntax-Basis, dann gilt ∀a∀b(a, b ∈
AdrS & (a, b) ∈ TAdrS ⇒ adrgradS(a) 6N adrgradS(b)).
1.10.4 BEH.– Für alle S: wenn S ist eine Syntax-Basis, dann gilt
∀a∀b∀c∀v(a, b, c ∈ AdrS & v ∈ VarS & catS(a) = catS(v) =
catS(b) & adrgradS(a) = adrgradS(b) ⇒ adrgradS(SubstS
8 〈a, v, c〉) =
adrgradS(SubstS
8 〈b, v, c〉)).
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2 Logik
Erweitert man eine Syntax-Basis um Bestimmungen, die es erlauben, einen Folge-
rungsbegri zu denieren, erhält man eine Logik-Basis. Im folgenden werden nur
solhe Bestimmungen verwendet, die es erlauben, einen Folgerungsbegri induktiv
zu denieren und zwar als eine Relation zwishen Klassen von Formeln und Formeln.
Ist F ein so denierter Folgerungsbegri und ist (X, A) ∈ F , dann heiÿt (X, A)
ein Folgerungszusammenhang bzgl. F , X dessen Prämissenklasse und A dessen
Konklusion.
2.1 Logik-Basen
Zur Formulierung des Begris der Logik-Basis werden einige Begrie eingeführt: die
Begrie der Formel und der geshlossenen Formel und der Begri der Herleitungs-
relation.
Formeln werden als Ausdrüke einer Syntax-Basis deniert, deren Kategorie
eine Grundkategorie der Syntax-Basis ist. Diese ist frei wählbar. In der folgenden
Denition wird die natürlihe Zahl 0 als Kategorie von Formeln verwendet. (In der
hier benutzten mengentheoretishen Metasprahe ist dies die leere Menge.)
∗die (Klasse der) Formeln von S ∗
2.1.1 DEF.– Für alle S: FmlS = {A | A ∈AdrS & catS(A) = 0}.
Formeln, die keine Variablen frei enthalten, heiÿen geshlossene Formeln:
∗die (Klasse der) geschlossenen Formeln von S ∗
2.1.2 DEF.– Für alle S: CFmlS =FmlS ∩ CAdrS.
Gemäÿ Bedingung (3) der Denition 1.3.1 auf Seite 5 des Begris der Syn-
tax-Basis gibt es zu jeder Variablenkategorie abzählbar unendlih viele Variablen
dieser Kategorie und gemäÿ Bedingung (4) gibt es zu jeder Parameterkategorie ab-
zählbar unendlih viele Parameter dieser Kategorie. Gemäÿ der Denition 1.2.1 auf
Seite 5 werden die Variablen zur Bildung Variablen bindender Operatoren verwen-
det. Bezüglih der Formeln, die als Prämissen und Konklusionen in Folgerungsbe-
ziehungen verwendet werden, kann man nun entweder Formeln mit freien Variablen
verwenden, oder Formeln, die an Stelle der freien Variablen Parameter enthalten.
Die zweite Option erfordert zwar einen geringfügig höheren syntaktishen Aufwand,
hat aber den Vorteil, daÿ das Problem der Variablenkonfusion beim Substituieren
fast gänzlih vermieden wird. Daher wird im folgenden nur noh die zweite Option
verfolgt. Dies hat zur Folge, daÿ in Folgerungszusammenhängen nur geshlossene
Formeln verwendet werden; geshlossene Formeln können ja Parameter enthalten,
aber keine freien Variablen. Diese Taktik erfordert allerdings, daÿ jede Variablenka-
tegorie auh eine Parameterkategorie ist. Dies wird in der Denition des Begris der
Logik-Basis festgeshrieben werden.
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Wie eingangs shon angedeutet, soll der jeweilige Folgerungsbegri einer Logik-
Basis induktiv deniert werden. Dazu werden Anfangselemente und Erzeugungsrela-
tionen für den zu denierenden Folgerungsbegri benötigt. Da der Folgerungsbegri
als eine Relation zwishen Klassen von Formeln und Formeln deniert werden soll,
müssen die Anfangselemente geordnete Paare aus Klassen von Formeln und Formeln
sein, und die Erzeugungsrelationen müssen einer Folge von geordneten Paaren aus
Klassen von Formeln und Formeln wiederum ein solhes geordnetes Paar zuordnen.
Dabei werden als Formeln nur geshlossene Formeln verwendet.
Als Anfangselemente (Induktionsbasis) des jeweils zu denierenden Folgerungs-
begris werden geordnete Paare (0, A) mit A ∈ CFmlS verwendet werden. In der
Denition des Begris der Logik-Basis wird deshalb festgelegt werden, daÿ eine
Logik-Basis eine Klasse von geshlossenen Formeln enthalten soll, welhe als zweite
Projektionen der Anfangselemente verwendet werden können.
Als Erzeugungsrelationen des zu denierenden Folgerungsbegris werden Her-
leitungsrelationen im Sinn der folgenden Denition verwendet werden:
2.1.3 DEF.– Für alle S, R: R ist eine Herleitungsrelation fürS genau dann,
wenn R ⊆ ( (Pot(CFmlS) × CFmlS) × Tup
>0(Pot(CFmlS) × CFmlS) ).
Mit der nähsten Denition wird noh ein Spezialfall des Begris der Herlei-
tungsrelation eingeführt:
2.1.4 DEF.– Für alle S, R: R ist eine Herleitungsrelation mit endlicher
Prämissenverrechnung für S genau dann, wenn gilt:
R ist eine Herleitungsrelation für S & ∀p∀t ( (p, t) ∈ R &
& ∀i(i ∈ Dom(t) ⇒ pr1(ti) endl⊆ CFmlS) ⇒ pr1(p) endl⊆ CFmlS).
Nun kann der Begri der Logik-Basis und anshlieÿend der Folgerungsbegri
einer Logik-Basis deniert werden.
2.1.5 DEF.– Für alle S: S ist eine Logik-Basis genau dann, wenn gilt:
(1) S ist eine Syntax-Basis & S ∈ Tup>7 &
(2) 0 ∈ CatS &
(3) Var-CatS ⊆ Par-CatS &
(4) S5 ⊆ CFmlS &
(5) S6 ⊆ {R | R ist eine Herleitungsrelation für S}.
Für Logik-Basen werden noh zwei Bezeihnungen eingeführt:
∗die (Klasse der) Bedeutungspostulate von S ∗
2.1.6 DEF.– Für alle S: MeanPostS = S5.
∗die (Klasse der) Herleitungsrelationen von S ∗
2.1.7 DEF.– Für alle S: HRS = S6.
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Bedeutungspostulate werden übliherweise als Axiome bezeihnet. Da ih die-
se Bezeihnung aber im Zusammenhang mit Theorien in einer anderen Bedeutung
verwende, bin ih auf den alten Carnapshen Begri des Bedeutungspostulats aus-
gewihen, zumal dieser auh inhaltlih meinen Vorstellungen entspriht. Ein Beispiel:
in der Beshreibung einer mengentheoretishen Sprahe wird man als Bedeutungspo-
stulate (z.B. für die Elementshaftskonstante) eine Klasse von mengentheoretishen
Axiomen wählen (ih nenne diese natürlih mengentheoretishe Bedeutungspostula-
te).
Die nähste Denition enthält in Bedingung (2) die Induktivdenition des
Folgerungsbegris einer Logik-Basis:
∗der Folgerungsbegriff von S ∗
2.1.8 DEF.–
(1) F ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) ∀S(S ∈ Dom(F) ⇒
⇒ FS = {q | ∀M({0}× MeanPostS ⊆ M &
∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R & Ran(t) ⊆ M ⇒ p ∈ M)) ⇒
⇒ q ∈ M)}.
Aufgrund dieser Denition gilt gemäÿ der Theorie der Induktivdenitionen:
2.1.9 BEH.– Für alle S: wenn S eine Logik-Basis ist, dann gilt:
(1) {0}×MeanPostS ⊆ FS.
(2) ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R & Ran(t) ⊆ FS ⇒
⇒ p ∈ FS)).
(3) (Prinzip der F-Induktion)
Für alle M : wenn
(I.B.) {0}× MeanPostS ⊆ M &
(I.S.) ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R & Ran(t) ⊆ M ⇒
⇒ p ∈ M)),
dann ist FS ⊆ M .
(4) ∀p(p ∈ FS ⇒ p ∈ {0}× MeanPostS or ∃R(R ∈ HRS &
& ∃t((p, t) ∈ R & Ran(t) ⊆ FS))).
(5) (Schwaches Prinzip der F-Induktion)
Für alle M : wenn
(I.B.) {0}× MeanPostS ⊆ M &
(I.S.) ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R & Ran(t) ⊆ M ∩ FS ⇒
⇒ p ∈ M)),
dann ist FS ⊆ M .
Ferner gilt:
2.1.10 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann gilt:
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(1) (Typisierung von FS)
FS ⊆ Pot(CFmlS)×CFmlS, d.h. FS ist eine Relation zwischen Klassen von
geschlossenen Formeln und geschlossenen Formeln von S.
(2) (Endlichkeit von FS)
Wenn ∀R ( R ∈ HRS ⇒ R ist Herleitungsrelation mit endlicher Prä-
missenverrechnung für S), dann ∀p(p ∈ FS ⇒ pr1(p) endl⊆ CFmlS).
Folgerungszusammenhänge (logishe Implikationen) und logishe Äquivalen-
zen können auf die üblihe Weise mit Hilfe des Fregezeihens ausgedrükt wer-
den:
2.1.11 DEF.– Für alle F , X, A: X ⊢F A gdw (X, A) ∈ F .
2.1.12 DEF.– Für alle F , A, B: A ⊣⊢F B gdw {A} ⊢F B &
& {B} ⊢F A.
Die geshlossenen Formeln, welhe mit dem Folgerungsbegri einer Logik-
Basis aus der leeren Prämissenmenge folgen, werden übliherweise Theoreme ge-
nannt. Da ih diese Bezeihnung aber im Zusammenhang mit Theorien in einer
anderen Bedeutung verwende, nenne ih Formeln, die mit dem Folgerungsbegri
einer Logik-Basis aus der leeren Menge folgen, analytish-wahr.
∗die (Klasse der) analytisch-wahren Formeln der Logik-Basis S ∗
2.1.13 DEF.– Für alle S: A-TrueS = {A | 0 ⊢FS A}.
Bedeutungspostulate sind analytish-wahr:
2.1.14 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann MeanPostS ⊆
A-TrueS.
2.2 Herleitungen
Der Folgerungsbegri einer Logik-Basis S ist eine induktiv strukturierte Klasse von
geordneten Paaren, deren erste Projektion eine Klasse von geshlossen Formeln und
deren zweite Projektion eine geshlossene Formel von S ist. Der Nahweis, daÿ
ein solhes geordnetes Paar Element des Folgerungsbegris ist, wird in der Regel
dadurh geführt, daÿ man ausgehend von gewissen Anfangselementen durh An-
wendung von Herleitungsrelationen das fraglihe geordnete Paar erzeugt. Eine sol-
he Erzeugung kann man darstellen als eine endlihe Folge, deren Glieder entweder
Anfangselemente sind oder aus früheren Gliedern der Folge durh Anwendung ei-
ner Herleitungsrelation gewonnen werden, und die das fraglihe geordnete Paar als
(letztes) Glied enthält. Eine solhe Erzeugung wird Herleitung genannt.
2.2.1 DEF.– Für alle S, H, p: H ist eine Herleitung für p über S genau
dann, wenn gilt:
(1) S ist eine Logik-Basis &
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(2) H ist eine endliche Folge & H 6= 0 & ∀i ( i ∈ Dom(H) ⇒ (Hi ∈
({0} × MeanPostS) or ∃R∃j ( R ∈ HRS & j ∈ Tup
>0(i) &
& (Hi, 〈Hjk〉k∈Dom(j)) ∈ R))) &
(3) p = HDom(H)−1.
2.2.2 DEF.– Für alle S, H: H ist eine Herleitung über S gdw ∃p H ist
eine Herleitung für p über S.
2.2.3 DEF.– Für alle S, p: p ist herleitbar über S gdw ∃H H ist eine
Herleitung für p über S.
Der Herleitbarkeitsbegri ist mit dem Folgerungsbegri identish:
2.2.4 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann FS = {p |
p ist herleitbar über S}.
2.3 Zulässige Herleitungen
Im allgemeinen wird man sih bemühen, die Klasse der Herleitungsrelationen ei-
ner Logik-Basis so zu denieren, daÿ keine der Herleitungsrelationen überüssig ist,
d.h. daÿ sie Folgerungszusammenhänge erzeugt, die shon durh die übrigen Her-
leitungsrelationen erzeugt werden. Nahdem die Klasse der Herleitungsrelationen
einer Logik-Basis aber erst einmal festgelegt ist, können überüssige Herleitungs-
relationen sehr nützlih sein, da sie die Herleitung von Folgerungszusammenhängen
abkürzen können. Solhe Herleitungsrelationen heiÿen zulässige Herleitungsrelatio-
nen. Um den Begri der zuläÿigen Herleitungsrelation bequem denieren zu können,
wird zuvor der Begri der Erweiterung einer Logik-Basis um eine Herleitungsrelation
deniert:
∗die Extension von S um die Herleitungsrelation R ∗
2.3.1 DEF.– Für alle S, R:
ExtHR(S, R) = (S \ {(HRS, 6)}) ∪ {(HRS ∪ {R}, 6)}.
2.3.2 BEH.– Für alle S, R: wenn S ist eine Logik-Basis & R ist eine
Herleitungsrelation für S, dann gilt:
(1) ExtHR(S, R) ist eine Logik-Basis & Dom(ExtHR(S, R)) =
= Dom(S) &
(2) HRExtHR(S, R) = HRS ∪ {R} &
(3) ∀i(i ∈ Dom(S) \ {6} ⇒ ExtHR(S, R)i = Si) &
(4) FS ⊆ FExtHR(S, R).
2.3.3 DEF.– Für alle S, R: R ist eine zulässige Herleitungsrelation für S
genau dann, wenn gilt:
(1) S ist eine Logik-Basis &
(2) R ist eine Herleitungsrelation für S &
(3) FExtHR(S, R) ⊆ FS.
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∗die (Klasse der) zulässigen Herleitungsrelationen für S ∗
2.3.4 DEF.– Für alle S: ZulHRS = {R | R ist eine Herleitungsrelation für
S & FExtHR(S, R) ⊆ FS}.
Das folgende Theorem formuliert eine andere Charakterisierung des Begris
der zulässigen Herleitungsrelation:
2.3.5 BEH.– Für alle S, R: wenn S ist eine Logik-Basis & R ist eine
Herleitungsrelation für S, dann R ist eine zulässige Herleitungsrelation für
S gdw ∀p∀t((p, t) ∈ R & Ran(t) ⊆ FS ⇒ p ∈ FS)}.
Jede Herleitungsrelation einer Logik-Basis ist eine zulässige Herleitungsrelation
für diese Logik-Basis:
2.3.6 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann gilt ∀R(R ∈
HRS ⇒ R ist zulässige Herleitungsrelation für S).
In Herleitungen gemäÿ Denition 2.2.1 können als Anfangselemente nur geord-
nete Paare (0, A) verwendet werden, in welhen A ∈ MeanPostS ; ferner können als
Erzeugungsrelationen nur Elemente von HRS verwendet werden. Durh Verwendung
analytish-wahrer Formeln in den Anfangselementen und zulässiger Herleitungsrela-
tionen als Erzeugungsrelationen können Herleitungen verkürzt werden:
2.3.7 DEF.– Für alle S, H, p: H ist eine zulässige Herleitung für p über S
genau dann, wenn gilt:
(1) S ist eine Logik-Basis &
(2) H ist eine endliche Folge & H 6= 0 & ∀i ( i ∈ Dom(H) ⇒
(Hi ∈ ({0} × A-TrueS) or ∃R∃j ( R ∈ ZulHRS & j ∈ Tup
>0(i) &
(Hi, 〈Hjk〉k∈Dom(j)) ∈ R) &
(3) p = HDom(H)−1.
2.3.8 DEF.– Für alle S, H: H ist eine zulässige Herleitung über S gdw
∃p H ist eine zulässige Herleitung für p über S.
2.3.9 DEF.– Für alle S, p: p ist zulässig herleitbar über S gdw ∃H H ist
eine zulässige Herleitung für p über S.
Jede Herleitung ist eine zulässige Herleitung:
2.3.10 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann gilt ∀H∀p(H
ist eine Herleitung für p über S ⇒ H ist eine zulässige Herleitung für p
über S).
Und umgekehrt gibt es zu jeder zulässigen Herleitung eine Herleitung für denselben
Folgerungszusammenhang:
2.3.11 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann gilt ∀H∀p(H
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ist eine zulässige Herleitung für p über S ⇒ ∃H ′ H ′ ist eine Herleitung für
p über S).
Und es folgt
2.3.12 BEH.– Für alle S : wenn S ist eine Logik-Basis, dann FS = {p |
p ist zulässig herleitbar über S}.
2.4 Pragmatisierte Herleitungen
Eine Herleitung gemäÿ Denition 2.2.1 ist eine Folge von geordneten Paaren, deren
erste Projektion eine Klasse von geshlossenen Formeln und deren zweite Projektion
eine geshlossene Formel ist. Nah einem anderen Vorverständnis des Begris der
Herleitung (des Beweises, der Ableitung) ist eine Herleitung eine Folge von Spreh-
akten, die z.B. darin bestehen können, eine Shluÿfolgerung zu ziehen oder eine
Annahme zu mahen. Solhe Sprehakte können darin bestehen, geeignete Sätze zu
äuÿern. Z.B. kann man eine Annahme dadurh mahen, daÿ man einen Annahmesatz
äuÿert, und man kann eine Folgerung dadurh ziehen, daÿ man einen Folgerungssatz
äuÿert. Nah diesem Ansatz entspriht einer Folge von Sprehhandlungen eindeutig
eine Folge von Sätzen. Dadurh ist es möglih, die logishen Eigenshaften einer
Herleitung im Sinn einer Folge von Sprehakten an der entsprehenden Folge von
Sätzen festzumahen. Eine solhe Folge von Sätzen heiÿe pragmatisierte Herleitung.
Für die Denition des Begris der pragmatisierten Herleitung werden zwei neue
Begrie benötigt:
2.4.1 DEF.– Für alle S, R: R ist prämissenkonservative Herleitungsrelation
für S genau dann, wenn gilt:
(1) S ist eine Logik-Basis &
(2) R ist eine Herleitungsrelation für S &
(3) ∀p∀t((p, t) ∈ R ⇒ t 6= 0 & pr1(p) ⊆
⋃
({pr1(tj)}j∈Dom(t))).
∗die Herleitungsrelation der Reflexivität des Folgerungsbegriffs für S ∗
2.4.2 DEF.– Für alle S: ReflFolgS = {q | ∃B(B ∈ CFmlS & q =
( ({B}, B), 0 )}.
Nahtrag zur Metasprahe NBGU
∗die (Klasse der) endlichen Teilklassen von A ∗
2.4.3 DEF.– Für alle A: ePot(A) = {e | e endl⊆ A}.
∗das Tupelprodukt von A, B ∗
2.4.4 DEF.– Für alle A, B: (A⊗B) = {t | t ∈ Tup=2 & t0 ∈ A & t1 ∈ B}.
2.4.5 DEF.– Für alle a : a. = {a}.
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2.4.6 DEF.– Für alle a, b: a, b. = {a, b}.
2.4.7 DEF.– Für alle a, b, c: a, b, c. = {a, b} ∪ {c}.
2.4.8 DEF.– Für alle a, b, c, d: a, b, c, d. = a, b, c. ∪ {d}.
Und so weiter.
Ende Nahtrag
Eine Logik-Basis für pragmatisierte Herleitungen entsteht aus einer Logik-
Basis durh Hinzufügung von Performatoren, die in Sätzen als Anzeiger der Art
des Sprehakts dienen, der mit der Äuÿerung des Satzes vollzogen wird. Es werden
drei Performatoren bereitgestellt: ein Annahmeperformator, ein Folgerungsperfor-
mator und ein Anziehungsperformator. Weitere Performatoren könnten hinzugefügt
werden, z.B. ein Behauptungsperformator oder ein Frageperformator. Ferner soll
jede Herleitungsrelation entweder die Herleitungsrelation der Reexivität des Folge-
rungsbegris oder eine prämissenkonservative Herleitungsrelation sein.
2.4.9 DEF.– Für alle S: S ist eine Logik-Basis für pragmatisierte Herlei-
tungen genau dann, wenn gilt:
(1) S ist eine Logik-Basis & S ∈ Tup>8 &
(2) S7 ist eine eineindeutige Funktion auf {0, 1, 2} &
(a) S7, 0 ist eine eineindeutige Funktion auf CFmlS &
(b) S7, 1 ist eine eineindeutige Funktion auf (N ⊗ CFmlS) &
(c) S7, 2 ist eine eineindeutige Funktion auf (ePot(N) ⊗ CFmlS) &
(3) ∀i∀j(i, j ∈ {0, 1, 2} & i 6= j ⇒ Ran(S7, i) ∩ Ran(S7, j) = 0) &
(4) ∀i(i ∈ {0, 1, 2} ⇒ Ran(S7, i) ∩ AdrS = 0) &
(5) ∀R(R ∈ HRS ⇒ R = ReflFolgS oder R ist prämissenkonservative
Herleitungsrelation für S).
2.4.10 DEF.– Für alle S: der Anziehungsperformator von S = S7, 0.
2.4.11 DEF.– Für alle S: der Annahmeperformator von S = S7, 1.
2.4.12 DEF.– Für alle S: der Folgerungsperformator von S = S7, 2.
Nah dieser Konstruktion sind die drei Performatoren einer Logik-Basis für pragma-
tisierte Herleitungen keine Ausdrüke, sondern metatheoretishe Funktionen, welhe
einer Formel, bzw. einer natürlihen Zahl und einer Formel, bzw. einer endlihen Teil-
menge der natürliher Zahlen und einer Formel ein Gebilde eineindeutig zuordnen,
von dem nur bekannt ist, daÿ die jeweiligen Argumente des jeweiligen Performators
an ihm (dem Gebilde) eindeutig identizierbar sind.
In den folgenden Denitionen werden weitere Bezeihnungen eingeführt.
∗der Anziehungssatz für B von S ∗
2.4.13 DEF.– Für alle S, B: SE B = S7, 0(B).
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2.4.14 DEF.– Für alle S, a, B: a ist der Anziehungssatzs für B von S gdw
a = SE B.
2.4.15 DEF.– Für alle S, a: a ist ein Anziehungssatz von S gdw ∃B(B ∈
CFmlS & a =
S
E B).
∗der Annahmesatz für B mit Index i von S ∗
2.4.16 DEF.– Für alle S, B, i: SAi B = S7, 1(〈i, B〉).
2.4.17 DEF.– Für alle S, a, B: a ist ein Annahmesatz für B von S gdw
B ∈ CFmlS & ∃i(i ∈ N & a =
S
Ai B).
2.4.18 DEF.– Für alle S, a, i: a ist ein Annahmesatz mit Index i von S gdw
i ∈ N & ∃B(B ∈ CFmlS & a =
S
Ai B).
2.4.19 DEF.– Für alle S, a: a ist ein Annahmesatz von S gdw ∃B∃i(B ∈
CFmlS & i ∈ N & a =
S
Ai B).
∗der Folgerungssatz für B mit Indexklasse e von S ∗
2.4.20 DEF.– Für alle S, B, e: SFe B = S7, 2(〈e, B〉).
2.4.21 DEF.– Für alle S, a, B: a ist ein Folgerungssatz für B von S gdw
B ∈ CFmlS & ∃e(e ∈ ePot(N) & a =
S
Fe B).
2.4.22 DEF.– Für alle S, a, e: a ist ein Folgerungssatz mit Indexklasse e
von S gdw e ∈ ePot(N) & ∃B(B ∈ CFmlS & a =
S
Fe B).
2.4.23 DEF.– Für alle S, a: a ist ein Folgerungssatz von S gdw ∃B∃e(B ∈
CFmlS & e ∈ ePot(N) & a =
S
Fe B).
2.4.24 DEF.– Für alle S, a, B: a ist ein Satz für B von S gdw a ist ein
Anziehungssatz für B von S oder a ist ein Annahmesatz für B von S oder
a ist ein Folgerungssatz für B von S.
2.4.25 DEF.– Für alle S, a: a ist ein Satz von S gdw a ist ein Anziehungssatz
von S oder a ist ein Annahmesatz von S oder a ist ein Folgerungssatz von
S.
Das folgende Theorem expliziert den Begri der Herleitung für Logik-Basen
für pragmatisierte Herleitungen:
2.4.26 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte
Herleitungen, dann gilt ∀H(H ist eine Herleitung über S gdw H ist eine
endliche Folge & H 6= 0 & ∀i(i ∈ Dom(H) ⇒
⇒ Hi ∈ ({0} × MeanPostS) or (ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS &
Hi = ({B}, B))) or ∃R∃j(R ist prämissenkonservative Herleitungsrelation
für S & R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
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Jede Herleitungsrelation einer Logik-Basis S für pragmatisierte Herleitungen
ist entweder die Relation ReFolgS oder eine prämissenkonservative Herleitungs-
relation. Dadurh wird erzwungen, daÿ es zu jeder Formel B, welhe in der ersten
Projektion eines Gliedes einer Herleitung H über einer Logik-Basis für pragmatisierte
Herleitungen Element ist, ein Glied von H der Gestalt ({B},B) gibt. Diese Tatsahe
wird in den beiden nähsten Theoremen präzisiert:
2.4.27 BEH.– Für alle S, H, i: wenn
(1) S ist eine Logik-Basis für pragmatisierte Herleitungen &
(2) H ist eine Herleitung über S &
(3) i ∈ Dom(H) &
dann ∀C(C ∈ pr1(Hi) ⇒ ∃l(l 6N i & Hl = ({C}, C))).
2.4.28 BEH.– Für alle S, H, R, i, j: Wenn
(1) S ist eine Logik-Basis für pragmatisierte Herleitungen &
(2) H ist eine Herleitung über S &
(3) R ist eine prämissenkonservative Herleitungsrelation für S & R ∈
HRS & i ∈ Dom(H) & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R,
dann gilt ∀C(C ∈ pr1(Hi) ⇒ ∃l(l <N i & Hl = ({C}, C))).
Eine pragmatisierte Herleitung über einer Logik-Basis S für pragmatisierte
Herleitungen ist eine endlihe Folge von Sätzen von S, die mit den Herleitungsrela-
tionen von S konform ist; was dies heiÿen soll, wird in Denition 2.4.30 präzisiert.
Zuvor wird ein Hilfsbegri für pragmatisierte Herleitungen deniert:
2.4.29 DEF.– Für alle S, H, i, X: X ist die Klasse der Annahmeformeln
des Gliedes i in H über S genau dann, wenn gilt:
(1) H ist eine endliche Folge von Sätzen von S & i ∈ Dom(H) &
(2) Hi ist Anziehungssatz von S & X = 0 oder
oder ∃B(Hi ist Annahmesatz für B von S & X = {B}) oder
oder ∃e(Hi ist Folgerungssatz mit der Indexklasse e von S & X =
{D | D ∈ CFmlS & ∃j(j ∈ e &
S
Aj D ∈ Ran(H⌈ i))}).
Es folgt die Denition des Begris der pragmatisierten Herleitung:
2.4.30 DEF.– Für alle S, H, A, X: H ist eine pragmatisierte Herleitung für
A in Abhängigkeit von X über S genau dann, wenn gilt:
(1) S ist eine Logik-Basis für pragmatisierte Herleitungen &
(2) H ist eine endliche Folge & H 6= 0 &
(3) für alle i: wenn i ∈ Dom(H), dann gilt:
∃B(B ∈ MeanPostS & Hi =
S
E B) oder
oder ReflFolgS ∈ HRS & ∃B∃n(B ∈ CFmlS & n ∈ N & Hi =
S
An B & ∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H) & Hj =
S
Am C & j 6= i & C 6= B ⇒ m 6= n)) oder
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oder ∃B∃e(B ∈ CFmlS & e ∈ ePot(N) & Hi =
S
Fe B &
∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S &
R ∈ HRS & j ∈ Tup
>0(i) & Z ist die Klasse der Annahmeformeln des
Gliedes i in H über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk
ist die Klasse der Annahmeformeln des Gliedes jk in H über S) & C ∈
Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ Hjk ist ein Satz für Ck von
S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)) &
(4) HDom(H)−1 ist ein Satz für A von S & X ist die Klasse der
Annahmeformeln für das Glied Dom(H) − 1 in H über S.
2.4.31 DEF.– Für alle S, H: H ist eine pragmatisierte Herleitung über S
genau dann, wenn gilt: ∃A∃X H ist eine pragmatisierte Herleitung für A
in Abhängigkeit von X über S.
2.4.32 DEF.– Für alle S, A, X: A ist pragmatisiert herleitbar in Abhängig-
keit von X über S gdw ∃HH ist eine pragmatisierte Herleitung für A in
Abhängigkeit von X über S.
Das nähste Theorem besagt, daÿ es zu jeder Herleitung eine entsprehende
pragmatisierte Herleitung gibt:
2.4.33 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte
Herleitungen, dann gilt ∀H∀X∀A(H ist eine Herleitung für (X, A) über
S ⇒ ∃H ′ H ′ ist pragmatisierte Herleitung für A in Abhängigkeit von X
über S).
Und umgekehrt gibt es zu jeder pragmatisierten Herleitung eine entsprehende Her-
leitung:
2.4.34 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte
Herleitungen, dann gilt ∀H∀X∀A(H ist pragmatisierte Herleitung für A in
Abhängigkeit von X über S ⇒ ∃H ′ H ′ ist Herleitung für (X, A) über S).
Und es folgt:
2.4.35 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte
Herleitungen, dann ist FS = {p | ∃X∃A(A ist pragmatisiert herleitbar in
Abhängigkeit von X über S & p = (X, A))}.
2.5 Zulässige pragmatisierte Herleitungen
Ebenso, wie man zu einer Herleitung eine pragmatisierte Herleitung konstruieren
kann, kann man zu einer zulässigen Herleitung eine zulässige pragmatisierte Herlei-
tung konstruieren. Der Untershied besteht nur darin, daÿ niht nur Bedeutungspo-
stulate angezogen werden dürfen, sondern alle analytish-wahren Formeln, und daÿ
Formeln niht nur mit Herleitungsrelationen der zugrunde liegenden Logik-Basis,
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sondern mit beliebigen zulässigen und prämissenkonservativen Herleitungsrelationen
gefolgert werden dürfen.
2.5.1 DEF.– Für alle S, H, A, X: H ist eine zulässige pragmatisierte Her-
leitung für A in Abhängigkeit von X über S genau dann, wenn gilt:
(1) S ist eine Logik-Basis für pragmatisierte Herleitungen &
(2) H ist eine endliche Folge & H 6= 0 &
(3) für alle i: wenn i ∈ Dom(H), dann gilt:
∃B(B ∈ A-TrueS & Hi =
S
E B) oder
oder ReflFolgS ∈ HRS & ∃B∃n(B ∈ CFmlS & n ∈ N & Hi =
S
An B & ∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H) & Hj =
S
Am C & j 6= i & C 6= B ⇒ m 6= n)) oder
oder ∃B∃e(B ∈ CFmlS & e ∈ ePot(N) & Hi =
S
Fe B &
∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S &
R ∈ ZulHRS & j ∈ Tup
>0(i) & Z ist die Klasse der Annahmeformeln
des Gliedes i in H über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk
ist die Klasse der Annahmeformeln des Gliedes jk in H über S) & C ∈
Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ Hjk ist ein Satz für Ck von
S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)) &
(4) HDom(H)−1 ist ein Satz für A von S & X ist die Klasse der
Annahmeformeln für das Glied Dom(H) − 1 in H über S.
2.5.2 DEF.– Für alle S, H: H ist eine zulässige pragmatisierte Herleitung
über S gdw ∃A∃XH ist eine zulässige pragmatisierte Herleitung für A in
Abhängigkeit von X über S
2.5.3 DEF.– Für alle S, A, X: A ist zulässig pragmatisiert herleitbar in
Abhängigkeit von X über S gdw ∃HH ist eine zulässige pragmatisierte
Herleitung für A in Abhängigkeit von X über S.
Jede pragmatisierte Herleitung ist eine zulässige pragmatisierte Herleitung:
2.5.4 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte Her-
leitungen, dann gilt ∀H∀X∀A(H ist eine pragmatisierte Herleitung für A
in Abhängigkeit von X über S ⇒ H ist zulässige pragmatisierte Herleitung
für A in Abhängigkeit von X über S).
Und umgekehrt gibt es zu jeder zulässigen pragmatisierten Herleitung eine entspre-
hende pragmatisierte Herleitung:
2.5.5 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte Her-
leitungen, dann gilt ∀H∀X∀A(H ist zulässige pragmatisierte Herleitung für
A in Abhängigkeit von X über S ⇒ ∃H ′ H ′ ist pragmatisierte Herleitung
für A in Abhängigkeit von X über S).
Und es folgt:
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2.5.6 BEH.– Für alle S: wenn S ist eine Logik-Basis für pragmatisierte Her-
leitungen, dann ist FS = {p | ∃X∃A(A ist zulässig pragmatisiert herleitbar
in Abhängigkeit von X über S & p = (X, A))}.
2.6 Substituivität
Dieser Abshnitt behandelt die Frage, unter welhen Bedingungen ein Ausdruk
durh einen anderen Ausdruk in einem dritten Ausdruk salva veritate ersetzt wer-
den kann. Etwas genauer: unter welhen Bedingungen aus einer Gleihheitsaussage
für zwei Ausdrüke a, b eine Gleihheitsaussage für zwei Ausdrüke logish folgt,
welhe dadurh auseinander hervorgehen, daÿ a an einer oder mehreren Stellen durh
b ersetzt wird, d.h. unter welhen Bedingungen für eine Logik-Basis S gilt:
{E0 S 〈a, b〉} ⊢FS E1 S 〈SubstS
8 〈a, v, 〉, SubstS
8 〈b, v, 〉〉.
(Dabei drüken E0, E1 die beiden Gleihheiten aus und v ist eine Variable von S.)
Wenn die vorstehende Folgerungsbeziehung für beliebige a, b gilt, dann sagen wir,
daÿ der Ausdruk  für die Variable v bzgl. der Gleihheiten E0, E1 die Bedingung
der Substituivität erfüllt.
Um nun hinreihende Bedingungen dafür formulieren zu können, daÿ ein Aus-
druk die Bedingung der Substituivität erfüllt, werden einige Begrie eingeführt. Die
erste Denition präzisiert den Begri der Substituivität:
2.6.1 DEF.– Für alle S, c, v, E0, E1: c erfüllt für v die Substituivitätsbedin-
gung bzgl. E0, E1 über S genau dann, wenn gilt:
(1) c ∈ AdrS & v ∈ VarS &
(2) E0 ∈ CAdrS & catS(E0) = 〈0, catS(v), catS(v)〉 &
(3) E1 ∈ CAdrS & catS(E1) = 〈0, catS(c), catS(c)〉 &
(4) ∀a∀b(a, b ∈ CAdrS & catS(a) = catS(v) = catS(b) ⇒
⇒ ∀w∀p(w ist Abzählung von (FreeS
88 {c}) \ {v} &
& p ist Abzählung der Länge Dom(w) in ParS \ (TAdrS
88 {a, b, c}) &
& ∀k(k ∈ Dom(w) ⇒ catS(wk) = catS(pk)) ⇒
⇒ {E0 S 〈a, b〉} ⊢FS E1 S 〈SubstS
8 〈a, v, SSubstS
8 〈p, w, c〉〉,
SubstS
8 〈b, v, SSubstS
8 〈p, w, c〉〉〉)).
Bedingung (4) im Deniens der vorstehenden Denition trägt der Tatsahe Reh-
nung, daÿ einerseits im Ausdruk c Variablen frei vorkommen können, andererseits
der Folgerungsbegri FS nur auf geshlossene Formeln angewendet werden kann.
Enthält der Ausdruk c auÿer v keine andere freie Variable, dann kann Bedingung
(4) wesentlih einfaher formuliert werden, wie das nähste Theorem zeigt:
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2.6.2 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann gilt für alle c, v,
E0, E1: wenn
(1) c ∈ AdrS & v ∈ VarS & FreeS
88 {c} ⊆ {v} &
(2) E0 ∈ CAdrS & catS(E0) = 〈0, catS(v), catS(v)〉 &
(3) E1 ∈ CAdrS & catS(E1) = 〈0, catS(c), catS(c)〉
dann gilt:
c erfüllt für v die Substituivitätsbedingung bzgl. E0, E1 über S
gdw
∀a∀b(a, b ∈ CAdrS & catS(a) = catS(v) = catS(b) ⇒
⇒ {E0 S 〈a, b〉} ⊢FS E1 S 〈SubstS
8 〈a, v, c〉, SubstS
8 〈b, v, c〉〉).
In der nähsten Denition wird der Begri der Substitutionsrelevanz einge-
führt. Dieser Begri soll bezüglih einer Variablen v auf alle Teilausdrüke eines
Ausdruks c zutreen, in welhe durh die Substitution eines Ausdruks x für die
Variable v in dem Ausdruk c tatsählih x für v substituiert wird. Z.B. ist der
Ausdruk PS〈v〉 kein substitutionsrelevanter Teilausdruk des Ausdruks
(QS〈v〉) S〈P S 〈v〉,
wenn QS〈v〉 ein die Variable v bindender Operator ist.
∗die Relation der Substitutionsrelevanz eines Ausdrucks in einem Ausdruck bzgl. einer
Variablen ∗
2.6.3 DEF.– Substrelev ist Funktion auf {S | S ist eine Syntax-Basis} &
& für alle S: wenn S ∈ Dom(Subsrelev), dann gilt:
(1) SubstrelevS ist Funktion auf VarS &
(2) für alle v: wenn v ∈ VarS, dann gilt:
(a) SubstrelevS(v) ist Relation &
(b) ∀d∀c((d, c) ∈ SubstrelevS(v) gdw ((c = v & d = v) or
or ∃O∃t(O paßt auf t über S & c = O S t &
& ( [ d = c & v ∈ FreeS
88 {c} ] or
or [ O ∈ VarBindS & (d, O) ∈ SubstrelevS(v) ] or
or [ O /∈ VarBindS & O ∈ VarBindOprS & ((d, O) ∈ SubstrelvS(v) or
(v /∈ Ran(opdS(O)) & ∃i(i ∈ Dom(t) & (d, ti) ∈ SubstrelevS(v)))) ] or
or [ O /∈ VarBindS & O /∈ VarBindOprS & ∃x(x ∈ {O} ∪ Ran(t) &
(d, x) ∈ SubstrelevS(v)) ] )))).
Es folgen einige Theoreme, welhe Eigenshaften des Begris der Substituti-
onsrelevanz darstellen.
2.6.4 BEH.– Für alle S, v: wenn S ist eine Syntax-Basis und v ∈ VarS, dann
gilt ∀p(p ∈ SubstrelevS(v) ⇒ pr2(p) ∈ AdrS).
2.6.5 BEH.– Für alle S, v: wenn S ist eine Syntax-Basis und v ∈ VarS, dann
SubstrelevS(v) ⊆ AdrS × AdrS.
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2.6.6 BEH.– Für alle S, v: wenn S ist eine Syntax-Basis und v ∈ VarS, dann
gilt ∀a∀b∀c((a, b) ∈ SubstrelevS(v) & (b, c) ∈ SubstrelevS(v) ⇒ (a, c) ∈
SubstrelevS(v)).
Nun kann das Substituivitätstheorem formuliert und bewiesen werden, welhes
hinreihende Bedingungen dafür angibt, daÿ ein Ausdruk für eine Variable bezüglih
zweier Gleihheiten die Substituivitätsbedingung erfüllt:
∗Substituivitätstheorem ∗
2.6.7 BEH.– Für alle S: wenn S ist eine Logik-Basis, dann gilt für alle c, v,
E:
wenn
(1) c ∈ AdrS & v ∈ VarS &
(2) (a) E ist Funktion & {v, c} ∪ SubstrelevS(v)
88 {c} ⊆ Dom(E) &
(b) ∀x(x ∈ {v, c} ∪ SubstrelevS(v)
88 {c} ⇒
⇒ Ex ∈ CAdrS & catS(Ex) = 〈0, catS(x), catS(x)〉 &
& ∀z(z ∈ CAdrS & catS(z) = catS(x) ⇒ 0 ⊢FS Ex S 〈z, z〉)) &
(3) für alle P , u:
wenn
(a) P paßt auf u über S &
(b) P S u ∈ SubstrelevS(v)
88 {c} &
(c) ∀x( x ∈ {P} ∪ Ran(u) & x ∈ SubstrelevS(v)
88 {P S u} ⇒ x
erfüllt für v die Substituivitätsbedingung bzgl. Ev, Ex über S),
dann
(d) P S u erfüllt für v die Substituivitätsbedingung bzgl. Ev, EP Su
über S,
dann
(4) c erfüllt für v die Substituivitätsbedingung bzgl. Ev, Ec über S.
2.7 Junktorenlogishe Logik-Basen
Im Abshnitt 2.1 wurden Logik-Basen ganz allgemein harakterisiert; insbesonde-
re wurden weder spezielle Bedeutungspostulate noh spezielle Herleitungsrelatio-
nen betrahtet. In diesem Abshnitt werden Logik-Basen betrahtet, die Herlei-
tungsrelationen für einige der üblihen klassishen Junktoren enthalten: Negations-,
Konditional-, Adjunktions-, Konjunktions- und Bikonditionaloperator. Bei den Her-
leitungsrelationen wird es sih im wesentlihen um die Herleitungsrelationen des
natürlihen Shlieÿens für die klassishe Junktorenlogik handeln. Für jeden Junktor
wird eine Einführungs- und eine Beseitigungsrelation angegeben. (Diese Bezeih-
nungen sind niht in allen Fällen wörtlih zu nehmen, aber Standard.)
Herleitungsrelationen für Negationsoperatoren
∗die Relation der Negationseinführung ∗
2.7.1 DEF.–
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(1) NE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(NE), dann gilt:
(a) NES ist eine Funktion auf {N | N ∈ AdrS &
& catS(N) = 〈0, 0〉} &
(b) für alle N : wenn N ∈ Dom(NES), dann gilt:
(i) NES(N) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ NES(N) gdw ∃X∃Y ∃A∃B(X, Y ⊆ CFmlS &
A, B ∈ CFmlS & t = 〈(X, A), (Y, N.S〈A〉)〉 &
& p = ((X ∪ Y ) \ {B}, N.S〈B〉))).
∗die Relation der doppelten Negationsbeseitigung ∗
2.7.2 DEF.–
(1) NNB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(NNB), dann gilt:
(a) NNBS ist eine Funktion auf {N | N ∈ AdrS &
& catS(N) = 〈0, 0〉} &
(b) für alle N : wenn N ∈ Dom(NNBS), dann gilt:
(i) NNBS(N) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ NNBS(N) gdw ∃X∃B(X ⊆ CFmlS &
& B ∈ CFmlS & t = 〈(X, N.S〈N.S〈B〉〉)〉 & p = (X, B))).
Sind die Relationen der Negationseinführung und der doppelten Negationsbe-
seitigung für einen geshlossenen Ausdruk N der Kategorie 〈0, 0〉 einer Logik-Basis
S zulässige Herleitungsrelationen, dann heiÿt N Negationsoperator von S:
2.7.3 DEF.– Für alle S, N : N ist ein Negationsoperator von S genau dann,
wenn gilt:
(1) S ist eine Logik-Basis &
(2) N ∈ CAdrS & catS(N) = 〈0, 0〉 &
(3) NES(N), NNBS(N) sind zulässige Herleitungsrelationen für S.
Herleitungsrelationen für Konditionaloperatoren
∗die Relation der Konditionaleinführung ∗
2.7.4 DEF.–
(1) CE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(CE), dann gilt:
(a) CES ist eine Funktion auf {C | C ∈ AdrS &
& catS(C) = 〈0, 0, 0〉} &
(b) für alle C: wenn C ∈ Dom(CES), dann gilt:
(i) CES(C) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ CES(C) gdw ∃X∃A∃B(X ⊆ CFmlS &
& A, B ∈ CFmlS & t = 〈(X, B)〉 & p = (X \ {A}, C.S〈A, B〉))).
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∗die Relation der Konditionalbeseitigung ∗
2.7.5 DEF.–
(1) CB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(CB), dann gilt:
(a) CBS ist eine Funktion auf {C | C ∈ AdrS &
& catS(C) = 〈0, 0, 0〉} &
(b) für alle C: wenn C ∈ Dom(CBS), dann gilt:
(i) CBS(C) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ CBS(C) gdw ∃X∃Y ∃A∃B(X, Y ⊆ CFmlS &
& A, B ∈ CFmlS & t = 〈(X, A), (Y, C.S〈A, B〉)〉 &
& p = (X ∪ Y, B))).
Sind für einen geshlossenen Ausdruk C einer Logik-Basis S die Relationen
der Konditionaleinführung und der Konditionalbeseitigung zulässige Herleitungsre-
lationen, dann heiÿt C Konditionaloperator von S:
2.7.6 DEF.– Für alle S, C: C ist ein Konditionaloperator von S genau dann,
wenn gilt:
(1) S ist eine Logik-Basis &
(2) C ∈ CAdrS & catS(C) = 〈0, 0, 0〉 &
(3) CES(C), CBS(C) sind zulässige Herleitungsrelationen für S.
Herleitungsrelationen für Konjunktionsoperatoren
∗die Relation der Konjunktionseinführung ∗
2.7.7 DEF.–
(1) KE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(KE), dann gilt:
(a) KES ist eine Funktion auf {K | K ∈ AdrS &
& catS(K) = 〈0, 0, 0〉} &
(b) für alle K: wenn K ∈ Dom(KES), dann gilt:
(i) KES(K) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ KES(K) gdw ∃X∃Y ∃A∃B(X, Y ⊆ CFmlS &
& A, B ∈ CFmlS & t = 〈(X, A), (Y, B)〉 & p = (X ∪ Y, K.S〈A, B〉))).
∗die Relation der Konjunktionsbeseitigung ∗
2.7.8 DEF.–
(1) KB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(KB), dann gilt:
(a) KBS ist eine Funktion auf {K | K ∈ AdrS &
& catS(K) = 〈0, 0, 0〉} &
(b) für alle K: wenn K ∈ Dom(KBS), dann gilt:
(i) KBS(K) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ KBS(K) gdw ∃X∃A∃B(X ⊆ CFmlS &
& A, B ∈ CFmlS & t = 〈(X, K.S〈A, B〉)〉 & p ∈ {(X, A), (X, B)})).
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Analog zur Denition 2.7.6 des Begris des Konditionaloperators einer Sprahe
kann der Begri des Konjunktionsoperators deniert werden.
Herleitungsrelationen für Adjunktionsoperatoren
∗die Relation der Adjunktionseinführung ∗
2.7.9 DEF.–
(1) AE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(AE), dann gilt:
(a) AES ist eine Funktion auf {J | J ∈ AdrS &
& catS(J) = 〈0, 0, 0〉} &
(b) für alle J : wenn J ∈ Dom(AES), dann gilt:
(i) AES(J) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ AES(J) gdw ∃X∃A∃B(X ⊆ CFmlS &
& A, B ∈ CFmlS & t = 〈(X, A)〉 & (p = (X, J.S〈A, B〉) or
or p = (X, J.S〈B, A〉)))).
∗die Relation der Adjunktionsbeseitigung ∗
2.7.10 DEF.–
(1) AB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(AB), dann gilt:
(a) ABS ist eine Funktion auf {J | J ∈ AdrS &
& catS(J) = 〈0, 0, 0〉} &
(b) für alle J : wenn J ∈ Dom(ABS), dann gilt:
(i) ABS(J) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ ABS(J) gdw
gdw ∃X∃Y ∃Z∃A∃B∃C(X, Y, Z ⊆ CFmlS & A, B, C ∈ CFmlS &
& t = 〈(X, J.S〈A, B〉), (Y, C), (Z, C)〉 &
& p = (X ∪ (Y \ {A}) ∪ (Z \ {B}), C))).
Analog zur Denition 2.7.6 des Begris des Konditionaloperators einer Logik-
Basis kann der Begri des Adjunktionsoperators deniert werden.
Herleitungsrelationen für Bikonditionaloperatoren
∗die Relation der Bikonditionaleinführung ∗
2.7.11 DEF.–
(1) BE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(BE), dann gilt:
(a) BES ist eine Funktion auf {I | I ∈ AdrS &
& catS(I) = 〈0, 0, 0〉} &
(b) für alle I: wenn I ∈ Dom(BES), dann gilt:
(i) BES(I) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ BES(I) gdw ∃X∃Y ∃A∃B(X, Y ⊆ CFmlS &
& A, B ∈ CFmlS & t = 〈(X, B), (Y, A)〉 &
& p = ((X \ {A}) ∪ (Y \ {B}), I.S〈A, B〉))).
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∗die Relation der Bikonditionalbeseitigung ∗
2.7.12 DEF.–
(1) BB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(BB), dann gilt:
(a) BBS ist eine Funktion auf {I | I ∈ AdrS &
& catS(I) = 〈0, 0, 0〉} &
(b) für alle I: wenn I ∈ Dom(BBS), dann gilt:
(i) BBS(I) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ BBS(I) gdw ∃X∃Y ∃A∃B(X, Y ⊆ CFmlS &
& A, B ∈ CFmlS & ([t = 〈(X, I.S〈A, B〉), (Y, A)〉 & p = (X ∪ Y, B)] or
[t = 〈(X, I.S〈A, B〉), (Y, B)〉 & p = (X ∪ Y, A)]))).
Analog zur Denition 2.7.6 des Begris des Konditionaloperators einer Sprahe
kann der Begri des Bikonditionaloperators deniert werden.
Wenn eine Logik-Basis S keine Bedeutungspostulate enthält, kann mit den
vorstehend denierten junktorenlogishen Herleitungsrelationen für kein geordnetes
Paar (X, A) mit X ⊆ CFmlS und A ∈ CFmlS bewiesen werden (X, A) ∈ FS ,
denn es sind dann keine Anfangselemente in FS enthalten. Insbesondere ist für keine
geshlossene Formel A von S ({A}, A) ∈ FS beweisbar. Für diesen Fall wird nun
eine Herleitungsrelation deniert, die als Anfangselemente für jedes A ∈ CFmlS das
geordnete Paar ({A}, A) als Anfangselement zur Verfügung stellt. Das bedeutet,
daÿ im Sinn von FS jede geshlossene Formel von S aus sih selbst folgt. Es wird
zunähst für diese Klasse von geordneten Paaren eine Bezeihnung eingeführt.
∗die Reflexivitätsklasse von S ∗
2.7.13 DEF.– Für alle S:
ReflexS = {p | ∃A(A ∈ CFmlS & p = ({A}, A))}.
Nun kann die zugehörige Herleitungsrelation deniert werden:
∗die Reflexivitätsrelation ∗
2.7.14 DEF.–
(1) Rflx ist Funktion auf {S|S ist eine Logik-Basis} &
(2) ∀S(S ∈ Dom(Rflx) ⇒ RflxS = {p|∃q(q ∈ ReflexS & p =
(q, 0))}).
Die Herleitungsrelation RxS tut das, was sie soll:
2.7.15 BEH.– Für alle S: wenn S ist eine Logik-Basis & RflxS ∈ HRS,
dann ReflexS ⊆ FS, d.h. es gilt ∀A(A ∈ CFmlS ⇒ ({A}, A) ∈ FS).
NC-Logik-Basen
Enthält eine Logik-Basis Herleitungsrelationen (und eventuell Bedeutungspostula-
te) für Junktoren, heiÿt sie eine junktorenlogishe Logik-Basis. Handelt es sih um
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Junktoren im Sinn der klassishen Logik, sind die Herleitungsrelationen bzw. Be-
deutungspostulate im allgemeinen niht unabhängig voneinander; z.B. lassen sih
Konjunktions-, Adjunktions- und Bikonditionaloperatoren mit Hilfe von Negations-
und Konditionaloperator denieren und ihre Herleitungsrelationen als zulässig er-
weisen. Beispielshalber sollen im folgenden Logik-Basen behandelt werden, welhe
einen Negations- und einen Konditionaloperator enthalten.
2.7.16 DEF.– Für alle S: S ist eine NC-Logik-Basis genau dann, wenn
gilt:
(1) S ist eine Logik-Basis &
(2) 〈0, 0〉 ∈ Konst-CatS & 0 ∈ Dom(S3(〈0, 0〉)) &
& NES(S3(〈0, 0〉)0), NNBS(S3(〈0, 0〉)0) ∈ HRS &
(3) 〈0, 0, 0〉 ∈ Konst-CatS & 0 ∈ Dom(S3(〈0, 0, 0〉)) &
CES(S3(〈0, 0, 0〉)0), CBS(S3(〈0, 0, 0〉)0) ∈ HRS.
(4) RflxS ∈ HRS.
In den nähsten Denitionen werden einige Bezeihnungen eingeführt:
∗die Negationskonstante von S ∗
2.7.17 DEF.– Für alle S: NegS = S3(〈0, 0〉)0.
∗die Negation von A in S ∗
2.7.18 DEF.– Für alle S, A: ¬SA =NegS S 〈A〉.
∗die Konditionalkonstante von S ∗
2.7.19 DEF.– Für alle S: CondS = S3(〈0, 0, 0〉)0.
∗das Konditional von A, B in S ∗
2.7.20 DEF.– Für alle S, A, B: (A →S B) = CondS S 〈A, B〉.
Es folgen einige Theoreme, in denen Eigenshaften des Folgerungsbegris, der
Negations- und der Konditionalkonstanten einer NC-Logik-Basis dargestellt sind.
∗Eigenschaften des Folgerungsbegriffs ∗
2.7.21 BEH.– Für alle S: wenn S eine NC-Logik-Basis ist, dann gilt:
(1) FS erfüllt die strikte Reflexivitätsbedingung in S, d.h. es gilt:
(Re◦) ∀A(A ∈ CFmlS ⇒ {A} ⊢FS A).
(2) FS erfüllt die Reflexivitätsbedingung in S, d.h. es gilt:
(Re) ∀X∀A(X endl⊆CFmlS & A ∈ X ⇒ X ⊢FS A).
(3) FS erfüllt die Monotoniebedingung in S, d.h. es gilt:
(Mon) ∀X∀Y ∀A(X ⊢FS A & Y endl⊆ CFmlS ⇒ X ∪ Y ⊢FS A).
(4) FS erfüllt die Schnittbedingung in S, d.h. es gilt:
(Cut) ∀X∀Y ∀A(X ⊢FS A & Y endl⊆ CFmlS & ∀B(B ∈ X ⇒
⇒ Y ⊢FS B) ⇒ Y ⊢FS A).
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(5) FS erfüllt die Endlichkeitsbedingung in S, d.h. es gilt:
(Fin) ∀X∀A(X ⊢FS A ⇒ X endl⊆ CFmlS).
(6) FS erfüllt die Substitutionsbedingung in S, d.h. es gilt:
(Substbed) ∀X∀A∀b∀y(X ⊢FS A & b ∈ CAdrS & y ∈ ParS &
& catS(b) = catS(y) ⇒ {SubstS
8 〈b, y, C〉}C∈X ⊢FSSubstS
8 〈b, y, A〉).
∗Eigenschaften der Negationskonstanten ∗
2.7.22 BEH.– Für alle S: wenn S eine NC-Logik-Basis ist, dann gilt:
(1) NegS erfüllt die Bedingung der Negationseinführung in S, d.h. es
gilt:
(NE) ∀X∀Y ∀A∀B(B ∈ CFmlS & X ⊢FS A & Y ⊢FS ¬SA ⇒
⇒ (X ∪ Y ) \ {B} ⊢FS ¬SB).
(2) NegS erfüllt die Bedingung der doppelten Negationsbeseitigung in
S, d.h. es gilt:
(NNB) ∀X∀A(A ∈ CFmlS & X ⊢FS ¬S¬SA ⇒ X ⊢FS A).
(3) NegS erfüllt die Bedingung der doppelten Negationseinführung in
S, d.h. es gilt:
(NNE) ∀X∀A(X ⊢FS A ⇒ X ⊢FS ¬S¬SA).
(4) (Ex contradictione quod libet sequitur)
(ECQLS) ∀X∀Y ∀A∀B(X ⊢ FSA & Y ⊢FS ¬SA & B ∈ CFmlS ⇒
⇒ X ∪ Y ⊢FS B).
(5) (Kontraposition)
(KP) ∀X∀B∀C(X ∪ {B} ⊢FS C ⇒ X ∪ {¬SC} ⊢FS ¬SB).
(6) (Redundanz kontradiktorischer Prämissen)
(RedKontrPr) ∀X∀Y ∀B∀C(X∪{B} ⊢FS C & Y ∪{¬SB} ⊢FS C ⇒ X∪Y ⊢FS
C).
∗Eigenschaften der Konditionalkonstanten ∗
2.7.23 BEH.– Für alle S: wenn S eine NC-Logik-Basis ist, dann gilt:
(1) CondS erfüllt die Bedingung der Konditionaleinführung in S, d.h.
es gilt:
(CE) ∀X∀A∀B(A ∈ CFmlS & X ⊢FS B ⇒ X \ {A} ⊢FS (A →S B).
(2) CondS erfüllt die Bedingung der Konditionalbeseitigung in S, d.h.
es gilt:
(CB) ∀X∀Y ∀A∀B(B ∈ CFmlS & X ⊢FS A & Y ⊢FS (A →S B) ⇒
X ∪ Y ⊢FS B).
(3) CondS erfüllt die Bedingung der Reflexivität in S, d.h. es gilt:
(ReCond) ∀A(A ∈ CFmlS ⇒ 0 ⊢FS (A →S A)).
(4) CondS erfüllt die Bedingung der Exportation in S, d.h. es gilt:
(Export) ∀X∀A∀B(A, B ∈ CFmlS & X ⊢FS (A →S B) ⇒ X ∪ {A} ⊢FS B).
(5) CondS erfüllt die Bedingung der Transitivität in S, d.h. es gilt:
(TransCond) ∀X∀Y ∀A∀B∀C(A, B, C ∈ CFmlS & X ⊢FS (A →S B) &
Y ⊢FS (B →S C) ⇒ X ∪ Y ⊢FS (A → C)).
(6) (Ex quod libet verum sequitur)
(EQLVS) ∀X∀A∀B(A ∈ CFmlS & X ⊢FS B ⇒ X ⊢FS (A →S B).
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(7) (Ex falso quod libet sequitur)
(EFQLS) ∀X∀A∀B(A, B ∈ CFmlS & X ⊢FS ¬SA ⇒ X ⊢FS (A → B)).
(8) (Ex verum falsum non sequitur)
(EVFNS) ∀X∀Y ∀A∀B(B ∈ CFmlS & X ⊢FS A & Y ⊢FS ¬SB ⇒
⇒ X ∪ Y ⊢FS ¬S(A →S B)).
Komplette junktorenlogishe Logik-Basen
Enthält eine Logik-Basis mindestens je einen Negationsoperator, Konditionalope-
rator, Konjunktionsoperator, Adjunktionsoperator und Bikonditionaloperator, dann
soll sie eine komplette junktorenlogishe Logik-Basis heiÿen.
2.7.24 DEF.– Für alle S: S ist eine komplette junktorenlogische Logik-Basis
genau dann, wenn gilt:
(1) S ist eine Logik-Basis &
(2) 〈0, 0〉 ∈ Konst-CatS & 0 ∈ Dom(S3(〈0, 0〉)) &
& NES(S3(〈0, 0〉)0), NNBS(S3(〈0, 0〉)0) ∈ HRS &
(3) 〈0, 0, 0〉 ∈ Konst-CatS &
& {0, 1, 2, 3} ⊆S Dom(S3(〈0, 0, 0〉)) &
(a) CES(S3(〈0, 0, 0〉)0), CBS(S3(〈0, 0, 0〉)0), ∈ HRS &
(b) KES(S3(〈0, 0, 0〉)1), KBS(S3(〈0, 0, 0〉)1), ∈ HRS &
(c) AES(S3(〈0, 0, 0〉)2), ABS(S3(〈0, 0, 0〉)2), ∈ HRS &
(d) BES(S3(〈0, 0, 0〉)3), BBS(S3(〈0, 0, 0〉)3), ∈ HRS &
(4) RflxS ∈ HRS.
2.7.25 BEH.– Für alle S: wenn S ist eine komplette junktorenlogische Logik-
Basis, dann S ist eine NC-Logik-Basis.
Die Bezeihnungen und Theoreme des vorigen Unterabshnitts NC-Logik-Basen kön-
nen also auh für komplette junktorenlogishe Logik-Basen verwendet werden. Er-
gänzend werden für komplette junktorenlogishe Logik-Basen weitere Bezeihnungen
eingeführt.
∗die Konjunktionskonstante von S ∗
2.7.26 DEF.– Für alle S: KonjS = S3(〈0, 0, 0〉)1.
∗die Konjunktion von A, B in S ∗
2.7.27 DEF.– Für alle S, A, B: (A ∧S B) = KonjS S 〈A, B〉.
∗die Adjunktionskonstante von S ∗
2.7.28 DEF.– Für alle S: AdjS = S3(〈0, 0, 0〉)2.
∗die Adjunktion von A, B in S ∗
2.7.29 DEF.– Für alle S, A, B: (A ∨S B) = AdjS S 〈A, B〉.
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∗die Bikonditionalkonstante von S ∗
2.7.30 DEF.– Für alle S: BiCondS = S3(〈0, 0, 0〉)3.
∗das Bikonditional von A, B in S ∗
2.7.31 DEF.– Für alle S, A, B: (A ↔S B) = BiCondS S 〈A, B〉.
Es folgen einige Theoreme, in denen Eigenshaften der Konjunktions-, Adjunktions-
und Bikonditionalkonstanten aufgelistet werden.
∗Eigenschaften der Konjunktionskonstanten ∗
2.7.32 BEH.–
∗Eigenschaften der Adjunktionskonstanten ∗
2.7.33 BEH.–
∗Eigenschaften der Bikonditionkonstanten ∗
2.7.34 BEH.–
2.8 Quantorenlogishe Logik-Basen
Enthalten Logik-Basen Quantoren, heiÿen sie quantorenlogishe Logik-Basen. In die-
sem Abshnitt werden Herleitungsrelationen des natürlihen Shlieÿens für All- und
Partikularquantikationsoperatoren betrahtet und anshlieÿend Logik-Basen, die
entsprehende Konstanten enthalten.
Herleitungsrelationen für Allquantkationsoperatoren
∗die Relation der Allquantifikationseinführung ∗
2.8.1 DEF.–
(1) UE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(UE), dann gilt:
(a) UES ist eine Funktion auf {t | t ∈ Tup
=2 & t1 ∈ Var-CatS &
t0 ∈ AdrS & catS(t0) = 〈〈0, 0〉, 〈t1〉〉} &
(b) für alle Q, c: wenn c ∈ Var-CatS & Q ∈ AdrS & catS(Q) =
〈〈0, 0〉, 〈c〉〉, dann gilt:
(i) UES(〈Q, c〉) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ UES(〈Q, c〉) gdw ∃X∃B∃v∃a(X ⊆ CFmlS &




88 {B} ⊆ {v} & a ∈ PARc
S
&
& a /∈ TAdrS
88 (X ∪ {B}) & t = 〈(X,SubstS
8 〈a, v, B〉)〉 &
& p = (X, (Q.S〈v〉).S〈B〉))).
∗die Relation der Allquantifikationsbeseitigung ∗
2.8.2 DEF.–
(1) UB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(UB), dann gilt:
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(a) UBS ist eine Funktion auf {t | t ∈ Tup
=2 & t1 ∈ Var-CatS &
t0 ∈ AdrS & catS(t0) = 〈〈0, 0〉, 〈t1〉〉} &
(b) für alle Q, c: wenn c ∈ Var-CatS & Q ∈ AdrS & catS(Q) =
〈〈0, 0〉, 〈c〉〉, dann gilt:
(i) UBS(〈Q, c〉) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ UBS(〈Q, c〉) gdw ∃X∃B∃v∃a(X ⊆ CFmlS &




88 {B} ⊆ {v} & a ∈ CAdrS &
catS(a) = c & t = 〈(X, (Q.S〈v〉).S〈B〉)〉 & p = (X,SubstS
8 〈a, v, B〉))).
Analog zu Denition 2.7.3, Seite 31 des Begris des Negationsoperators wird
der Begri des Allquantikationsoperators deniert :
2.8.3 DEF.– Für alle S, Q, c: Q ist ein Allquantifikationsoperator für die
Kategorie c von S genau dann, wenn gilt:
(1) S ist eine Logik-Basis &
(2) Q ∈ CAdrS & catS(Q) = 〈〈0, 0〉, 〈c〉〉 & c ∈ Var-CatS &
(3) UES(〈Q, c〉), UBS(〈Q, c〉) sind zulässige Herleitungsrelationen für
S.
Herleitungsrelationen für Partikularquantikationsoperatoren
∗die Relation der Partikularquantifikationseinführung ∗
2.8.4 DEF.–
(1) PE ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(PE), dann gilt:
(a) PES ist eine Funktion auf {t | t ∈ Tup
=2 & t1 ∈ Var-CatS &
t0 ∈ AdrS & catS(t0) = 〈〈0, 0〉, 〈t1〉〉} &
(b) für alle Q, c: wenn c ∈ Var-CatS & Q ∈ AdrS & catS(Q) =
〈〈0, 0〉, 〈c〉〉, dann gilt:
(i) PES(〈Q, c〉) ist eine Relation &
(ii) ∀p∀t((p, t) ∈ PES(〈Q, c〉) gdw ∃X∃B∃v∃a(X ⊆ CFmlS &




88 {B} ⊆ {v} & a ∈ CAdrS &
& catS(a) = c & t = 〈(X,SubstS
8 〈a, v, B〉)〉 &
& p = (X, (Q S 〈v〉) S 〈B〉))).
∗die Relation der Partikularquantifikationsbeseitigung ∗
2.8.5 DEF.–
(1) PB ist eine Funktion auf {S | S ist eine Logik-Basis} &
(2) Für alle S: wenn S ∈ Dom(PB), dann gilt:
(a) PBS ist eine Funktion auf {t | t ∈ Tup
=2 & t1 ∈ Var-CatS &
t0 ∈ AdrS & catS(t0) = 〈〈0, 0〉, 〈t1〉〉} &
(b) für alle Q, c: wenn c ∈ Var-CatS & Q ∈ AdrS & catS(Q) =
〈〈0, 0〉, 〈c〉〉, dann gilt:
(i) PBS(〈Q, c〉) ist eine Relation &
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(ii) ∀p∀t((p, t) ∈ PBS(〈Q, c〉) gdw ∃X∃B∃v∃a(X ⊆ CFmlS &




88 {B} ⊆ {v} & a ∈ PARc
S
&
& a /∈ TAdrS
88 ((Y \ {SubstS
8 〈a, v, B〉}) ∪ {B, C}) &
& t = 〈(X, (Q S 〈v〉) S 〈B〉), (Y, C)〉 &
& p = (X ∪ (Y \ {SubstS
8 〈a, v, B〉}), C))).
Analog zur Denition 2.8.3, S. 39 wird nun der Begri des Partikularquantikati-
onsoperators deniert.
2.8.6 DEF.– Für alle S, Q, c: Q ist ein Partikularquantifikationsoperator
für die Kategorie c von S genau dann, wenn gilt:
(1) S ist eine Logik-Basis &
(2) Q ∈ CAdrS & catS(Q) = 〈〈0, 0〉, 〈c〉〉 & c ∈ Var-CatS &
(3) PES(〈Q, c〉), PBS(〈Q, c〉) sind zulässige Herleitungsrelationen für
S.
NCU-Logik-Basen
NCU-Logik-Basen sind NC-Logik-Basen, die zusätzlih zur Negations- und Kondi-
tionalkonstanten eine Allquantikationskonstante enthalten, und somit quantoren-
logishe Logik-Basen sind.
2.8.7 DEF.– Für alle S: S ist eine NCU-Logik-Basis für die Kategorie c
genau dann, wenn gilt:
(1) S ist eine NC-Logik-Basis &
(2) c ∈ VarCatS & 〈〈0, 0〉, 〈c〉〉 ∈ Konst-CatS &
& 0 ∈ Dom(S3(〈〈0, 0〉, 〈c〉〉)) & UES(S3(〈〈0, 0〉, 〈c〉〉)0),
UBS(S3(〈〈0, 0〉, 〈c〉〉)0) ∈ HRS.
In den nähsten Denitionen werden drei Bezeihnungen eingeführt:
∗die Allquantifikationskonstante für die Kategorie c von S ∗
2.8.8 DEF.– Für alle S, c: Univc
S
= S3(〈〈0, 0〉, 〈c〉〉)0.
∗die Allquantifikation der Formel B bzgl. der Variablen v der Kategorie c von S ∗






S 〈v〉) S 〈B〉.
2.8.10 DEF.– Für alle S, v, c: der v bindende Allquantor für die Kategorie
c von S = Univc
S
S 〈v〉.
Es folgt ein Theorem, in welhem einige Eigenshaften der Allquantikationskon-
stanten einer NCU-Logik-Basis dargestellt sind.
2.8.11 BEH.– Für alle S, c: wenn S eine NCU-Logik-Basis für die Kategorie




erfüllt die Bedingung der Allquantifikationseinführung für
die Kategorie c in S, d.h. es gilt:








88 (X ∪ {B}) & X ⊢FSSubstS








erfüllt die Bedingung der Allquantifikationsbeseitigung für
die Kategorie c in S, d.h. es gilt:




88 {B} ⊆ {v} & a ∈





⇒ X ⊢FS SubstS
8 〈a, v, B〉).
(3) (Vertaushung zweier Allquantoren)






















(4) (Umbenennung gebundener Variablen)




88 {B} ⊆ {v} & w /∈
TAdrS









8 〈w, v, B〉)).
(5) (Leerlaufender Quantor)








vB ⇔ X ⊢FS B)).
Mit Hilfe der Allquantikationskonstanten einer NCU-Logik-Basis können Partiku-
larquantikationen ausgedrükt werden. (Partikularquantikationen werden häug
auh Existenzquantikationen genannt. Diese Bezeihnung hat zu gravierenden Miÿ-
verständnissen der Bedeutung dieser Formeln geführt und wird deswegen in dieser
Arbeit tunlihst vermieden.)
∗die NU-vermittelte Partikularquantifikation der Formel B bzgl. der Variablen v der
Kategorie c von S ∗









Für NCU-Logik-Basen lassen sih auf Grund der vorstehenden Denition die Einfüh-
rungs- und Beseitigungsbestimmungen des natürlihen Shlieÿens für NU-vermittelte
Partikularquantikationen beweisen:
2.8.13 BEH.– Für alle S, c: wenn S eine NCU-Logik-Basis für die Kategorie
c ist, dann gilt:
(1) (Partikularquantikationseinführung)




88 {B} ⊆ {v} & a ∈
CAdrS & catS(a) = c & X ⊢FSSubstS





















Y ⊢FS C ⇒ X ∪ (Y \ {SubstS
8 〈a, v, B〉}) ⊢FS C).
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Komplette quantorenlogishe Logik-Basen
Enthält eine Logik-Basis mindestens je einen Negationsoperator, Konditionalope-
rator, Konjunktionsoperator, Adjunktionsoperator, Bikonditionaloperator, Allquan-
tikationsoperator für die Kategorie c und Partikularquantikationsoperator für die
Kategorie c, dann soll sie eine komplette quantorenlogishe Logik-Basis für die Ka-
tegorie c heiÿen.
2.8.14 DEF.– Für alle S, c: S ist eine komplette quantorenlogische Logik-
Basis für die Kategorie c genau dann, wenn gilt:
(1) S ist eine komplette junktorenlogische Logik-Basis &
(2) c ∈ VarCatS & 〈〈0, 0〉, 〈c〉〉 ∈ Konst-CatS &
& {0, 1} ⊆S Dom(S3(〈〈0, 0〉, 〈c〉〉)) &
(a) AES(S3(〈〈0, 0〉, 〈c〉〉)0), ABS(S3(〈〈0, 0〉, 〈c〉〉)0) ∈ HRS &
(b) PES(S3(〈〈0, 0〉, 〈c〉〉)1), PBS(S3(〈〈0, 0〉, 〈c〉〉)1) ∈ HRS.
2.8.15 BEH.– Für alle S, c: wenn S ist eine komplette quantorenlogische
Logik-Basis für die Kategorie c, dann S ist eine NC-Logik-Basis und S ist
eine komplette junktorenlogische Logik-Basis und S ist eine NCU-Logik-
Basis für die Kategorie c.
Die Bezeihnungen und Theoreme der früheren Unterabshnitte NC-Logik-Basen,
komplette junktorenlogishe Logik-Basen, und NCU-Logik-Basen können also auh
für komplette quantorenlogishe Logik-Basen verwendet werden. Ergänzend werden
für komplette quantorenlogishe Logik-Basen weitere Bezeihnungen eingeführt.
∗die Partikularquantifikationskonstante für die Kategorie c von S ∗
2.8.16 DEF.– Für alle S, c: Partc
S
= S3(〈〈0, 0〉, 〈c〉〉)1.
∗die Partikularquantifikation der Formel B bzgl. der Variablen v der Kategorie c von
S ∗






S 〈v〉) S 〈B〉.
2.8.18 DEF.– Für alle S, v, c: der v bindende Partikularquantor für die
Kategorie c von S = Partc
S
S 〈v〉.
Im nähsten Theorem sind einige Eigenshaften der Partikularquantikationskon-
stanten aufgeführt.
2.8.19 BEH.– Für alle S, c: wenn S eine komplette quantorenlogische Logik-
Basis für die Kategorie c ist, dann gilt:
(1) Partc
S
erfüllt die Bedingung der Partikularquantifikationseinführung
für die Kategorie c in S, d.h. es gilt:




88 {B} ⊆ {v} & a ∈
CAdrc
S
& catS = c & X ⊢FSSubstS








erfüllt die Bedingung der Partikularquantifikationsbeseiti-
gung für die Kategorie c in S, d.h. es gilt:














Y ⊢FS C ⇒ X ∪ (Y \ {SubstS
8 〈a, v, B〉}) ⊢FS C).
(3) (Vertaushung zweier Partikularquantoren)






















(4) (Umbenennung gebundener Variablen)




88 {B} ⊆ {v} & w /∈
TAdrS









8 〈w, v, B〉)).
(5) (Leerlaufender Quantor)








vB ⇔ X ⊢FS B)).
2.9 Identitätslogishe Logik-Basen
In diesem Abshnitt wird die Möglihkeit behandelt, junktoren- und/oder quantoren-
logishe Logik-Basen durh Hinzunahme einer 2-stelligen Prädikatkonstanten erster
Stufe und diese betreende Herleitungsrelationen zu erweitern. Die Herleitungsrela-
tionen legen fest, daÿ die neue Prädikatkonstante als total-reexive Gleihheitskon-
stante verwendet wird.




Dieser Anhang enthält Beweise für einige Theoreme des Artikels Grundbegrie der
Logik. Ist für ein Theorem kein Beweis ausgeführt, habe ih seine Ausführung für
überüssig gehalten. Keiner der Beweise ist in irgendeinem Sinn ein tieferer Be-
weis. Sie dienen hauptsählih dem Nahweis, daÿ die Begrie, die in den bewiesenen
Theoremen benutzt werden, adäquat deniert sind, d.h. so, daÿ sih die angegebe-
nen Theoreme beweisen lassen.
Der Anhang ist nah Unterabshnitten der Abshnitte 1, 2 gegliedert.
A.1 Beweise in Abshnitt 1.10
Beweis für 1.10.2
Angenommen, S ist eine Syntax-Basis.
Angenommen, O paßt auf t über S & x∈{O}∪Ran(t).





∀i(i ∈ Dom(t) ⇒ adrgradS(ti) <N adrgradS(O S t)).
Also adrgradS(x) <N adrgradS(OSt). 
Beweis für 1.10.3
Angenommen, S ist eine Syntax-Basis.
Sei
M = {b | ∀a((a, b) ∈ TAdrS ⇒ adrgradS(a) 6N adrgradS(b))}.
Dann beweisen wir durch Adr-Induktion
(A) AdrS ⊆ M.
I.B.: Angenommen, b∈AtAdrS.
Angenommen (a, b)∈TAdrS.
Dann a = b. Dann adrgradS(a) = adrgradS(b). Dann adrgradS(a) 6S adrgradS(b).
Also b ∈M.
I.S.: Angenommen, O paßt auf t über S & {O}∪Ran(t)⊆M.
Angenommen, (a, OSt)∈TAdrS.
Dann a = OSt or ∃x(x ∈ {O} ∪ Ran(t) & (a, x) ∈ TAdrS).
Fall 1: Angenommen, a = OSt.
Dann adrgradS(a) = adrgradS(OSt). Dann adrgradS(a) 6N adrgradS(OSt).
Fall 2: Angenommen, ∃x(x ∈ {O} ∪ Ran(t) & (a, x) ∈ TAdrS).
Sei x so.
Nach I.V. ist x∈M, und es folgt adrgradS(a) 6N adrgradS(x). Nach Theorem
1.10.2 ist adrgradS(x) <N adrgradS(OSt); dann adrgradS(a) 6N adrgradS(OSt).
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Also adrgradS(a) 6N adrgradS(OSt).
Also OSt∈M.
Mit I.B. und I.S. ist (A) durch Adr-Induktion bewiesen und mit (A) folgt sofort
die Behauptung. 
Beweis für 1.10.4
Angenommen, S ist eine Logik-Basis.
Sei
M = {c | ∀a∀b∀v(a, b ∈ AdrS & v ∈ VarS & catS(a) = catS(v) =
catS(b) & adrgradS(a) = adrgradS(b) ⇒ adrgradS(SubstS
8 〈a, v, c〉) =
adrgradS(SubstS
8 〈b, v, c〉))}.
Dann beweisen wir durch Adr-Induktion
(A) AdrS ⊆ M.
I.B.: Angenommen, c∈AtAdrS.
Angenommen, a, b ∈ AdrS & v ∈ VarS & catS(a) = catS(v) = catS(b) &
adrgradS(a) = adrgradS(b).
Fall 1: Angenommen, v = c.
Dann SubstS
8 〈a, v, c〉 = a & SubstS
8 〈b, v, c〉 = b. Dann nach Voraussetzung
adrgradS(SubstS
8 〈a, v, c〉) = adrgradS(SubstS
8 〈b, v, c〉))}.
Fall 2: Angenommen, v 6= c.
Dann SubstS
8 〈a, v, c〉 = c = SubstS
8 〈b, v, c〉. Dann adrgradS(SubstS
8 〈a, v, c〉) =
adrgradS(SubstS
8 〈b, v, c〉))}.
Also gilt
adrgradS(SubstS
8 〈a, v, c〉) = adrgradS(SubstS
8 〈b, v, c〉))}.
Also c∈M.
I.S.: Angenommen, O paßt auf t über S & {O}∪Ran(t)⊆M.
Angenommen, a, b ∈ AdrS & v ∈ VarS & catS(a) = catS(v) = catS(b) &
adrgradS(a) = adrgradS(b).
Dann ist v 6= OSt. Dann sind für die Anwendung des Substitutionsbegriffs
gemäß Theorem 1.9.3 drei Fälle möglich:
Fall 1: Angenommen, O∈VarBindS.
Dann gilt
SubstS
8 〈a, v, O S t〉 = (SubstS
8 〈a, v, O〉)St
und
SubstS
8 〈b, v, O S t〉 = (SubstS
8 〈b, v, O〉)St.
Nach I.V. ist O∈M. Dann gilt
adrgradS(SubstS
8 〈a, v, O〉) = adrgradS(SubstS




8 〈a, v, O S t〉) =
= adrgradS((SubstS
8 〈a, v, O〉) S t)
= 1 + adrgradS(SubstS
8 〈a, v, O〉 +
∑
i∈Dom(t) adrgradS(ti)
= 1 + adrgradS(SubstS




8 〈b, v, O〉) S t)
= adrgradS(SubstS
8 〈b, v, O S t〉).
Also gilt im Fall 1
adrgradS(SubstS
8 〈a, v, O S t〉) = adrgradS(SubstS
8 〈b, v, O S t〉).
Fall 2: Angenommen, O /∈VarBindS & O∈BindOprS(v).
Dann gilt
SubstS
8 〈a, v, O S t〉 = (SubstS
8 〈a, v, O〉)St
und
SubstS
8 〈b, v, O S t〉 = (SubstS
8 〈b, v, O〉)St.
Dann folgt wie im Fall 1 auch im Fall 2
adrgradS(SubstS
8 〈a, v, O S t〉) = adrgradS(SubstS
8 〈b, v, O S t〉).
Fall 3: Angenommen, O /∈VarBindS & O /∈BindOprS(v).
Dann gilt
SubstS
8 〈a, v, O S t〉 = (SubstS
8 〈a, v, O〉) S 〈SubstS
8 〈a, v, ti〉〉i∈Dom(t)
und
SubstS
8 〈b, v, O S t〉 = (SubstS
8 〈b, v, O〉) S 〈SubstS
8 〈b, v, ti〉〉i∈Dom(t).
Nach I.V. ist {O}∪Ran(t)⊆M. Dann gilt
adrgradS(SubstS
8 〈a, v, O〉) = adrgradS(SubstS
8 〈b, v, O〉)
und
∀i(i ∈ Dom(t) ⇒
⇒ adrgradS(SubstS
8 〈a, v, ti〉) = adrgradS(SubstS
8 〈b, v, ti〉)).
Dann gilt
adrgradS(SubstS
8 〈a, v, O S t〉) =
= adrgradS((SubstS
8 〈a, v, O〉) S 〈SubstS
8 〈a, v, ti〉〉i∈Dom(t))
= 1 + adrgradS(SubstS




8 〈a, v, ti〉)
= 1 + adrgradS(SubstS




8 〈b, v, ti〉)
= adrgradS((SubstS
8 〈b, v, O〉) S 〈SubstS
8 〈b, v, ti〉〉i∈Dom(t))
= adrgradS(SubstS
8 〈b, v, O S t〉).
Also gilt im Fall 3
adrgradS(SubstS
8 〈a, v, O S t〉) = adrgradS(SubstS
8 〈b, v, O S t〉).
Also gilt
adrgradS(SubstS
8 〈a, v, O S t〉) = adrgradS(SubstS
8 〈b, v, O S t〉).
Also OSt∈M.
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Mit I.B. und I.S. ist (A) durch Adr-Induktion bewiesen, und mit (A) folgt sofort
die Behauptung. 
A.2 Beweise in Abshnitt 2.1
Beweis für 2.1.9
Angenommen, S ist eine Logik-Basis.
Ad (1) : Angenommen, q ∈ {0} × MeanPostS.
Dann gilt
∀M({0} × MeanPostS ⊆ M & ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R &
Ran(t) ⊆ M ⇒ p ∈ M)) ⇒ q ∈ M).
Dann q ∈ FS. Also {0} × MeanPostS ⊆ FS. 
Ad (2) : Angenommen, R ∈ HRS.
Angenommen, (p, t) ∈ R & Ran(t) ⊆ FS.
Angenommen, {0} × MeanPostS ⊆ M & ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R &
Ran(t) ⊆ M ⇒ p ∈ M)).
Dann Ran(t) ⊆ M. Dann p ∈ M. Also gilt
∀M({0} × MeanPostS ⊆ M & ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R &
Ran(t) ⊆ M ⇒ p ∈ M)) ⇒ p ∈ M).
Dann p ∈ FS.
Also gilt ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R & Ran(t) ⊆ FS ⇒ p ∈ FS)). 
Ad (3) : Angenommen, {0}×MeanPostS ⊆ M & ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈
R & Ran(t) ⊆ M ⇒ p ∈ M)).
Angenommen, q ∈ FS.
Dann folgt mit 2.1.8 q ∈ M. Also gilt ∀q(q ∈ FS ⇒ q ∈ M). Also FS ⊆ M. 
Ad(4) : Um die Behauptung zu beweisen, setzen wir
M = {p | p ∈ {0} × MeanPostS or ∃R(R ∈ HRS & ∃t((p, t) ∈ R &
Ran(t) ⊆ FS))}
und beweisen durch F-Induktion
(A) FS ⊆ M.
I.B.: Angenommen, p ∈ {0} × MeanPostS.
Dann p ∈ M. Also {0} × MeanPostS ⊆ M.
I.S.: Angenommen, R ∈ HRS.
Angenommen, (p, t) ∈ R & Ran(t) ⊆ M.
Dann gilt
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∀i(i ∈ Dom(t) ⇒ ti ∈ {0} × MeanPostS or ∃R(R ∈ HRS & ∃t((ti, t) ∈
R & Ran(t) ⊆ FS))).
Dann folgt mit (1) und (2) ∀i(i ∈ Dom(t) ⇒ ti ∈ FS), also Ran(t) ⊆ FS. Also
∃R(R ∈ HRS & ∃t((p, t) ∈ R & Ran(t) ⊆ FS)). Dann p ∈ M. Also gilt
∀p∀t((p, t) ∈ R & Ran(t) ⊆ M ⇒ p ∈ M).
Und es folgt mit F-Induktion (A). Mit (A) folgt sofort die Behauptung. 
Ad (5) : Angenommen, {0}×MeanPostS ⊆ M & ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈
R & Ran(t) ⊆ M ∩ FS ⇒ p ∈ M)).
Dann {0} × MeanPostS ⊆ M ∩ FS & ∀R(R ∈ HRS ⇒ ∀p∀t((p, t) ∈ R &
Ran(t) ⊆ M ∩ FS ⇒ p ∈ M ∩ FS)). Dann folgt mit F-Induktion FS ⊆ M ∩ FS.
Also FS ⊆ M. 
Damit sind alle fünf Teiltheoreme von Theorem 2.1.9 bewiesen. 
Beweis für 2.1.10
Angenommen, S ist eine Logik-Basis.
Ad (1) : Wir beweisen durch F-Induktion
(A) FS ⊆ Pot(CFmlS) × CFmlS.
I.B.: Da {0} ⊆ Pot(CFmlS) und MeanPostS ⊆ CFmlS, ist {0}×MeanPostS ⊆
Pot(CFmlS)× CFmlS.
I.S.: Angenommen, R ∈ HRS.
Dann folgt mit den Definitionen 2.1.7, 2.1.5 und 2.1.3 ∀p∀t((p, t) ∈ R &
Ran(t) ⊆ Pot(CFmlS)× CFmlS ⇒ p ∈ Pot(CFmlS)× CFmlS).
Mit (I.B.) und (I.S.) folgt durch F-Induktion (A), also die Behauptung. 
Ad (2) : Angenommen, ∀R(R ∈ HRS ⇒ R ist Herleitungsrelation mit
endlicher Prämissenverrechnung für S).
Um die Behauptung zu beweisen, setzen wir
M = {p | pr1(p) endl ⊆ CFmlS}
und beweisen durch F-Induktion
(A) FS ⊆ M.
I.B.: Angenommen, p ∈ {0} × MeanPostS.
Dann pr1(p) = 0. Dann pr1(p) endl⊆ CFmlS, also p ∈ M. Also {0}×MeanPostS ⊆
M.
I.S.: Angenommen, R ∈ HRS.
Angenommen, (p, t) ∈ R & Ran(t) ⊆ M.
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Dann gilt ∀i(i ∈ Dom(t) ⇒ pr1(ti) endl⊆ CFmlS). Nach Voraussetzung ist R
Herleitungsrelation mit endlicher Prämissenverrechnung für S; dann folgt mit
(p, t) ∈ R pr1(p) endl⊆ CFmlS, also p ∈ M. Also gilt ∀p∀t((p, t) ∈ R &
Ran(t) ⊆ M ⇒ p ∈ M).
Mit I.B. und I.S. folgt durch F-Induktion (A), und mit (A) folgt sofort die
Behauptung. 
Damit sind die beiden Teiltheoreme von Theorem 2.1.10 bewiesen. 
Beweis für 2.1.14
Angenommen, S ist eine Logik-Basis.
Angenommen, A ∈ MeanPostS.
Dann folgt mit Theorem 2.1.9 (1) (0, A) ∈ FS. Dann A ∈ A-True. 
A.3 Beweise in Abshnitt 2.2
Beweis für 2.2.4
Angenommen, S ist eine Logik-Basis.
Um die Behauptung von links nach rechts zu beweisen, beweisen wir
durch F-Induktion
(A) FS ⊆ {p | p ist herleitbar über S}.
I.B. : Angenommen, p ∈ {0} × MeanPostS. Dann ∃A(A ∈ MeanPostS &
p = (0, A)). Sei A so. Dann ist 〈(0, A)〉 eine Herleitung für p über S. Also
p ∈ {p | p ist herleitbar über S}.
I.S. : Angenommen, R ∈ HRS & (p, t) ∈ R & Ran(t) ⊆ {p | p ist herleitbar
über S}. Dann gilt ∀j(j ∈ Dom(t) ⇒ tj ist herleitbar über S). Dann gilt
∀j(j ∈ Dom(t) ⇒ ∃H H ist Herleitung für tj über S). Dann ∃H(H ist
Funktion auf Dom(t) & ∀j(j ∈ Dom(t) ⇒ Hj ist Herleitung für tj über S).
Sei H so. Dann gilt
∃H ′(H ′ ist Funktion auf
1 +
∑










Sei H′ so. Dann ist H′ eine Herleitung für p über S. Also ist p ∈ {p | p ist
herleitbar über S}.
Mit I.B. und I.S. ist (A) durch F-Induktion bewiesen, und damit die Behaup-
tung von links nach rechts.
Um die Behauptung von rechts nach links zu beweisen, setzen wir
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M = {n | ∀H∀p(H ist Herleitung für p über S
& Dom(H) = n ⇒ p ∈ FS)},
und beweisen durch N-Wertverlaufsinduktion
(B) N ⊆ M.
Angenommen, n ∈ N & ∀m(m ∈ n ⇒ m ∈ M).
Angenommen, H ist Herleitung für p über S & Dom(H) = n.
Dann p = Hn−1 & n − 1 ∈ Dom(H). Dann sind zwei Fälle möglich.
Fall 1 : Angenommen, Hn−1 ∈ {0} × MeanPostS.
Dann Hn−1 ∈ FS, also p ∈ FS.
Fall 2 : Angenommen, ∃R∃j(R ∈ HRS & j ∈ Tup
>0(n − 1) &
& (Hn−1, 〈Hjk〉k∈Dom(j)) ∈ R).
Seien R, j so.
Dann gilt ∀k(k ∈ Dom(j) ⇒ jk ∈ n − 1), also ∀k(k ∈ Dom(j) ⇒ jk + 1 ∈ n).
Dann folgt mit I.V. ∀k(k ∈ Dom(j) ⇒ jk + 1 ∈ M). Dann folgt mit ∀k(k ∈
Dom(j) ⇒ H⌈(jk + 1) ist Herleitung für Hjk über S & Dom(H⌈(jk + 1)) =
jk + 1) ∀k(k ∈ Dom(j) ⇒ Hjk ∈ FS). Dann Ran(〈Hjk〉k∈Dom(j)) ⊆ FS und es
folgt mit (Hn−1, 〈Hjk〉k∈Dom(j)) ∈ R Hn−1 ∈ FS. Also p ∈ FS.
Also in beiden Fällen p ∈ FS. Also n ∈ M. Damit ist (B) durch
N-Wertverlaufsinduktion bewiesen, und mit (B) folgt
(C) {p | p ist herleitbar über S} ⊆ FS.
Damit ist die Behauptung von rechts nach links bewiesen.
Mit (A) und (C) folgt die Behauptung. 
A.4 Beweise in Abshnitt 2.3
Beweis für 2.3.5
Angenommen, S ist eine Logik-Basis & R ist eine Herleitungsrelation für S.
Angenommen, R ist eine zulässige Herleitungsrelation für S.
Angenommen, (p, t) ∈ R & Ran(t) ⊆ FS.
Da R ∈ HRExtHR(S,R), gilt
∀p∀t((p, t) ∈ R & Ran(t) ⊆ FExtHR(S,R) ⇒ p ∈ FExtHR(S,R)). Nach
Voraussetzung ist (p, t) ∈ R und FS ⊆ FExtHR(S,R). Dann ist p ∈ FExtHR(S,R)
und nach Voraussetzung ist FExtHR(S,R) ⊆ FS; also ist p ∈ FS. Also gilt
(A) ∀p∀t((p, t) ∈ R & Ran(t) ⊆ FS ⇒ p ∈ FS).
Damit ist die Behauptung von links nach rechts bewiesen.
Angenommen umgekehrt, ∀p∀t((p, t) ∈ R & Ran(t) ⊆ FS ⇒ p ∈ FS).
Dann beweisen wir durch FExtHR(S,R)-Induktion
(B) FExtHR(S,R) ⊆ FS.
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I.B. : Es ist {0}×MeanPostS ⊆ FS. Ferner ist MeanPostS = MeanPostExtHR(S,R).
Also ist {0} × MeanPostExtHR(S,R) ⊆ FS.
I.S. : Angenommen, R′ ∈ HRExtHR(S,R).
Angenommen, (p, t) ∈ R′ & Ran(t) ⊆ FS.
Nun sind zwei Fälle möglich:
Fall 1 : Angenommen, R′ ∈ HRExtHR(S,R).
Da S Logik-Basis, ist dann p ∈ FS.
Fall 2 : Angenommen, R′ = R.
Dann (p, t) ∈ R & Ran(t) ⊆ FS. Dann nach Voraussetzung p ∈ FS.
Also ist in beiden Fällen p ∈ FS.
Mit I.B. und I.S. ist (B) durch FExtHR(S,R)-Induktion bewiesen, und mit (B)
folgt
(C) R ist eine zulässige Herleitungsrelation für S.
Damit ist die Behauptung von rechts nach links bewiesen.
Damit ist die Behauptung in beiden Richtungen bewiesen. 
Beweis für 2.3.6
Angenommen, S ist eine Logik-Basis.
Angenommen, R ∈ HRS.
Dann folgt mit Theorem 2.1.9 (2) und Theorem 2.3.5 die Behauptung. 
Beweis für 2.3.10
Angenommen, S ist eine Logik-Basis.
Angenommen, H ist eine Herleitung für p über S.
Dann folgt mit Theorem 2.1.14 und Theorem 2.3.6 die Behauptung. 
Beweis für 2.3.11
Angenommen, S ist eine Logik-Basis.
Um die Behauptung zu beweisen, setzen wir
M = {n | ∀H∀p(H ist zulässige Herleitung für p über S
& Dom(H) = n ⇒ p ∈ FS)}.
und beweisen durch N-Wertverlaufsinduktion
(A) N ⊆ M.
Angenommen, n ∈ N & ∀m(m <N n ⇒ m ∈ M).
Angenommen, H ist zulässige Herleitung für p über S & Dom(H) = n.
Dann ist p = Hn−1, und es ist n−1 ∈ Dom(H). Dann sind zwei Fälle möglich.
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Fall 1 : Angenommen, Hn−1 ∈ {0} × A-TrueS.
Dann ∃A(A ∈ A-TrueS & p = (0, A)). Sei A so. Dann (0, A) ∈ FS, also
p ∈ FS.
Fall 2 : Angenommen, ∃R∃j(R ∈ ZulHRS & j ∈ Tup
>0(n − 1) &
& (Hn−1, 〈Hjk〉k∈Dom(j)) ∈ R).
Seien R, j so.
Dann gilt ∀k(k ∈ Dom(j) ⇒ jk <N n − 1), also ∀k(k ∈ Dom(j) ⇒ jk + 1 <N n).
Dann folgt mit I.V. ∀k(k ∈ Dom(j) ⇒ jk+1 ∈ M). Ferner gilt ∀k(k ∈ Dom(j) ⇒
H⌈(jk +1) ist zulässige Herleitung für Hjk über S & Dom(H⌈(jk +1)) = jk +1).
Dann gilt ∀k(k ∈ Dom(j) ⇒ Hjk ∈ FS), also Ran(〈Hjk〉k∈Dom(j)) ⊆ FS. Dann
folgt mit Theorem 2.1.9 Hn−1 ∈ FS, also p ∈ FS.
Also p ∈ FS. Also n ∈ M.
Damit ist (A) durch N-Wertverlaufsinduktion bewiesen,
Mit (A) folgt die Behauptung des zu beweisenden Theorems nun wie folgt:
Angenommen, H ist eine zulässige Herleitung für p über S. Dann ist Dom(H)
∈ N und es folgt mit (A) p ∈ FS. Dann folgt mit Theorem 2.2.4, ∃H
′ H ′ ist
eine Herleitung für p über S. 
Beweis für 2.3.12
Direkt mit den Theoremen 2.2.4, 2.3.10 und 2.3.11. 
A.5 Beweise in Abshnitt 2.4
Beweis für 2.4.26
Angenommen, S ist eine Logik-Basis für pragmatisierte Herleitungen.
Angenommen, H ist Herleitung über S.
Dann gilt
(1) H ist endliche Folge & H 6= 0
& ∀i(i ∈ Dom(H) ⇒ Hi ∈ {0} × MeanPostS or ∃R∃j(R ∈ HRS & j ∈
Tup>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
Dann gilt
(2) H ist endliche Folge & H 6= 0.
Angenommen, i ∈ Dom(H).
Dann sind nach (1) zwei Fälle möglich:
Fall 1: Angenommen, Hi ∈ {0} × MeanPostS.
Dann Hi ∈ {0} × MeanPostS.
Fall 2: Angenommen, ∃R∃j(R ∈ HRS & j ∈ Tup
>0(i) &
& (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
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Seien R, j so.
Dann ist R ∈ HRS. Dann sind zwei Unterfälle möglich:
Fall 2 .1: Angenommen, R = ReflFolgS.
Dann ∃B(B ∈ CFmlS & (Hi, 〈Hjk〉k∈Dom(j)) = (({B}, B), 0)). Sei B so. Dann
Hi = ({B}, B). Also ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hi = ({B}, B)).
Fall 2.2: Angenommen, R ist prämissenkonservative Herleitungsrelation für S.
Dann 〈Hjk〉k∈Dom(j) 6= 0 & pr1(H)i ⊆
⋃
({pr1(Hjk)}k∈Dom(j)). Dann Dom(j) 6=
0, also j 6= 0, also j ∈ Tup>0(i). Dann R ist prämissenkonservative Herleitungs-
relation für S & R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
Also gilt im Fall 2
(ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hi = ({B}, B))) or
or ∃R∃j(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R).
Also gilt
Hi ∈ {0} × MeanPostS or
or (ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hi = ({B}, B))) or
or ∃R∃j(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R).
Damit ist die Behauptung von links nach rechts bewiesen.
Angenommen umgekehrt,
(3) H ist endliche Folge & H 6= 0 &
& ∀i(i ∈ Dom(H) ⇒ Hi ∈ {0} × MeanPostS or (ReflFolgS ∈ HRS &
∃B(B ∈ CFmlS & Hi = ({B}, B))) or ∃R∃j(R ist
prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
Dann gilt zunächst
(4) H ist endliche Folge & H 6= 0.
Angenommen, i ∈ Dom(H).
Dann sind nach (3) drei Fälle möglich:
Fall 1: Angenommen, Hi ∈ {0} × MeanPostS.
Dann Hi ∈ {0} × MeanPostS.
Fall 2: Angenommen, ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hi =
({B}, B)).
Sei B so.
Dann ist (({B}, B), 0) ∈ ReflFolgS. Ferner ist 0 ∈ Tup
>0(i) & 0 = 〈Hjk〉k∈Dom(0).
Dann ∃R∃j(R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
Fall 3: Angenommen, ∃R∃j(R ist prämissenkonservative Herleitungsrelation
für S & R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R).
Dann ∃R∃j(R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R).
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Also gilt
(5) ∀i(i ∈ Dom(H) ⇒ Hi ∈ {0} × MeanPostS or ∃R∃j(R ∈ HRS & j ∈
Tup>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R)).
Mit (4) und (5) folgt: H ist Herleitung über S. Also gilt die Behauptung von
rechts nach links.
Damit ist Theorem 2.4.26 bewiesen. 
Beweis für 2.4.27
Angenommen, die Vorausssetzungen sind für S, H, i erfüllt.
Um die Behauptung zu beweisen, setzen wir
M = {n | n ∈ Dom(H) ⇒ ∀D(D ∈ pr1(Hn) ⇒ ∃l(l 6N n & Hl =
({D}, D)))}
und beweisen durch N-Wertverlaufsinduktion
(A) N ⊆ M.
Sei also n ∈ N & ∀m(m <N n ⇒ m ∈ M).
Angenommen, n ∈ Dom(H). Angenommen, D ∈ pr1(Hn).
Dann pr1(Hn) 6= 0, dann H /∈ (0 × MeanPostS). Dann folgt mit 2.4.26
(1) (ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hn = ({B}, B)) oder ∃R∃j(R
ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(n) & (Hn, 〈Hjk〉k∈Dom(j)) ∈ R).
Dann sind zwei Fälle möglich:
Fall 1: Angenommen, ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hn =
({B}, B)).
Sei B so.
Dann Hn = ({B}, B). Dann folgt mit D ∈ pr1(Hn) D = B. Also Hn = ({D}, D).
Dann ∃l(l 6N n & Hl = ({D}, D)).
Fall 2: ∃R∃j(R ist prämissenkonservative Herleitungsrelation für S & R ∈
HRS & j ∈ Tup
>0(n) & (Hn, 〈Hjk〉k∈Dom(j)) ∈ R).
Seien R, j so.
Dann gilt ∀k(k ∈ Dom(j) ⇒ jk <N n & jk ∈ Dom(H)). Dann gilt nach
I.V. ∀k(k ∈ Dom(j) ⇒ jk ∈ M). Dann ∀k(k ∈ Dom(j) ⇒ ∀D(D ∈ pr1(Hjk) ⇒
∃l(l 6N jk & Hl = ({D}, D)))). Nach Fallannahme ist R prämissenkonservative
Herleitungsrelation für S. Dann folgt mit (Hn, 〈Hjk〉k∈Dom(j)) ∈ R pr1(Hn) ⊆⋃
({pr1(Hjk)}k∈Dom(j)). Dann D ∈
⋃
({pr1(Hjk)}k∈Dom(j)). Dann ∃k(k ∈ Dom(j)
& D ∈ pr1(Hjk)). Sei k so. Dann ∃l(l 6N jk & Hl = ({D}, D)). Dann folgt mit
jk <N n ∃l(l 6N n & Hl = ({D}, D)).
In beiden Fällen gilt also ∃l(l 6N n & Hl = ({D}, D)). Dann ist n ∈ M.
Damit ist (A) durch N-Wertverlaufsinduktion bewiesen.
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Mit (A) folgt sofort die Behauptung. 
Beweis für 2.4.28
Seien die Voraussetzungen für S, H, R, i, j erfüllt.
Angenommen, C ∈ pr1(Hi).
Nach Voraussetzung ist R prämissenkonservative Herleitungsrelation für S; dann
ist pr1(Hi) ⊆
⋃
({pr1(Hjk)}k∈Dom(j)); dann C ∈
⋃
({pr1(Hjk)}k∈Dom(j)); dann
∃k(k ∈ Dom(j) & C ∈ pr1(Hjk)). Sei k so. Nun sind für S, H, jk, C die Vor-
aussetzungen von Theorem 2.4.27 erfüllt. Dann ∃l(l 6N jk & Hl = ({C}, C)).
Sei l so. Dann ist jk <N i & l 6N jk, also l <N i & Hl = ({C}, C). Also
∃l(l <N i & Hl = ({C}, C)). 
Beweis für 2.4.33
Angenommen, S ist eine Logik-Basis für pragmatisierte Herleitungen.
Angenommen, H ist eine Herleitung für (X, A) über S.
Dann gilt gemäß Definitionslehre:
∃H ′(H ′ ist Funktion auf Dom(H) &
& ∀i(i ∈ Dom(H) & Hi ∈ ({0} × MeanPostS) ⇒
⇒ H ′i =
S
E pr2(Hi)) &
& ∀i(i ∈ Dom(H) & ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS &
& Hi = ({B}, B)) ⇒
⇒ H ′i =
S
Ai pr2(Hi)) &
& ∀i(i ∈ Dom(H) & ∃R∃j(R ist prämissenkonservative
Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & (Hi, 〈Hjk〉k∈Dom(j)) ∈ R) ⇒
∀e(e = {Inf({l | l <N i & Hl = ({C}, C)}, KlN)}C∈pr1(Hi) ⇒




Um nun zu beweisen, daß H′ eine pragmatisierte Herleitung für A in Abhängig-
keit von X über S ist, beweisen wir zwei Hilfstheoreme (A), (B) und dann die
vier Konjunktionsglieder des Definiens der Definition des Begriffs der pragma-
tisierten Herleitung als (C), . . . , (F).
Wir beweisen Hilfstheorem (A):





ReflFolgS ∈ HRS & Hj = ({C}, C)).
Angenommen, die Voraussetzungen sind für j, m, C erfüllt. Da nach
Voraussetzung S eine Logik-Basis für pragmatisierte Herleitungen und H eine
Herleitung über S ist, folgt mit Theorem 2.4.26
Hj = {0} × MeanPostS or
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or (ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hj = ({B}, B))) or
or ∃R∃l(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & l ∈ Tup
>0(j) & (Hj, 〈Hlk〉k∈Dom(l)) ∈ R).
Im ersten Fall wäre nach Einführung von H′ H′j =
S





j ∈ Ran(S7, 0) ∩ Ran(S7, 1), im Widerspruch zu Bedingung (3)
der Definition 2.4.9 des Begriffs der Logik-Basis für pragmatisierte
Herleitungen. Im dritten Fall wäre nach Einführung von H′
H′j =
S
Fe pr2(Hj) (für e = {Inf({l | l <N j & Hl = ({C}, C)}, KlN)}C∈pr1(Hj)),




j ∈ Ran(S7, 2) ∩ Ran(S7, 1), im Widerspruch zu
Bedingung (3) der Definition 2.4.9 des Begriffs der Logik-Basis für
pragmatisierte Herleitungen. Also folgt
ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hj = ({B}, B)).
Sei B so. Dann ist nach Einführung von H′ H′j =
S





Am C, also B = C, also Hj = ({C}, C), also ReflFolgS ∈ HRS & Hj =
({C}, C).
Wir beweisen Hilfstheorem (B):
(B) ∀l(l ∈ Dom(H) ⇒ pr1(Hl) ist die Klasse der Annahmeformeln des Gliedes
l in H′ über S).
Angenommen, l ∈ Dom(H). Nach Einführung von H′ ist H′ eine endliche Folge
von Sätzen von S & l ∈ Dom(H′). Nach Theorem 2.4.26 sind für Hl drei Fälle
möglich:
Fall 1: Angenommen, Hl ∈ {0} × MeanPostS.
Dann ist H′l =
S
E pr2(Hl). Dann ist H
′
l ein Anziehungssatz von S & pr1(Hl)
= 0. Dann folgt mit 2.4.29, pr1(Hl) ist die Klasse der Annahmeformeln des
Gliedes l von H′ über S.
Fall 2: Angenommen, ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hl =
({B}, B)).
Dann ist H′l ein Annahmesatz für pr2(Hl) von S & pr1(Hl) = {pr2(Hl)}. Also
∃B(H′l ist Annahmesatz für B von S & pr1(Hl) = {B}). Dann folgt mit 2.4.29,
pr1(Hl) ist die Klasse der Annahmeformeln des Gliedes l von H
′ über S.
Fall 3: Angenommen, ∃R∃j(R ist prämissenkonservative Herleitungsrelation
für S R ∈ HRS & j ∈ Tup
0(l) & (Hl, 〈Hjk〉k∈Dom(j)) ∈ R).
Seien R, j so.
Dann gilt für
e = {Inf({l′ | l′ <N l & Hl′ = ({C}, C)}, KlN)}C∈pr1(Hl)
H′l =
S
Fe pr2(Hl). Dann ist H
′
l Folgerunssatz mit der Indexklasse e von S.
Ferner gilt:
(1) pr1(Hl) = {D | D ∈ CFmlS & ∃j(j ∈ e &
S
Aj D ∈ Ran(H
′⌈ l))}.
Denn angenommen, D ∈ pr1(Hl).
Dann ist D ∈ CFmlS. Ferner ist Inf({l
′ | l′ <N l & Hl′ = ({D}, D)}, KlN) ∈ e.
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Sei m = Inf({l′ | l′ <N l & Hl′ = ({D}, D)}, KlN). Dann ist m <N l &




Am D, also m ∈ e &
S
Am D ∈ Ran(H
′⌈ l), also
∃j(j ∈ e & SAj D ∈ Ran(H
′⌈ l)). Also ist D ∈ {D | D ∈ CFmlS & ∃j(j ∈ e &
S
Aj D ∈ Ran(H
′⌈ l))}.




Dann ist D ∈ CFmlS & ∃j(j ∈ e &
S
Aj D ∈ Ran(H
′⌈ l)). Sei j so. Dann folgt
mit j ∈ e ∃C(C ∈ pr1(Hl) & j = Inf({l
′ | l′ <N l & Hl′ = ({C}, C)}, KlN)).
Sei C so. Dann ist C ∈ pr1(Hl) & j <N l & Hj = ({C}, C). Andererseits
folgt mit SAj D ∈ Ran(H
′⌈ l) ∃k(k <N l &
S
Aj D = H
′
k). Sei k so. Dann folgt








Ak D; dann folgt
mit der Eineindeutigkeit der Funktion S7, 2 j = k. Dann ({D}, D) = Hk = Hj =
({C}, C), also C = D. Dann folgt mit C ∈ pr1(Hl) D ∈ pr1(Hl).
Insgesamt ist damit (1) bewiesen, und mit (1) folgt, pr1(Hl) ist die Klasse der
Annahmeformeln des Gliedes l von H′ in S.
In allen drei Fällen ist damit bewiesen, pr1(Hl) ist die Klasse der Annahmefor-
meln des Gliedes l von H′ in S.
Damit ist (B) bewiesen.
Wir beweisen das erste Konjunktionsglied des Definiens von
2.4.30:
(C) S ist eine Logik-Basis für pragmatisierte Herleitungen.
Dies gilt nach Voraussetzung.
Wir beweisen das zweite Konjunktionsglied des Definiens von
2.4.30:
(D) H′ ist eine endliche Folge & H′ 6= 0.
Nach Einführung von H′ ist H′ eine Folge der Länge Dom(H) und nach Vor-
aussetzung ist H eine endliche Folge, also H′ eine endliche Folge. Und da ferner
H 6= 0, ist Dom(H) 6= 0, also Dom(H′)6= 0, also H′ 6= 0.
Wir beweisen das dritte Konjunktionsglied des Definiens von
2.4.30:
(E) Für alle i: wenn i ∈ Dom(H′), dann gilt:









An B & ∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H
′) & H′j =
S
Am C & j 6= i & C 6= B ⇒ m 6= n)) oder





∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & Z ist die Klasse der Annahmeformeln
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des Gliedes i in H′ über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk
ist die Klasse der Annahmeformel- des Gliedes jk in H
′ über
S) & C ∈ Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ H
′
jk ist ein Satz
für Ck von S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)).
Angenommen, i ∈ Dom(H′).
Dann ist i ∈ Dom(H) & H ist Herleitung für (X, A) über S. Dann folgt mit
Theorem 2.4.26
(2) Hi ∈ ({0} × MeanPostS) or (ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS &
Hi = ({B}, B))) or ∃R∃j(R ist prämissenkonservative
Herleitungsrelation für S & R ∈ HRS & j ∈ Tup
>0(i) &
(Hi, 〈Hjk〉k∈Dom(j)) ∈ R).
Es sind also drei Fälle zu untersuchen:
Fall 1: Angenommen, Hi ∈ ({0} × MeanPostS).




Ferner ist pr2(Hi) ∈ MeanPostS. Also






ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hi = ({B}, B)).










Angenommen, C ∈ CFmlS & m ∈ N & j ∈ Dom(H
′) & H′j =
S
Am C & j 6=
i & C 6= pr2(Hi).
Dann j ∈ Dom(H) und es folgt mit (A) ReflFolgS ∈ HRS & Hj = ({C}, C).
Dann ReflFolgS ∈ HRS & ∃B(B ∈ CFmlS & Hj = ({B}, B)). Dann gilt
nach Einführung von H′ H′j =
S








Am C. Dann j = m. Dann folgt mit j 6= i m 6= i. Dann folgt mit
(4)








Am C & j 6= i & C 6= pr2(Hi) ⇒ m 6= i).
Also gilt





∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H
′) & H′j =
S
Am C &
j 6= i & C 6= B ⇒ m 6= n)).
Fall 3: Angenommen, ∃R∃j(R ist prämissenkonservative
Herleitungsrelation für S & R ∈ HRS & j ∈ Tup
>0(i) &
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(Hi, 〈Hjk〉k∈Dom(j)) ∈ R).
Seien R, j so.
Sei e = {Inf({l | l <N i & Hl = ({C}, C)}, KlN)}C∈pr1(Hi).










Ferner folgt mit (B):
(7) pr1(Hi) ist die Klasse der Annahmeformeln des Giedes i in H
′ über S,
und
(8) 〈pr1(Hjk)〉k∈Dom(j) ∈ Tup
=Dom(j) & ∀k(k ∈ Dom(j) ⇒ pr1(Hjk) ist die
Klasse der Annahmeformeln des Gliedes jk in H
′ über S).
Und mit der Einführung von H′ folgt:
(9) 〈pr2(Hjk)〉k∈Dom(j) ∈ Tup




ein Satz für pr2(Hjk) von S).
Und da nach Fallannahme
(Hi, 〈Hjk〉k∈Dom(j)) ∈ R,
gilt ferner
(10) ((pr1(Hi), pr2(Hi)), 〈(pr1(Hjk), pr2(Hjk))〉k∈Dom(j)) ∈ R.
Dann folgt mit der Annahme für Fall 3 und (6), . . . , (10)





∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & Z ist die Klasse der Annahmeformeln
des Gliedes i in H′ über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk
ist die Klasse der Annahmeformeln des Gliedes jk in H
′ über S) &
C ∈ Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ H
′
jk ist ein Satz für Ck
von S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)).
Nun folgt mit (2), (3), (5) und (11) und Adjunktionsbeseitigung (E).
Wir beweisen das vierte Konjunktionsglied des Definiens von
2.4.30:
(F) H′Dom(H′)−1 ist ein Satz für A in S & X ist die Klasse der
Annahmeformeln für das Glied Dom(H′)−1 in H′ über S.
Denn nach Voraussetzung ist H Herleitung für (X, A) über S. Dann ist
Dom(H)−1 ∈ Dom(H) & HDom(H)−1 = (X, A), also pr2(HDom(H)−1) = A.
Dann folgt mit Theorem 2.4.26 und der Einführung von H′, H′Dom(H′)−1 ist ein
Satz für A von S. Ferner ist X = pr1(HDom(H)−1). Dann folgt mit (B), X ist die
Klasse der Annahmeformeln für das Glied Dom(H′)−1 in H′ über S.
Mit (C), (D), (E), (F) folgt, H′ ist eine pragmatisierte Herleitung für A in
Abhängigkeit von X über S. 
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Beweis für 2.4.34
Angenommen, S ist eine Logik-Basis für pragmatisierte Herleitungen.
Angenommen, H ist pragmatisierte Herleitung für A in Abhängigkeit von X
über S.
Dann gilt gemäß Definitionslehre:
∃H ′(H ′ ist Funktion auf Dom(H) &
& ∀i∀B(i ∈ Dom(H) & B ∈ MeanPostS & Hi =
S
E B ⇒ H ′i =
(0, B)) &
& ∀i∀B∀n(i ∈ Dom(H) & ReflFolgS ∈ HRS & B ∈ CFmlS &
n ∈ N & Hi =
S
An B ⇒ H
′
i = ({B}, B)) &
& ∀i∀B∀e∀Z(i ∈ Dom(H) & B ∈ CFmlS & e ∈ ePot(N) &
Hi =
S
Fe B & Z ist die Klasse der Annahmeformeln des Gliedes i
in H über S ⇒ H ′i = (Z, B))).
Sei H′ so.
Um nun zu beweisen, daß H′ eine Herleitung für (X, A) über S ist, beweisen wir
ein Hilfstheorem (A) und dann die drei Konjunktionsglieder des Definiens der
Definition 2.2.1 des Begriffs der Herleitung als (B), . . . , (D).
Wir beweisen Hilfstheorem (A):
(A) ∀i∀U∀D(i ∈ Dom(H) & U ist die Klasse der Annahmeformeln für das
Glied i von H über S & Hi ist ein Satz für D von S ⇒ H
′
i = (U, D)).
Angenommen, i ∈ Dom(H) & U ist die Klasse der Annahmeformeln für das
Glied i von H über S & Hi ist ein Satz für D von S. Dann sind nach Definition
2.4.30 drei Fälle möglich:




Dann ist U = 0 und D = B. Dann folgt mit der Einführung von H′ H′i = (U, D).
Fall 2: Angenommen, ReflFolgS ∈ HRS & ∃B∃n(B ∈ CFmlS & n ∈ N &
Hi =
S
An B & ∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H) & Hj =
S
Am C & j 6= i & C 6= B ⇒ m 6= n)).
Seien B, n so.
Dann ist U = {B} & B = D. Dann folgt mit der Einführung von H′ H′i =
(U, D).
Fall 3: Angenommen, ∃B∃e(B ∈ CFmlS & e ∈ ePot(N) & Hi =
S
Fe B &
∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S & R ∈
HRS & j ∈ Tup
>0(i) & Z ist die Klasse der Annahmeformeln des Gliedes i
in H über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk ist die Klasse der
Annahmeformeln des Gliedes jk in H über S ) &
C ∈ Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ Hjk ist ein Satz für Ck von
S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)).
Seien B, e so.
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Seien R, j, Z, Y, C so.
Dann ist Z die Klasse der Annahmeformeln des Gliedes i in H über S. Dann ist
U = Z & D = B. Dann folgt mit der Einführung von H′ H′i = (U, D).
Damit ist in allen drei Fällen bewiesen, H′i = (U, D).
Damit ist (A) bewiesen.
Wir beweisen das erste Konjunktionsglied des Definiens der
Definition 2.2.1:
(B) S ist eine Logik-Basis.
Nach Voraussetzung ist S eine Logik-Basis für pragmatisierte Herleitungen und
damit eine Logik-Basis.
Wir beweisen das zweite Konjunktionglied des Definiens der
Definition 2.2.1:
(C) H′ ist eine endliche Folge & H′ 6= 0
& ∀i(i ∈ Dom(H′) ⇒ (H′i ∈ (0 × MeanPostS) or ∃R∃j(R ∈ HRS & j ∈
Tup>0(i) & (H′i, 〈H
′
jk〉k∈Dom(j)) ∈ R))).
Nach Einführung von H′ ist H′ eine Funktion auf Dom(H) und H ist eine
pragmatisierte Herleitung über S, also eine endliche Folge, & H 6= 0, also
H′ 6= 0.
Also gilt
(1) H′ ist eine endliche Folge & H′ 6= 0.
Angenommen, i ∈ Dom(H′). Dann i ∈ Dom(H). Dann sind drei Fälle
möglich:




Dann nach Einführung von H′ H′i = (0, B). Dann H
′
i ∈ (0 × MeanPostS).
Fall 2: Angenommen, ReflFolgS ∈ HRS & ∃B∃n(B ∈ CFmlS & n ∈ N &
Hi =
S
An B & ∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H) & Hj =
S
Am C & j 6= i & C 6= B ⇒ m 6= n)).
Seien B, n so.
Dann folgt mit der Einführung von H′ H′i = ({B}, B). Dann ReflFolgS ∈
HRS & 0 ∈ Tup
>0(i) & (({B}, B), 0) ∈ ReflFolgS; also
∃R∃j(R ∈ HRS & j ∈ Tup




Fall 3: Angenommen, ∃B∃e(B ∈ CFmlS & e ∈ ePot(N) & Hi =
S
Fe B &
∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ HRS & j ∈ Tup
>0(i) & Z ist die Klasse der Annahmeformeln des
Gliedes i in H über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk ist die
Klasse der Annahmeformeln des Gliedes jk in H über S ) &
C ∈ Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ Hjk ist ein Satz für Ck von
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S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)).
Seien B, e so.
Seien R, j, Z, Y, C so.
Dann folgt mit der Einführung von H′
H′i = (Z, B).
Angenommen, k ∈ Dom(j).
Dann jk <N i, also jk ∈ Dom(H); ferner ist Yk die Klasse der Annahmeformeln
des Gliedes jk in H über S, und Hjk ist ein Satz für Ck von S. Dann folgt mit
(A) H′jk = (Yk, Ck). Dann










∃R∃j(R ∈ HRS & j ∈ Tup
>0(i) & (H′i, 〈H
′
jk〉k∈Dom(j)) ∈ R))).
Damit sind die drei möglichen Fälle behandelt und es folgt mit
Adjunktionsbeseitigung (H′i ∈ (0 × MeanPostS) or ∃R∃j(R ∈ HRS & j ∈
Tup>0(i) & (H′i, 〈H
′
jk〉k∈Dom(j)) ∈ R))). Insgesamt gilt also:
(2) ∀i(i ∈ Dom(H′) ⇒ (H′i ∈ (0 × MeanPostS) or ∃R∃j(R ∈ HRS & j ∈
Tup>0(i) & (H′i, 〈H
′
jk〉k∈Dom(j)) ∈ R))).
Mit (1) und (2) ist (C) bewiesen.
Wir beweisen das dritte Konjunktionsglied des Definiens der
Definition 2.2.1:
(D) (X, A) = H′Dom(H′)−1.
Denn H ist eine pragmatisierte Herleitung für A in Abhängigkeit von X über
S. Dann HDom(H)−1 ist ein Satz für A von S & X ist die Klasse der Annahme-
formeln für das Glied Dom(H)−1 in H über S. Dann folgt mit Dom(H′)−1 ∈
Dom(H) und (A) H′Dom(H′)−1 = (X, A).
Mit Definition 2.2.1 und (B), (C), (D) folgt, H′ ist eine Herleitung für (X, A)
über S. 
Beweis für 2.4.35
Direkt mit den Theoremen 2.2.4, 2.4.33 und 2.4.34. 
A.6 Beweise in Abshnitt 2.5
Beweis für 2.5.4
Direkt mit den Theoremen 2.1.14 und 2.3.6. 
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Beweis für 2.5.5
Angenommen, S ist eine Logik-Basis für pragmatisierte Herleitungen.
Um die Behauptung zu beweisen, setzen wir
M = {n | ∀H∀X∀A(H ist zulässige pragmatisierte Herleitung für A
in Abhängigkeit von X über S & Dom(H) = n ⇒ ∃H ′ H ′ ist
zulässige Herleitung für (X, A) über S )}
und beweisen durch N-Wertverlaufsinduktion
(A) N ⊆ M.
Angenommen also, n ∈ N & ∀m(m <N n ⇒ m ∈ M).
Angenommen, H ist zulässige pragmatisierte Herleitung für A in Abhängigkeit
von X über S & Dom(H) = n.
Dann ist n − 1 ∈ Dom(H) & Hn−1 ist ein Satz für A von S & X ist die
Klasse der Annahmeformeln des Gliedes n − 1 in H über S. Dann sind gemäß
Definition 2.5.1 drei Fälle möglich:




Dann ist B = A und X = 0 und〈(0, B)〉 ist eine zulässige Herleitung für (0, B)
über S. Also ∃H ′ H ′ ist zulässige Herleitung für (X, A) über S.
Fall 2: Angenommen, ReflFolS ∈ HRS & ∃B∃k(B ∈ CFmlS & k ∈ N &
Hn−1 =
S
Ak B & ∀C∀m∀j(C ∈ CFmlS & m ∈ N & j ∈ Dom(H) & Hj =
S
Am C & j 6= n − 1 & C 6= B ⇒ m 6= k)).
Seien B, k so.
Dann ist A = B und X = {B}, und 〈({B}, B)〉 ist eine zulässige Herleitung für
({B}, B) über S. Also ∃H ′ H ′ ist zulässige Herleitung für (X, A) über S.
Fall 3: Angenommen,
∃B∃e(B ∈ CFmlS & e ∈ ePot(N) & Hn − 1 =
S
Fe B &
∃R∃j∃Z∃Y ∃C(R ist prämissenkonservative Herleitungsrelation für S
& R ∈ ZulHRS & j ∈ Tup
>0(n− 1) & Z ist die Klasse der Annahmeformeln
des Gliedes n −1 in H über S & Y ∈ Tup=Dom(j) & ∀k(k ∈ Dom(j) ⇒ Yk ist
die Klasse der Annahmeformeln des Gliedes jk in H über S ) &
C ∈ Tup=Dom(j)(CFmlS) & ∀k(k ∈ Dom(j) ⇒ Hjk ist ein Satz für Ck von
S) & ((Z, B), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)).
Seien B, e so.
Seien R, j, Z, Y, C so.
Dann ist B = A und Z = X. Dann gilt
(1) ((X, A), 〈(Yk, Ck)〉k∈Dom(j)) ∈ R)).
Angenommen, k ∈ Dom(j).
Dann jk <N n -1, also jk + 1 <N n, also jk + 1 ∈ M. Ferner istH⌈ (jk + 1) eine
zulässige pragmatisierte Herleitung für Ck in Abhängigkeit von Yk über S &
Dom(H⌈ (jk + 1)) = jk + 1. Dann folgt
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∃H ′ H ′ ist eine zulässige Herleitung fÃ1
4
r (Yk, Ck) über S.
Also gilt
∀k(k ∈ Dom(j) ⇒ ∃H ′ H ′ ist eine zulässige Herleitung fÃ1
4
r
(Yk, Ck) über S.
Dann folgt mit Auswahlaxiom
∃H ′(H ′ ist eine Funktion auf Dom(j) & ∀k(k ∈ Dom(j) ⇒ H′k ist
zulässige Herleitung für (Yk, Ck) über S)).
Sei H′ so.
Dann kann gemäß Definitionslehre eine Funktion eingeführt werden, welche
die H′k (k ∈ Dom(j)) miteinander verkettet und als zusätzlichen letzten Wert
(X, A) enthält:






















k)) eine zulässige Herleitung über S.
Da ferner nach Einführung von H′ für k ∈ Dom(j) H′k zulässige Herleitung für
(Yk, Ck) über S ist, ist H
′
k, Dom(H′k)−1














Dann folgt mit (1)














G ist zulässige Herleitung für (X, A) über S.
Also
∃H ′ H ′ ist zulässige Herleitung für (X, A) über S.
In allen drei Fällen ist damit bewiesen
∃H ′ H ′ ist zulässige Herleitung für (X, A) über S.
Dann ist n ∈ M.
Damit ist (A) durch N-Wertverlaufsinduktion bewiesen.
Mit (A) folgt die Behauptung von 2.5.5 nun wie folgt: Angenommen, H ist
zulässige pragmatisierte Herleitung für A in Abhängigkeit von X über S. Dann
folgt mit Dom(H) ∈ N und (A) ∃H ′ H ′ ist zulässige Herleitung für (X, A) über
S. Dann folgt mit den Theoremen 2.3.11 und 2.4.33 ∃H ′ H ′ ist pragmatisierte
Herleitung für A in Abhängigkeit von X über S. 
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Beweis für 2.5.6
Direkt mit den Theoremen 2.4.35, 2.5.4 und 2.5.5. 
A.7 Beweise in Abshnitt 2.6
Beweis für 2.6.2
Angenommen, S ist eine Logik-Basis.
Seien die Voraussetzungen (1), (2), (3) für c, v, E0, E1 erfüllt.
Angenommen, a, b∈CAdrS & catS(a) = catS(v) = catS(b).
Nach Voraussetzung ist FreeS
88 {c} ⊆ {v}. Dann (FreeS
88 {c}) \ {v} = 0. Dann
gilt
∀w∀p(w ist Abzählung von (FreeS
88 {c}) \ {v} &
& p ist Abzählung der Länge Dom(w) in ParS \ (TAdrS
88 {a, b, c}) &
& ∀k(k ∈ Dom(w) ⇒ catS(wk) = catS(pk)) ⇐⇒ w = 0 & p = 0).
Dann folgt mit SSubstS
8 〈0, 0, c〉 = c
(1) ∀w∀p(w ist Abzählung von (FreeS
88 {c}) \ {v} &
& p ist Abzählung der Länge Dom(w) in ParS \ (TAdrS
88 {a, b, c}) &
& ∀k(k ∈ Dom(w) ⇒ catS(wk) = catS(pk)) ⇒
⇒ {E0 S 〈a, b〉} ⊢FS E1 S 〈SubstS
8 〈a, v, SSubstS
8 〈p, w, c〉〉,
SubstS
8 〈b, v, SSubstS
8 〈p, w, c〉〉〉))
gdw
{E0 S 〈a, b〉} ⊢FS E1 S 〈SubstS
8 〈a, v, c〉, SubstS
8 〈b, v, c〉〉.
Und mit (1) folgt sofort die Behauptung. 
Beweis für 2.6.4
Seien die Voraussetzungen für S, v erfüllt.
Angenommen, p ∈ SubstrelevS(v).
Nach Definition 2.6.3 (2)(a) ist SubstrelevS(v) eine Relation. Dann p = (pr1(p),pr2(p)).
Dann folgt mit 2.6.3 (2)(b) pr2(p) = v or ∃O∃t(O paßt auf t über S & pr2(p)
= O S t). In beiden Fällen ist pr2(p) ∈ AdrS. 
Beweis für 2.6.5
Angenommen, die Voraussetzungen sind für S, v erfüllt.
Sei
M = {c | ∀d((d, c) ∈ SubstrelevS(v) ⇒ (d, c) ∈ AdrS × AdrS)}.
Dann beweisen wir durch Adr-Induktion
(A) AdrS ⊆ M.
I.B.: Angenommen, c ∈ AdrS.
Angenommen, (d, c) ∈ SubstrelevS(v).
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Dann folgt mit Definition 2.6.3 (2)(b) und c ∈ AtAdrS c = v & d = v. Dann
ist d ∈ VarS, also d ∈ AdrS. Also (d, c) ∈ AdrS × AdrS. Also c ∈ M.
I.S.: Angenommen, O paßt auf t über S & {O}∪ Ran(t) ⊆ M.
Angenommen, (d, OSt) ∈ SubstrelevS(v).
Dann sind nach Definition 2.6.3 (2)(b) vier Fälle zu unterscheiden:
Fall 1: Angenommen, d = OSt & v ∈ FreeS
88 {O S t}.
Dann folgt mit OSt ∈ AdrS d ∈ AdrS. Also (d, OSt) ∈ AdrS × AdrS.
Fall 2: Angenommen, O ∈ VarBindS & (d, O) ∈ SubstrelevS(v).
Nach I.V. ist O ∈ M und es folgt (d, O) ∈ AdrS×AdrS. Dann d ∈ AdrS. Dann
(d, OSt)∈ AdrS×AdrS.
Fall 3: Angenommen, O ∈ VarBindOprS & ((d, O) ∈ SubstrelevS(v) or (v /∈
Ran(opdS(O)) & ∃i(i ∈ Dom(t) & (d, ti) ∈ SubstrelevS(v)))).
Wenn (d, O) ∈ SubstrelevS(v), dann folgt mit O ∈ M (d, O) ∈ AdrS× AdrS,
also d ∈ AdrS, also (d, OSt) ∈ AdrS× AdrS.
Wenn (v /∈ Ran(opdS(O)) & ∃i(i ∈ Dom(t) & (d, ti) ∈ SubstrelevS(v))),
dann ∃i(i ∈ Dom(t) & (d, ti) ∈ SubstrelevS(v))). Sei v so. Dann folgt mit
ti ∈ M (d, ti)∈ AdrS × AdrS. Dann d ∈ AdrS. Dann (d, OSt)∈ AdrS × AdrS.
Fall 4: Angenommen, O /∈ VarBindS & O /∈ VarBindOprS & ∃x(x ∈
{O} ∪ Ran(t) & (d, x) ∈ SubstrelevS(v)). Sei x so.
Dann folgt mit {O}∪Ran(t) ⊆ M x ∈ M. Dann folgt mit (d, x) ∈ SubstrelevS(v)
(d, x) ∈ AdrS×AdrS. Dann d ∈ AdrS. Dann (d, OSt) ∈ AdrS×AdrS.
Also (d, OSt) ∈ AdrS×AdrS. Dann OSt ∈ M.
Damit ist (A) durch Adr-Induktion bewiesen. Mit (A) folgt nun weiter:
Angenommen, p ∈ SubstrelevS(v).
Dann folgt mit Definition 2.6.3 (2)(a) p = (pr1(p), pr2(p)). Dann folgt mit
Theorem 2.6.4 pr2(p) ∈ AdrS. Dann folgt mit (A) pr2(p) ∈ M. Dann folgt mit
p ∈ SubstrelevS(v) p ∈AdrS×AdrS. Und es folgt SubstrelevS(v) ⊆ AdrS×AdrS.

Beweis für 2.6.6
Angenommen, S ist eine Syntax-Basis und v∈VarS.
Sei
M = {c | ∀a∀b((a, b) ∈ SubstrelevS(v) & (b, c) ∈ SubstrelevS(v) ⇒
(a, c) ∈ SubstrelevS(v))}.
Dann beweisen wir durch Adr-Induktion
(A) AdrS ⊆ M.
I.B.: Angenommen, c ∈AtAdrS.
Angenommen, (a, b)∈SubstrelevS(v) & (b, c)∈SubstrelevS(v). Dann folgt mit
Definition 2.6.3 (2)(b) c = v & b = v. Ferner folgt mit (a, b)∈SubstrelevS(v)
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und b = v und Definition 2.6.3 (2)(b) a = v. Also a = v & c = v. Also (a, c)∈
SubstrelevS(v). Dann c∈M.
I.S.: Angenommen, O paßt auf t über S & {O}∪Ran(t) ⊆ M.
Angenommen, (a, b)∈SubstrelevS(v) & (b, OSt)∈SubstrelevS(v). Dann sind
gemäß Definition 2.6.3 (2)(b) vier Fälle zu unterscheiden:
Fall 1: Angenommen, b = OSt & v∈ FreeS
88 {O S t}.
Dann (a, OSt)∈SubstrelevS(v).
Fall 2: Angenommen, O∈VarBindS & (b, O)∈SubstrelevS(v).
Nach I.V. ist O∈M. Dann folgt mit (a, b)∈SubstrelevS(v) & (b, O)∈SubstrelevS(v)
(a, O)∈SubstrelevS(v). Dann folgt mit der aktuellen Fallannahme (a, OSt)∈
SubstrelevS(v).
Fall 3: Angenommen, O ∈ VarBindOprS & ((b, O) ∈ SubstrelevS(v) or v /∈
Ran(opdS(O)) & ∃i(i ∈ Dom(t) & (b, ti)∈SubstrelevS(v)))).
Wenn (b, O)∈SubstrelevS(v), dann folgt mit O∈M und (a, b)∈SubstrelevS(v)
(a, O)∈SubstrelevS(v). Dann folgt mit der aktuellen Fallannahme (a, OSt)∈
SubstrelevS(v).
Wenn v /∈Ran(opdS(O)) & ∃i(i ∈ Dom(t) & (b, ti)∈SubstrelevS(v)), dann
∃i(i ∈ Dom(t) & (b, ti)∈SubstrelevS(v)). Sei i so. Nach I.V. ist ti ∈M. Dann
folgt mit (a, b)∈SubstrelevS(v) (a, ti)∈SubstrelevS(v). Dann v /∈Ran(opdS(O))
& ∃i(i ∈ Dom(t) & (a, ti)∈SubstrelevS(v)). Dann folgt mit O∈VarBindS
(a, OSt)∈SubstrelevS(v).
Fall 4: Angenommen, O /∈ VarBindS & O /∈ VarBindOprS & ∃x(x ∈
{O} ∪ Ran(t) & (b, x) ∈ SubstrelevS(v)).
Dann ∃x(x ∈ {O} ∪ Ran(t) & (b, x) ∈ SubstrelevS(v)).
Sei x so.
Nach I.V. ist {O}∪Ran(t)⊆M. Dann x∈M. Dann folgt mit (a, b)∈SubstrelevS(v)
(a, x)∈SubstrelevS(v). Dann ∃x(x ∈ {O} ∪Ran(t) & (a, x) ∈ SubstrelevS(v)).
Dann folgt mit O /∈ VarBindS & O /∈ VarBindOprS (a, OSt)∈SubstrelevS(v).
Also (a, OSt)∈SubstrelevS(v). Dann OSt∈M.
Damit ist (A) durch Adr-Induktion bewiesen. Und mit (A) und Theorem 2.6.4
folgt das Konsequens von Theorem 2.6.6. 
Beweis für 2.6.7
Angenommen, S ist eine Logik-Basis.
Um die Behauptung zu beweisen, setzen wir
M = {n | für alle c, v, E:
wenn
(1) c ∈ AdrS & v ∈ VarS & adr-gradS(c) = n &
(2) (a) E ist Funktion & {v, c} ∪ SubstrelevS(v)
88 {c} ⊆ Dom(E) &
(b) ∀x(x ∈ {v, c} ∪ SubstrelevS(v)
88 {c} ⇒
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⇒ Ex ∈ CAdrS & catS(Ex) = 〈0, catS(x), catS(x)〉 &
& ∀z(z ∈ CAdrS & catS(z) = catS(x) ⇒ 0 ⊢FS Ex S 〈z, z〉)) &
(3) für alle P , u:
wenn
(a) P paßt auf u über S &
(b) P S u ∈ SubstrelevS(v)
88 {c} &
(c) ∀x(x ∈ {P} ∪ Ran(u) & x ∈ SubstrelevS(v)
88 {P S u} ⇒ x
erfüllt für v die Substituivitätsbedingung bzgl. Ev, Ex über S ),
dann
(d) P S u erfüllt für v die Substituivitätsbedingung bzgl. Ev, EP Su
über S,
dann
(4) c erfüllt für v die Substituivitätsbedingung bzgl. Ev, Ec über S}
und beweisen durch N-Wertverlaufsinduktion
(A) N ⊆ M.
Angenommen also, n ∈ N & ∀m(m <N n ⇒ m ∈ M).
Angenommen, die Voraussetzungen (1), . . . , (3) in M sind für n, c, v, E erfüllt.
Dann sind die Bedingungen (1), . . . , (3) im Definiens der Definition 2.6.1 mit c
für c, v für v, Ev für E0 und Ec für E1 erfüllt. Es ist noch Bedingung (4) im
Definiens der Definition 2.6.1 mit c für c, v für v, Ev für E0 und Ec für E1 zu
beweisen.
Angenommen,
(5) a, b ∈ CAdrS & catS(a) = catS(v) = catS(b).
Angenommen,
(6) w ist Abzählung von (FreeS
88 {c}) \ {v} & p ist Abzählung der Länge
Dom(w) in ParS \ (TAdrS
88 {a, b, c}) & ∀k(k ∈ Dom(w) ⇒ catS(wk) =
catS(pk)).
Sei
(7) c′ = SSubstS
8 〈p, w, c〉.
Dann ist zu beweisen
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Da n ∈ N, ist n = 0 oder n >N 0.
Fall 1: Angenommen, n = 0.
Dann adrgradS(c) = 0. Dann c ∈ AtAdrS. Wir untersuchen zwei Unterfälle:
Fall 1.1: Angenommen, c = v.
Dann ist SubstS
8 〈a, v, c〉 = a & SubstS
8 〈b, v, c〉 = b, und mit der Refle-
xivität von FS folgt {Ev S 〈a, b〉} ⊢FS Ev S 〈a, b〉. Dann {Ev S 〈a, b〉} ⊢FS
Ev S 〈SubstS
8 〈a, v, c〉, SubstS
8 〈b, v, c〉〉. Wegen c = v ist Ev = Ec ; also
{Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c〉, SubstS
8 〈b, v, c〉〉. Wegen c = v ist
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(FreeS
88 {c}) \ {v} = 0, also w = 0 = p, also SSubstS
8 〈p, w, c〉 = c, also c′ = c.
Also gilt
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Fall 1.2: Angenommen, c 6= v.
Fall 1.2.1: Angenommen, c ∈ VarS. Dann ist (FreeS
88 {c})\{v} = FreeS
88 {c} =
{c}. Dann ist w = 〈c〉 und p = 〈p0〉, also c
′ = SSubstS
8 〈p, w, c〉 = p0. Dann
ist SubstS
8 〈a, v, c′〉 = p0 = SubstS
8 〈b, v, c′〉. Da p0 ∈ CAdrS & catS(p0) =
catS(w0) = catS(c), folgt mit der angenommenen Voraussetzung (2)(b) von M
0 ⊢FS Ec S 〈p0, p0〉. Dann folgt mit der Monotonie von FS {Ev S 〈a, b〉} ⊢FS
Ec S 〈p0, p0〉. Also gilt
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Fall 1.2.2: Angenommen, c /∈ VarS. Dann SubstS
8 〈a, v, c〉 = c = SubstS
8 〈b,
v, c〉〉. Ferner ist c ∈ CAdrS und es folgt mit der angenommenen Vorausset-
zung (2)(b) von M 0 ⊢FS Ec S 〈c, c〉. Dann folgt mit der Monotonie von FS
{Ev S 〈a, b〉} ⊢FS Ec S 〈c, c〉. Also gilt
{Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c〉, SubstS
8 〈b, v, c〉〉.
Nun ist FreeS
88 {c} = 0, also (FreeS
88 {c}) \ {v} = 0, also w = 0 = p, also
SSubstS
8 〈p, w, c〉 = c, also c′ = c. Also gilt
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Also gilt im Fall 1.2
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Also gilt im Fall 1
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Fall 2: Angenommen, n >N 0.
Dann adrgradS(c) >N 0. Dann ∃O∃t (O paßt auf t über S & c = O S t).
Seien O, t so. Dann
(9) c = OSt.
Es ist v ∈ FreeS
88 {c} oder v /∈ FreeS
88 {c}.
Fall 2.1: Angenommen, v /∈ FreeS
88 {c}.
Dann v /∈ FreeS
88 {c′}.
Dann SubstS
8 〈a, v, c′〉 = c ′ = SubstS
8 〈b, v, c′〉, und c′ ∈CAdrS &
catS(c
′) =catS(c). Dann folgt mit der angenommenen Voraussetzung (2)(b) von
M 0 ⊢FS Ec S 〈c
′, c′〉. Dann folgt mit der Monotonie von FS {Ev S 〈a, b〉}
0 ⊢FS Ec S 〈c
′, c′〉. Also {Ev S 〈a, b〉} 0 ⊢FS 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v,
c′〉〉. Also gilt im Fall 2.1
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Fall 2.2: Angenommen, v ∈ FreeS
88 {c}.
Aus der angenommenen Voraussetzung (3) in M folgt mit O für P
und t für u
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(10) wenn
(a) O paßt auf t über S &
(b) OSt ∈ SubstrelevS(v)
88 {c} &
(c) ∀x(x ∈ {O}∪Ran(t) & x ∈ SubstrelevS(v)
88 {O S t} ⇒ x erfüllt für
v die Substituivitätsbedingung bzgl. Ev, Ex über S)
dann
(d) OSt erfüllt für v die Substituivitätsbedingung bzgl. Ev, EOSt über S.
Aus (d) folgt mit (5), (6), (7) und Definition 2.6.1 die zu beweisende
Aussage
{Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Um die zu beweisende Aussage (8) zu beweisen, genügt es also, die
Bedingungen (a), (b), (c) in (10) zu beweisen.
Nun gilt Voraussetzung (a) in (10) nach Einführung von O, t, und
Voraussetzung (b) in (10) folgt mit Definition 2.6.3 und der Annahme von Fall
2.2. Es ist also noch Voraussetzung (c) in (10) zu beweisen.
Angenommen,
(11) x ∈ {O}∪Ran(t) & x ∈ SubstrelevS(v)
88 {O S t}}.
Dann adrgradS(x) <N adrgradS(c), also adrgradS(x) <N n. Dann folgt
mit I.V.
(12) adrgradS(x) ∈ M.
Um (12) auszunutzen, beweisen wir als (13), (14), (15) die Voraussetzungen
(1), (2), (3) in M mit adrgradS(x) für n, x für c, v für v und E für E.
(13) x ∈ AdrS & v ∈ VarS & adrgradS(x) = adrgradS(x).
Beweis: Nach Einführung von O, t paßt O auf t über S. Dann O ∈ AdrS und
Ran(t) ⊆ AdrS; also x ∈ AdrS. Und nach der angenommenen Voraussetzung
(1) von M ist v ∈ VarS.
(14) (a) E ist Funktion & {v, x}∪SubstrelevS(v)
88 {x} ⊆ Dom(E) &
(b) ∀y(y ∈ {v, x} ∪ SubstrelevS(v)
88 {x} ⇒
⇒ Ey ∈ CAdrS & catS(Ey) = 〈0, catS(y), catS(y)〉 &
& ∀z(z ∈ CAdrS & catS(z) = catS(y) ⇒ 0 ⊢FS Ey S 〈z, z〉)).
Beweis für (a): Nach der angenommenen Voraussetzung (2)(a) von M ist E
Funktion und v ∈ Dom(E). Nach Annahme (11) ist x ∈ SubstrelevS(v)
88 {O S t}
und nach der angenommenen Voraussetzung (2)(a) von M ist SubstrelevS(v)
88 {OS
t} ⊆ Dom(E), also x ∈ Dom(E). Sei z ∈ SubstrelevS(v)
88 {x}; dann folgt mit
Theorem 2.6.6 und x ∈ SubstrelevS(v)
88 {c} z ∈ SubstrelevS(v)
88 {c}; dann folgt
mit SubstrelevS(v)
88 {c} ⊆ Dom(E) z ∈ Dom(E); also SubstrelevS(v)
88 {x} ⊆
Dom(E). Insgesamt gilt also {v, x}∪SubstrelevS(v)
88 {x} ⊆ Dom(E).
Beweis für (b): Angenommen, y ∈ {v, x}∪SubstrelevS(v)
88 {x}. Wenn y =
v, dann folgt mit der angenommenen Voraussetzung (2)(b) von M das Kon-
sequens von (14)(b); wenn y = x, dann folgt mit Annahme (11) und (9) y
∈ SubstrelevS(v)
88 {c}; dann folgt mit der angenommenen Voraussetzung (2)(b)
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von M das Konsequens von (14)(b). Wenn y ∈ SubstrelevS(v)
88 {x}, dann folgt
mit Theorem 2.6.6 und Annahme (10) y ∈ SubstrelevS(v)
88 {c}; dann folgt mit
der angenommenen Voraussetzung (2)(b) von M das Konsequens von (14)(b).
(15) für alle P , u:
wenn
(a) P paßt auf u über S &
(b) P S u ∈ SubstrelevS(v)
88 {x} &
(c) ∀y(y ∈ {P} ∪ Ran(u) & y ∈ SubstrelevS(v)
88 {P S u} ⇒ y erfüllt
für v die Substituivitätsbedingung bzgl. Ev, Ey über S ),
dann
(d) P S u erfüllt für v die Substituivitätsbedingung bzgl. Ev, EP Su über
S.
Beweis: Angenommen, die Voraussetzungen (a), (b), (c) gelten für P, u. Dann
sind die entsprechenden Voraussetzungen (a), (b), (c) in der angenommenen
Voraussetzung (3) von M erfüllt: für (a) und (c) folgt dies direkt, und für (b)
mit (11), Theorem 2.6.6 und (9). Dann folgt mit der angenommenen
Voraussetzung (3) von M PSu erfüllt für v die Substituivitätsbedingung bzgl.
Ev, EPSu über S.
Mit (13), (14), (15) sind die Voraussetzungen (1), (2), (3) in M mit
adrgradS(x) für n, x für c, v für v und E für E bewiesen, und es folgt mit
adrgradS(x) ∈ M
x erfüllt für v die Substituivitätsbedingung bzgl. Ev, Ex über S.
Damit ist auch Voraussetzung (c) in (10) bewiesen.
Dann folgt mit (10)
OSt erfüllt für v die Substituivitätsbedingung bzgl. Ev, EOSt über S.
Dann folgt mit Definition 2.6.1 und (5), (6), (7)
{Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Also gilt im Fall 2.2
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Also gilt im Fall 2
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Also gilt
(8) {Ev S 〈a, b〉} ⊢FS Ec S 〈SubstS
8 〈a, v, c′〉, SubstS
8 〈b, v, c′〉〉.
Mit (8) folgt Bedingung (4) im Definiens von Definition 2.6.1 mit c für c, v für
v, Ev für E0 und Ec für E1, und es folgt mit Definition 2.6.1 das Konsequens
(4) des Konditionals von M
c erfüllt für v die Bedingung der Substituivität bzgl. Ev, Ec über S.
Dann ist n ∈ M.
Damit ist (A) durch N-Wertverlaufsinduktion bewiesen, und mit (A) folgt sofort
die Behauptung des Substituivitätstheorems 2.6.7. 
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A.8 Beweise in Abshnitt 2.7
Beweis für 2.7.15
Angenommen, S ist eine Logik-Basis und RflxS ∈ HRS. Sei p ∈ ReflexS. Dann ist
(p, 0) ∈ RflxS. Dann folgt mit RflxS ∈ HRS & (p, 0) ∈ RflxS & Ran(0) ⊆ FS
(weil Ran(0) = 0) und Theorem 2.1.9 (2) p ∈ FS. Also ist ReflexS ⊆ FS . 
