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NOTES ON GRADED SYMMETRIC CELLULAR ALGEBRAS
YANBO LI AND DEKE ZHAO
Abstract. Let A = ⊕i∈ZAi be a finite dimensional graded symmetric cellular
algebra with a homogeneous symmetrizing trace of degree d. We prove that
A−d contains the Higman ideal H(A) of the center of A and dimH(A) ≤
dimA0 if d 6= 0, and provide a semisimplicity criterion of A in terms of the
centralizer of A0, which is a graded version of [19, Theorem 3.2].
1. Introduction
Cellular algebras were introduced by Graham and Lehrer [14] in 1996 motivated
by the work of Kazhdan and Lusztig [18]. It provides a systematic framework
for studying the representation theory of many interesting and important algebras
coming from mathematics and physics, such as Schur algebras, Temperley-Lieb
algebras, Brauer algebras [14], partition algebras [28], Birman-Wenzl algebras [29],
Hecke algebras of finite types [13], and so on.
The (Z-)gradings is a subtle structure on a finite dimensional algebra, which
plays an important role in Lie theory and the representation theory (ref. [3, 10,
11, 27]). Motivated by the works of Brundan, Kleshchev (and Wang) [4, 5, 9], Hu
and Mathas [15] introduced graded cellular algebras, which include the Khovanov
diagram algebras and their quasi-hereditary covers [6, 7], the level two degenerate
cyclotomic Hecke algebras [2], graded walled Brauer algebras [8], Temperley-Lieb
algebras of type A and B [26], etc (see references in [16, 17]).
The Auslander-Reiten conjecture [1] claims that if the stable categories of two
Artin algebras are equivalent then they have the same number of non-projective sim-
ple modules up to isomorphism. Recently, Liu, Zhou and Zimmermann’s work [25]
indicates that the projective center is the main obstruction to attack the Auslander-
Reiten conjecture, which is exactly the Higman ideal for a symmetric algebra. It is
natural and interesting to investigate the Higman ideal of the center of a symmetric
algebra.
The aim of this note is to study the Higman ideal of a graded symmetric cellular
algebra by applying the dual basis method which has been used in [19–24]. More
precisely, assume that A = ⊕i∈ZAi is a finite dimensional graded symmetric cellular
algebra over a field K with a homogeneous symmetrizing trace τ of degree d. Our
first main result claims that the Higman ideal of the center Z(A) of A is contained
in A−d, and dimH(A) ≤ dimA0 whenever d 6= 0 (see Theorem 3.4). Secondly, we
provide a semisimplicity criterion for finite dimensional graded symmetric cellular
algebras in terms of the centralizer of A0 (see Theorem 5.7), which is a graded
version of [19, Theorem 3.2].
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The note is organized as follows. In Section 2, we review quickly some known
results on symmetric algebras, graded algebras and cellular algebras. In Section 3,
we study the Higman ideal of finite dimensional graded symmetric cellular algebras
and prove the first main result. Section 4 devotes to investigate the centralizer of
A0 and gives a graded version of [19, Thoerem 3.2]. The semisimplicity criterion for
finite dimensional graded symmetric cellular algebras is provided in the last section.
2. Preliminaries
In this section, we recall some facts on symmetric algebras, graded algebras and
cellular algebras, and introduce the graded symmetric algebras.
2.1. Symmetric algebras. Let K be a field and let A be a finite dimensional
K-algebra. Recall that a bilinear form f : A × A → K is non-degenerate if the
determinant of the matrix (f(xi, xj))xi, xj∈B is invertible for some basis B =
{x1, · · · , xn} of A and f is associative if f(ab, c) = f(a, bc) for all a, b, c ∈ A. We
say that A is a symmetric algebra if there is a non-degenerate associative bilinear
form f on A such that f(x, y) = f(y, x) for all x, y ∈ A. Note that if A is a
symmetric algebra, then we can define a linear map τ by
τ : A→ K a 7→ f(a, 1),
which is called the symmetrizing trace of A induced by f .
Now let A be a finite dimensional symmetric algebra with a basisB = {x1, · · · , xn}
and denote by D = {y1, · · · , yn} the dual basis of B, that is, D is a basis of A sat-
isfying τ(xiyj) = δij for all i, j = 1, . . . , n. Then the Higman ideal H(A) of the
center Z(A) of A is
H(A) :=
{∑
i
xiayi
∣∣∣∣ a ∈ A
}
,
which is independent of the choice of τ and the basis of A.
For arbitrary 1 ≤ i, j ≤ n, write xixj =
∑
k rijkxk, where rijk ∈ K. The first
named author proved the following lemma.
Lemma 2.1 ( [21, Lemma 2.2]). Let A be a symmetric K-algebra. Then the
following hold:
xiyj =
∑
k
rkijyk; yixj =
∑
k
rjkiyk.
2.2. Graded symmetric algebras. By a graded space we mean a Z-graded K-
space V , namely a K-space with a decomposition into subspaces V =
⊕
i∈Z Vi.
A nonzero element v of Vi is said to be a homogeneous element of degree i and
denoted by deg(v) = i. We will view the field K as a graded space concentrated
in degree 0. Given two graded spaces V and W , the K-space HomK(V,W ) of all
K-linear maps from V to W is a graded space with HomK(V,W )i consisting of all
the K-linear maps α : V → W such that α(Vj) ⊆ Wj+i for all i, j ∈ Z. Nonzero
element of HomK(V,W )i will be called a homogeneous map of degree i.
By a graded algebra A we always mean a finite dimensional Z-graded associative
K-algebra with identity, that is, A is a graded space A =
⊕
i∈ZAi such that
AiAj ⊆ Ai+j for all i, j ∈ Z.
Definition 2.2. A graded algebra A is said to be a graded symmetric algebra if
there is a homogeneous symmetrizing trace τ : A→ K of degree d for some d ∈ Z.
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2.3. Cellular algebras. Now we recall the definitions of cellular algebras, Gram
matrices and cell modules.
Definition 2.3 ( [14, Definition 1.1]). Let R be a commutative ring with iden-
tity. An associative unital R-algebra is called a cellular algebra with cell datum
(Λ,M,C, ∗) if the following conditions are satisfied:
(GC1) The finite set Λ is a poset. Associated with each λ ∈ Λ, there is a finite set
M(λ). The algebra A has an R-basis {CλS,T | S, T ∈M(λ), λ ∈ Λ}.
(GC2) The map ∗ is an R-linear anti-automorphism of A such that (CλS,T )
∗ = CλT,S
for all λ ∈ Λ and S, T ∈M(λ).
(GC3) If λ ∈ Λ and S, T ∈M(λ), then for any element a ∈ A, we have
aCλS,T ≡
∑
S
′
∈M(λ)
ra(S
′, S)Cλ
S
′
,T
(mod A(< λ)),
where ra(S
′
, S) ∈ R is independent of T and A(< λ) is the R-submodule of
A generated by {CµU,V | U, V ∈M(µ), µ < λ}.
Let λ ∈ Λ. For arbitrary elements S, T, U, V ∈M(λ), Definition 2.3 implies that
CλS,TC
λ
U,V ≡ Φ(T, U)C
λ
S,V (mod A(< λ)),
where Φ(T, U) ∈ R depends only on T and U . It is easy to check that Φ(T, U) =
Φ(U, T ) for arbitrary T, U ∈M(λ).
For each λ ∈ Λ, fix an order on M(λ). The associated Gram matrix G(λ) is the
following symmetric matrix
G(λ) = (Φ(S, T ))S,T∈M(λ).
Note that the determinant of G(λ) is independent of the choice of the order on
M(λ).
Given a cellular algebra A, we note that A has a family of modules defined by
its cellular structure.
Definition 2.4 ( [14, Definition 2.1]). Let A be a cellular algebra with cell datum
(Λ,M,C, ∗). For each λ ∈ Λ, the cell module W (λ) is a free R-module with basis
{CS | S ∈M(λ)} and the left A-action defined by
aCS =
∑
S
′
∈M(λ)
ra(S
′
, S)CS′ (a ∈ A, S ∈M(λ)),
where ra(S
′
, S) is the element of R defined in Definition 2.3(GC3).
2.4. Symmetric cellular algebras. Let A be a symmetric cellular algebra with
cell datum (Λ,M,C, ∗). Fix a symmetrizing trace τ and denote the dual basis by
D = {DλS,T | S, T ∈M(λ), λ ∈ Λ},
which is determined by
τ(CλS,TD
µ
U,V ) = δλµδSV δTU .
Set eλ =
∑
S∈M(λ) C
λ
S,SD
λ
S,S. The first named author [19] introduced the fol-
lowing ideal L(A) of Z(A)
L(A) :=
{∑
λ∈Λ
rλeλ
∣∣∣∣ rλ ∈ K
}
,
and proved that H(A) ⊆ L(A).
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For any λ, µ ∈ Λ, S, T ∈M(λ), U, V ∈M(µ), write
CλS,TC
µ
U,V =
∑
ǫ∈Λ,X,Y ∈M(ǫ)
r(S,T,λ),(U,V,µ),(X,Y,ǫ)C
ǫ
X,Y .
The following lemma is important to our purpose.
Lemma 2.5 ( [21, Lemma 3.1]). Let A be a symmetric cellular algebra with a cell
datum (Λ,M,C, ∗) and τ a given symmetrizing trace. For arbitrary λ, µ ∈ Λ and
S, T, P,Q ∈M(λ), U, V ∈M(µ), the following hold:
(1) DµU,V C
λ
S,T =
∑
ǫ∈Λ,X,Y ∈M(ǫ)
r(S,T,λ),(Y,X,ǫ),(V,U,µ)D
ǫ
X,Y .
(2) CλS,TD
µ
U,V =
∑
ǫ∈Λ,X,Y ∈M(ǫ)
r(Y,X,ǫ),(S,T,λ),(V,U,µ)D
ǫ
X,Y .
(3) CλS,TD
λ
T,Q = C
λ
S,PD
λ
P,Q.
(4) DλT,SC
λ
S,Q = D
λ
T,PC
λ
P,Q.
(5) CλS,TD
λ
P,Q = 0 if T 6= P.
(6) DλP,QC
λ
S,T = 0 if Q 6= S.
(7) CλS,TD
µ
U,V = 0 if µ  λ.
(8) DµU,V C
λ
S,T = 0 if µ  λ.
Denote by G′(λ) the Gram matrices defined by the dual basis. The first named
author [21, Lemma 3.6] showed G(λ)G′(λ) = kλE for some kλ ∈ K, where E is the
identity matrix.
The following facts on the constants kλ, λ ∈ Λ will be used later.
Lemma 2.6 ( [21, Lemma 3.3]). Let A be a symmetric cellular algebra. Then
(CλS,SD
λ
S,S)
2 = kλC
λ
S,SD
λ
S,S for arbitrary λ ∈ Λ and S ∈M(λ).
Lemma 2.7 ( [23, Theorem 4.4]). Let A be a symmetric cellular algebra with a cell
datum (Λ,M,C, ∗). Then for any λ ∈ Λ, the cell module W (λ) is projective if and
only if kλ 6= 0.
Lemma 2.8 ( [21, Corollary 4.7]). Let A be a finite dimensional symmetric cellular
algebra. Then the following statements are equivalent.
(1) A is semisimple.
(2) kλ 6= 0 for all λ ∈ Λ.
(3) {CλS,TD
λ
T,T | λ ∈ Λ, S, T ∈M(λ)} is a basis of A.
3. Homogeneous symmetrizing trace and Higman ideal
Let A be a cellular algebra. Following Hu and Mathas [15], we say that A is a
graded cellular algebra if A is in addition a Z-graded algebra satisfying the following
condition:
(GCd) Let deg :
∐
λ∈ΛM(λ) → Z be a function. Each basis element C
λ
S,T is
homogeneous of degree deg(CλS,T ) = deg(S) + deg(T ).
A graded cellular algebra A is called a graded symmetric cellular algebra if A
is in addition a graded symmetric algebra. Note that a finite dimensional semi-
simple algebra is a graded symmetric cellular algebra with a non-trivial grading
(see Section 5 for details), which is a generalization of [15, Example 2.2].
The following is an example of non-semisimple graded symmetric cellular alge-
bras.
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Example 3.1. Let K be a field and A = K ⊕ Kx with deg(x) = 2 and x2 = 0.
Then A is a graded symmetric algebra with a non-degenerate trace form τ(1) = 0
and τ(x) = 1. It is a homogeneous trace form of degree −2. It is easy to check that
the dual basis of {1, x} is {x, 1}. Thus the dual basis is homogeneous too.
The following easy verified fact is useful, which implies that the dual basis of the
homogeneous basis of graded symmetric algebras with respect to a homogeneous
symmetrizing trace must be homogeneous.
Lemma 3.2. Let A be a graded symmetric algebra with homogeneous symmetrizing
trace τ of degree d and let B = {xi | i ∈ 1, · · · , n} be a homogeneous basis of A.
Then the dual basis D = {yi | τ(xiyj) = δij , i, j ∈ 1, · · · , n} of A is a homogeneous
basis with
deg(xi) + deg(yi) = −d.
Combining Lemma 3.2 with [20, Theorem 2.5], we get the following
Corollary 3.3. Let A be a graded symmetric cellular algebra with a homogeneous
symmetrizing trace τ of degree d. Then the dual basis is a graded cellular basis if
and only if d is even and τ(a) = τ(a∗) for all a ∈ A.
Proof. “ ⇒ ” It follows from [20, Theorem 2.5] that if the dual basis {DλS,T |
λ ∈ Λ, S, T ∈ M(λ)} is cellular, then τ(a) = τ(a∗) for all a ∈ A. Since the
dual basis is graded cellular, the condition (GCd) implies that there is a function
codeg :
∐
λ∈ΛM(λ)→ Z such that deg(D
λ
S,S) = 2 codeg(S). Thanks to Lemma 3.2,
d = −2(deg(S) + codeg(S)) is even.
“⇐ ” Suppose τ(a) = τ(a∗) for all a ∈ A. Then [12] or [20, Theorem 2.5], and
Lemma 3.2 imply that the dual basis is cellular and homogeneous. Now we define
codeg :
∐
λ∈Λ
M(λ)→ Z, codeg(S) = − deg(S)−
d
2
.
Applying Lemma 3.2, deg(DλS,T ) = −d− deg(S)− deg(T ) = codeg(S) + codeg(T ).
This completes the proof. 
Now we are in a place to give the main result of this section.
Theorem 3.4. Let A be a finite dimensional graded symmetric cellular algebra
with a homogeneous symmetrizing trace τ of degree d 6= 0. Then
(1) If ρ is a homogeneous symmetrizing trace of degree d′, then d = d′.
(2) All cell modules are non-projective.
(3) H(A) ⊆ L(A) ⊆ A−d and dimH(A) ≤ dimA0.
Proof. (1) Let {DλS,T | λ ∈ Λ, S, T ∈ M(λ)} and {d
λ
S,T | λ ∈ Λ, S, T ∈ M(λ)} be
dual bases determined by τ and ρ, respectively. It follows from Lemma 3.2 that
deg(CλS,SD
λ
S,S) = −d and deg(C
λ
S,Sd
λ
S,S) = −d
′ for arbitrary S ∈M(λ). According
to [21, Lemma 2.3],
dλS,S =
∑
ε∈Λ,X,Y ∈M(ε)
τ(CεX,Y d
λ
S,S)D
ε
Y,X .
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Therefore
CλS,Sd
λ
S,S =
∑
ε∈Λ,X,Y ∈M(ε)
τ(CεX,Y d
λ
S,S)C
λ
S,SD
ε
Y,X
=
∑
X∈M(λ)
τ(CλX,Sd
λ
S,S)C
λ
S,SD
λ
S,X
=
∑
X∈M(λ)
τ(dλS,SC
λ
X,S)C
λ
S,SD
λ
S,X
= τ(CλS,Sd
λ
S,S)C
λ
S,SD
λ
S,S,
where the second and the last equality follow by applying Lemma 2.5. Clearly,
τ(CλS,Sd
λ
S,S) 6= 0 and this forces d = d
′.
(2) Suppose that W (λ) is a projective cell module. Then Lemma 2.7 implies
kλ 6= 0. Thus k
−1
λ C
λ
S,SD
λ
S,S is an idempotent of A for arbitrary S ∈ M(λ) due
to Lemma 2.6. This forces deg(CλS,S) + deg(D
λ
S,S) = 0, while Lemma 3.2 shows
deg(CλS,S) + deg(D
λ
S,S) = −d 6= 0. It is a contradiction and we complete the proof.
(3) According to Lemma 3.2, we have L(A) ⊆ A−d. Note that Li [19] proved that
H(A) ⊆ L(A). So H(A) ⊆ A−d and we only need to prove dimH(A) ≤ dimA0. In
fact, For each CεX,Y with deg(C
ε
X,Y ) 6= 0, it follows from H(A) ⊆ A−d and Lemma
3.2 that ∑
λ∈Λ, S,T∈M(λ)
CλS,TC
ε
X,YD
λ
T,S = 0.
This implies that H(A) is a K-span of{ ∑
λ∈Λ, S,T∈M(λ)
CλS,TC
ε
X,YD
λ
T,S | C
ε
X,Y ∈ A0
}
and consequently, dimH(A) ≤ dimA0. 
Remark 3.5. Hu and Mathas [15] proved that the blocks H Λβ of the cyclotomic
Hecke algebras of type G(m, 1, n) are graded symmetric cellular algebras with ho-
mogeneous trace form of degree −2defβ. Now Theorem 3.4 implies that the degree
−2defβ is the only one which makes H Λβ to be graded symmetric cellular and the
(ungraded) cell modules of H Λβ are non-projective when defβ 6= 0.
Let us remark that the equality in Theorem 3.4(3) may be held. The following
is an example given in [19], which is a graded symmetric cellular algebra.
Example 3.6. Let K be a field with CharK ∤ n + 1 and let Q be the following
quiver
•
α1
//
•
α2
//
1 α′
1
2
oo • · · · •
3α′
2
oo
αn−1
//
•
α′n−1
n−1 n
oo
with relation ρ given as follows:
(1) all paths of length ≥ 3;
(2) α′iαi − αi+1α
′
i+1, i = 1, · · · , n− 2;
(3) αiαi+1, α
′
i+1α
′
i, i = 1, · · · , n− 2.
Then A = K(Q, ρ) is a graded algebra in a natural way. Now we define the
homogeneous symmetrizing trace τ of A by
(1) τ(e1) = · · · = τ(en) = 0;
(2) τ(αi) = τ(α
′
i) = 0, i = 1, · · · , n− 1;
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(3) τ(αiα
′
i) = τ(α
′
iαi) = 1, i = 1, · · · , n− 1.
Then the degree of τ is −2, τ(a) = τ(a∗) for all a ∈ A, and A0 = {
∑
kiei | ki ∈ K}.
Furthermore, A is a graded symmetric cellular algebra with a homogeneous cellular
basis {Cki,j | 1 ≤ k ≤ n+ 1, 1 ≤ i, j ≤ 2} as follows:
e1;
α1α
′
1 α1
α
′
1 e2
;
α2α
′
2 α2
α
′
2 e3
; · · · ;
αn−1α
′
n−1 αn−1
α
′
n−1 en
; α
′
n−1αn−1,
and the Higman ideal H(A) is generated by{
2α1α
′
1 + α2α
′
2, α1α
′
1 + 2α2α
′
2 + α3α
′
3, α2α
′
2 + 2α3α
′
3 + α4α
′
4, · · · ,
αn−3α
′
n−3 + 2αn−2α
′
n−2 + αn−1α
′
n−1, αn−2α
′
n−2 + 2αn−1α
′
n−1
}
.
It is easy to check that H(A) ⊂ A2 and dimH(A) = dimA0 = n. Furthermore, a
direct computation yields that Cki,iD
k
i,i ∈ ZA(A0) for i = 1, 2 and k = 1, . . . , n+ 1.
However, these elements can not form the whole ZA(A0).
4. Centralizer of A0
This section devotes to give a graded version of [19, Theorem 3.2]. Throughout
this section A is a finite dimensional graded symmetric cellular K-algebra with a
homogeneous symmetrizing trace τ of degree d.
For any integer c, it is interesting to consider the following subset Hc(A) of the
Higman ideal H(A) of A
Hc(A) :=
{ ∑
deg(xi)=c
xiayi | a ∈ A
}
.
Proposition 4.1. Let Hgr(A) be the K-span of all Hc(A) and ZA(A0) the central-
izer of A0 in A. Then Hgr(A) ⊆ ZA(A0).
Proof. Clearly, we only need to prove Hc(A) ⊆ ZA(A0) for each integer c. Assume
that deg(xj) = 0. Thanks to Lemma 2.1,∑
deg(xi)=c
xjxiayi =
∑
deg(xi)=c
∑
k
rjikxkayi,
where rjik = 0 when deg(xk) 6= c. This implies that∑
deg(xi)=c
xjxiayi =
∑
i, k
deg(xi)=deg(xk)=c
rjikxkayi. (∗)
While Lemma2.1 implies∑
deg(xi)=c
xiayixj =
∑
deg(xi)=c
∑
k
rjkixiayk,
where rjki = 0 if deg(xk) 6= c. Thus∑
deg(xi)=c
xiayixj =
∑
i, k
deg(xi)=deg(xk)=c
rjkixiayk. (∗∗)
Comparing the equalities (∗) and (∗∗), we complete the proof. 
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Now we consider the following elements
eλ, c :=
∑
deg(S)=c
CλS,SD
λ
S,S.
Applying Lemmas 2.5 and 2.6, we get the following lemma.
Lemma 4.2. Keep notations as above. Then eλ, ceµ, c′ = δλµδcc′kλeλ, c.
Define
Lgr(A) :=
{ ∑
λ∈Λ, c∈Z
rλ, ceλ, c | rλ, c ∈ K
}
.
Using the similar argument as [19, Propositition 3.3 (1)], we can show that Lgr(A)
is independent of the choice of τ .
The following fact will be used later.
Lemma 4.3. Keep notations as above. Then Lgr(A) ⊆ ZA(A0).
Proof. Clearly, we only need to prove eλ, c ∈ ZA(A0). Let C
µ
U,V be a basis element
of degree 0. Then by Lemma 2.5,∑
deg(S)=c
CλS,SD
λ
S,SC
µ
U,V =
∑
deg(S)=c
∑
ǫ∈Λ,
X,Y ∈M(ǫ)
r(U,V,µ),(X,Y,ǫ),(S,S,λ)C
λ
S,SD
ǫ
Y,X
=
∑
deg(S)=c
∑
X∈M(λ)
r(U,V,µ),(X,S,λ),(S,S,λ)C
λ
S,SD
λ
S,X
=
∑
deg(S)=deg(X)=c
r(U,V,µ),(X,S,λ),(S,S,λ)C
λ
S,SD
λ
S,X ,
where the second equality follows from Definition 2.4 and Lemma 2.5(7), the last
one follows by comparing the degree of both sides.
On the other hand, we have
C
µ
U,V
∑
deg(S)=c
CλS,SD
λ
S,S =
∑
deg(S)=c
∑
ǫ∈Λ,
X,Y ∈M(ǫ)
r(U,V,µ),(S,S,λ),(X,Y,ǫ)C
ǫ
X,YD
λ
S,S
=
∑
deg(S)=c
∑
X∈M(λ)
r(U,V,µ),(S,S,λ),(X,S,λ)C
λ
X,SD
λ
S,S
=
∑
deg(S)=deg(X)=c
r(U,V,µ),(S,S,λ),(X,S,λ)C
λ
X,SD
λ
S,S,
where the second equality and the third one follow form Lemma 2.5(5, 7). Thus
eλ,c ∈ ZA(A0) as required. 
Corollary 4.4. Keep notations as above. If d 6= 0 then Lgr(A) $ ZA(A0).
Proof. Note that Lgr(A) ⊆ A−d. Hence Z(A0) is not contained in Lgr(A). 
The relationship between Hgr(A) and Lgr(A) is given by the following lemma,
which can be proved by the similar argument of [19, Theorem 3.2].
Lemma 4.5. Keep notations as above. Then Hgr(A) ⊆ Lgr(A).
Combining Lemmas 4.3 and 4.5 yields the main result of this section.
Theorem 4.6. Keep notations as above. Then Hgr(A) ⊆ Lgr(A) ⊆ ZA(A0).
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5. Semisimple case
In this section, we give a semisimlicity criterion for a graded symmetric cellular
algebra, that is, A is semisimple if and only if Lgr(A) = ZA(A0).
Now let Sn be the symmetric group on n letters and A = Mn(K). For σ1, σ2 ∈
Sn, we set eij = Cσ1(i)σ2(j), 1 ≤ i, j ≤ n, where eij is the n × n matrix with only
one non-zero (i, j)-entry 1.
Proposition 5.1. Keep notations as the above and define σ = σ1σ
−1
2 . Let “deg”
be a function from {1, 2, · · · , n} to Z. Then the basis {Ci,j | 1 ≤ i, j ≤ n} is graded
cellular if and only if
(1) σ2 = id;
(2) deg(i) = −deg(σ(i)) for 1 ≤ i ≤ n.
Proof. “ =⇒ ” For all 1 ≤ j ≤ n, the cellularity of Ci,j shows
eijejk = Cσ1(i)σ2(j)Cσ1(j)σ2(k)
= Cσ1(i)σ1(j)Cσ2(j)σ2(k) = ei, σ−1
2
σ1(j)
eσ−1
1
σ2(j), k
,
which implies σ−12 σ1(j) = σ
−1
1 σ2(j) for 1 ≤ j ≤ n, i.e., (σ
−1
1 σ2)
2 = id. While the
degree of σ−11 σ2 equals to that of σ = σ2σ
−1
1 . Hence σ
2 = id.
Since eii is an idempotent of A for all i, Cσ1(i), σ2(i) is also an idempotent. Thus
deg(σ1(i)) = −deg(σ2(i)) for all 1 ≤ i ≤ n and
deg(i) = deg(σ1(σ
−1
1 (i))) = −deg(σ2(σ
−1
1 (i))) = −deg(σ(i)).
“⇐= ” Firstly we prove (GC2). We need to check that the linear map ∗ sending
Cij to Cji is an anti-morphism of A. Note that
e∗ij = C
∗
σ1(i), σ2(j)
= Cσ2(j), σ1(i) = eσ−1
1
σ2(j), σ
−1
2
σ1(i)
,
which implies
(eijekl)
∗ = δjke
∗
il = δjkeσ−1
1
σ2(l), σ
−1
2
σ1(i)
.
While
e∗kle
∗
ij = eσ−1
1
σ2(l), σ
−1
2
σ1(k)
eσ−1
1
σ2(j), σ
−1
2
σ1(i)
= δσ−1
2
σ1(k), σ
−1
1
σ2(j)
eσ−1
1
σ2(l), σ
−1
2
σ1(i)
.
Now σ2 = id = (σ−12 σ1) makes σ
−1
2 σ1 = σ
−1
1 σ2. Therefore j = k if and only if
σ−12 σ1(k) = σ
−1
1 σ2(j), that is, δjk = δσ−1
2
σ1(k), σ
−1
1
σ2(j)
. As a consequene, (eijekl)
∗ =
e∗kle
∗
ij . This completes the proof of (GC2).
Secondly we prove (GC3). According to the definition of Cij , easy computations
give that CijCkl = δσ−1
2
(j), σ−1
1
(k)Cil.
Finally, assume that CijCkl 6= 0. Then σ
−1
2 (j) = σ
−1
1 (k), that is, σ(j) = k.
Then deg(j) = −deg(σ(j)) = −deg(k) implies deg(CijCkl) = deg(Cil). 
Corollary 5.2. Keep notations as Proposition 5.1. If σ(i) = i then deg(i) = 0.
Using Proposition 5.1, we can give a graded symmetric cellular structure of
A =Mn(K) as follows: Let Λ = {⋄}, M(⋄) = {1, 2, · · · , n}, and set Cij = ei,n−j+1
for all 1 ≤ i, j ≤ n. Then CijCkl = δk,n−j+1Cil shows {Cij | 1 ≤ i, j ≤ n} is a
cellular basis of A.
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Now if n > 1 is odd then we define
deg(i) =


i, i ≤ n−12 ;
0, i = n+12 ;
i− n− 1, i ≥ n+32 .
If n is even then we define
deg(i) =
{
i, i ≤ n2 ;
i− n− 1, i > n2 .
This makes {Cij | 1 ≤ i, j ≤ n} a graded cellular basis of A. Now we define a
homogeneous K-linear map τ from A to K by
τ(Cij) =
{
1, deg(Cij) = 0;
0, Otherwise.
Then τ(CijCkl) = δk,n−j+1δi,n−l+1 = τ(CklCij) implies that τ(ab) = τ(ba) for all
a, b ∈ A. Clearly τ is non-degenerate. As a Consequence, τ is a homogeneous
symmetrizing trace of degree 0.
Let us remark that the above argument can be generalized to the semisimple
case, that is, we have the following
Proposition 5.3. Let A =
⊕
Mni(K) be a semisimple algebra. If there exists some
ni 6= 1, then A is a graded symmetric cellular algebra with a non-trivial grading.
Now let A be a semisimple algebra with a homogeneous symmetrizing trace of
degree d and let {CλS,T | λ ∈ Λ, S, T ∈ M(λ)} be a homogeneous cellular basis of
A. Then k−1λ C
λ
S,SD
λ
S,S is an idempotent of A (Lemma 2.6), of course its degree is
0. While Lemma 3.2 gives that the degree of k−1λ C
λ
S,SD
λ
S,S is −d. Hence d = 0 and
we have proved the following lemma.
Lemma 5.4. The degree of all symmetrizing traces τ of semisimple algebras is 0.
Lemma 5.5. Let A be a semisimple K-algebra with a homogeneous symmetrizing
trace τ . Then Lgr(A) = ZA(A0).
Proof. It follows from Theorem 4.6 that we only need to prove ZA(A0) ⊆ Lgr(A).
Since A is semisimple, we have from Proposition 5.3 that A is graded symmetric
cellular. Let {CλS,T | λ ∈ Λ, S, T ∈ M(λ)} be a homogeneous cellular basis of A.
Note that Lemma 2.8 shows {CλS,SD
λ
S,T | S, T ∈ M(λ), λ ∈ Λ} is a basis of A.
Assume that
a =
∑
S,T∈M(λ), λ∈Λ
rS,T,λC
λ
S,SD
λ
S,T ∈ ZA(A0).
Combining Lemmas 5.4 and 3.2, deg(CǫX,XD
ǫ
X,X) = 0 and C
ǫ
X,XD
ǫ
X,X ∈ A0 for
ǫ ∈ Λ, X ∈M(ǫ). Therefore∑
P∈M(ǫ)
rP,X,ǫkǫC
ǫ
P,PD
ǫ
P,X =
∑
λ∈Λ,
S,T∈M(λ)
rS,T,λC
λ
S,SD
λ
S,TC
ǫ
X,XD
ǫ
X,X
= CǫX,XD
ǫ
X,X
∑
λ∈Λ,
S,T∈M(λ)
rS,T,λC
λ
S,SD
λ
S,T
=
∑
Q∈M(ǫ)
rX,Q,ǫkǫC
ǫ
X,XD
ǫ
X,Q,
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where the first equality and the last one follow by Lemmas 2.5 and 2.6.
Since A is semisimple, kǫ 6= 0 according to Lemma 2.8. Thus rP,X,ǫ = 0 if P 6= X
for ǫ ∈ Λ, P,X ∈M(λ), that is, a =
∑
λ∈Λ, S∈M(λ)
rS,λC
λ
S,SD
λ
S,S.
Now assume that P,Q ∈ M(ǫ) and deg(P ) = deg(Q). Then Lemma 3.2 and
Lemma 5.4 imply deg(CǫP,PD
ǫ
P,Q) = 0. Thus aC
ǫ
P,PD
ǫ
P,Q = C
ǫ
P,PD
ǫ
P,Qa. By em-
ploying the same argument as above, one obtain rP,ǫ = rQ,ǫ. So a ∈ Lgr(A), that
is, ZA(A0) ⊆ Lgr(A). 
Lemma 5.6. Let A be a finite dimensional graded symmetric cellular algebra. If
Lgr(A) = ZA(A0) then A is semisimple.
Proof. Since Lgr(A) = ZA(A0), we assume that 1 =
∑
ε∈Λ, c∈Z
rε, ceε, c. For λ ∈ Λ,
S ∈ M(λ), Lemma 4.2 implies eλ, c0 = rλ, c0kλeλ, c0 , where c0 = deg(S). Clearly,
eλ, c0 6= 0 and consequently kλ 6= 0. Thus A is semisimple owing to Lemma 2.8. 
Combining Lemmas 5.5 and 5.6, we obtain the main result of this section.
Theorem 5.7. Let A be a finite dimensional graded symmetric cellular algebra.
Then A is semisimple if and only if Lgr(A) = ZA(A0).
Acknowledgements. The authors thank the Chern Institute of Mathematics in
Nankai University for the hospitality during their visits.
References
[1] M. Auslander, I. Reiten and S.O. Smalo, Representation theory of Artin algebras, Cambridge
University Press, 1995.
[2] H.H. Andersen, C. Stroppel and D. Tubbenhauer, Cellular structures using Uq-tilting mod-
ules, Pacific J. Math. 292 (2018), 21–59.
[3] A. Beilinson, V. Ginzburg and W. Soergel, Koszul duality patterns in representation theory,
J. Amer. Math. Soc., 9 (1996), 473–528.
[4] J. Brundan and A. Kleshchev, Blocks of cyclotomic Hekce algebras and Khovanov-Lauda
algebras, Invent. Math., 178 (2009), 451–484.
[5] J. Brundan and A. Kleshchev, Graded deconposition numbers for cyclotomic Hekce algebras,
Adv. Math., 222 (2009), 1883–1942.
[6] J. Brundan and C. Stroppel, Highest weight categories arising from Khovanov’s diagram
algebra I: cellularity, Moscow Math. J., 11 (2011), 685–722.
[7] J. Brundan and C. Stroppel, Highest weight categories arising from Khovanov’s diagram
algebra III: category O, Represent. Theory, 15 (2011), 170–243.
[8] J. Brundan and C. Stroppel, Gradings on Walled Brauer Algebras and Khovanov’s arc Al-
gebra, Adv. Math., 231 (2012), 709–773.
[9] J. Brundan, A. Kleshchev and W. Wang, Graded Specht modules, J. Reine Angew. Math.,
655 (2011), 61–87.
[10] E. Cline, B. Parshall and L. Scott, Graded and non-graded Kazhdan-Lusztig theories in
algebraic groups and Lie groups, Aust. Math. Lecture Series, Cambridge University Press, 9
(1997), 105–125.
[11] K.R. Fuller and B. Zimmermann-Huisgen, On the generalized Nakayama conjecture and the
Cartan determinant problem, Trans. Amer. Math. Soc., 294 (1986), 679-691.
[12] J.J. Graham, Modular representations of Hecke algebras and related algebras, PhD Thesis,
Sydney University, 1995.
[13] M. Geck, Hecke algebras of finite type are cellular, Invent. Math., 169 (2007), 501–517.
[14] J.J. Graham and G.I. Lehrer, Cellular algebras, Invent. Math., 123 (1996), 1–34.
[15] J. Hu and A. Mathas, Graded cellular bases for the cyclotomic Khovanov-Lauda-Rouquier
algebras of type A, Adv. Math., 225 (2010), 598–642.
[16] J. Hu and A. Mathas, Cyclotomic quiver Schur algebras for linear quivers, Proc. London
Math. Soc., 110 (2015), 1315–1386.
GRADED SYMMETRIC CELLULAR ALGEBRAS 12
[17] J. Hu and A. Mathas, Seminormal forms and cyclotomic quiver Hecke algebras of type A,
Math. Ann., 364 (2016), 1189–1254.
[18] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras, Invent.
Math., 53 (1979), 165–184.
[19] Y.B. Li, Centres of symmetric cellular algebras, Bull. Aust. Math. Soc., 82 (2010), 511–522.
[20] Y.B. Li, Nakayama automorphisms of Frobenius cellular algebras, Bull. Aust. Math. Soc., 86
(2012), 515–524.
[21] Y.B. Li, Radicals of symmetric cellular algebras, Colloq. Math., 133 (2013), 67–83.
[22] Y.B. Li, On the radical of the group algebra of a symmetric group, J. Algebra Appl., 16
(2017) 1750175:1–11.
[23] Y.B. Li and Z.K. Xiao, On cell modules of symmetric cellular algebras, Monatsh. Math., 168
(2012), 49–64.
[24] Y.B. Li and D.K. Zhao, Projective cell modules of Frobenius cellular algebras, Monatsh.
Math., 175 (2014), 283–291.
[25] Y.M. Liu, G.D. Zhou and A. Zimmermann, Higman ideal, stable Hochschild homology and
Auslander-Reiten conjecture, Math. Z., 270 (2012), 759–781.
[26] David Plaza and Steen Ryom-Hansen, Graded cellular bases for Temperley-Lieb algebras of
type A and B, J. Algebra. Comb., 40 (2014), 137–177.
[27] R. Rouquier, Derived equivalences and finite dimensional algebras, Proc. Interna. Congr.
Math. (Madrid, 2006), Vol. II, EMS Publishing House, Zurich 2006, 191–221.
[28] C.C. Xi, Partition algebras are cellular, Compos. Math., 119 (1999), 99–109.
[29] C.C. Xi, On the quasi-heredity of Birman-Wenzl algebras, Adv. Math., 154 (2000), 280–298.
Li: School of Mathematics and Statistics, Northeastern University at Qinhuangdao,
Qinhuangdao, 066004, China
E-mail address: liyanbo707@163.com
Zhao: School of Applied Mathematics, Beijing Normal University at Zhuhai, Zhuhai,
519087, China
E-mail address: deke@amss.ac.cn
