Abstract-With the development of high performance computing and increasing of network bandwidth, more and more applications require fast data transfer over high-speed long-distance networks. Research shows that the standard TCP Reno cannot fulfill the requirement of fast transfer of massive data due to its conservative congestion control mechanism. Some works have been proposed to improve the TCP throughput performance using more aggressive window increasing tactics and obtain substantial achievements. However, they cannot be strictly proved to be comprehensively suitable for high-speed complex network environments. In this paper, we propose TCP-Adaptive, an adaptive congestion control algorithm adjusting the increasing congestion window dynamically. The algorithm improves logarithmic detection procedure for available bandwidth in the flow path by distinguishing the first detection in congestion avoidance and retransmission timeout. On the other hand, an adaptive control algorithm is proposed to achieve better performance in high-speed longdistance networks. The algorithm uses round trip time (RTT) variations to predict the congestion trends to update the increments of congestion window. Simulations verify the property of TCP-Adaptive and show satisfying performance in throughput, RTT fairness aspects over high-speed longdistance networks. Especially in sporadic loss environment, TCP-Adaptive shows a significant adaptability with the variations of link quality.
INTRODUCTION
With the development of high performance computing and computer networks, more and more applications require fast data transfer. For example, the Large Hadron Collider (LHC) detectors spew out 1.25GB of data per second, which are required to distribute to 11 sites around the world [1] . Also many gigabyte networks have been set up among some research institutions, like StarLight [2] , NetherLight [3] . Nowadays, the Transmission Control Protocol is the de-facto standard in Internet community, which is adopted by the majority of applications [4, 5] . Although TCP has achieved remarkable success in current networks environments, the weakness of TCP Reno appears significantly in highspeed long-distance networks [6] . Researchers have proposed many modifications like HS-TCP [6] , Scalable TCP [7] , H-TCP [8] , BIC [9] , CUBIC TCP [10] , CTCP [11] , FAST TCP [12] , and show advantages over TCP Reno in some aspects. However, none of them has provided convincing evidence that it is comprehensively suitable for complex network environment [13] . Besides, some researchers focus on the router-based approaches like XCP [14] . Due to high-speed networks usually lie in intercontinental communications with fiber optics, the proposed TCP-variants are mainly focused on wired communication. For wireless communication, 3G LTE [15] is already about to reach 100Mpbs and 4G [16] networking with 1Gpb to end-user also put forward the requirement for a high-speed long-latency protocol in lossy network environment. Therefore, the research of new TCP-variant for high-speed long-distance networks is still significant.
In [17] , the researchers proposed TCP LogWestwood+ based on a logarithmic increase function, targeting adapt to the high-speed wireless environment. It shows high network utilization performance in a wide range of networks settings. However, through extensive simulations, it can be found that the increasing curve of congestion window can be various in different network environments. In further study, the cause is confirmed as the scale factor, which is set to a constant integer. We found that many TCP-variants will be optimized by adjusting the scale factor like  in TCP Fast,  in Compound TCP. These fixed factors in protocols would severely influence the performance when the networking environment changes. As for TCP Fast, it must maintain a queue of  packets. A self-adaptive adjustment mechanism is urgently needed to be utilized in highspeed long-distance networks protocols, especially in lossy network environment
In this paper, we propose a new mechanism for adjusting the increasing function of congestion window for high-speed long-distance networks. In this mechanism, we monitor the round trip time of TCP packets, and use its variations to adjust the scale factor dynamically, As a result, the increasing function of congestion window changes as the scale changes. When networking environments change, such as congestion is getting severer, the congestion control protocol could utilize a less aggressive control function while more aggressive in migratory situations. Based on TCP Log-Westwood+, we implement our adaptive algorithm in TCP-Adaptive congestion control, which shows good performance on throughput, RTT fairness and robust performance especially in in sporadic loss environments. In order to evaluate our efforts, we choose the mostly adopted congestion control metrics: throughput, fairness, packet loss, robustness.
The paper is organized as follows: Section II briefly reviews proposed TCP-variants for high-speed longdistance networks. In Section III, the main adaptive mechanism and its deployment in TCP-Adaptive are described. Then the experiment results are discussed in Section IV. Finally, the main conclusions are drawn in Section V.
II. RELATED WORKS
The standard TCP employs an addictive increase and multiplicative decrease (AIMD) scheme. The congestion window is increased by 1/ w when the sender receives the acknowledgement (ACK) from the receiver. If packet loss is detected, the congestion window will be halved immediately to avoid severe network congestion or even network collapse. The congestion window needs a long time to recover due to the halving procedure in highspeed long-distance network. Therefore, the bandwidth cannot be utilized sufficiently. Many new TCP-variants have been proposed to achieve good performance in highspeed long-distance network. Due to the current network situations, the router-assisted TCP-variant, like XCP, cannot be widely used in a short time. The researchers are meanly focused on the end to end congestion control, which can be classified by the congestion recognition measure. Mainly the congestion measures involve packet loss and packet propagation delay.
For loss-based TCP-variants, they select packet loss (three duplicated ACKs or retransmission timeout) as the trigger to adjust the congestion window size. In HS-TCP, the authors change the increasing and decreasing window function for congestion control, which is proved to be more aggressive in utilizing the available bandwidth. However, as pointed in [9] , it suffers great RTT unfairness and TCP-fairness in general network situations [11] .Scalable TCP, which select multiplicative increase and multiplicative decrease (MIMD) as the congestion control schema, can reach a satisfying throughput performance. But in [18] , the authors prove that MIMD scheme cannot reach the fairness equilibrium state. BIC TCP mainly focuses on searching reference value. It uses binary search scheme try to find the suitable congestion window size and proved to perform better than the earlier approaches. CUBIC TCP, which uses a cubic function of the time elapse since the last congestion event, is a less aggressive and more systematic derivation of BIC TCP and improves the TCP fairness in BIC. However, in the convex growth for searching available bandwidth, the increasing speed can be too fast to lead to traffic burst and packet loss.
For delay-based congestion control algorithms, they adjust the window size according to the variation of RTTs. FAST TCP tries to maintain a fixed buffer occupation in routers to utilize the bandwidth efficiently and proved to achieve an approximate capacity throughput performance. Also some researchers propose one-way delay measurement to remove the reverse traffic influence on RTTs and shows great stability to the path noise [19] . But the one-way delay measurement strictly demands the synchronization of the source and destination nodes. In [20] , TCP-GT, a delay-based approach, utilizes the goodput and throughput values to estimate congestion and achieves high utilization, good fairness performance. But in general network environment, the algorithm can present unstable behavior. Overall, the delay-based congestion control can achieve higher utilization than delay-based approaches; this is because RTT can provide more information than the packet loss. However, some researchers doubt that delay-based scheme can archive fare share with loss-based schema, which the standard TCP belongs to [21] . Besides, the delay-based congestion control depends on the RTT variances excessively, which cannot be measured precise in noisy environment. On this condition, the overall performance will be degraded severely.
Recent years, some researchers try to combine packet loss and delay to control the window size. Compound TCP adds a scalable delay-based component to the standard TCP, which can update the window size by sensing the changes of RTT. In TCP-Illinois, packet loss information is used to determine whether the window size should be increased and queuing delay information to quantify the variation of window size. The synergy of loss-based and delay-based scheme outperform the earlier approaches generally. However, due to the inherent delay-based limitations, the reverse traffic or network noise can still result in the inaccuracy of congestion window size. The research of TCP-variants for highspeed long-distance networks is still meaningful.
Besides, the research of high-speed long-distance network is mainly focused on intercontinental communications with fiber optics, which can provide high bandwidth. Along with the development of WiMax, 3G LTE and 4G, the wireless network bandwidth is growing rapidly. The TCP-variants in high-speed wireless network are urgently needed due to the loss rate differences can be considerable in magnitude between wired and wireless communication. TCP Westwood [22] , specifically designed for the mixed wired/wireless networks congestion algorithm, is characteristic of the bandwidth estimation. Through monitoring the ACK reception rate, the estimated connection rate can be calculated to set the appropriate window size and slow start threshold. Specifically the current window size can be written as
TCP Westwood presents better robust performance than the standard TCP especially in sporadic losses network environment. Considering the compressed/delayed ACK, the bandwidth estimation mechanism is modified called TCP Westwood+ [23] . However, TCP Westwood is originally proposed to adapt to wireless sporadic losses network environment. For high-speed long-distance network, researchers propose a logarithmic increasing window curve which is called TCP Log-Westwood+. The increasing function of LogWestwood+ is altered as follows max 1 max( , ). * ww ww ww
In which, the max W is defined as the congestion window value at which the last packet loss event was detected and  is the scale factor set to constant integer.
The authors proved that the increase function is logarithmic [24] . Also to guarantee the performance of Log-Westwood+ can never be worse than TCP Reno, the minimum increment of congestion window is set to 1/ w . Nonlinear increasing function in Log-Westwood+ replaces the original linear increasing New Reno and presented good performance and stability. It shows that the overall performance of Log-Westwood+ is better than Westwood+ and New Reno. However, through extensive simulations, we found that it takes a long time to detect the maximum available bandwidth after the slow start phase, which means the TCP connection cannot reach a satisfying congestion window in a short time. For HTTP application, which usually keeps in connection for a moment, it can be a question.
III. THE TCP-ADAPTIVE PROTOCOL
This section highlights our contributions to adaptive adjusting of TCP-variant in high-speed long-distance network. We suggest an adaptive mechanism to improve performance of the original Log-Westwood+ and implement the adaptive control in TCP-Adaptive.
A. Logarithmic Detection
The original Log-Westwood+ algorithm addresses slow increasing of congestion window of Westwood+ in high-speed long-distance networks. It uses logarithmic increasing to replace the original linear increasing function and achieve better throughput performance. But we note that there are two situations should be considered as special cases.
Firstly, the detection after slow start phase should be considered. When the current window size is bigger than the slow start threshold, the TCP connection enters congestion avoidance phase, in which, the congestion window increase linearly. TCP will take linear increasing to replace the exponential detection, which is more prudent and conservative. In Log-Westwood+, max W is used in the congestion avoidance phase of the TCP connection. From (2), max W is defined as the window size when the last packet loss event occurs. The first logarithmic detection is delayed according to the approaches of the original Log-Westwood+. Considering the following circumstances, the current congestion window size w can be bigger than max W after the slow start process, which is initialized with a fixed value. Therefore, max Ww  will be negative and the increment would be set as 1/ w . The logarithmic increasing function degrades to linear increasing like the standard TCP. And the detection time of available bandwidth will be prolonged under this detection mechanism. Another case deserve considered particularly is the retransmission timeout. In standard TCP, when the retransmission timeout occurs, the congestion window will be set as one TCP packet to avoid severe network congestion or even network collapse. This tactic remains unchanged in Log-Westwood+ and most of TCP-variants for high-speed long-distance networks. The key is how to recover from the retransmission timeout. In LogWestwood+, it's an increasing function of max W , which represents the congestion level before the packet loss. 
B. Adaptive Control
In (3), we note that there is still a scale factor  which inherent from Log-Westwood+. In Log-Westwood+, the parameter  is used to control the level of aggressiveness and lower-bounded as 2(initial value) [24] . Through extensive simulations, we found that the fixed scale factor can be a key element of the increasing function. However, good performance of LogWestwood+ is presented in one kind of network environment while continuous packet loss may occur in another network environment. In further study, we limit the factor to parameter  , which can significantly change the increasing speed of congestion window size. For different networks environments, the scale factor should vary with the available bandwidth but a fixed value. Specifically, the rule listed next should be followed.
RULE: When the bandwidth is in good condition (sufficient available path bandwidth),  should be kept low value like 2 to achieve high increment of congestion window per ACK. Along with the connection rate tends to be approximate to the path capacity,  should be increased gradually to slow down the window increasing speed so as to delay or avoid the packet loss event.
According to the rule, we propose an adaptive approach for adjusting  dynamically. It is well-known that second derivative can be used to judge the growth trends of a function. Positive second derivative means the growth speed of objective function value is increasing while negative stands for the slowing down of variation speed. Similarly to second derivative, we monitor the RTT of each TCP packet continually and observe the variations consecutive RTTs. Therefore, the differences of consecutive RTT can be confirmed by , it means the RTT of consecutive TCP packet is increasing rapidly and the usage of path is tending to saturate. Therefore, we increase the scale factor to slow down the increasing speed of congestion window size.
C. Implementation of TCP-Adaptive
In this subsection, we show the implementation of logarithmic detection and adaptive control in TCPAdaptive. The detailed implantation of TCP-Adaptive is descripted as follows. As the TCP connection is established, the connection use exponential increasing detection of the available bandwidth as the standard TCP. At the same time, m slow W  is maintained in the slow start phase, which standing for the maximum window size and be recorded in the whole life of the TCP connection. When the connection turns to congestion avoidance phase, we distinguish if it is the first time of entering congestion avoidance. If it is satisfied, the increasing curve is a function of m slow W  as the first case in (3) and the congestion window increasing logarithmically. In congestion avoidance phase, the increasing function remains the same with Log-Westwood+ as the second case in (3) In congestion avoidance, the TCP-Adaptive increases the congestion window gradually and loss packet periodically as loss-based congestion control algorithm. When packet loss is detected, the congestion window is reset according to the current bandwidth estimation as Westwood+. This appropriate deduction of congestion window and threshold for slow start is more suitable than the halving procedure in standard TCP. When the retransmission timeout occurs, the congestion window size is set to one TCP packet, and after which, the congestion window increasing as a function of m slow W  as the first case in (3). The pseudo code of the algorithm is illustrated as follows in Table I .
IV. PERFORMANCE EVALUATION
The performance of TCP-Adaptive is analyzed in ns-2(2.31) network simulator [25] . In order to evaluate our algorithm, we choose the dumb-bell network topology as presented in Fig. 2 . There are two routing nodes connecting the data source and destinations nodes. Multiple sources and destinations share the bottle neck link of the two routers. Each link of two nodes provides a bandwidth of 200Mbps and a oneway delay of 20ms. Although some researchers doubt the fair share of Drop-Tail in high-speed networks [26] , to be consistent with the earlier research efforts, still we select Drop-Tail as the queue management strategy. The FTP applications are equipped in the data source nodes. The setting parameters of dumb-bell simulation scenario are listed in Table II.   TABLE II. PARAMETERS 
A. Congestion Window
The congestion window of TCP-Adaptive is presented in Fig. 3 . It takes 4 seconds to reach a satisfying congestion window size after the slow start phase using logarithmic detection, after which, the window increases linearly to detect link capacity. In congestion avoidance phase, the window increasing curve is logarithmic similarly with Log-Westwood+ and periodically packet loss, which is characteristic of loss-based congestion control algorithm. In congestion avoidance, the window increasing curve presents a concave increasing consistent with the design principle proposed in [13] . With the combination of logarithmic and linear detection, the congestion window can get to the link capacity quickly and postpone the packet loss event, which indicates good throughput performance. 
B. Throughput Performance
Furthermore, we analyze the throughput of TCPAdaptive compared with Log-Westwood+ and New Reno as shown in Fig. 5 . To acquire a relatively objective result, the TCP connections are preserved for 1500 seconds. The advantages of TCP-Adaptive are shown in two aspects. Firstly, the TCP-Adaptive can achieve high throughput faster than Log-Westwood+ and New Reno. Secondly, for the TCP-Adaptive with  adjusting dynamically, throughput can be kept almost at the link capacity while l Log-Westwood+ only remains at a relatively high level. Although TCP FAST achieves better throughput performance than other protocols obviously and it can reach approximate to the link capacity quickly, due to the inherent limitations of delay-based algorithm, the reverse traffic would influence the throughput performance of FAST TCP severely, which will be illustrated in the robustness subsection. The throughput performance of TCP-Adaptive is better than HSTCP, Log-Westwood and New Reno, and presents a quite approximate performance as TCP FAST. Besides, to illustrate the flexibility of TCP-Adaptive in sporadic losses network environment, we vary the packet loss rate of link between routers. Fig. 6 shows the window increasing curve of TCP-Adaptive with packet loss rate of 0.00001 in the link of router A and B as shown in Fig. 2 . Though the connection may lose packet due to the link quality, it can recover to logarithmic increasing without retransmission timeout. Fig . 7 presents the throughput performances of TCPvariants vary with packet loss rate. We run each test for 500 seconds and quantify the average throughput. It is obvious that Westwood+, Log-Westwood+ and TCPAdaptive can achieve better throughput performance than other protocols thanks to the estimation algorithm inherited from Westwood+. Also, when the link is in good condition (packet loss rate is less than 1e-6), TCPAdaptive outperform Log-Westwood+, Westwood+ and could almost reach the link capacity. When the link turns into bad situation (packet loss rate is bigger than 1e-5), TCP-Adaptive can still keep at a relatively higher level in throughput than other protocols. Thanks to dynamic adjustment mechanism in TCP-Adaptive, it is more flexible in worse networking environments. 
C. RTT Fairness
In Table III , we report the RTT fairness of TCPAdaptive. The round trip time of the two FTP applications are set as 120ms and 180ms respectively, for which the RTT ratio is 1.5. The Jain's fair index [27] is used to evaluate the fairness performance of the protocols. where n stands for the total TCP flow numbers and x is the average throughput of TCP flow i in the whole simulation period. Deduced from (6), we note that the fair index is always in the interval of 1/~1 n . The closer to 1 indicates the better fairness of TCP flows while the closer to 1/ n means the worse fair share of the bottle neck. Herein, we choose two TCP flows for the simple test. The first flow with (RTT=120ms) starts following the simulation while the second flow (RTT=80ms) delays for a random time to avoid the synchronization, which usually happens in Drop-Tail queue management. We run 300 seconds for each simulation test, and the buffer size are set as 600 packets. At the end of each connection, the average throughput of TCP flows is obtained and compare with each other. Then the fair index is quantified according to (6) . Table II presents the fairness results of the TCP-variants. STCP fairness index is the worst because of MIMD congestion control scheme, which cannot reach to a stable equilibrium point proved in [18] . FAST TCP achieves the best fairness among the tested TCP-variants. TCP-Adaptive, Log-Westwood+, Westwood+ perform almost the same due to adopting the same bandwidth estimation algorithm.
D. Robustness
The robustness of TCP-Adaptive is studied in this subsection. Because the reverse traffic can influence the measurements of RTTs, the delay-based TCP-variants throughput performance could usually be severely affected. In our adaptive control algorithm, we monitor the RTT variations in order to adjust the scale factor of the Log-Westwood+. Simulations were set up to test the reverse traffic influences on TCP-Adaptive performance. An exponential ON-OFF traffic is loaded in the reverse link of TCP-Adaptive connection. Firstly, we run the simulation test without reverse traffic for the reference standard. Then the reverse traffic is loaded to the bottle neck between the routers, which can extend the RTTs of TCP packets due to the queue delay of ACK from the destination nodes. Apparently, the deduction of throughput is determined by reverse traffic amount. The more traffic on the reverse path, the larger derivation would be generated. We compare the reference throughput and affected results of TCP FAST, TCPAdaptive in Fig. 8 . In our simulations, it is obvious that the FAST TCP throughput performance degrades sharply to almost half of the original throughput. For TCP-Adaptive, due to the RTT variation can result in the change of scale factor, the throughput of TCP-Adaptive is also degraded. But the throughput performance keeps at a relatively higher level than FAST TCP. The results show that the TCP-Adaptive presents higher robustness than FAST TCP when confronted with traffic on the reverse link. As we mentioned in subsection throughput performance, TCPAdaptive performs a little worse than TCP FAST in ideal conditions. In robustness aspect, we can conclude that TCP-Adaptive could perform much better than TCP FAST in lossy networking environment.
V. CONCLUSION
In this paper, a new adaptive control mechanism is proposed for fast data transfer in high-speed longdistance networks. On the one hand, an effective and efficient logarithmic detection of available bandwidth is used to shorten the time of first detection in congestion avoidance phase and retransmission timeout recovery process, which could lead to achieving higher throughput performance. On the other hand, round trip times (RTTs) of the TCP packets are monitored and its variations are analyzed to predict the congestion trends, after which, the increments of congestion window size is updated dynamically. When the link tends to reach the capacity of bandwidth, the scale factor  increases fast in order to slow the increasing pace of congestion window, which could prolong the link lifetime and ease network congestion. The congestion window would increase aggressively to fully utilize the available bandwidth on the flow path. Combining logarithmic detection and adaptive control, the TCP-Adaptive can perform well in high-speed long-distance networks, especially in wireless environments.
We implement the algorithm in TCP-Adaptive in ns-2 network simulator. Extensive simulations are conducted to verify the properties of TCP-Adaptive. Compare to the existing high-speed long-distance TCP variants, experiments results show that the TCP-Adaptive can acquire higher throughput with less time. And the highest throughput value is only second to ideal TCP FAST, whose performance is severely limited by the packet queue size  . For the RTT fairness, though TCPAdaptive cannot present the best fair share of bottle neck among the exiting TCP-variants, it performs better than most of them and can reach a satisfying fairness value. Moreover, in sporadic losses network environment, TCPAdaptive outperforms in average throughput aspect and shows better adaption than other TCP-variants. Finally, for robustness, though affected by the significant reverse traffic, it still can show distinct advantages than delaybased congestion algorithm like TCP FAST. Though TCP-Adaptive cannot perform the best in every respect, it can compromise in high throughput and robustness. Overall, TCP-Adaptive is a new solution for fast data transfer in wireless high-speed long-distance networks.
The next research is focused on implementing our TCP-Adaptive in Linux kernel and testing the performance in Internet environment.
