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摘要: 提出在机群系统并行环境下的构造拉格朗日插值多项式的一种并行算法. 该算法以 n 个节点( x 0, y 0) , ( x 1,
y 1) , ,, ( x n- 1 , y n- 1 ) 的拉格朗日插值多项式公式为基础.当处理机数量为 n2时, 它的时间复杂度为 3log( n) + O(1) ;
当处理机数量为 p 2( p < n) 时, 算法的时间复杂度为 O( ( n2/ p 2) log( n) ) .
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  在许多涉及数值方法的实际应用中,需要对一
个函数作出快速的估计. 譬如,对已知有限个离散的
节点 x 及其这些点对应的函数值f ( x ) , 如何求出任
意一点(除了已知点以外) 的函数值呢?通常是利用
插值的方法来处理这类问题.从文献[ 1] 中, 可以知
道拉格朗日插值多项式已经能很好地处理这类问
题.近年来,已经有许多不同的解决多项式插值问题










时, 它的时间复杂度为3log( n) + O(1) ;当处理机数
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1  拉格朗日插值多项式的公式
在文献[ 6, 7] 中给出了 n 个节点的拉格朗日插
值多项式公式:




( x - x i ) w ( xi )
,
其中 yi = f ( x i ) , w ( x ) = F
n- 1
i= 0
( x - xi ) , w ( x i ) =
F
n- 1
j= 0且j X i
( x i - xj )




的并行算法 A 的构造. 下面先描述一下算法的计算
模型: (1) 为方便,将 n2 台处理机排列成 n 行, n 列
的正方形,并用记号P ( i , j ) 来标记第 i+ 1行,第 j +
1列的那台处理机(0 [ i , j [ n - 1) . ( 2) 给 P(0, 0)
分配三个寄存器记为A(0, 0) , B(0, 0) 和D (0, 0) ;给
P ( k , k ) (0 < k [ n - 1) 分配寄存器 A( k , k) 和
B( k , k) ;给其余的处理机 P ( i , j ) 只分配一个寄存
器 A ( i , j ) (0 [ i , j [ n - 1且 i X j ) .
( i) 算法 A
Step1: 对1. 1和 1. 2并行处理
1. 1  A (0, j ) xj ,其中 0 [ j [ n - 1
1. 2  B ( i , i ) = x ,其中 0 [ i [ n - 1
Step2: 对于每个 j (0 [ j [ n - 1) 并行做如下广播
传递:
将 A(0, j ) 的值广播至同一列的其余处理机的
A ( i , j ) 中, 其中 0 [ i [ n - 1
Step3: 对3. 1和 3. 2并行处理
3. 1  A ( i , i ) = B( i , i ) - A ( i , i ) , 其中 0 [ i
[ n - 1
3. 2  A( i , j ) = A ( i , j ) - A( j , i ) ,其中0 [ j <
i [ n - 1
Step4: 对 4. 1和 4. 2并行处理
4. 1  A( i , i ) = - A ( j , i ) , 其中 0 [ i < j [
n - 1
4. 2  B ( i , i ) = A ( i , i ) ,其中 0 [ j [ n - 1
Step5: 对 5. 1和 5. 2并行处理
5. 1  B (0, 0) = F
n- 1
k= 0
B ( k , k)
5. 2  对每个 j 同时做乘积运算:
 A( j , j ) = F
n- 1
k= 0
A( k , j ) , 其中 0 [ j [ n - 1
5. 3  D (0, 0) = B (0, 0)
Step6: 对每个 i (0 [ i [ n- 1) 同时作B ( i , j ) = yi
操作
Step7: 对每个 i (0 [ i [ n - 1) 作并行处理:
A ( i , i ) =
B ( i , i )
A( i , i )
Step8: n 个节点的拉格朗日插值多项式的结果存储
在A(0, 0)
8. 1  A(0, 0) = E
n- 1
i= 0
A ( i , i )
8. 2  A(0, 0) = A(0, 0)* D (0, 0)
( ii) 算法 A 的复杂度
经分析知道, 并行算法 A 中的 Step2、Step5 和
Step8各需要 log( n) 时间步,其余的所有步骤的总运
算量的时间复杂度为O(1) ,因而并行算法A 共需要
3log( n) + O(1) 时间步.
3  并行算法 B
本节讨论的是当处理机的台数为 p 2( p < n)
时,对并行算法 A 进行修正得到并行算法B. 为了简
单起见,假设 n = kp ,其中 k 为整数,这样将 n个节
点划分为 k = n/ p 个部分:
{ x 0, x 1, ,, xp- 1} , { xp , xp+ 1, ,, x 2p- 1} , ,, ,,
 { x ( k- 1)p , x ( k- 1) p+ 1, ,, xkp- 1} .
为实现并行算法 B 还需要为每个处理机分配两个
寄存器Temp1和 Temp 2.
( i) 算法 B




( x - x i ) 存储到D (0, 0)
中; 同时将结果 ( x - x i ) F
n- 1
j= 0且j X i
( x i - xj ) 存储到
Temp1(0, 0) ,其中(0 < i [ p - 1) .
Step2: 将{ xp , xp+ 1, ,, x 2p- 1} 同时存放在第 1行,第




( x - x i )后并将它和 D(0, 0) 的乘积存储在D(0,
0) , 结果 D(0, 0) = F
2p- 1
i = 0
( x - xi ) . 2. 2对每个 i (0 [ i
[ p - 1) , 同时计算出乘积F
2p- 1
j= p
( x i - xj ) , 并将它和
Temp1( i , i ) 的乘积存储 在 Temp1( i , i ) , 这样
Temp1( i , i ) = ( xi , xj ) F
2p- 1
j= 0且j X i
( x i - xj ) .
Step3: 现在依次对 { x 2p , x 2p+ 1, ,, x 3p- 1} , { x3p ,
x 3p+ 1, ,, x 4p- 1} , ,, { x ( k- 1) p , x ( k- 1)p+ 1, ,, x kp- 1}
进行上述 Step2的操作步骤. 经过( k - 2) 次操作后
将得到 D(0, 0) = F
n- 1
i= 0
( x - x i ) 和 Temp1( i , i ) =
F
n- 1
j= 0且j X i
( x i - xj ) (0 [ i [ p - 1) .
Step4:依次完成如下操作
4. 1  B ( i , i ) = yi 其中0 [ i [ p - 1
4. 2  对每个 i (0 [ i [ p - 1) 同时作操作:
Temp1( i , i ) =
B ( i , i )
Temp1( i , i )
,
4. 3  Temp2(0, 0) = E
p- 1
i= 0
Temp1( i , i )
Step5: 依次对 { xp , xp+ 1, ,, x 2p- 1} , { x 2p , x 2p+ 1, ,,
x 3p- 1} , ,, ,, { x ( k- 1) p , x ( k- 1)p+ 1, ,, x kp- 1} 类似进
行上述的Step1到 Step4的操作步骤
Step6: 对 D(0, 0) 和 Temp 2(0, 0) 求积并将最后的结
果存储在 D(0, 0) ,此时得到的 D (0, 0) 就是要求的
拉格朗日插值多项式
( ii) 算法 B 的复杂度
接下来分析算法 B 的时间复杂度, 由于算法 B
的 Step1是根据算法 A 的Step1到 Step5步骤进行操
作,这样由算法 A 的 Step1到 Step5的运算量分析很
容易得到算法 B 的Step1需要 2log( n) + O(1) 时间
步.而根据Step2. 1和Step2. 2各需要 log( p ) + O(1)
时间步知Step2也需要 log( p ) + O(1) ;而 Step3是重
复 Step2的操作 k - 2次,故需要( k - 2) # [ 2log( p )
+ O(1) ]的时间步; Step4的需要 log( p ) + O(1) 时间
步, Step5需要( k - 1) # [ (2k+ 1) log( p ) + O( k ) ] 时
间步,因此, 算法 B 的总共需要的时间步为 k [ (2k +
1) log( p ) + O( k) ] = O( ( n2/ p 2) log( n) ) .





度大大减少;而且较 Jana P K、Sinha B P提出的快速
并行算法的时间复杂度也有所减少.
表 1  关于几种拉格朗日插值并行算法的时间复杂度比较
Tab. 1 Comparison of time complexity on several parallel





( p < n)
分而治之并行算法 O( log3n) 无
Jana P K、Sinha B P
并行算法
5log( n) + O (1) O( ( n2/ p 2) log( n) )
本文并行算法 3log( n) + O (1) O( ( n2/ p 2) log( n) )
( x - x 0) F3k= 1( x 0- x k) F 3k= 0( x- x k) F3k= 0( x- x k) x 1- x 0 x 2- x 0 x 3 - x 0
x 0 - x 1 ( x- x 1 ) F
3
k= 0, k X 1( x1 - x k) x - x 1 x 2- x 1 x 3 - x 1
x 0 - x 2 x1 - x 2 ( x- x 2) F 3k= 0, k X 2( x 2- x k) x- x 2 x 3 - x 2
x 0 - x 3 x1 - x 3 x 2- x 3 ( x- x 3) F 2k= 0( x 3- xk ) x- x 3
   图 3 寄存器 A, B, D中的值
   Fig. 3  The contents of the A, B and D registers
5  一个图解实例
本节描述当 n = 4时,并行算法 A 的详细图解
说明. 在图 1中给出了 16个处理机 (标号为 P00,
P01, ,, ,, P32, P33)中每个处理机的寄存器A、B、D
分配情况.
接下来,我们根据并行算法A 的步骤来观察寄
存器A, B, D中的值的变化情况.其中符号-* . 表示
空值.当执行了算法 A的 Step1、Step2和 Step3后, 得
到图 2的状态.
  通过执行并行算法 A的 Step4和 Step5后, 我们
得到图3结果.
下面用图 4描述一下经过了 Step6、Step7后, 各
处理机的寄存器 A, B, D中所得到的值的情况.
 图 1  寄存器A , B, D分配状态
 Fig. 1 Distribution state of the A, B and D registers
x- x 0 x * x 1 x 2 x3
x 0 - x 1 x- x 1 x x 2 x3
x 0 - x 2 x1 - x 2 x- x2 x x3
x 0 - x 3 x1 - x 3 x 2- x 3 x- x 3 x
 图 2 各处理机的寄存器A , B, D中的值
 Fig. 2 T he contents of A, B and D registers of different proces-
sors
6  结  论
在机群系统下, 构造出 n个节点的拉格朗日插
值多项式的并行算法 A和 B,其中并行算法 A是在
处理机数目为的条件下得出的, 通过分析知道该算
法的时间复杂度为 3log( n) + O( 1) ; 而并行算法 B
是在处理机数目为的条件下给出的, 该算法的时间
复杂度为 O( ( n2/ p 2) log( n) ) ;并且通过表格 1中对
几种并行算法做了运算量的比较可以知道本文的并
行算法比分而治之并行算法和 Jana P K、Sinha B P
提出的并行算法更加优越.
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y 0/ { ( x- x 0) F 3k= 1( x 0- xk ) } y 0 F3k= 0( x- x k) x 1- x 0 x 2- x 0 x 3 - x 0
x 0 - x 1 y 1/ { ( x - x 1) F3k= 0, k X 1( x 1- x k) } y 1 x 2- x 1 x 3 - x 1
x 0 - x 2 x1 - x 2 y 2/ { ( x- x 2) F3k= 0, k X 2( x 2- xk) } y 2 x 3 - x 2
x 0 - x 3 x1 - x 3 x 2- x 3 y3 / { ( x- x 3) F 2k= 0( x 3- x k) } y 3
  图 4 执行算法 A的 Step6、Step7 后寄存器 A, B, D中的值
  Fig. 4  The contents of A, B and D reg isters after Step6、Step7 of Algorithm A
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A Parallel Algorithm for Lagrange Interpolation Polynomial
LIN Lu, HUANG Xu-dong
( School of Mathematical Science, Xiamen Univ. , Xiamen 361005, China)
Abstract:This paper presents a parallel algorithm for Lagrange. s polynomial interpolation which is based on cluster par-
allel environment. Noticeably, the algorithm is based on the Lagrange interpolation formula for n points of ( x 0, y 0) ,
( x 1, y 1) , ,, ( xn- 1, y n- 1) and it requires the 3log( n) + O(1) times while processors are used where is the number of
input data points at which the values of the function will be specified. Furthermore, we also know that the algorithm has
a t ime complexity of O( ( n2/ p 2) log( n) ) while p 2( p< n) processors are used.
Key words: interpolation; lagranges. s interpolat ion formula; cluster; broadcast
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