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INTRODUCTION 
Introduction of autonomous robotic vehicles in an agricultural operation environment 
may potentially allow care and management of crops in ways that reduce the 
environmental impact, while increasing precision and efficiency (Earl et al., 2000; 
Kondo & Ting, 1998). Successful deployment of such vehicles requires the traditional 
field operation management process to be revisited. Managing autonomous field 
operations will require a planning framework detailing how the vehicles should drive 
and act to attain the mission goals. As a result, the traditional job-shop planning 
methodology must be supplemented with motion planning supported by software tools 
that allow an automated planning. In general, a dedicated pre-planning of the routes 
and tasks of the operation is shown to improve overall efficiency (Palmer et al., 2003). 
 
The control architectures for autonomous mobile vehicles include different layers of 
abstraction for handling both deliberation and reactivity (Chatila, 1995). In a hybrid   
architecture deliberation or mission planning focus on the predictable or goal-directing 
behaviour of autonomous vehicles (e.g. route plan) while local reactive behaviour deals 
with the uncertainty of the environment and adaptation to local conditions. A number of 
approaches to operation planning for agricultural machinery, ranging from manual 
planning systems to various degrees of automated planning involving parameterisation 
of the planned operation have been attempted (Stoll, 2003). Supplemental to that, 
more vehicle routing problems have been investigated.   
 
OBJECTIVE 
The objective of this work has been to develop a planning framework aimed at 
identifying and structuring the supplemental planning efforts of autonomous field 
operations as compared with traditional machinery management. The solution 
methodology will be focussed on network routing through a graph abstraction. The 
specific objective will be to optimize the driving pattern based on a priori field, vehicle 
and implements characteristics. 
 
METHODOLOGY  
Operations management 
The mission planning is an integrated part of the operations management adhering to 
arable farming. Fig. 1 outlines the basic management processes which are identified 
within the agricultural plant production cycle for both manned and unmanned 
machinery items. The management activities concentrate on planning and controlling 
the execution of operations on some soil or crops (Sørensen, 1999). These operations 
include soil treatment, seedbed preparation, seeding, fertilising, plant care, harvesting 
and irrigation. Operation describes the agronomic purpose of an activity, while tasks 
describe the realisation of the operation involving relevant resources in terms of 
implements. In the case of autonomous vehicles and implements the task formulation 
must include planning like route planning and tasks scheduling.  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Information and planning activities in agricultural operations management with 
the identification of the revised task formulation to be invoked in the case of 
autonomous vehicles (adapted from Goense & Hofstee, 1994) 
 
The decomposition of information processes is based on the management functions 
ranging from strategical to operational planning, execution control and evaluation. The 
operational plans are decomposed for formulation and control of the planned 
operations and tasks. 
 
Revised task formulation 
Vehicle routing, task determination and sequencing for a general agricultural scenario 
are not a simple problem and hence, the approach here has been to decompose the 
overall problem into a series of smaller problems: 
 
1.  Headlands: Given conventional developed agricultural practice agriculture and 
a preference for minimal soil compaction turning is moved outside the field or 
done in headland zones. For a given field, which may be  decomposed into a 
number of sub-fields, what is the optimal (given some cost) route for headlands 
generation and access paths? 
2.  Main field body: Given that the headlands and access paths have been 
established, and given appropriate machine and implement data, what is the 
optimal route to follow whilst ensuring that the operation fill the operational field 
main body (between headlands and access paths) without overlapping paths? 
3.  Tasks: Given the optimal routes have been selected, how should the 
implement and machine operational tasks be sequenced? 
 
The combined solution is not necessarily globally optimal, but splitting the problem 
facilitates the use of powerful planning tools, derived for more general vehicle routing.  
 
The planning process is initiated with the processing of available a priori knowledge, 
e.g. field dimensions and logging of previous operations. Data may be retrieved from a 
Geographic Information System (GIS), machinery and operations databases like 
Fieldstar Open Office
® (AGCO, 2002), sowing logs, aerial photos, or alternatively input 
directly by the user. The a priori information is transformed using a graphical approach 
to mission planning as described in (Hwang et al, 1992) and maps the graphical 
information to a set of paths in terms of a graph network. The search problem is then 
restricted to this limited network of possible solutions. The graph abstraction provides 
the basis for generating optimal operations paths and facilitates the generation of a 
network of access roads and headlands that will allow turnings and access to the main 
field body. While the abstraction facilitates the formal formulation of the planning 
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task schedulingproblem, the actual execution of the plan requires reactive control by a driver or 
alternatively by an automated system. The granularity of the abstraction is determined 
by the preferred accuracy of the global planning (e.g. Jørgensen et al., 2004), but the 
results hold for different levels of granularity.  
 
The formal representation of a priori information is as follows (see Fig. 2): 
 
•  An operational zone or field F  is assumed composed of n operational sub-
fields, i F  such that 12 ... n FFF F =∪∪ ∪.  
• Each  i F  is assumed described by a closed polygon with edge  ji eE ∈  
representing the relevant boundary and vertices  ji vV ∈  representing a polygon 
corner. Information about  i F  is represented as a graph (, ) ii i GV E = . 
•  All graphs are combined into (,) GV E = , and if required, the graphs 
representing the individual sub-fields may be connected using a priori 
information or minimum distance. 
•  Each edge is assigned a weight  0 : wE
+ → R associated with the cost of 
traversing that edge.  
•  The set of implement commands is  i C  and the set of vehicle commands v C . 
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Fig. 2. A priori information formulated as a graph G. 
 
In case, vehicle turning capabilities or implement size put special requirements on 
headland dimensions, additional edges and vertices may be added toG . The weights 
must be assigned based on prior knowledge allowing e.g. penalties to be put on 
distance and awards being given to access roads. In order to ensure full coverage over 
the field, all edges must be visited at least once. Given this graph formulation, this 
problem is similar to finding the most efficient way to route garbage trucks, school 
buses, etc. and it is referred to as the Chinese Postman problem (CPP) (Edmonds & 
Johnson, 1973):  
 
•  Find the closed walk (or path) in  (,) GV E = with minimum weight that traverses 
each edge  i eE ∈  at least once. 
The solution to the CPP is a pathP  that describes the optimal path covering all 
headlands and access paths. Note that formulating the combined headland and 
coverage problem as a CPP involves adding extra graph vertices at the headlands and 
joining them by edges. The combined graph may then be explored, but the result is an 
unconventional driving pattern with many irrational turns at the headland. The approach 
taken here has hence been to separate the generation of headlands and access paths from the actually planning of the main field body region-filling operation (Zuo et al., 
1998).  
 
Before generating the region-filling paths, the headlands must be eliminated from the 
planning problem. This may be done by input from the user, from a priori information, 
or alternatively by automated means as indicated by Stoll (2003). By choosing the 
longest edge as the basis for parallel paths from headland to headland minimizes the 
number of turns. Then paths may be aligned parallel to this edge with spacing 
according to the working width of the implement. Having identified the headlands, 
graph is now reduced by collapsing the headland edges and vertices of the graph 
G into single vertices. Transitions between the relevant headlands vertices are enabled 
by adding the paths in the main operational area as edges connected to vertices 
representing the headlands and a new graph G  is generated as illustrated in Fig. 3. 
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Fig. 3. The new planning problem after collapse of headlands into single vertices. The 
headlands paths are highlighted with bold lines, the required paths are full lines and the 
optional paths are dashed lines. 
  
The new graph i G include a subset of required edges  ' ii EE ⊆  representing the region-
filling operation. The required edges in Fig. 3 are 1 34567 '{,,,,} Ee e e e e = . The non-
required connections are a result of connecting the headlands using the previously 
generated travel paths. The resulting problem is called the Rural Postman Problem 
(RPP) and consists of finding a closed walk in  i G containing all required edges, such 
that the sum of the edge costs is minimized. The RPP is an NP-hard combinatorial 
optimization problem and hence, a heuristic approach is taken.  
 
The heuristic planning assume simple turns at the headland, and consider only paths 
through the main field body, start from an initial headland and then follow one of the 
two outside paths in the main field body. This reduces the complexity of the planning. 
The heuristic planner follows the graph until completion and search for the minimum 
cost for the specific sub-field until all edges  ' i E  have been visited. The end location 
may be different from the starting point and connection to the next sub-field  1 i F+  must 
be found. This is generally simple, but alternatively Dijkstra’s algorithm may be used to 
find the shortest path inG . The procedure is then repeated for the next sub-field 1 i F+ .  
 
It now remains to assign implement and vehicle commands. The set of possible 
implement and vehicle commands is iv CC C = ∪ . Commands from this set may be 
assigned to path segment (edges). Commands could include commands to e.g. tell the vehicle to open the nozzles of a sprayer. To generate a sequence of commands 
requires that the path segments are parsed and commands assigned such that no path 
segment is sprayed twice.  
 
The final procedure is now as follows: 
 
1.  Determine the a priori geographic layout of the field and associated sub-fields 
and represent the data as a connected graph (,) GV E =  with weightsw that are 
a function machine and implement attributes, distance, soil conditions etc. 
2.  Find the closed walk (or pathP ) in  (,) GV E =  with minimum weight that 
traverses each edge  i eE ∈ at least once. 
3.  Identify headlands and determine headland connections in each sub-field  i F . 
Generate a new graph for each of the sub-fields  (, ) ii i GV E = where  i V  is the 
set of headlands and  i E  the set of headland connections. Identify the required 
edges ' ii EE ⊆ . Associate  i V  with elements inV  and determine the order H in 
which to visit headlands according toP . 
4.  Initialize the vehicle location 0 v , set 1 i = . 
5.  Identify the next headland vertices in the order H  that has not been visited and 
find the corresponding sub-field  i F  and s i vV ∈  (the collapsed headland).  
6.  Use the route in plan to get to s v . 
7. With  s v  as the initial location, use the heuristic planner to generate a region-
filling path minimizing the cost associated with filling the sub-field main body. 
Determine the end location (headland) e v . Identify the sub-field  i F  as visited. 
8.  Find the vertices ( , ab vv ) in the original plan P  associated with e v . 
9.  If non-visited sub-fields exists, set  1 ii = +  and 0 a vv =  or  0 b vv = and repeat 5-8. 
10. Find the route back to 0 v . 
11. Parse the generated plan in order to assign vehicle and implement commands 
from the setC . 
 
RESULTS 
To demonstrate the use of the above planning procedure, this section discusses a 
simple case and presents the planning results. The practical planning is done using 
Matlab
® and assumes a spaying application.   
 
The planning is initiated by acquiring and loading a-priori information in terms of an 
aerial map into Matlab identifying the sub-field  i F  and associated boundaries in terms 
of simple polygons. The results are transferred to a structure that is used to generate 
the graph (,) GV E = . Cost is assigned to all edges based on the notion of distance. 
The results are illustrated in Fig. 4.  1  2  3
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Fig. 4.  A priori information and corresponding graph. The solution to the CPP is a 
ordered sequence of vertices (1,2,3,4,6,12,11,10,9,14,13,12,6,7,11,10,9,8,7,6,4,5,2,1). 
All edges have an associated cost. 
 
Next, the CPP is solved based on (,) GV E = , generating a planP  that minimizes the 
overall cost. The solution to the CPP is an ordered sequence of vertices that outlines 
the routes the tractor driver or alternatively and autonomous vehicle must take in order 
to generate headlands and access paths to cover the whole operation area. The 
sequence would not necessarily be obvious to a human driver without planning aids, 
and hence, the operator would be likely to pick a suboptimal path. Note that this is an 
abstraction and that the operator or reactive component of the autonomous system 
must translate the plan into true paths to follow in the field and that the may deviate 
somewhat from the plan.  
 
Next, the region-filling operation is planned and the headlands collapsed into single 
vertices. The combined result is shown in Fig. 5.  
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Fig. 5. Headlands are collapsed into single vertices. The bold full lines indicate region-
filling paths that must be travelled and may include more than one transition. The 
dashed lines indicate optional paths. The black boxes with number are the new 
headland vertices, while the original boxes are white with black numbers. 
 Based on P   the order for visiting the headlands in Fig. 5 
is {16, 22, 21, 25, 23, 20, 19, 26, 21, 25, 24, 18, 17} H = . Thus, the resulting procedure 
is a plan that starts with the field, involving vertices, 16, 17, 18. The next field is defined 
by headland vertices, 20, 21, 22, 23, and so on. The result is shown in Fig. 6. 
 
Fig. 6. Result of planning process. The full arrows indicate the region-filling operations 
and the dotted arrows the generation of headland and access paths. Double arrows 
indicate that that specific path is travelled twice. 
 
The results in Fig. 6 may seem complicated, but it is a result of the a priori input to the 
planning in terms of sub-field layout. Apart from the initial step that involves 
establishing all headlands and access paths, there is a good correlation between the 
planning result and the actual path generated on the underlying aerial photo. The 
sequencing of the path segments can not be discussed as there are no results 
available for the actual field. The task sequencing is in this case very simple as it only 
addresses the status of the sprayer and simply turns on and off the sprayer to avoid 
spraying the same path segment twice. 
 
CONCLUSION AND DISCUSSION 
A planning framework from the class of vehicle and network routing problems using 
graph abstraction has been adapted to an agricultural environment and shown to be 
applicable to a specific field scenario. Specifically, the planning method uses a range of 
solution methods attached to the Chinese Postman problem for finding the optimal 
coverage path for a designated field operation. The overall problem of vehicle routing, 
task assignments and sequencing uses decomposition into sub-problems like 
headlands, main field body, and tasks in order to attain manageable problems.  
 
Currently, the assigning of tasks or vehicle commands to individual path segments 
through a parser following some pre-defined rules. Further work is needed to in order 
to improve and automate the process of task assignments. The combined planning 
process as both a path and task planner as well as the basis for recurrently providing 
input to the other parts of the central planning, like scheduling and prioritizing of 
multiple and concurrent operations is important. In terms of actual execution and 
responding to dynamic changes a reactive planner is needed. One approach would be 
to formulate the reactive behaviors in a way similar to tasks and thereby provide a 
sequence of potential reactive behaviors employed and synchronized with the tasks.  
 Other practical application scenarios, like the spreading of fertilizers and pesticides, 
may add further constraints to the problem of vehicle routing. Extensions will have to 
handle finite resources pesticides in spraying and slurry in fertilizing. Given an 
undirected graph in which the demand (required demand for fertiliser or pesticides) is 
located on edges, the goal is to determine a least-cost schedule of routes. The vehicle 
visiting the vertices now has a specific capacity and the problem will be to find a set of 
routes (tours) of minimum total weight (e.g. travel time) such that all edges (or 
tramlines) are visited at least once while at the same time capacity restrictions on the 
vehicle and each tour starts and ends at the storage. This problem is referred to as the 
capacitated Chinese postman problem (Greistorfer, 1995) and it might be adapted to 
the routing problems of autonomous application of fertiliser, pesticides, etc.  
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