A common yet largely untested assumption in the theory of animal movements is that increased rates and a wider range of movements, such as occurs during breeding, make animals more vulnerable to mortality. We examined mortality among 34 white-tailed deer (Odocoileus virginianus) wearing GPS collars during the autumn breeding season of 2006 and 2007 in a heavily hunted, forest-agricultural landscape of central New York state. We evaluated whether individuals having higher rates of movement incurred higher rates of mortality and whether mortality risk was higher when deer were in less familiar areas. We used a Cox proportional hazards model to analyze how mortality risk changes with movement rates measured over 3 time periods: < 1 day, up to 2 weeks prior to death, and 3-4 weeks prior to death. Overall, deer increased their movement rates as autumn progressed, males more so than females. However, deer that died moved at a slower rate relative to surviving deer up to 2 weeks prior to death (β = −2.22 ± 0.81; 95% confidence interval [CI] = −3.91 to −0.51) and a slower rate on their day of death compared to deer that survived (β = −1.77 ± 0.73; 95% CI = −3.19 to −0.33). Site familiarity was not significantly related to mortality risk. Deer were equally likely to die within their 50% core use area as elsewhere within their autumn home range. We hypothesize that increased sociality associated with breeding may make animals more vulnerable to harvest mortality. Our findings contradict general assumptions about the influences of movement behavior on mortality risk, suggesting that patterns may be sensitive to the spatiotemporal context of the movement analysis.
A major principle defining the relationship between animal behavior and population ecology is that movement rate affects survival. More specifically, an increasing rate of movement or movement into less familiar areas increases exposure to a host of mortality factors. Increased movement generally increases the time an animal is at risk of predation because more time spent foraging, or foraging over a wider area, exposes an animal to more predators (Daly et al. 1990; Lima and Dill 1990; Werner and Anholt 1993; Norrdahl and Korpimaki 1998; Brown and Kotler 2004) . In human-dominated landscapes, moving more often increases mortality risk by increasing encounters with mortality sources such as road traffic and hunters (Casagrandi and Gatto 1999; Flather and Bevers 2002; Fahrig 2007) .
The notion that increased rates of movement, as well as movements in unfamiliar areas, carry a higher mortality risk has been tested empirically in only a few studies. These studies indicate that cervids exhibit considerable behavioral plasticity in their response to mortality risks (Kilgo et al. 1998; D'Angelo et al. 2003; Frair et al. 2007; Ciuti et al. 2012; Little et al. 2016) . Several studies have noted changes in movement behavior associated with the presence of predators or human hunters (D'Angelo et al. 2003; Laundre et al. 2010; Little et al. 2016; Simoneaux et al. 2016) . Ciuti et al. (2012) found that harvested elk (Cervus canadensis) used more open habitats and had higher movement rates than elk that survived the hunting season. Cleveland et al. (2012) also found that elk in Montana moved faster during hunting seasons.
As observed for other cervids, greater movement rates by whitetailed deer (Odocoileus virginianus) during the autumn breeding season, or rut, are expected to increase vulnerability to mortality from a number of causes, including hunter harvest and deervehicle collisions (DVCs-Conover et al. 1995; Kilgo et al. 1998; Sudharsan et al. 2006; Little et al. 2014) . Most males expand their home ranges during the rut or make excursions outside of their home range in an effort to find and court estrus females and breeding behavior may cause them to spend more time in less familiar areas (Larson et al. 1978; Marchinton and Hirth 1984; Nixon et al. 1991 Nixon et al. , 1994 Karns et al. 2011; Foley et al. 2015) . Younger, subordinate bucks disperse in autumn due to breeding competition with older, more dominant bucks (Kammermeyer and Marchinton 1976; Tierson et al. 1985) , exposing them to unfamiliar areas and presumably greater mortality risk. Females, in contrast to males, may be less vulnerable because they are philopatric and tend to display greater fidelity to their home range during autumn than do males (Nelson and Mech 1992; Mathews and Porter 1993; Aycrigg and Porter 1997) , presumably lowering their mortality risk. The combination of breeding behavior and hunting disturbance can further elicit increased movements (Gleason and Jenks 1993; Naugle et al. 1997) , leaving deer vulnerable to other sources of mortality (Puglisi et al. 1974; Swenson 1982; Nelson and Mech 1984; Nixon et al. 1994) .
Landscape composition and configuration also influence movement behavior and mortality risk. Forests generally provide security cover for deer, but the amount and arrangement of forest cover, and its proximity to roads, can affect an animal's susceptibility to predation and human harvest (Sparrowe and Springer 1970; Nixon et al. 1991; Foster et al. 1997) . Deer in homogenous landscapes tend to range more widely to obtain required resources, whereas deer living in fragmented landscapes tend to move less and maintain smaller home ranges (Beier and McCullough 1990; Etter et al. 2002; Kie et al. 2002; Dechen Quinn et al. 2013) . Roads and road networks increase mortality risks directly through DVCs (Etter et al. 2002; Ng et al. 2008 ) and indirectly by providing access to hunters (Fuller 1990; Kilgo et al. 1998; Frair et al. 2008) . White-tailed deer alter their movement behavior to avoid roads, open earlysuccessional habitats, and hunting zones, as well as the timing and speed of movements, in the presence of hunters (Kilgo et al. 1998; Little et al. 2014; Simoneaux et al. 2016) .
Despite the broad perception of the link between movement and mortality, and the numerous studies that have examined deer movement ecology, we are aware of no research that explicitly tests the assumptions that deer are more likely to die when moving in areas with which they may be less familiar or that higher movement rates by white-tailed deer lead to increased mortality. The availability of high-resolution GPS locational data provides an opportunity to explore these assumptions. We evaluated 3 predictions about the relationship between movement of deer and risk of mortality during the autumn breeding season: 1) deer are more likely to die outside of their core activity center, 2) movement rates of deer that die are greater prior to death as compared to movement rates of other deer on the landscape, and 3) deer that die are located closer to roads and farther from security cover compared to other deer.
Materials and Methods
Study area.-The study area covered 8,300 km 2 and included Onondaga, Cortland, Madison, and Oneida counties in central New York state. Land cover in the area was composed of a mix of forested (40.5%), agricultural (30.1%), rangeland (10.3%), developed (8.9%), wetland areas (7.6%), and water bodies (2.6%- Homer et al. 2004) . Major deciduous tree species occurring in the region include sugar and red maple (Acer saccharum and A. rubrum), American beech (Fagus grandifolia), white ash (Fraxinus americana), and black cherry (Prunus serotina). Conifer plantations from the 1930s formed stands of white, red, and Scotch pine (Pinus strobus, P. resinosa, and P. sylvestris), and white and red spruce (Picea glauca and P. rubens). Agricultural crops grown in the area include corn, winter wheat, oats, alfalfa, and soy beans.
The elevation in the study area ranges from 93 to 652 m a.s.l. The terrain is a rolling topography in Onondaga, Cortland, and Madison counties and glacial lake plain in Oneida County. The average monthly autumn (1 October-31 December) temperatures were between −4.0°C and 12.6°C during the study period. The average annual precipitation in the area during the study was 101 cm/year with an average autumn precipitation of 13 cm/month. The average annual snowfall in the region is 251 cm/year. Monthly autumn snowfall totals during the study were between 36 and 129 cm and the deepest snowpack recorded during this study in autumn was 51 cm in Madison County in 2007 (National Climatic Data Center 2011; United States Historical Climatology Network 2011). Road density in the area was 1.85 km/km 2 . Only 1.5% of the landscape was > 1.6 km from a road, and no terrestrial area was > 2.0 km from a road (Homer et al. 2004 (Dechen Quinn et al. 2013) . We classified each animal as a yearling (12-23 months) or adult (≥ 24 months) using established tooth-replacement criteria (Severinghaus 1949) . Animals captured as fawns in January were classified as yearlings upon entering the study in the fall. Deer were captured and handled following guidelines provided by the American Society of Mammalogists (Sikes et al. 2016 ) and under protocols approved by the Institutional Animal Care and Use Committee at the State University of New York College of Environmental Science and Forestry (protocol #2005-1). Collar units were programmed to take a positional fix every 5 h for up to 1 year. In a separate study, we estimated a positional fix success rate between 96.7% and 100%, depending on canopy cover, and an average positional error of < 10 m (Williams et al. 2012) . Time of death was determined using the activity reading from the collar (also recorded every 5 h) and visual inspection of the GPS movement data; we removed all post-death locations prior to analysis. We limited our Cox proportional hazards modeling to data collected during the autumn season (1 October-31 December), but used movement data collected throughout the remainder of the year when comparing seasonal movement rates (see below).
Data analysis.-To address the question of whether deer are more likely to die in unfamiliar areas, we used the Geospatial Modeling Environment to create fixed kernel density estimates (KDE) of home ranges using a smoothing factor based on least squares cross-validation (Seaman and Powell 1996) . We measured 50% and 95% volume contours to define a core activity center and home range, respectively, for each individual using all GPS data from when they entered the study until they died or were censored. Deer in this population move between winter and summer ranges, and usually begin winter migration in December. We used the distance between locations, activity readings, and information from hunters to define the location where each confirmed mortality occurred (Webb et al. 2010) . We classified the location of each deer mortality as inside of their 50% KDE (their most familiar area), between their 50% and 95% KDE boundaries (less familiar areas), or outside of their 95% KDE (unfamiliar areas). For any deer that died outside of its 95% KDE boundary, we classified the movement as an exploratory or dispersal event based on the duration outside of the home range and the distance traveled. We defined movements as exploratory if the deer was outside the 95% home range for ≥ 6 h (Karns et al. 2011 ). Dispersals were distinguished by their prolonged duration (i.e., several days), distance traveled, and the establishment of a new home range for those surviving the dispersal event.
We calculated individual movement rates (m/h) as step length divided by the time elapsed between 2 sequential locations. Because GPS collar units occasionally failed to record a positional fix every 5 h as programmed due to poor signal strength, we only calculated a movement rate if 2 sequential locations were acquired within 4.5-5.5 h of each other. We used Student's t-tests to test for differences in average daily movement rate during autumn between the sexes, and between deer that survived and those that died (α = 0.05 throughout). In addition, we used a paired t-test to test the hypothesis that individual deer changed their average daily rate of movement with the onset of autumn (i.e., the hunting season). Similarly, we used a paired t-test to assess whether differences in average movement rate between autumn and the rest of the year differed for deer that survived compared to those that died. Sample sizes were too small to evaluate differences in movement rates within sex and age classes between survivors and those that died.
We used a staggered-entry Cox proportional hazards model (CPHM) to evaluate the effect of average daily movement rate, average daily distance to the nearest forest (m), and average daily distance to the nearest paved road on autumn mortality rates (Cox 1972; Pollock et al. 1989) . CPHM is a semiparametric, log-linear model that quantifies the effect of variables on the risk of death using maximum likelihood to estimate model parameters (Riggs and Pollock 1992) . We subjected survival data to left truncation and right censoring because we did not collar animals at birth and only monitored deer until the end of the battery life of the GPS collar. We examined location data for each deer to ensure that all deer moved independently from one another. For any 2 deer that had > 50% of their locations ≤ 50 m from each other, we removed 1 of the deer at random from the analysis.
We performed the CPHM analysis using StataMP 9 (StataCorp LP, College Station, Texas). We log transformed both the movement rate and distance to security cover variables because each exhibited skewed distributions and log transformations approximated normal distributions (Basu et al. 2004) . Log(movement rate), log(distance to security cover), and distance to road were averaged over 3 time periods at every mortality: ≤ 1 day, ≤ 2 weeks, and 3-4 weeks prior to death. Analyzing these different time periods allowed us to discern whether deer behavior differed, as compared to other deer in the analysis, on the date of death, differed over the 2 weeks prior to death, or, by considering all 3 time periods together, discern whether behavior was consistent with the rest of the population for up to 4 weeks before death. We did not evaluate differences between age classes due to small within-class sample sizes. To evaluate differences between males and females, we stratified models by sex, producing sex-specific hazard functions, but assuming equivalent covariate relationships with mortality risk for males and females (Riggs and Pollock 1992; Lunn and McNeil 1995) .
We performed model diagnostics to ensure that candidate models were properly specified. We determined whether covariates interacted with analysis time, in which case we defined variables as time-varying (Cleves et al. 2002) . We tested the specificity of each model variable within each stratum using scaled Schoenfeld residuals (Schoenfeld 1982; Cleves et al. 2002) and transformed variables as needed (Therneau and Grambsch 1994) . We generated a smooth plot of Martingale residuals for each variable to further evaluate whether a transformation was required to obtain a proper functional form (Cleves et al. 2002) . Ultimately, we calculated a Nelson-Aalen cumulative hazard function plotted with Cox-Snell residuals for all models in this study, providing a graphical measure of each model's goodness of fit (Cox and Snell 1968) . Traditional R 2 calculations can be highly sensitive to censored data and are ill-suited for survival data (Schemper and Stare 1996) . Therefore, we used an R 2 formula proposed by Hosmer and Lemeshow (1999) that accounts for censored data as an additional measure of goodness of fit.
JOURNAL OF MAMMALOGY
We evaluated support for models from all 3 time periods simultaneously in a global model set, as well as individually within each time period (i.e., 1 candidate model set/time period). For each model set, we ranked candidate models by Akaike's information criterion corrected for small sample sizes (AICc) and considered the top-ranked model and all models within 2 AICc units of the top model to be competitive (Burnham and Anderson 2002) . This process identified models with the strongest support within each of the 3 time periods as well as the best supported models across all time periods. We calculated Akaike weights and estimated β coefficients for covariates using model averaging (Burnham and Anderson 2002) . In addition, we calculated sex-specific risk ratios for all covariates in competitive models within each time period (Riggs and Pollock 1992) . We based each risk ratio on the difference of the covariate average between mortalities and survivors. Risk ratios between 0.5 and 2.0 or risk ratios with confidence intervals (CIs) that encompass 1.0 indicate no significant difference in risk between the 2 variable values under consideration (Riggs and Pollock 1992) .
results
We monitored survival and analyzed GPS movement data for 34 deer (M:13, F:21; 23 adults, 11 yearlings). We collected > 19,000 locations during 2,441 individual deer-days during the study period, and used an average of 335 (± 89) locations/deer to delineate 95% and 50% areas of use from locations collected over the duration of monitoring for each animal (i.e., approximately 9 months). An average of 72 locations (± 28) were collected per deer during autumn. Four yearling males dispersed from their natal areas during autumn, and 7 other deer made exploratory movements outside their 95% home ranges during the study period. Most deer (5 of 7) made exploratory movements in December; excursions lasted an average of 8.1 ± 9.0 h, with deer traveling an average distance of 900 ± 620 m.
Fourteen of 34 deer died within the study period (41%; M:9, F:5), with hunter harvest accounting for 11 of 14 mortalities (79%; M:8, F:3). Mortality events were distributed across the hunting season from 15 October to 24 November in 2006 and 13 October to 18 December in 2007 (Fig. 1) . Two females died from DVCs, and 1 male died from unknown causes. Of the 14 individuals that died, 3 males and 3 females died within their 50% KDE core activity center and 4 males and 1 female died between their 50% and 95% KDE boundaries. Two male yearlings died outside of their 95% KDE boundaries during presumed dispersal events. One female yearling made an exploratory movement in October and was harvested while outside of her 95% KDE boundary.
Overall, individual deer increased their average rate of daily movement significantly during autumn (x = 61 ± 39 m/h) compared to the rest of the year (x = 54 ± 39 m/h) by an average of 6.58 m/h (t 33 = 2.04, P = 0.048). However, deer that survived and those that died did not differ significantly in changes in average movement rate between seasons (t 30.79 = −0.31, P = 0.764). In addition, the average daily movement rate per deer during autumn did not differ significantly between deer that survived (x = 61 ± 39 m/h) and those that died (60 ± 39 m/h; t 31.90 = −0.67, P = 0.501). On average, males moved slightly faster (x = 72 ± 29 m/h) than females during autumn (x = 54 ± 22 m/h), but this difference was not significant (t 20.56 = −1.67, P = 0.076). Males that survived autumn moved at an average rate of 81 ± 39 m/h; males that died moved at an average rate of 67 ± 25 m/h. Similarly, females that survived autumn moved at an average rate of 55 ± 23 m/h; females that died moved at an average rate of 51 ± 18 m/h. Two of 12 candidate models in the CPH global model set were competitive (ΔAICc ≤ 2.0) and explained 27% and 28% of the variation in survival rate, respectively. Both models included the daily average log(movement rate) on the day of death, and the 2nd-ranked model also included the daily average distance to forest on the day of death (Table 1) . None of the models of movement rates and locations during 1 and 2 weeks prior to death or 3 and 4 weeks prior to death were competitive in the global model set. Day of death models explained more variance than the models at the other 2 time periods, with weeks 3 and 4 prior to death being the least predictive ( Table 1) . Within the day of death model set, daily average log(movement rate) was negatively associated with mortality risk indicating that deer that died moved at a slower rate compared to survivors on the day of death (Fig. 1 ; model-averaged β = −1.77 ± 0.73; 95%[throughout]CI = −3.19 to −0.33). Daily average log(movement rate) also was included in competitive models in the 1 and 2 weeks prior to death model set, indicating that daily movement rates within the 2 weeks preceding death were negatively associated with mortality risk (model-averaged β = −2.22 ± 0.81; CI = −3.91 to −0.51). However, the small R 2 values of these models indicate relatively poor model fit. Males that moved an average of 25.7 m/h slower than other males on the day of death had a 12.4 times greater risk of dying (CI = 1.59 to 89.9) compared to faster-moving males. Similarly, females that moved an average of 7.4 m/h slower were 4.70 times greater risk of death (CI = 1.33 to 16.1) compared to females that moved faster on the day of death. Distance to security cover was included in the 2nd-ranked model, but the β coefficient was associated with a large SE resulting in a CI that crossed zero (β = −0.55 ± 0.57; CI = −1.67 to 0.56). The average distance to the nearest road was included in 1 competitive model in the 3 and 4 weeks prior time period, but the coefficient was not significantly different from zero (β = −0.002 ± 0.001; CI = −0.006 to 0.001).
discussion
Contrary to our expectations and previous research, our findings indicate that deaths of white-tailed deer were not related to movements outside of the home range or increased movement rates, but rather, associated with a reduced movement rate unrelated to site familiarity. In addition, we did not find support for our expectations that deer that died would be closer to roads and farther from security cover. Other authors report considerable behavioral plasticity in white-tailed deer, with deer responding to predators, hunters, and other anthropogenic disturbance by shifting the timing of movement and foraging activities, avoiding areas accessible to predators or hunters, increasing vigilance, and making short-term excursions outside of the home range (Kilgo et al. 1998; Altendorf et al. 2001; D'Angelo et al. 2003; Potopov et al. 2014; Little et al. 2016) .
Although deer may respond to acute risks by increasing their movement rate or leaving the home range briefly, typically deer respond by showing strong site fidelity and limiting their movements to those within the home range (D'Angelo et al. 2003; Little et al. 2016; Marantz et al. 2016; Simoneaux et al. 2016) . Forrester et al. (2015) attributed higher survival of female black-tailed deer (O. hemionus columbianus) to site familiarity, as deer that moved outside of their home range on the day of death were 4 times more likely to be depredated by pumas (Puma concolor) in California. Most deer (86%) in our study died within their 95% home range boundaries, with 6 dying within core areas where we expected them to be most familiar with their surroundings. Furthermore, only 3 of 11 deer that moved outside of their 95% home range boundary died during dispersal or exploratory movements, suggesting that site familiarity was largely irrelevant to deer mortality in autumn. Deer in our study increased movement rates in autumn relative to the rest of the year, but movement rates preceding deer deaths were lower than those of surviving deer on the day of death. This is contradictory to the expected finding that deer that die in autumn are those that are moving more and therefore increasing their risk of mortality from DVCs, hunter harvest, or predation (Swenson 1982; Nixon et al. 1994; Etter et al. 2002; Sudharsan et al. 2006) . Our findings show that movements associated with mortality reflected a short-term change in behavior of individual deer compared to the rest of the study animals. Harvest and vehicle-related mortality are acute rather than chronic risks, and daily time periods were best at predicting risk. However, we note that movement data on the day of death may have been limited for deer that died, as animals that died early in the day would have had fewer recorded locations from which to calculate a movement rate. Movement behavior during the preceding 2 weeks, or weeks 3 and 4 prior to death was not relevant to mortality risk in this study, indicating that deer that died changed their movement behavior relative to other deer in the study within only a short period before death.
The expectation that higher movement rates lead to higher mortality was not confirmed in our study. Despite the general principle that faster-moving animals should incur greater risk of predation (Lima and Dill 1990) , and that deer do indeed increase their movement rates during the rut, ours is only one of few studies to evaluate cervid movement rates and mortality. Our results are in contrast to Ciuti et al. (2012) , who found that harvested elk moved faster than elk that survived the hunting season. Little et al. (2016) reported that deer exposed to hunters moved faster than those in nonhunting zones, however, those deer tended to concentrate faster movement rates at night when hunters were not present. Similarly, Simoneaux et al. (2016) reported that deer exhibited greater movement rates during nocturnal periods compared to crepuscular periods during the hunting season. Our use of a single daily average movement rate/deer may have obscured differences in movement rates between diurnal and nocturnal movements, and may, in part, explain discrepancies in our findings compared to Ciuti et al. (2012) . Unfortunately, we lacked detailed information on the distribution of hunters during the study period and could not investigate the influence of hunting pressure on deer movements. However, all deer were open to harvest and had home ranges in areas accessible to hunters.
Males in our study exhibited higher overall movement rates and higher overall mortality compared to females. Movements of males during autumn may be related to a variety of factors, including the quality and spatial distribution of food resources (Kie 1999; Forrester et al. 2015) , the presence of aggressive dominant males (Nixon et al. 1994) , and mating opportunities (Karns et al. 2011; Foley et al. 2015) . Sample size limitations prevented us from evaluating the significance of the difference between the average movement rates of surviving males and those that died; however, it is interesting to note that males that died moved at an average rate similar to that of females. Female white-tailed deer reduce their movements after they are bred over the course of the breeding season (Holzenbein and Schwede 1989; Foley et al. 2015) . During this period, males routinely follow estrus females prior to copulation and may move between multiple matrilineal groups (De Vos et al. 1967; Hirth 1977; Karns et al. 2011; Foley et al. 2015) . As males pursue receptive females, average movement rates may converge toward the average movement rate of females. Although our sample of males is small, our findings support previous research that suggests movements of males during autumn may be more strongly influenced by the distribution of females than the distribution of hunters.
Males from a range of age classes have been shown to seek out and be successful in mating opportunities, and both dominant and subordinate males across age classes have been shown to have some mating success (Sorin 2004; DeYoung et al. 2006 DeYoung et al. , 2009 . Unfortunately, we had too few deer to analyze differences between age classes, and recognize that by pooling age classes, we assumed that all age classes were behaving essentially the same. The variation in movement behavior that we observed may be related more to intrinsic social dynamics within the population and dominance status than to age class per se, causing some males to align their movements more closely with females, whereas other males were forced to alter their movements to avoid aggressive encounters with dominant bucks (Karns et al. 2011; Foley et al. 2015) .
We recognize the strength of the general principle that deer are more likely to be vulnerable to a variety of mortality factors when exhibiting faster movement rates and are moving beyond areas of familiarity such as core home ranges. As we seek to interpret our findings in context with this principle, we believe 2 possible explanations emerge. First, while the general principle may apply to behaviors such as exploratory movements or dispersal, breeding represents a complex suite of behaviors that cause some females to move more slowly than other females and some males to follow females periodically. Increased sociality and decreased movement rates may cause deer to increase their residence time in areas sought out by hunters, making deer more predictable and more vulnerable to harvest mortality. Those deer that demonstrate a low tolerance for disturbance caused by the hunting season may move more and exhibit less predictable movement patterns, thereby reducing their risk of harvest mortality relative to slower-moving deer. Although recent research found that deer tended to move faster when exposed to hunting Simoneaux et al. 2016) , those studies did not report the consequences of those increased movement rates and, therefore, cannot be compared directly to our study.
Second, recent studies of deer movement behavior using high-resolution GPS collars suggest that movement behavior during autumn is most strongly tied to and best explained by the need to secure breeding opportunities, whereas the need to avoid risks from hunters or roads plays a secondary role in movement (Foley et al. 2015; Simoneaux et al. 2016) . The increased attention devoted to the interplay of mating combined with slower movement rates compared to the rest of the population may cause some deer to be more vulnerable to harvest mortality. The high-resolution and relatively short-interval locational data provided by GPS collars such as those we used may reveal relationships between movement rate and mortality that are dependent upon the spatiotemporal resolution of the movement analysis. However, we caution that the small sample size in our study limits the strength of our conclusions, especially given recent studies that are contradictory to our findings. We look forward to future research using high-resolution GPS data that can further elucidate fine-scale trade-offs between maximizing fitness and reducing mortality risks. 
