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Abstract
In this paper, an existence theorem is obtained for periodic solutions of a second-order discrete Hamil-
tonian system with a change of sign in the potential by the minimax methods in the critical point theory.
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1. Introduction
We denote by N, Z, R the sets of all natural numbers, integers and real numbers, respectively.
For a, b ∈ Z, define Z(a) = {a, a+ 1, . . .}, Z(a, b) = {a, a+ 1, . . . , b} when a  b. In this paper,
we deal with the existence of periodic solutions for a discrete second-order Hamiltonian system
2xn−1 + b(n)∇V (xn) = 0, n ∈ Z, (1.1)
where b ∈ C(R,R) and there exists a positive integer m such that for any t ∈ R b(t +m) = b(t),
xn = xn+1 − xn, 2xn = (xn), V ∈ C1(R,R), ∇V (z) denotes the gradient of V (z) in z for
z ∈ R.
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Foundation of Guangdong Province (No. 04300034).
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Eq. (1.1). As usual, such periodic solutions will be called subharmonic solutions.
We may regard Eq. (1.1) as being a discrete analogue of the following second-order differen-
tial equation with A(t) ≡ 0:
x¨(t)+A(t)x(t)+ b(t)∇V (x(t))= 0, ∀t ∈ R, (1.2)
where b ∈ C(R,R), b(t + m) = b(t) for any t ∈ R, V ∈ C1(RN,R), A(·) is a continuous,
T -periodic matrix-valued function.
For the case A(t) ≡ 0, in 1978, Rabinowitz [13] proved the existence of T -periodic solu-
tion of (1.2) with b(t) > 0 and V superquadratic. Since then, many authors have discussed the
problem (1.2).
When b does not change its sign, there has been much progress on the existence and multi-
plicity of periodic solutions of (1.2) (see [12,14]).
When b changes its sign, many excellent results have been worked out on the existence of
periodic and subharmonic solutions for Eq. (1.2). Lassoued in [10,11] proved the existence of
T -periodic solutions under the assumptions that V is homogeneous and strictly convex. After-
wards, Ben Naoum, Troestler and Willem in [5] obtained some existence results when V is only
homogeneous. Girardi and Matzeu in [7] considered the more general case and obtained some
existence and multiplicity results for T -periodic and subharmonic solutions. Chen and Long in
[6] and Tang and Wu in [17] considered the case that ∫ T0 b(t) dt = 0, b ≡ 0, which is different
from the case
∫ T
0 b(t) dt = 0, when V is neither convex nor homogeneous.
For the case A(t) = 0, there are also some existence results for periodic solutions and homo-
clinic solutions of (1.2) (see [1,2,18]). For the recent progress in this direction, one can refer to
[15,16].
The main idea of these papers is to reduce the problem of finding the periodic solutions of
differential equations to the problem of seeking the critical points of suitable variational func-
tional. It is natural for us to think that critical point theory may be applied to prove the existence
of periodic solutions of difference equations.
In fact, for the general form of (1.1) as
2xn−1 + f (n, xn) = 0, n ∈ Z, (1.3)
there are many new results of existence of nontrivial periodic solutions. By using the critical point
theory, Guo and Yu have proved the existence of periodic and subharmonic solutions of (1.3)
when f (t, z) is superlinear in the second variable z in [8] and when f (t, z) is sublinear in the
second variable z in [9]. Yu and Long and Guo in [19] have proved the existence of subharmonic
solutions with prescribed minimal period for the discrete forced pendulum equation. Zhou, Yu
and Guo in [21] have proved the existence of periodic solutions of higher-dimensional discrete
systems when f (t, z) is neither superlinear nor sublinear and generalized the results in [8]. As
for boundary value problem, Agarwal, Perera and O’Regan [3] studied the existence of posi-
tive solutions of Eq. (1.2) with homogeneous boundary value problem by using Mountain Pass
Lemma. In this direction, one can find more results in [4,20].
However no similar results were obtained in the literature for Eq. (1.1) in the case that b
changes its sign. Motivated by [6,17], the main purpose of this paper is to give some sufficient
conditions for the existence of periodic solutions to (1.1) when b changes its sign. The main
approach is the critical point theory. Our main results are as follows.
1142 J. Yu et al. / J. Math. Anal. Appl. 324 (2006) 1140–1151Theorem 1.1. Suppose that b(n) and V (x) satisfy the following assumptions:
(B) b ∈ C(R,R), there exists a positive integer m such that for any n ∈ Z b(n + m) = b(n),
b(n) ≡ 0, and ∑mn=1 b(n) = 0;
(V) V (x) = a|x|β + F(x), ∀x ∈ R, where a > 0, β > 2 and F(x) ∈ C1(R,R);
(F1) there exist α0 ∈ (0,2B−1 sin2( πpm)) and r0 > 0 such that∣∣F(x)∣∣ α0|x|2, ∀|x| r0,
where B = max{b(n): n ∈ Z(1,m)};
(F2) there exists r1 > 0 such that∣∣∇F(x)∣∣ α1
B(1 + |x|) , ∀|x| r1,
where α1 = maxρ∈[0,√pmr0] h(ρ), h(ρ) = [2 sin2( πpm)−Bα0]ρ2 − aBCβ1 ρ
β
, C1 > 0 is a con-
stant which can be referred to (2.3).
Then Eq. (1.1) has at lease one nontrivial pm-periodic solution.
Remark 1.1. Condition (B) implies that m> 1 and condition (F1) implies that F(0) = 0.
Corollary 1.1. Suppose that b(t) and V (x) satisfy assumptions (B) and (V), and assume that
F(x) ≡ 0 for all x ∈ R, then Eq. (1.1) has at least one nontrivial pm-periodic solution.
2. Variational structure and a basic lemma
In this section, we recall some basic facts which will be used in the proof of main results. Let
x = {xn}n∈Z = (. . . , x−n, x−n+1, . . . , x−1, x0, x1, x2, . . . , xn, . . .)T , where ·T is the transpose of
a vector or a matrix.
For any given positive integers p and m, Epm is defined by
Epm =
{
x = {xn}: xn+pm = xn, xn ∈ R, n ∈ Z
}
.
Epm can be equipped with the inner product 〈·,·〉Epm and norm ‖ · ‖Epm as follows:
〈x, y〉Epm =
pm∑
j=1
xjyj , ∀x, y ∈ Epm,
‖x‖Epm =
√√√√ pm∑
j=1
x2j , ∀x ∈ Epm.
It is easy to see that (Epm, 〈·,·〉) is a finite dimensional Hilbert space and linearly homeomorphic
to Rpm. For convenience, we identify x ∈ Epm with x = (x1, x2, . . . , xpm)T .
Define functional I on Epm as follows:
I (x) =
pm∑[1
2
(xn)
2 − b(n)V (xn)
]
, ∀x ∈ Epm. (2.1)n=1
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x = {xn} is a pm-periodic solution of (1.1).
For pm> 2, we rewrite functional I (x) in the form
I (x) = 1
2
xT Ax −
pm∑
n=1
b(n)V (xn), (2.2)
where x = (x1, x2, . . . , xpm)T ,
A =
⎛
⎜⎜⎜⎜⎜⎝
2 −1 0 . . . 0 −1
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 2 −1
−1 0 0 . . . −1 2
⎞
⎟⎟⎟⎟⎟⎠
pm×pm
.
We denote the eigenvalues of A by
λk = 4 sin2
(
kπ
pm
)
, k = 0,1, . . . , pm− 1,
the minimal positive eigenvalue of A by λmin  4 sin2( πpm), the maximal eigenvalue of A by
λmax (see [19]).
Remark 2.1. For the case pm = 2, A has a different form(
2 −2
−2 2
)
.
However, in this special case, the eigenvalues of A are λ0 = 0 and λ1 = 4 by direct computation,
thus the argument need not be changed and we omit it.
The eigenspace of A associated with λ0 = 0 is
Z = {x ∈ Epm: x = {v}, v ∈ R}.
Clearly Z is an invariant subspace of Epm with respect to A. Let Y be the direct orthogonal
complement of Epm to Z, that is, Epm = Y ⊕Z.
For any x ∈ Epm, set
‖x‖γ =
(
pm∑
n=1
|xn|γ
) 1
γ
for γ > 1.
By the discrete analogy of Hölder inequality, ‖ · ‖γ is a norm on Epm and ‖x‖2 = ‖x‖Epm .
Furthermore, Epm is equivalent to the finite dimensional Hilbert space Rpm, hence ‖ · ‖2 and
‖ · ‖γ are equivalent, that is, there exist constants C1 and C2 such that C2  C1 > 0, and
C1‖x‖γ  ‖x‖2  C2‖x‖γ , ∀x ∈ Epm. (2.3)
For convenient, we denote ‖x‖2 by ‖x‖ in this paper.
We will make use of Linking Theorem introduced in [14] by Rabinowitz to obtain the critical
points of I (x). Let us first recall this theorem.
1144 J. Yu et al. / J. Math. Anal. Appl. 324 (2006) 1140–1151Linking Theorem. Let H = H1 ⊕H2 be a real Banach space, where H1 is a finite dimensional
closed subspace of H and H2 = H⊥1 . Suppose that I (·) ∈ C1(H,R) satisfies the Palais–Smale
condition (PS condition) and the following conditions:
(1) there exist constants ρ > 0 and α > 0 such that I (x)  α,∀x ∈ H2 ∩ ∂Bρ , where Bρ =
{x ∈ H : ‖x‖H  ρ}, ∂Bρ denotes the boundary of Bρ ;
(2) there exist e ∈ H2, ‖e‖H = 1, R1 > 0, R2 > ρ such that I (x)|∂Q  α2 , where Q ={x: x ∈ H, x = z + λe, z ∈ H1, ‖z‖H R1, λ ∈ (0,R2)}.
Then I possesses a critical value c α, where
c = inf
h∈Γ maxx∈Q I
(
h(x)
)
and Γ = {h ∈ C(Q¯,H): h∂Q = id}, where id denotes the identity operator.
3. Proofs of the main result
In order to prove Theorem 1.1 by using Linking Theorem, we only need to prove the following
lemmas. Before proving these lemmas, we give two propositions.
Proposition 3.1. Under condition (F2), there exists M0 > 0 such that∣∣∇F(x)∣∣ α1
B(1 + |x|) +M0, ∀x ∈ R.
Proof. Let
M0 = max
{∣∣∇F(x)∣∣: |x| r1}.
By (F2), we have∣∣∇F(x)∣∣ α1
B(1 + |x|) +M0, ∀x ∈ R.
The proof of Proposition 3.1 is complete. 
Proposition 3.2. Under condition (F2), there exists M1 > 0 such that for any |x|  r1, there
exists a constant τx ∈ (0,1) such that∣∣F(x)∣∣M1 + α1|x| + α1r1
B(1 + |r1 + τx(x − r1)|) , ∀|x| r1.
Proof. Since F ∈ C1(R,R), it follows from the mean value theorem that for any x ∈ R, there
exists τx ∈ (0,1) such that
F(x)− F(r1) = ∇F
(
r1 + τx(x − r1)
) · (x − r1).
Thus, by using condition (F2), we have∣∣F(x)∣∣ ∣∣F(r1)∣∣+ ∣∣F(x)− F(r1)∣∣
= ∣∣F(r1)∣∣+ ∣∣∇F (r1 + τx(x − r1))∣∣ · |x − r1|
 F(r1)+ α1|x| + α1r1B(1 + |r1 + τx(x − r1)|)
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B(1 + |r1 + τx(x − r1)|)
for all |x| r1. The proof of Proposition 3.2 is complete. 
Lemma 3.1. Under the assumptions of Theorem 1.1, the functional I satisfies the PS condition,
i.e., for any sequence {x(k)} such that I (x(k)) is bounded and I ′(x(k)) → 0 as k → ∞, there
exists a subsequence of {x(k)} which is convergent in Epm.
Proof. Recall that Epm is identified with Rpm. Consequently, in order to prove that I satisfies
PS condition, we only need to prove that {x(k)} is bounded.
Suppose that {x(k)} is unbounded, then we can assume, going to a subsequence if necessary,
that {x(k)} → ∞ as k → ∞.
Since I (x(k)) is bounded and I ′(x(k)) → 0 as k → ∞, there exists M2 > 0 such that
I
(
x(k)
)= 1
2
(
x(k)
)T
Ax(k) −
pm∑
n=1
b(n)
[
a
∣∣x(k)n ∣∣β + F (x(k)n )]M2 (3.1)
for all k ∈ N, and k large enough such that
〈
I ′
(
x(k)
)
, x
〉= 〈Ax(k), x〉− pm∑
n=1
b(n)
[
aβ
∣∣x(k)n ∣∣β−2x(k)n xn + ∇F (x(k)n )xn]−‖x‖. (3.2)
Set y(k)n = x(k)n /‖x(k)‖, then ‖y(k)‖ = 1 and {y(k)} is bounded so that it has a subsequence,
say y(k), which converges to y(0).
Assume y(k) = y¯(k) + y˜(k), where y¯(k)n = 1pm
∑pm
l=1 y
(k)
l , then
∑pm
n=1 y˜
(k)
n = 0. It is easy to see
that
y¯(k) → y¯(0). (3.3)
By (3.1) and (3.2), we have
βI
(
x(k)
)− 〈I ′(x(k)), x(k)〉+ pm∑
n=1
b(n)
[
βF
(
x(k)n
)− ∇F (x(k)n ) · x(k)n ]
=
(
β
2
− 1
) pm∑
n=1
(
x(k)n
)2
for all k ∈ N.
On the other hand, by using Proposition 3.2, we have
pm∑
n=1
b(n)
[
βW
(
x(k)n
)− ∇F (x(k)n )x(k)n ]

pm∑
n=1
B
[
βM1 + α1β|x
(k)
n | + α1βr1
B(1 + |r1 + τ(x(k)n − r1)|)
+ α1|x
(k)
n |
B(1 + |x(k)n |)
]
 (β + 1)α1
pm∑∣∣x(k)n ∣∣+ pmβ(α1r1 +M1B)
n=1
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Thus we have
(
β
2
− 1
) pm∑
n=1
(
x(k)n
)2
 βM2 +
∥∥x(k)∥∥+ (β + 1)α1 pm∑
n=1
∣∣x(k)n ∣∣+ pmβ(α1r1 +BM1)
 β
[
M2 + pm(α1r1 +BM1)
]+ [1 + (β + 1)α1√pm ]∥∥x(k)∥∥
for k large enough, which implies that ‖y˜(k)‖ → 0, as k → ∞. Therefore
4 sin2
(
π
pm
)∥∥y˜(k)∥∥ pm∑
n=1
(
y˜(k)n
)2
implies that∥∥y˜(k)∥∥→ 0 (3.4)
as k → ∞.
By (3.3) and (3.4), we have y(k) → y¯(0) = y(0) as k → ∞ and ‖y(0)‖ = 1.
Choose y such that y ∈ Epm and ‖y‖ < ∞, it follows from (3.2) that
aβ
∣∣∣∣∣
pm∑
n=1
b(n)
∣∣y(k)n ∣∣β−2y(k)n yn
∣∣∣∣∣

∥∥x(k)∥∥1−β ∣∣−〈I ′(x(k)), y〉∣∣+ ∥∥x(k)∥∥2−β 〈A(y(k)), y〉+ ∥∥x(k)∥∥1−β
·
∣∣∣∣∣−
pm∑
n=1
b(n)∇F (x(k)n )yn
∣∣∣∣∣

∥∥x(k)∥∥1−β‖y‖ + λmax∥∥x(k)∥∥2−β‖y‖ + α1√pm∥∥x(k)∥∥1−β‖y‖
→ 0
as k → ∞.
By the arbitrariness of y, one has
b(n)
∣∣y(0)n ∣∣β−2y(0)n = 0
for all n ∈ Z(1,pm). Since y(0) = y¯(0) = 0, we have b(n) ≡ 0 for all n ∈ Z(1,pm), which contra-
dicts the condition that b(n) ≡ 0. Hence I (·) satisfies the PS condition. The proof of Lemma 3.1
is complete. 
Lemma 3.2. Under the conditions (V) and (F1), the functional I (·) satisfies condition (1).
Proof. Under the assumptions of Theorem 1.1, it follows from (2.1)–(2.3) that for any x ∈ Y ,
‖x‖√pmr0:
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2
pm∑
n=1
(xn)
2 −
pm∑
n=1
[
ab(n)|xn|β + b(n)F (xn)
]
= 1
2
xT Ax −
pm∑
n=1
[
ab(n)|xn|β + b(n)F (xn)
]
 1
2
λmin‖x‖2 −
pm∑
n=1
[
aB|xn|β +Bα0|xn|2
= 2 sin2
(
π
pm
)
‖x‖2 − aB‖x‖ββ −Bα0‖x‖2
=
(
2 sin2
(
π
pm
)
−Bα0
)
‖x‖2 − aB‖x‖ββ

(
2 sin2
(
π
pm
)
−Bα0
)
‖x‖2 − aB
C
β
1
‖x‖β.
Choose ρ ∈ (0,√pmr0] such that
α1 =
(
2 sin2
(
π
pm
)
−Bα0
)
ρ2 − aB
C
β
1
ρβ > 0,
where α1 is defined in condition (F2) of Theorem 1.1. Then we have
I (x) α1 > 0 (3.5)
for all x ∈ Y and ‖x‖ = ρ. Therefore the functional I (·) satisfies condition (1). The proof of
Lemma 3.2 is complete. 
Lemma 3.3. Under the conditions (B), (V) and (F2), the functional I (·) satisfies condition (2).
Proof. Since
∑m
n=1 b(n) = 0 and b(n) ≡ 0, there exist n1, n2 ∈ Z(1,m) such that b(n1) > 0 and
b(n2) < 0. Let N1 = {n: n ∈ Z(1,m), b(n) > 0}, N2 = {n: n ∈ Z(1,m), b(n) < 0}.
Choose e ∈ Y such that ‖e‖ = 1, en+m = en for all n ∈ Z, e(n) = 0 for all n ∈ N1 and e(n) = 0
for all n ∈ N2.
Since Epm = Y ⊕Z and Az = 0 for all z ∈ Z, it is easy to see that
I (z + re) = 1
2
〈
A(z + re), z + re〉− pm∑
n=1
[
ab(n)|zn + ren|β + b(n)F (zn + ren)
]
= r
2
2
〈Ae, e〉 −
pm∑
n=1
[
ab(n)|v + ren|β + b(n)F (v + ren)
]
. (3.6)
Let C3 = 12√pm+1 ,
R1 =
[
λmax
apβ(
∑
n∈N1 b(n)|en|2)
] 1
β−2
.
Suppose that R2 > 0 is a constant such that
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2
2
2
λmax − apCβ3 Rβ2
[ ∑
n∈N1
b(n)
] 2−β
2 ·
[ ∑
n∈N1
b(n)|en|2
] β
2
+ √pmC3R2(α1 +BM0) = 0,
and then for any R >R2,
C23R
2
2
λmax − apCβ3 Rβ
[ ∑
n∈N1
b(n)
] 2−β
2 ·
[ ∑
n∈N1
b(n)|en|2
] β
2
+ √pmC3R(α1 +BM0) < 0.
Define Q(R) = {z + re: z = {v} ∈ Z, |v|R, r ∈ [0,C3R]}, where
R max
{
R1,R2,
r1
1 −C3 ,
√
pmC−13 r0
}
,
then ∂Q = G1 ∪G2 ∪G3, where
G1 =
{
z ∈ Z: |v|R},
G2 =
{
z + re: |v| = R, r ∈ [0,C3R]
}
,
G3 =
{
z + re: |v|R, r = C3R
}
.
For any z ∈ G1, one has
I (z) = 1
2
zT Az −
pm∑
n=1
[
ab(n)|v|β + b(n)F (v)]= − pm∑
n=1
b(n)V (v) = 0. (3.7)
For all z + re ∈ G2, it follows from (3.7) and the choose of e that
I (z + re) = 1
2
r2eT Ae − p
∑
n∈N1
b(n)
[
V (v + ren)− V (v)
]= I1 + I2,
where
I1 = 12 r
2eT Ae − ap
∑
n∈N1
b(n)
[|v + ren|β − |v|β],
I2 = −p
∑
n∈N1
b(n)
[
F(v + ren)− F(v)
]
.
It follows from Hölder inequality that
∑
n∈N1
b(n)|v + ren|β 
[ ∑
n∈N1
b(n)
] 2−β
2 ·
[ ∑
n∈N1
b(n)|v + ren|2
] β
2
for all v ∈ R and r  0.
Hence we have
I1 
r2
2
λmax + apRβ
∑
n∈N1
b(n)− ap
[ ∑
n∈N1
b(n)
(
R2 + r2|en|2
)] β2 · [ ∑
n∈N1
b(n)
] 2−β
2
 g(r)
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By a direct computation, we have
g′(r) = rλmax − aprβ
[ ∑
n∈N1
b(n)
(
R2 + r2|en|2
)] β−22 · [ ∑
n∈N1
b(n)
] 2−β
2 ·
( ∑
n∈N1
b(n)|en|2
)
 r
[
λmax − apβRβ−2
( ∑
n∈N1
b(n)|en|2
)]
.
In view of β > 2, it follows from the choose of R1 that g′(r)  0 for all 0  r  C3R and
R R1.
It is obvious that g(0) = 0, hence we have g(r) 0 for all 0 r  C3R and R R1, so that
I1  g(r) 0 (3.8)
for all 0 r C3R and R R1.
On the other hand, it follows from the mean value theorem that there exists ξn ∈ [0, r] such
that
I2  p
∑
n∈N1
b(n) · ∣∣∇F(v + ξnen)∣∣ · |ren| rpB ∑
n∈N1
∣∣∇F(v + ξnen)∣∣ · |en|.
Since |v + ξnen| |v| − |ξnen|R − r R −C3R  r1, we have
I2  pBr
∑
n∈N1
α1|en|
B(1 + |v + ξnen|) 
prα1
1 +R − r
∑
n∈N1
|en| prα1
√
pm
p(1 +R − r)

√
pmrα1
R − r 
α1
2
. (3.9)
Hence we have, by (3.8) and (3.9),
I (z + re) α1
2
(3.10)
for all z + re ∈ G2.
For all z + re ∈ G3, by the Hölder inequality, we have
I1 
r2
2
λmax + ap|v|β
∑
n∈N1
b(n)− ap
[ ∑
n∈N1
b(n)
(|v|2 + r2|en|2)
] β
2 ·
[ ∑
n∈N1
b(n)
] 2−β
2
 r
2
2
λmax + ap|v|β
∑
n∈N1
b(n)
− ap
[ ∑
n∈N1
b(n)
] 2−β
2
{[ ∑
n∈N1
b(n)|v|2
] β
2 +
[ ∑
n∈N1
b(n)|ren|2
] β
2
}
= r
2
2
λmax − aprβ
[ ∑
n∈N1
b(n)
] 2−β
2
[ ∑
n∈N1
b(n)|en|2
] β
2
. (3.11)
By Proposition 3.1, there exists M0 > 0 such that∣∣∇F(x)∣∣ α1 +M0, ∀x ∈ R.
B(1 + |x|)
1150 J. Yu et al. / J. Math. Anal. Appl. 324 (2006) 1140–1151Then there exists ξn ∈ [0, r] such that
I2  p
∑
n∈N1
b(n) · ∣∣∇F(v + ξnen)∣∣ · |ren|
 rpB
∑
n∈N1
[
α1
B(1 + |v + ξnen|) +M0
]
· |en| r√pm(α1 +BM0). (3.12)
By (3.11) and (3.12), we have
I (z + re) r
2
2
λmax − aprβ
[ ∑
n∈N1
b(n)
] 2−β
2 ·
[ ∑
n∈N1
b(n)|en|2
] β
2 + r√pm(α1 +BM0)
 q(C3R)
for all |v|R and r = C3R.
As β > 2, it follows from the choose of R2 that q(C3R2) = 0 and q(C3R) < 0 for all R >R2,
i.e.,
I (z + re) 0, ∀z + re ∈ G3 (3.13)
for all R R2.
It follows from (3.7), (3.10) and (3.13) that
I∂Q 
α1
2
.
Hence the functional I (·) satisfies condition (2). The proof of Lemma 3.3 is complete. 
Immediately, Theorem 1.1 can be proved by Lemmas 3.1–3.3.
Finally, we give an example to illustrate our result.
Example 3.1. For a given integer m = 4, consider the difference equation
xn+1 − 2xn + xn−1 + b(n)
[
a|xn|β + 4dx
3
n
(1 + x4n)2
]
= 0, (3.14)
where
b(n) =
⎧⎪⎪⎨
⎪⎪⎩
bn sin2
(
π
4p
)
, 0 n 1,
−bn sin2( π4p )+ 2b sin2( π4p ), 1 n 3,
bn sin2
(
π
4p
)− 4b sin2( π4p ), 3 n 4,
and b(4k + n) = b(n) for any k,n ∈ Z, and b > 0 is a constant. Let a > 0, β > 2 and
|d| = min
{
α0,
α1
2b sin2( π4p )
}
,
r0 = 1√4p < 1 and r1 > 1. Choose α0 ∈ (0,2b−1) and ρ ∈ (0,1) such that
h(ρ) =
[
(2 − bα0)ρ2 − ab
C
β
ρβ
]
sin2
(
π
4p
)
> 0.1
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the conditions (F1) and (F2). By a direct computation, we have∣∣F(x)∣∣= |d|x4
1 + x4  |d|x
4  |d||x|2  α0|x|2, ∀|x| r0 < 1,
and ∣∣∇F(x)∣∣= 4|d| · |x|3
(1 + x4)2 =
4|d|
|x|5 + 2|x| + |x|−3 
|d|
|x| 
2|d|
1 + |x| 
α1
b sin2( π4p )(1 + |x|)
for all |x| r1 > 1. Hence Eq. (3.14) possesses at lease one nontrivial 4p-periodic solution for
all positive integers p.
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