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This paper deals with the system of n linear differential equations 
r'(x) = A(x) Y(x) (h) 
where A(x) is holomorphie n a punctured neighbourhood f x = 0 with a pole of order p >~ 1. 
First, we shall give a survey of the algorithm described in Hilali & Wazner (1987) by which a 
system (A) is reduced to super.irreducible form. Using the symmetric functions of the matrix A, 
the construction of the Newton-Puiseux polygon is demonstrated to be derived irectly from 
this form. These results allow a generalization f the formal singularity classification a d a 
method for the computation of formal solutions near an irregular singular point of (/9. 
1. Introduction 
Let us consider the system of n linear ordinary differential equations 
/k= +~ \ 
Y'(x) = x -P~ k~=O AkX k) Y(X) = A(x)Y(x) (A) 
where p is an integer and the Ak are constant n x n matrices for which the series converges 
in the neighbourhood of x -- 0. If we assume that the system (A) has an irregular singular 
point near the origin, then structural properties induced on A(x) can be investigated. 
A fundamental matrix of solutions for such a system can be represented (Turritin, 1955; 
Lutz & Sch/ifke, 1986) as: 
@(x) = F(xl/9 • x A " exp [O(x- I/9] (1.2) 
where s is a positive integer, 
Q(x-i/a) = diag (ql(x-l#), q2(x-i/a) . . . . .  q,(x-1/~)) 
is a polynomial in x-x/a without constant erm, A is a constant matrix and F(x i/s) is 
formal meromorphic series in x 1/~, i.e. expression of the form: 
+oo 
F(x 1/') = 7, /%x k/a 
k = -v  
where v is a positive integer. 
For  p ~ 0, the origin is a regular point of (A) and every fundamental solution is 
represented by (1.2) with C = 0, Q(x-l /0 = 0 and s = 1. 
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For p = 1, the origin is a regular singular point, and a fundamental solution is 
designated by (1.2) with Q(x-t/z) = 0 and s = 1. This may be true also for p > 1; in this 
case, the reducibility algorithm described in Hilali (1982) is applied. This algorithm allows 
one to construct a transformation T(x) such that the change of unknown: 
reduces (A) to a system 
with 
r (x)  = r (x )z (x )  (1.3) 
Z'(x) = (a*) 
B = T -1AT-T - IT  ' 
where B(x) has a pole of order one only. Here T(x) is a matrix whose elements are 
polynomials and satisfies det (T(x))-~ O. In this case, one can compute a fundamental 
solution matrix (Hilali, 1982). Two matrices A and B (or systems (A) and (A*)) which 
satisfy the above equation are called equivalent since the behaviour of the solutions near 
the singularity is the same. 
When the singularity is irregular the problem is to classify the system up to analytic or 
formal equivalence. These classifications are closely related to the computation of formal 
solutions near the origin. It is easy to see that apart from the ordering of the diagonal 
elements of the matrix Q(x-'/O, is invariant with respect to the class of formal 
transformations (1.3). These quantities can be obtained by applying the Newton-Polygon 
algorithm (Malgrange, 1981; Della Dora & Tournier, 1982). This algorithm calculates, 
after a finite number of steps, the polynomials ql(x-t/O, q2(x-1/0 . . . . .  q,(x-l/0, and C, 
and allows through a recursive calculation, to compute the coefficients Fk. 
The general method consists in reducing the system n x n into a scalar linear differential 
equation of the nth order. It is well known that this method, the cyclic vector method 
(Hilali, 1982), allows the computation of the Newton polygon. It is associated, however, 
with several practical difficulties. In particular, the coefficients ak, of the scalar differential 
equation, as found by this method, are far larger than necessary (see an example in Hilali 
(1982)). We point out that the Newton polygon is uniquely determined by the valuations 
of ak, and it is desirable to have an alternative criterion depending directly on (A). 
In this paper we give an algorithm for the construction of the Newton polygon directly 
from the system without using the cyclic vector method. We will call the desired result the 
differential polygon. From a linear differential system, it is easy to compute what might be 
called the algebraic polygon. 
The purpose of this paper is to manipulate the system (A) with the assumption that: 
(1) The differential Newton polygon is invariant (of. Malgrange, 1981 or Ramis, 1985) 
with respect o the class of formal transformation (1.3) 
such that 
(2) The algebraic and the differential Newton polygons are equal. 
Section 2 explains how to compute the differential polygon via a cyclic vector, and 
defines the algebraic polygon in terms of the n symmetric functions of A(x). Section 3 
gives a summary of the algorithm described in Hilali & Wazner (1987) where the system 
(A) is reduced to super-irreducible form. The link between the two polygons is 
demonstrated and a sequence of integers related to (A) are defined. 
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In section 4, a criterion depending on these integers is given, which implies that the 
differential and the algebraic Newton polygons are equal. Section 4.2 shows that if this 
criterion is not satisfied, then the change of independent variable x = t" (the suitable 
choice of m is given) reduces the problem to the previous ease. 
2. Algebraic and Differential Newton Polygons of a Linear Differential System 
2.  l CYCL IC  VECTOR METHOD 
This method consists of reducing (h) to an nth order equation for some component or 
linear combination of components of Y(x), In outline, we write: 
Xo(x) = (~,(x),  ~2(x) . . . .  , ¢.(x)) 
where the ~l(x) are random polynomials (cf. Ramis, 1981) of degree ~<n-1. The 
recurrence 
X~ = XI-1 + Xt -  t A 
defines a matrix Q as: 
Q(x) (X'o, x'~, ' . . . .  , X._ ~). (2.1) 
If Q is non-singular, we say that Xo is a cyclic vector. In this case we write T = Q-~, and 
the transformation Y(x)  = T(x)Z(x)  reduces the matrix A(x) to a companion matrix: 
C(X)  = T -1AT-T -XT '= 
[o ] 
t~ n . . . . . .  a 1 ,...i 
(2.2) 
where the ak are the coefficients of the nth order differential equation related to (A) 
obtained from the cyclic vector X o. 
We will denote this equation as follows: 
EA(Xo) yr,)_ al(x)y~, - 1)_ a2(x) fl" - 2 ) . . .  _ a,(x)y = 0 
2.2 .  D IFFERENTIAL  POLYGON:  ~d i f f (A )  
Let E~(Xo) be an nth order differential equation obtained from (A) by any cyclic vector 
Xo, and let 2k >i 0 be the pole order of ak at x = 0 (~'k = 0 if a k is regular at x = 0). In [~2, 
we consider the closed convex hull ~a~fr(A) of the set (see Lutz & Sch~ifke, 1986): 
ug = {(x, O)/x ~ [0, + Go[} w {(j, 2 , - j )  j _- 1, 2 . . . . .  n; with 2j > j}, 
i.e. the positive x-axis and the points (j, 2 j - j )  above the x-axis. The boundary of ~diff(A) 
(see Fig.l) consists of the positive x-axis, the segments between each pair of successive 
points out of (0, 0), (Jo, 21o-J0),. . . ,  and (Jm, 2j, - j , , )  (where the Jl are integers such 
0 < Jo < Jl < . . .  < jr. ~< n) and the ray {(x, £1=-J,,)/x f> 2j,,-jr.}. Then the slopes of the 
Newton polygon are respectively: 
' ,t~o-Jo. (~t j , - L ) - (X~,_ , -L_O s 1, 2, ., 
~0 = • ' 7C s ~-" - = . , ??I 
Jo j~--J~-I 
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Fig. 1. 
with multiplicity Jo, J~-L-1 (s----1, 2 , . . . ,  m) and n, = 0 occurs (possibly) with 
multiplicity n- j , ,  if Jm < n. 
Lutz & Sch/ifke (1986) show how these slopes may be used to calculate the degrees of the 
individual polynomials ql(x-1/9 in (1.2). We will denote 
flk=)`k--k k= 1,2 . . . . .  m. 
REMARK 2.2. The slopes ns of ~diff(A) defined above can be computed as follows: 
no = Max ~0, ~ = fl~_._zo (2.3) 
i 
t~<j~<. ( J J Jo 
where Jo is the smallest integer which satisfies (2.3). Then for each integer s, we have: 
{ fl~-flJ..,~ fl~,-flJ.-, rq = Max 0, = (2.4) 
j,.t<j~. ~ J J~--Js-t 
where j, is the smallest integer >L-1  which satisfies (2.4). This recurrence stops when 
rq = 0 or Js = n. 
2.3. ALOEBRAIC eOLYGON: ¢~,~,(A) 
Of course, the obvious approach to solve our problem is to use the cyclic vector 
method which transforms our matrix A(x) to a companion matrix (2.2). Then the pole 
orders of the a n (k = 1, 2 , . . . ,  n) let one compute ~'aiff(A). It is well known that this 
polygon is independent of the particular cyclic vector used (see Malgrange, 1981). But if 
we define the symmetric function of rank k of a matrix to be ( -  1) k times the coefficient of 
2 "-k in its characteristic polynomial, the polygon can be constructed invariantly using the 
terms of the n symmetric functions of the companion matrix. Thus the Newton polygon of 
(A) is the same as that of the following differential operator: 
det (QAQ- 1 + Q,Q- 1 + ).1)12 = d/dx (2.5) 
where Q(x) is the matrix defined in (2.1). But the n symmetric functions are invariants 
with respect o similarity transformations since determinant (2.5) is equal to: 
det (A(x) + Q- ~Q' + ),1)[2 = d/dx. 
Then the computation of ~dirr(A) can be obtained using the n symmetric functions of 
,4(x) + O- 1Q,. 
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It is therefore natural to introduce what might be called the algebraic polygon related 
to (A) as: 
~,g(A) = .~dirf((det (A(x) + 2I))l;t = d/dx). 
3. Link between ~',lg(A) and ~dm(A) 
Let co be the function such that, for each formal series: 
+~ 
f(x) = x v ~ fkg k where v e Z and fov  ~ 0 (3.1) 
k=0 
co(f) = v, with the convention 09(0) --- + oo. 
We will denote C((x)) the field of formal series of type (3.1). C[[x]] will represent the 
set of formal series which satisfies a~(f) >1 0. Then for each system (A), we define n integers 
as :  
a l= Inf (p - l ,  co(mtj)) i= l ,2 , . . . ,n  
l~ j~n 
where mtj is the coefficient in position (i, j) of the matrix M(x) = xPA(x). Then the matrix 
A(x) can be written uniquely in the form: 
+oo 
A(x) = x-Px'N(x) with N(x) = ~. NkX* (3.2) 
k=0 
where the Nk are n × n-constant matrices with No 4:0 and 
= diag (ai, a2 . . . .  , a,) with a t e {0, 1, 2 , . . . ,  p -  1}. 
A permutation matrix P exists such that A = P-lAP is of the form (3.2) with 
al <. a2 <~ ...  <~ a,. Then without loss of generality, we may assume that a is of the 
following form: 
a = diag (0.o, I.,, 21.2 . . . . .  (p-2)l,,_,, (p-l)l.,p.,) (3.3) 
where n~ is the multiplicity of integer i in a (which might be zero), 0.o is a no x no-zero 
matrix, I., is the nt x nridentity matrix, and 
' (3.4) np_  l ~- n - -  tl t . 
t~O 
For each matrix A(x) represented by (3.2), let us consider (cf. Hilali & Wazner, 1987) 
the rational numbers: 
t m(A)=p- l+  ~ ifp>~2 1=0 
and 
. m(A)=l  i fp~<l 
(3.5) 
#(A)= Inf (m(T-1AT-T -1T  ') (3.6) 
det (T(x)) ~ 0 
DEFINITION 3.1. (Hilali & Wazner, 1987): The system (A) is called super-irreducible (or 
#-irreducible) iff re(A) = I~(A). 
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The integers p, no, nl, n2 . . . . .  np_ 2 will be called the parameters of the super-irreducible 
form. 
In Hilali & Wazner (1987), an algorithm is given, which can carry out the computation 
of successive transformations Tk (k = 1, 2 , . . . ,  n) of the form: 
Tk(x) = (Po+Plx+ . . .  PkXk)'diag (1, 1 . . . .  ,1, X, X, . . . ,  X) 
where Po, P~,. •., Pk are constant matrices with det (Po) ¢ 0. This algorithm permits us to 
transform the system (A) into a #-irreducible form. In Hilali (1987), it was shown that for 
an nth order differential equation of the form Ea(Xo), the invariants p, no, hi, n2 . . . .  , np-2 
can be computed explicitly without using the #-irreducibility algorithm. 
If we assume that Ea(Xo) is obtained by a cyclic vector from (A), one can show (see 
Hilali, 1987) how these integers may be used to calculate the pole order of a k. The results 
of Hilali (1987) are contained in: 
PROPOSmON 3.1. With the above definitions,/f(A) is a it-irreducible system and p >1 2, then 
for any choice of the cyclic vector: 
(i) p is the smallest integer with 
p >12k/k k = l, 2, . . ., n. (3.7) 
(ii) I f  we define the integers r~(s = 1, 2 . . . . .  p -1 )  by: 
r~ = Max (2g-k(p-s) )  s = 1 . . . .  , p -  1 (3.8) 
l<~k<~n 
then 
r ,=sno+(S-1)n l+ . . .  +n, - i  s= I . . . . .  p -1 .  (3.9) 
REMARK 3.1. The above relations allow the practical computation of Malgrange (1974) 
Invariant i(A), and Gerard-Levelt (1973) Invariants Pl, P2 . . . .  Pp-1. It was shown in 
Hilali (1987), that if (A) is a #-irreducible system, then 
i (A )=p l=rp_ l  and p ,=rp-s  fo rs=2 . . . .  ,p -1 .  
For each system (A), we consider the functions introduced in Hilali & Wazner (1987), 
as 
Os(A, x, 4) = x 'x det (xP-'A(x)+2I) s = 1, 2 . . . . .  p -  1 (3.10) 
where r~ are the integers defined in (3.9). 
LEMMA 1. The function O~(A, x, 4) (s ~ {1, 2 . . . .  , p-- l}) is polynomial in 2 with coefficients 
in C[[x]] and its expansion in x up to order k depends only on 2 and the first k + s + 1 terms 
of A(x) (i.e. Ao, A1 . . . .  , Ak+s). 
PROOF. We consider the representation 
A(x) = x-Px"N~S)(x) 
where 
+co 
= = 
k=O 
(3.11) 
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N(x) is the matrix defined in (3.2) and 
e~ = diag (0no, In,, 2I~ . . . . .  ( s -  1)ln,.~, sin;) 
with 
(3.12) 
l=a--1 
n; = n -  ~ n~. (3.13) 
i=O 
Let ~ be the diagonal matrix ~s = sin-as, so that 
det (x ~s) = x r~. 
If we introduce xr, in determinant (3.10), we obtain 
Os(A, x, 2) = det (Ps(x, 2)) 
where 
Ps(x, 2) = NtS)(x)+ 2x ~. (3.14) 
From (3.11), one can see that the matrix N~ '~ (k ~< s -1)  depends only on Ak, Ak+I . . . . .  
and Ak÷s. So, if we denote by 
Cl (x ,  2), C2(x, 2) . . . . .  C.(x, 2) 
the n columns of the matrix P~(x, 2), the coefficient of x * in O~(A, x, ,t) is: 
1 d k 
k! dx k (P~(x, 2))Ix---o). (3.15) 
But this expression depends on the partial derivatives of C~(x, 2) (i = 1, 2 . . . .  , n) having 
orders less than k. Thus expression (3.15) depends only on N~o ~), N~ s) . . . . .  N~ ~) and then on 
the first k+s+ 1 terms of A(x). 
LEMMA 2. Any two equivalent matrices A and B having the same representation (3.11) satisfy 
O,(A, x, 2) = O,(B, x, 2)+O(x p-~-~) s = 1, 2 , . . . ,  p -  1. (3.16) 
REMARE: 3.2. Assume that the system (A) is it-irreducible and 
det (A(x) + 21) = 2 ~- ~ ( -  1)kpk(x)2 ~- k (3.17) 
is the characteristic polynomial of A(x). Then 
Os(A, x, 2) = xr'2 " -  ~. ( -  1)kx" +k(~-~)Pk(X)2n-k. 
k=l 
Lemma 2 expresses that the expansion in x of the expression X~'+k(P-s)Pk(X ) up to order 
p-s -2  is invariant for equivalent #-irreducible systems, i.e. if (A) is transformed by 
Y(x) = r(x)Z(x) with det (T(x)) gg O, and if B = T- tAT-T -~T ' is it-irreductible, then 
the kth symmetric coefficient qk(X) of B satisfies 
x ~" + ~¢P - '~pk(x) = x"  + k~p- ~q~(x) + 0 (xP-" - ~). 
To prove lemma 2, one can consider only the first p terms of A and B, since lemma 1 
guarantees that the coefficient of x k in O~(A, x, 2) depends only on the first k + s + 1 terms 
of A(x) and B(x). 
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PROOF OF LEMMA 2. Since A and B are equivalent, there exists a transformation T with 
det (T(x)) (a O, such that 
B = T - iAT -T -1T  '. 
Let T have the factorization 
T(x) = P(x)xaQ(x) (3.18) 
where P(x) is a polynomial with det (P(x)) = 1, Q(x) is regular at x = 0 with det (Qo) ~ 0, 
and 
d = diag (dl, d2,. •., d,) 
where d 1 ~< d z ~ . . .  ~< d, are integers (see Hartmann, 1964, p. 75). Then with 
A (i) = p -1Ap-p - ip '  and B = Q-1A(2)Q-Q-iQ'  (3.19) 
one has 
A (2) = x-  dA(1)xd -- d/x. (3.20) 
Since P(x) is a unit in the ring of polynomials, the matrix P-1p, is also a polynomial. In 
the same manner, since Q(x) is a unit in the ring of power series, then Q-~ Q' is also a 
power series without a pole at x = 0. Thus from equation (3.19), we can write 
x "~ det (x ' -  SA(x) + 2I) = x"  det (x p-M(1)(x) + xP-~P- ip, + 21) 
then 
and 
then 
O.(A, x, 2) = O.(A (~), x, 2)+ O(x p-`) 
x"  det (x p- ~B(x) + 21) = x" det (x p -SA(2)(x) + x p-`Q - 1 Q, + 21) 
(3.21) 
O,(B, x, 2) = O,(A (a), x, 2) + O(x p-"). (3.22) 
From equation (3,20) we can write 
O,(A (2), x, ,1) = Os(A c~), x, 2)+ O(x p-s- ~). (3.23) 
Combining the order equation (3.21), (3.22), and (3.23), (3.16) is proved. 
If we apply this result to a companion matrix related to (A) by a cyclic vector, we 
obtain the following theorem: 
THEOREM 1. Assume that (A) is a #-irreductible system. I f  
det (A(x)+21) = 2"-  ~ ( -  1)kpk(x)2 "-k 
k=:!. 
is the characteristic polynomial of A, and 
Ea(Xo) y(")- aa(x)y("- 1) _ a2(x) y(n- 2) . . .  _ a,(x) y = 0 
is an nth order equation obtained via any cyclic vector X o, then for each 
s ~ {1, 2 . . . . .  p -2} ,  we have: 
x" + k(p-,)~k(X) = X ~" + k(p-,)pk(x) +O(XP - ' -  1) (3.24) 
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with 
k e [no+n1+ . . .  +ns_ 1, no+n 1+ . . .  +ns+t]. 
PROOF. Let 2~ >i 0 be the order of the pole of ak(X) in EA(Xo) (2~ = 0 if ak(x) is regular). 
We can construct a subdivision of the segment [0, n] as follows: 
Is=[ms,  ms+l] fo r0~<s~<p-2  and Ip_~ = [mp_l,n] (3.25) 
where 
m~=no+na+. . .  +ns-1 s=0,1  . . . . .  p -1  wi th in0=0.  (3.26) 
iZrom equation (3.9), we have rn~ = rs-r~_l,  for s = 1, . . . ,  p -1  (with ro = 0). For each 
k = 1, 2 . . . . .  n, we write 
6 k = k (p -s )+r  s if k ~ Is; s = 1 . . . . .  p -1 .  (3.27) 
From (3.8), we have ).k-N<6 k and one has I k=6~ for at least one ke Is  for each 
s = 1, 2 . . . . .  p -  1. Let ks e Is be the smallest integer belonging to Is such that  
3k, = k~(p- s) + rs; s = 1 . . . . .  p -  1. (3.28) 
Now it is easy to construct a #-irreducible system which is equivalent o Ea(Xo). To 
achieve this, we consider the change of variables 
Yt = x-~""Y(t); i = O, 1 . . . . .  n -  1. 
Then for k = 0 . . . . .  n -2  
and 
Therefore, if we denote 
dyl+l = x_n,.,+6 .... + 6,- i  
dx Y+2 "-~Y~+I 
dy. .-1 6t 
~ = -  ~, an-kX-~t+'~"'~Yk+l- -  -  Yn" 
dx  k-- i x 
3 = diag (/5,, 6,_ 1 . . . .  ,61) 
and C(x) the companion matrix in (2.2), we have 
x-6C(x)x ~ = x-PB(x). 
Where 
B(x) = 
0 Xp-  1 ~ tl t 
~x~_ 1 ~ p-1 
"~x 
\X l  ~n~ 
b, b,-1 bl ~no 
(3.29) 
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with 
bk(x) = x6~ak( x) e CI-I-x]'I (3.30) 
are regular functions at x =- 0. Then the matrix x-6C(x)x~-~/x is of the form: 
x-  ~C(x)x 6- 6/x = x -  Px~R(x) (3.31) 
where R(x) is a regular matrix at x = 0 and 
a = diag ( (p-  1)I,;_,, (p--2)I,, , ,  . . . .  1,,, 0,o ). 
From equations (2.2) and (3.31), A(x) and x-PB(x) -~/x  are equivalent matrices with 
the transformation T(x)x ~. Then according to lemrna 2, we have 
x r" det (xP-SA(x) + 2I) = x"  det (x~-SB(x) + x p-s- l~ + 21) + O(x p-s- 1). 
Then 
O,(A, x, 2) = x" det (xP-SC(x)+ 21)+ O(x p- ' -  1). (3.32) 
Thus from remark 3.2, we have 
X', +k~P-'~ak(x ) = X'~ +k~P-~)pk(x ) + O(X p-s-  ~). 
COROLLARY: l f  A is a II-irreducible system with p, n o, . . . ,  np_ 2 as parameters, then we have 
the properties: 
(i) The polynomials O~(A, O, 2) (1 ~< s ~ p -2)  are invariants for equivalent #-irreducible 
systems and if ns v~ O, we have 
degree (On(A, O, 2)) = n-k~; s = 1, 2, . . . .  p -  1 (3.33) 
where ks is the smallest integer in [no + . . .  + n~_ 1, no + • •. + ns- l + n,] such that 
r~ = ,~k,- ks (p -  s). 
PROOF. From equation (3.32), we have for s ¢ p -  i: 
O~(A, O, 2) = x r" det (x ~-sC(x) + 2I)]x= o' 
It is easy to see that the highest coefficient of this determinant is ( -  1)k'bk,(0), where bk, 
and ks were defined earlier. Then: 
O,(A, O, 2) = ( -  1)U'bk.(O)2"-k'+ . . .  
With b,,(0) ¢ 0. If s = p -1 ,  and B -- T -~AT-T -~T '  is a #-irreducible matrix, we have 
in general 
0,_ ~(a, 0, 2) ~ 0~_ ~(B, 0, 2) 
but their degree is invariant. In fact, using the factorisation (3.18) of T, one can see from 
equation (3.19) that: 
x ~,-, det (xA(x)+2.I)[~= o = x',-' det (xAtl)(x) +2I)1~=o 
and 
x ',-~ det (xB(x) + 2I)1~=o = x',-' det (xA(2)(x) +,~I)1~=o 
then 
x ~,-, det (xA ~ 1)(x) + 2I)1~= o - x~"' det (xA(2)(x) + d + 2I)1, = o (3.34) 
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where d is the diagonal matrix defined in (3.18). Hence the two polynomials (3.34) have 
the same degree. Then 
degree (Op_ I(A, O, 2)) = degree (0p_ ~(B, 0, 2)). (3.35) 
If B is the matrix (3.29) obtained from a cyclic vector, from equation (3.35) we have 
degree (0p_ I(A, 0, 2)) = degree (0p_ ~(B, 0, 2)) = n -  kp_ t 
where kp_ t is the smallest integer such that 
rp-1 = ~k,_,--kp-1 = Max (]tk--k). 
4. Algorithm for Computing the Newton Polygon of a Linear Differential System 
In this section, we will use the notation 
(i) /~k = , tk -k  
(ii) k* = n-degree (0p-t(A, 0, 2)) 
(iii) s* is the smallest integer such that 
n~,+l=n~,+2 . . . . .  np_ 2=0 (s* -p -2  ifnp_ a#0) .  
Let ./~'(resp. d/ l)  be the closed convex hull of the set 
,9 ° = {(x, O)/x e [0, +oo[} u {(rn~, r~+m~(p-s-1), s = 1, 2 . . . . .  s*} 
respectively: 
oQ71 = {(x ,O) /x  Ei [p--2, +oo[} u 
{(me+l, rs+m~(p-s-1)- (p-s- -2) ,  s = 1, 2 , . . . ,  s*}. 
This can be visualised graphically as follows: first we construct the straight line Do 
(resp. D~) which passes through the point (0, 0) (resp. (p -2 ,  0)) with integer slope p -  1. 
For each s = 2 . . . . .  s*, the straight line D~ (resp. D'~) is constructed with the integer slope 
p-s -1  and passing through the point (0, r~)(resp. (0, r~-(p-s-2)) .  From equation 
(3.8), one can see easily that all fir >1 0 are limited by the straight lines Do, Dt . . . . .  De. 
The section which is limited by De and D; (s = 0 . . . . .  s*) is d//-- J l l .  
Let Vk >t 0 denote the pole order of Pk: i.e. the coefficient of 2 n-k in the characteristic 
polynomial of A(x). From remark 3.2, if there exists an integer s ~< p-2  such that 
v k > r~+k(p-s-  1) - (p -s - -2 )  
(i.e. if the point (k, Vk) belongs to Me' but not to d/~), then we have for any cyclic vector: 
t)k = ilk" 
THEOREM 2. Let 
det (A(x) + 21) = ,P -  ~ ( -  1)~pk(x)2 ~ -k 
k=l 
be the characteristic polynomial of A(x) and vk be the pole order of the symmetric function of 
rank k of A(x). I f  for each k - -1 ,2  . . . .  ,n there exists s<~p-1 such that 
Vk > r~+k(p-s - -1 ) - (p -s -2 )  then: 
,~,qff(A) = ,~alg(A). 
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EXAMPLE 
1 x a x 4 )  
1 x2 x2 x4  . A(x)  = 
X 3 X 4 X 3 
Obv ious ly  p = 6, n o = 1, n 1 = 0, n 2 = 1, n a = 1, n 4 = 0. Then r 1 = 1, r 2 = 2, r 3 = 4, 
r4 ----- 7 and r 5 = 10. One can show (cf. Hilali & Wazner (1987)) that the matrix A(x) is 
~-irredueible, the characteristic polynomial of A is: 
det  (A + 21) = ))  + l/x6(1 + x 2 + x3)22 
+ 1/x t 0(1 + x--  x 4 -  x6)2 + 1/x t 3(1 _ 3x 3 + x,~ + xS). 
S ince  the conditions of Theorem 2 are satisfied, the differential polygon is the same as the 
a lgebra ic  polygon (Fig. 2). 
The  conditions given by theorem 2 above are satisfied for very large values of p only. In 
the  next section a criterion with weaker conditions will be given. Two cases will be 
invest igated: 
4.1. CASE I: p > s*+2+k* /4  
Let  s be an integer of (1, 2 . . . . .  s*} for which ns ~ 0. Considering two pairs of straight 
l ines (D~, D'~). From the previous corollary, for each s > 1, there exists an integer 
ks -  l(resp, ks) which is the smallest integer such that 
ilk._, = k~- l (P- -s)+r~- I  (resp. flks = k~(p-s)+r~). 
Let  M and T be the points such that: 
OM = (ms+ 1, (ms+ 1) (p -s -  i )+ rs) 
0 T = (ms + 1, ms- 1 (P - s)  + rs - 1 + h(ms + 1 - -  m~ _ 1 )) 
where  h is the slope of the straight line which joins the points As-2 and A~ (see Fig. 3), 
We have 
h = (ms-ms-1) (P -S )+(ms+l -m~)(P -S -1) "  
ms+l  --~s-I 
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From equation (3.26), we have 
ms-ms_  1 = ns_ 1 
thus 
and ms+l -ms=n,  
h = p -  s n~ . (4.2) 
ns - 1 "4-/'l s
REMARK 4.1. From Fig. 3 and theorem 2, one can see that if the distance [IMTII is greater 
than p -s -2 ,  then the sth slope of ~dlef(A) depends only on flk which are in the domain 
limited by the segments Al, Al+~ and A'~, A'~+~ (i = s -2 ,  s - l ,  s). Since 
from (4.2), it follows 
IIMTll = (n,_~ + l ) (p -s -h ) -  1 
n,_ x(n~- 1) 
[]MTI[ = 
ns_  1 -[-~1 s
Since n~ and n~_ ~ are positive integers, from remark 4.1 we have: 
[IMTI[ < n,_~+n, k* 
-4 - -  ~< 4 
where k* is defined above. Hence, from Remark 4.1, if 
p > s* +2+k*/4 
then the sth slope of ~dirf(A) is the same as that of ~,lg(A). This can be embodied in the 
following theorem: 
THEOREM 3. Let (A) be a p-irreducible system with p, n o, n 1 . . . . .  in,. as parameters. I f  
p-  s* - 2 > (n -  degree (0~_ I(A, 0, 2))/4, then 
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REMARK 4.2. One can consider this theorem as an extension of the theorem given in Hilali 
& Wazner (1986). This gives a sufficient condition depending on p and the rank of Ao, 
such that Katz's invariant of Na~fr(A) is the same as that of N,12(A). 
4.2. CASE II: p ~< s* + 2 + k*/4 
Our purpose in this section is to show that it is always possible to choose an integer m, 
such that with the change of the independent variable x = t m, the new system satisfies the 
condition of case I. A transformation x = t m changes the system (A) to 
W'(t) =mt  m- 1A(tm)w(t) (A.,) 
(Am) is called the system ramified by m (Malgrange, 1981). From remark 2.2 and equation 
(2.4), it follows that 
p-s - -  1 ~ rc~ <~ p--s (4.3) 
where ~z~ is the sth slope of ~diff(A) through (k,, ilk). 
LEMMA 3. I f  we choose m an integer such that: m > (k*/4+ 2) / (p -s* -  1), then the invariant 
(3.6) of (Am) is 
F, '+1 
l=O 
such that ~-~*-1  > k*/4, where k* was defined earlier. 
PROOF. From equation (4.3), we have 
p-s* - -  i ~ p -s -1  ~ rcs ~ p--s. 
Since m > (k* /4+2) / (p -s* -1) ,  we have 
k*/4 + 2 <~ mn~ ~ m(p-  s). 
But if re, is a slope of Ndirt(A), it is well known (cf. Malgrange, 1981) that ~ = mr~, is a 
slope of ~aifr(A,~), then 
k*/4+2 ~< ~ ~< ~-s ;  s = 1, 2 . . . .  , ~* (4.4) 
where ~ and .~* are the integers related to an equivalent #-irreducible system to (Am). Since 
the integer k* which is the height of ~a~ff(A) is invariant with respect to ramification 
x = t m (see Malgrange, 1981). Then on the basis of (4.4), the proof of lemma 3 is 
obtained. 
5. Conclusion 
The system (A,,) is not necessary #-irreducible. Lemma 3 guarantees that if we choose m 
such that 
k*/4 + 2 
m> 
p-s*  - 1 
then the/z-irreducibility algorithm, transforms (Am) to a system (A*) which satisfies the 
criterion of case I. 
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Th is  result  can be embodied in the following algorithm: 
1. make the system (A)/~-irreducible. 
2. compute  s*, k*, p. 
3. If  p > s* + 2 + k*/4 
then 
3.1. return the slopes ~o, rq . . . . .  z~ t of ~als(A). 
else 
3.2. compute m such that m > (k* /4+2) / (p -s* -1 ) .  
3.3. Let (A) be the system ramified by m. 
3.4. make (A)/z- irreducible. 
3.5. compute the slopes So, nl . . . .  , ~ of t~alg(A). 
3.6. return r~o/m, rq/m, . . ., ~Jm. 
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