We present a fully-numerical multigrid approach for solving the all-electron Kohn-Sham equation in molecules. The equation is represented on a hierarchy of cartesian grids, from coarse ones that span the entire molecule to very fine ones that describe only a small volume around each atom. This approach is adaptable to any type of geometry. We demonstrate it for a variety of small molecules and obtain high accuracy agreement with results obtained previously for diatomic molecules using a prolate-spheroidal grid. We provide a detailed presentation of the numerical methodology and discuss possible extensions of this approach.
Here φ k (r) and ε k are the Kohn-Sham orbitals and eigenvalues, respectively. The tradeoff in this transformation is that in addition to the ionic potential, V ion , which is fixed within the BornOppenheimer approximation, the Kohn-Sham Hamiltonian contains the Hartree potential, V H , and the exchange-correlation potential, V xc , which are functionals of the electron-density. The latter is defined as
where f k are the orbital occupation numbers. The two potentials, V H and V xc , account for the classical (Coulomb) and nonclassical electron-electron interaction, respectively.
The ionic potential, V ion , diverges at the atomic positions, causing the orbitals to exhibit strong spatial oscillations. The typical length-scale of these oscillations is a 0 /Z, where a 0 ≃ 0.53 Å is the Bohr radius and Z is the ionic charge. In the inter-atomic regions, however, where all the potentials are smooth, the orbitals vary slowly with a typical length-scale of the size of the molecule, which can reach tens of Å even in simple molecules. These two different length-scales imply that, in the absence of any additional approximations, a uniform real-space discretization of the Kohn-Sham equation would require spanning a large region of space with a relatively fine grid. Similarly, a plane-wave discretization would require a large Fourier basis. Using such naive discretizations in order to obtain the accuracy needed for chemical interpretations would typically consume an inaccessible amount of computational power even for relatively simple molecule.
Dual-scale problems of the type described above are common in many areas of physics and are unavoidable in chemistry. They are often solved by modeling the behaviour of the system on the smaller scale. In DFT this is often done by replacing the singular ionic potential with a pseudopotential, which approximates the screened potential 'felt' by the valence electrons. 3, 4 The use of pseudopotentials yields valence orbitals that are smooth throughout the domain, allowing one to obtain the desired accuracy with a relatively small number of grid points or plane waves. In addition, 'burying' the core electrons in the pseudopotential reduces significantly the number of orbitals that one has to compute. Another common approach to this issue is to discretize the wavevectors using an atomic basis set, typically chosen to be a set of gaussians centered around each atom. 5 These basis sets provide the necessary fine description of the core regions, but suffer from other problems such as basis-incompleteness (see, e.g., section 6 in Cramer 5 ). In general, pseudopotentials and atomic basis sets induce discretization errors that cannot be made arbitrarily small, but are often smaller than the errors resulting from the approximate form of the exchange-correlation potential, V xc . These approximations therefore allow one to carry out sufficiently accurate DFT calculations of large molecules, and are thus an essential ingredient in the success of DFT. Nevertheless, there are certainly cases where by comparison to fully-numerical methods the accuracy of the pseudopotentials and atomic basis sets has been called into question. 6, 7 In recent years, as the DFT approach is being pushed to higher levels of accuracy, the corediscretization errors described above have become the focus of many studies. One example is the application and development of orbital-dependent exchange correlation potentials, for which the construction of pseudopotentials is more difficult. 7 Another example is the calculation of excited states within the GW approximation, which can be sensitive to the approximation of the core (see, e.g., Gómez-Abalo et al. 8 and references therein). Such studies and others can therefore benefit from the ability to perform benchmark all-electron calculations (that include both the valence and core orbitals) with arbitrarily accurate discretization of the core.
The real-space finite-difference approach stands out as a promising direction for achieving this goal 1 . Previous real-space solutions of the all-electron Kohn-Sham equation have followed two main approaches. In the first approach, known as grid curving, the grid spacing is taken to be a polynomial function of the coordinates. The two main applications of this idea were based on a prolate-spheroidal grid 16, 17 and on a more general curvilinear grid. 18 While the prolate-spheroidal grid is limited by construction to diatomic molecules, the curvilinear grid may in principle be used for more complicated geometries. However, there are some substantial difficulties that may arise in the process, as discussed by Beck. 19 The second approach, employed in the present work, uses a set of grids with different mesh spacing, which form a multigrid. [20] [21] [22] In standard multigrid applications, all the grids span the same region of space. In that case, the equations are in fact fully-discretized on the finest grid level and the purpose of the coarser grid levels is only to accelerate the convergence of the iterative solution method employed on the finest grid. In the present study we use a generalization of this approach, known as local mesh refinement multigrid, whereby several fine grid levels span only a small portion of the entire domain. 23, 24 The coarser grids are then used both to accelerate the iterative solution method and to discretize the equations in regions where only a coarse discretization is needed. In our case, we use a set of cartesian grids that range from very fine grids that span a small region around each nucleus, to very coarse grids that span the entire molecule. This allows one to solve the all-electron Kohn-Sham equation in a general geometry, with a computational cost that depends weakly on the interatomic distances. Another important advantage of this approach over the idea of grid curving is the use of cartesian grids, which enables the use of standard stencils for the discrete derivative and integral operators.
Prior to the present work, multigrid methods have been used for real-space DFT calculations mainly in conjugation with pseudopotentials (see, e.g., Ref. [25] [26] [27] [28] [29] [30] [31] and Beck 19 for an overview).
Because the pseudopotentials yield smooth orbitals, these studies used either very few refinement grids, or none at all. The all-electron Kohn-Sham equation has only been solved in the past using standard multigrid techniques, without employing local mesh refinement. 32 The use of a large set of locally refined grid levels, needed for obtaining high accuracy with linear scalability of the algorithm in the number of atoms, leads to several challenges that have not been addressed in previous work, as discussed below.
This paper is organized as follows. Section 2.1 is a brief introduction to the standard multigrid approach, provided here for completeness. In Sections 2.2-2.6 we describe the various multigrid techniques required specifically in order to tackle a nonlinear eigenproblem in the presence of a singular potential. Notably, we present in Section 2.7 a modified Rayleigh-Ritz procedure, devised for the present study. In Section 3 we present high accuracy results of the Kohn-Sham total energies and eigenvalues obtained for small molecules, such as H 2 O, CO 2 , C 6 H 6 , CH 3 COOH, and several diatomic molecules. The results agree with previous fully-numerical studies of diatomic molecules to all digits that are significant, and with calculations based on very large gaussian basis sets to an accuracy of 10 −5 Hartree. In Section 5 we discuss the scalability of our approach and mention possible extensions which may increase its efficiency.
Numerical Approach
In this section, we review the numerical methods employed in the present work. For completeness,
we begin with a brief introduction to the multigrid approach in Section 2.1. In Section 2.2, we describe the discretization of the Kohn-Sham equation on a set of locally refined grids. At each grid level, the equation is solved using a combination of two relaxation methods, described in Section 2.3. The dependence of V xc and V H on the electron density, ρ, implies that the Kohn-Sham equation is in fact a set of nonlinear equations. In Section 2.4, we describe how the iterative nature of the multigrid approach allows one to solve this set of equations using an efficient self-consistency cycle, where all components of the nonlinear system are solved at each grid level. In Section 2.5 we present an algorithm, which, by gradual refinement of the grids, increases the efficiency of the solver and measures the discretization errors. The first step in this algorithm, described in Section 2.6, is a continuation process which yield an initial approximation of the molecular orbitals from the known hydrogen-like wavefunctions. Another ingredient of the self-consistent cycle is the calculation of the Kohn-Sham eigenvalues using the Rayleigh-Ritz procedure, discussed in Section 2.1. When using the standard Rayleigh-Ritz procedure the cycle could not fully converge.
This issue, which is in fact due to the local-mesh refinement, was solved by using a modified Rayleigh-Ritz procedure, presented in Section 2.7.
Multigrid Solution of Eigenvalue Problems
This section provides a brief review of the multigrid approach. Further details can be found in various books published on the topic. [20] [21] [22] We focus here on a formulation known as the full approximation scheme (FAS), which is suitable for nonlinear problems. For simplicity, however, we discuss in this section a general linear equation of the form,
where A and b are given while u is the vector which we seek. The nonlinear case, where A is a function of u, is discussed in Section 2. The resulting sparsity and diagonal-dominance of the discrete operator of Kohn-Sham equation allows one to solve it using an iterative relaxation procedure. In the present work we use the GaussSeidel (GS) method, which is commonly used in real-space multigrid implementations. 20 In the GS method the new approximation vector, u h,(k+1) , is given by
where u h,(k) is the current approximation vector. Each GS sweep consists of applying Eq. (4) sequentially to all the grid points, i = 1, . . . , L. In general, the Gauss-Seidel method and related procedures are known to converge for positive definite discrete operators, A h , as discussed for instance by Brandt. 34 However, because they update only a local portion of the approximation vector at each iteration, these methods converge slowly when the algebraic error (the difference between u h,(k) and the solution of the discrete equation) is composed of wave components whose spatial wavelength is large in comparison with the mesh spacing. The multigrid approach has been introduced in order to overcome this slowness by transferring the equation to a set of coarser grids, where the spatial wavelength of the error is comparable to the grid spacing.
The basic unit of the multigrid process is the V-cycle. This cycle iterates from the finest grid level to the coarsest one and back to the finest grid level, with relaxation sweeps employed in each grid level. Throughout this work we assume that the mesh spacing changes between each grid level by a factor of 2, as done in many multigrid implementations. After several relaxation on the finest grid level, where the cycle begins, the approximation vector, u h, (k) , is transferred to a coarser grid level through
where I 2h h denotes a grid-transfer operator. The specific form of the transfer operator employed in this work is discussed in Section 2.2. It is important to note that if u h,(k) is the true solution of A h u h = b h , the vector u 2h,(k) defined above will generally not be a solution of A 2h u 2h = b 2h .
The coarse equation should therefore be modified in order to assure that the relaxation on the coarse grid level converges to the coarse version of the fine solution. This is done by adding a defect-correction vector, τ 2h , to the RHS of the coarse equation,
where τ 2h is defined as
and transferred along with the approximation vector. After several relaxation sweeps on grid level 2h and, if necessary, correction from even coarser grids, we obtain a new coarse approximation vector denoted by u 2h,(k+q) , where q denote the number of changes the vector has undergone. The transfer of these changes back to grid level h is defined as
where I h 2h denotes a coarse-to-fine interpolation operator, often chosen to be the linear interpolation operator.
The typical number of relaxation sweeps necessary on each grid level in each direction of the V -cycle is about 2. On the coarsest grid level, however, where we cannot rely on a yet coarser grid level to reduce the slowly converging error components, we have to perform many relaxation sweeps and solve the equation to very low residuals. Because this grid level comprises of relatively few grid points, this additional relaxation, which is sometime even replaced by direct diagonalization, does not require a significant amount of computational work.
Iterating over the V-cycle has been shown to reduce the algebraic error of positive definite equations efficiently, even when the error contains low wavelength components (in comparison to the finest grid spacing). The above formulation of the V-cycle is known as the full approximation scheme (FAS), which is suitable for nonlinear problems, and thus chosen for the present study.
Linear problems can be solved using the correction scheme (CS), whereby on each coarse grid level we solve only for the correction to the approximation vector of the finer level, rather than for the approximation vector itself (see section 8.1 in Brandt 20 ).
Eigenvalue problems, such as the Kohn-Sham equation, can be solved by employing the GS method for the following equation:
where H in our case is the Kohn-Sham Hamiltonian, H = −
In general, the eigenvalues are not known, but can be estimated by performing at the end of each V-cycle a Rayleigh-Ritz procedure. 35 Starting from the current approximation for the set of eigenvalues, 
where R is the recombination matrix and N is the number of eigenvectors. Before describing the Rayleigh-Ritz procedure, we discuss its purpose by examining the relaxation of the Eq. (9) with
m is slightly different than the true eigenvalue of the discrete equation, the relaxation yields a recombination of eigenvectors with eigenvalues that are close to ε 
where h denotes here is the finest grid spacing. The inner products here and below are computed by a discrete integration scheme, discussed in Section 2.2. One way to understand Eq. (11) The first step in the Rayleigh-Ritz procedure is the computation of the following matrices:
Using U we compute a Gram-Schmidt transformation of the wavevectors, denoted by the matrix 
Discretization of the Kohn-Sham equation
In this section, we discuss the discretization of the Kohn-Sham equation on a locally refined set of grids and specifically the scaling of the discretization errors with the mesh spacing. In standard multigrid solutions of linear equations, the discretization errors arise only from the finest grid level, This implies that the discretization errors are distributed in our case over all grid levels and scale in general as as O(h p min (r)). Below we describe the scaling of additional discretization errors that are more specific to our problem. The sources of these additional errors are the boundaries between two grid levels, referred to as inner boundaries, the outer boundary of the coarsest grid, the discretization of the Coulomb potential and the discrete integration scheme. uniform O(h p ) scaling of the local discretization errors, the interpolation to the inner-boundary grid points has to be of order q ≥ p + 1. This conclusion was confirmed by numerical tests of the quantum harmonic oscillator problem (V ion (r) = r 2 and V H = V xc = 0), which has a known analytical solution and does not involve the effects of a diverging potential. We added a relatively small local refinement grid and tested whether the error in the eigenvalues induced by this grid vanishes with respect to the errors from the bulk as h is reduced systematically. For a Laplace discretization of order p = 4, this was found to be true only when using an interpolation operator of order q = 6 or higher (when considering only even-order interpolation operators).
The discretization errors discussed in the previous paragraph can in fact be regarded as the result of the deformation of the original Laplace stencil in fine grid points adjacent to the inner boundary. A similar deformation can be caused by fine-to-coarse transfer operator of the approximation vector, I 2h h in Eq. (5). In general, the fine-to-coarse transfer operator used in the present work is the full-weighting operator, defined as the inverse of the coarse-to-fine linear interpolation.
The one-dimensional version of this operator is sketched in Figure 2b , which depicts the transfer of the defect-correction vector, performed usingÎ 2h h in Eq. (7). The full-weighting operator yields smoother coarse-grid equations in comparison to the injection operator (direct transfer only between overlapping grid points), which allows for a faster convergence of the GS method. 20 In our case, this is especially true in the core-regions where the wavefunctions vary significantly in com-
Coarse point Coarse point with fine eq. (8)), while the solid lines denote the cubic order interpolation of the inner-boundary points; (b) Defect-correction transfer using the full-weighting operator (Î 2h h in Eq. (7)); (c) Transfer of the approximation vector using the full-weighting operator in the bulk and the injection operator in the two layers adjacent to the inner boundary (I 2h h in Eq. (5)); (d) Weights used for the discrete integration over the finest available grid level in the entire domain.
parison to the mesh spacing. However, using the full-weighting operator sketched in Figure 2b . Because the wavevectors are smooth in comparison with the mesh spacing close to the edge of the refinement patch, the injection operator can be used there without harming the convergence of the multigrid process.
Integration errors: Another source of discretization errors is the integration scheme employed when evaluating global variables such as the elements of the Ritz matrix, M i j , in Eq. (12) . In order to obtain the most accurate value, this integration is done using grid points that correspond to finest available mesh spacing, h min (r). We compute the integration weights associated with each grid point by considering a polynomial interpolation of order q of a general vector, denoted by T, which yields a continuous function, denoted by T (r). In order to integrate the finest mesh spacing, the value at r is interpolated only from grid level h min (r). By integrating T (r) over the entire space we obtain a discrete sum over the elements of T, given by
where the resulting weights, w i , define the discrete integration scheme. The errors induced by this scheme are due to the polynomial interpolation and hence scale as O(h q ). Because w i are calculated once and for all, upon setting the grid formation, q can be chosen to be higher than that of the Laplace discretization, p, with negligible computational cost. We thus chose q = p + 2.
Interpolating T (r) using grid level h min (r) implies that several coarse grid points, close to the inner boundary in the region spanned by the fine grid level (points C, D in Figure 2d ), are also assigned integration weights. In practice, we transfer their weights to the corresponding fine grid points, as depicted by the arrows in Figure 2d . In principle, the same should have applied to the inner-boundary grid points (a, b in Figure 2d ), but this is avoided by obtaining T (r) in the fine grid points adjacent to the inner boundary (points b,c and e) using an asymmetric polynomial interpolation which involves only the fine grid points.
The above integration scheme, which uses the finest available mesh spacing, is denoted here and below as ⟨ ⟩. In addition to it, we use a different integration scheme in order to compute global variables during the V-cycle on a single grid level. The weights of this coarse integration scheme on grid level h, denoted by ⟨ ⟩ h , are obtained by adding weights from grid levels finer than h to their corresponding coarse grid points using the full-weighting operator. In Figure 2d the definition of ⟨ ⟩ 2h would imply that the weights of points c, d, e, f and g are added to points C, D
and E using the full-weighting operator illustrated in Figure 2b . This integration scheme does not take into account, however, regions of space that are covered only by coarser grid levels. This issue is solved by adding coarse correction to the integral, as discussed in Eq. (2.4).
Potential discretization errors:
We conclude this section by discussing the discretizaion of the Coulomb potential. The naive real-space discretization of the singular ionic potential, whereby 
where r i is the distance of the grid point from the position of the atom. The cutoff parameter is chosen in our case to be c = 3. The cutoff assures that away from the singularity the Coulomb potential is represented by its value at the location of each grid point, similarly to all other quantities in the problem. The above integral can be evaluated analytically using the Gauss theorem, which
where ξ = r i + x , ∑ x runs over the corners of the cube and ∑ p denotes all permutations over the x, y, z indices. The total ionic potential is given by a sum of Eq. (14) over all the atoms,
where Z a and R a are the charges and positions of atoms, respectively. Numerical tests indicate that this approximation of the true potential induces local discretization errors in the eigenvalues that scale as O(h 2 ) near the core. These errors, however, decrease sharply with the distance from the core. We therefore reduce them by greatly refining small regions around the nuclei, as illustrated in Figure 1 . Since these additional refinement patches are small (cubic patches of size 17 3 grid points), the computational cost of this solution is relatively small. The precise manner by which the sizes and shapes of the refinement regions are determined is described in Section 2.5.
Relaxation Methods
In the present work, the Kohn-Sham equation, as well as the Poisson equation used for evaluating the Hartree potential, are computed using a more efficient generalization of the lexicographic Gauss-Seidel method (4), known as the red-black Gauss Seidel (RBGS) method (see section 3.4 in Brandt 20 ). In the RBGS method, the relaxation sweep is performed first over all grid points with odd indices and then over all grid points with even indices (in d dimensions the sum of the d indices should be odd or even, respectively). The RBGS relaxation sweeps converge for positivedefinite matrices such as the one corresponding to the Laplace discretization. 34 The presence of the Coulomb potential yields a small number of 'binding' eigenvectors with negative eigenvalue, whereas most of the eigenvalues of the discrete operator remain positive. This slight non-positivedefiniteness causes smooth error components of the approximation vector, that are proportional to the 'binding' eigenvectors, to diverge slowly when employing the RBGS method. However, on all grid levels except for the coarsest one, this divergence is canceled by the coarse-grid corrections.
On the coarsest grid level, where we cannot rely on a yet coarser grid level, we employ instead of the RBGS method the Kaczmarz method, which converges even for non-positive-definite operators, albeit more slowly than RBGS. 36 The key difference between the two methods is that in Brandt. 37 It is worth noting that the amount of computer power invested in the large number of Kaczmarz relaxation sweeps during each V -cycle is comparable to that invested in the RGBS relaxation sweeps. This is because the overall number of grid points relaxed using the Kaczmarz method is relatively small.
One-shot V-cycle of a nonlinear system
The Kohn-Sham equation is in fact a set of nonlinear equation. We first write down this set of equations, while repeating for the sake of completeness several equations mentioned above, and then discuss a self-consistent approach for solving them. The set of equations include the KohnSham equation of each orbital, defined as
with a Dirichlet boundary condition, φ k = 0, on the outer boundary of the domain. These equations are nonlinear due to the dependence of the potentials on electron density. The definition of the latter, presented also in Eq. (2), forms an additional equation in the set, given by
where f k is the occupation number of wavevector k. The occupation numbers are set according to the aufbau principle, i.e., from the lowest energy and up. Another equation is due to the conservation of charge, which implies that the wavevectors have to be normalized and hence
The exchange-correlation potential in Eq. (17) is a functional of ρ and is defined as the functional derivative of the exchange-correlation functional,
In the present work, we implement the simplest approximation for E xc , known as the local density approximation (LDA), in which V xc is taken to be a local function of ρ(r). 38, 39 The Hartree potential is also a functional of ρ, obtained by solving the Poisson equation,
using the RBGS method. This Poisson equation has a nontrivial Dirichlet boundary condition on the edge of the domain, which is approximated by a multipole expansion, 40, 41 
Here Y lm are the spherical harmonic functions and the Q lm coefficients are given by
In the present work we chose l max = 9, which has been shown to provide sufficient precision by comparing the results obtained in the present work to those obtained using a prolate-spheroidal grid. 16, 17 Equations (17)- (23) form a set of nonlinear equations which can be solved using a self-consistency cycle. A naive cycle would consist of solving Eq. (17) to very low residuals (through several Vcycles), followed by an update of ρ, V xc and the solution of Eq. (21), with ρ fixed, to very low residuals. A great advantage of iterative solvers is that they allow one to perform a more efficient self-consistency cycle whereby each equation is not solved to very low residuals in each self-consistency step. Such an efficient cycle has been implemented within the DFT framework by Kohn et al., 25 who recalculated the potentials after only a single V-cycle of Eq. (17) . One can take this idea one step further and update the potentials on each grid level after every relaxation sweep on that level, following an approach known as the one-shot V-cycle. 42 By creating high coupling between the components of the nonlinear equation, the one-shot V-cycle is able to converge much faster than the alternating cycle, where the potentials are updated only once per V-cycle after the Rayleigh-Ritz process. We confirmed this by numerical tests for the hydrogen atom, where the one-shot V-cycle was found to converge 5 to 10 times faster than the alternating cycle.
For linear equations and in the alternating cycle, the potentials in Eq. (17) are simply transferred to the coarse grid levels from the finest one by either the injection or the full-weighting operator. In the one-shot V-cycle, however, the whole set of equations, (17)- (23), has to be transferred to the coarse grid levels according to the FAS scheme, described in Section 2.1.
The FAS scheme takes a slightly different form for an integral equation such as the normalization condition, defined in Eq. (19) . The latter has to be maintained during the one-shot V-cycle because of the recalculation of the electron density according to Eq. (18), which is true only for normalized Kohn-Sham orbitals. Because on all grid levels, excluding the finest, the Kohn-Sham equation is in fact nonhomogeneous due to the fine-to-coarse defect correction, the normalization of the wavevectors has to be accompanied by an update of the eigenvalues. The recalculation of the eigenvalues can be done using the Rayleigh quotient formula,
which is obtained by integrating over Eq. (17) .
Following the FAS scheme, we transfer the fine-grid corrections to the integrals in the above equation and in Eq. (19) . For a general integral over the entire domain, ∫ drF(r), the fine-grid corrections to level h are given by
where the inner-product is evaluated using the coarse integration scheme defined in Section 2. 
where w i denotes the fine-integration weights. The weights for grid points on grid level 2h that have corresponding grid points on grid level h (see Figure 2d ). The correction from grid level 2h also includes coarse-grid corrections from a yet coarser grid level, τ 4h,2h F , which vanishes when 2h is the coarsest grid level. It is useful to note that the coarse-grid corrections vanish in standard multigrid implementations (without local mesh refinement). Using these corrections the integral is approximated on grid level h as,
Following the above formulation, we can define the normalization factor, α h k , of the k th Kohn- Sham orbital on grid level h as respectively. This normalization factor is applied by setting
on grid level h and all the coarser grid levels, h ′ ≥ h. In order to save computational work the actual multiplication of wavevectors on coarser levels is performed only upon entering each grid level. Similarly, the eigenvalues are updated according to Eq. (24) as It is important to note that in usual applications of local mesh refinement we would need to enforce global equations, such as the normalization of the wavevectors, only on very coarse grids that span a significant portion of the domain. In our case, however, due to the singular potential, some wavevectors are highly localized around the atoms. This implies that even grids that span a relatively small volume around a single atom may still represent a significant portion of a wavevector and thus require the relaxation to be accompanied by a normalization of the relevant wavevectors and an update their eigenvalues. an ill-converging self-consistency cycle is through mixing of components from previous steps. In this work we employ the generalized Broyden method 43 which has been successfully implemented in the past in electronic structure calculations. 44, 45 We used this method in order to yield a new approximation of all the occupied wavevectors (for which f k ̸ = 0), V xc , and V H , by mixing each vector with its values from several previous relaxation sweeps. The weights of mixing are chosen such that they minimize the overall residual of the Eqs. (17), (18) and (21) . The mixing is used only in combination with the Kaczmarz relaxation on the coarsest grid level and on finer ones in the vicinity of the atoms, and hence its additional computational cost is relatively small. Mixing was found to accelerate and sometimes enable the convergence of the many-electron systems discussed in Section 3.
The effect of the mixing is presumably to reduce smooth components that diverge as a result of the combination of relaxation sweeps and potential updates. The mixing algorithm is able to single out these components from the difference between the current approximation vector and its values in previous iterations, and reduce them from the current vector in a manner that minimizes the overall residual of the set of nonlinear equation.
Grid refinement via a λ -FMG cycle
As with any self-consistent cycle, the one-shot V -cycle, described in Section 2.4, has to start from an initial guess which is inside its basin of convergence. The multigrid approach provides an inherent method for obtaining such an approximation, known as the Full Multigrid (FMG) algorithm. 20, 21 We first describe the original algorithm, formulated within the standard multigrid framework, where h min is homogenous in space. The FMG cycle begins from a single coarse grid or a small set of coarse grids where the initial approximation can be inexpensively obtained using relatively costly methods such as a direct diagonalization of the discrete equations. Each FMG iteration consists of several V -cycles followed by an interpolation of the current approximation into a new grid level whose mesh spacing is half of the currently finest mesh spacing, h min → h min /2.
These iterations are repeated until the discretization errors, whose estimation is discussed below, have been reduced below a desired level. The generalization of this concept to the case of locallyrefined multigrids is known as the λ -FMG cycle (see section 9.6 in Brandt 20 ). According to this approach, every several V-cycles h min (r) is refined in various regions of space, which can be automatically chosen in a manner that yields a desired increase in accuracy using the minimal amount of computational work.
Unlike in the textbook examples of the λ -FMG cycle, here even the initial set of coarse grids has to include many small refinement grids around each atom, in order to provide an accurate enough discretization of the singular potential and oscillatory wavevectors. This initial set is illustrated for the case of the C 6 H 6 molecule in Figure 4a , which shows 10 grids that span the entire molecule and 10 additional small refinement grids around each atom. Because of their small size (17 3 points each), the fraction of the total computational work invested in these refinement grid is relatively small.
As mentioned above, the refinement of h min (r) during the λ -FMG cycle should yield a desired accuracy with the minimal amount of work. The total work, denoted by W [h min (r)], is assumed to be proportional to the total number of grid points,
where i runs over all the grid points and w i are the fine-integration weights, discussed in Section 
2.2.
In the present work we chose to derive our estimate for the discretization errors from the Kohn-Sham total energy, defined as
The total discretization error is assumed to be an integral over a local error estimator, E [h min (r)] = 
where e KS is the vector containing the contribution of each grid point to the Kohn-Sham energy,
given by the integrand in Eq. This would be a wrong estimate only in the finest grid level close to the atoms, where the errors related to the Coulomb potential, which scale as O(h 2 ), dominate over the errors due to the Laplace discretization. However, this issue does not affect our estimation of the total error since we span a set of very fine grids around each atom, thus assuring that any errors resulting from the finest grid levels are negligible with respect to the overall discretization errors.
As mentioned above, the aim of the λ -FMG cycle is to find h min (r) which yields a desired accuracy using the minimal amount of work. One natural approach to this constrained minimization problem is to introduce a lagrange multiplier, λ , and solve the following equation:
When λ is high, the amount of work in the solution of Eq. (34) 
where d is the dimension of the system. Assuming that this ratio applies to our problem, we can continue refining the grids until the total number of grid points has increased by a factor of σ −d/p .
As discussed in Section 3 below, the constant decrease in the discretization error by a factor σ allows one to estimate the total discretization error. The λ -FMG cycle can be stopped when the estimated error has gone below the desired level.
For the standard FMG algorithm, where E ∝ h p min , the value of the refinement factor is given by σ = 2 −p . In the present work, where p = 4, we chose a more moderate factor of σ = 1/3 in order to avoid a refinement of two or more grid levels at certain regions of space during a single λ -FMG step, which may yield high interpolation errors. The grid hierarchy resulting from the above algorithm with σ = 1/3 is shown in Figure 4 for the case of the C 6 H 6 molecule.
Initial approximation on coarse grids
As mentioned above, the λ -FMG process is performed after obtaining an initial guess of the wavevectors on the initial set of grids. In the present study this solution is obtained through a continuation process, where we relax the Kohn-Sham equation (1) with a modified potential given by
where ζ controls the nonlinearity of the potential (0 ≤ ζ ≤ 1). Starting from the linear equation, ζ = 0, the parameter ζ is gradually increased during the continuation process up to ζ = 1. The initial approximation of the wavevectors is obtained by spanning around each of the atoms the known hydrogen-like wavefunctions, given by
where C is the normalization factor, Z is the charge of the atom, L p q (r) are the generalized Laguerre functions and Y lm (θ , ϕ ) are the spherical harmonic functions. Because these wavevectors are highly localized around their original atom, the existence of other atoms in the system amounts to a small correction to their decay at large distances. They thus provide a good initial approximation for the molecular wavevectors in the case where ζ = 0.
Starting from this initial approximation, we iteratively perform a single one-shot V-cycle and increase ζ until it reaches the value of ζ = 1. Since the last stages of the continuation process were found to be more difficult for the self-consistent cycle, we chose to increase ζ quadratically as
where k denotes the index of the continuation step (0 ≤ k ≤ K) and the total number of continuation steps was chosen to be K = 10. This increases gradually the strength of the repulsive interactions between the electrons, causing the atomic wavevectors to delocalize and recombine into the final molecular wavevectors. In complex molecules such as CO 2 , C 6 H 6 and CH 3 COOH we found that it was necessary to perform 3 V-cycles between each increase of ζ due to the slow convergence of the residuals, discussed in Section 5 below. In addition, it was necessary in these molecules to perform several V -cycles for the Hartree potential immediately after the increase of ζ , in order to stabilize the self-consistency cycle against this abrupt change.
Modified Rayleigh-Ritz process
In this section, we discuss a modified Rayleigh-Ritz procedure, which we introduce in order to stabilize the convergence of the one-shot V-cycle and λ -FMG cycle. In the present work, we use the standard symmetric Laplace discretization. Close to the inner-boundaries, the Laplace stencil involves the auxiliary inner-boundary grid points, whose values are interpolated from the coarse grid points, as illustrated in Figure 2a . When integrating the resulting 'deformed' Laplace discretization, we find that properly. The instability of the one-shot V -cycle, shown in Figure 5a , also affects the λ -FMG cycle.
Interpolating the wavevectors and potentials into a new grid level before they are fully converged, causes high algebraic errors, which require in turn many V -cycles in order to be removed.
One may obtain orthogonal wavevectors using a naive symmetrization of the Ritz matrix,
However, this approach does not solve our problem, as demonstrated by the dashdotted line in Figure 5a . In addition, this symmetrization yields relatively high residuals (with respect to the discretization errors) for eigenvectors with a relatively high eigenvalue. The type of asymmetry of the Laplace discretization discussed here is seldom mentioned in the literature 17, 46, 47 since it is negligible in the absence of many local mesh refinement grids and does not affect convergence of linear eigenproblems (see for instance the dashed line in Figure 5a ). Ewing et al.
approached this issue by creating a symmetric Laplace discretization near the inner boundaries. 48 Such a symmetrization scheme is difficult to derive for high order differential operators. In addition, it does not eliminate the asymmetry caused by the integration weights. We therefore take a more generic approach to this problem by defining a modified Rayleigh-Ritz process which enforces orthogonality between degenerate wavevectors. Below we provide a brief account of this procedure, with details given in Appendix A.
The modified process, which we name the constrained asymmetric Rayleigh-Ritz (CARR) procedure , runs iteratively over all the wavevectors. For wavevector k, it produces a recombination of the original wavevectors, which minimizes the residuals of the Kohn-Sham equation while maintaining orthogonality with respect to wavevectors with an eigenvalue, φ j , such that |ε j − ε k | < ∆ ε .
Here ∆ ε is a parameter that should be proportional to the current level of discretization errors. The result is a transformation that minimizes the residuals while maintaining a high level of orthogonality between degenerate wavevectors (nonorthogonality is kept much lower than the level of discretization errors). As a result, the recombination of the degenerate wavevectors is not sensitive to changes in V H and V xc , leading to a stable convergence of the residuals, as demonstrated by the dotted line in Figure 5a . Figure Figure 5b shows the difference between the eigenvalue of the lowest eigenvector and its more precise value obtained on a finer grid settings. The figure demonstrates that the CARR procedure does not change the precision in comparison to the usual Rayleigh-Ritz procedure.
We emphasize strongly that one can consider various generalizations of the CARR process that may make it more efficient than the standard Rayleigh-Ritz process and that may prove essential to overall scaling of our approach. This is discussed further in Appendix A
Numerical Results
In this section, we present numerical results obtained using the above approach, implemented in a program we named CARMA (Concurrent All-electron Real-space Multigrid Algorithm). We first discuss the method used for estimating the discretization errors and analyze its performance in detail for the case of the H 2 molecule. We then present high accuracy results for several molecular systems and compare them to corresponding values found in the literature and to results obtained from calculations based on gaussian basis sets.
Before presenting the results obtained for various molecules, we provide some additional information about the practical implementation of the approach discussed in the previous sections.
Exchange-correlation functional : All calculations were performed for the spin-unpolarized Kohn-Sham equation using the local density approximation (LDA) exchange-correlation energy functional, in the parameterized form given by Perdew and Wang. 39 Transfer operators : The Kohn-Sham and Hartree equations were represented using a 4 th order Laplace discretization. As explained in Section 2.2, this requires a discrete integration operator which is based on a 6 th order polynomial interpolation and a 6 th order interpolation of the innerboundary grid points (sketched in Figure 2a) . The same order of interpolation is required when refining the {φ k } and V H during the λ -FMG cycle. In general, fine-to-coarse transfers (operators
h in Eqs. (5), (7), and (8)) were performed using the full-weighting operator sketched in Figure 2b . As discussed in Section 2.2, {φ k } and V H need to be transferred via injection to grid points close to the inner boundary in order to avoid inducing additional discretization errors (see Figure 2c ). Coarse-to-fine corrections (operator I h 2h in Eq. (8)) were transferred using the linear interpolation operator.
Grid structure: In all computations, the coarsest grid had a mesh spacing of h = 32a 0 and spanned a cubic region around the molecule whose edge measured 800a 0 . By comparison to previous calculations of diatomic molecules, this choice can be shown to yield sufficiently negligible outer-boundary discretization errors. The approach of local mesh refinement allows this distance to be further increased with negligible computational cost, by expanding the coarsest grid or adding a coarser grid level. The initial grid formation included also 5-8 finer grids that spanned the entire molecule and a set of small refinement grids around each atom, such that the finest mesh spacing was h = 2 −15 a 0 ≃ 1.6 · 10 −15 m. The geometries of the molecules are given in Table Table 1 .
The results presented below were obtained using the λ -FMG algorithm described in Section 2.5. One important parameter in this algorithm is σ , which is taken to be σ = 1/3 in order to prevent the possibility of double grid refinement in a single λ -FMG step (this option is also excluded in the implementation of the algorithm). The number of V-cycles performed in every λ -FMG step was chosen to be 2. In choosing this number we had to consider the fact that during each one-shot V-cycle the residuals were reduced by a factor that varied between 2 to 5. This convergence rate is slow with respect to standard multigrid implementations, as further discussed in Section 5. This suggests, that in order order to maintain the residual below the level of the discretization errors (which decrease with the rate σ = 1/3) one has to perform at least 2 V-cycles between every λ -FMG step.
A crucial feature in any numerical approach is a reliable estimate of the discretization errors. In our case we estimate the error by measuring the difference in total energy between two consecutive λ -FMG steps. Assuming that the error drops by a constant factor, σ , during every λ -FMG step (see Section 2.5), one can estimate the discretization error to be
where f (i) is the value of a global function, e.g. the total energy, and σ f is the factor by which the discretization error drops in every λ -FMG step. The (i) superscript denotes here and below a quantity which is evaluated at the end of the i th λ -FMG step. In the case where f = E KS we expect that σ E KS = σ , where σ is the factor used in the definition of the λ -FMG cycle. For other quantities, σ f can be estimated as
We tested this estimator for f = E KS in the case of the H 2 molecule with the 4 th -order Laplace discretization. The results are shown in Figure 6 , compared to the true error. The latter is defined as the difference between the current value of the total energy and its value in the final λ -FMG step, which has been confirmed to be the same to six significant digits as the results obtained by Makmal et al. 17 Assuming that the refinement algorithm works properly, the λ -FMG cycle is supposed to yield an asymptotic accuracy-to-work ratio of a regular problem without local refinement, E ∼ W −4/3 , as discussed above Eq. (35) . The exponents measured for the various molecules are shown in Table   Table 1 and are indeed distributed around to this theoretical value. Figure 6 : Analysis of the error in the total energy of the H 2 molecule during the λ -FMG cycle. The total work, W , is assumed to be W ∝ ∑ L i total , where L i total denotes the total number of grid points used in V -cycle i and the sum is over the current and previous V-cycles. The figure shows the true error in the total energy, which is the difference between the total energy in the current λ -FMG step and the value in the final λ -FMG step (not shown). This is compared with the error estimate obtained from Eq. (39). Table Table 2 shows the total energies and the highest occupied eigenvalues calculated using CARMA for several molecules. The results are compared to those obtained for the same geometries using the Gaussian program 50 with two relatively large basis-sets, aug-cc-pVTZ 51, 52 and aug-pc4, 53 and another standard basis-set, 6-31G(d,p). 54, 55 Results for the diatomic molecules are additionally compared to those obtained from an all-electron fully numerical solution based on a prolate-spheroidal grid. 16, 17 The comparison with the results obtained on the prolate-spheroidal grid shows complete agreement to all significant digits, thus confirming the validity of our numer- 
Conclusions
We presented a method for solving the all-electron Kohn-Sham equation in molecules, using an approximation-free discretization based on a locally-refined multigrid approach. The solution is obtained on a set of Cartesian grids, from coarse ones that span the entire molecule to very fine ones that span only a small volume around each atom. The singularity of the potential requires the use of a relatively large number of small refinement patches around each atom (between 10 to 15 in the above calculations), in comparison to other known application of local-mesh refinement.
The precise value of the mesh spacing used in every point in space is determined automatically using the λ -FMG algorithm, which aims at obtaining a desired accuracy with the minimal amount While the standard multigrid approach is often demonstrated for linear and regular equations,
here the combination of a nonlinear eigenproblem and a singular potential requires advanced multigrid techniques, described in detailed in Section 2. Specifically, in order to accelerate the convergence of the residuals of the nonlinear set of equations, their self-consistent solution is obtained using a one-shot V-cycle, whereby the whole set is solved on each grid level during the V-cycle.
The boundaries between the large number of refinement patches yield a significantly asymmetric
Laplace discretization, which may destabilize this self-consistency cycle. To overcome this problem we introduce a modified Rayleigh-Ritz procedure. This procedure may be necessary in the future to accelerate the self-consistency cycle and achieve a linear scaling of the computational power with the number of atoms in the molecule.
The results obtained using the above approach agree to all significant digits with previous all-electron calculation of diatomic molecules, where the Kohn-Sham equation was solved on a prolate-spheroidal grid. 16, 17 For more complex molecules, namely H 2 O, CO 2 , CH 3 COOH and C 6 H 6 , our results show very good agreement with gaussian basis set calculations, up to a level which appears to correspond to the accuracy limit of the basis set approximation. For the purposes of this article, all results were obtained using a simple exchange-correlation energy functional, namely the LDA one, with a fixed geometry of the molecule. Nevertheless, the above approach is readily applicable to more advanced physical scenarios. In the next and final section, we point out various avenues for further improvement and refinement of our approach. In particular, we describe a slow convergence phenomenon of the residuals of Kohn-Sham equation for relatively high eigenvalues and suggest that it may be removed using inter-grid interpolation operators that are adapted to the oscillatory form of the wavevectors.
Future perspective
In this section, we discuss possible extensions of the above approach. The interested reader may also wish to consider a general survey of research directions in multigrid implementations of DFT, found in section 9 of Brandt. 42 Our approach is readily applicable to more elaborate physical scenarios, one of which is the use of orbital-dependent exchange-correlation energy functionals. 7 The use of such functionals within the Kohn-Sham scheme requires the additional solution of an integro-differential equation known as the optimized effective potential (OEP) equation. 7 In the OEP approach, the self-consistent calculation of the exchange-correlation potential consumes a significant portion of the computational work. As demonstrated above for the case of the Hartree potential, using the one-shot V-cycle to compute this exchange-correlation potential may accelerate its convergence in comparison to similar non-multigrid implementations.
Other interesting physical features that can be incorporated in this approach are geometrical optimization and periodic boundary conditions. The λ -FMG cycle provides a natural framework for an efficient geometrical optimization process, whereby the coarse relocations of the atoms are performed during the initial stages of the cycle on a set of coarse grids, during which the calculation of the forces is less demanding. The grid structure implemented in this study also provides an efficient way of modifying the wavevectors upon a relocation of an atom. The small refinement grids should move with the atom they enclose, requiring little change to their wavevectors. On the other hand, the coarse grids that remain static may require several additional relaxation steps or a W -cycle 20 to account for the change in the geometry of the molecule. Because the grid points in the finest 'static' grid level and the coarsest 'movable' grid level may not overlap exactly, this would require employing grid transfer operators between two nonoverlapping grid levels.
In the present implementation of the above approach, all the wavevectors are represented on all the grid levels. Our algorithm can be made more efficient by not representing wavevectors that are localized around certain atoms on local-refinement grids that are spanned around other atoms.
As a result, the necessary computational work and memory storage would scale linearly with the number of electrons in the molecule, rather than as the number of electrons times the number of atoms. The efficiency can be further increased by keeping fine-to-coarse defect corrections of very fine grid levels frozen during some of the V-cycles, as suggested in section 15 in Brandt. 20 Further improvement in efficiency can be obtained by allowing refinement grids to overlap. In CARMA, when the λ -FMG algorithm causes two refinement grids to expand into the same region they are united into a single larger refinement grid, as demonstrated in Figure 4 . Allowing refinement grids to overlap can reduce the number of grid points required for solving complex molecules such as C 6 H 6 . Such overlap may also be necessary in order to obtain optimal parallelization of the algorithm.
One possible extension of the mixing scheme discussed in Section 2.4, which was crucial for the convergence of the one-shot V-cycle, would be to mix between the approximation vectors in previous V -cycles and to incorporate this type of mixing also in the Rayleigh-Ritz procedure.
Another possible approach to this issue is to perform a simultaneous relaxation of Eqs. (17), (18), (20) , and (21) 
where ∆ ε is an energy cutoff, whose value is discussed below, and
The above inner products are evaluated throughout space on the finest available grid using the integration weights described in Section 2.2. The k subscript of M and H imply that the Hamiltonian may in fact be discretized differently for each wavevector or contain an orbital-dependent poten-tial, as found in some advance approximations of V xc . 7 Allowing for such orbital-dependence is an important advantage of the CARR process over the standard Rayleight-Ritz process.
Equation (41) can be linearized by assuming small changes in b k and in ε k , which yields an iterative solution given by
(1 + δ kl ) b
Here b 
where µ is a vector of ghost parameters. One drawback of this approach is that, unlike the standard Rayleigh-Ritz process, it relies on an initial guess for the eigenvectors and eigenvalues. A natural choice which often works is to use the identity matrix, b (0) = I, and set also ε The value of ∆ ε has to be chosen carefully in order to suit the current level of discretization error. When ∆ ε is taken to be too large, the CARR process cannot separate vector components with different eigenvalues as needed for minimizing the residuals (see explanation below Eq. (10)), leading in turn to very slow convergence rates. On the other hand, when ∆ ε is too small the CARR process may yield the same transformation matrix, b, as the one obtained using by the standard Rayleigh-Ritz procedure. In this case, as discussed in Section 2.7, the residuals cannot converge below the level of discretization errors.
In general the CARR process converges very quickly, and in most cases it reaches its fixed point after no more than 5 iterations. We found, however, that the process converges very slowly, or even diverges, if it involves wavevectors with positive eigenvalues. These wavevectors are not localized around the atom and their convergence is not important for the calculation of steady-state electronic structure. In order to avoid the convergence problem we simply excluded them from the CARR process.
One may consider several extensions to the CARR process in order to improve the efficiency of the one-shot V -cycle. One possible extension is to perform the CARR procedure not only on the finest grid level, but on several coarse grid levels. This would require transferring fine corrections to the M k and U matrices, defined in Eq. (41), using Eq. (25), as well as using the right hand side of the coarse Kohn-Sham equations.
The standard Rayleigh-Ritz process, as well as the CARR process described above, require integrating N 2 inner products over space. For complex molecules which consist of many eigenvectors, this integration requires a significant amount of computational work. In order to increase the efficiency of this evaluation, the wavevectors should be separated into partially-overlapping subspaces, each of which includes wavevectors with a common physical property such as being located around a certain atom. The CARR process should then be performed within each subspace, while alternating between between the subspaces. The computer power required for such an implementation would scale as O(N), instead of O(N 2 ).
Another possible extension of the CARR process is to take into account small changes in the Hartree and exchange-correlation potentials when seeking for the optimal recombination of the wavevector. In order to formulate the resulting procedure, we first examine the change in the electron density due to a small change in the eigenvector k, which is given by δ ρ (k) (x) =
where f k is the orbital occupation-number. The resulting change in the potentials is given by
where U k,i are the solutions of the Poisson equation
These terms can then be incorporated in the iterative form of Eq. (43), yielding
where the addition to matrix in the LHS is given by
with R lm (x) = δV xc δ ρ ρ(x) φ l (x)φ m (x) +U l,m (x).
The additional matrix in the RHS of Eq. (50) is given by
Here the sum over m and l runs from 1 to N and the integral over x is evaluated using the fine integration scheme, presented in Section 2.2.
Performing this kind of recombination should in principle add a significant computational cost to the one-shot V-cycle, especially due to the solution of the N 2 Poisson equation defined in Eq.
(49). However, because U k,i are relatively smooth (similarly to the Hartree potential), they need be computed only on relatively coarse grid levels. In this way, the work invested in the solution of Eq. (49) would be comparable to that invested in the computation of the Hartree potential over the entire grid formation. This approach may also useful for the evaluation of certain orbital-dependent exchange-correlations functional that depend on U k,i as well.
