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The uniform asymptotic approximation method provides a powerful, systematically-improved,
and error-controlled approach to construct accurate analytical approximate solutions of mode func-
tions of perturbations of the Friedmann-Robertson-Walker universe, designed especially for the cases
where the relativistic linear dispersion relation is modified after gravitational quantum effects are
taken into account. These include models from string/M-Theory, loop quantum cosmology and
Horˇava-Lifshitz quantum gravity. In this paper, we extend our previous studies of the first-order
approximations to high orders for the cases where the modified dispersion relation (linear or nonlin-
ear) has only one-turning point (or zero). We obtain the general expressions for the power spectra
and spectral indices of both scalar and tensor perturbations up to the third-order, at which the
error bounds are . 0.15%. As an application of these formulas, we calculate the power spectra and
spectral indices in the slow-roll inflation with a nonlinear power-law dispersion relation. To check
the consistency of our formulas, we further restrict ourselves to the relativistic case, and calculate
the corresponding power spectra, spectral indices and runnings to the second-order. Then, we com-
pare our results with the ones obtained by the Green function method, and show explicitly that the
results obtained by these two different methods are consistent within the allowed errors.
I. INTRODUCTION
The cosmological inflation not only solves most prob-
lems of the standard big bang cosmology, but also pro-
vides the simplest and most elegant mechanism to pro-
duce the primordial density perturbations and primordial
gravitational waves (PGWs) [1, 2]. The former grows
to produce the observed large-scale structure of the uni-
verse, and meanwhile creates the cosmic microwave back-
ground (CMB) temperature anisotropy, which was al-
ready detected by various CMB observations [3–5] and
galaxy surveys [6]. PGWs, on the other hand, produce
not only a temperature anisotropy, but also a distin-
guishable signature in CMB polarization - the B mode
polarization, which has been observed recently by the
ground based BICEP2 experiment [7]. These observa-
tions have unprecedented precisions in the measurement
of the power spectra and spectral indices, and together
with the forthcoming ones, provide unique opportunities
for us to get deep insight on the physics of the very early
universe. More important, they could provide an unique
window to explore gravitational quantum effects, which
otherwise cannot be studied in the near future by any
man-made lab experiments.
On the other hand, as is well known, the inflation-
∗The corresponding author
ary scenario is conceptually incomplete in serval respects
[8, 9]. For example, in most of the inflation models, the
energy scale of quantum fluctuations, which relate to the
present observations, were not far from the Planck scale
at the beginning of inflation. Thus, questions immedi-
ately arise as to whether the usual predictions of the
scenario in the framework of semi-classical approxima-
tions still remain robust due to the ignorance of gravi-
tational quantum physics at such high energy and, more
interestingly, whether they could leave imprints for future
observations. Further problems of inflationary scenario
include the existence of the initial singularities [10], and
the particular initial conditions [11]. Yet, a large tensor-
to-scalar ratio r ∼ 0.16, measured recently by BICEP2
[7], leads to the so-called Planckian excursion of the in-
flaton field, which makes the effective theory of inflation
questionable [12].
All the problems mentioned above are closely related
to the high energy physics that the usual classical general
relativity (GR) and effective field theory of inflation are
known to break down. It is widely expected that new
physics in this regime — quantum theory of gravity, will
provide a complete description of the early universe. Al-
though such a theory has not been properly formulated,
gravitational quantum effects on inflation have already
been studied extensively by various approaches. See, for
example, [8, 9, 11–15], and references therein. In most
of these considerations, both the scalar and tensor per-
turbations produced during the inflationary epoch are
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2governed by the equation
µ′′k(η) +
(
ω2k(η)−
z′′(η)
z(η)
)
µk(η) = 0, (1.1)
where µk(η) denotes the mode function, a prime the dif-
ferentiation with respect to the conformal time η. k is the
comoving wavenumber, and z(η) depends on the back-
ground and the types of perturbations (scalar and ten-
sor). The modified dispersion relation ω2k(η) depends on
both the specified quantum gravity models and scenarios
of inflation. For example, in the Horˇava-Lifshitz quan-
tum gravity [16], ω2k(η) takes the form [17]
ω2k(η) = k
2
[
1− bˆ1
(
k
aM∗
)2
+ bˆ2
(
k
aM∗
)4]
, (1.2)
where M∗ is the relevant energy scale of the trans-
Planckian physics, a = a(η) is the scalar factor of the
background universe, bˆ1 and bˆ2 are dimensionless con-
stants. When bˆ1 = 0 = bˆ2, it reduces to that of GR,
ω2k(η) = k
2. (1.3)
The dispersion relation is also modified in models of
string/M-theory. For example, in the DBI inflation [18]
it takes the form
ω2k(η) = c
2
s(η)k
2, (1.4)
where cs(η) is the effective sound speed. Interestingly,
c2s(η) could be very close to zero in the far UV regime
[19, 20].
In the framework of loop quantum cosmology, ω2k(η) is
also modified. For example, with the holonomy correc-
tions [21, 22], ω2k(η) becomes
ω2k(η) =
(
1− 2ρ(η)
ρc
)
k2, (1.5)
where ρ(η) denotes the energy density of the universe,
and ρc the critical energy density at which a big bounce
occurs, whereby the classical initial singularity of the uni-
verse is removed. On the other hand, the inverse-volume
corrections [22, 23] lead to
ω2k(η) =
{
s2(η)k2, scalar,
(1 + 2αˆ0δPL)k
2, tensor,
(1.6)
with
s2(η) = 1 +
[
σν0
3
(σ
6
+ 1
)
+
αˆ0
2
(
5− σ
3
)]
δPL(η),
where αˆ0, ν0, and σ encode the specific features of the
model.
In addition to the above mentioned models, mode
functions with other modified dispersion relations have
also been studied phenomenologically to mimic quantum
gravitational effects in the very early universe [24, 25].
To study these quantum effects, a critical step is to
solve Eq.(1.1) analytically for the mode function µk(η),
and then extract information from it, including the power
spectra, spectral indices and runnings. Such studies are
very challenging, as the problem becomes mathematically
very much involved, and meanwhile the treatment needs
to be very accurate, in order to match with the obser-
vational data of current and forthcoming experiments.
Currently, in most of the analytical treatments of the
mode functions with modified dispersion relations the
corresponding errors are unknown, and frequently are by
far beyond the required accuracy by observations. This
yields a big gap between the treatments of these rich phe-
nomenological models of the very early universe and the
high precision observational data.
The attempt to close this gap was initiated by Habib et
al [26], in which the uniform asymptotic approximation
was first introduced to inflationary cosmology. However,
they considered only the relativistic case, in which the
dispersion relation is the standard linear one given by
Eq.(1.3). In addition, the mode function was constructed
only to the first-order approximation, for which the error
bounds in general are . 15% 1. Clearly, this is not accu-
rate enough to match with the accuracy of the observa-
tional data. Moreover, their results cannot be applied to
the cases with nonlinear dispersion relations, mentioned
above.
In order to account for the quantum effects, recently
we generalized the uniform asymptotic approximation
method of Habib et al [26, 27] to the cases with non-
linear dispersion relations, where multiple and high-order
turning points are allowed [28]. From such obtained ap-
proximate solutions of the mode functions, we calculated
the power spectra and the corresponding spectral indices
of scalar and tensor perturbations to the first-order ap-
proximation. However, as pointed out above, in general
the error bounds are only . 15%, although in some cases
further improvement can be done, as in the relativistic
case [27].
To match with the accuracy of the current and forth-
coming observations, we need at least to consider the
slow-roll approximation to the second-order, which re-
quires considerations of the high-order approximations
even in the framework of the uniform asymptotic approx-
imations. This is precisely what we are going to do in this
paper. In particular, by working out explicitly the high-
order uniform asymptotic approximations, we obtain the
accurate analytical solutions of the mode function at an
arbitrary high-order for the case where only one single
turning point exists. We construct explicitly the error
bounds associated with the approximations order by or-
der. With the accurate analytical solutions of the mode
functions, we obtain the general expressions of the power
1 With further improvement, the error bounds can be dramatically
lowered in some particular cases [27].
3spectra and spectral indices up to the third-order.
As an application of the developed formulas, we calcu-
late explicitly the power spectra and spectral indices of
scalar and tensor perturbations with the modified disper-
sion relation given by Eq.(1.2) in the slow-roll inflation
approximation. To test the consistency of our formu-
las, we further restrict ourselves to the relativistic case
(bˆ1 = bˆ2 = 0), in which the power spectra, spectral in-
dices, and the corresponding runnings of spectral indices
have been calculated to the second-order by using the
Green function method [31, 32] 2. We compare the re-
sults obtained by these two different methods, and show
that they are essentially the same within the allowed er-
rors. In this case, we also compare our results order by
order with the numerical (exact) results for the evolution
of the mode functions, and the results are illustrated in
Fig.1, from which one can see that our analytical results
to the second- and third-order approximations are ex-
tremely closed to the exact results.
Specifically, the paper is organized as follows. In Sec.
II, we present a brief review of the uniform asymptotic
approximation method. In the case where there is only
one turning point, the mode function is expanded in
terms of 1/λ to an arbitrarily high order, in which the
error bounds are given in each of the orders. In Sec. III
we obtain the general expressions of the power spectra
and spectral indices to the third-order from the analyt-
ical approximate mode function given in Sec. II, after
first matching it with the initial conditions. In Sec. IV,
we apply the general expressions obtained in Sec. III to
the inflationary model with the nonlinear power-law dis-
persion relation (1.2), and calculate the power spectra,
and spectral indices in the slow-roll inflation. In Sec.
V, we consider the GR limit of the power spectra and
spectral indices, and also calculate the runnings of the
spectral indices and the tensor-to-scalar ratio. Further-
more, we compare the power spectra and spectral indices
with those obtained by the Green function method, and
show that the two sets of expressions are essentially iden-
tical within the allowed errors. Our main conclusions are
summarized in Sec. VI. Four appendices, A-D, are also
included, in which various detailed mathematical calcu-
lations are presented.
II. THE UNIFORM ASYMPTOTIC
APPROXIMATIONS
In this section, we present a brief introduction to the
uniform asymptotic approximation method for the cases
2 To the second-order, the power spectra and spectral indices in
GR were also obtained by the improved WKB method [33]. In
addition, K-inflationary power spectra at the second-order of the
slow-roll parameters were calculated by using the first-order ap-
proximations of the uniform asymptotic approximation method
[19, 20].
where the dispersion relation has only a single turning
point.
Following refs. [26, 28–30], by introducing a dimen-
sionless variable y = −kη, let us first write the equation
of the mode function in the form
d2µk(y)
dy2
=
[
λ2gˆ(y) + q(y)
]
µk(y). (2.1)
In the above the parameter λ is used to trace the order of
the uniform approximations, and λ2gˆ(y) = g(y). Usually
λ is supposed to be large, and it also can be absorbed into
g(y) thus when we turn to determine the final results, we
can set λ = 1 for the sake of simplification. From Eq.(1.1)
we find that
λ2gˆ(y) + q(y) ≡ − 1
k2
(
ω2k(η)−
z′′(η)
z(η)
)
. (2.2)
In most of the cases, gˆ(y) and q(y) have two poles (sin-
gularities): one is at y = 0+ and the other is at y = +∞.
As we discussed in [28] (see also [26, 30]), if these two
poles are both second-order or higher, one has to choose
q(y) = − 1
4y2
, (2.3)
for the convergence of the error control functions. In this
paper we shall restrict our discussions to this choice. In
addition, the function gˆ(y) can vanish at various points,
which are called turning points or zeros, and the approxi-
mate solution of the mode function µk(y) depends on the
behavior of gˆ(y) and q(y) near the turning points.
To proceed further, let us first introduce the Liouville
transformations with two new variables U(ξ) and ξ via
the relations,
U(ξ) = χ1/4µk(y), ξ
′2 =
|g(y)|
f (1)(ξ)2
, (2.4)
where χ ≡ ξ′2, ξ′ = dξ/dy, and
f(ξ) =
∫ y√
|g(y)|dy, f (1)(ξ) = df(ξ)
dξ
. (2.5)
Note that χ must be regular and not vanish in the in-
tervals of interest. Consequently, f(ξ) must be chosen
so that f (1)(ξ) has zeros and singularities of the same
type as that of g(y). As shown below, such requirement
plays an essential role in determining the approximate
solutions. In terms of U and ξ, Eq.(2.1) takes the form
d2U
dξ2
=
[
±f (1)(ξ)2 + ψ(ξ)
]
U, (2.6)
where
ψ(ξ) =
q(y)
χ
− χ−3/4 d
2(χ−1/4)
dy2
, (2.7)
and the signs “±” correspond to g(y) > 0 and g(y) < 0,
respectively. Considering ψ(ξ) = 0 as the first-order ap-
proximation, one can choose f (1)(ξ) so that the first-order
4approximation can be as close to the exact solution as
possible with the guidelines of the error functions con-
structed below, and then solve it in terms of known func-
tions. Clearly, such a choice sensitively depends on the
behavior of the functions g(y) and q(y) near the poles
and turning points.
In this paper, we consider only the case in which gˆ(y)
has only one single turning point y¯0 (for gˆ(y) having
several different turning points or one multiple-turning
point, see [28]), i.e., gˆ(y¯0) = 0. In this case we can choose
f (1)(ξ) = ±ξ, (2.8)
here ξ = ξ(y) is a monotone decreasing function, and
± correspond to gˆ(y) ≥ 0 and gˆ(y) ≤ 0, respectively.
Following Olver [30], the general solution of Eq.(2.6) can
be written as
U(ξ) = α0
[
Ai(λ2/3ξ)
n∑
s=0
As(ξ)
λ2s
+
Ai′(λ2/3ξ)
λ4/3
n−1∑
s=0
Bs(ξ)
λ2s
+ 
(2n+1)
3
]
+β0
[
Bi(λ2/3ξ)
n∑
s=0
As(ξ)
λ2s
+
Bi′(λ2/3ξ)
λ4/3
n−1∑
s=0
Bs(ξ)
λ2s
+ 
(2n+1)
4
]
,
(2.9)
where Ai(x) and Bi(x) represent the Airy functions,

(2n+1)
3 and 
(2n+1)
4 are errors of the approximate solu-
tion, and
A0(ξ) = 1,
Bs(ξ) =
±1
2(±ξ)1/2
∫ ξ
0
{ψ(v)As(v)−A′′s (v)}
dv
(±v)1/2 ,
As+1(ξ) = −1
2
B′s(ξ) +
1
2
∫
ψ(v)Bs(v)dv,
(2.10)
where ± correspond to ξ ≥ 0 and ξ ≤ 0, respectively.
The error bounds of 
(2n+1)
3 and 
(2n+1)
4 can be expressed
as

(2n+1)
3
M(λ2/3ξ)
,
∂
(2n+1)
3 /∂ξ
λ2/3N(λ2/3ξ)
≤ 2E−1(λ2/3ξ) exp
[
2κ0Vα,ξ(|ξ1/2|B0)
λ
]
× Vα,ξ(|ξ
1/2|Bn)
λ2n+1
,

(2n+1)
4
M(λ2/3ξ)
,
∂
(2n+1)
4 /∂ξ
λ2/3N(λ2/3ξ)
≤ 2E(λ2/3ξ) exp
[
2κ0Vξ,β(|ξ1/2|B0)
λ
]
× Vξ,β(|ξ
1/2|Bn)
λ2n+1
, (2.11)
where the definitions of M(x), N(x), κ0, and Va,b(x) can
be found in [28].
Having obtained the approximate solution of the mode
function µk(y), let us compare it with the numerical so-
lution order by order. For the sake of simplification, we
consider a linear dispersion relation ω2k(η) = k
2 and a
de-Sitter background, i.e, ν = 3/2. In the top panel
of Fig.1, we present the numerical (exact) solution, the
approximate solution of the first-, second-, and third-
orderapproximations, respectively. From this figure one
can see clearly that our analytical solutions to the second-
and third-order approximations are extremely closed to
the exact ones. In practice, our analytical solution of the
third-order approximation is not distinguishable to the
numerical one. In the low panel of Fig.1, we also display
the relative error (%) of the three approximate solutions,
in comparing them with the exact solution.
III. POWER SPECTRA AND SPECTRAL
INDICES UP TO THE THIRD-ORDER
With the approximate solution given in the last sec-
tion, now let us begin to calculate the power spectra and
spectral indices from the approximate solution. We as-
sume that the universe was initially at the adiabatic vac-
uum,
lim
y→0+
1√
2ωk(η)
e−i
∫
ωk(η)dη, (3.1)
and one needs to match this initial state with the approx-
imate solution (2.9). However, the approximate solution
(2.9) involves many high-order terms, which are compli-
cated and not easy to handle. In order to simplify them,
we first study their behavior in the limit y → +∞. Let
us start with the B0(ξ) term in Eq.(2.10), which satisfies
B0(ξ) = − 1
2
√−ξ
∫ ξ
0
ψ(v)√−v dv = −
H (ξ)
2
√−ξ , (3.2)
where H (ξ) ≡ ∫ ξ
0
dvψ(v)/|v|1/2 is the associated error
control function of the approximate solution (2.9), and
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FIG. 1: The mode function |k3/2µk(y)/(aH)| and the corre-
sponding relative errors of the first- second- and third-order
approximations of the uniform asymptotic method presented
in this paper as well as that of the numerical (exact) solu-
tion. (a) Top panel: the numerical solution (blue solid curve)
and the approximate solutions of the third-order (red dot-
ted curve), second-order (green dashed curve), and first-order
approximation (orange dot-dashed curve). (b) Low panel:
The relative errors of the approximate solutions of the third-
order (red dotted curve), second-order (green dashed curve),
and first-order approximations (orange dot-dashed curve). In
drawing the above figures, we have set ν = 3/2, ω2k(η) = k
2
and the mode function was initially at Bunch-Davies vacuum.
in the above we have used A0(ξ) = 1. The error control
function H (ξ) is well behaved around the turning point
y¯0 and converges when y → +∞. As a result, we have
lim
y→+∞B0(ξ) = −
H (−∞)
2
√−ξ . (3.3)
Then, let us turn to A1, which is
A1(ξ) = −1
2
B′0(ξ) +
1
2
∫ ξ
0
ψ(v)B0(v)dv. (3.4)
In the limit y → +∞, B′0(ξ) vanishes, and we find
lim
y→+∞A1(ξ) = −
1
2
∫ ξ
0
ψ(v)√−v
[
1
2
∫ v
0
ψ(u)√−udu
]
dv
= −1
2
[
H (−∞)
2
]2
. (3.5)
Note that in the above we have used the formula
n!
∫ ξ
ξ0
f(ξn)
∫ ξn
ξ0
f(ξn−1) · · ·
∫ ξ2
ξ0
f(ξ1)dξ1dξ2 · · · dξn
=
[∫ ξ
ξ0
f(v)dv
]n
. (3.6)
Thus, up to the third-order, we have
A0(ξ) +
A1(ξ)
λ2
= 1− 1
2λ2
[
H (−∞)
2
]2
+O
(
1
λ3
)
,
B0(ξ)
λ
= − 1√−ξ
H (−∞)
2λ
+O
(
1
λ3
)
. (3.7)
Thus, using the asymptotic form of Airy functions in
the limit ξ → −∞, and comparing the solution µk(y)
with the initial state, we obtain
α0 =
√
pi
2k
1
(A0 +A1/λ2)− i
√−ξB0/λ
,
β0 = i
√
pi
2k
1
(A0 +A1/λ2)− i
√−ξB0/λ
, (3.8)
where we have
(A0 +A1/λ
2)− i
√
−ξB0/λ = (1 +O(1/λ3))eiθ, (3.9)
here θ is an irrelevant phase factor, and without loss of
generality, we can set θ = 0. Thus, we finally get
α0 =
√
pi
2k
, β0 = i
√
pi
2k
. (3.10)
After determining the coefficients α0 and β0, we can
calculate the power spectra of the perturbations. As y →
0, only the growing mode is relevant, thus we have
µk(y) ' β0
(
ξ
gˆ(y)
)1/4 [
Bi(λ2/3ξ)
+∞∑
s=0
Bs(ξ)
λ2s
+
λ2/3Bi′(λ2/3ξ)
λ2
+∞∑
s=0
Bs(ξ)
λ2s
]
. (3.11)
In order to calculate the power spectra to higher order,
let us first consider the B0(ξ) term, which satisfies
lim
y→0
B0(ξ) =
1
2ξ1/2
∫ ξ
0
ψ(v)
v1/2
dv =
H (+∞)
2ξ1/2
. (3.12)
In the above we had used the relation ξ1/2dξ = −√gˆdy.
Knowing the B0 term, we can get the A1 term, which is
lim
y→0
A1(ξ) =
1
4
∫ ξ
0
ψ(v)
v1/2
∫ v
0
ψ(u)
u1/2
dudv
=
1
2
[
H (+∞)
2
]2
. (3.13)
6Thus up to the third order and considering the asymp-
totic forms of the Airy functions in the limit ξ → +∞,
we find
lim
y→0
µk(y) =
β0e
2
3λξ
2/3
λ1/6gˆ1/4pi1/2
[
1 +
H (+∞)
2λ
+
H (+∞)2
8λ2
+O(1/λ3)
]
. (3.14)
Then, the power spectra can be calculated, and is given
by
∆2(k) ≡ k
3
2pi2
∣∣∣∣µk(y)z
∣∣∣∣2
y→0+
' k
2
4pi2
−kη
z2(η)ν(η)
exp
(
2
∫ y¯0
y
√
gˆ(yˆ)dyˆ
)
×
[
1 +
H (+∞)
λ
+
H 2(+∞)
2λ2
+O(1/λ3)
]
.
(3.15)
It should be noted that the general expressions of
the power spectra have been obtained in [26] up to the
second-order, while in the above expressions the last term
in the square brackets represents the third-order approx-
imation.
From the power spectra presented above, one can get
the general expression of the spectral indices, which now
is given by
n− 1 ≡ d ln ∆
2(k)
d ln k
' 3 + 2
∫ y¯0
y
dyˆ√
gˆ(yˆ)
+
1
λ
dH (+∞)
d ln k
+O
(
1
λ3
)
, (3.16)
and the last term in the above expression represents the
second- and third-order approximations.
It should be noted that the above results represent the
most general expressions of the power spectra and spec-
tral indices of perturbations for the case that has only
one-turning point. In the following we shall apply these
expressions to some particular backgrounds and disper-
sion relations, and calculate the power spectra and spec-
tral indices.
IV. POWER SPECTRA AND SPECTRAL
INDICES WITH NONLINEAR POWER-LAW
DISPERSION RELATION IN THE SLOW ROLL
INFLATION
In this section, as an application of the general results
obtained in the last section, let us consider a specific
case where the conventional linear dispersion relation is
replaced by the nonlinear one given in Eq.(1.2). For sim-
plification, in this section and hereafter we set λ = 1 and
thus we have gˆ(y) = g(y). In order to get a healthy ul-
traviolet limit one requires bˆ2 > 0. It is convenient to
write the nonlinear dispersion relation as
ω2k(η) = k
2
(
1− b12∗y2 + b24∗y4
)
, (4.1)
where ∗ ≡ H/M∗ with H representing the Hubble pa-
rameter, which is slowly varying during inflation, and
b1 ≡ bˆ1/(aηH)2, b2 ≡ bˆ2/(aηH)4. Then, it is easy to find
that
g(y) =
ν2
y2
− 1 + b12∗y2 − b24∗y4, (4.2)
where we had used the relation
z′′
z
≡ ν
2(η)− 1/4
η2
. (4.3)
Now, let us determine explicitly the power spectra from
Eq.(3.15). We first need to consider the integral of√
g(y). However, with the form (4.2), the explicit form
of the integral usually cannot be worked out explicitly.
Thus, we adopt the expansion given in [28],
√
g(y) '
√
y20
y2
− 1
{
1− b2
2
(y2 + y20)
2
∗
−
[
b21
8
(y2 + y20)
2 − b2
2
(y4 + y2y20 + y
4
0)
]
4∗
+O(4∗)
}
. (4.4)
Note that to derive the above we had assumed that ∗ is
small. It should be noted that unlike in [28] where we
had treated all the parameters as constant in the first-
order slow roll approximation, here in order to go be-
yond the first-order, we have to treat all the parameters
y0, ∗, b1, and b2 as time-dependent.
Even with the above expansion, the integral still
cannot be done explicitly, if the explicit form of
y0(η), b1(η), b2(η), and ∗(η) are not known. As dis-
cussed in [26, 27], the integrand in (3.15) has a square-
root singularity at the turning point, i.e., at the upper
integral limit. At the lower limit where y goes to zero, the
integrand vanishes linearly. Thus one expects the main
contribution to the integral to arise from the upper limit.
With this in mind, one can expand all the slowly varying
quantities, for example y0(η), around the turning point
y(η0) = y0(η0) as
y0(η) ' y¯0 + dy0
dη
∣∣∣
η0
(η − η0) + 1
2
d2y0
dη2
∣∣∣
η0
(η − η0)2,
(4.5)
where y¯0 = −kη0 represents the turning point, and in
the above we only expanded y0(η) to the second-order.
7With this kind of expansions we can specify all of the
quantities y0(η), b1(η), b2(η), ∗(η), and then calculate
the power spectra, spectral indices, and runnings of the
indices to the desired accuracy. However, if one considers
the slow roll inflation, as pointed out in [27], the above
expansions and the slow roll expansion are not indepen-
dent. On the other hand, by using the slow roll expansion
given in Appendix A, one can see that the higher deriva-
tive terms which have been ignored in (4.5) also contain
second-order terms in the slow roll approximation. This
means that the final results shall loose some accuracy
at the second-order slow roll approximation. Here we
should point out that the above analysis is only valid if
one makes use of the slow roll approximation.
An alternative expansion of the above quantities was
used in [19, 20], in which y0(η) is given by
y0(η) ' y¯0 + dy0
d ln(−η)
∣∣∣
η0
ln
(
y
y¯0
)
+
1
2
d2y0
d ln2(−η)
∣∣∣
η0
ln2
(
y
y¯0
)
. (4.6)
From the slow roll expansion of high-order derivatives in
y0(η), one can see that
dny0
d lnn(−η) ∼ O(
n+1) +O(n)O(2∗), (4.7)
here  represents the first-order slow-roll quantities.
Thus, if one only considers the power spectra up to the
second-order, the higher terms beyond the second-order
in terms of the slow roll parameters can be safely ignored.
With this kind of expansions, we can obtain the explicit
expressions of
√
g(y), the integral of
√
g(y), and also
the error control functionH (+∞). We present these re-
sults in appendices A and B. In Appendices C and D, we
present all the slow roll expansions of ν(η), y0(η), H(η),
b1(η), etc. In the following we shall use these results to
calculate the power spectra and spectral indices of both
scalar and tensor perturbations.
First, let us consider the scalar perturbations, for
which we have
zs(η) =
√
2(η)a(η). (4.8)
Then, we expand the scalar spectrum (3.15) in terms of
slow-roll parameters (, δ1, δ2, δ3, etc, which are all
defined in appendix C) and ∗, and find
∆2s(k) '
181H¯2
72e3pi2¯
{
1 +
909
724
bˆ1¯
2
∗ −
81
(
763bˆ21 − 1752bˆ2
)
¯4∗
28960
+
4 ln 2− 630
181
+
(
2727
362
ln 2− 5769
724
)
bˆ1¯
2
∗ −
27
(
2bˆ21(8348 + 11445 ln 2) + bˆ2(14591− 52560 ln 2)
)
36200
¯4∗
 ¯
+
ln 4− 134
181
+
3(157 + 606 ln 2)bˆ1
724
¯2∗ −
27
(
bˆ21(1909 + 4578 ln 2)− 2bˆ2(3163 + 5256 ln 2)
)
28960
¯4∗
 δ¯1
+
[
pi2
3
− 6367
1629
+ 4 ln2 2− 536 ln 2
181
]
¯2 +
[
5pi2
12
− 9374
1629
+ 3 ln2 2− 40 ln 2
181
]
¯δ¯1
+
[
− pi
2
12
− 26
1629
+ 3 ln2 2− 402 ln 2
181
]
δ¯21 +
[
543pi2 − 688− 1629 ln2 4 + 4824 ln 2
6516
]
δ¯2
}
. (4.9)
8The corresponding scalar spectral index can be calculated from Eq.(3.16), which is given by
ns = 1− 4¯− 2δ¯1 − 5bˆ1
2
¯2∗¯+
9
10
(
13bˆ21 − 22bˆ2
)
¯¯4∗
+
[
8 ln 2− 296
27
− 23
2
¯2∗bˆ1 +
3
200
¯4∗
(
−1607bˆ21 + 1560 ln 2bˆ21 + 3068bˆ2 + 1410 ln 2bˆ2
)]
¯2
+
[
10 ln 2− 262
27
− 3¯
4
∗
800
(
11977bˆ21 + 6240 ln 2bˆ
2
1 − 10918bˆ2 − 26760 ln 2bˆ2
)
+ ¯2∗
(
5 ln 2bˆ2 − 53bˆ1
4
)]
¯δ¯1
+
[(
20
27
− ln 4
)]
δ¯21 +
[
¯4∗
(
153bˆ2
16
− 171bˆ
2
1
32
)
+
19
12
2∗bˆ1 +
(
ln 4− 20
27
)]
δ¯2
+
[
4pi2
3
− 1204
27
− 8 ln 2 ln 4 + 700 ln
2 4
27
]
¯3 +
[
31pi2
12
− 3293
54
− 31 ln2 2 + 2240 ln 2
27
]
¯2δ¯1
+
[
pi2
4
− 15
2
− 3 ln2 2 + 56 ln 2
9
]
¯δ¯2 +
[
7pi2
12
− 91
18
− 7 ln2 2 + 356 ln 2
27
]
¯δ¯2
+
[
pi2
6
− 25
81
− 2 ln2 2 + 40 ln 2
27
]
δ¯31 +
[
− pi
2
4
+
31
162
+ 3 ln2 2− 20 ln 2
9
]
δ¯1δ¯2
+
[
pi2
12
+
19
162
− 1
4
ln2 4 +
20 ln 2
27
]
δ¯3. (4.10)
Similarly, for the tensor perturbations we have zt(η) = a(η), and
∆2t (k) '
181H¯2
36e3pi2
{1 + 909
724
bˆ1¯
2
∗ −
81
(
763bˆ21 − 1752bˆ2
)
¯4∗
28960

+
[
ln 4− 496
181
+
(
909
181
ln 2− 1560
181
)
bˆ1¯
2
∗ +
(
1545453bˆ21
144800
+
1214919bˆ2
72400
+
185409bˆ21 ln 2
14480
− 53217bˆ2 ln 2
1810
)
¯4∗
]
¯
+
(
pi2
6
− 6635
1629
+ ln 4
)
¯2 +
(
pi2
6
− 9272
1629
− 2 ln2 2 + 992 ln 2
181
)
δ¯1¯
}
. (4.11)
The corresponding tensor spectral index reads
nt =
117
10
¯¯4∗bˆ
2
1 −
5
2
¯¯2∗bˆ1 −
99
5
¯¯4∗bˆ2 − 2¯
+
[
3
400
¯4∗
(
(3120 ln 2− 589)bˆ21 + 2(2993 + 1410 ln 2)bˆ2
)
− 7¯2∗bˆ1 −
202
27
+ 4 ln 2
]
¯2
+
[
− 1
400
3¯4∗
(
(2651 + 3120 ln 2)bˆ21 − 2(2017 + 6690 ln 2)bˆ2
)
+
1
3
¯2∗(15 ln 2− 31)bˆ1 −
148
27
+ 4 ln 2
]
¯δ¯1
+
[
2pi2
3
− 3106
81
− 8 ln2 2 + 916 ln 2
27
]
¯3 +
[
7pi2
6
− 4219
81
− 14 ln2 2 + 1360 ln 2
27
]
¯2δ¯1
+
[
pi2
6
− 425
81
− 2 ln2 2 + 148 ln 2
27
]
¯δ¯21 +
[
pi2
6
− 425
81
− 2 ln2 2 + 148 ln 2
27
]
¯δ¯2. (4.12)
It should be noted that all the above expressions are evaluated at the turning point y = y¯0.
9V. POWER SPECTRA, SPECTRAL INDICES, AND RUNNING OF INDICES WITH THE LINEAR
DISPERSION RELATION IN THE SLOW ROLL INFLATION
The results given in the last section can be easily reduced to the case for a linear dispersion relation ωk(η) = k
2 by
setting bˆ1 = 0 = bˆ2. In the following we present the expressions of the power spectra, spectral indices, and runnings
of the indices for both scalar and tensor perturbations.
A. Scalar Perturbations
For the scalar power spectrum, we get
∆2s(k) '
181H¯2
72e3pi2¯
{
1 +
(
4 ln 2− 630
181
)
¯+
(
ln 4− 134
181
)
δ¯1 +
(
pi2
3
− 6367
1629
+ 4 ln2 2− 536 ln 2
181
)
¯2
+
(
5pi2
12
− 9374
1629
+ 3 ln2 2− 40 ln 2
181
)
¯δ¯1 +
(
−pi
2
12
− 26
1629
+ 3 ln2 2− 402 ln 2
181
)
δ¯21
+
(
pi2
12
− 172
1629
− ln2 2 + 134 ln 2
181
)
δ¯2
}
. (5.1)
The spectral index ns can be expressed as
ns − 1 = −4¯− 2δ¯1 +
(
8 ln 2− 296
27
)
¯2 +
(
ln(1024)− 262
27
)
¯δ¯1 +
(
20
27
− ln 4
)
δ¯21 +
(
ln 4− 20
27
)
δ¯2
+
(
4pi2
3
− 1204
27
− 4 ln2 4 + 700 ln 4
27
)
¯3 +
(
31pi2
12
− 3293
54
− 31 ln2 2 + 2240 ln 2
27
)
¯2δ¯1
+
(
pi2
4
− 15
2
− 3 ln2 2 + 56 ln 2
9
)
¯δ¯2 +
(
7pi2
12
− 91
18
− 7 ln2 2 + 356 ln 2
27
)
¯δ¯2
+
(
pi2
6
− 25
81
− 2 ln2 2 + 40 ln 2
27
)
δ¯31 +
(
−pi
2
4
+
31
162
+ 3 ln2 2− 20 ln 2
9
)
δ¯1δ¯2
+
(
pi2
12
+
19
162
− 1
4
ln2 4 +
20 ln 2
27
)
δ¯3. (5.2)
The running of the spectral index is given by
αs ' −8¯2 − 10δ¯1¯+ 2δ¯21 − 2δ¯2 +
(
32 ln 2− 1400
27
)
¯3 +
(
62 ln 2− 2240
27
)
δ¯1¯
2 +
(
14 ln 2− 356
27
)
δ¯2¯
+
(
6 ln 2− 56
9
)
δ¯21 ¯+
(
4 ln 2− 40
27
)
δ¯31 +
(
20
9
− 6 ln 2
)
δ¯1δ¯2 +
(
2 ln 2− 20
27
)
δ¯3
+
(
pi2
12
− 19
162
− ln2 2 + 20 ln 2
27
)
δ¯4 +
(
8pi2 − 8480
27
− 96 ln2 2 + 3088 ln 2
9
)
¯4
+
(
251pi2
12
− 34457
54
− 251 ln2 2 + 21274 ln 2
27
)
δ¯1¯
3 +
(
35pi2
4
− 425
2
− 105 ln2 2 + 2518 ln 2
9
)
δ¯21 ¯
2
+
(
59pi2
12
− 1579
18
− 59 ln2 2 + 4042 ln 2
27
)
δ¯2¯
2 +
(
pi2
2
− 317
27
− 6 ln2 2 + 76 ln 2
9
)
δ¯31 ¯
+
(
pi2
3
− 214
27
− 4 ln2 2 + 175 ln 4
27
)
δ¯1δ¯2¯+
(
5pi2
6
− 49
9
− 10 ln2 2 + 470 ln 2
27
)
δ¯3¯
+
(
−pi
2
2
+
61
27
+ 6 ln2 2− 40 ln 2
9
)
δ¯41 +
(
pi2 − 322
81
− 12 ln2 2 + 80 ln 2
9
)
δ¯21 δ¯2
+
(
−pi
2
3
+
2
27
+ 4 ln2 2− 80 ln 2
27
)
δ¯1δ¯3 +
(
−pi
2
4
+
247
162
+ 3 ln2 2− 20 ln 2
9
)
δ¯22 . (5.3)
Note that the above results are all evaluated at the turning point y¯0. One can translate them into the expressions
evaluated at other points, for example, at the horizon crossing η? with a(η?)H(η?) = k. In the subsection D, we
present all the results evaluated at horizon crossing and compare them with the results obtained by other methods.
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B. Tensor Perturbations
For the tensor power spectrum, we find
∆2t (k) '
181H¯2
36e3pi2
{
1 +
(
ln 4− 496
181
)
¯+
(
pi2
6
− 6635
1629
+ 2 ln 2
)
¯2 +
(
pi2
6
− 9272
1629
− 2 ln2 2 + 992 ln 2
181
)
δ¯1¯
}
.
(5.4)
Then, the tensor spectral index nT can be expressed as
nt = −2¯+
(
4 ln 2− 202
27
)
¯2 +
(
4 ln 2− 148
27
)
¯δ¯1 +
(
2pi2
3
− 3106
81
− 8 ln2 2 + 916 ln 2
27
)
¯3
+
(
7pi2
6
− 4219
81
− 14 ln2 2 + 1360 ln 2
27
)
¯2δ¯1 +
(
pi2
6
− 425
81
− 2 ln2 2 + 148 ln 2
27
)
¯δ¯21
+
(
pi2
6
− 425
81
− 2 ln2 2 + 148 ln 2
27
)
¯δ¯2, (5.5)
while the corresponding running is given by
αt ' −4δ¯1¯− 4¯2 +
(
16 ln 2− 916
27
)
¯3 +
(
28 ln 2− 1360
27
)
¯2δ¯1 +
(
4 ln 2− 148
27
)
¯δ¯2
+
(
4pi2 − 800
3
− 48 ln2 2 + 988 ln 4
9
)
¯4 +
(
59pi2
6
− 44243
81
− 118 ln2 2 + 13052 ln 2
27
)
δ¯1¯
3
+
(
25pi2
6
− 15017
81
− 50 ln2 2 + 4780 ln 2
27
)
δ¯21 ¯
2 +
(
11pi2
6
− 707
9
− 22 ln2 2 + 2060 ln 2
27
)
δ¯2¯
2
+
(
pi2
2
− 425
27
− 6 ln2 2 + 148 ln 2
9
)
δ¯1δ¯2¯+
(
pi2
6
− 425
81
− 2 ln2 2 + 148 ln 2
27
)
δ¯3¯. (5.6)
C. Comparing with results obtained from the Green function method
In the last subsection, we have obtained the expressions for power spectra, spectral indices, and running of spectral
indices for both scalar and tensor perturbations. It should be noted that all these expressions were evaluated at
the turning point y¯0, i.e., η = η0. However, in the usual treatments, all expressions were expanded at the horizon
crossing a(η?)H(η?) = k. In order to compare our results with the ones obtained by other methods [31–33], we need
to rewrite our expressions in terms of the quantities evaluated at horizon crossing η?. This can be achieved by using
the following expansion
f(η0) ' f(η?) + df(η)
d ln(−η)
∣∣∣
η?
ln
(
η0
η?
)
+
1
2
d2f(η)
d ln2(−η)
∣∣∣
η?
ln2
(
η0
η?
)
+
1
6
d3f(η)
d ln3(−η)
∣∣∣
η?
ln3
(
η0
η?
)
, (5.7)
where for scalar perturbations, one can expand ln
(
η0
η?
)
as
ln
(
η0
η?
)
= ln
[
νs(η0)
a(η?)H(η?)η?
]
' ln 3
2
+
2
3
δ?1 +
1
3
? +
(
1
6
− 8
3
ln
3
2
)
2? +
(
2
9
− 10
3
ln
3
2
)
δ?1? +
(
2
3
ln
3
2
− 4
9
)
δ2?1 +
(
2
9
− 2
3
ln
3
2
)
δ?2
+
(
−155
81
+
16
3
ln2
3
2
− 40
3
ln
3
2
)
3? +
(
−134
27
+
31
3
ln2
3
2
− 62
3
ln
3
2
)
δ?1
2
? +
(
−68
27
+ ln2
3
2
− 2
3
ln
3
2
)
δ2?1?
+
(
68
81
+
2
3
ln2
3
2
− 8
9
ln
3
2
)
δ3?1 +
(
−16
27
+
7
3
ln2
3
2
− 10
3
ln
3
2
)
δ?2? +
(
−20
27
− ln2 3
2
+
10
9
ln
3
2
)
δ?1δ?2
+
(
1
3
ln2
3
2
− 2
9
ln
3
2
)
δ?3, (5.8)
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and for tensor perturbations, we find
ln
(
η0
η?
)
= ln
[
νt(η0)
a(η?)H(η?)η?
]
' ln 3
2
− ?
3
−
(
5
18
+
4
3
ln
3
2
)
2? −
(
2
9
+
4
3
ln
3
2
)
δ?1? +
(
−2
9
− 16
9
ln
3
2
+
2
3
ln2
3
2
)
?δ?2
+
(
−49
81
+
8
3
ln2
3
2
− 92
9
ln
3
2
)
3? +
(
−2
9
− 16
9
ln
3
2
+
2
3
ln2
3
2
)
δ?1
2
?. (5.9)
In the following we shall use the above expansions to translate all the results into the expressions evaluated at the
horizon crossing.
1. Scalar spectrum and spectral index
By making use of the above expansions, the power spectrum for scalar perturbations can be cast in the form
∆2s(k) '
181H2?
72e3pi2?
{
1 + δ?1
(
ln 9− 134
181
)
+ ?
(
2 ln 9− 630
181
)
+
(
pi2
3
− 4195
1629
+ 4 ln2 3− 536 ln 3
181
)
2?
+δ?1?
(
5pi2
12
− 3944
1629
+ 3 ln2 3− 40 ln 3
181
)
+ δ2?1
(
−pi
2
12
+
2146
1629
+ 3 ln2 3− 402 ln 3
181
)
+δ?2
(
pi2
12
− 172
1629
− ln2 3 + 134 ln 3
181
)}
. (5.10)
One can compare the above expression with the one obtained by using the Green function method [31],
∆2Green(k) '
H2?
8pi2?
{
1 + (4α? − 2)? + 2α?δ1 +
(
4α? − 23 + 7pi
2
3
)
2?
+
(
3α? + 2α? − 22 + 29pi
2
12
)
?δ?1 +
(
3α2? − 4 +
5pi2
12
)
δ2?1 +
(
−α2? +
pi2
12
)
δ?2
}
, (5.11)
where α? = 2 − 2 ln 2 − γ with the Euler constant γ ' 0.577216. In Table I, we compare the amplitude and the
numerical coefficients of the above two expressions for the scalar spectrum, from which one can see that they are
extremely close to each other, and essentially the same within the errors allowed.
TABLE I: Comparing with the Green function method: scalar power spectrum
Methods Amplitude ? δ?1 
?2 δ?1? δ
2
?1 δ?2
Uniform Approximation
181H2?
72e3pi2?
0.913786 1.456893 2.28912 5.06928 1.67574 0.323269
Green function method [31]
H2?
8pi2?
0.918549 1.459274 2.158558 4.907929 1.709446 0.290097
Relative difference ∼ 0.13% 0.52% 0.16% 5.7% 3.2% 2.0% 10.3%
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Now we turn to the scalar spectral index ns, which can be rewritten as
ns − 1 ' −2δ?1 − 4? + 2?
(
8 ln 3− 296
27
)
+ δ?1?
(
10 ln 3− 262
27
)
+ δ2?1
(
20
27
− ln 9
)
+ δ?2
(
ln 9− 20
27
)
+3?
(
4pi2
3
− 1132
27
− 16 ln2 3 + 700 ln 9
27
)
+ δ?3
(
pi2
12
+
19
162
− ln2 3 + 20 ln 3
27
)
+δ?1
2
?
(
31pi2
12
− 2825
54
− 31 ln2 3 + 2240 ln 3
27
)
+δ2?1?
(
pi2
4
− 3
2
− 3 ln2 3 + 56 ln 3
9
)
+ δ?2?
(
7pi2
12
− 79
18
− 7 ln2 3 + 356 ln 3
27
)
+δ3?1
(
pi2
6
− 133
81
− 2 ln2 3 + 40 ln 3
27
)
+ δ?1δ?2
(
−pi
2
4
+
247
162
+ 3 ln2 3− 20 ln 3
9
)
. (5.12)
In Table II, we compare numerical coefficients for the first-order and second order terms in the scalar spectral index,
with the results obtained by using the Green function method [31]. From the table one can see that both results are
essentially identically within the errors allowed.
TABLE II: Compare with Green function method: scalar spectral index
Methods ? δ?1 
2
? δ?1? δ
2
?1 δ?2
Uniform Approximation -2 -4 -2.174065 1.282419 -1.456484 1.456484
Green function method [31] -2 -4 -2.162903 1.296372 -1.459274 1.459274
Relative difference 0% 0% 0.5% 1.1% 0.2% 0.2%
2. Tensor spectrum and spectral index
For the tensor power spectrum, we find
∆2t (k) '
181H2?
36e3pi2
{
1 +
(
ln 9− 496
181
)
? +
(
pi2
6
− 7721
1629
+ ln 9
)
2? +
(
pi2
6
− 9272
1629
− 2 ln2 3 + 992 ln 3
181
)
?δ?1
}
,
(5.13)
and the expression from the Green function method [32] is
∆2Green(k) '
H2?
4pi2
{
1 + (2α− 2)? +
(
2α− 9 + 2pi
2
3
)
2? +
(
−2α2 + 4α− 4 + pi
2
6
)
?δ?1
}
. (5.14)
In Table III, we compare the amplitude and the numerical coefficients of the above two expressions for the tensor
spectrum, and find that the two results are essentially the same.
TABLE III: Compare with Green function method: tensor power spectrum
Methods Amplitude ? 
2
? δ?1?
Uniform Approximation
181H2?
36e3pi2
-0.543107 -0.897559 -0.439676
Green function method [32]
H2?
4pi2
-0.540726 -0.967524 -0.504813
Relative difference ∼ 0.13% 0.4% 7% 13%
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Now we turn to consider the spectral index, which can be written as
nt ' −2? +
(
2 ln 9− 202
27
)
2? +
(
2 ln 9− 148
27
)
?δ?1 +
(
2pi2
3
− 3214
81
− 8 ln2 3 + 916 ln 3
27
)
3?
+
(
7pi2
6
− 4327
81
− 14 ln2 3 + 1360 ln 3
27
)
2?δ?1 +
(
pi2
6
− 425
81
− 2 ln2 3 + 148 ln 3
27
)
δ21??
+
(
pi2
6
− 425
81
− 2 ln2 3 + 148 ln 3
27
)
?δ?2. (5.15)
In Table IV, we compare the numerical coefficients for the first-order and second-order terms in the tensor spectral
index, with the results obtained by using the Green function method [32].
TABLE IV: Compare with Green function method: tensor spectral index
Methods ? 
2
? δ?1?
Uniform Approximation -2 -3.08703 -1.087032
Green function method [32] -2 -3.08145 -1.08145
Relative difference 0% 0.2% 0.5%
With the scalar spectrum and tensor spectrum given in the above, we find that the tensor-to-scalar ratio is expressed
as
r ' 16?
{
1 +
(
134
181
− ln 9
)
? +
(
134
181
− ln 9
)
δ?1 +
(
−pi
2
4
− 4776
32761
+ 7 ln2 3− 1300 ln 3
181
)
?δ?1
+
(
pi2
12
− 226822
294849
+ ln2 3− 134 ln 3
181
)
δ2?1 +
(
−pi
2
12
+
172
1629
+ ln2 3− 134 ln 3
181
)
δ?2
+
(
−pi
2
6
+
121574
294849
+ 4 ln2 3− 898 ln 3
181
)
2?
}
. (5.16)
Finally, we note that, although we only compared our results with those obtained by the Green function method
[31, 32], our results are also comparable with results obtained by the WKB approximation method [33]. In fact, in Ref.
[20], the authors checked various versions of the power spectra, including those obtained by the first-order uniform
approximation, Green function method, and also improved-WKB method, and found that they are all essentially the
same.
VI. CONCLUSIONS
In this paper, by using the uniform asymptotic approx-
imation method, we have calculated the power spectra
and spectral indices of both scalar and tensor pertur-
bations. We have implemented the high-order uniform
approximations and presented the general expressions of
both power spectra and spectral indices up to the third-
order in the uniform approximations. To see the quan-
tum gravitational effects, we have studied the nonlinear
power-law dispersion relation and calculated explicitly
the power spectra and spectral indices of scalar and ten-
sor perturbations in the slow-roll inflation. Furthermore,
we have also considered the GR limit of the power spec-
tra and spectral indices, and calculate the corresponding
runnings of the spectral indices. From these results one
can see that the uniform approximation method presents
a powerful approach to calculate the inflationary power
spectra and spectral indices.
The precision of our results can be shown by two ap-
proaches. First, restricting ourselves to the relativistic
case, we have compared our expressions of power spectra
and spectral indices of scalar and tensor perturbations
with those obtained previously by the Green function
method. From Tables I-IV, one can see that the results
of the two methods are extremely close to each other. In
fact, they are the same within the errors allowed. Second,
in Fig.1 we present our analytical solution of the mode
function to the first-, second-, and third-order approxi-
mations, respectively, and then compare them with the
numerical (exact) evolution of the mode function. From
there one can see clearly that our analytical solution up
to the second-order approximation is already extremely
closed to the numerical one. In the general case, the rig-
orous approach to determine the precision of our results
is to analyze the error bounds presented in (2.11). How-
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ever, as the values of all the parameters usually are not
known, it is very difficult to get exact numerical values
about the errors. But, as all the relevant parameters, like
, ∗, etc, are small quantities, it is effective and useful to
use the error bounds for νs,t = 3/2 and ∗ = 0, which
have been discussed rigorously in [26, 27]. The real error
bounds should be not far from it. In table V, we present
the expected errors of the power spectra in our uniform
approximations.
The uniform asymptotic approximation method pre-
sented in this paper has at least two major advantages
over other methods proposed so far in the literature.
First, the error bounds are explicitly constructed order
by order, so that at each order the errors are well under
our control. This is in contrast to all the other meth-
ods proposed so far in which the errors are not known.
However, knowing the errors at each order is essential
for the further improvement of the accuracy of the cal-
culations of the mode function, power spectra, spectral
indices and runnings. Second, such an approximation
can be easily extended to more interesting cases including
cases with milt-turning and/or high-order turning points,
which usually arise when the gravitational quantum ef-
fects are taken into account, as shown in the Introduc-
tion.
In review of all the above, one can see clearly that the
uniform asymptotic approximation method indeed pro-
vides a powerful tool to address various questions in infla-
tionary models about the gravitational quantum effects
in the framework of string/M theory, loop quantum grav-
ity, Horava-Lifshitz gravity, and so on. It would be ex-
tremely important to find some observational signatures
of the gravitational quantum effects for the forthcoming
observations.
Finally, it should be noted that in this paper we have
only considered the cases with one single-turning point.
It is very interesting to study the quantum effects in
the cases with several different turning points or one
multiple-turning point [34]. Meantime, as our results are
very general, it would be very interesting to apply them
to other cosmological models.
TABLE V: Errors to be expected in the uniform approxima-
tion
Quantity 1st-order 2nd-order 3th-order
Power spectrum: ∆2(k) . 10% . 1% . 0.1%
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Appendix A: Expansion of
√
g(y)
In this section, we present the expression of the expan-
sion of
√
g(y). First, we can expand
√
g(y) in terms of
∗ as
√
g(y) '
√
y20
y2
− 1
{
1− b2
2
(y2 + y20)
2
∗
−
[
b21
8
(y2 + y20)
2 − b2
2
(y4 + y2y20 + y
4
0)
]
4∗
+O(4∗)
}
. (A.1)
In order to work out the integral of
√
g(y), we also need
to specify all the expressions of y0(η), b1(η), b2(η), ∗(η),
etc. As we have explained in Sec. III, these quantities
can be expanded as follows
y0(η) ' y¯0 + y′0(η0) ln
(
y
y¯0
)
+
1
2
y′′0 (η0) ln
2
(
y
y¯0
)
,
b1(η) ' b1(η0) + b′1(η0) ln
(
y
y¯0
)
+
1
2
b′′1(η0) ln
2
(
y
y¯0
)
,
b2(η) ' b2(η0) + b′2(η0) ln
(
y
y¯0
)
+
1
2
b′′2(η0) ln
2
(
y
y¯0
)
,
∗(η) ' ∗(η0) + ′∗(η0) ln
(
y
y¯0
)
+
1
2
′′∗(η0) ln
2
(
y
y¯0
)
,
(A.2)
where a prime denotes the derivative with respect to
ln(−η). With the above expansions, √g(y) can be di-
vided into three parts, corresponding to the above three
expanding orders. More specifically, we have√
g(y) ' J0(y) + J1(y) + J2(y), (A.3)
where J0(y), J1(y), and J2(y) correspond to the contri-
butions from the zeroth, first, and second-order of the
above expansion. Introducing a new variable x ≡ y/y¯0,
we have
J0(y) ≡
√
1− x2
[
A1
x
+A2x+A3x
3
]
,
J1(y) ≡ lnx
x
√
1− x2
(
B1 +B2x
2 +B3x
4 +B4x
6
)
,
J2(y) ≡ ln
2 x
x (1− x2)3/2
(
C1 + C2x
2 + C3x
4 + C4x
6 + C5x
8
)
,
(A.4)
here
A1 = 1− 1
2
b¯1y¯
2
0 ¯
2
∗ −
1
8
b¯21y¯
4
0 ¯
4
∗ +
1
2
b¯2y¯
4
0 ¯
4
∗,
A2 = −1
4
b¯21y¯
4
0 ¯
4
∗ −
1
2
b¯1y¯
2
0 ¯
2
∗ +
1
2
b¯2y¯
4
0 ¯
4
∗,
A3 =
1
2
b¯2y¯
4
0 ¯
4
∗ −
1
8
b¯21y¯
4
0 ¯
4
∗, (A.5)
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B1 =
y¯′0
y¯0
+ ¯2∗
(
−b¯1H¯1y¯20 −
b¯′1y¯
2
0
2
− 3
2
b¯1y¯0y¯
′
0
)
+
¯4∗
8
(
− 4b¯21H¯1y¯40 − 2b¯1b¯′1y¯40 − 5b¯21y¯30 y¯′0
+ 16b¯2H¯1y¯
4
0 + 4b¯
′
2y¯
4
0 + 20b¯2y¯
3
0 y¯
′
0
)
,
B2 =
1
2
b¯1y¯0¯
2
∗y¯
′
0
− ¯
4
∗
4
(
2b¯21H¯1y¯
4
0 + b¯1y¯
4
0 b¯
′
1 + b¯
2
1y¯
3
0 y¯
′
0 + 2b¯2y¯
3
0 y¯
′
0
)
,
B3 = ¯
2
∗
(
b¯1H¯1y¯
2
0 +
1
2
y¯20 b¯
′
1
)
+
¯4∗
8
(
4b¯21H¯1y¯
4
0 + 2b¯1y¯
4
0 b¯
′
1 + 3b¯
2
1y¯
3
0 y¯
′
0 − 4b¯2y¯30 y¯′0
)
,
B4 =
¯4∗
4
(
2b¯21H¯1y¯
4
0 − 8b¯2H¯1y¯40 + b¯1y¯40 b¯′1 − 2b¯′2y¯40
)
,
(A.6)
and
C1 =
y¯′′0
2y¯0
+
¯2∗
4
(
− 4H¯1y¯20 b¯′1 − 12b¯1H¯1y¯0y¯′0 − 2b¯1H¯21 y¯20
− 2b¯1H¯2y¯20 − 6y¯0b¯′1y¯′0 − 6b¯1y¯′20
− y¯20 b¯′′1 − 3b¯1y¯0y¯′′0
)
,
C2 =
−y¯′20 − y¯0y¯′′0
2y¯20
+
¯2∗
4
(
4H¯1y¯
2
0 b¯
′
1 + 16b¯1H¯1y¯0y¯
′
0 + 2b¯1H¯
2
1 y¯
2
0
+ 2b¯1H¯2y¯
2
0 + 8y¯0b¯
′
1y¯
′
0 + 9b¯1y¯
′2
0
+ y¯20 b¯
′′
1 + 4b¯1y¯0y¯
′′
0
)
,
C3 =
¯2∗
4
(
4H¯1y¯
2
0 b¯
′
1 − 4b¯1H¯1y¯0y¯′0 + 2b¯1H¯21 y¯20 + 2b¯1H¯2y¯20
− 2y¯0b¯′1y¯′0 − b¯1y¯′20 + y¯20 b¯′′1 − b¯1y¯0y¯′′0
)
,
C4 =
¯2∗
4
(−4H¯1y¯20 b¯′1 − 2b¯1H¯21 y¯20 − 2b¯1H¯2y¯20 − y¯20 b¯′′1) ,
C5 = O(2∗)O(3). (A.7)
In the above, quantities with bars denote the ones eval-
uated at the turning point y¯0, and H1, H2, and H3 are
defined in Appendix C.
Correspondingly, the integral of
√
g(y) can also be di-
vided into three parts
∫ y¯0
y
√
g(y˜)dy˜ ' I0 + I2 + I3, (A.8)
and in the limit y → 0, we find
lim
y→0
I0(y) = −A1y¯0
(
1 + ln
y
2y¯0
)
+
5A2 + 2A3
15
y¯0,
lim
y→0
I1(y) = − y¯0
2
B1 ln
2 y
y¯0
− y¯0
24
B1
(
pi2 − 3 ln2 4)
+y¯0B2(ln 2− 1) + y¯0
9
B3(6 ln 2− 5)
+
2y¯0
225
B4(60 ln 2− 47),
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y→0
I2(y) = y¯0
{(
− 1
3
ln3
y
y¯0
+
ζ(3)
2
+
pi2 − pi2 ln 2
12
+
ln3 2
3
− ln2 2
)
C1
+
(
pi2
12
− ln2 2
)
C2
+
(
pi2
6
− 2− 2 ln2 2 + ln 4
)
C3
+
[
2
27
(
3pi2 − 41 + 42 ln 2− 36 ln2 2)]C4
+
(
4pi2
15
− 4288
1125
− 16
5
ln2 2 +
296 ln 2
75
)
C5
}
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(A.9)
Appendix B: Error control function H (ξ)
From the definition of the error control function, and
after some lengthy calculations, we find
H (ξ) =
5
36
{∫ y˜
y¯0
√
gˆ(y˜)dy˜
}−1 ∣∣∣y
y¯0
−
∫ y
y¯0
{
q
gˆ
− 5gˆ
′2
16gˆ3
+
gˆ′′
4gˆ2
}√
gˆdy.
(B.1)
In order to get the explicit expression of H (ξ), we still
use the expansions of (A.1) and (A.2). Thus, similar to
the expansion of
√
g(y), we can divide the error control
function into three parts,
H (ξ) 'H0(ξ) +H1(ξ) +H2(ξ), (B.2)
where H0(ξ), H1(ξ), and H2(ξ) correspond to the ze-
roth, first, and second order expansion of (A.2), respec-
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tively. After some tedious calculations, we find that
lim
y→0
H0(ξ) ' 1
6y¯0
− 7b¯1
12
y¯0
2
∗
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(
31b¯2
12
− 109
48
b¯21
)
y¯30
4
∗,
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y→0
H1(ξ) ' − y¯
′
0(23 + 12 ln 2)
72y¯20
+
1
144
(− 2b¯1H¯1y¯0 − 168b¯1H¯1y¯0 ln 2
+11b¯1y¯
′
0 − 84b¯1y¯′0 ln 2− b¯′1y¯0
−84b¯′1y¯0 ln 2
)
¯2∗
+
1
576
[
530b¯1b¯
′
1y¯
3
0 − 2616b¯1b¯′1y¯30 ln 2
+1060b¯21H¯1y¯
3
0 − 1392b¯2H¯1y¯30
−5232b¯21H¯1y¯30 ln 2 + 5952b¯2H¯1y¯30 ln 2
+1503b¯21y¯
2
0 y¯
′
0 − 1860b¯2y¯20 y¯′0
−3924b¯21y¯20 y¯′0 ln 2 + 4464b¯2y¯20 y¯′0 ln 2
−348b¯′2y¯30 + 1488b¯′2y¯30 ln 2
]
¯4∗,
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y→0
H2(ξ) ' O(3) +O(2)O(2∗). (B.3)
Appendix C: Slow roll expansion
This section presents the results of the slow roll ex-
pansions of background evolution in terms of the slow
roll parameters. We first consider the expansion given in
GR.
It is useful to get the exact expression of z′′(η)/z(η).
In the single scalar field slow roll inflation, z(η) depends
on the background equation and for the scalar pertur-
bations, we have zs(η) ≡ aφ˙/H, where φ represents the
scalar inflaton field and dot denotes the derivative with
respect to cosmic time t. For the tensor perturbations,
we have zt(η) = a(η). With these definitions we get
z′′(η)
z(η)
= 2a2H2
(
1 + +
3
2
δ1 + 2δ1 + 
2 +
1
2
δ2
)
,
(C.1)
a′′
a
= 2a2H2
(
1− 1
2

)
, (C.2)
where the slow-roll parameters are defined as
 ≡ − H˙
H2
=
1
2
(
φ˙
H
)2
, δn ≡ 1
Hnφ˙
dn+1φ
dtn+1
. (C.3)
Then, using H˙ = −φ˙2/2, we get
H¨
H3
= −2δ1,
...
H
H4
= −2δ2 − 2δ21 , (C.4)
and
˙
H
= 2δ1+ 2
2, (C.5)
δ˙1
H
= δ2 + δ1− δ21 , (C.6)
δ˙2
H
= δ3 + 2δ2 − δ2δ1. (C.7)
1. Expansion of the conformal time η and Hubble
parameter H
We also need to expand the conformal time η in
terms of the slow-roll parameters. From the relation
η =
∫
dt/a, we obtain,
η =
∫
dt
a
=
∫
da
a2H
= − 1
aH
(
1− H˙
H2
− H¨
H3
+
3H˙2
H4
−
...
H
H4
+
10H˙H¨
H5
− 15H˙
3
H6
)
−
∫ ( ....
H
a2H6
− 15
...
HH˙
a2H7
− 10H¨
2
a2H7
+
105H˙2H¨
a2H8
− 105H˙
4
a2H9
)
da. (C.8)
In the above expressions, we only calculated the quan-
tities to the third-order in the slow-roll approximation.
But in principle, we can expand η up to any order by
evaluating the integral in the last two lines of the above
expression. Combine all results obtained above, we get
η ' − 1
aH
(
1 + + 2δ1 + 3
2 + 2δ2
+2δ21 + 20
2δ1 + 15
3 +O(4)). (C.9)
For the Hubble parameter H(η), we can expand it
around the turning point y = y¯0 as
H(η) ' H(η0) + dH(η)
d ln(−η)
∣∣∣
η0
ln
(
y
y¯0
)
+
1
2
d2H(η)
d ln2(−η)
∣∣∣
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ln2
(
y
y¯0
)
+
1
6
d3H(η)
d ln3(−η)
∣∣∣
η0
ln3
(
y
y¯0
)
. (C.10)
Then, it is easy to get that
H1 ≡ 1
H
dH
d ln(−η) ' + 
2 + 22δ1 + 3
3,
H2 ≡ 1
H
d2H
d ln2(−η) ' −2δ1 − 6
2δ1 − 2 − 43,
H3 ≡ 1
H
d3H
d ln3(−η) ' 2δ1 + 2δ
2
1 + 3
3 + 82δ1.
(C.11)
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2. Expansion of νs(η) and νt(η)
Then, with the relations ν2s (η) = η
2z′′s /zs + 1/4 and
ν2t (η) = η
2a′′/a+ 1/4, we get
νs(η) ' 3
2
+ (2+ δ1) +
1
3
(−δ21 + δ2 + 14δ1+ 162)
+
1
9
(
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and
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2
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+
1
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(
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)
+O(4). (C.13)
Now we consider the expansion of νs(η) and νt(η) in
terms of ln
(
y
y¯0
)
, which are given by
νs(η) ' νs0 + ν¯s1 ln
(
y
y¯0
)
+
νs2
2
ln2
(
y
y¯0
)
,
νt(η) ' νt0 + νt1 ln
(
y
y¯0
)
+
νt2
2
ln2
(
y
y¯0
)
, (C.14)
where νs1 ≡ (dνs/d ln(−η))|η0 , νs2 ≡
(d2νs/d ln
2(−η))|η0 , νt1 ≡ (dνt/d ln(−η))|η0 , and
νt2 ≡ (d2νt/d ln2(−η))|η0 . After some tedious calcula-
tions, we obtain
dνs(η)
d ln(−η) ' −(4
2 + δ2 + 5δ1− δ21)
−(− δ1δ2 + 2
3
δ31 +
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δ2
+
121
3
δ1
2 +
76
3
3 + 3δ21
)
,(C.15)
d2νs(η)
d ln2(−η) ' 16
3 + 312δ1 + 7δ2 + 3δ
2
1 + δ3
−3δ1δ2 + 2δ31 , (C.16)
and
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d ln(−η) ' −(2δ1+ 2
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3
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δ21−
8
3
δ2, (C.17)
d2νt(η)
d ln2(−η) ' 8
3 + 142δ1 + 2δ
2
1 + 2δ2. (C.18)
It can be also shown that
d
d ln (−η) ' −(2
2 + 2δ1+ 2
3 + 2δ1
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d ln2(−η) ' 14δ1
2 + 83 + 2δ2 + 2δ1,
dδ1
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2
1 + δ2 + δ1
2 − δ21),
d2δ1
d ln2(−η) ' δ3 + 3δ2 − 3δ1δ2 + 3
2δ1 − δ21 + 2δ31 ,
dδ2
d ln(−η) ' −δ3 − 2δ2 + δ1δ2. (C.19)
Appendix D: Slow roll expansion of y0, b1, b2, ∗ and
their derivatives
First, we consider ∗(η), and it is easy to find that
d∗(η)
d ln(−η) =
1
M∗
dH(η)
d ln(−η) = ∗(η)H1(η), (D.1)
d2∗(η)
d ln2(−η) =
1
M∗
d2H(η)
d ln2(−η) = ∗(η)H2(η), (D.2)
d3∗(η)
d ln3(−η) =
1
M∗
d3H(η)
d ln3(−η) = ∗(η)H3(η). (D.3)
For b1(η) and b2(η) we have
b1(η) ' bˆ1(1− 2− 32 − 4δ1− 163
−4δ2− 28δ12 − 4δ21),
b2(η) ' bˆ2(1− 4− 22 − 203 − 8δ1
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Thus, we get
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d ln(−η) ' bˆ1(4δ1+ 4
2 + 28δ1
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.
(D.5)
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From (4.2) we find
y0 ' ν(η) + b1ν
3(η)
2
2∗ +
1
8
(7b21 − 4b2)ν5(η)4∗ +O(6∗). (D.6)
For the scalar perturbations, we obtain
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After some tedious calculations we also obtain
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and
d2ys0(η)
d ln2(−η) '
−27bˆ1
4
δ1
2
∗ +
243
(
7bˆ21 − 4bˆ2
)
32
(
2 − δ1
)
4∗

+(31δ1
2 + 3δ21+ 7δ2+ 2δ
3
1 − 3δ1δ2 + δ3 + 163). (D.9)
For the tensor perturbation, we have
yt0(η) '
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Finally, after some tedious calculations we get
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d ln(−η) '
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and
d2yt0(η)
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