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Abstract
This paper presents a study to understand
the issues related to using NLG to hu-
manise explanations from a popular in-
terpretable machine learning framework
called LIME. Our study shows that self-
reported rating of NLG explanation was
higher than that for a non-NLG expla-
nation. However, when tested for com-
prehension, the results were not as clear-
cut showing the need for performing more
studies to uncover the factors responsible
for high-quality NLG explanations.
1 Introduction
Machine Learning (ML) models are making ever
greater numbers of decisions that affect user’s
lives. Many of these models are not interpretable
and cannot be readily understood by the average
person. This non-interpretability reduces user’s
acceptance of the models and their ability to make
informed decisions, such as challenging an incor-
rect decision. Recently interpretable ML has been
becoming an increasingly important field in ML
(Chakraborty et al., 2017).
In this paper, we describe a small explanation
system, where a Deep Neural Network is used
to make a decision in the area of credit. Then
an explanation of this decision is generated us-
ing the popular ML explanation framework LIME
(Ribeiro et al., 2016). The explanation generated
by LIME is only a list of features and their impor-
tance to the decision. The experiment in this pa-
per compares people’s understanding of this LIME
explanation against an NLG interpretation of the
same data, to test if NLG generates more inter-
pretable explanations of ML decisions than unin-
terpreted output.
2 Related work - models & explanations
The number of decisions made by Machine Learn-
ing (ML) is increasing rapidly, due to the improve-
ment in techniques, an increase in available data
and the use of the Internet. Many of these ML de-
cision models are black boxes (BB) whose work-
ings cannot be easily understood. It has become
essential that these ML decision models become
interpretable for both deployers of BB models to
be certain that they are working correctly and for
consumers to trust that the BB are making correct
decisions about them, and are doing so in a fair and
accountable way. Recent changes in Data Protec-
tion laws, such as the E.U.’s GDPR have increased
discussion about the ‘right to explanation’ about
ML decisions. Because of these factors, the field
of Interpretable ML has become increasingly im-
portant.
With the rapid growth of Interpretable ML
a number of surveys of the field have been
published recently. Biran and Cotton (2017)
briefly survey the whole field of interpretable ML,
whereas Chakraborty et al. (2017) take a narrower
view only describing interpretable deep learning.
Guidotti et al. (2018b) have a wide-ranging sur-
vey of the field of interpretable ML, while Ab-
dul et al. (2018) survey the field of explanation
through time, and how the field has evolved.
Interpretable Ml requires a solid, agreed defini-
tion of what ‘Interpretability’ is.‘Interpretability’
according to Lipton (2016) is important but has no
agreed definition concerning machine learning, in
this paper we use the definition of interpretabil-
ity from Guidotti et al. (2018b) that interpretabil-
ity is the extent to which a person can understand
a model and its predictions. Lipton states that an
interpretable model is necessary when the output
of the system (typically predictive performance) is
mismatched with what is wanted in the real world
outside of the model, e.g. fairness or accountabil-
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ity.
It has been noted in some surveys that cognitive
science is under represented in explaining ML, a
good understanding of how people interact with
and understand ML is essential in making ML in-
terpretable. Both people and machines understand
the world by using models.
People use mental models to understand the
world, these are conceptual in nature and are a
simplify the part of the world being modelled
to form the most parsimonious representation of
the world possible (Johnson-Laird, 2010). Men-
tal models struggle to represent modern ML de-
cision models well because these decision models
are mathematical (rather than conceptual) in na-
ture and the decision models are too large for the
mental model to contain all of the details of the
decision model simultaneously.
The lack of understanding of the ML decision
model by the users mental model is represented by
a gap between the models in (Martens and Provost,
2014) . The more significant the difference be-
tween the two models, the lower the understand-
ing of the mental model is and the larger gap be-
tween the models is. Martens and Provost (2014)
propose that the mental models understanding of
the decision model can be increased by providing
explanations of the decision model, these expla-
nations cause change in the mental model mak-
ing it more similar to the decision model, increas-
ing understanding and reducing the gap between
them. Keil (2006) states explanations while ca-
pable of causing change in models are not mod-
els themselves but are shallower containing less
information. Moreover, that a successful expla-
nation that increases the recipients understand-
ing.Hoffman and Klein (2017) state that a success-
ful explanation can be used by people to perform
causal reasoning, this enables them to understand
current and past events, and predict future events,
often using minimal amounts of information.
Many new tools for explaining ML decision
models are becoming available these are of two
types. The first are Decompositions that decom-
pose the BB model into its constituent parts and
generate an explanation from them, an example of
this technique is the Layer-wise Relevance Prop-
agation described in (Montavon et al., 2017) ,
these explanation techniques have the advantages
of the explanation being generated directly from
the decision model, but are not transferable from
one decision model type to another. The second
Model-agnostic or Pedagogic techniques use the
BB model as an oracle to train a new interpretable
model which have the advantage of being able
to be used on any type BB model but have the
disadvantage on explaining a proxy for the deci-
sion model rather than the decision model itself.
Examples of these model-agnostic techniques are
LIME (Ribeiro et al., 2016) and LORE (Guidotti
et al., 2018a). The outputs of these techniques are
claimed to be interpretable, but the interpretability
of these techniques are not evaluated.
It is necessary to have to evaluate the effective-
ness of explanations for users, to see which ex-
planations are best. Lipton (2016) states that a
claim of post-hoc interpretability should be clearly
stated and provide evidence that the interpretabil-
ity achieves it. Doshi-Velez and Kim (2017) pro-
vide guidelines for evaluating interpretability, and
how to report findings of interpretability.
3 Explanation System
The system to create explanations for an ML deci-
sion, was a pipeline, starting with the data which
was preprocessed and used to train the decision
model. Then LIME was used to create a non-NLG
explanation. Finally, the LIME output was used to
create the NLG explanation, using a standard NLG
pipeline as described by Reiter and Dale (1997).
3.1 Data
Because people are familiar with, and accepting
of, credit applications being made by machines,
the credit domain was chosen for creating expla-
nations. The experiment used the German credit
dataset; a publicly available (in the UCI data
repository) anonymised dataset commonly used
for creating machine learning models (Dheeru and
Karra Taniskidou, 2017).
Because the dataset in over 20 years old, some
attributes were removed for being irrelevant, due
to their age. Some attributes were removed for be-
ing personal information. Because this dataset was
also used with non-Deep Learning decision mod-
els attributes that did not correlate strongly with
the output class or that were dependent on or cor-
related with each other attributes were removed.
Despite this not being essential for Deep Learning
models.
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Figure 1: Non-NLG explanation
An automated explanation tool has been used to create the explanation below. It shows the influence
each variable’s value had on the algorithm. Positive numbers show the variable’s value influenced
the algorithm to give credit, negative numbers to refuse credit.
Input variable Value Influence on the decision
current account in debit -0.4091315961509456
assets none known -0.16429229114114663
savings account less than 100 -0.1519065430658803
housing free 0.08866542959656763
duration 24 -0.07703124519323554
credit history delayed payments 0.06072233355420254
other credit none 0.039698419547181805
credit value 4870 -0.03375140928142564
purpose car(new) 0.0075587254522344096
3.2 Decision Model
A Deep Learning Neural Net was used as the
classifier, because this type of model net is com-
monly used in credit decisions, and is a black
box that is not interpretable without the use of
an explanation tool. The model was imple-
mented using the python scikit library, using the
sklearn.neural network.MLPClassifier using three
hidden layers (Pedregosa et al., 2011). Before
training the model, the first fifty instances were re-
moved from the dataset to create a set of instances
to be explained later, that the classifier had never
seen. The remaining instances were used to train
the classifier, by use of cross fold validation.
The classifier had an accuracy of 0.737, a preci-
sion of 0.781, a recall of 0.887 and an f-measure
of 0.887.
3.3 LIME
LIME is a model-agnostic (or pedagogic) expla-
nation module created by Ribeiro et al. (2016)
that can give an explanation of the decisions of
any black box classifier. The key intuition behind
LIME is that a complex global decision boundary
can be approximated to a linear model locally to
the instance being explained.
LIME takes the instance to be explained, sam-
ples and weights instances close to it. Then uses
the black box classifier as an oracle to relabel these
local instances and generate a local linear model
from them. The output of LIME is a list of tuples
of attributes of the instance with a numeric im-
portance value. The non-NLG explanation is the
LIME output converted from an array of tuples to
a table (Ribeiro et al., 2016). The non-NLG expla-
nation is shown in figure 1 .
3.4 NLG
The NLG explanation is a textual interpretation
generated using the values from the LIME expla-
nation, using the NLG pipeline (Reiter and Dale,
1997). A template approach was used for the doc-
ument planning and microplanning, this produced
an ordered set of sentences. The ordering of the
sentences was decided by describing the attributes
from the most influential to the least, according to
the ranking from LIME explainer.
In order to make the differences in understand-
ing between the non-NLG and NLG explanations,
only due to the presentation of the explanation,
both the non-NLG and NLG explanations used all
the attributes.
The sentences are realised and then formed into
paragraphs by using SimpleNLG (Gatt and Reiter,
2009). The NLG explanation is shown in Figure 2
.
4 Experiment
An experiment was conducted to test if NLG
or non-NLG explanations of algorithmic decision
making are better at improving the understanding
of their recipients. Participants were shown either
NLG or non-NLG explanations, and then asked
how well they understood the decision, while also
asking questions that test specific parts of their un-
derstanding of the decision.
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Figure 2: NLG explanation
An automated explanation tool has been used to
create the explanation below. It shows the influ-
ence each variable had on the decision to give or
refuse credit.
The decision reached by the algorithm is to refuse
credit. The explanation tool has examined the
values of the input variables. Their total influ-
ence on the algorithm was 81.0% to refuse credit,
versus 19.0% to give credit.
The single greatest contribution to the deci-
sion is from the variable ‘current account’ with
the value of ‘in debit’ this produced 40% of
the whole decision, influencing the algorithm to
refuse credit. Other important variables were
‘assets’ with the value ‘none’ and ‘savings ac-
count’ with the value ‘less than 100’, these influ-
enced a decision to refuse credit.
Minor influences on the algorithm to refuse credit
were ‘duration’ with the value ‘24’ and ‘credit
value’ with the value ‘4870’. Minor influences on
the algorithm to give credit were ‘housing’ with
the value ‘free’, ‘credit history’ with the value
‘delayed payment’, ‘other credit’ with the value
‘none’ and ‘purpose’ with the value ‘car (new)’.
The experiment was conducted as an unsuper-
vised web survey. 39 participants were recruited
via social media and were split into two groups
for a between groups study.
One group saw the non-NLG explanation (Ta-
bles 1), and the other saw the NLG interpretation
(Table 2). There were 16 participants in the non-
NLG group, and 23 participants in the NLG group.
The reason for the imbalance in the groups was an
error in the software used to run the experiment,
that distributed the groups unevenly. Both groups
were then asked the same questions.
The null hypothesis for this experiment is that
‘There is no difference between the groups receiv-
ing the NLG and non-NLG explanations’.
Ethical approval for the experiment was granted
by the University of Aberdeen Physical Sciences
and Engineering Ethics Board.
4.1 The Data Instance Explained
The type of decision that people will most want
likely to want an explanation of, is a negative de-
cision against the person, where they feel that their
data merits a positive decision. To simulate this an
instance was selected from the explanation set that
was classified by the decision model as negative,
but where in the decision set it was positive.
To keep the experiment time for the participants
to around 10 minutes, the participants were tested
on only one example.
4.2 Questions
The questions asked of the participants were of
two types: Questions where the participants self-
reported: the ease of reading (Q1), if they under-
stood the decision (Q6) and if they would trust a
decision with this explanation (Q7). Also, ques-
tions that tested the participants understanding of
the explanation, by asking them which variable
was the most important (Q2), which variables had
a positive influence (Q3) or a negative influence
(Q4) on the decision, or if the decision was close
(Q5). The number of questions that test under-
standing was few, because of an aim to have the
participants finish the experiment in around ten
minutes. Both groups saw the same questions.
4.3 Demographic Information
The gender profile of the experiment skewed heav-
ily towards males with of the 31 of the 39 partic-
ipants, reporting as ‘male’. The education profile
of the experiment skewed towards the highly ed-
ucated with only 4 participants not reporting as
having at least a Bachelor’s degree and 19 of 39
participants having at least a Master’s degree.
5 Results
The results are shown in Table 1.
The participants self-reported understanding
was significantly higher for the NLG group than
for the non-NLG group. For the questions that
tested the comprehension of the decision: For
Q2‘Most influential variable’ there is no signifi-
cant difference between the groups. For Q3 & Q4
‘Positive and negative variables’, the non-NLG ex-
planation group performed best, but only signifi-
cantly better for Q3. A learning effect between Q3
and Q4 cannot be ruled out. For Q5 ‘Decision is
close’ the NLG explanation group performed sig-
nificantly better.
Both groups of participants reported that they
would trust a decision reached by the algorithm
more if it came with the explanation provided(Q7).
There was no significant difference between the
groups. There was no significant difference be-
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Table 1: Table of Questions & Results
Q# Question Answer Type Test non-NLG NLG p
1 Ease of reading 5 point Likert Mann 3.13 (1.586) 3.96 (1.186) 0.399
Whitney
2 Most influential select one χ2 0.81 (0.403) 0.91 (0.288) 0.622
variable
3 Positive variables select all χ2 0.90 (0.303) 0.64 (0.482) p<0.0001
that apply
4 Negative Variables select all χ2 0.93 (0.262) 0.83 (0.374) 0.113
that apply
5 Decision is close 5 point Likert* Mann 2.00 (0.765) 1.30 (1.033) 0.037
Whitney
6 Understanding 5 point Likert Mann 3.63(1.204) 4.35 (0.885) 0.043
Whitney
7 Trust 5 point Likert Mann 4.06(1.181) 4.35 (0.935) 0.471
Whitney
* For this question the correct answer is 1 (Disagree Strongly). This means that unlike for other questions
where high mean values are good, low mean values are good.
tween the groups for the ease of reading of the ex-
planation and interpretation (Q1).
6 Discussion & further work
The group receiving the NLG explanation had a
significantly greater self-reported understanding
of the decision, compared to the non-NLG group.
However, this was not clearly shown by the an-
swers to the comprehension questions, with the
explanations performing better for different ques-
tions.
The questions need to be improved, to be more
precise and independent of each other. A good
explanation would allow the participant to reason
about the causes of the decision. However, the
current questions do not test if the participants
can use causal reasoning on the explanation well
enough. Because Q2, Q3 and Q4 ask the partic-
ipants to identify causes but not to reason about
them. While Q5 does ask the participants to use
causal reasoning more, a better example of a ques-
tion to ask is ‘should this decision be challenged
?’, answering this would demonstrate if the ex-
planation of the decision has given the participant
enough understanding to reason about the deci-
sion.
The NLG treatment of the explanation needs
improvement, the current text to be as similar to
the non-NLG explanation as possible, mentions
every variable. This overloads the participant
with too much information. The NLG should be
changed to only mention those variables that are
important causes of the decision.
Because there is only one decision explained in
this experiment there is a risk that the results of
this experiment will not generalise to other deci-
sions, further work should include more than one
decision. The experiment should include other
types of decision models such as Decision Trees.
Also, the experiment should be extended to other
types of explanations such as case-based or coun-
terfactual explanations.
7 Conclusions
This paper is a scoping study into a method for
evaluating explanations.
The NLG explanation produced a higher self-
reported understanding than non-NLG explana-
tion. However, this was not supported by testing
the comprehension of participants understanding.
Further work is required to produce questions that
give a better test of the participants understanding
and that make the participants use causal reason-
ing.
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