In this paper, we prove that the concepts of cocyclic Hadamard matrix and Hadamard group are equivalent. A general procedure for constructing Hadamard groups and classifying such groups on the basis of isomorphism type is given. To illustrate the ideas, cocyclic Hadamard matrices over dihedral groups are constructed and the corresponding Hadamard groups classified.
INTRODUCTION w x
In 10 , Ito defines the concept of Hadamard group. Such a group is Ž . Ä 4 necessarily a central extension of ‫ޚ‬ s y1, 1 by a group of order 2 divisible by 4. The equivalence class of an extension E of ‫ޚ‬ by a finite 2 group G corresponds uniquely to a 2-cocycle class in the second cohomol-2 Ž . ogy group H G,‫ޚ‬ . A 2-cocycle : G = G ª ‫ޚ‬ is naturally displayed 2 2 as a cocyclic matrix, that is, a square matrix whose rows and columns are indexed by the elements of G under some ordering, and whose entry in Ž . Ž . position g, h is g, h . We will show that E is a Hadamard group precisely when any cocyclic matrix associated with some element in the 2-cohomology class corresponding to E is Hadamard.
The connection between cohomology theory and Hadamard matrices afforded by cocyclic matrices was introduced by de Launey and Horadam w x Ž w x. w x in 3 see also 7 , as a way of studying combinatorial designs. In 9 it is shown that the following concepts are equivalent: cocyclic Hadamard matrix, normal relative difference set in an extension of ‫ޚ‬ , and group 2 divisible design whose automorphism group contains an extension of ‫ޚ‬ as 2 Ž a regular subgroup, with ‫ޚ‬ the stabiliser of each point class the latter two . objects have restrictions on their significant parameters . In Ito's terminology, the extension in this equivalence is a Hadamard group, the normal relative difference set is precisely a Hadamard subset of a Hadamard group, and the group divisible design is a Hadamard design. These facts are not evident from the definitions alone, but certainly follow from the equivalence of Hadamard groups and cocyclic Hadamard matrices that we Ž w x . will demonstrate see 9, Theorem 3. 6 . Ž . Hadamard groups that are split extensions direct products of ‫ޚ‬ are 2 w x used to study Menon᎐Hadamard difference sets in 11 ; the corresponding cocyclic matrices are normalised group de¨eloped matrices, that is, are associated with coboundaries. One of the main aims of this paper is to broaden the general theory of cocyclic matrices and show how it can be applied in the construction and classification of Hadamard groups.
In Section 2 we set up some cohomological machinery, some of which is very standard. The concepts of cocyclic Hadamard matrix and Hadamard group are proved equivalent in Section 3. Section 4 focuses on two important ideas used in our study of Hadamard groups and cocyclic Hadamard matrices. First, we outline a systematic method for constructing Ž . equivalence classes of central extensions with given quotient and kernel. Second, we show how information about the automorphism groups of quotient and kernel, particularly about their action on the relevant second cohomology group, can be used to classify central extensions by so-called w x basic isomorphism type. In Section 5 we translate some results in 10 to derive nonexistence conditions for cocyclic Hadamard matrices developed over finite cyclic, dicyclic, and dihedral groups. Finally, we provide in Section 6 an application of the theory previously established. We will see in Section 6 that dihedral groups of order divisible by 4 provide a rich Ž . source of cocyclic Hadamard matrices and thus by extension of Hadamard w x groups. This work parallels independent work by Ito 12 on Hadamard groups of ''type Q.''
COHOMOLOGICAL PRELIMINARIES
In this section we review some cohomology theory, leading up to a definition of the second cohomology group as a module for a subgroup of a direct product of two automorphism groups. This module action is especially relevant to the study of Hadamard groups and cocyclic Hadamard matrices.
Cocyclic matrices can be classified according to cohomological equivalence of the underlying 2-cocycles. Hadamard groups can be classified according to isomorphism type. A finer classification results if one regards two Hadamard groups as equivalent whenever there is an isomorphism between them that respects the distinguished central subgroups of order 2. w x This is the notion of equivalence used in 14 and will be referred to in this paper as basic isomorphism. As will be shown, determining orbits in the relevant second cohomology group under the action referred to above is essentially a classification by basic isomorphism type of all Hadamard groups with specified quotient modulo distinguished ‫ޚ‬ . At the end of this 2 section, we make some comments about the inadequacy of this approach in solving the coarser classification problem.
Of course, cocyclic Hadamard matrices can be classified by Hadamard equivalence, that is, equality modulo permutation and negation of rows and columns. Determining orbits in the second cohomology group accounts for some but by no means all Hadamard equivalences. We will not consider in any detail the problem of classifying cocyclic Hadamard matrices by Hadamard equivalence type.
w The material presented next is drawn mainly from 18, Sect. 4, pp.
x 66᎐71 . We begin by discussing the theory of extensions with not necessarily abelian kernel.
Let G and K be groups, written multiplicatively in the former case and additively in the latter, although we do not assume that K is abelian. The convention is that automorphisms of K act on the right and are written as Ž . superscripts. Suppose : G ª Aut K and : G = G ª K are set maps satisfying Ž . z x, yz q y, z s xy, z q x, y 1 for all x, y, z g G, where k denotes the inner automorphism of K induced Ž . by k g K. For each such pair , we have the associated canonical extension
is the group consisting of all pairs x, k , x g G,
k g K, with multiplication defined by
Ž .
The second and third maps in the short exact sequence are inclusion :
In general, an extension of K by G is a short exact sequence 0 ª K ª Ž . E ª G ª 1 of groups; K or more properly its image in E is the kernel of the extension and G the quotient. The middle group E is sometimes informally referred to as an extension of K by G. We will denote the second and third maps in the sequence by and , respectively; when Ž . EsE for some , , it is to be understood that and are defined 
for all u g U and g g G. The set of all compatible pairs for forms a Ž .
we have induced automorphisms of U and
where : G ª U is a normalised 1-cochain giving rise to the 2-coboundary
The proof of the following result proceeds directly from the Ž w Ž . U x. definitions cf. 18, 4. 1 .
, the set maps defined by the assignments
are mutually in¨erse, and so there is a one-to-one correspondence between Ž . Žw x. N U and C .
AutŽ E . CompŽ . Suppose that 0 ª U ª E ª G ª 1 and 0 ª U ª E ª G ª 1 are ex- 1 2 tensions of U by G with coupling , and : E ª E is an isomorphism. 1 2 We say that leaves U invariant if U s U. Of course, an equiva- isomorphism of U onto U , let be the composite of natural projection 1 2 E ª E r U and an isomorphism of ErU onto ErU , and set G s ErU . Then 0 ª U ª E ª G ª 1 and 0 ª U ª E ª G ª 1 are inequivalent, 1 1 and the cocycle classes corresponding to their equivalence classes lie in 
as in 2 , we observe that g, h s 1 if and
Then for fixed h g G_ 1 , and since is one-to- 
is defined as follows:
T former case, interchanging the jth and kth columns of H E produces a matrix with the same jth and kth columns as M. In the latter case, Ž . T interchanging the jth and kth columns of H E after multiplication of those columns by y1 produces a matrix with the same jth and kth columns as M. These observations imply the following result.
Ž . T PROPOSITION 3.6. In the notation abo¨e, H E is Hadamard equi¨alent to M.
Proposition 3.6 reflects a certain duality of matching definitions in the combinatorial design theory associated with cocyclic Hadamard matrices w x and Hadamard groups. This is described fully in 9 .
w x We now note some other constructions and results in 10 that can be expressed efficiently in terms of cocyclic matrices.
Suppose G and G are groups acting trivially on U, the latter now being
The use of notation here is suggestive: a cocyclic matrix associated with Ž . mD is the tensor Kronecker product of cocyclic matrices associated with and D. The assignment A Hadamard group E splits over its distinguished central subgroup of order 2 if and only if an associated cocyclic matrix is Hadamard equivalent Ž to a group developed matrix. A matrix of the latter type is regular it has . the same number of occurrences of 1 in every row , and consequently has w x side a perfect square. This yields Proposition 5 of 10 . The order restricw x tion in Proposition 2 of 10 could be deduced from an associated cocyclic matrix; as is very well known, a Hadamard matrix has side 1, 2, or a multiple of 4. This restriction has been incorporated into the definitions of Hadamard group and cocyclic Hadamard matrix, where the trivial cases have been ignored for convenience. w x Propositions 6 and 7 of 10 place restrictions on the type of Sylow 2-subgroup that a Hadamard group can have. Consequences of the restrictions for cocyclic Hadamard matrices have been previously observed; we examine these in Section 5.
CONSTRUCTION OF HADAMARD GROUPS
By the correspondence established in Theorem 3.5, we may consider that a Hadamard group is known once a corresponding cocyclic Hadamard matrix has been determined. Throughout this paper, ''construction'' of Hadamard groups will be interpreted in this sense. Certainly, it is not difficult to write down a presentation for a central extension from presentations of its kernel and quotient, if we have a cocyclic matrix associated with an element in the corresponding 2-cohomology class.
Let G be a finite group. As remarked earlier, basic isomorphism between central extensions of ‫ޚ‬ by G defines a natural equivalence 2 relation on the set of all Hadamard groups with specified quotient G modulo ‫ޚ‬ . In this section we give a procedure for constructing a repre-2 sentative from each basic isomorphism class.
Suppose that G acts trivially on the finitely generated abelian group U. 2 Ž . An explicit universal coefficient theorem decomposition of H G,U is w x described in 4 . This decomposition is dependent on the choice of a presentation FrR of G, and consequent choices of ''Schur complement'' 
Having made the necessary definitions, we now state our universal coefficient theorem decomposition: . of cocyclic matrices. If g Ext GrG , U , then a cocyclic matrix associw x ated with the representative inf of inf is obtained as the tensor < X < < X < product of a cocyclic matrix associated with and the G = G all 1s matrix. To obtain a cocyclic matrix associated with , first write GrG X s C = иии = C , where the C are cyclic groups. Then the required cocyclic be written down from first principles. In all applications to cocyclic matrices so far studied, has been derived by hand. Given this, the Ž . Ž . method for determining elements of im inf discussed above, and 5 , we are able to calculate a full set of representative cocyclic matrices for the 2 
Ž . elements of H G,U .
A problem which then naturally arises is classifying, by isomorphism type, the central extensions of U by G so constructed. That is, we seek to 2 For the example studied in Section 6, it will be seen that the action of 
In this case, by 6 , E is as large as possible: E s G U . 
Ž . Proof. Proceeding from 6 , the method of proof is similar to that of w x Lemma 4.1 in 4 .
In fact, more is true, as i of the next lemma shows.
Proof. Both parts depend on the observation that Setting s 2 m q 1, s 2 n q 1, we see that the second of these 4 2 Ž . Ž . identities may be rewritten as m y n s m q n q 1 . But this con- 1 3 tradicts the fact that precisely one of m y n or m q n q 1 is even. Hence orthogonal cocycles developed over ‫ޚ‬ = ‫ޚ‬ are coboundaries and possibly 
Ž . Ž .
We proceed to describe explicitly representatives for the elements of 2 
. So i and ii follow from 8 .
For t s 1, the partition is Ž .
Ž .
tains an orthogonal cocycle, then 1 F t F 8, and A, B, K s 1, y1, y1 for 1 F t F 11 . In turn, as we will see, this implies that Q for 1 F t F 11 is a Hadamard A, B, K s 1, 1, 1 or y1, 1, 1 for t ) 1 when . t s 1, there is a single orthogonal cocycle in each of these classes . In fact, for t odd, existence of orthogonal cocycles in these classes is possible only Ž . when t is the sum of two squares see Proposition 6.6 . We conclude this section with some remarks about development over
w x Cocyclic Hadamard matrices developed over G are described in 1 . We classify by isomorphism type the extensions of ‫ޚ‬ by G, and use this 2 2 Ž . information to show that certain elements of H G,‫ޚ‬ cannot contain 2 orthogonal cocycles.
if and only if E ( E , and the isomorphism classes of extensions of ‫ޚ‬ by D 2 G are in one-to-one correspondence with the isomorphism classes of extensions of ‫ޚ‬ by ‫ޚ‬ Ž2.
. The latter classes are essentially determined in 2 2 Proposition 5.7, and the isomorphism types for each class are given in w x 2 Ž . Proof. This result follows from Proposition 5.7, Table 2 , and Proposiw x tion 6 of 10 . w x Proposition 5.9 is verified directly in 8 . Note, however, that the transw x gression variable K used here differs from that used in 8 ; this amounts Ž . essentially to different choices of Schur complement in 5 .
COCYCLIC HADAMARD MATRICES DEVELOPED OVER D 4 t
In this section we continue the analysis of development over D begun 4 t in the previous section, carrying over the notation used there. The first result shows that we have already obtained a classification by isomorphism type of the extensions of ‫ޚ‬ by D . The Central Extensions of ‫ޚ‬ by ‫ޚ‬ = ‫ޚ‬ , t Odd 
Now suppose that t is even. We cannot have E ( E , since
these two extensions have nonisomorphic Sylow 2-subgroups. For in the first extension, a Sylow 2-subgroup has derived quotient ‫ޚ‬ = ‫ޚ‬ , but in 2 4 the second that quotient is ‫ޚ‬ Ž3. , as we may see from the presentations 2 given after 1, y1, 1 , 1, y1, y1 , y1, 1, 1 , and y1, y1, y1 this last class appli-. cable only for even t . A full classification entails testing all cocycles in each of the stated classes until an orthogonal one is found. For a given value of t, the corresponding Hadamard groups of this kind are classified according to isomorphism, by Theorem 6.1.
We will not attempt a full classification here. Instead, we search for orthogonal cocycles in classes for which the associated cocyclic matrices have a comparatively simple block structure. where M and N are 2 t = 2 t back circulant matrices and C is the back 2 t circulant 2 t = 2 t permutation matrix with first row . 1 0 0 0 иии 0 That is, postmultiplication of an n = n matrix by C fixes its first column n and reverses the order of its columns 2 through 2 t. Ž A back circulant matrix is symmetric hence C is self-inverse, since n . permutation matrices are orthogonal ; however, a forward circulant matrix is not necessarily symmetric. 
Ž .
ii The product of two forward circulant matrices is forward circulant, and the product of two back circulant matrices is forward circulant.
w x Proof. i This is well known. See 20, pp. 153᎐154 : an n = n forward circulant matrix is a polynomial in C , the matrix of multiplicative order n n obtained by reversing the order of the columns of C . Therefore two n matrices of this type commute.
ii The product of two polynomials in C is also a polynomial in C , n n hence forward circulant. Premultiplication or postmultiplication of an n = n back circulant matrix by C produces a forward circulant matrix. y1, 1 , 1, y1, y1 , y1, 1, 1 , and y1, 1, y1 , excluding the last case Ž . Ž . Ž . when t is odd. The matrices for A, B, K s 1, y1, 1 and 1, y1, y1 possess the most tractable block structure, and we deal with these cases only from now on.
The search space for matrices M and N as in Proposition 6.5 increases exponentially in size with t. However, some further simple matrix algebra may be used to reduce the number of tests which need to be applied to a pair of candidates chosen from the search space. We devote the rest of this section to recasting the search problems in this way. 
2 which is the t q i th entry in the first row of M . This shows that each of the forward circulant matrices M 2 and N 2 is completely determined by the first t q 1 entries in its first row. Our requirement has therefore been modified to: A procedure written in the algebraic computer system MAGMA has been used to search for such pairs of 2 t-tuples. The procedure breaks as soon as a suitable pair is found; otherwise a message is printed that no cocyclic Hadamard matrices of this kind exist. Results for 2 F t F 8 are given in Table 3 . Hence 4 t is the sum of two even squares, so that t is the sum of two squares. A, B, K s 1, y1, y1 is slightly more complicated. From now on, M and N are 2 t = 2 t matrices of the type Ž . specified in Proposition 6.5 ii . For 1 F i F 2 t, let W be the 2 t = 2 t i diagonal matrix whose main diagonal is , 1 1 иии 1 y1 иии y1 where in moving from the second to the third line we employed Lemma Ž . Ž . 6. 8 . This proves i . The proof of ii proceeds similarly. 2 t-tuples with first entry 1 . Table 4 provides examples of cocyclic Hadamard matrices in this case. For each value of t, the full matrix M or N is obtained by writing down the back circulant matrix specified by the stated first row, and then forming the entrywise product of this with the 2 t = 2 t back negacyclic matrix. Ž . dicyclic and conjectures that, for all t G 1, G t is a Hadamard group. In this section we have verified the conjecture for 1 F t F 11.
Ž . Ž . The analysis in the case
Finally, it is interesting to note that a dicyclic but never a dihedral group can be a Hadamard group; whereas a dihedral but never a dicyclic group Ž . with order 4 Sylow 2-subgroup can arise as the quotient modulo distinguished ‫ޚ‬ of a Hadamard group. 2 
