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Abstract
Several authors considered abelian groups, which can be represented as dual groups, see [P.C. Eklof,
A.H. Mekler, Almost Free Modules—Set-Theoretic Methods, rev. ed., North-Holland Math. Library, North-
Holland, 2002; R. Göbel, J. Trlifaj, Approximation Theory and Endomorphism Algebras, Walter de Gruyter,
Berlin, 2005] for references. Recall that dual modules are those of the form G∗ = HomR(G,R). We will
work in the category of R-modules, over countable PIDs with a multiplicatively closed subset S such that R
is Hausdorff in its natural S-topology. Using Martin’s Axiom (MA), we represent a large class of modules
which are submodules of P = Rω as dual modules. Martin’s Axiom is mainly used to reduce the problem
of solving infinite systems of linear equations over R to the finite one (see Step Lemma 4.10). An analysis
in Section 4 will show that being a dual module of a submodule H ⊆ P requires two necessary conditions
(Definition 4.7); we will say that H is admissible in this case. Conversely we will show (Theorem 4.13)
that under (MA) and negation of (CH) precisely these modules (of size < 2ℵ0 ) are dual modules of pure
modules G sandwiched between R(ω) and its S-adic closure in P . In the last section of the paper we
strengthen this result by the additional demand that the endomorphism ring of G is ‘minimal,’ hence G
becomes also essentially rigid.
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Several authors [2,3,8] considered R-modules H , which can be represented as dual modules
G∗ = HomR(G,R). Here, we will concentrate on the problem of identifying dual modules of
R-modules (R a countable domain containing a multiplicatively closed subset S suitable for
defining a linear Hausdorff topology). In fact, we will search for dual modules H that are sub-
modules of P = Rω. Assuming Martin’s Axiom (MA) we will give a complete characterization
of dual modules H ⊆∗ D with |H | < 2ℵ0 where D is the S-adic closure of R(ω) in Rω (see
Theorem 4.13).
In the last section of this paper we will search for modules G which G ∼= H ∗ as above sat-
isfying the additional demand on the endomorphism ring of G to be ‘minimal’ in the sense that
End(G) = R ⊕ Fin(G). Using similar arguments as in Section 4 we will show that both require-
ments can be established simultaneously. It also will become clear that (MA) is used to reduce
infinite systems of linear equations to finite ones which then can be solved by refined methods
from linear algebra. This also explains why Problem 12 in [4, Section Open Problems, Dual
Groups] remains a challenging open question in ZFC.
2. Basic notions and definitions
Throughout this paper, we assume that R is a countable principal ideal domain with 1 con-
taining a multiplicatively closed subset S = {si | i < ω} such that s0 = 1 is the only unit in S,
S−1R = Q, and R satisfies ⋂s∈S sR = 0 and let {qn | n < ω} be defined by qn =∏in si . Note,
that S−1R = Q where Q is the quotient field of R implies that S-pure as well as S-torsion-free
coincide with the standard notions for purity and torsion-freeness. By Lemma 4.9 and Exam-
ple 4.11 we will see that Q being the quotient field of R is also necessary.
We now recall some known definitions and results. Let S :=⊕l<ω Rel and P :=∏l<ω Rel .
The S-adic closure of S in P is D := S = Ŝ ∩ P , where Ŝ is the S-adic completion of S. For
elements g,h ∈ P with g = ∑l<ω glel and h = ∑l<ω hlel respectively, we define g  n =∑
l<n glel , the support of g by [g] := {l < ω | gl 	= 0}, and the branching point br(g,h) of g
and h to be the minimal n < ω such that g  n = h  n but gn 	= hn. An R-module G is said to be
separable if any finite rank pure submodule of G is a free direct summand of G (see [6] for more
details). Let P be separable and let U ⊆∗ P then U is separable again—an easy consequence of
the modular law.
We recall the notion of Martin’s Axiom (see [4, p. 164]) which is based on the following
definitions:
Definition 2.1. Let (P,) be a partially ordered set.
(i) Elements p,q ∈ P are called compatible if there is an element r ∈ P such that r  p and
r  q . Two elements p,q ∈ P are called incompatible, if they are not compatible.
(ii) A subset A P is an antichain if every two elements p, q are incompatible.
(iii) We say (P,) is directed if every two elements p,q ∈ P are compatible.
(iv) We call (P,) σ -centered if P is a countable union of directed sets.
(v) A subset D  P is dense if for all p ∈ P there is q ∈ D with q  p.
Furthermore, let F  P. Then F is a filter if
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(ii) if p  q and p ∈ F then q ∈ F ;
(iii) any two elements p,q ∈ F are compatible in F .
Given a familyD of dense subsets of P, a filter G is calledD-generic if G∩D 	= ∅ for all D ∈D.
(MA): Let D be a family of less than 2ℵ0 dense subsets of a partially ordered set (P,) with
the property, that all antichains in P are countable. Then there exists a D-generic filter G
on P.
Usually (MA) is assumed together with the negation of the special continuum hypothesis
¬(CH) as otherwise the condition that |D| < 2ℵ0 implies that D is countable and for countable
families of dense subsets the statement even holds in ZFC. The condition, that every antichain
in P is at most countable (c.c.c.) can be replaced by the slightly stronger notion of σ -centered
sets. We obtain Martin’s Axiom for σ -centered sets (MAσ ), which is a proper consequence of
Martin’s Axiom (cf. [1]):
(MAσ ): Let D be a family of less than 2ℵ0 dense subsets of a σ -centered partially ordered set
(P,). Then there exists a D-generic filter G on P.
We finish this section with introducing a special partially ordered set F, which is basic for the
rest of this paper.
Definition 2.2. Given submodules G ⊆ P and H ⊆ P , let F consist of all quintuples p =
(l, a¯, s,U,V ) such that l ∈ N, s ∈ S, U is a finite subset of H , V is a finite subset of G such
that br(a¯, v) < l for all v ∈ V , and a¯ = (ai)i<l is a finite sequence with ai ∈ R.
We also write p = (lp, a¯p, sp,Up,V p) if necessary.
For p,q ∈ F we define p  q if and only if the following holds:
(i) lp  lq ;
(ii) a¯p = a¯q  lp;
(iii) sp|sq and sp|aql for all lp  l < lq ;
(iv) Up Uq ;
(v) V p  V q ;
(vi) for all x =∑l<ω xlel ∈ Up it follows ∑lpl<lq xlaql = 0.
The following lemma shows that the poset F is σ -centered and hence it can be used together
with (MAσ ).
Lemma 2.3. (F,) is σ -centered.
Proof. We define an equivalence relation on F:
For p,q ∈ F, put
p ∼ q ⇐⇒ lp = lq , a¯p = a¯q , sp = sq .
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uniquely determined by l ∈ N, a¯ ∈ Rl and s ∈ S where N, Rl , and S are countable, there can only
be countably many different equivalence classes. Hence it remains to show that each equivalence
class is directed.
Let p = (l, a¯, s,U,V ) ∈ F and q1, q2 ∈ [p]. It follows immediately that lqi = l, a¯qi = a¯ and
sqi = s for i = 1,2. We define r ∈ F in the following way: Let lr = l, a¯r = a¯, sr = s, Ur =
Uq1 ∪ Uq2 , and V r = V q1 ∪ V q2 . For v ∈ V r , we have v ∈ V qi for some i ∈ {1,2} and hence
br(a¯r , v) = br(a¯qi , v) < lqi = l = lr . Therefore r is an element of F and thus obviously r ∈ [p]
and q1, q2  r is immediate. This shows that (F,) is σ -centered. 
3. Extending scalar products
We provide an essential tool for our later construction and will show how a scalar product can
be extended using Martin’s Axiom. We shall consider submodules H,G ⊆ D of cardinality less
than 2ℵ0 . Throughout this section we fix φ to be the canonical scalar product φ :S × S −→ R
((ei, ej ) → δij ) and the natural linear extension, where δij denotes the usual Kronecker sym-
bol. We will also use φ to denote the unique extension by continuity to φ :D × D −→ R̂. If
x =∑l<ω xlel ∈ D and b =∑l<ω blel ∈ P , then the (infinite) sum ∑l<ω xlbl is a well-defined
element of R̂.
If H ⊆ D then φ(S × H) ⊆ R because φ(h, d) = ∑l<ω hldl is a finite sum for any h =∑
l<ω hlel ∈ H and d =
∑
l<ω dlel ∈ S. Therefore, for any H ⊆ D, we may consider the scalar
product φ :S ×H −→ R which is our starting point.
The aim is to enlarge S with the help of Martin’s Axiom to a submodule G of D such that
φ :G×H −→ R̂ is an honest scalar product, i.e. φ(G×H) ⊆ R.
The following step lemma will provide a tool to construct this G from S. It holds true also for
more general modules H with |H | < 2ℵ0 and respectively for G with |G| < 2ℵ0 . The arguments
are similar to [5,7].
Step Lemma 3.1. (ZFC + ¬CH + MA) Let H ⊆ D with |H | = ℵ1, let G be countable with S ⊆
G ⊆∗ D and assume that φ(G × H) ⊆ R. Then there exists an element a =∑l<ω alel ∈ D \ G
such that φ(G′ ×H) ⊆ R, with G′ = 〈G,a〉∗ ⊆ D.
Proof. Let G, H be as above. In order to determine a, we use the poset F and apply Martin’s
Axiom for σ -centered sets. Let p = (lp, a¯p, sp,Up,V p) ∈ F with lp ∈ N, a¯p ∈ Rlp , sp ∈ S,
Up , V p finite subsets of H , G, respectively. We define the following sets:
(i) Dx := {p ∈ F | x ∈ Up}, (x ∈ H ).
(ii) Ds := {p ∈ F | s|sp}, (s ∈ S).
(iii) Dl0 := {p ∈ F | l0  lp}, (l0 <ω).
(iv) Dy := {p ∈ F | y ∈ V p}, (y ∈ G).
We prove that these sets are dense in F. Notice that their number is less than 2ℵ0 . We are going
to construct an element a ∈ D. The sets defined in (i) will ensure that φ(a,h) ∈ R for all h ∈ H ,
those in (ii) will ensure that a ∈ D, by those in (iii) we will obtain infinite sequences, and those
in (iv) will imply that a /∈ G.
First we show that Dx is dense, where x =∑l<ω xlel and p ∈ F arbitrary. Define q ∈ F to be
identical to p except for the subset of H ; we put Uq = Up ∪ {x}. It follows readily that q  p
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with s|sq , e.g., take sq = sps.
For the density of Dl0 in (iii), consider l0 < ω and p ∈ F. We define q ∈ F by putting
Uq = Up , lq = lp + l0, sq = sp and V p = V q and a¯q = (a¯p)̂ (0, . . . ,0), where (0, . . . ,0) is
a zero-sequence of l0 entries. Again, it is obvious that q  p and q ∈ Dl0 .
It remains to prove the density of Dy for all y ∈ G. Take p ∈ F and y ∈ G, and define q ∈ F
such that lq = lp + l where |Up| < l < ω, a¯q  lp = a¯p , sq = sp , Uq = Up , and V q = V p ∪ {y}.
In order to complete the definition of q ∈ F we have to define a¯q ; the crucial point is the
choice of aql for all l
p  l < lq , in such a way that
br
(
a¯q , v
)
< lq for all v ∈ V q, sp|aql , and∑
lpl<lq
xla
q
l = 0 for all x ∈ Up.
It is sufficient to solve a system of linear equations of the following form. For convenience, let Up
be enumerated by {xi : 1 i  n := |Up|} and consider the homogeneous system of equations:⎛
⎜⎝
xlp,1 · · · xlp+l−1,1
...
. . .
...
xlp,n · · · xlp+l−1,n
⎞
⎟⎠ ·
⎛
⎜⎝
a
q
lp
...
a
q
lp+l−1
⎞
⎟⎠= 0,
where lp + l = lq . We can chose l > n = |Up|. Hence there is a non-trivial solution (actually,
infinitely many) of this system over Q. Since this system is homogeneous we can replace a non-
trivial solution z¯ = (z0, . . . , zl−1) by kz¯ for any 0 	= k ∈ R. So, w.l.o.g. we may assume that
0 	= z¯ ∈ Rl .
Let i < l such that zi 	= 0 and choose 0 	= k ∈ R such that kspzi 	= ylp+i . Note that for the
other elements in V p the condition already holds as a¯q  lp = a¯p .
We define aqlp+j := kspzj for all j < l; this finishes the definition of a¯q . We have to check
that q  p and q ∈ Dy .
It is clear that lp  lq , Up ⊆ Uq , V p ⊆ V q and a¯q  lp = a¯p . The definition of aqlp+j = kspzj
ensures that sp|aqlp+j in R for all lp  lp + j < lq = lp + l.
Moreover,
∑
j<l xlp+j a
q
lp+j = 0 for all x ∈ Up , since kspz¯ = (aqlp+j )j<l is a solution of the
above system of linear equations. Thus q  p by Definition 2.2. It is clear that q ∈ F and since
y ∈ V q , br(a¯q , y) lp + i < lq it follows that q ∈ Dy .
We are ready to apply Martin’s Axiom to F using the family D of sets {Dx,Ds,Dl0,Dy |
x ∈ H, s ∈ S, l0 < ω, y ∈ G}. Hence there exists a D-generic filter G ⊆ F, i.e. G ∩ D 	= ∅ for
all D ∈D. We define a ∈ P by a =∑l<ω alel with al = apl for p ∈ G with l < lp .
The element a is well defined since any two elements in G are compatible.
Choose s ∈ S and p ∈ Ds ∩G. If i  lp , then there exists q ∈ Di+1 ∩G and since G is a filter
there is also r ∈ G such that r  p,q . In particular, lr > i and sp|arl for all lp  l < lr by the
ordering on F. Therefore sp divides ari = ai and we also have s|sp . It follows a ∈ D.
If y ∈ G is arbitrary, then there is p ∈ Dy ∩ G. Hence br(a¯p, y) = m< lp which implies that
a
p
m 	= ym. By the definition of a it follows that am = apm 	= ym. Therefore a 	= y for all y ∈ G and
so a ∈ D \G.
It remains to show that φ :G′ × H −→ R is a well-defined scalar product for G′ = 〈G,a〉∗.
First restrict to G′′ = 〈G,a〉 ⊆ G′. Consider c ∈ G′′, then c can be written as c = g+ka for some
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follows φ(g, x) ∈ R. So, all we have to show is φ(a, x) ∈ R: Since Dx is dense in F there is an
element p ∈ Dx ∩ G. Thus ∑l<lp apl xl ∈ R and so by the ordering also∑
l<ω
alxl =
∑
l<lp
a
p
l xl +
∑
lpl<ω
alxl,
where the second summand is zero. Hence φ(a, x) ∈ R and φ(c, x) ∈ R.
Finally consider φ(c, x) for c ∈ G′ and x ∈ H . There are s ∈ S and g ∈ G′′ such that sc = g.
Hence φ(g, x) = φ(sc, x) = sφ(c, x) ∈ sR̂ ∩ R = sR, where the latter follows by purity of R
in R̂. Since R is torsion-free we deduce φ(c, x) ∈ R, i.e. φ(G′ ×H) ⊆ R. 
The following corollary is an immediate consequence of the above proof.
Corollary 3.2. Let G ⊆ D, H ⊆ D, φ :G × H −→ R and a ∈ D such that φ(a,h) ∈ R for all
h ∈ H . Then φ : 〈G,a〉∗ ×H −→ R.
The next lemma shows that the negation of CH is necessary for the step lemma above; other-
wise we could choose H = D and we obtain:
Lemma 3.3. (ZFC + CH) Let φ :D × D −→ R̂ be as before and let x ∈ D \ S. Then there is an
element y ∈ D such that φ(x, y) ∈ R̂ \R.
Proof. Let x =∑l<ω xlel ∈ D \ S. Clearly, the support I := [x] is infinite. For all α ∈ I2, we
define w˜α ∈ D by w˜α = ∑l<ω α(l)tlel where the tl’s are defined inductively by t0 = s0 and
tl+1 = t2l sl+1
∏
il, i∈I xi (l < ω). Moreover, let wα := φ(x, w˜α) =
∑
l<ω α(l)tlxl ∈ R̂ for all
α ∈ I2 and put M= {w˜α: α ∈ I2}.
We also define an equivalence relation on M by w˜α ∼ w˜β if and only if wα = wβ . Hence M
is a disjoint union of the corresponding equivalence classes Nα . Next we show that each Nα is
a singleton.
So, let α 	= β ∈ I2 and m = br(α,β). Note that m ∈ I = [x] since xm 	= 0. Hence
wβ −wα =
∑
l<ω
(
β(l)− α(l))tlxl = ∑
ml<ω
(
β(l)− α(l))tlxl
= tm
∑
ml<ω
(
β(l)− α(l)) tl
tm
xl ∈ tmR̂,
where β(m)− α(m) = ±1. We consider the above difference mod tm+1R̂ and deduce
wβ −wα =
∑
ml<ω
(
β(l)− α(l))tlxl ≡ (β(m)− α(m))tmxm mod tm+1R̂
≡ ±tmxm mod tm+1R̂.
Assume that ktm+1 = tmxm for some k ∈ R which is sufficient as R ⊆∗ R̂. Then tmxm =
ktm+1 = kt2msm+1
∏
im, i∈I xi , and so 1 = ktmsm+1
∏
i<m, i∈I xi , because R has no zero-
divisors. This would require that sm+1 is a unit in R, a contradiction. Thus tm+1 does not divide
2394 R. Göbel, S. Pokutta / Journal of Algebra 320 (2008) 2388–2404tmxm in R̂ and by purity this also holds for R. Thus, by the last equation, wβ −wα 	= 0 and hence
wβ /∈ Nα and Nα is a singleton. This shows that the number of equivalence classes above is 2ℵ0
and since |R| < 2ℵ0 , there is some β with wβ ∈ R̂ \R as required. 
The last lemma can be used to characterize CH in terms of dual groups under the set-theoretic
assumption (MA).
Theorem 3.4. (ZFC + MA) The negation of CH holds if and only if, for all submodules H ⊆ D of
cardinality ℵ1, there is a submodule G with S ⊆ G ⊆∗ D and |G| = ℵ1 such that φ(G×H) ⊆ R.
Proof. We first assume the negation of CH and let H ⊆ D be given as above. We construct the
desired G inductively by applying the Step Lemma 3.1 ℵ1 times.
We begin with G0 = S. As mentioned before, we have that φ :G0 ×H −→ R. Now let α < ℵ1
be an arbitrary ordinal and assume that Gβ has already been constructed for all β < α satisfying
S ⊆ Gβ ⊆∗ D, Gβ countable, and φ(Gβ ×H) ⊆ R.
If α is a limit ordinal then we put Gα = ⋃β<α Gβ . Clearly, Gα also satisfies φ :Gα ×
H −→ R, S ⊆ Gα ⊆∗ D and |Gα| = ℵ0 (since |α| = ℵ0).
If α = β + 1 is a successor ordinal, then we apply Step Lemma 3.1 to H and Gβ . Hence we
obtain an element a = aβ ∈ D \Gβ with φ :Gα ×H −→ R, where we put Gα = G′ = 〈Gβ,aβ〉∗
and we have Gβ  Gα ⊆∗ D and Gα countable.
Finally, G =⋃α<ℵ1 Gα is as required in Theorem 3.4.
Conversely, ℵ1 = 2ℵ0 . We choose H = D and consider any S ⊆ G ⊆∗ D with |G| = ℵ1. Then
there is an element g ∈ G with infinite support and hence, by Lemma 3.3, there is an element
y ∈ H such that φ(g, y) ∈ R̂ \R. This finishes the proof. 
4. Constructing dual modules
In this section we will use (MA) to construct modules G with G∗ ∼= H for any S ⊆ H ⊆∗ D
with ℵ0 < |H | < 2ℵ0 . The resulting G will be of size 2ℵ0 and we will also show that |G| = 2ℵ0
is a necessary condition.
If such an R-module G exists (so S ⊆ G ⊆∗ D and φ :G×H −→ R), then the mapping
α :H −→ G∗
(
h =
∑
l<ω
hlel → φ(−, h)
)
is an embedding: If φ(−, h) ∈ G∗ is the zero-map, then φ(el, h) = hl = 0 for all l < ω; hence
h = 0 and α is monic indeed. By the next lemma it also follows that any ϕ ∈ G∗ is induced by
some h ∈ P , so ϕ = φ(−, h).
Lemma 4.1. If S ⊆ G ⊆∗ D and ϕ ∈ G∗, then there is a unique h ∈ P such that ϕ = φ(−, h).
Proof. Let ϕ ∈ G∗ and h =∑l<ω hlel ∈ Rω by hl = elϕ. Then, for any g =∑l<ω glel ∈ G, we
have
gϕ =
(∑
glel
)
ϕ =
∑
gl(elϕ) =
∑
glhl = φ(g,h).l<ω l<ω l<ω
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and φ(el, h) = hl for all l < ω. 
From Łos´ theorem (see [4,6]) on slender modules it follows immediately that P ∗ = S. The
following lemma establishes a (similar) well-known correspondence between S and the dual
of D.
Lemma 4.2. The map α :S −→ D∗ (s → φ(−, s)) is an isomorphism.
Proof. It is clear that α is a monomorphism.
Now consider ϕ :D −→ R and chose h ∈ P with ϕ = φ(−, h) by Lemma 4.1. If h ∈ S then the
lemma follows immediately. Otherwise, the support of h is infinite. Therefore, by Theorem 3.3,
there is an element g ∈ D such that φ(g,h) ∈ R̂ \ R. But this implies ϕ(g) = φ(g,h) ∈ R̂ \ R,
contradicting ϕ(g) ∈ R. Hence α is an isomorphism. 
We obtain the following:
Corollary 4.3. Let H ⊆ D with ℵ1  |H | < 2ℵ0 and S ⊆ G ⊆∗ D such that G∗ ∼= H . Then G
cannot be isomorphic to D.
Proof. If G ∼= D, then H ∼= G∗ ∼= D∗ ∼= S by Lemma 4.2. This implies that H is countable,
a contradiction. 
Therefore G has to be a proper submodule of D of size 2ℵ0 (by Lemma 4.12). It is also
convenient, to rewrite the standard ⊥-notion:
Definition 4.4. If U ⊆∗ D, then U⊥ := {x ∈ S: φ(x, y) = 0 ∀y ∈ U} ⊆ S ∼= D∗ is the orthogonal
of U . Moreover, we define U⊥⊥ := {x ∈ D: φ(x, y) = 0 ∀y ∈ U⊥} ⊆ D to be the orthogonal
closure of U . If U = U⊥⊥, then U is said to be orthogonally closed.
Definition 4.4 coincides with the standard definition U⊥ = {ϕ ∈ D∗: uϕ = 0 ∀u ∈ U}, since
α :S −→ D (s → φ(−, s)) is an isomorphism. It follows immediately for U ⊆∗ D that U ⊆ U⊥⊥.
In the next lemma we consider equality.
Lemma 4.5. If U ⊆∗ D has finite rank, then U is orthogonally closed.
Proof. It is clear that U ⊆ U⊥⊥. Since U is of finite rank and P is separable, U is a free direct
summand of D, say D = U ⊕D. If x ∈ D\U , then x = ux + rx for some ux ∈ U and 0 	= rx ∈ D.
It is sufficient to prove that there is s ∈ S such that φ(u, s) = 0 for all u ∈ U , but φ(rx, s) 	= 0.
This implies s ∈ U⊥ and φ(x, s) = φ(ux + rx, s) = φ(rx, s) 	= 0, and hence x /∈ U⊥⊥.
Now, let θ :D −→ D be the canonical epimorphism. Then θ(x) = rx 	= 0. We also know that
D ⊆ Rω and there is π :D −→ R such that (xθ)π 	= 0 and (uθ)π = 0 for all u ∈ U . There-
fore, θπ ∈ D∗ and there is s ∈ Rω such that (xϕ)π = φ(x, s) for all x ∈ D by Lemma 4.1.
By Lemma 4.2, we obtain s ∈ S and thus conclude φ(u, s) = 0 for all u ∈ U , while φ(x, s) =
φ(rx, s) 	= 0. This finally implies s ∈ U⊥ and x /∈ U⊥⊥ and so s is the desired element. 
Note for a given U ⊆∗ D of finite rank Lemma 4.5 does not imply that D = U ⊕ U⊥ as
one may expect from the corresponding result for vector spaces. A counterexample is given
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U ⊕ U⊥  D. The following lemma provides a useful test for finite subsets of P to be linearly
independent. Its proof is clear when looking at functions, but rather technical to express.
Lemma 4.6. Let M <Rω be a finite subset and let l0 <ω. Then M  [l0,ω) is linearly indepen-
dent if and only if there exists l0 < n< ω such that M  [l0, n) := {b  [l0, n): b ∈ M} is linearly
independent.
Proof. If M  [l0, n) is linearly independent for some n < ω, then obviously M  [l0,ω) is lin-
early independent.
Conversely, assume that M  [l0,ω) is linearly independent. We prove the assertion by induc-
tion on m = |M|. For m = 1 the claim clearly holds.
If the assertion is true for all k  m then let M = {b1, . . . , bm+1} < Rω. Suppose, for
contradiction, that M  [l0, n) is linearly dependent for all n < ω. Since {b1  [l0,ω), . . . ,
bm  [l0,ω)} < M  [l0,ω) is linearly independent find by induction hypothesis an n0 < ω such
that {b1  [l0, n0), . . . , bm  [l0, n0)} is linearly independent. By assumption, M  [l0, n) is lin-
early dependent for all n < ω. Hence, for each n  n0, there are (unique) cin ∈ Q (1  i  m,
n0  n < ω) with at least one cin 	= 0 such that
bm+1  [l0, n) =
∑
1im
cinbi  [l0, n).
By uniqueness we may put ci = cin for all 1 i m and n n0. We therefore obtain
bm+1  [l0,ω) =
∑
1im
cibi  [l0,ω),
contradicting that M  [l0,ω) is linear independent. 
Definition 4.7. We call a pure submodule H of D admissible if for all b ∈ D \H , s ∈ S it follows
that b + s /∈ H .
If S ⊆ H then H is clearly admissible. If H ⊆ D is not pure or the condition in the last
definition is not met then H is not a dual module H ∼= G∗ under the canonical isomorphism α
for any S ⊆ G ⊆ D by the next two lemmas.
Lemma 4.8. Suppose H ⊆∗ D but there are b ∈ D \ H and s ∈ S with b + s ∈ H . Then
α :H −→ G∗ (h → φ(−, h)) cannot be an isomorphism for any S ⊆ G ⊆∗ D.
Proof. Let H , G be as above and assume G∗ ∼= H via α. There is b ∈ D \H and s ∈ S such that
b′ := b + s ∈ H . If g ∈ G, then
φ(g, b) = φ(g, b′ − s) = φ(g, b′)− φ(g, s) ∈ R.
This implies that φ(−, b) ∈ G∗ but b /∈ H , contradicting Hα = G∗. 
Lemma 4.9. Suppose H ⊆ D is not pure. Then α :H −→ G∗ (h → φ(−, h)) cannot be an iso-
morphism for any S ⊆ G ⊆∗ D.
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〈H 〉∗ \ H . Hence rb ∈ H for some r ∈ R and for any g ∈ G it follows φ(g, rb) = rφ(g, b).
So rφ(g, b) ∈ rR̂ ∩R = rR by purity and hence φ(g, b) ∈ R for all g ∈ G. Thus φ(−, b) ∈ G∗,
and b /∈ H—a contradiction. 
In view of the last two lemmas we must assume that H ⊆∗ D is admissible for showing
Hα = G∗. In the remainder of this sections we want to find S ⊆ G ⊆∗ D. If H is countable,
then H is free as a submodule of P (see [4,6]). Hence D∗ ∼= H if H has infinite rank and
trivially H ∗ ∼= H otherwise. Hence it remains to assume that H is uncountable. Together with
the standing assumption (for the use of MA) we have ℵ1  |H | < 2ℵ0 , a case which appears only
if CH does not hold. Surprisingly all these H s are dual groups as follows next. We begin with an
inductive step needed here; its based on Section 3.
Step Lemma 4.10. Let H ⊆∗ D be admissible with ℵ1  |H | < 2ℵ0 . If b ∈ Rω \ H and S ⊆
G ⊆∗ D with φ(G×H) ⊆ R, and |G| < 2ℵ0 , then there is a =∑l<ω alel ∈ D \G such that
(i) G′ = 〈G,a〉∗ ⊆ D;
(ii) φ(G′ ×H) ⊆ R;
(iii) φ(a, b) ∈ R̂ \R.
Proof. Let H , G, b =∑l<ω blel be as above. We want to apply Martin’s Axiom to the σ -cen-
tered poset F from Section 3 and define dense subsets:
(i) Dx := {p ∈ F | x ∈ Up}, (x ∈ H).
(ii) Ds := {p ∈ F | s|sp}, (s ∈ S).
(iii) Dl0 := {p ∈ F | l0  lp}, (l0 <ω).
(iv) Dy := {p ∈ F | y ∈ V p}, (y ∈ G).
(v) Dr := {p ∈ F |∑l<lp blapl 	≡ r mod sp}, (r ∈ R).
By Step Lemma 3.1 it remains to prove that any Dr is dense. If p = (lp, a¯p, sp,Up,V p) ∈ F
and
∑
l<lp bla
p
l 	= r , then we choose sq ∈ S such that sp|sq and
∑
l<lp bla
p
l 	≡ r mod sq . Define
q ∈ Dr by lq = lp , a¯q = a¯p , sq as above, Uq = Up , V q = V p . It is easy to see that q  p.
If we are unlucky and
∑
l<lp bla
p
l = r , then we have to find a suitable extension. We extend
p ∈ F such that for an extension p  q ∈ Dr and have v :=∑lpl<lq blaql 	= 0. This will imply∑
l<lq
bla
q
l =
∑
l<lp
bla
p
l +
∑
lpl<lq
bla
q
l = r + v 	= r,
and we can proceed as before.
Because q  p and q ∈ Dr , we need that ∑lpl<lq blaql 	= 0 and
(Alq )
∑
lpl<lq
a
q
l ul = 0 for all u ∈ Up. (1)
Hence we must solve this linear system of equation non-trivially. There is l0 < ω such that the
system (Alq ) has a non-trivial solution for all k = lq with lp  l0  k. Let ker(Ak) be the vector
space of all solutions with entries in Q satisfying (Ak) for k  l0. If ker(Ak) 	= 0 for some
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∑
lpl<lq blal 	= 0 for some a ∈ ker(Ak), then we proceed as above with
lq = k and hence there is p  q ∈ Dr .
Otherwise there is no such solution, thus∑
lpl<k
albl = 0 for any a ∈ ker(Ak).
We want to show that this case does not come up. Assume b ∈ P \ H . Since u ∈ H and u − u 
[lp,ω) ∈ S for all u ∈ Up , also u  [lp,ω) ∈ H because H is admissible. From b ∈ D \ H it
follows b  [lp,ω) /∈ 〈Up〉∗ ⊆ H by the same argument. Since Up is finite, there is n0 < ω
such that b  [lp, n0) /∈ 〈u  [lp, n0) | u ∈ Up〉∗ by Lemma 4.6. We choose lq  l0 and we get
ker(Alq ) = 〈u  [lp, lq) | u ∈ Up〉∗⊥. Thus ∑lpl<lq blaql = 0 for all (aql )lpl<lq ∈ ker(Alq ) by
assumption, and hence
b 
[
lp, lq
) ∈ 〈u  [lp, lq) ∣∣ u ∈ Up〉∗⊥⊥ = 〈u  [lp, lq) ∣∣ u ∈ Up〉∗,
by Lemma 4.5. This contradicts b  [lp, lq) /∈ 〈u  [lp, lq) | u ∈ Up〉∗. Hence there is q  p with
q ∈ Dr , so Dr is dense in F.
We now apply (MAσ ) to F using the larger family D consisting of the dense subsets
{Dx,Ds,Dl0,Dy,Dr | x ∈ H, s ∈ S, l0 < ω, y ∈ G, r ∈ R}. There exists a generic filter G
for D. As in Step Lemma 3.1 we define a to be ∑l<ω alel with al = apl for all p ∈ G where
l < lp; and a ∈ D \G is also well defined. Moreover, φ : 〈G,a〉∗ ×H −→ R. It remains to check
that φ(a, b) ∈ R̂ \R.
Suppose for contradiction, that φ(a, b) =∑l<ω albl = r ∈ R. Now let p ∈ G be arbitrary.
Then
∑
l<ω albl ≡ r mod sp and
∑
l<ω albl =
∑
l<lp albl +
∑
lpl<ω albl . Therefore we obtain∑
l<lp
albl ≡ r mod sp,
as by the definition of a ∈ D we have that, for every l < ω, there is q ∈ G with al = aql . Since
G is directed there is t ∈ G such that t  p,q . Hence sp|atl and atl = aql = al for all l  lp , and
thus
∑
lpl albl ≡ 0 mod sp .
However, there is p ∈ Dr ∩G and hence∑l<lp albl =∑l<lp apl bl 	≡ r mod sp , contradicting
the above equation. So φ(a, b) =∑l<ω albl ∈ R̂ \R, and our step lemma is proven. 
The following example shows that the assumption S−1R = Q is a necessary condition to
ensure the density of Dr .
Example 4.11. If F, Dr (r ∈ R) are as in the proof of Step Lemma 4.10 and S−1R  Q then the
sets Dr are not dense in F.
Proof. In the case S−1R  Q we have to differentiate between S-pure and R-pure and hence we
use S, respectively R, as upper index.
Suppose S−1R  Q and consider H ⊆S∗ D, H R∗ D with ℵ1  |H | < 2ℵ0 . Hence there is
b ∈ 〈H 〉R∗ \ H with k ∈ R such that kb = x ∈ H . Now, let p ∈ F with x ∈ Up and put r :=∑
l<lp a
p
l bl . Obviously, p /∈ Dr .
We show that for all q ∈ F with q  p we have q /∈ Dr and hence Dr cannot be dense.
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this is true for u = x, hence∑lpl<lq aql xl = 0. We get 0 =∑lpl<lq aql xl =∑lpl<lq aql kbl =
k
∑
lpl<lq a
q
l bl. This implies that
∑
lpl<lq a
q
l bl = 0 as R is a domain and hence∑
l<lq
a
q
l bl =
∑
l<lp
a
q
l bl +
∑
lpl<lq
a
q
l bl = r + 0 = r.
So
∑
l<lq a
q
l bl ≡ r mod sq for all q  p, and thus q /∈ Dr as claimed. 
The next theorem will provide some information on the size of G if G∗ ∼= H for some H ⊆ D
with ℵ1  |H | < 2ℵ0 . Suppose that G∗ ∼= H via some α :H −→ G∗ where α is not necessarily
our standard isomorphism. Since G ⊆ D and H ⊆ D, we then obtain
(hα)(g) =
(∑
i<ω
hi(eiα)
)∑
j<ω
gj ej =
∑
i,j<ω
higj
(
(eiα)ej
)
.
Hence, any isomorphism α is given by an ω×ω-matrix (aij )i,j<ω and we may treat α as a scalar
product which we denote by φα with φα(g,h) =∑i,j<ω higj aij . Moreover, such an isomor-
phism α has infinitely many entries aij 	= 0 since otherwise, we would obtain a matrix with
finite rank, contradicting the cardinality of H as R is countable. Hence it follows that every
ϕ ∈ G∗ can be written as φα(−, h) for some h ∈ H and that h ∈ H is uniquely determined since
h → φα(−, h) = hα is monic.
Theorem 4.12. (ZFC + MA) If H ⊆∗ D with ℵ1  |H | < 2ℵ0 and S ⊆ G ⊆∗ D with G∗ ∼= H
under the isomorphism α :G∗ −→ H , then |G| = 2ℵ0 .
Proof. For |G| < 2ℵ0 we want so show that the map α :G∗ −→ H (h → φα(−, h)) given as
above is not an isomorphism, i.e. there is ϕ ∈ G∗ such that ϕ 	= φα(−, h) for all h ∈ H . Since for
any ϕ ∈ G∗ there is a uniquely determined element h ∈ Rω with ϕ = φα(−, h), it is suffices to
find an h ∈ Rω \H with φα(g,h) ∈ R for all g ∈ G.
We define two families of dense subsets F:
(i) Dg := {p ∈ F | g ∈ Up}, (g ∈ G);
(ii) Dh := {p ∈ F | h ∈ V p}, (h ∈ H ).
Density follows as in Step Lemma 4.10. By (MAσ ) we obtain a generic filter G and define
a =∑l<ω al ∈ Rω as before. It is immediate that φα(g, a) ∈ R for all g ∈ G and a /∈ H . 
We finish this section with the construction of primal modules and show that every H sand-
wiched between R(ω) and its S-adic closure in P occurs as a dual module.
Main Theorem 4.13. (ZFC + ¬CH + MA) Let H ⊆ D with ℵ1  |H | < 2ℵ0 . Then there is
a R-module G with G∗ ∼= H , S ⊆ G ⊆∗ D and |G| = 2ℵ0 if and only if H is admissible.
Proof. We want to construct G as an ascending, continuous chain of submodules Gα of D of
cardinality < 2ℵ0 and enumerate all potential homomorphisms φα ∈ G∗ by α ∈ ωR. If G0 = S
2400 R. Göbel, S. Pokutta / Journal of Algebra 320 (2008) 2388–2404and all Gβ are constructed for β < α, then (by continuity) is remains to construct Gα for α =
β + 1. Let H ⊆∗ D be as above.
Inductively we construct G as the union of an ascending smooth chain of modules Gα of size
less than 2ℵ0 (α < 2ℵ0 ).
First we put G0 = S. Then |G0| = ℵ0 < 2ℵ0 and φ :G0 ×H −→ R.
If ϕα :Gβ −→ R is a homomorphism such that ϕα 	= φ(−, h) for all h ∈ H , then we apply
Lemma 4.1 and Step Lemma 4.10. Hence there is an element b =∑l<ω blel ∈ Rω such that
ϕα = φ(−, b) and also an element aβ ∈ D \Gβ such that φ :Gα ×H −→ R, where Gβ  Gα =
〈Gβ,aβ〉∗ ⊆∗ D and φ(aβ, b) ∈ R̂ \ R. Therefore |Gα| < 2ℵ0 and Im(ϕα Gα) = Im(φ(−, b) 
Gα)  R.
Otherwise, we put Gα = Gβ . This finishes the construction of G.
It follows immediately from the construction that α :H −→ G∗ (h → φ(−, h)) is an iso-
morphism and hence G is as desired. The converse of the theorem follows from Lemmas 4.9
and 4.8. 
5. Prescribing endomorphism rings
Here we will strengthen the properties of the module G in Main Theorem 4.13, prescribing
in addition its endomorphism ring: Given H ⊆∗ D admissible with ℵ1  |H | < 2ℵ0 we will
construct S ⊆ G ⊆∗ D with |G| = 2ℵ0 , G∗ ∼= H (as before) and EndG = R ⊕ FinG, where
FinG is the ideal of all endomorphisms of G with finite rank images. Since G is separable,
this is the smallest possible endomorphism ring, and G is essentially indecomposable, i.e. its
summands or their complements (are free and) have finite rank. We begin with an important, but
trivial observation for endomorphisms of G.
Lemma 5.1. If S ⊆ G ⊆∗ D and ϕ ∈ EndG, then let fl = elϕ (l < ω). It follows xϕ =∑l<ω flxl
for all x =∑l<ω xlel ∈ G.
Proof. By continuity it follows xϕ = (∑l<ω xlel)ϕ =∑l<ω xl(elϕ) =∑l<ω xlfl . 
By the trivial lemma it will be sufficient (as we will see) to construct G such that, for a given
sequence fl ∈ Rω (l < ω) (which represents the endomorphism), either for some r ∈ R the mod-
ule 〈fl − rel : l < ω〉∗ is (free) of finite rank (which then will imply that ϕ = r id +σ ) for some
σ ∈ FinG or there is a =∑l<ω alel ∈ G such that ∑l<ω alfl /∈ G (and in this case we will
get rid of the associated endomorphism). We will argue with the help of (MAσ ) and have the
following
Step Lemma 5.2. (ZFC + ¬CH + MA) If H ⊆∗ D is admissible, ℵ1  |H | < 2ℵ0 , S ⊆ G ⊆∗ D,
|G| < 2ℵ0 , φ(G × H) ⊆ R, b =∑l<ω blel ∈ Rω \ H , and fl ∈ D (l < ω), then there is a =∑
l<ω alel ∈ D \G with G′ = 〈G,a〉∗, φ(G′ ×H) ⊆ R, φ(a, b) ∈ R̂ \R and
(a) ∑l<ω alfl /∈ G′,
(b) or there is t ∈ R such that Ut = 〈fl − tel : l < ω〉∗ is of finite rank.
Proof. If (b) does not hold, then Ut is of infinite rank for all t ∈ R and we must show∑
l<ω alfl /∈ G′. We apply (MAσ ) to the poset F from Step Lemma 4.10, with the following
additional dense set:
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∑
l<lp a
p
l fl −
t
∑
l<lp a
p
l el − d 	≡ 0 mod mD)}.
If some Ddts0 is not dense, then there is p ∈ F such that q /∈ Ddts0 for all q  p. Let Up ={ui =∑j<ω ujiej | 1 i  k} and choose any lp < l0 < ω. We may assume that Up is linearly
independent. By Lemma 4.6 we may choose l0 > k large enough such that Up  [lp, l0) is also
linearly independent.
For p  q with lq = l0, it is necessary that
(Al0)
∑
lpl<l0
a
q
l uli = 0 (1 i  k)
has a non-trivial solution. We define
ker(Al0) =
{
(ylp , . . . , yl0−1) ∈ Rl0−l
p
:
∑
lpl<l0
yluli = 0, 1 i  k
}
.
Clearly, ker(Al0) = {ui  [lp, l0): 1  i  k}⊥. Using the linear algebra argument in Step
Lemma 4.10, ker(Al0) 	= 0 for l0 > k. If
Y(ylp , . . . , yl0−1) := s0
( ∑
1l<lp
a
p
l fl +
∑
lpl<l0
ylfl
)
− t
( ∑
1l<lp
a
p
l el +
∑
lpl<l0
ylel
)
− d (∈ G),
then we show
(ylp , . . . , yl0−1) ∈ ker(Al0) ⇒ Y(ylp , . . . , yl0−1) = 0. (2)
If Y(ylp , . . . , yl0−1) 	= 0 for some (ylp , . . . , yl0−1) ∈ ker(Al0), then there is s ∈ S such that
Y(ylp , . . . , yl0−1) 	≡ 0 mod sD and q ∈ F can be defined by lq = l0, sq = ssp , Uq = Up ,
V q = V p and
a
q
l =
{
a
p
l , for 1 l < lp,
yl, for lp  l < lq .
Thus q ∈ Ddts0 with q  p, a contradiction and (2) holds.
If z¯l := s0fl − tel =∑n<ω zlnen ∈ D for lp  l < ω, then (2) becomes
(ylp , . . . , yl0−1) ∈ ker(Al0) ⇒
∑
lpl<l0
yl z¯l = d + t
∑
1l<lp
a
p
l el − s0
∑
1l<lp
a
p
l fl
and it follows
(ylp , . . . , yl0−1) ∈ ker(Al0) ⇒
∑
p
yl z¯l = 0. (3)
l l<l0
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(znl : l
p  l < l0) for all n < ω. Then zn ∈ ker(Al0)⊥ = {ui  [lp, l0): 1 i  k}⊥⊥ by (3). Using
Lemma 4.5, we get zn ∈ 〈ui  [lp, l0): 1  i  k〉∗ for all n < ω. Hence zn =∑1ik rniui 
[lp, l0) for all n < ω with unique (!) coefficients rni ∈ Q (since Up  [lp, l0) is linearly indepen-
dent by assumption). Again, the coefficients remain constant while increasing l0 and so we can
extend zn to z′n, where
z′n =
∑
1ik
rniui 
[
lp,ω
)
for all n < ω.
If fl =∑n<ω fnlen it follows immediately that z′nl = s0fnl − tδnl =∑1ik rniuni for all lp 
n < ω and thus s0fl − tel  [lp,ω) ∈ 〈ui  [lp,ω): 1 i  k〉∗. Therefore
〈s0fl − tel | l < ω〉∗ ⊆
〈
ui 
[
lp,ω
)
, (s0fl − tel) 
[
0, lp
) ∣∣ 1 i  k; l < ω〉∗,
which has finite rank.
It is an immediate consequence that s0|t , thus t ′ = s−10 t ∈ R and Ut ′ = 〈fj − t ′ej : j < ω〉∗
has finite rank, a contradiction and Ddts0 is dense in F.
By (MAσ ) we obtain a ∈ D \G with φ(G′ ×H) ⊆ R for G′ = 〈G,a〉∗ and φ(a, b) ∈ R̂ \R.
Hence it remains to prove that
∑
l<ω alfl /∈ G′. Otherwise
∑
l<ω alfl ∈ G′ and there are s0 ∈ S,
t ∈ R and d ∈ G such that
s0
∑
l<ω
alfl − ta − d = 0. (4)
We now can choose p ∈ G ∩ Ddts0 and obtain s0
∑
l<lp a
p
l fl − t
∑
l<lp a
p
l el − d ∈ D \ mD for
some m ∈ S with m|sp . Moreover al = apl for all l < lp as p ∈ G. It follows m|al for all l  lp ,
and so s0
∑
llp alfl ∈ mD, as well as t
∑
llp alel ∈ mD. Therefore s0
∑
l<ω alfl − ta − d ∈
D \mD, contradicting Eq. (4). Hence (a) holds. 
Using easy counting arguments Step Lemma 5.2 can be extended to take care of a sequenceA
of 2ℵ0 elements. We get the following corollary:
Corollary 5.3. (ZFC + ¬CH + MA) If H ⊆∗ D is admissible, ℵ1  |H | < 2ℵ0 , S ⊆ G ⊆∗ D,
|G| < 2ℵ0 , φ(G × H) ⊆ R, b =∑l<ω blel ∈ Rω \ H , and fl ∈ D (l < ω), then there is a set
A ⊆ D \ G of size 2ℵ0 of linearly independent elements a =∑l<ω alel such that the following
holds. If G′ = 〈G,a〉∗, then φ(G′ ×H) ⊆ R, φ(a, b) ∈ R̂ \R and
(a) ∑l<ω alfl /∈ G′,
(b) or there is t ∈ R such that Ut = 〈fl − tel : l < ω〉∗ is of finite rank.
By a pigeonhole argument we immediately get another
Corollary 5.4. If G ⊆∗ D be an R-module with |G| < 2ℵ0 , T  D of cardinality < 2ℵ0 with
T ∩G = ∅ and AD is as in Corollary 5.3, then there is an equipotent subfamily U A such
that T ∩ 〈G,a〉∗ = ∅ for all a ∈ U .
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Theorem 5.5. (ZFC + ¬CH + MA) Let H ⊆∗ D be admissible with ℵ1 H < 2ℵ0 . Then there
is S ⊆ G ⊆∗ D with the following properties:
(i) for all x ∈ Rω \H there is g ∈ G such that φ(g, x) ∈ R̂ \R;
(ii) for all sequences fl ∈ D (l < ω) there is a ∈ G with ∑l<ω alfl /∈ G, or there is t ∈ R with〈fl − tel : l < ω〉∗ of finite rank;
(iii) φ :G×H −→ R is well defined and |G| = 2ℵ0 .
Proof. Let H be as above and enumerate Rω \ H = {bα = (b0α, . . . , bnα, . . .) | α < 2ℵ0}, and
Dω = {fα = (f0α, . . . , fnα, . . .) | α < 2ℵ0}. Moreover, for each t ∈ R and β < 2ℵ0 , we define
Ut(fβ) := 〈flβ − tel | l < ω〉∗. Inductively we construct an ascending, continuous chain of pure
submodules Gα ⊆∗ D (and set Bα) of cardinality less than 2ℵ0 such that φ(Gα ×H) ⊆ R.
Let G0 = S and B0 = ∅ and suppose that Gβ has been constructed for all β < α. By continuity
it remains to define Gα , Bα from Gβ , Bβ for α = β+1. Choose bβ ∈ Rω \H , fβ ∈ Dω and apply
Corollary 5.3 to define Gα , bα , and fα . There is a family A of linearly independent elements
and in particular for all a =∑l<ω alel ∈ A, we have ∑l<ω alflβ /∈ 〈Gβ,a〉∗ or Ut(fβ) is of
finite rank for some t ∈ R. By Corollary 5.4 there is a subfamily U  A of size 2ℵ0 such that
〈Gβ,a〉 ∩Bβ = ∅ for all a ∈ U .
We choose aβ =∑l<ω alβel ∈ U and put Gα = 〈Gβ,aβ〉∗. Let Bα := Bβ ∪ {∑l<ω alβflβ} if
Ut(fβ) is of infinite rank for all t ∈ R and Bα = Bβ otherwise.
Finally, we define G =⋃α<2ℵ0 Gα = 〈S,aα | α < 2ℵ0〉∗.
Clearly |G| = 2ℵ0 , and φ(G×H) ⊆ R. If x ∈ Rω \H , then there is α < 2ℵ0 such that x = bα
and hence φ(aα, x) ∈ R̂ \ R, by construction and Step Lemma 5.3. Also, if fl ∈ D (l < ω)
then (fl)l<ω = fα for some α < 2ℵ0 . Therefore, if Ut(fα) is of infinite rank for all t ∈ R, then∑
l<ω alαbl /∈ Gα+1 and
∑
l<ω alαbl ∈ B, by construction. This implies that
∑
l<ω alαbl /∈ Gγ
for all γ > α and hence
∑
l<ω alαbl /∈ G. 
We will need a proposition for the final step.
Proposition 5.6. Let S ⊆ G ⊆∗ D and H ⊆∗ D. If ϕ :G −→ H is a homomorphism with ϕ(S) of
finite rank, then ϕ(G) is of finite rank.
Proof. Let B = 〈ϕ(S)〉∗. Then H = B ⊕C for some C ⊆ H , by assumption and by the separa-
bility of H . Consider the induced homomorphism
ϕ¯ :G/S −→ H/ϕ(S) −→ H/B (d + S → dϕ +B).
Since G/S is divisible and H/B ∼= C is reduced, we get Gϕ ⊆ B . 
We arrive at our
Main Theorem 5.7. Let H ⊆∗ D be admissible with ℵ1 H < 2ℵ0 . Then there exists a module
S ⊆ G ⊆∗ D of size 2ℵ0 such that G∗ = H and EndG = R ⊕ FinG.
Proof. Let H be as above and let G be the module constructed in the proof of Theorem 5.5. It
follows immediately from the results in Section 4 that G∗ ∼= H and |G| = 2ℵ0 .
2404 R. Göbel, S. Pokutta / Journal of Algebra 320 (2008) 2388–2404Hence it remains to prove that EndG = R ⊕ FinG. Consider any σ ∈ EndG. By Lemma 5.1
the elements fl = elσ (l < ω) satisfy xσ =∑l<ω xlfl for all x =∑l<ω xlel ∈ G. Hence The-
orem 5.5(a) does not hold and by (b) there is t ∈ R such that Ut = 〈fl − tel : l < ω〉∗ has finite
rank.
If ϕ := σ − t id, then Sϕ ⊆ Ut . By Proposition 5.6 we get that Gϕ has finite rank, thus σ =
t id +ϕ ∈ R ⊕ FinG follows. 
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