, henceforth CW, developed a framework that encompasses almost all of the continuous-time models proposed in the option pricing literature.
pricing literature by allowing a correlation between the Lévy process and stochastic time.
The whole paper is based on their closed-form expression of the characteristic function for the TCL process, 1 which hinges on the stopping time property for the stochastic time. 2 Though their closed-form expression for the characteristic function is correct when the stochastic time is a collection of stopping times, none of the specifications proposed by CW for the time changes satisfies this condition, as the stochastic time is given only as a process adapted to the underlying filtration.
It is not obvious, if not impossible, to construct the stochastic time T = (T t ) t≥0 such that (i) it is correlated to the Lévy process; (ii) the time change T t is a stopping time for each t; (iii) the Laplace transforms of T t s with respect to the leverage-neutral complex measure can be expressed in closed form; and (iv) it captures empirical regularities such as stochastic volatility and volatility clustering. In fact, it is more natural to assume that the stochastic time is an adapted process. In the CW's framework, the asset log-return is modeled by X T , a Lévy process X that runs on a continuous stochastic time T. By the Lévy-Itô decomposition theorem, the continuous part of the Lévy process X is a Brownian motion with drift. Since T t = t EQ t Q t where Q is the continuous part of the quadratic variation of the asset log-return X T , we know T can be observed from the market. Therefore, the adaptedness assumption on T, which was used in the specifications in CW and literature, is appropriate in the financial context. One possibility to apply the CW's framework to their specifications is to change the 1 The closed-form expression for the characteristic function in CW is given by the Laplace transform of stochastic time T evaluated at the characteristic exponent of X under the leverage-neutral measure, which is a complex measure. 2 For a given filtration (F s ) s≥0 , we say a stochastic time T = (T t ) t≥0 has the stopping time property if {T t ≤ s} ∈ F s for all s, t ≥ 0. filtration so that the T t s become stopping times and X remains Lévy. If the Lévy process X and the stochastic time T are independent, then the filtration change poses no problem.
However, when X and T are dependent, the filtration change that makes T t s stopping times will affect the semimartingale property of X, and this will lead us to an arbitrage opportunity. Let us clarify with an example. For a positive constant ρ and two independent Brownian motions W and B, consider the case where X = ρW + 1 − ρ 2 B and
The minimal filtration that makes T t s stopping times and X
, where C t is the first t-level crossing time of T (see Proposition A.1). This implies that under G, one can determine the value of C t and the path of W from time 0 to C t at time t. If C t > t happens at t, X from time t to C t can be decomposed into G-martingale 1 − ρ 2 B and deterministic path ρW with infinite first-order variation. Therefore, X is no longer a semimartingale under G and it has an arbitrage opportunity. In particular, if we set ρ = 1, then we can set an arbitrage strategy as follows:
Since C t is adapted to G, we can determine whether C t > t + 1 or not at time t. At time t, if C t > t + 1, then we can find the path of X from t to C t and the asset price at time t + 1. If the asset price at t + 1 is higher than the asset price at t, you buy the asset at time t, otherwise, you short the asset.
The above argument is based on Proposition A.1 which tells us the following: Under the enlarged filtration that makes T being stopping time and adapted, we are able to foretell, not forecast, the future of the business activity rate v = dT dt as well as the past of it. Let us provide an example from CW. Let the business activity rate v be a Cox-IngersollRoss (CIR) process, which is an affine activity rate model (see Section 4.2.1 of CW). The left panel of Figure 1 provides a simulation of the CIR process with parameters from Table 1 in , while the right panel shows the integral of the simulated business activity rate that represents T. Since the calendar time t is replaced by the time change T t , one needs to impose the condition that the unconditional expectation of T t is t. This implies that a realized path of T always oscillates around the line y = t, as the right panel of Figure 1 shows. Since the business activity rate v is adapted, its integrated process T is adapted as well. If T t is a stopping time for each t, then based on Proposition 1, we know the path of T until it hits the level of t at time t. Assume T t > t at time t = 1.2 as in the right panel of Figure 1 . Then, at time t = 1.2, we know the whole path until S using the adaptedness of T. Since the stopping time property of T t for all t requires knowledge of the path only until R, there is no problem in this respect. Alternatively, assume that T t < t at time t = 0.6, as in the right panel of Figure 1 . Then, the stopping time property of T t for each t implies that we know the whole path of T until Q instead of P at time t = 0.6. This is impossible under the natural filtration that defines the CIR process. Therefore, we cannot use the CIR process for model stopping times in CW's framework.
Insert Figure 1 (top) Two years simulated Cox-Ingersoll-Ross (CIR) process, i.e., dv t = κ(θ − v t ) dt + σ √ v t dW t , where W t is a Brownian motion, parameter κ corresponds to the rate of mean reversion, θ is the long-runs mean, and σ capturs volatility. (down) Integrated CIR process. T t =
A Adaptedness and the stopping time property
Let F = (F t ) t≥0 be the underlying filtration in CW. 3 In their paper, the stochastic time T is an absolutely continuous process and satisfies two assumptions: T t is a F-stopping time for each t, and for s ≤ t, T s is F t -measurable. The first assumption is used to derive the characteristic function or generalized Fourier transform of the TCL process (see Lemma 1 of CW), while the second assumption is used to specify the business activity rate v t = dT t dt in Section 4.2 of CW.
These two assumptions imply that, at time t, we can determine when the stochastic time T hits the t-level, as well as the path of T until it hits the t-level.
Proposition A.1. Let (T t ) t≥0 be an increasing continuous process. Assume that
is the filtration such that T is adapted and T t is a F-stopping time for each t ≥ 0. Let C s := inf {t > 0 : T t > s} be the first s-level crossing time of T. Then, for all t ≥ 0, C t is F T tmeasurable. Moreover,
where (F T t ) t≥0 is the filtration generated by T.
Proof. Note that C t is F T t -measurable for every t ≥ 0 because
for any s ∈ R and {[s, ∞) : s ∈ R} generates Borel sigma algebra in R. Therefore, F C t ⊂ F T t , where (F C t ) t≥0 is the filtration generated by C. We now prove F T C t ⊂ F C t . Since T is a continuous increasing function, T s = inf {u ≥ 0 : C u > s} . Therefore, T s is the first s-level crossing time of C. This implies that F T s ⊂ F C T s
. Now, if we let s = C t and use the relationship T C t = t, we have
which completes the proof.
3 Throughout CW, the filtration they refer to when they mention martingale, stopping time, and the Lévy process is not clear. To make Lemma 1 of CW correct, we need to assume that T t are stopping times with respect to filtration F such that X is the Lévy process, while CW assume that T is adapted to F in Section 4.3.1. For consistency, we assume that CW used the same filtration throughout their paper.
