The posterior field (P) of the cat auditory cortex contains a very high proportion of neurons whose responses change non-monotonically with the sound pressure level (SPL) of tonal stimuli, leading to circumscribed frequency-SPL response areas, and it has therefore been suggested that field P may be specialized for processing of sound intensity. We demonstrate here a great diversity of response areas in field P. Furthermore, by varying tone SPL and rise time, we show that, as in primary auditory cortex (AI), the onset response of a field P neuron is better described as a function of the instantaneous peak pressure (envelope) at the time of response generation than of the steady-state SPL of the stimulus. Such responses could be used to track transients or represent envelopes in more general terms, rather than to code SPL. Compared with AI, field P neurons have relatively long minimum latencies along with a large jitter in spike timing. Tracking would therefore be most effective for slowly varying envelopes, and one function of the inhibition that generates nonmonotonicity in field P may be to suppress temporally sluggish responses to rapid transients, such as the onsets of high-SPL, short rise time tones. Field P may thus be specialized for coding slowly varying signals.
The auditory cortex of mammals contains multiple fields, distinguished by their architecture, connectivity, frequency representation (e.g. the presence and orientation of a tonotopic map) and other physiological properties of their constituent neurons (for reviews see Aitkin, 1990; Clarey et al., 1992) . Studies in echolocating bats suggested that different cortical areas are highly specialized for processing specific aspects of echolocation signals (for review see e.g. Suga, 1984) , although a more qualified view on the degree of functional specialization of such areas has recently been expressed (Suga, 1994) . In other species, efforts to unravel differences in the physiological properties of neurons in different cortical areas that might reveal their roles in auditory signal analysis are at a relatively early stage because most studies have been concerned with the primary auditory cortex (AI).
In the cat, where seven auditory cortical fields have been distinguished by Reale and Imig (1980) , the posterior auditory field (P or PAF) is one of the better studied areas (Orman and Phillips, 1984; Phillips and Orman, 1984; Schreiner and Urbas, 1988; Phillips et al., 1995 Phillips et al., , 1996 Kitzes and Hollrigel, 1996) . Field P, located largely in the caudal bank of the posterior ectosylvian sulcus, is one of several tonotopically organized fields (Reale and Imig, 1980) . The frequency tuning curves of field P neurons have been reported to be similar to those in A I (i.e. narrow and V-shaped), as are the types and relative frequencies of binaural interactions to dichotic stimuli (Orman and Phillips, 1984; Phillips and Orman, 1984) . However, a remarkable feature of field P, distinguishing it from AI, is the high percentage of neurons whose responses to increments in the sound pressure level (SPL) of tonal stimuli show nonmonotonic behavior [86, 70 and 89%, as reported by Phillips and Orman (1984) , Phillips et al. (1995) and Kitzes and Hollrigel (1996) respectively]. With increasing SPL, the number of discharges increases to a maximum, defining a 'best SPL' (after Brugge and Merzenich 1973) , and then decreases. Many of these cells cease to discharge at high SPLs and at various frequencies, and thus can exhibit circumscribed response areas in frequency versus SPL coordinates (henceforth termed 'response areas'). Although the tuning curve alone is therefore a rather poor descriptor of a field P neuron's frequency selectivity, data on response areas of field P neurons are sparse (Phillips and Orman, 1984; Phillips et al., 1995) , and one goal of the present study was to provide more systematic data on such response areas.
Prompted by previous obser vations in AI (Phillips, 1988) , Phillips et al. (1995) studied the effects of rise time on spike count level functions of field P neurons. They found that 'best SPL' was relatively stable across short rise times, but, as in AI, level functions became less non-monotonic with prolongation of the rise time, so that for longer rise times the tuning to SPL could disappear completely. Because field P and AI neurons discharge transiently to the onset of tone burst stimuli, Phillips (1988) and Phillips et al. (1995) argued that the effects of rise time could be explained in terms of spectral 'splatter', i.e. an increasing spread of energy to other frequencies with decreasing rise time, and that this energy was assumed to activate inhibitory surround regions of the response area. For A I, however, an alternative explanation of the effects of rise time and SPL on a neuron's onset response has recently been proposed (Heil, 1997a,b) . The onset of a tone burst constitutes an aperiodic amplitude modulation whose time course is altered when rise time or SPL are altered, and it was found that an AI neuron's onset response is better described as a function of the instantaneous peak pressure (envelope) at the time of response generation than as a function of steady-state SPL (Heil, 1997a,b) . As described in detail elsewhere (Heil, 1997a,b) , this finding is equivalent to stating that a neuron's onset response is a function of the integral of rate of change of peak pressure from stimulus onset to the instant of response generation.
The onset responses of neurons in field P, although of generally longer latency and less temporal precision than those of neurons in A I (Phillips and Orman, 1984; Phillips et al., 1995 Phillips et al., , 1996 Kitzes and Hollrigel, 1996) , may be shaped by mechanisms similar to those operating in AI. If so, this would have important consequences for the idea that field P, because of its high proportion of non-monotonic neurons, might be specialized for processing and discrimination of stimulus level (Phillips and Orman, 1984; Kitzes and Hollrigel, 1996) . On the contrary, it would suggest that field P might be suited for level-tolerant coding of envelope transients, similar to what was proposed for AI (Heil 1997a,b,c) . Furthermore, there might be relationships between the obser ved longer latencies, lesser temporal precision and higher incidence of non-monotonic neurons in field P than in AI. The second and major goal of the present study was to examine these issues by analyzing response timing and response strength of field P neurons to onsets of tones that were shaped with particular functions and that were altered by parametrically varying SPL and rise time.
Materials and Methods

Surgery
Ten adult cats (five of each sex; weighing 2.2-4.8 kg), free of outer and middle ear infections, contributed data to this study. For surgery, each animal was deeply anesthetized with pentobarbitone sodium (40 mg/kg i.p.), and atropine sulphate (0.3 ml i.m.) was administered to reduce mucous secretion. In early experiments (cats 96-13, 96-26, 96-27, 96-29, 96-33 and 96-37) , anesthesia was maintained by pentobarbitone, in a physiological saline solution that also contained a few drops of heparine, administered through a radial vein catheter. In later experiments (cats 96-39, 96-40, 96-42 and 96-43) , anesthesia was maintained by a cocktail of ketamine (100 mg/ml) and xylazine (20 mg/ml), given i.m. in a volume mixture of 3:1. Anesthetic agents were given at irregular intervals to maintain aref lexia during all stages of surgery and during recording (up to 30 h). The electrocardiogram was continuously monitored and rectal temperature was held near 38°C by a thermostatically controlled DC blanket.
Details of surgical procedures to allow recording of compound action potentials and the insertion of sound delivery systems to within a few millimeters of the tympanic membranes have been reported previously (Heil et al., 1992) . To gain access to the caudal part of AI and to field P, an ∼1 cm diameter opening was made in the skull centered on the posterior ectosylvian sulcus (PES). A modified Davis chamber was mounted over the exposed cortex through which a microelectrode was advanced into the cortex, as described previously.
Acoustic Stimulation and Recording Procedures
The cat was located in a sound-attenuating chamber. Stimuli were digitally produced (Tucker Davis Technology, Gainesville, FL) and presented to the cat's ears via calibrated sealed sound delivery systems (Heil et al., 1992) . Each system consisted of a STAX SRS-MK3 transducer in a coupler whose sound delivery tube fitted snugly into the meatal stub. Compound action potential thresholds were monitored via the round window electrodes to establish that the cat's peripheral sensitivity was in the normal range (Rajan et al., 1991) .
Cortical neural activity was recorded with tungsten-in-glass microelectrodes (impedances of 3-6 MΩ at 1 kHz), conventionally amplified, passed through a level discriminator and displayed on storage-oscilloscopes. The times of occurrence of discriminated spikes were stored on disk with 10 µs resolution for off line analysis. In each experiment, one or two initial penetrations were made into AI to check on cortical responsiveness and to obtain a feeling for the recording properties of the specific electrode. In order to record from field P neurons, we then made penetrations down the caudal bank of PES, for lengths of up to 6 mm, at distances of ∼0.5-1.5 mm from the center of the sulcus and at various dorsoventral positions.
In the search for neurons, tone bursts, noise bursts and clicks were delivered at various SPLs and monaural or binaural configurations. Once a neuron was well-isolated and found to be responsive to tone bursts (see Results), we used audiovisual criteria to obtain preliminary estimates of its characteristic frequency (CF; frequency of lowest response threshold), its response area and its preferred laterality of stimulus presentation (i.e. monaural ipsilateral, monaural contralateral or binaural). These estimates were used in specifying parameters for the subsequent quantitative data collection. First, data were obtained on a neuron's response area using tone bursts of 200 ms duration, 8.5 ms rise/fall time, cosine-squared rise/fall functions and diotic stimulation (i.e. identical tone bursts to each ear), unless stated otherwise. SPLs ranged from below threshold up to 90 dB, generally in steps of 10 dB, although in some instances step size over near-threshold ranges was 5 dB. The frequency range and step width on a linear scale were selected so that they covered the range over which the neuron responsed with reasonable resolution (usually 8-20 frequencies; see Figs 1-3). Frequency-SPL combinations were presented at 1 Hz in pseudo-random order, with 5-15 repetitions, each with a different pseudo-random order. Intermixed with the tone burst trials were trials (1 of 20) during which no stimulus was presented. These intervals were used to obtain a measure of the neuron´s spontaneous discharge rate.
Neurons that remained well isolated were then tested further, for responses to either tone bursts of different rise times or frequencymodulated stimuli (Heil and Irvine, 1998), or both. To assess rise time effects, a tone frequency was selected that would evoke the best response at higher SPLs. This frequency often coincided with the CF. In some neurons, several frequencies were tested. Twenty repetitions of diotic tones with a given frequency and rise time were presented at 1 Hz, at each of a range of SPLs from below threshold up to 90 dB SPL in 10 or 5 dB steps. A different rise time was then selected and the recording procedure repeated. Up to six different rise times in the range of 1.7-85 ms were tested and presented in random sequence.
The equations describing the time course of the peak pressure during the onset of signals shaped with cosine-squared functions, and the time course of the first (rate of change of peak pressure) and second derivatives (acceleration of peak pressure) are given elsewhere (Heil, 1997a) . It suffices here to point out that all three parameters are varied when either rise time or plateau peak pressure (PPplateau; i.e. SPL) are varied. Maximum acceleration of peak pressure (APPmax) occurs at the beginning of the rise time (RT) and is given by:
Data Analysis
Response areas were based on the number of spikes discharged during the entire tone burst duration. Contour plots of the response areas (e.g. Figs 1-3) were generated with commercial software (Surfer, Golden Software). In addition, mean first-spike latency and its standard deviation (SD) were obtained for each frequency-SPL combination. The analysis of a neuron's response to tone bursts of different rise time was restricted to onset responses. For this purpose, the spikes in response to the 20 presentations of a given stimulus were displayed off line as a post-stimulus time histogram (PSTH) which was used to select analysis windows that would comprise only onset responses and would discard late and offset responses, which were readily separable from onset responses, and presumed spontaneous spikes. The number of onset spikes, mean first-spike latency and its SD, and response probability were computed.
Histology
In five cats, the last electrode penetration was marked with several strategically placed electrolytic lesions (10-20 µA DC; electrode negative; 10-20 s). All tracks were parallel to each other, so the lesions also allowed the reconstruction of the orientation of other electrode tracks. The cats were then transcardially perfused with physiological saline, followed by 4% formal-saline. The brains were removed and the relevants parts dissected and stored in fixative. Frozen 50 µm sections were cut approximately parallel to the electrode tracks, counterstained with cresyl violet and examined under a profile projector.
Results
General Observations and Database
Seventy-nine neurons isolated in penetrations through the caudal bank of PES satisfied the minimum criterion for inclusion in the data base of providing a response area based on five repetitions. All neurons were assigned to field P on the basis of physiological criteria by reference to the position with respect to the known tonotopy of the field [i.e. a descending sequence of best frequencies with depth along a given penetration and higher best frequencies at superficial loci for more ventral penetrations (Reale and Imig, 1980) ]. In those animals in which histological reconstructions of penetration sites were made, recording sites were restricted to the caudal bank and fundus of PES, and did not intrude on the koniocortical AI (the only field boundary that can be identified in Nissl-stained material). The electrode tracks were not strictly parallel to the course of the sulcus or restricted to the middle layers. The CFs or best frequencies (frequencies eliciting maximum response; BFs) of the 79 neurons fell in the range of 0.2-18 kHz, with a median of 4 kHz. A larger number (n = 110) of well-isolated neurons were apparently unresponsive to tones or habituated rapidly. These neurons were often recorded in close proximity to cells or clusters which were securely driven by tones. These observations, and the fact that neurons responding securely to tones appeared to be located in patches rather than randomly distributed, may be related to the fact that the electrodes traversed superficial and deep cortical layers for greater distances than is customary in AI recordings made normal to the surface. Nevertheless, the high proportion of unresponsive or rapidly habituating neurons suggests that the response properties of field P neurons differ more from those of AI neurons than might be inferred from the mirror-symmetric tonotopic organization of the two fields and from previously published accounts of field P.
In those cats that were maintained under pentobarbitone anesthesia, spontaneous discharge rates were all <1 spike/s. In ketamine/xylazine anesthetized cats ∼30% of the cells recorded showed spontaneous discharge rates >1 spike/s and 7% rates >2 spikes/s. There appeared to be no other systematic differences in response properties of field P neurons as a function of anesthetic regime.
Response Areas
The response areas of field P neurons were of diverse shape (Figs  1-3) . Because of the generally low spontaneous activies of these neurons only their excitatory areas were evident. Figure 1 shows data from four neurons with roughly V-or U-shaped tuning curves. The shading scales reveal that for neurons 96-39/05 and 96-43/07 (Fig. 1a,b) , the number of spikes increases monotonically with an increase in tone SPL and does so at all frequencies to which the neurons responded. For neurons 96-39/08 and 96-26/08 (Fig. 1c,d) , and particularly at frequencies around CF, spike count level functions are non-monotonic. (Fig. 3a) has a twin-peaked tuning curve with the second peak at ∼2.6 kHz, below its CF of ∼5.1 kHz. Spike count level functions are monotonic for all frequencies. Neuron 96-40/16 (Fig. 3b) shows two broad and widely separated regions near 7 and 19 kHz, with a possible third patch near 14 kHz. While spike count level functions in the lower-frequency response region are predominantly non-monotonic, those at higher frequencies are quite complex, in this case doublepeaked. Complex spike count level functions would also be derived from the response areas of the neurons illustrated in Figure 3c ,d. These response areas consist of multiple discrete patches that are separated from each other along the SPL axis (e.g. 96-42/06; Fig. 3d ), the frequency axis or both (96-40/10; Fig. 3c) .
The data illustrated in Figures 1-3 almost certainly represent response areas along a continuum rather than discrete classes. Nevertheless, to obtain some indication of the relative frequency of the various response areas, they were roughly classified as V/U-shaped (30 neurons; 38%, including three cells that responded over a very broad frequency range), circumscribed (30 neurons; 38%) or complex (19 neurons; 24%, including four neurons with twin-peaked response areas). The estimate for the latter category is probably a conservative one, because isolated patches could easily have been overlooked. It is obvious from the diversity of response areas that assessments of the sharpness of frequency tuning of field P neurons by Q-factors are of little value. When spike count level functions were computed from the response areas for CF/BF tones, 16 (20%) were monotonic (i.e. spike counts either did not decrease or decreased slightly, by <10% from maximum, at the highest SPL tested), 55 (70%) were non-monotonic (i.e. spike counts decreased by >10% from maximum) and eight (10%) were complex (i.e. spike counts decreased, but then increased again with increasing SPLs).
Temporal Response Patterns
Most field P neurons discharged spikes (up to four or five) locked more or less tightly to the onset of the tones. In a few cases, an onset component was not clearly marked. In addition to an onset response, many neurons showed late responses, occurring some 50-150 ms after the onset response, and off-responses. The response pattern could change with tone SPL or frequency.
First-spike latency and SD for onset response components varied with frequency and SPL (see also below). Figure 4a shows a scatterplot of near-minimum SD against near-minimum latency, both on logarithmic axes, for 78 field P neurons (open circles). One neuron, which discharged only to tone offset, was excluded. Data are the average of the SD and the mean first-spike latency from the responses to all repetitions of the three most effective tone burst stimuli for a given neuron. For comparison, equivalent data from cat A I [dashes; from Heil (1997a,b)], inferior colliculus [IC; open diamonds; from Irvine and Gago (1990)] and from auditory-nerve fibers [AN; filled symbols; from Heil and Irvine (1997) ] are also shown. There is considerable overlap, particularly of the field P and AI data points. Note that for each structure the logarithm of minimum SD increases roughly linearly with the logarithm of minimum latency, i.e. for each structure the relationship between the two measures is well described by a power function. However, there are systematic differences between the four structures with respect to the ordinate intercept and slope. A linear regression analysis between the logarithms of the two measures for field P neurons yielded an intercept of -3.03 ± 0.19 and a slope of 2.33 ± 0.13 (r = 0.903, n = 78). Intercepts and slopes were smaller in AI, i.e. -2.61 ± 0.16 and 2.09 ± 0.13, and decreased towards the periphery, being -2.05 ± 0.35 and 1.70 ± 0.34 for IC, and -1.04 ± 0.05 and 1.67 ± 0.12 for AN. Along the ascending auditory pathway, from nerve to cortex, the distributions of nearminimum latency and near-minimum SD become broader and are shifted towards higher values, despite considerable overlap. This is more clearly illustrated for the near-minimum SD in Figure 4b , which plots for each of the four structures nearminimum SD as cumulative percentage functions. A shallower slope and more rightward position of a cumulative function ref lects a higher incidence of larger near-minimum SDs.
Tuning to SPL or to Instantaneous Peak Pressure?
Circumscribed response areas seem to indicate that field P neurons respond best to tones with particular combinations of frequency and SPL [i.e. have a 'best SPL' for a given frequency (see also Phillips and Orman, 1984; Phillips et al., 1995) ], and could thus be interpreted as indicating tuning to SPL. However, many features of the spike count level functions, including 'best SPL', of field P and AI neurons are systematically affected by rise time (Phillips, 1988; Phillips et al., 1995; Heil and Irvine, 1996; Heil, 1997a,b) . For AI, it was recently shown (Heil, 1997a,b) that spike count functions obtained with different rise times could be aligned when plotted as a function of the instantaneous peak pressure (envelope) at the time of response generation, given by the difference between the response latency and the minimum latency, rather than of the steady-state SPL. In order to investigate whether the onset responses of field P neurons are governed by the same mechanisms as those operating in AI, a detailed analysis was performed of first-spike timing and response strength of the onset responses of the 30 field P neurons for which information on responses to cosine-squared rise function tones of different SPL and rise time were obtained. Figure 5a presents data on first-spike latency of one neuron (96-27/04). For each rise time, mean first-spike latency decreases monotonically with SPL, and for tones of a given SPL latency increases monotonically with rise time. In Figure 5b the same data are plotted as a function of the maximum acceleration of peak pressure, which co-varies with both SPL and rise time (equation 1). Note that the four latency functions obtained with the different rise times are in close register. Similar results were obtained in all of the neurons analyzed. Further examples are illustrated in Figures 5c-f, 6a ,b and 7a,b. Thus, as in AI (Heil, 1997a) , first-spike latency is an invariant function of the maximum acceleration of peak pressure, a feature of the second derivative of the envelope, of cosine-squared rise function tones, but not of steady-state SPL or rise time.
First-spike Timing
In some neurons, mean latencies measured to tones closest to the neuron's firing threshold could be longer than latencies recorded to other tones of the same maximum acceleration of peak pressure. Neurons 96-27/06 (Fig. 5f ) and 96-42/14 (Fig. 6b) represent examples of this 'near-threshold effect', a phenomenon which was also seen in AI.
In contrast to A I, a considerable proportion (i.e. 9/30) of latency-acceleration functions of field P neurons were rather trough-shaped, i.e. with increasing acceleration of peak pressure latency initially decreased and then increased. The decrease was always steeper than the increase. Neuron 96-27/06 (Fig. 5f ) represents the most drastic example of a trough-shaped latency-acceleration function. Another example is illustrated in Figure 7b . Similarly, when the SD of first-spike latency is plotted against acceleration of peak pressure for these neurons, such functions can also be trough-shaped (Fig. 7c) . The troughs of SD functions can be more pronounced than those of the corresponding latency functions, and the positions of the minima along the abscissae axis are not necessarily in register (cf. Fig. 7c with b) .
As in AI (Heil, 1997a) , most latency-acceleration functions were of similar shape when near-threshold effects and the ascending arm of trough-shaped functions were disregarded. The only exceptions were one neuron for which the function appeared rather straight, and two others whose functions were extremely noisy due to long near-minimum latencies (cf. Fig.  4a) . To obtain reliable estimates of the minimum latency Lmin, the same mathematical function as used previously for AI (Heil, 1997a) and for AN (Heil and Irvine, 1997) (2) was fitted to the data of each neuron, following procedures described in detail elsewhere (Heil, 1997a) . L is the neuron's first-spike latency as a function of the maximum acceleration of peak pressure APPmax. S is the neuron's transient sensitivity (in log units of APPmax in Pa/s 2 ). A higher value of S ref lects a latency-acceleration function in a more leftward position and a lower value a function in a more rightward position. A is a scaling factor (in s). Note that according to equation (2), L decreases continuously with an increase in APPmax and asymptotically approaches Lmin. Thus, equation (2) is not suited to describe trough-shaped latency-acceleration functions, at least not over their entire extent. Trough-shaped latencyacceleration (and SD-acceleration) functions were only seen in neurons with non-monotonic spike count functions (e.g. Figure 7), although not all neurons with non-monotonic spike count functions had trough-shaped latency-acceleration (and SD-acceleration) functions (e.g. Figure 6 ). Nevertheless, it is reasonable to assume that inhibitory mechanisms might underly the increase in latency and SD occurring with an increase in APPmax at higher values of this parameter. As the main purpose of the fitting procedure was to obtain estimates of Lmin and S, latency measures on the ascending arm of trough-shaped latency-acceleration functions (i.e. values to the right of the arrows in Figures 5f and 7b) were therefore excluded from the fits. Likewise, data points showing obvious near-threshold effects were excluded. The first fitting step, in which Lmin, S, and A were allowed to vary, yielded a unimodal distribution of A with an average (weighted with the number of first spikes
