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Abstract
In this article, we present the general form of the full electromagnetic Green
function which is suitable for the application in bulk materials physics. In
particular, we show how the seven adjustable parameter functions of the
free Green function translate into seven corresponding parameter functions
of the full Green function. Furthermore, for both the fundamental response
tensor and the electromagnetic Green function, we discuss the reduction of
the Dyson equation on the four-dimensional Minkowski space to an equiva-
lent, three-dimensional Cartesian Dyson equation.
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2
1. Introduction
The full electromagnetic Green function with the ensuing relation to its
free counterpart via the famous Dyson equation is a well-established ob-
ject of study in quantum electrodynamics (see the standard textbooks [1,
Eq. (10.5.14)], [2, § 7.1.1], [3, § 7.5], [4, p. 175, Problem 9.2 or Eq. (13.32)], or
[5, Eqs. (9.87)–(9.88)]). By contrast, in ab initio materials physics one typ-
ically restricts attention to the so-called screened potential [6, 7], such that
the relativistic Schwinger-Dyson equations [2, § 10.1] can be reduced to their
non-relativistic counterpart, the so-called Hedin equations [8, 9]. However, it
first became obvious in plasma physics that the full electromagnetic Green
function is a natural object to study in electrodynamics of materials as well
(plasmas in this case), especially when it comes to the formulation of wave
equations in media [10, § 2.1].
This line of research has been resumed by the authors of the present article
in their quest for a microscopic formulation of electrodynamics in media,
which is both Lorentz covariant [11, 12] and in accordance with the common
practice in ab initio materials physics [13]. In particular, it turned out that in
condensed matter physics, the wave equation can be reformulated concisely in
terms of the full electromagnetic Green function [14, § 4.1.4]. Not surprisingly
in this context, a succinct connection between the Cartesian dielectric tensor
and the spatial part of the full electromagnetic Green function in the temporal
gauge has been unearthed [15, Eq. (3.44)]. As this relation crucially hinges on
the gauge condition for the Green function, these findings make it desirable
to study the most general form of the full electromagnetic Green function
in bulk materials, a problem which had already been solved for the free
electromagnetic Green function in Ref. [16, § 3.3].
Here, we address this issue as follows: After introducing some technicali-
ties in § 2 together with a short review of the free Green function in § 3, the
basics of microscopic electrodynamics in materials—including, in particular,
the fundamental response tensor—are introduced in § 4. The central § 5 then
introduces the full Green function, derives its most general form, and dis-
cusses the reduction of the corresponding four-dimensional Dyson equation
to its three-dimensional Cartesian version.
3
2. Basic techniques
2.1. Projector formalism
In this first subsection, we shortly assemble some technicalities which will
be useful in the following. The Minkowskian longitudinal and transverse
projectors are operators acting on the four-dimensional Minkowski space as
follows (see [16, § 3.3]):
(PL)
µ
ν(k) =
kµkν
k2
, (2.1)
(PT)
µ
ν(k) = η
µ
ν −
kµkν
k2
, (2.2)
where kµ = (ω/c, k)T denotes a four-wavevector, ηµν = diag(−1, 1, 1, 1)
the Minkowski metric, and k2 = kµkµ = −ω
2/c2 + |k|2. These operators
being given, any Minkowski four-vector field f(k) = fµ(k) can be uniquely
decomposed into its longitudinal and transverse contributions,
f(k) = fL(k) + fT(k) , (2.3)
where fL(k) = PL(k)f(k) and fT(k) = PT(k)f(k). Similarly, any (4 × 4)
Minkowski tensor M(k) = Mµν (k) can be uniquely decomposed into four
contributions,
M(k) = MLL(k) +MLT(k) +MTL(k) +MTT(k) , (2.4)
which are respectively defined as
MLL(k) = PL(k)M(k)PL(k) , (2.5)
MLT(k) = PL(k)M(k)PT(k) , (2.6)
MTL(k) = PT(k)M(k)PL(k) , (2.7)
MTT(k) = PT(k)M(k)PT(k) . (2.8)
In particular, a four-vector f is called Minkowski-transverse if
fL = 0 and fT = f , (2.9)
and a Minkowski tensor M is called Minkowski-transverse if
MLL =MLT =MTL = 0 and MTT =M . (2.10)
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By contrast, the Cartesian longitudinal and transverse projectors are defined
as operators acting on the three-dimensional space [16, § 2.1], i.e.,
(PL)ij(k) =
kikj
|k|2
, (2.11)
(PT)ij(k) = δij −
kikj
|k|2
. (2.12)
For details on these operators, see Refs. [15, § 2.1] or [16, § 2.1].
2.2. (3+1)-formalism
Although the theory of relativity is in principle completely symmetric
with respect to space and time, it is useful for many purposes to formally
break this manifest symmetry by decomposing any Minkowski four-vector
into its temporal and spatial components. This is accomplished by the so-
called (3 + 1)-formalism (see Refs. [17, § 3.3] and [18, 19] for applications in
general relativity, Refs. [11, 12] for applications in condensed matter physics).
In this subsection, we shortly explain some aspects of this formalism as far
as they are needed for the purposes of this article. First, we introduce the
dimensionless Cartesian vector
u :=
ck
ω
, (2.13)
and the analogous Minkowski four-vector
uµ :=
ckµ
ω
. (2.14)
Then, we can write the contravariant four-vector uµ as a (4× 1)-matrix,
uµ =
(
1
u
)
, (2.15)
and the corresponding covariant four-vector as a (1× 4)-matrix,
uν =
(
−1, uT
)
. (2.16)
Furthermore, the projector (2.1) can be written in the (3 + 1)-formalism as
(PL)
µ
ν =
1
|u|2 − 1
(
−1 uT
−u uuT
)
, (2.17)
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or equivalently as
(PL)
µ
ν =
1
|u|2 − 1
(
1
u
)(
−1, uT
)
. (2.18)
For later purposes, we also introduce the (4× 3)-matrix
(
uT
↔
1
)
=

u1 u2 u3
1 0 0
0 1 0
0 0 1
 , (2.19)
and the (3× 4)-matrix
(
−u,
↔
1
)
=
 −u1 1 0 0−u2 0 1 0
−u3 0 0 1
 . (2.20)
These auxiliary objects will become relevant in § 5.2.2.
3. Free electromagnetic Green function
3.1. Definition
As a matter of principle, the fundamental equation of motion for the
four-potential Aν(x) generated by the four-current jµ(x) reads
(ηµν✷+ ∂
µ∂ν)A
ν(x) = µ0j
µ(x) , (3.1)
where ✷ = −∂λ∂
λ is called the d’Alembert operator. A particular solution of
this equation is given in terms of the (tensorial) free electromagnetic Green
function D0 by
Aν(x) =
∫
d4x′ (D0)
ν
λ(x− x
′) jλ(x′) , (3.2)
or in Fourier space by
Aν(k) = (D0)
ν
λ(k) j
λ(k) . (3.3)
Here, the free Green function fulfills per definitionem [16, § 3.3] the equation
(ηµν✷+ ∂
µ∂ν) (D0)
ν
λ j
λ = µ0j
µ (3.4)
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for any physical four-current, i.e., for any four-current which satisfies the
continuity equation,
∂µ j
µ = 0 , (3.5)
and which is hence Minkowski-transverse,
PTj = j . (3.6)
On the other hand, the equation of motion (3.1) can be rewritten as
✷PTA = µ0 j = µ0PT j , (3.7)
and correspondingly, we obtain the defining equation for the (tensorial) elec-
tromagnetic Green function in the form
✷PTD0PT = µ0PT . (3.8)
We note that this defining equation for the Green function is less restric-
tive than the one used by D.B. Melrose [10, Eq. (2.1.7)]; together with his
Eq. (2.1.5), however, this approach does not allow one to identify the essen-
tial free parameters of the free Green function. In the following subsection,
we will discuss the general solution of the above Eq. (3.8), which at the same
time provides the general form of the free electromagnetic Green function.
3.2. General form
3.2.1. Projector formalism
As has been shown in Ref. [16, § 3.3], the most general form of the free
electromagnetic Green function reads
(D0)
µ
ν(k) = D0(k)
(
ηµν +
ckµ
ω
fν(k) + g
µ(k)
ckν
ω
+
ckµ
ω
h(k)
ckν
ω
)
, (3.9)
where D0(k) denotes the (scalar) Green function of the d’Alembert operator
in Fourier space [16, § 3.1],
D0(k, ω) =
µ0
−ω2/c2 + |k|2
, (3.10)
and the complex parameter functions fν , g
µ and h can be chosen arbitrarily
up to the constraints of Minkowski-transversality, i.e.,
fν(k)k
ν = kµg
µ(k) = 0 . (3.11)
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In special cases, further restrictions on these parameter functions may be
derived. For example, in the context of condensed matter theory one thinks
of the Green function as a retarded response function, which satisfies the
Kramers–Kronig relations between real and imaginary parts. Furthermore,
the retarded Green function is definitely real-valued implying
(D0)
µν(k) = (D∗0)
µν(−k) , (3.12)
from which we obtain the relations
fµ(k) = f ∗µ(−k) ,
gµ(k) = g∗µ(−k) ,
h(k) = h∗(−k) .
On the other hand, in quantum electrodynamics the electromagnetic Green
function is identified with the time-ordered expectation value (using conven-
tions as in Ref. [20, Eq. (E.17)])
−i~c (D0)
µν(x, x′) = 〈T Aˆµ(x)Aˆν(x′)〉 . (3.13)
Since the field operators in the range of the time-ordering operator commute
with each other, this implies the additional relation
(D0)
µν(x, x′) = (D0)
νµ(x′, x) , (3.14)
which in Fourier space translates into
(D0)
µν(k) = (D0)
νµ(−k) . (3.15)
Imposing this condition on the Green function in its general form, Eq. (3.9),
yields the supplementary conditions
fµ(k) = gµ(−k) , (3.16)
h(k) = h(−k) , (3.17)
which further restrict the gauge freedom of the Green function.
We remark that even in its full generality, Eq. (3.11) is sufficient to guar-
antee the gauge invariance of the “physical” fields. To see this, we note that
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in Fourier space the four-potential is given in terms of “its” current density
by Eq. (3.3), while on the other hand the continuity equation (3.5) reads
kµj
µ(k) = 0 . (3.18)
Hence, applying the Green function on a “physical” current actually yields
Aµ(k) = D0(k)
(
ηµν +
ckµ
ω
fν(k)
)
jν(k) . (3.19)
Next, performing the transition to the field strength tensor by means of
F µν = i(kµAν − kνAµ) (3.20)
shows that the second term in Eq. (3.19) also cancels out and we arrive at
the overall expression
F µν(k) = iD0(k) (k
µjν(k)− kνjµ(k)) , (3.21)
in which none of the arbitrary functions f, g or h appears. This shows that,
as matter of principle, one could have chosen from the very outset the Green
function in the simple form
(D0)
µ
ν(k) = D0(k) η
µ
ν , (3.22)
without any effect on physically observable quantities. Therefore, the ques-
tion arises of why one does not simply stick to this trivial choice of vanishing
parameter functions? The answer is of a rather technical nature: The Green
function in the form of Eq. (3.22) corresponds to the so-called “Feynman
gauge” [21, Eq. (3.270)], which in particular implies the Lorenz gauge on
the level of the four-potential, i.e., kµA
µ = 0. Thus, by generally choosing
f = g = h = 0, one
would be tied down to a special gauge condition, while in actual fact there
are definitely situations where other gauges are more practical.
Finally, it is instructive to compare the above expression (3.9) of the
Minkowski tensor D0 with the decomposition introduced in § 2.1. In fact,
Eq. (3.9) is equivalent to
D0(k) = D0,LL(k) +D0,LT(k) +D0,TL(k) +D0,TT(k) , (3.23)
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where the four contributions are given by
D0,LL(k) = D0(k)
(
1 +
c2k2
ω2
h(k)
)
PL(k) , (3.24)
D0,TT(k) = D0(k)PT(k) , (3.25)
as well as
(D0,LT)
µ
ν(k) = D0(k)
ckµ
ω
fν(k) , (3.26)
(D0,TL)
µ
ν(k) = D0(k) g
µ(k)
ckν
ω
. (3.27)
For later purposes, we now rewrite these results in the (3 + 1)-formalism.
3.2.2. (3+1)-formalism
In the (3 + 1)-formalism of § 2.2, the constraints (3.11) imply that
fν =
(
−u · f , fT
)
= fT
(
−u,
↔
1
)
, (3.28)
and
gµ =
(
u · g
g
)
=
(
uT
↔
1
)
g . (3.29)
Combining Eqs. (2.15) and (3.28), we obtain
ckµ
ω
fν =
(
−u · f fT
−(u · f )u ufT
)
. (3.30)
Similarly evaluating all other terms in Eq. (3.9), we arrive at
(D0)
µ
ν = D0
(
1− u · f − u · g − h fT + (u · g)uT + huT
−(u · f )u− g − hu
↔
1 + ufT + guT + huuT
)
, (3.31)
with the scalar Green function given by Eq. (3.10), or equivalently by
D0 ≡ D0(u, ω) =
1
ε0ω2
1
|u|2 − 1
. (3.32)
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We can also write this result as
(D0)
µ
ν = D0
{(
1 0
0
↔
1
)
(3.33)
+
(
1
u
)
fT
(
−u,
↔
1
)
+
(
uT
↔
1
)
g
(
−1, uT
)
+ h
(
1
u
)(
−1, uT
)}
.
The seven component functions given by f = (f1, f2, f3)
T, g = (g1, g2, g3)
T
and h can be chosen arbitrarily, and each choice yields a tensorial Green
function which satisfies the defining Eq. (3.8). In particular, we may consider
special cases where
f (u) = f(u)u , (3.34)
g(u) = g(u)u , (3.35)
with scalar functions f and g. Then, Eq. (3.31) simplifies to
(D0)
µ
ν = D0
(
1− (f + g)|u|2 − h (f + g |u|2 + h)uT
−(f |u|2 + g + h)u
↔
1 + (f + g + h)uuT
)
. (3.36)
This form of the electromagnetic Green function is particularly suitable for
the recovery of the temporal gauge, as we will show in the next subsection.
3.3. Temporal gauge
It has been shown already in Ref. [16, Eqs. (3.57)–(3.59)] that the free
Green function in the temporal gauge can be obtained by choosing the scalar
functions f, g and h as follows:
f(u) =
1
|u|2 − 1
, g(u) = 0 , h(u) = −f(u) . (3.37)
In fact, by putting these functions into Eq. (3.36) we obtain
(D0)
µ
ν = D0
(
0 0
−u
↔
1
)
, (3.38)
or in terms of the original variables k and ω,
(D0)
µ
ν(k, ω) = D0(k, ω)
(
0 0
−ck/ω
↔
1
)
. (3.39)
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As shown in Ref. [15, § 2.2.1], this formula can also be derived directly from
the equation of motion for the electromagnetic vector potential in the tem-
poral gauge. Either way, we refer to Eq. (3.39) as the free electromagnetic
Green function in the Minkowskian temporal gauge.
Furthermore, we have derived in Ref. [15, § 2.2.2] an alternative form of
the free electromagnetic Green function by replacing in the equation of mo-
tion the charge density with the current density via the continuity equation.
Thus, the free electromagnetic Green function can be brought into the form
(D0)
µ
ν(k, ω) =
(
0 0
0
↔
D0(k, ω)
)
, (3.40)
with the free Cartesian Green function
↔
D0(k, ω) = D0(k, ω)
(
↔
1 −
c2|k|2
ω2
↔
PL(k)
)
, (3.41)
which can also be written compactly as
↔
D0 = D0 (
↔
1 − uuT) . (3.42)
The above form (3.40) of the free electromagnetic Green function can in turn
be obtained from the general expression (3.36) by choosing
f(u) = g(u) =
1
|u|2 − 1
, h(u) =
1 + |u|2
1− |u|2
. (3.43)
Correspondingly, we refer to Eq. (3.40) as the free electromagnetic Green
function in the Cartesian temporal gauge.
4. Fundamental response tensor
4.1. Definition
Within the limits of linear response theory, the basic quantity of electro-
dynamics in media is the fundamental response tensor defined as [16, § 5.1]
χµν(x, x
′) =
δjµind(x)
δAνext(x
′)
, (4.1)
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such that the induced four-current can be expanded to linear order in terms
of the external four-potential as
jµind(x) =
∫
d4x′ χµν(x, x
′)Aνext(x
′) . (4.2)
The continuity equation for the induced four-current and its invariance under
gauge transformations of the external four-potential imply the constraint
relations
∂µχ
µ
ν(x, x
′) = 0 , (4.3)
∂′νχ
µ
ν(x, x
′) = 0 . (4.4)
In the homogeneous limit, response functions depend only on the coordinate
difference, χ(x, x′) = χ(x− x′), such that the expansion (4.2) can be written
in Fourier space as a point-wise product,
jµind(k) = χ
µ
ν(k)A
ν
ext(k) . (4.5)
In this limit, the constraints (4.3)–(4.4) read (cf. Ref. [1, Eq. (10.5.2)])
kµχ
µ
ν(k) = χ
µ
ν(k)k
ν = 0 . (4.6)
These equations will become particularly important for the description of the
fundamental response tensor in the (3 + 1)-formalism.
4.2. General form
In terms of the Minkowskian longitudinal and transverse projectors of
§ 2.1, the constraints (4.6) can be written equivalently as
PL(k)χ(k) = χ(k)PL(k) = 0 . (4.7)
This implies that in the general decomposition
χ = χLL + χLT + χTL + χTT , (4.8)
only the last term is nonzero, i.e.,
χLL = χLT = χTL = 0 , (4.9)
χTT = χ , (4.10)
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hence χ is a Minkowski-transverse tensor. Moreover, it follows that in the
(3 + 1)-formalism the fundamental response tensor attains the form
χµν =
(
−uT
↔
χu uT
↔
χ
−
↔
χu
↔
χ
)
. (4.11)
This can be written even more compactly as
χµν =
(
uT
↔
1
)
↔
χ
(
−u,
↔
1
)
, (4.12)
where we have used the matrices defined in Eqs. (2.19)–(2.20). In terms of
the original variables k and ω, we thus obtain the well-known representation
of the fundamental response tensor (see Ref. [16] and references therein)
χµν(k, ω) =
− c2ω2 kT↔χ(k, ω)k cω kT↔χ(k, ω)
− c
ω
↔
χ(k, ω)k
↔
χ(k, ω)
 . (4.13)
In particular, this shows that the current response tensor, which is defined
as the spatial part of the fundamental response tensor, already determines
the whole fundamental response tensor and thus, ultimately, all linear elec-
tromagnetic response properties (see Ref. [16, Sct. 6]).
4.3. Proper response tensor
Similarly as the (“direct”) fundamental response tensor introduced in § 4.1,
the proper fundamental response tensor is defined as the functional deriva-
tive of the induced four-current with respect to the total (i.e., external plus
induced) four-potential, i.e.,
χ˜µν(x, x
′) =
δjµind(x)
δAνtot(x
′)
. (4.14)
Generally, proper response functions are relevant for the following reasons:
(i) Within the Functional Approach to electrodynamics of media [13, 16],
they play a particularly important roˆle in the derivation of wave equations
in materials [14, 15, 22, 23]. (ii) The Kubo formula as calculated by ab initio
computer codes relying on independent-particle approximations should be
interpreted as the respective proper response function [24, § II]. Furthermore,
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as the analysis below will show, the proper response tensor is related to its
“direct” counterpart by a Dyson equation. In a Feynman graph analysis, this
implies that the proper response tensor corresponds to a sum of irreducible
graphs, and hence it is more directly accessible by theoretical calculations.
(iii) In some cases, the commonly used response function has to be identified
with the proper one anyway (for instance, “the” conductivity tensor in most
cases actually refers to the proper conductivity tensor). Finally, we stress
that the description of the response in terms of proper rather than “direct”
response functions is at least possible and a priori it is not clear why the
latter approach should be favored over the former. Fittingly, the proper
response tensor satisfies the same constraints as the fundamental response
tensor, Eqs. (4.3)–(4.4), and is therefore also Minkowski-transverse,
χ˜ = χ˜TT . (4.15)
Correspondingly, its general form in the homogeneous limit reads
χ˜µν =
(
−uT
↔
χ˜u uT
↔
χ˜
−
↔
χ˜u
↔
χ˜
)
. (4.16)
One can easily show by the functional chain rule that the fundamental re-
sponse tensor is related to its proper counterpart by the Dyson-type equation
χ = χ˜+ χ˜D0χ . (4.17)
We now draw a few direct conclusions from this equation. First, one shows
easily that Eq. (4.17) implies the relations
χ = (1− χ˜D0)
−1 χ˜ , (4.18)
as well as
1 +D0χ = (1−D0 χ˜)
−1 . (4.19)
Furthermore, since both χ and χ˜ are Minkowski-transverse tensors, we can
replace D0 in Eq. (4.17) by its transverse projection, i.e.,
χ = χ˜ + χ˜ (D0)TT χ , (4.20)
where (D0)TT ≡ D0,TT are two different notations for the same object. By
means of the explicit expression (3.25), this can be further simplified to
χ = χ˜+D0 χ˜χ , (4.21)
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with the scalar Green function D0 . From the ensuing formal expansion
χ = χ˜ +D0 χ˜
2 +D20 χ˜
3 + . . . =
∞∑
n=1
D
n−1
0 χ˜
n , (4.22)
we then deduce that the tensors χ and χ˜ commute with each other, i.e.,
χχ˜ = χ˜χ . (4.23)
Moreover, the Dyson-type equation (4.21) implies the following relations,
which are analogous to Eqs. (4.18)–(4.19):
χ = Xχ˜ , (4.24)
with the dimensionless Minkowski tensor X being given by
X := 1 +D0χ = (1−D0 χ˜)
−1 . (4.25)
Finally, by choosing the free electromagnetic Green function D0 in the Carte-
sian temporal gauge (see § 3.3), the Dyson equation (4.17) translates into(
−uT
↔
χu uT
↔
χ
−
↔
χu
↔
χ
)
=
(
−uT
↔
χ˜u uT
↔
χ˜
−
↔
χ˜u
↔
χ˜
)
(4.26)
+
(
−uT
↔
χ˜u uT
↔
χ˜
−
↔
χ˜u
↔
χ˜
)(
0 0
0
↔
D0
)(
−uT
↔
χu uT
↔
χ
−
↔
χu
↔
χ
)
. (4.27)
Performing the matrix multiplications explicitly, we thus obtain(
−uT
↔
χu uT
↔
χ
−
↔
χu
↔
χ
)
=
−uT(↔χ˜ + ↔χ˜ ↔D0↔χ)u uT(↔χ˜ + ↔χ˜ ↔D0↔χ)
−
(↔
χ˜ +
↔
χ˜
↔
D0
↔
χ
)
u
(↔
χ˜ +
↔
χ˜
↔
D0
↔
χ
)
 , (4.28)
from which we read off the Cartesian Dyson-type equation
↔
χ =
↔
χ˜ +
↔
χ˜
↔
D0
↔
χ , (4.29)
which is hence equivalent to its well-known Minkowskian version (4.17).
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5. Full electromagnetic Green function
5.1. Definition
The free electromagnetic Green function introduced in § 3.1 can be char-
acterized as the functional derivative of the four-potential with respect to its
own generating four-current,
(D0)
µ
ν(x, x
′) =
δAµ(x)
δjν(x′)
. (5.1)
In the presence of materials, we introduce the analogous quantity [16, § 5.2]
Dµν(x, x
′) =
δAµtot(x)
δjνext(x
′)
, (5.2)
which is correspondingly called the full electromagnetic Green function. Us-
ing once more the functional chain rule, the full Green function can be re-
lated to its free counterpart and the fundamental response tensor as follows
(cf. Ref. [1, Eq. (10.5.10)]):
D = D0 +D0χD0 . (5.3)
Alternatively, the full Green function can be related to its free analogon and
the proper fundamental response tensor by the Dyson equation, which reads
as follows (cf. Ref. [1, Eq. (10.5.14)]):
D = D0 +D0 χ˜D . (5.4)
Here, we have used the identities
(D0)
µ
ν(x, x
′) =
δAµext(x)
δjνext(x
′)
=
δAµind(x)
δjνind(x
′)
. (5.5)
By iterating Eq. (5.4), one obtains the perturbative series
D = D0 +D0 χ˜D0 + . . . , (5.6)
commonly used in quantum electrodynamics [4, Eq. (13.32)]. Conceptually,
the direct and the proper current response tensor respectively correspond to
the reducible and the irreducible photon self-energy used in quantum electro-
dynamics (see Ref. [1, § 10.5]). Therefore, Eq. (5.3) shows that if one was in
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possession of the full current response tensor (i.e., the exact, reducible photon
self-energy “including all vertex corrections”), then one could also calculate
the full electromagnetic Green function. Unfortunately, in this case the caveat
applies that the full current response tensor as calculated in condensed matter
physics—even if directly and exactly so from the Kubo formula [13, App. C]
applied to the interacting many-electron system—would still not coincide
with its counterpart used in quantum electrodynamics [1, § 10.5]. The reason
for this is that in condensed matter physics—apart from the fact that one
uses a nonrelativistic formulary—one restricts oneself to a purely electronic
problem taking into account only the Coulomb interaction, while in quantum
electrodynamics one is obliged to treat the complete system of electrons and
“photons”. Thus, a Feynman graph expansion of the current response ten-
sor within quantum electrodynamics would again involve the electromagnetic
Green function, which is not the case in condensed matter physics. Hence,
from a practical point of view, if one is only given the “full” current response
tensor in the sense of condensed matter physics, it would still not be possible
to calculate the full electromagnetic Green function from Eq. (5.3). Apart
from this proviso, however, the Dyson equation—although derived within
the context of condensed matter physics—is indeed formally identical to the
self-consistent equation for the full Green function used in quantum electro-
dynamics, meaning in particular that the “full” electromagnetic Green func-
tion calculated in condensed matter physics can be regarded at a reasonable
approximation to its counterpart in quantum electrodynamics.
Be it as it may, with the above equations we can finally specify the prin-
cipal problem treated in this article. In fact, as has been reviewed in Sct. 3,
the solution of the equation of motion (3.8) for the free Green function is not
uniquely determined. Instead, its general form is given by Eq. (3.9), which
involves seven freely adjustable parameter functions (namely, h(k), f (k), and
g(k)). Consequently, the full Green function is not uniquely determined ei-
ther. The question therefore arises what its general form looks like, and how
the adjustable parameters of the free electromagnetic Green function trans-
late into the corresponding adjustable parameters of the full Green function.
These questions will be answered in the remaining part of this article.
5.2. General form
5.2.1. Projector formalism
The most general form of the full Green function in the homogeneous
limit follows from the Dyson equation (5.4), which uniquely determines D
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in terms of the free Green function D0 and the proper fundamental response
tensor χ˜ as a formal power series,
D = D0 +D0 χ˜D0 +D0 χ˜D0 χ˜D0 + . . . (5.7)
Even more straightforwardly, however, the general form of D can be deduced
from its representation (5.3) in terms of the free Green function D0 and the
direct response tensor χ. For this purpose, we use again the expansion of the
full Green function,
D = DLL +DLT +DTL +DTT , (5.8)
and the analogous expansions of the free Green function and the fundamental
response tensor (which have been investigated in § 3.2.1 and § 4.2). Multiply-
ing Eq. (5.3) from left and right with PL or PT, respectively, and using that
χ is Minkowski-transverse, we obtain the four identities
DLL = (D0)LL + (D0)LT χ (D0)TL , (5.9)
DLT = (D0)LT + (D0)LT χ (D0)TT , (5.10)
DTL = (D0)TL + (D0)TT χ (D0)TL , (5.11)
DTT = (D0)TT + (D0)TT χ (D0)TT . (5.12)
With the concrete expressions (3.24)–(3.27) for the free Green function, we
first obtain the longitudinal contribution of the full Green function,
(DLL)
µ
ν(k) = (5.13)
D0(k)
((
1 +
c2k2
ω2
h(k)
)
(PL)
µ
ν(k) +D0(k)
ckµ
ω
fλ(k)χ
λ
ρ(k) g
ρ(k)
ckν
ω
)
,
then the mixed contributions,
(DLT)
µ
ν(k) = D0(k)
(
ckµ
ω
fν(k) +D0(k)
ckµ
ω
fλ(k)χ
λ
ν(k)
)
, (5.14)
(DTL)
µ
ν(k) = D0(k)
(
gµ(k)
ckν
ω
+D0(k)χ
µ
ρ(k) g
ρ(k)
ckν
ω
)
, (5.15)
and finally the transverse contribution,
(DTT)
µ
ν(k) = D0(k)
(
(PT)
µ
ν(k) +D0(k)χ
µ
ν(k)
)
. (5.16)
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By summing up all contributions, we arrive at the following general form of
the full electromagnetic Green function:
Dµν(k) = (5.17)
D0(k)
(
Xµν (k) +
ckµ
ω
Fν(k) +G
µ(k)
ckν
ω
+
ckµ
ω
H(k)
ckν
ω
)
,
where the dimensionless tensor X was defined in Eq. (4.25), and where the
dimensionless functions Fν , G
µ, H are related to their counterparts fν , g
µ, h
in the analogous representation (3.9) of the free electromagnetic Green func-
tion by the following equations:
Fν = fλX
λ
ν , (5.18)
Gµ = Xµρ g
ρ , (5.19)
H = h+ fλ (X
λ
ρ − η
λ
ρ ) g
ρ . (5.20)
One the one hand, the functions Fν , G
µ, H can be regarded as parameter
functions of the full Green function, which can be chosen arbitrarily up to
the constraints of Minkowski-transversality (analogous to Eq. (3.11)), i.e.,
Fν(k)k
ν = kµG
µ(k) = 0 . (5.21)
On the other hand, these functions are uniquely determined once their coun-
terparts fν , g
µ, h in the free Green function are fixed. Thus, we can also
derive an explicit expression of the full Green function in terms of the pa-
rameter functions of the free Green function: resubstituting the definition
(4.25) of X in Eqs. (5.17)–(5.20) and abbreviating uµ = ckµ/ω, we obtain
Dµν = D0
(
ηµν + u
µfν + g
µuν + u
µh uν
)
+D20
(
χµν + u
µfλ χ
λ
ν + χ
µ
ρ g
ρuν + u
µ (fλ χ
λ
ρ g
ρ)uν
)
,
(5.22)
or equivalently,
Dµν = (D0)
µ
ν +D
2
0
(
ηµλ + u
µfλ
)
χλρ
(
ηρν + g
ρuν
)
, (5.23)
where the first term is just the free Green function given by Eq. (3.9). In
fact, this last equation can also be derived directly from Eq. (5.3) by using
the expression (3.9) for the free Green function together with the constraints
(4.6) on the fundamental response tensor.
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5.2.2. (3+1)-formalism
We now reformulate our results in the (3 + 1)-formalism, which will turn
out to be useful for deriving the Cartesian Dyson equation in the following
subsection. First, the tensor X defined by Eq. (4.25) can be represented as
Xµν =
(
1−D0u
T↔χu D0u
T↔χ
−D0
↔
χu
↔
1 +D0
↔
χ
)
, (5.24)
which follows from the corresponding expression (4.13) of the fundamental
response tensor. In terms of the dimensionless matrix
↔
X :=
↔
1 +D0
↔
χ , (5.25)
which is the spatial part of the Minkowski tensor X , we obtain the equivalent
representation
Xµν =
(
1− uT(
↔
X −
↔
1)u uT(
↔
X −
↔
1)
−(
↔
X −
↔
1)u
↔
X
)
. (5.26)
Next, the Minkowski-transverse functions Fν and G
µ defined in the previous
subsection can be written as
Fν =
(
−u · F , F T
)
, (5.27)
and
Gµ =
(
u ·G
G
)
, (5.28)
which is analogous to Eqs. (3.28)–(3.29). By putting these expressions into
Eq. (5.17) and performing the matrix multiplications, we arrive at the fol-
lowing expression of the full Green function in the (3 + 1)-formalism:
Dµν = D0
(
1− uT(
↔
X −
↔
1)u uT(
↔
X −
↔
1)
−(
↔
X −
↔
1)u
↔
X
)
(5.29)
+D0
(
−u · F − u ·G−H F T + (u ·G)uT +HuT
−(u · F )u−G−Hu uF T +GuT +HuuT
)
.
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Using once more the relation (5.25), we can write this result equivalently as
Dµν = D
2
0
(
−uT
↔
χu uT
↔
χ
−
↔
χu
↔
χ
)
(5.30)
+D0
(
1− u · F − u ·G−H F T + (u ·G)uT +HuT
−(u · F )u−G−Hu
↔
1 + uF T +GuT +HuuT
)
,
where the second term is now precisely analogous to Eq. (3.31) for the free
Green function.
To proceed further, we express the parameter functions F , G and H in
terms of their counterparts f , g and h appearing in the free Green function.
Thus, we rewrite Eq. (5.18) as(
−u · F , F T
)
=
(
−u · f , fT
)
+D0
(
−u · f , fT
)(−uT↔χu uT↔χ
−
↔
χu
↔
χ
)
,
(5.31)
from which we obtain after a straightforward calculation,
F T = fT +D0 f
T (
↔
1 − uuT)
↔
χ . (5.32)
Similarly, Eq. (5.19) implies that
G = g +D0
↔
χ (
↔
1 − uuT) g , (5.33)
and from Eq. (5.20) we obtain
H = h+D0 f
T (
↔
1 − uuT)
↔
χ (
↔
1 − uuT) g . (5.34)
Putting these results into Eq. (5.30) yields after a lengthy but straightfor-
ward calculation the following general expression of the full electromagnetic
Green function:
Dµν = (D0)
µ
ν
+D20
(
fT
u
↔
1 − uuT + ufT
u
)
↔
χ
(
−g
u
,
↔
1 − uuT + guu
T
)
,
(5.35)
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where we have introduced the functions
fu(u) := u+ (
↔
1 − uuT) f (u) , (5.36)
gu(u) := u+ (
↔
1 − uuT) g(u) . (5.37)
Note that the first term on the right-hand side of Eq. (5.35) is just the free
Green function, which as a (4× 4)-matrix is given in terms of f , g and h by
Eq. (3.31). By contrast, the second term depends on the current response
tensor and formally involves the multiplication of a (4×3)-matrix, a (3×3)-
matrix and a (3× 4)-matrix.
We conclude this subsection with a few remarks concerning our result
(5.35). First, an even shorter derivation of this expression in the (3 + 1)-
formalism can be given by starting from Eq. (5.23) of the previous subsec-
tion, which also relates the full Green function to the parameter functions
of the free Green function (but in the manifestly Lorentz-covariant formal-
ism). Expressing fν , g
µ and χµν in terms of their respective spatial parts via
Eqs. (3.28), (3.29) and (4.12) leads directly to the result (5.35).
Secondly, using the representation (3.42) of the free Cartesian Green func-
tion, we can rewrite Eqs. (5.32)–(5.34) compactly as
F T = fT(
↔
1 +
↔
D0
↔
χ) , (5.38)
G = (
↔
1 +
↔
χ
↔
D0) g , (5.39)
H = h+D−10 f
T
↔
D0
↔
χ
↔
D0 g . (5.40)
Correspondingly, the result (5.35) is equivalent to
Dµν = (D0)
µ
ν
+
(
D0u
T + fT
↔
D0
D0
↔
1 + ufT
↔
D0
)
↔
χ
(
−D0u−
↔
D0 g , D0
↔
1 +
↔
D0 gu
T
)
.
(5.41)
Finally, in the special case where f and g are parallel to u and given by
Eqs. (3.34)–(3.35), the definitions (5.36)–(5.37) also simplify to
fu(u) = fu(u)u , (5.42)
gu(u) = gu(u)u , (5.43)
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with the respective scalar functions being defined as
fu(u) = 1 + (1− |u|
2)f(u) , (5.44)
gu(u) = 1 + (1− |u|
2)g(u) . (5.45)
This case will be important in the following subsection.
5.3. Temporal gauge
It follows directly from Eq. (3.43) that in the Cartesian temporal gauge,
fu(u) = gu(u) = 0 . (5.46)
Thus, the general expression (5.35) of the full Green function simplifies to
Dµν =
(
0 0
0
↔
D0
)
+D20
(
0
↔
1 − uuT
)
↔
χ
(
0,
↔
1 − uuT
)
(5.47)
=
(
0 0
0
↔
D0
)
+
(
0
↔
D0
)
↔
χ
(
0,
↔
D0
)
, (5.48)
where we have used again Eq. (3.42). Multiplying out the matrices, we find
that the full Green function is of the same form as the free Green function,
Dµν =
(
0 0
0
↔
D
)
, (5.49)
and the full Cartesian Green function is related to its free counterpart by
↔
D =
↔
D0 +
↔
D0
↔
χ
↔
D0 . (5.50)
This is a Cartesian version of Eq. (5.3), which had been our starting point
for deriving the general form of the full Green function. Together with the
relation (4.29) between the direct and the proper current response tensor,
Eq. (5.50) implies the corresponding Cartesian Dyson equation
↔
D =
↔
D0 +
↔
D0
↔
χ˜
↔
D , (5.51)
which constitutes a main result of this article. While we have derived Eqs.
(5.50) and (5.51) from the general form of the full Green function, these equa-
tions can also be deduced directly from their more fundamental Minkowskian
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counterparts, Eqs. (5.3) and (5.4), by using the free Green function in the
Cartesian temporal gauge, Eq. (3.40), together with the general representa-
tion (4.13) of the fundamental response tensor.
6. Conclusion
We have derived the most general form of the full electromagnetic Green
function, both in the manifestly Lorentz-covariant formalism (see Eq. (5.17)),
and in the (3 + 1)-formalism which is more suitable for applications in con-
densed matter physics (see Eq. (5.30)). These results generalize the corre-
sponding expressions for the free electromagnetic Green function, Eqs. (3.9)
and (3.31), which had been derived already in Ref. [16]. In particular, we
have shown that the full Green function depends on seven complex parameter
functions (F ,G, H), which can be chosen arbitrarily, but which are uniquely
determined once the corresponding parameter functions (f , g, h) of the free
Green function are fixed. Thus, we could also express the full Green func-
tion in terms of the parameter functions of the free Green function, both
in the manifestly Lorentz-covariant formalism (see Eq. (5.23)) and in the
(3 + 1)-formalism (see Eqs. (5.35)–(5.37), or Eq. (5.41)).
As a further more practical outcome of this analysis, we have derived
Cartesian Dyson equations both for the full electromagnetic Green function
(see Eqs. (5.51)) and for the fundamental response tensor (see Eq. (4.29)).
These allow for a reduction of their original four-dimensional Lorentz for-
mulation to a more economic three-dimensional formulation still being exact
and hence encapsulating the complete information.
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A. Cartesian, Minkowskian, and scalar equations
In this appendix, we compare some relations between Cartesian tensors,
which were derived in this article, to their already well-known Minkowskian
counterparts, as well as to their analogous scalar relations which are com-
monly used in electronic structure physics.
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Minkowskian Cartesian
χ = χ˜ + χ˜D0χ
↔
χ =
↔
χ˜ +
↔
χ˜
↔
D0
↔
χ
D = D0 +D0 χ˜D
↔
D =
↔
D0 +
↔
D0
↔
χ˜
↔
D
D = D0 +D0χD0
↔
D =
↔
D0 +
↔
D0
↔
χ
↔
D0
Table 1: Exact Dyson-type equations.
Cartesian Scalar
↔
χ =
↔
χ˜ +
↔
χ˜
↔
D0
↔
χ χ = χ˜+ χ˜vχ
(
↔
ε r)
−1 =
↔
1 +
↔
D0
↔
χ ε−1r = 1 + vχ
↔
ε r =
↔
1 −
↔
D0
↔
χ˜ εr = 1− v χ˜
Table 2: Current response tensor and dielectric tensor
(left column: exact relations, right column: relations be-
tween longitudinal response functions which are valid in
the isotropic limit).
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Concretely, Table 1 summarizes the Dyson-type relations between the
free electromagnetic Green function D0, the full electromagnetic Green func-
tion D, the (direct) fundamental response tensor χ, and the proper funda-
mental response tensor χ˜. Importantly, the more economic Cartesian equa-
tions are actually equivalent to their Minkowskian counterparts (provided
that we choose the Cartesian temporal gauge, see § 3.3). The Cartesian equa-
tions correspond to Eqs. (4.29), (5.50), and (5.51) in the main text, whereas
the Minkowskian versions are derived, for example, in Ref. [16, § 5.2].
Furthermore, Table 2 summarizes relations between the dielectric tensor
and the (direct or proper) current response tensor. In the homogeneous
limit, where longitudinal and transverse response functions decouple, the
general tensor relations can be reduced to simpler scalar relations, which
are commonly employed in first-principles materials physics. These scalar
relations involve the (direct) density response function χ, the proper density
response function χ˜ , and the longitudinal dielectric function εr . In particular,
in these formulae the scalar Coulomb kernel v replaces the free Cartesian
Green function. For a derivation of these relations, see [15, § 3.4 and § 5.1].
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