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1.1. Introduction. 
A manufacturer produces and sells n different items 1, •o•,n• 
Different items cannot be produced simultaneouslyo If a production-
process is running, it is not possible to begin with another production. 
A productionprocess starts as soon as a decision is made to produce. 
At most M. - s units of item i can be produced, ifs units of item i 
1 
are in stock. The number of units of time required to produced units 
of item i is T. d• The production costs are h.(d). The setup cost for 
1, 1 
each productionrun of item i is K .• Assume there are no costs and 
1 
time attached to a change of production. The production-processes 
may succeed each other immediately. The cost of holding one unit of item 
i in stock for one unit of time is ci 1• Assume that the cost of storing 
a unit for any length of time is proportional to the time for which it 
is kept in stock. If the manufacturer cannot satisfy immediately the 
demand of a customer, then he makes emergency purchases to fulfil the 
demand. An emergency purchase costs the manufacturer ci2 per unit of 
item i. Each customer asks for one type of item. Assume that the 
customers, who ask for item i, arrive according to a Poisson process 
with rate A.*). Suppose that the Poisson processes are independent. 
1 
Assume further that the random demands of the customers are independent. 
A customer, who asks for item i, buys k units with probability pik 
(k = 0,1, 
N. 
1 
0 0 0 ,N • ) e l 
i k = 
p.k = 1, Pio< 1 (i = 1, ••• ,n). 
0 1 
The manufacturer looks for a schedule of production for an infinite 
planning horizon, such that the expected average cost per unit of time 
is minimal. 
*) Equivalently can be stated that the customers arrive according to a 
Poisson process with rate A, and that the demands of the customers are 
independent. Let q.k be the probability that a customer demands k units 
i N. 
1 n 
of item i (k = 0,1, ••• ,N.). If q. = l q.k, then r q. = 1. It can 
i i k = 0 i i = 1 i 
be proved that the customers, who ask for item i, arrive according to 
a Poisson process with rate Aq .• Further these Poisson processes are 
1 
independent. 
2 
Let (s 1, o••,s) correspond to the situation thats. units of item n i 
(i = 1, ooo,n) are in stock and no production process is running. The 
manufacturer has to decide for each situation whether to begin a 
production of a certain item or not. He will have to develop a 
strategy z that specifies his decision for every possible situation. 
The strategy will be called optimal, if it minimizes the expected 
average cost per unit of time. Our task will be determine for each 
state (s 1 , ••• sn) a feasible decision z(s 1 , •• ~sn). An optimal strategy 
may be obtained by a mathematical method, called Markov-programming. 
This method is a generalisation of the method of R.Howard and has 
been developed by G.de Leve in [1]. The manufacturers problem cannot 
be solved with Howards method~~ Before presenting a review of the method 
and its application to the manufacturers problem, some numerical results 
will be given first. 
1.2. Numerical results. 
Each strategy z prescibes in every state (i 1 , ••• ,in) a decision 
z(i 1 , ••• ,in)= (O, ••• ,o, ~ , o, ••• ,o). If '¾(Dthen in state 
(i 1 , ••• ,in) a decision is made to produce~ units of item k. 
If~= 0 then nothing is done. The expected average cost per unit of 
time will denoted by r. 
a) One item, each customer demands one unit. 
n = 1; M1 = 4; A1 = 1; N1 = 1; p 11 = 1; Ti,d = 1, d = 1, ••• ,4; K1 = 3; 
c 11 = 2; c 12 = 16. 
a1) h (1) = 2; h (2) = 3,8; h (3) = 5,5; h (4) = 7. 
Optimal strategy z: 
z(O) = z(1) = 3 
z(2) = z(3) = z(4) = 0 
r = 8,49. 
*)If we assume that the durations of the productionprocesses are expo-
-nentially distributed, then Howards method can be applied in 
principe. The method of G.de Leve allows us to use arbitrary distributions 
for tbe durations of productionprocesses. 
a2) h(d) = 2do 
Optimal strategy: 
3 
z(O) = 3;z(1) = 2;z(2) = z(3) = z(4) = O. 
r = 8,59. 
b) One item; each customer demands one or two units. 
1 N1 = 2; p 11 = p12 = 2. The other data as in a). 
b1) Optimal strategy: 
z(O) = 4; z(1) = 3; z(2) = z(3) = z(4) = o. 
r = 13 ,28. 
b2) The same optimal strategy as in b1) and r = 13,51. 
c) Two items; each customer demands one unit. 
n = 2; IL = 1 ; M. = 3; >.. = 1 ; p. 1 = 1 ; T. d = 1 1 1 1 i, 1, d = 1, ••• ,3; K. = 3; 1 
C 1) h1 ( 1) = 2; h1(2) 
Optimal strategy: 
z(O,i) = (3,0) 
z(1;i) = (2,0) 
' 
the other z(i;j) 
r = 
3 
2 
17 t 77 0 
0 
c2) h1(d) = 2d. 
= 
1 
i 
= 
3,8; h. ( 3) = 5,5. 1 
= 0, 1 , 0 0 Ct 3 . z(i,o) 
' 
= 1 ' C O • 9 3 z(i;1) = 
(o,o). 
2 3 
The same optimal strategy and r = 17,96. 
= (0,3) 1 = 1 ' ••• , 3; , 
(0,2) , i = 2,3; 
4 
d) Two items 1 each customer demands either one or two units, 
N1 = N2 = 2; pij = ~, i,j = 1,2; the other data as in c) • 
d1) Optimal strategy is the same as in c1). 
r = 29,81. 
d2) Sa.me optimal strategy as in c2). 
r = 30,05c 
Note. Suppose that in case a) after finishing a productionprocess at 
least T units of time are needed to start a new production. Let i 
correspond here to the sitation that i units are in stock and at least 
T units of time no productionprocess is running. 
If we take the data of a) and T = 1, then 
e) e1) Optimal strategy: 
z(O) = z(1) = 3;z(2) = z(3) - z(4)·,·='0. 
r = 8 9 59. 
e2) Same optimal strategy, r = 8,74. 
5 
2. Markov-programming 
Problems of the type to which Markov-programming can be applied are 
always related to some physical system. In our case the system comprises 
the inventory and the quantity in production. 
At each point of time t the system is in some state x. In the mathematical 
model the state xis represented by a point in a finite dimensional 
Cartesian space. The set of all possible states will be called the 
state space X. 
Besides deterministic transformations the state of the system may be 
subjected to random transitions. Owing to the latter transitions the 
system performs a random walk through the state space. In case no 
decisions are taken, this evolution is called the natural process. 
A condition for application of Markov-programming is that for each 
initial state of the system the underlying natural process can be 
described by a stationary strong Markov-process. 
*) 
A family of n-dimensional random vektors 124,, tG.T} is called a 
Markov-process, it with probability one, 
Pf 3t + s~ ;\ ~ u, u ~ t } = P ~t + s < >- I xt} ( 2. 1) 
for each >-ERn and each s, tET, s > o. 
Roughly speaking: If we know the "present" then the additional know-
ledge of the "past" does not contribute any relevant information about 
the "future". 
We use the term a stationary Markov-process, if the distribution of 
(1c1) does not depend on t. If the foregoing remains true when the 
arbitrary but fixed time tis replaced by a random variable l, then the 
process is called a stationary strong Markov-process. The validity of 
(1.1) is only required for a random variable !,determining the first 
entry time in a given closed set C in X (regardless the initial state 
of the system), Only closed sets C, are considered which satisfy certain 
regularity conditions, given in [1]. 
*' . . . . . Measurable functions on a probability space, which take their values 
in an-dimensional Cartesian space Rn. Random vektors, called random 
variables if n = 1, are underlined. 
In addition the following definitions are given with regard to a 
Markov-process with state space X. A subset S of Xis called ergodic 
if the system remains with probability 1 in Sas soon as it assumes 
a state of S. A ergodic set is called simple ergodic ,_if it contai:ias 
no disjunct ergodic sets. The set T of states, which do not belong to 
any set from a given system of simple ergodic sets is called the 
tnansient set, if T does not contain a ergodic seto 
A decomposition of the state space into simple ergodic sets and a 
transient set is not always unique. In this paper it is assumed that 
always a decomposition is given with disjunct simple ergodic setso 
We note that if the state space is finite or denumerable a decomposition 
can be given, such that an ergodic set Sis simple ergodic if every 
state in Scan be reached from every other state in S. The simple 
ergodic sets are then always disjunct. 
In decisionpr~blems losses and gains play important roles. It is no 
restriction to consider only losses. In general the decisionmaker wants 
to influence the natural process by interventions, basically a finite 
number in each finite interval. He will try to prevent infavourable 
excursions through the state space. After an intervention the system 
my be transferred into some other state. Between two sucessive 
interventions the system is subject to the natural process. For that 
reason the natural process has to be defined for each initial state. 
It is convenient to assume that at each point of time a decision is made. 
The decision will be primarily to decide whether to intervene or not 
secondly which intervention to choose<> ·we call the decision not to 
intervene a. mill-dee is ion. 
We shall assume that in every state x exists a set D(x) of feasible 
decisions d. In many situations decisions result in a random transition 
in the state of the system. For that reason a decision is defined 
mathematically by the probability distribution of the state into which 
the system is transferred (by the decision ! ) A null-decision in state 
x can be interpreted as the probability distribution concentrated 
in x itself. 
Decisions which lead to deterministic transitions are also definedJby 
"concentrated" probability distributions but now in the ne~ atate. 
The solution of the decisionprGblem is given in the form of a strateQ"o 
..L 
A strategy dictates at each point of time a feasible decision 
(including null-decisions) on the basis of available information. The 
result of the natural process and the extra transitions caused by the 
strategy is called the decisionprocess. We denote by Z the class of stra-
tegies z 9 which base their ·decisions on the present state only and 
add to each state x one and only one decision dGD(x). 
Since we have only interventions and null-decisions each strategy 
z C Zpvtitions the state space into two disjunct sets, one denoted 
by A , comprising states in which always interventions are ma.de, 
z 
the other consisting of states in which always null-decisions are 
dictated. 
From now on we shall consider only strategies z • Z.Under some 
general conditions it can be shown this is no restriction. Further 
it can be proved under certain weak conditions that the decisionprocess, 
if a strategy z e Z is applied, is also a stationary strong Markov-
process. 
In order to find out which strategy is the best one we need a criterion. 
In most cases the random costs in a infinite period of time will be 
infinite with probability 1 for each strategy. Under rather weak 
conditions it can be proved that for each strategy z, Z the random 
average costs per unit time converge with probability 1 to a fixed value, 
when the system starts in a non-transient state and is considered during 
a time T with T~ ~. As criterion for an optimal strategy we shall 
adopt the expected value of the average costs per unit time, when the 
system is considered for an infinite period of time. 
The existence is assumed of a non-empty set A with the following 
0 
property. The set A consists of states, where each z E Z dictates an 
0 
intervention. Hence for each z 6 z, 
(2.2) 
It is assumed that in the natural process from each initial state 
the set A0 can be reached within a finite time with probability 1. 
To each state x and decision dED (x) two random walks, denoted 
by 'J!.,,0and YJ.d, can be assigned. During the walk 'J!_d the decision d 
transfers the system to a random state u. 
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From state_:!:!, the system is subjected to the natural process and the walk 
ends as soon as a state of A0 has been reached. 
The functions k0 {x) and k1 {x;d) represent the expected costs incurred 
during "j_O and Wd respectively. The functions t 0{x) and t 1 {x;d) represent 
the expected duration of w0 and.!'.!d respectively. We now define 
k{x;d) and t(x;d) by the difference in expected costs and expected 
duration of the walks Wd and w0 • In formula: 
k{x;d) = k1 {x;d) kO { x) {2.3) 
t{x;d) = t, {x;d) to { x) {2.4) 
Note that f'or null-decisions il and w0 are indentical, and consequenty: 
k{x;d) = t{x;d) = 0 {2.5) 
· It follows f'rom their definitions that k{x;d) and t{x;d) do not 
depend on any particular strategy. Hence we need only~ to determine 
the {x;d) - functions k{x;d) and t{x;d). 
Let I {n = 1,2, ••• ) be the sequence of future interventionstates. 
-n 
if' strategy z E Z is applied. The sequence {I , n ~ 1} constitutes 
-n 
a stationary Markov-process in A with discrete time parameter. 
z 
The probability distribution of' I , given the initial state x, will be 
~ 
denoted by 
* p {n) {A;z ;x) n = 1,2, • C O ) {2.6) 
I 
Consider an arbitrary but fixed strategy z~ z. Suppose the Markov-process 
{.!n , n ~1} in Az has 
E. an arbitrary state 
J 
in r{z;x) and c{z;x): 
m disjunct simple ergodic sets E .• Choose in each 
J 
e .• Consider next the following functional equations 
J 
r{z;x) = j r{z;I) p{ 1) {dI;z;x) 
A 
z 
•) A is some Borelset in A. This distribution can be extended to the 
whole space by taking: p{fi) {A·z·x) = p{n) {AOA •z·x) 
, , z• ' • 
c(z; x) = k(x; z(x)) - r(z; x) t (x; z(x)) + f c(z; I) p( 1)(dI;z; x) 
c(z; e.) = o, j = 1, ••• ,m. 
J 
A 
z 
(2,8) 
(2.9) 
The k(x; z(x)) and t(x; z(x)) are given functions [ c,f. (2,3) ,(2.4) J. 
Note that for x /; A :f'rom ( 2. 5) follows: 
z 
c(z; x) = f c(z; I) p( 1 ) (dI; z; x) 
A 
z 
(2.10) 
It can be proved that r(z; x) represents the average costs per unit time, 
if the initial state x belongs to a simple ergodic set, strategy z is 
applied and the system is considered for an infinite period of tir.ie. 
For states in the ~ simple erc;ocli c set r ( z; x) has the ~~1!3,Pt 
v~luc,.:.. If' x does not belong to any simple ergodic set r(z; x) represent::; 
the expected average costs per unit time, 
Because r(z; x) is constant on a simple ergodic set, r(z; ::d indics,te:-:; 
the most favourable simple ere;odic set to start, if strater,y z TS 
applied. But the criterionfunction r(z; x) does not indicate the nost 
profitable initial state in that simple ergodic set. This state is 
determined by means of the c ( z; x). It can be proved that for two 
states x1 and x2 in the same simple ergodic set the difference in total 
expected costs is given by 
c ( z ; x1') - c ( z ; x2 ) • ( 2 • 11 ) 
A strategy z0 is called optimal with respect to the class Z of strategies, 
if for each xeX 
r(z0 ; x) = min r(z; x) .. 
zeZ 
(2.12) 
Hith the aid of solutions r(z; x) and c(z; x) from (1.7),(1,8) and (1.9) 
it is possible to construct a better strategy. We shall illustrate this 
by giving an iterationprocedure which converges to an optimal strategy. 
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Th . t t . d . ld f t t . { i ) ( · ) e i era ionproce ure yie s a sequence o s ra egies z i = 1,2 ••• 
of which, under certain conditions, the following interesting properties 
can be proved: 
a) r( z ( i \ x) (' + 1 ) x) (2.13) ~ r(z i . 
' 
b) iik r(z'i); x) = min r(z; x) 
i+oo Zt;Z 
for each J{j::x. Proofs and conditions are given in I ,J, and will be 
omitted here. We shall restrict ourselves to some definitions and an 
intuitive illustration of the procedure. First a bare catalogue of 
definitions. 
Let the mixed strategy d. z with z~Z dictate the decision d in the initial 
state and then decisions in accordance with z. We define r(d.z; x) and 
c(d.z; x) by: 
r(d.z; x) = E{r(z; .:!::_)Id} (2.15) 
c(d,z; x) = k(x; d) - r(d,z; x)t(x; d) + E{c(z; .:!::_)Id}. (2.16) 
where u the random state is in which the system is transferred by the 
decision d in the initial state x. lJote that the probability distribution 
of u is determined only by deD(x). From the definitions it follows that for 
both null-decision and d = z(x) we have, 
r ( d • Z; X) = r (z ; X) t C ( d • Z; X) = C ( Z; X) • (2. 17) 
Let the mixed strategy A. z with zeZ interdict any intervention up to the 
moment that the system assumes a state in the closed A for the first time. 
From that time onwards decisions are made in accordance with z. We 
define r(A.z; x) and c(A.z; x) by, 
r(A.z; x) = E{r6~;~)1x,A} , 
c(A,z; x) = E{c(z;_y)lx,A} 
(2.18) 
(2.19) 
where v is the first state of A taken on if x is the initial state. Note 
that the probability distribution of~ depends only on the natural process, 
the set A and the state x. From the definitions it follows that for each 
state xeAt 
r (A. z; x) = r ( z; x) , c (A. z; x) = c ( z; x) • ( 2. 20) 
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In order to gain an insight in the principle of solution, we consider the 
following problem: Suppose a decisionmaker has to make his decisions in 
accordance with a strategy z. In the initial state however he is free 
to choose a decision d. The decisionmaker certainly looks for that 
particular decision that makes the expected average costs per unit time 
as small as possible. Note that each drop in these costs leads to an 
infinite saving in an infinite period of time. If in the initial state 
x the decision dE.D(x) is chosen the expected average costs per unit 
time are given by r(d.z; x) [cf. (2.18)]. Hence, determine 
min r(d.z; x). (2.21) 
dE,D(x) 
Define 
D (x) 
z 
= {dldGD(x), r(d.z;x) ; min r(d7z;x)} • 
* d£D(x) 
(2.22) 
In order to determine which d has to be chosen if D (x) contains more 
z 
than one decision, we note it is possible to prove that the difference 
in total expected costs of the mixed strategy d.z. and the strategy z 
is given by 
c(d.z;x) - c(z;x) • (2.23) 
A possible drop in these costs will be in general finite. 
Consequently, first the d-function r(d.z;x) is minimized with respect to 
dE;D(x). If the minimizing set D (x) contains more than one decision, 
z 
(2.23) is minimized with respect to dE.D (x), or what is equal, 
z 
min c(d.z;x) 
dE.D (x) 
z 
(2.24) 
is determined. If z(x) belongs to D (x) and also minimizes c(d.z;x), 
z 
let the decision .z(x) be chosen. 
By this procedure a possible new decision is added to each state x. 
We have then constructed a new strategy z1• 
The following important result can now be proved. 
r(z 1;x) ~ r(z;x) • (2.25) 
Hence we find a strategy z1 at least as good as the strategy z. 
It follows from (2.17) that every interventionstate of strategy z is 
also·an interventionstate of z1, hence 
A ::::>Az. ( 2. 26) 
z1 
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In other words by the foregoing procedure the decisionmaker may change 
but not cancel the intervention dictated by the orginal strategy z. 
This is the reason we need a second mechanism, which may cancel an 
intervention. 
Consider the following problem, Suppose the decisionmaker has to 
make his decisions in accordance with a strategy z1• But he is allowed 
to determine the point of time where upon the strategy comes into 
operationo This will be done by choosing a closed set A, the strategy 
z 1 comes into operation on the moment the system takes on a state of 
A. The decisionmaker certainly looks for a delay that decreases the 
expected costs per unit timeo Hence sets A will be considered, which 
satisfy for each x€X [c.f.(2.18)], 
r(A.z 1;x) < r(z 1;x) (2.27) 
It can be proved that the effect of a delay in the total expected 
costs is measured by 
c(A.z 1;x) - c(z 1;x) (2.28) 
Consequently, sets A which satisfy for each x E' X 
r(A.z 1;x) = r(z 1;x) (2.29) 
< 
and c(A.z 1;x) = c(z 1;x) (2.30) 
will also be considered. 
We denote by X the class of all closed sets A satisfying ( 2, 27) 
z, X 
or (2.29) and (2.30). From (2.20) it follows A E z, z, 
Let A I d~f .Q A 
z 1 AGA 
· z 1 
(2.31) 
If A I belongs toX , then the set A is the solution of the second 
z, z, z, 
decisionproblem. 
It can be proved that the strategy z2 defined by 
I 
( ) if XE A z 1 X z 1 
, z2(x) = \null-decision otherwise , (2.32) 
satisfies for each xE.X, 
r(z2 ;x) ~ r(z 1;x) • (2.33) 
From the solution of the two foregoing decisionproblems, we can now 
deduce that a strategy z0 6 Z is optimal, if it has the following 
properties for each x 6X: 
and 
min r(d.z0 ;x) = r(z0 ;x) , 
d6D(x) 
min c(d.z0 ;x) = c(z0 ;x) 
dE=;Dz(x) 
(2.34) 
(2.35) 
(2.36) 
These formulas present us a direct approach, with which an optimal 
strategy may be determined. 
We give now an iterationprocedure, which runs as follows: 
Preparatory part. 
Determine the (x;d)-functions k(x;d) and t(x;d). 
Iterative approach. 
( n- 1 ) • ( · ) th Let z be the strategy obtained at the n-1 cycle of the 
iterationprocedure. 
) . . ( ( n-- 1 ) ) ( ( n-1 ) ) . 1 Determine the functions r z ;x and c z ;x by using the 
functional equations (2.7),(2.8) and (2.9). 
2a) Determine the functions r(d.z(n-1);x) and c(d.z(n-1);x) 
by using the relations (2.15) and (2.16). 
b) Determine for each xE.X the set D (n-,) (x) consisting of decisions 
z 
d6D(x), which minimize r(d.z(n-1);x). 
) . . . . ( ( n-1 ) ) . c Minimize for each xe.X the d-functions c d.z ;x with respect 
to d(:;D (n-1 /x). 
z 
d) Add h 1 t . f ) If ( n-1) ( ) ' . ' to eac x a sou ion o c. z x is a solution of d, this 
decision will be added to state x. (This instruction had been made in 
order to advance the convergence of the sequence of strategies 
{z(i), i ~ 1}). As soon as operation d) has been performed a new 
(n-1) 
strategy z 1 has been constructed. 
3) Determine the functions r(z(n-1); x) and c(z 1 (n- 1); x) by using 
the funtional equations (2.7),(2.8) and (2.9). 
4) Determine the set A 1 (n-1) (c.f.(2.31)J. The new strategy z(n\s z, 
given by 
[ 
(n-1) ( ) 
~1 X 
= nµll-decision 
if x € A ( n-1 ) z, 
otherwise . 
the End of then-- cycle. 
An optimal strategy has been reached if the strategies in two successive 
iterationcycles are identical. 
Some notes 
1) For any two states x, and x2 belonging to the same simple ergodic 
set 
(2.37) 
If the Markov-process in A has only one simple ergodic set, then for each 
z 
xex,. deD(x) and closed set A: 
r(z; x) = r(d.z; x) = r(A.z; x) = r(z). (2.38) 
2) The functions r(d.z; x) and c(z; x) are determined by functional 
equations. If these equations cannot be solved analytically they often, 
can be solved by I1onte Carlo methods. 
I 
3) The way in which the set A can be determined depends heavily on the 
z 
structure of the decisionproblem considered. 
I 
In the boundary points of A if will be sometimes indifferent whether 
z 
to intervene or not. 
4) We shall give a variant of the foregoing iterationprocedure. The 
steps 3) and 4) can be replaced by other steps. For our problem the new 
iterationprocedure shall appear to be simpler from a computational 
point of view. 
Let the strategy zi;;Z be given and let z 1 be determined in accordance 
with (2.21) and (2o22). We now introduce mixed strategies of the following 
type: 
a) The mixed strategy of the form (z1)z dictating 
1) first an intervention in accordance with z1 
2) then interventions in accordance with z. 
If z = (z 1)z 9 the x-functions r(z;x) and c(z;x) are defined by 
r(z;x)d~fE{r(z;~lx;z 1)} (2.39) 
and 
c(z;x)d~fE{k(,1,;z,(!_,)) - r(z;l,,)t(,1,;z,(,1,))lx;z,}+ 
+ E{c(z;~) Jx;z 1 } , (2.40) 
where u is the state into which the system is transferred by the 
decision z 1(,11), and ,11 is the first state of Az taken on by the 
1 
system, if it starts in x and strategy z is applied. 
From the definitions it follows that for xe:A [c.f(2.15) ,(2.16)], z, 
r(z;x) = min r(d.z;x) 
deD(x) 
c(z;x) = min c(d.z;x) • 
d€D (x) 
z 
(2.41) 
(2.42) 
b) The mixed strategy of the form A.z, where A is a closed set in X. 
This strategy interdicts any intervention up to the moment that 
the system assumes a state of A for the first time. From that 
time onwards dicisions are made in accordance with z. 
1G 
The x-functions r(A.z;x) and c(A.z;x) are defined by 
(2.1~3) 
and 
where vis the first state of A taken on if xis the initial stateo 
Uote that the probability distribution of ;y_ depends only on the natural 
process. 
Let! .... be the class of all closed sets A satisfying for each :l¼.-X: 
z 
r(A.z;x)<r(z;x) (2,45) 
or 
From 
r(A.z;x) = r(z;x) and c(A.z;x)<c(z;x) • (2.46) 
( 2. 43) and ( 2. 44) it follows A e C .... 
z1 c.J z 
Define 
I 
A,. 
z 
z...,( x) 
.) 
= n A 
Ae°3z 
and we define the strategy z3 by 
( ' 
=~ z 1(x) if xe Az l null-decision otherwise~ 
then r(z3 ;x) ! r(z 1;x) ! r(z;x) . 
Proofs are given in [ 1] • 
Seco~d • .foEJ!l,]2:lation of the iterationprocedure. 
(2.4'T) 
(2.48) 
Replace in the foregoing iterationprocedure the steps 3) and 4) by: 
) . . (,.(n-1) ) (,.(n-1) ) 3 Determine the functions r z ;x and c z ;x • 
4) Determine the set A: (n-1). The new strategy z(n) is given by 
z 
{ 
( n-1) ( ) . , I ( ) z, X if X €, A, .. 
z n (x) = 11 d · · th ~ nu - ecision o erwise • 
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3. Application to the manufacturers problem. 
In this section it is shown how the problem may be solved with 
Markov-programming. First we shall have to define in detail the state 
space, the natural process, the set of interventionstates and the 
set A0• Next we treat a special case of the manufacturers prob1em in 
order to gain insight into the principle of solution. Then for the 
general case a probabilistic preparation is given. We treat then the 
general case and give some numerical examples. Finally some extensions 
are indicated and a discussion is given. 
3.1. Definition of the state space 
At each point of time the following information will be of interest. 
(1) the inventory 
(2) whether a productionprocess is running or not 
(3) if a productionprocess is running, the item that is being produced 
and the productionsize. Further the time that the productionprocess 
is already running. 
From the properties of the Poisson process it follows that the knowledge 
of the epochs of arrival of customers in the past does not contribute 
any relevant information. 
We take as state space X the (2n + 1)-dimensional space consisting of 
the points: 
(a) ((i),(o),o). 
Where ( l.. ) d~f ( · · ) . . t O < • M_ k 1 1 1, ••• ,in, ik in eger, _ l.k ~ -is.• = , ••• ,n. 
This state corresponds to the situation that ik units of item 
k(k = 1, ••• ,n) are in stock and no productionprocess is running 
(b)((i),(d),t). 
( )def Where d = (O, ••• ,O,d 1 0 1 ••• ,o), d integer, 1 < d < M -i and 
s s s s s 
0 ~ t ~ Ts d, (s = 1, ••• ,n) • 
t s 
This state corresponds to the situation that i units of item k1 
k 
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(k = 1, .o.,n) are in stock and a productionprocess is running since 
t units of timeo Further d units of items are being produced. 
s 
The E.!:!:,tural process results from the passage of time and the demands 
of customers. The assumption that the customers arrive according to 
independent Poisson processes and the assumed independence of the 
demands together imply that the natural process is a stationary strong 
Markov-process. 
The natural process can start in~ state of the state space. 
In the natural process no decisions are made, hence no production-
process is started. On the other hand the natural process can start 
in a state which is of the form ( (i),(d),t), i.e. a productionprocess 
is running. As soon as the productionprocess has been finished the 
produced item is added to the inventory. 
Only in the states ( (i),(O),O) feasible interventions are possible. 
In the other states only null-decisions can be made. 
Let x0 be the subspace of the points ( (i),(o),o). For simplicity of 
notation we denote ( (i),(0),0) from hereon by (i)c 
Let D(i) be the set of feasible decisions J.n state (i), Then, 
D(i) ={(d)l(d) = (O, ,.,,o, c\,O, .,,,O), d5 intege:r, O<d8 ":;115 = 1 5 
(s = 1, ,,,,n)} 
For (d) E D(O) it is required (d) 'f- (0), 
If in state (i) the feasible decision (d) = (O, .,.,O,d ,o, ••• ,o),d ¥ o, 
s s 
has been made, the system is transferred instantly into state 
( (i),(d),o). In this state the production of d units of items starts. 
s 
The system runs next successively through the states ( (i)t 5 (d),t), 
O~t~ T d. As soon as the production has been finished the system 
s' s 
assumes the state (_i) + (d). '\,There (i\ is the inventory if the 
productionprocess is running since t units of time, and ( .. i.) is the 
inventory just before the end of productions 
If in state (i) the null-decision has been made, the system remains in 
(i) until it is transferred in state (J) by a random demand of a 
customer. 
The class Z of strategies, which will be considered, consists of 
strategies z, which add to each state x a decision z(x)e.D(x). 
In the states x J; x0 only null-decisions can be made I and in the 
state (0) the decisionmaker has always to intervene. Hence for each 
Z6 Z: 
and 
(0 )e A • 
z 
This implies 
(3.1.2) 
A0 = n A = { ( 0) } • zE:Z z (3.1.3) 
In order to determine the functions r(z;x), c(z;x), r(d.z;x) and 
c(d.z;x) we need the following definitions: 
For ( d) 6 D (( i ) ) , ( d) > ( 0 ) : 
(d) 
q(i)(j) 
and 
d~f probability that (j) is the first future state in x0 
· taken on by the system, if the initial state is (i), 
in which decision (d) has been made. (3.1.4) 
for (j) = (i) 
otherwise. 
From the definition: (d) q(i)(j) = 1. (3.1.6) 
px:y dgf probability that y is the first future interventionstate taken 
on by the system, if the initial state is x and strategy 
z is applied [c.f (2.6}]. (3.1.7) 
Obviously, 
r z (j)eA Px,(j) = 1, Xe,X. 
z 
(3.1.8) 
It can be easily verified that for x; ((i),(d),o), (d) > (O), (d)tcD((i)): 
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z (d) (d) z 
p = q + l q p , (j)E,A • (3.1.9) 
x,(j) (i)(j) (h)+"Az (i){h) {h){j) z 
Let j) z be the matrix with elements p{i)(j)' (i),{j)e Az. 
Let the Markov-chain ~ have m disjunct simple ergodic sets E. and let 
z J 
(ej )E Ej be chosen arbritary (j = 1, •••. ,m) ! 
The functional equations (2.7) ,(2.8) and (~) become: 
r(z;(i) ) = I Pc•z){") r {z;{j) ), {i)e XO' {3.1.10) 
{j)e AZ J. J 
c{z;{i) ) = k{ {i);z(i) ) - r{z;{i)) t ( (i);z{i) ) + 
+ I Pc . z) { • ) C { z; ( j ) ) ' ( i) b XO ,< 3. 1 • 11 ) 
{j)EA J. J 
z 
c(z;(e.) ) = 0 , j = 1, ••• ,m 
J 
r( z ;x,) = . I p (~) r{z;(j) ), xeX•o 
(j)6 AZ x, J 
c{z;x) = l p {~) c{z;{j) ), X IJ X0 . (j)e.A x, J 
z 
The relation {2.15) becomes: 
r( {d).z;(i) ) = r(z;( (i),(d),o} ) • 
Suppose (d) ~ (0), then follows from (3.1.9) 
{3.1.12) 
(3.1.13) 
(3.1.14) 
(3.1.15) 
Hence 
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= 
C' ( d) 
l q( i) ( j) (j )e AZ 
r(z;(j)) + [ q(.()d()) r(z;(h)). 
(h) t/;: A 1 h 
z 
r((d).z;(i)) = l 
(j )s x0 
( d) 
q(i)(j) r(z;(j)). 
This formula is also true for (d) = (0). In the same way, 
c((d).z;(i)) = k((i);(d)) - r((d).z;(i)) t((i);(d)) + 
+ I (d) q(i)(j) c(z;(j)). 
(j )€XO 
For each zsZ the corresponding set A of interventionstates is 
z 
(3.1.16) 
(3.1.17) 
(3.1.18) 
contained in x0• Thus we can restrict ourselves to sets A with Ac::x0 • 
I I 
when we have to determine the set AA or the set A • [c.f. the definitions 
z z 
of the mixed strategies A.z and A.z 1]. It can be easily verified that 
(2.45) or (2.46) (respectively (2.29 or (2.30)) holds for each x€X, 
if (2.45) or (2.46) (respectively (2,29) or (2.30)) holds for each 
xex0 • 
In the states x ¢ x0 only null-decisions can be made. With the aid 
of the foregoing it is easily seen that we can restrict ourselves to 
the states of x0• when we apply any of the two given iterationprocedures. 
If x 45,X0 , the knowledge of r(z;x), c(z;x) and the other related quantities 
is not needed for solving the problem. 
In order to gain insight into our method for solving the problem 
we shall treat firstly the most simple case. 
3.2. One item; each customer demands one unit. 
The customers arrive in accordance with a Poisson process 
l!!(t),t ~ o} with rate A= A1• 
Two important properties of the Poisson process are 
(a) The number of arrivals in any time interval of the lenght h has 
a Poisson distribution with mean Ah, Hence 9 
= n} = e-Ah (Ah) n 9 n = 0,1, ••• 
n! 
(3.2. 1) 
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is the probability of n arrivals in a time interval of the length h, 
(b) the length of the time interval from O up to the first arrival, 
and thereafter the intervals between successive arrivals, are 
independently distributed with the exponential density function 
(3,2.2) 
Hence the length t. 
-1 
of the time interval from O up to the i~ 
is grumna distributed with density function 
Note 
Hence 
\ i ' 1 
I\ J. ·-t e ( i:T): 
~, ,\t 
t. = min {t lw (t) 
-1. 
p[ t < t} -- p t~J t),: l i_ 
t ).i I i-1 X e ( i:-T)? 0 
= i}, this 
i} 
"" 
->..x I dx = k = 
The random variabele t. has expectation 
-1. 
i Et.=, 
-1. I\ 
(3.2.3) 
implies 
(3.2,4) 
-At ( >..t)k e i 
-rr 
The determination of the k(i;d) and t(i;d) functions. 
(3o2o5) 
(3.2.6) 
For simplicity of notation we write c 1 ,c2 ,K,M1 ,h(d) and Td 
instead of c 11 ,c 12 ,K11 ,M1,h1(d) and T1 d" 
9 
The walks wO and wd terminate both in state O (AO ={o}). 
arrival 
Note that the probability is zero, that the manufacturer has to make 
an emergency purchase for the last customer, in any walk because each 
customer demands one unit.Hence the only costs in the walk wO are 
inventory costs. 
Decision d made in the state i transforms the system to the state 
[i,d,O]. After this decision the walk wd is subjected to the natural 
process until the state O is reached. If during the productionprocess 
a demand cannot be fulfilled from inventory, the manufacturer has to 
make an emergency purchase. In the walk wd we also have inventory costs. 
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Let ,!_(t) be the demand in a interval of the length t. Each customer 
demands one unit, hence ,!_(t) = :!(t). If in state i has been decided 
to produced units, let z be the inventory just before the end of 
production. It is easily verified, 
1 
k0 ( i ) = c 1 I E~ 
k = 
(3.2.7) 
and 
(3.2.8) 
When during a production the demand exceeds supply we have to make 
emergency purchases. After some reflections: 
Ford> o, 
k 1(i;d) = h(d) + K + c1 
and 
t 1(i;d) = T + Et d• 
-z,+ 
k = 
i 
r 
y + d 
E - \'" t + E~ + c1 l -k 
1 k=z_+1 
Where l (x) = {~ if X > 0 if X ~ 0. 
From the well-known relation 
E,! = E{E(2Sl 1.)} 
it follows 
l.. + d 
E l 
k = Z, + 
t = 
-k 
1 
r 
y = 0 
P{z = y} 
y + d 
r E~. 
k = y + 1 
(3.2.9) 
(3.2.10) 
(3.2.11) 
(3.2.12) 
(3.2.13) 
Let¾ be the probability that during a production of d units the 
demand equals k, then 
- >.Td (>.Td)k 
a = e k -K k! , - 0, 1 , ••• (3.2.14) 
Obviously, 
P{z. = y} = a. , y = 1 , •••• 1 1-y 
00 
P{z = 0} = r ak . 
k = i 
(3.2.15) 
After some calculations 
24 
k (use Etk = -r} , 
l, + d 1 
E l t = - d( d + 1} 
k = 1.. + 1 ~ 2A 
i - 1 
+ d I 
). k = 0 
00 
(i-k}ak, 
(k-i)~ = 
= AT - i + d 
and 
i - 1 
l (i-k)ak 
k = 0 
i y + d d 1 i - 1 
E~ + d = I p {x_ = y} -A - = r + T I ( i-k) ak. 
4 y = 0 k = 0 
Hence ford> 0: 
k(i;d) = k1(i;d) - k0(i) = 
(3.2.15} 
(3.2.16} 
(3.2. 17) 
c 1 c1d i - 1 
= h(d) + K + 2). d(d + 1) + (T + c2 ) l (i-k)9it + c2 ().Td - i), 
k = 0 
and 
t(i;d) = t 1(i;d) - t 0(i) = 
d-i 1 i - 1 
= Td + T + 1' l ( i-k)ak • 
k = 0 
k(i;d) = t(i;d) = 0 ford= 0. 
d z Determination of the probabilities q .. and p ..• 
J. J. 
From (3.2.15) it follows 
0 {~ if j = i q .. = if ,,. J.J J J. , 
and ford~ 1 ' J. > 1 -
(3.2.18) 
(3.2.19) 
(3.2.20) 
(3.2.21) 
d j d + 1 ' ••• ,d + q .. = a. 
' 
= J. J.J J. + d-j 
d i-1 1 1 = d q .. = - ak ' J J.J k 0 
d 
= 0 the other j' q .. 
' J.J 
d { 1 if j = d and qoj = o if j # d 
z To determine the p .. two cases are distinguished 
J.J 
(a) i i A , 
z 
(b) i E. A • 
z 
(3.2.22) 
(3.2.23) 
(a) Let k be the largest integer in A smaller than i, then 
z 
z {1 if j = k p .. = 0 if j # k J.J ,, (3.2.24) 
(b) 
z z(i) 
+h/..,t,A 
z ( i) z 
56A p .. = q .. qih Ph. J.J J.J t z z 
.J 
(3.2.25) 
z 0 . rJ: A p .. = J.J ' J z • 
(3.2.26) 
Note that to each strategy z a unique integer m EA corresponds with 
z z 
the property m + 1 , , ••• ,M f/;. A • 
z z 
If the strategy z has the additional property that O, 1, ••• ,m €.A , 
f,) z z 
then Y = ((p.~)), i,jEA has only one simple ergodic set, because 
z J.J z 
m can be reached from every state. In this case r(z;x) does not depend 
z 
on x. 
' Determination of the set Az [c.f. 2.471. 
Obriously r(A.z;i) and c(A.z;i) are only defined if A contains an 
integer ~i. We need to consider only sets Acx0 , because outside x0 
only null-decisions can be made. Each customer demands one unit, hence 
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r(A.z;i) = r(z;h) , c(A.z;i) = c(z;h), 
if his the largest integer in A smaller or equal to i. 
In addition we note [c.f (2.39) and (2.40)] , that 
r(z;j) = r(z;k) . rk, A , J z 
and 1 
c(z;j) = c(z;k) , j ft A , 
z1 
where k is the largest integer in A smaller than j, 
z1 
(3,2,27) 
(3.2.28) 
(3.2.29) 
With the aid of formula (3.2.27) we can give a simple procedure, 
' which yields the set AA. 
z 
This procedure runs as follows [c.f.(2.45) and (2.46)]: 
Start with the set 
H1 = { 0} • 
If 
r(z;O) > r(z;1) 
or r(z;O) = r(z;1) and c(z;O)>c(z;1) 
then 
H2d~f H1V{1} , 
otherwise 
H d~fH • 
2 1 
Next for j = 2, ••• ,M: 
r(z;h) > r(z;j) 
let h be the largest integer in H., if 
J 
or r(z;q) = r(z;j) and c(z;h)> c(z;j) 
thenHj + 1 d~fHjV{j}, 
otherwise H d~f H .• j + 1 J 
From the stucture of this procedure it follows immediately that 
HM + 1 t:.~ z and that HM + 1 encloses each set Aiz' hence Az' = ~ + 1 • 
' The construction of AA 
z 
' and the relation A C:::::. AA, 
z, z 
imply that Hj + 1 = H. if (j) ft A o Hence for the determination of J z 1 
t 
A ... we have 
z 
know r(z;i) 
only to consider the states of A and we have only to 
z 
and c(z;i) for iSA o And these quantities are given 
(2o41) and (2.42). z1 
Determination of an optimal strategy 
We shall use the second formulation of the iterationprocedure. 
by 
For simplicity of notation we write r.,c., k.,t. and p .. instead of 1 1 1 1 1J 
r(z;i), c(z;i), k(i;z{i)), t(i;z(i)) andzp .. o 
1J 
The iterationprocedure runs as follows: 
Prepatory parto 
Determine the functions k(i;d) and t(i;d) [cof.(3.2.18),(3.2,19)]. 
Iterative approach. 
(n-1) th Let z be the strategy obtained at the (n-1) cycle. 
Suppose 9J z (n.-1) has m disjunct simple ergodic sets Ek. Choose an 
arbritary state eke.Ek (k = 1, •• o, m) 
Solve the following linear equations in the unknown r. and c.: 
1 1 
M 
r. = I p .. r. (i = o, 0 0 • f M) 1 0 1J J J = 
M 
C, = k. r. t. + r p .. C • (i = o, 0 D G t M) 1 1 1 1 0 1J J J = 
C = o, (k = 1 t 0 0 0 , m) • (3.2.40) 
ek 
Note p .. = k. = t. = 0 if J E. A ( n-1). 1J J J z 
2)a) Using the solutions r. and c. of 1), determine for each 1 the 
1 1 
set S(i) of decisions d, which minimize 
M 
r 
J = 0 
d q .. r. o 
1J J 
(3.2.41) 
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(b) Minimize for each i the d-function 
M M 
k(i;d)-{ l q.~ r.}t(i;d) + l 
j = 0 iJ J j = 0 
(3.2.42) 
subject to dS S( i) • 
(c) Add to each i a solution of b). If z(n-i)(i) is a solution of b), 
this decision will be added to state i. As soon as operation c) has 
(n-1) been performed a new strategy z1 has been constructed. 
d) Use the r. and c.:df' 1). If iEA (n-1), set 
1 1 z, 
( . 
:_p = min 
ide:D(i) 
and 
M d r q .. r. j=O 1J J 
M d 
y. = min {k(i;d) - p.t(i;d) + l q .. c.} 
l. d6DJ i) l. j = © J.J J 
I 
3). The set AA (n-1) is determined as follows: 
z 
Let 
Do for j = 1 , ••• ,M-1 the following procedure: 
Leth be the largest integer in H .. 
J 
If j 6A (n-1) and in addition z, 
or Ph= Pj and yh>yj 
then H d~f H. V{J· }. j + 1 J • 
otherwise H. 1 d~f H. • 
J + J 
Finally I 
Az (n-1) = ~.t 
4) The new strategy z(n) is 
(n-1) (") 
z(n)(i) ={z, 0 i 
given by 
I 
if ie Az (n-.1) 
otherwise • 
(3.2.43) 
(3.2.44) 
(3.2.45) 
(3.2.46) 
(3.2.47) 
When the new strategy is identical with the one from the (n-1)!!!. 
cycle, it is an optimal strategy. The iterationprocedure converges 
in a finite number of steps. 
Remarks 
1) If 1} has only one simple 
z 
ergodic set, then r(z;i) does not depend 
on i. Hence r(z;i) = r(d.z;i) = r(A.z;i) = r(z). g) has only one simple 
z 
ergodic set if O, 1, ••• ,m e. A • 
z z 
2) The number of equations of (3.2.40) is determined by the number of 
points in A and the number of simple ergodic sets of 9) • For i rt A 
z z z 
the r(z;j) and c(z;i) are lineair combinations of the r(z;j) and 
c(z;j), j6Az • 
3) If we assume that the duration of a production of d units is a 
random variabele !a_, the problem can be solved in the same manner. 
If Fd(t) the distribution function of !a_ is, then we have to replace 
-"Td ("Td) k ~ = e k! 
(3.2.49) 
by 
00 
* f -H ("t)k ~= e ""F dFd(t) . (3.2.50) 
0 
00 
* Note I k ~ = "E !a_• Further we have to replace in the formulas 
k = 1 
for the k- and t-functions Td by E !a_• 
Example 1. 
Numerical data: M=4;"=1;K= 
h(1) = 2;h(2) = 
3;c 1 = 2;c2 = 16;T1 d = 1, d= 1, ••• 4; 
' 3,8;h(3) = 5,5;h(4) = 7., 
From a table of the Poisson distribution: 
a0 = 0,368; a 1 = 0,368 ; a2 = 0,184 ; a3 = 0,061. 
d The probabilities· q .. can be calculated easily with the aid of formulas 
1J 
( 3. 2. 20) , ( 3. 2. 21 ) and ( 3. 2. 22) • 
From (3.2.18) and (3.2.19) followlafter some calculations: 
I~ 
-~ 
1 2 3 4 
,. ---- ·-------~·-
1 2 3 
-
- --
0 23 28,80 36,50 46 0 2 3 4 
1 13,62 20, 16 28,60 1,37 2,37 3,37 
-·•. 
,.._......._ __ ._ 
-~-- ·------
2 10,87 18,88 2 1,10 2,10 
3 11,43 3 1,02 
The function k(i;d), The function t(i;~). 
Iterationprocedure. 
1) Start with the strategy 
z = (z(O),z(1),z(2),z(3),z{4)) = (4,3,2,0,0) • 
0 1 
0 
= 0 (0 
~ \~ ~ 
2 
i) · 
--
4 
5 
The state m 
z 
= 2 can be reached from every state, hence9 has only one 
z 
slJ!!)le ergodic set. Choose e 1 = 2. 
Because r(z;i) does not depend on i, we need to solve only the 
equations 
c0 = c2 + 46 - 5r 
c, = c2 + 28,60 3,375 
c2 = c2 + 18,88 2, 105 
c2 = 0 
c3 = c2 
c4 = c2 
Solution: 
r = 8,99;c0 = 1,05;c 1 = -1,70;c2 = c3 = c4 = O. 
2) Because r(z;i) does not depend on i,r(z;i) = r, we have to minimize 
for each i (3.2.42) subject to d(iD(i). 
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-
b) St'a.te Alternative Test quantity 4 
i d k(i;d) - rt(i;d) I d + q . . c. . j = 0 l.J J 
0 1 3,32 
2 1,83 
3 0,54 + 
4 1,05 
1 0 -1, 70 
1 0,23 
2 -1,15 
3 -1, 70 + 
2 0 e 
1 0,53 
2 0 + 
3 0 0 + 
1 2,03 
c) z1 = (3,3,2,0,0) • 
d) Po= P1 = p2 = 8,99. Yo= 0,54;y1 = -1,70;y2 = o. 
3) From 
it follows 
A ... ={0,1}. 
z 
4) New strategy z = {3,3,o,o,o). 
the End 1 cycle , 
1) z = (3,3,0,o,o).0'.)z = (~~),~has only one simple ergodic set. 
Choose e 1 = 1 o We have to solve the following lineair equations 
co = c, + 36,50 45 
c, = c, + 28,60 3,375 
c, = 0 
c2 = c3 = C4 = c, • 
Solution: 
r = 8,49; co = 2,55; c, = c2 = C3 = C4 = Oo 
2)b) We have to minimize for each 1 (3c2.42) subject to deD(i). 
After some calculations, 
c) z1 = (3,3,0,0,0), and hence 
P0 = P1 = 8,49. y0 = 2,55;Y1 = o. 
3) From y 1<y0 , it follows 
' A ... 
z 
= {o, 1} = A z, 
We can now conclude that z = (3,3,0,0,0) is an optimal strategy, because 
min r(d.z;i) = r(z;i) 
and 
dED(i) 
min c(d.z;iJ = c(z;i) 
d6D (i) 
z 
I 
A.,. = A • 
z z 
If we had applied the other iterationprocedure, we find this optimal 
strategy also after two cycles. 
Remark that if the optimal strategy (3,3,0,0,0) is applied, and once 
an intervention has been made, the next interventions are all made in 
state 1. The random time between two interventions is g:;.vea by 
! l. + 3-1 • 
It is easily verified, 
Et = E l, + 2 = 2 36u 2 --- ' u. 
-l. + >. 
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~
and (3.2.51) 
var !z + 2 + var 2,603 
Remark. Suppose that the duration of each production has a.n 
exponential distribution with parameter 1. Hence E !,1 d = 1, d = 1, ••• 14. , 
It is easily verified tc.f.(3.2.50)] 
* a= 1 1 k=0,1 1 ••• 
k k + 1 
2 
(3.2.52) 
After some calculations · 
~ 1 2 3 4 1 ; 2 3 4 
0 23 28,8 36,5 46 2 3 4 5 
1 16 22,8 31.5 1,5 2,5 3,5 
2 13,5 21 ,8 1,25 2,25 
3 13,25 1, 121 
The function k(i;d). The function t(i;d). 
The strategy (3,3,0,0,0) is also optimal in this example. 
r = 9; c0 = 0,5; c 1 = c2 = c3 = c4 = o. 
Example 2. 
We take h(d) = 2 d and the other data as in a). 
We start with the strategy z = (3,3,0,0,0). After some calculations, 
r = 8,64; c0 = 2,46; c1 = c2 = c3 = c4 = o. 
Ater two iterationcycles we find the optimal strategy z = (3,2,0,0 90), 
with r = 8,59; c0 = 2,64; c1 = c2 = c3 = c4 = o. 
When we assume that the duration of each production is a random variable, 
which is exponentially _distributed with parameter 1, then z = 
= (3,2,o,o,o) is optimal and r = 9,2; c0 = 0,2 and ci = o, i = 1, ,oo,4. 
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3-o3, Probabilistic preparationo 
First some problems will be treated, which are connected with the 
. (dJ determination of the k- and t- functions and the q(i)(j) • 
Let {.:!,(t), t~ff} be a Poisson process with rate 11.. Suppose this Poisson 
process represents the arrivals of customerso Let {,rk}k: 1 be a 
sequence of mutually independent random variables with the common 
distribution , 
N 
P{4_ = j} = P, , ,J = 0, , •• , N, 
J 
I p. = 1. 
J = 0 J 
th Assume that 4 represents the demand of the k - customer. 
Let {,!!:(t), t~o} and l4, k ~ 1J be mutually independent stochastic 
processeso 
Let (3.3.2) 
The random variable y(t) can be interpreted as the total demand in any 
interval of time of the length t. 
The generating function of l.k is defined by 
and 
N 
f(s) = I 
n = 0 
n p s 
n 
00 
P{w(t) 
0 -
= e 
-11.t( 1-s) 
(3.3.3) 
(3.3.4) 
is the generating function of .:!,(t). The generating function 
00 
(3.3.5) 
of y( t) satisfies the relation [4] : 
(3.3.6) 
Set 
then 
Hence 
a ( t ) = P {,!( t ) = n } , n ~ 0 
n 
co 
r 
n = O 
a (t) 
n 
N 
( ) n ->-t( 1- [ P sn) a t s = e n = o n 
n 
->-t( 1-p ) 
= e o 
ffiJ 
r 
k = 0 k = 0 k · = 0 1 2 N-1 
a 1 , o••• 
w~ere [x] is the largest integer smaller or equal to x and 
N-1 
N - 1 
a(k1, ooo, ~-1 ) = TI j = 1 
k. 
J 
n- [ (N-J°.-,>kj 
j - 1 ( >.tpN!{,-,_ ( >.tp4~ -
• k. 1 N-1 
J• (n - r (N-ftt>k•)! 
j = 1 ' 
' From the well-known formula E .! (t) = ht (1) it follows that 
N 
E_!(t) = >.t [ 
n = 1 
np 
n 
Let !k d;f min {t I _!(t) ~ k}, k = 1,2o•• 
~-1), 
(3o3o9) 
(3.3.10) 
(3o3o11) 
(3.3.12) 
We may interprete ~ as the interval from O up to the epoch, on which 
th ' ' d d d the ~ um.t is eman e • 
Let Fk(t) be the distributionfunction of tk, then 
k-1 
F (t) = P{t < t} = Pl v(t) > k} = 1- r a (t). (3.3.13) 
k -k- - - n=O n 
Let F(x) be the distribution function of a non-negative random variable 
co 
.!• then IJG • E(_!) = J ( 1 - F(x)) dx, hence 
0 
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-
00 
k-1 J 
E~ = n ~ 0 0 an ( t) d t 
This implies the recursion formula (!a= O), 
00 
E!k = Etk_ 1 + J ak_ 1 (t) d t, k = 1,2, ••• 
0 
(3.3.14) 
(3.3.15) 
Lemma 3.3.1 Let ~ 1 , ••• , x be mutually independent random variables 
-n 
and let Sk (x) be the distribution function of~• 
Suppose there does not exist a real c with P{x. = c}>O and 
-1 
P{xj = c} > 0 for some i and J, 1 # J• Assume Exk is finite (k = 1, ••• , n). 
Then 
E max (~1 , .••• , ~) = I E rx. TI s. (x.)] C l = 1 t-l j # i ,J -i (3.3.16) 
Proof. We consider n = 2 9 for higher n the proof is the same. 
There does not exist a real c with P{~1 = c} > 0 and P{x2 = c} > o, 
hence 
where AA is a random variable which is equal one on A and zero otherwise. 
The independence of ~ 1 and ~ 2 implies 
-+-oo 
E max (2S1, 2S2 ) =J xS 2 (x) dS 1 (x) + f xS1 (x) c:s2 (x),(3,3,18) 
The following is a preparation for the determination of the 
z A ' p(i)(j) and the set z • 
Customers, who ask for item 1, arrive according to a Poisson process 
{ w. ( t) , t > 0} with rate ;\. • A customer, who asks for item i, demands 
-1 - l 
k units with probability pik' The Poisson processes {.::!.j_ (t),t ~ o} , 
1 = 1, ••• n are mutually independent, hence the customers arrive 
according to a Poisson process {w (t), t ! o} with rate;\. 
..11.. 
Where 
n n 
?:( t) = l w. ( t) and A = l A.• 1 -1 1 i = i = 1 
(3.3.19) 
The interval from O up to arrival of the first customer, and thereafter 
the intervals between the successive arrivals of customers are independently 
distributed random variables with the common exponential density 
00 
A -At 
e • Hence P{a customer asks for item i} = J Pb!i (t) = 1 I?: ( t > = 
' A. } -llt 1 1 Ae dt = 7: . 
0 
(3.3.20) 
This formula implies 
Lemma 3.3.2 Let qik be the probability that a customer demands k units 
of item i. Then, 
A. 
1 qik = P ik 7; , k = 0 , ••• , Ni , i = 1 , • 0 • , n • (3.3.21) 
Each customer asks for one type of item. Let the state (i)&x0 be giveno 
We now introduce the set 
V(i) d~f {(J")l(J") = (i1• i . . . ) 
• • • • h-· 1 • J h • 1 h+ 1 • • 0 0 • 1 n • 
(3.3.22) 
jh < ih, ih-jh ~ Nh, h = 1i o••• n} 
and the probability 
f(i)(j) d~f probability that {j) is the first state of V(i) taken on 
by the system, if it starts in (i) and is subjected to 
the natural process. (3.3.23) 
From the definition: 
f(i)(j) = O, if (j) & V(i), and (3.3.24) 
r r(i}(j) = 1 • ( j )eV( i) (3.3.25) 
Lemma 3.3.3. Let (j) e V(i), then 
1 
f(i){j) = 
1-c(i) 
1 
1-c(i) 
where 
n 
c(i) = L qrO 
r = 1 
00 
Proof. f(i){j) = ). 
m = 
~ 
q . 
- j h,ih h 
(3.3.26) 
Nh 
L qht 
t = i h 
if jh = o, 
N 
n r 
+ ). r qrt . 
r = 1 t = 1 
(3.3.27) 
i = 0 
r 
P {the first m-1 customers demand each O units 
or ask for an item, which is not in stock 
th 
and owing to the demand of the m- customer 
the state {j) is reached}. (3.3.28) 
The demands are mutually independent, hence 
00 (m-1) L c(i) q . if jh "f O, 
m = h,ih - Jh 
f(i){j) = (3.3.29) 
00 Nh 
L (m-1) L if o. c(i) qht Jh = 
m = 1 t = J. h 
Let A be a subset of x0 • We now introduce, 
S{j)(k)A d~f probability that (k) is the first state of A taken on 
by the system, if it starts in (j) and is subjected to 
the natural process. 
From the definition: 
6 0. if (k) A A or (k) < (J') is not true.*) (j )(k)A = • ~ (3.3.31) 
0 1.if(k)i"":.A. 
,.,(k) (k)A = • = 
*) (k) ~ (j) means k6 ~ js s = 1 9 ••• , n, and (k) < (j) means (k) ~ (j) 
and ( k) # ( j ) • 
The recursionformula 
B(i)(k)A = (jiV(i) f(i)(j)• B(j)(k)A• (i) 'F (k) 
can be easily verifiedo 
3.4. Manufacturers problem (continuation of section 3o1). 
(3.3.32) 
Customers, who ask for item r arrive according to a Poisson process 
{~ ( t) • t ~ 0 } with rate ).r ( r = 1 , ••• , n) • Let .!z. ( t) be the total 
demand for item r in an interval of the lenght t. 
Let a (t) be the probability that n units of item rare demanded in 
r,n 
an interval of the lenght t. Lett k be the lenght of the interval 
from O up to the epoch, on which;~~ unit of item r is demanded. 
The random variable v (t) is given by (3.3.2), if w(t) = w (t) and 
-r - -r 
P{Y. = j} = p. is taken. The formula (3.3.9) gives the probability 
"'"iC rJ 
a (t) by taking).= A, N = N • p = p .• The probability distribution 
r,n r r rJ 
oft k is given by (3.3.13) by taking a (t) = a (t). 
-r, n r,n 
The Poisson processes {~(t), t ~ o}, r = 11 •••• n are mutually 
independent and the random demands are mutually independent. Hence 
!,1(t), •••• -nv (t) are mutually independent and ! 1 k, •••• t k 
• 1 -n, n 
are mutually independent for each (k1, ••• , kn). 
Determination of k- and t- functions. 
• 0 • The only costs in the walk,:! are storage costs and possibly costs of 
emergency purchases. Set 
m( ( i)) = max Lt.. • } • 
- --.u,i 
(3.4.1) 
h = 1, •••• n h 
It is easily verified that~) 
n 
l C 
r = 1 r1 
and 
t 0 ((i)) = E _!!((i)). 
i 
r 
E l 
k = 1 
n 
t k + l c E{v (m((i))) - i} 
-r, 1 r2 -r - r r = 
(3.4.2) 
*)From (3.3.13) and (3.4.1) it follows that v (m((i)) > ir with probability 
-r-
one. 
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Assume (d) = (O, ••• , o, d, O, ••• , O), d ~ o. Let (z) be the inventory, 
s s 
just before the end of the production of d units of items, if the 
s 
inventory was given by (i) at the start of production. Set 
!E_((z) + (d)) = max 
~,Zi-i + dh } . (3.4.4) h = 1, • • • ,n 
It is easily verified that 
i 
n r 
k 1((i);(c1)):: h (d) + K + r C r1 E( r t ) + s s s ,-r,k r = 1 k = 
n 
+ L c 2 E{(v (T d) - i )/, (v (T '·d) - i )} + r -r s, s r -r s, 3 r r = 
n 
+ l cr2 E\.:r._/!E.((z) + (d))) - (l.r + dr)}. (3.4.5) 
r = 1 
and 
t 1((i);(d)) = T d + E m((z) + (d)), s, s -
The exfected demand for item r in any interval of the lenght tis 
given by [c • f. ( 3 • 3 • 11 ) ] , Ir 
r 
Ev (t) =At I kp k , (3.4.7) 
-r r k = 1 r 
From the wellknown formula 
E 2: = E{E(l!,) j~1 , ... , ;_)} , 
it follows that U 
and 
r 
Ev (m((i))) = A Em((i)) l kp k, 
-r- r- k= 1 r 
E!.r(~((z) + (d))) = }:P{(z) = (y)} F;(!E_((y) + (d))). 
y 
It is easily seen that*)p{(z) = (y)} = q(i~:iy) + (d)' hence 
E!.r(~((z) + (d))) = (jJx q(i~f~) E.Y.r (E:_((j))). 
0 
n 
(y)} = TI 
r = 
(3.4.8) 
(3.4.9) 
(3.1~.11) 
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The quantity Em( ( j)) can be calculated by means of (3.3. 13) and ( 3.3. 15). 
Further, 
and 
= >. T 
r s,d 
s 
i -1 
EZi, = ! 
k = 0 
00 
i)}= r (k-i)a k(T d)= 
r k = i r r, s, 8 
r 
N i -1 
k = 1 
Ir kp .. - i + 
rk r f k = 0 (i -k)a k(T d ), r r, .. s, s (3.4.12) 
(i -k)a k(T d ). 
r r, s, 
s 
(3.4.13) 
After some calculations: 
X 
k((i);(d)) = k1((i);(d)) - k0((i)) = 
= h (d) + K + 
s s 
00 
r = 
d 
s 
N 
r }: 
k = 
kp - i - d } + r,k r r 
i -1 
S· 
a k (T d ) I 
8t 8
' s m = 1 
Et + L a (T ) x 
-s,m k = 0 s,k s,d8 
i -k + d 
s s I Et } + 
m = i -k + 1 -s ,m 
s 
H 
n r 
I C A r kpr k X 
r = 1 r 2 r k = 1 ' 
X (1, 4(i\t) ~((j)) - ~({i))) 0 (3.4.14) 
and 
t((i);(d)) = t 1((i);(d)) - t 0((i)) = 
(3.4.15) 
(d) z 
Determination of the q( i) ( j ) and P,< i) ( j ) • 
Let 
1 • 
(d} = (O, •• ,,O,d ,O, ••• ,O) 
s 
d = 0 
s (d) 1 
4(i}{j) ={o 
2. d ¥ O. 
s 
if ( j) = ( i) 
otherwise (3.4.16) 
Each customer asks forone item, and the demands are mutually independent, 
hence 
for i >1.1 + d <J" <i + d, O<J"-<i ,~ ¥ s: 
s- • s- s- s s - r- r 
(d) 
q( i )( j) = a s,i + d -J 
s s s 
and for JS = d ,O < j. < i ,r ¥ s - r - r 
(d) 00 
= I a r ~ s q( i )( j) s,m 
m = J. 
. ¥ 0 s Jr 
s : 
a 
(d) 
q(i){j) 
= 0 otherwise 
~'Where a .. = a .. (T d ) • J.,J J.,J s, s . 
r,i -j 
r r 
r ~ 
j = 
r 
00 ( l a ):,(3.li,17) 
r,m 
s 
m = J. 
r 
00 
I 
0 m = i r 
a },(3,4.18) 
r,m 
(3,l+, 19) 
(3.4.20) 
The p(i}(j) can be determined by means of the q(if(j) and 
8 ( i )( j )A [c. f, ( 3. 3. 30 )] • 
z 
1 • 
2 • 
(i) (5. A, then 
z 
z 
P(i}(j) = 8(i){j)A • 
z 
( i )E; A , then 
z 
(3.4.21) 
z z(i) , 
p(i)(J") = q(.)(·) + l 
J. J (k) 
(j)<(k) 
(k)~A • 
z 
z 
P(i)(j) = 0 , otherwise. 
' Determination of the set AA. 
z 
z(i) z 
q(i)(k) P(k)(j)' (j)e.Az ' (3.4.22) 
(3.4.23) 
We need to consider only sets Acx0• From the definitions (2.43) ,(2.44) 
and (3.3,30) it follows 
r(A.z;(i)) = r B(i)(j)A r(z;(j)) (j)<(i) (3.4.24) 
and 
c(A.z;(i)) = r B(i)(j)A c(z;(j)). (j)~(i) (3.4.25) 
If ( i )€. A, then 
r(A.z;(i)) = r(z;(i)) and c (A• z ; ( i) ) = c { z; ( i ) ) • (3.4.26) 
I 
The set AA can be determined analogously like in section 3.2. 
z 
We start the set H = {(o)} • The set H may be enlarged by the following 
procedure. Starting in state (O), we go from state to state in x0, 
such that we have visited every state (j) with (j) < (i), when we enter 
state (i). If 
or 
l B(.)(.)H r(z;(j)) > r(z;(i)) 
(j )<(i) l. J 
l B(i)(j)H r(z;(j)) = r(z;(i)) 
(j)<(i) 
and (j)!(i) 8(i)(j)H c(z;(j)) > c(z;(i)), 
then state (i) is added to H, otherwise not. 
(3.4.27) 
When w; have visited every state of x0 , then the obtained set His the 
set AA. This follows immediately from the construction of H. 
,Z 
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' The relation A e:::::::.A,. implies that the test (3.4.26) turns out to be 
z1 z 
negative for states (i) t;.A • Hence we need only to test (3.4.26) for 
z1 • 
states of A • In addition1we remark that for (i)GA the quantities 
Z1 z1 
r(z;(i)) and c(z;(i)) are given by (2.41) and (2.42). 
Determination of an optimal strategy. 
The iterationprocedure, which converges to an optimal strategy in a 
finite number _of steps, can be given analogously as in section 3.2. 
3.5. Examples. 
a) One item: each customer demands at most two units. 
Suppose the following numerical data are given: 
M1 = 4; T1~d = 1, d = 1, ••• ,4; K1 = 3; c 11 = 2;c 12 = 16; A1 = 1; 
P11 = p 12 = ~; h1(1) = 2; h1(2) = 3,8; h1(3) = 5,5; h1(4) = 7. 
(3.5.1) 
From (2.3.10) it follows: 
( ) -At ( ) -At a 1 0 t = e ; a 1 1 t = p 11 Ate ; 
' ' 2 
( ) ( p11 ) ( )2 -At ( ) a112 t = 2 + p12 At e ; a 1, 3 t = 
After some calculations [c.f.(3.4.14) and (3.4.15)]: 
·-~ -r 1 2 3 4 1 2 3 4 
0 39 39,80 48 54,25 2 2,50 . 3,25 3,88 
1 19,79 23,35 31,63 1, 19 1,78 2,48 
2 15,56 23,44 1,05 1,64 
3 12,41 0,79 
The function k(i;d). The function t(i;d) • 
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Iterationprocedure: 
1) Start 0with z = (3,3,0,0.,0).(P has only one simple ergodic set. 
z 
Choose e1 = 1. After some calculations: 
r = 13,44; c0 = 5,80; c1 = O; c2 = ~c0 + ~c 1; c3 = lc0 + ~c 1;c4 = ¾ c0 + 
5 
+ 8 c1· 
2) After some calculations, 
3) 
z 1 = (4,3,0,0,0), with c(z;O) = 0,63; c(z;1) = O, hence 
I 
= A;.. • 
z 
4) New strategy z = (4,3,0,o,o). End 1.!h. cycle. 
1):J) corresponding to z = (4,3,0,0,0) has only one simple ergodic set. 
z 
Choose e1 = 1. After some calculations, 
r = 13,28; c0 = 4,24; c1 = O; c2 = ~c 0; c3 = lc0; c4 = ¾ c0• 
2) :After some calculations , 
3) A,,. 
z 
z1 = (4,3,0,0,0) with c(z;O) = 4,24 and c(zi1):= 0 
I 
= A ; hence an optimal strategy is given by 
z1 
z = (4,3,o,o,o). (3.5.3) 
When we take h1(d) = 2d, then (4,3,0,0,0) remains an optimal strategy 
with r = 13,51; c0 = 4,64; c1 = O; c2 = ~c0; c3 = lc0; c4 = ~o• 
b) Two items; each customer demands one unit. 
Suppose the following numerical data are given: 
Mi= 3; Ti,d = 1, d = 1, ••• ,3; ci1 = 2; ci2 
= 1; h.(1):= 2; h.(2) = 3,8; h.(3) = 5,5 
1 ' 1 1 
= 16; l(. = 3; 
1 
for i = 1,2. 
(3.5.4) 
The synunetry in the data implies: 
k((i,j);(d,O)) = k((j,i);(O,d)), t((i,j);(d,O)) = t((j,i);(O,d)). 
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After some calculations: 
(~ 1 2 3 l 2 3 
(o,o) 55 76,8 100,50 2 3 4 
(O, 1) 28,89 47,74 69,97 1 , 18 2,09 3,05 
(0,2) 11,61· 24,58 43, 12 o,64 1,37 2,21 
(0,3) 1,69 8,03 21,43 0,33 o,85 1,53 
(1,0) 35, 51, 57,80 1,37 2,37 
( 1 , l) 24,32 44,50 
( 1 ,2) 13,45 27,96 
1,02 1,94 I o,66 1,43 
( 1 ,3) 2,86 13,49 o,4o 0,97 
(2,0) 28,85 1, 10 
( 2, 1) 23,62 0,95 
(2,2) 16,63 o,68 
(2,3) 9,92 0,36 
The function k((i,j);(d,O)). ~-f.unction t((i,j);(d,O)). 
Iterationprocedure. 
1) Start with the strategy z, which is given by 
z(o,o) = z(0,1) = 3,0); z(1,0); (0,3) and the other z(i,j) = (o,o). 
'J)z has only one simple ergodic set. Choose e1 = (1,0)o It is easily 
seen that the symmetry in z implies c .. = c,,o 
J..J J J.. 
After some calculations, 
r = 22,94; c00 = 8,74; the other cij = o. 
2) After some calculations we find the strategy z1 with 
z 1 ( i , j ) = z 1 ( j , i ) and :furtbet ' z 1 ( o , o ) = z 1 ( o 1 1 ) = z 1 ( 1 , 1 ) = z 1 ( 1 , 2) = 
= z1(1,3) = (2,0); z1(0,2) = z1(0,3) = (3,0) and the other 
z,( i ,j) = ( O,O). Further, 
c(l;(i.j)) = c(l;(j,i)); c(l;(o,o)) = -7,98; c(l;(o,1)) = -0,21; 
c(z;(o,2)) = -7,58; c(l;(0,3)) = -13,67; c(z;(1,1)) = -0,01; c(z;(1,2)) = 
= -4,58; c(z;(1,3)) = -8,67. 
3) It.is easily verified that 
I 
A... = A "-. { ( 1, 1) , ( 1 ,3) , ( 3, 1 ) } o 
z z, 
4) New strategy z; z(i.,j) = z(j,i); z(O,O) = z(0,1) = z(1,2) = (2,0); 
z(0,2) = z(0,3) = (3,0) and the other z(i,j) = (0 10). 
th End 1- cycle. 
1 f} corresponding to the strategy given in 4) has only one simple 
z 
ergodic set. Choose e1 = (1,2)o It is easily seen that c .. = c ..• 1J J1 
After some calculations, 
r = 18,02; coo= 20,90; co,= 8,92; CO2= -1,84; C03 = -9,53; c,2 = O; 
- - , + ,c . - - - , + 3 
c,, - co,; c13 - 2co3 2 12' c22 - c,2; c23 - c33 - 4C03 4C12. 
~) After some calculations we find the strategy z1 with z1(i,j) = 
= z1(j,i) and z1(o,o) = z1(0,1) = z1(o,a):= z1(0,3) = (3,0); z1(1 1 1) = 
z1 (1,2) = z1(1,3) = (2,0) and the other z(i,j) = (o,o). 
Further 
c(z;(O,O)) = 18,89; c(z;(0,1)) = 7,23; c(z;(0,2)) = -1,84; 
c(z;(0,3)) 7 -9,53; c(z;(1,1) = 5,95; c(z;(1,2)) = O; 
c(z;(1,3)) = -5,87 and c(z;(i♦j)) = c(z;(j,i)). 
3) It is easily verified that 
I 
A .. 
z = A • z 1 
4) New strategy z equals the strategy given in 2). 
End~ cycle. 
1)~ corresponding to this strategy has only one simple ergodic set. 
z 
Choose e1 = (1,2). Obviously c .. = c ..• 1J J1 
After some calculations: 
r = 17 1 77; COO= 19,50; c01 = 7,26; c02 = -2,13; c03 = -9,91; c11 = 
6 04 - 0 C 6 09 - C • C = 21 C + 1 C C 
: t ; C 12 - ; 13 • - 1 ; C22 - 12' 13 03 2 12 i 23 : 
2) We find that strategy z1 equals strategy z, hence c(z;(i~j)) = 
= C (z; ( i ,j)) = c. . for ( i ,j )€. A • 
1J z, 
3) It is easily verified 
I 
, A .. 
z 
= A , hence z, 
.J!.§.... 
2) of the th is optimal. the strategy, given in ~ cycle, 
3 
2 
1 
0 1 2 3 
The OJ2timal strate~ 1 r = 17 1,17"" 
When we take h 1(d) = h2(d) = 2 d, this strategy remains optimal and 
r = 17,96; cij = cji; c00 = 19,52; c01 = 7,38; c02 = -1,96; c03 = -9,65; 
c 11 = 6,02; c 12 = 0; c 13 = -6,03. 
c) Two items; each customer demands at most two units. 
Suppose the same numerical data as in example b) are given, except 
1 . . 
pij = 2, it J = 1 ,2 C 
After some calculations: 
(0( 1 2 3 1 2 3 
U•-(o,o) 87,00 99,80 126 2 2,5 3,25 
0, 1 ) 47,83 58,42 81 ,86 1 , 18 1,64 2,33 
(0,2) 34,87 54,38 63,80 0,91 1,38 1 ,95 
(0,3) 18, 19 22, 12 39, 18 0,57 0,90 1,44 
( 1 ,o) 48,20 65,97 1 , 18 1,78 
( 1 , 1 ) 32,22 47,58 o,85 1,39 
( 1 ,2) 24,35 37,34 0,69 1 , 18 
( 1 ,3) 14,oo 23,06 o,47 o,88 
(2,0) 42,60 1,05 
(2, 1) 31 ,20 0,81 
(2,2) 24,97 e,08 
(2,3) 16,45 
I 
0,50 
The function k(i,j;(d,0)). The function t((i,j);(d,0)). 
'We find the sam~ optimal strategy as in example c) and r = 29,81; c .. = lJ 
cji; c00 =20.t;c 01 = 5,07; c02 = -0,12; c03 = -8,38;c 11 = 3,40; c 12 = 
When we take h 1(d) = h2(d) = 2 d, we find the same optimal strategy, 
with 
r = 30,05; cij = cji; c00 = 20,68; c01 = 5,17; c02 = 0,03; c 03 = -8,15; 
c 11 = 3,38; c 12 = 0; cij = -5,50. 
3.6. Generalisations, 
A) 
We shall assume that several items can be produced simultaneously. 
It is assumed that for any feasible production of several items, each 
item is finished at the same moment. Only one production process can be 
running. A production of<\ units of item k, k = 1, oo•,n will be 
called a production (d). When the inventory is given by (i) and it has 
been decided for a production (d), then ik + dk ~ t\, k = 1, ••• ,n is 
the only restriction imposed on (d). In addition more restrictions·(ecg 
items i 1 and i 2 cannot produced simultaneously) may be of course imposed 
on ( d). 
It is assumed that the duration of a production (d) is a random variable 
T(d), Further we suppose that after the end of production (d), there is 
an idle time 1.(d)' during which no production can be started. Let K be 
the setup cost for each production and let h((d)) be the cost of a 
production (d). Let the other data of the manufacturers problem remain 
unchanged. It is assumed that the collections of random variables {!( d)} , 
\..!.(d)} and the random demands of the customers are mutually independent. 
This generalized problem can be solved analogously as the former problem. 
Only a few points need some modification. 
We take as state space the (2n+3)-dimenstQnal space consisting of the 
points: 
(a) ((i),(o),o,o). 
This state corresponds to the situation that the inventory is given by 
(i) and a production may be started. 
(b) ((i),td),t,O). 
This state corresponds to the situation that the inventory is given by 
(i) and a production (d) is running since t units of time. The range of 
tis determined by the random time of production !(d)• 
(c) ((i),O,(d),t). 
This state corresponds to the situation that the inventory is given by 
(i), and no production is running and no production may be started. 
The last production is a production (d) and has been finished since t 
units of time. The range oft is determined by the idle time l.(d)" 
Let x0 be the subset of X consisting of the points ((i},(O),o,o). 
For simplicity of notation we denote ((i),(O),o,o) by (i). Let D(i) be 
the set of feasible decisions in (i). It is required ik + dk ~ ~• 
k = 1, ••• ,n and (0) ¢ D(O). In the states x ex0 only null-decisions 
can be made. 
The results of section 3.1. can be simply transmitted. As far as section 
3.4. concerns only the calculation of the k-and t-functions and the 
q (d) changes slightly. The rest can simply transmitted to the 
(i){j) 
generalized problem. 
Let (z) be the inventory just before production (d) stops, if the system 
starts in state (i), in which the feasible decision (d) ~ (0) has been 
made. It can be easily verified [c.f section 3.4], that 
n 
V + d 
.11..r r 
k((i);(d)) = h((d)) + K + r cr1 
r = 1 
f Et k + 
k = 'Zr+ 1 -r, 
n 
+r ! 1 cr2 E{(_yr(!(d)) - ir)L(.!r(!(d)) - ir)} + 
N 
n r 
' . 
+ max r c [>. l 
L 1 r2 r k = 1 r :;;::. 
kp k E 
r h = 1 9 ••• ,n {!h,,lh + dh, ~(d)J + 
and 
n 
- (Ev + d )] ~ 
4 r r l C (>-1 r2 r r = 
t((i);(d)) = E !(d) + E 
h = 
-E max {t .. }. 
-J 1 h = 1 , ••• ,n ' h 
( d) 
Formulas for the q(i)(j) • 
N 
r 
I 
k = 1 
kp k E max 
r h = 1, e O on 
max 
1 , ••• ,n 
1t T} + 1
-h V. + d ,_ 
'~h h d 
{!h,ih} + 
(3.6.1) 
(3.6.2) 
Because the customers, who ask for item 1, arrive according to a 
Poisson process, and addition these processes are mutually independent, 
we can give analytical formulas for the q(i~fj)• For simplicity of 
notation we give these formulas only for the simple case n = 1. 
Let 
co 
0 
Then 
1 ) d d = o. q .. = 1J 
2) d '"f o. 
If d > 1 ,i > 1 , 
-
d h 
q .. d h = I 1,1+ - j = 
{ 1 if j = • 0 t if J '"f 
a.b. h h 
' 0 J J-
co 
0 
1, 
1. 
= o, 
a, . 
,J (t)d pb_ ~ t}. d 
• 0. ,i-1. 
(3,6.3) 
(3.6.4) 
(3.6.5) 
Ifd~1,i~0, 
i-1' d r 4i,d-h = j = 0 
d 
4i,o 
i-1 
= 
j 
d q.. = 0 
J.J 
r 
= 0 
00 
a.p.+h . + I J. J.. -J j ·- i 
.00 
a. , l bk + J k= i+d-j 
' 
otherwiseE;. 
The formulas can be generalized. 
Example_ 
00 
}: a. 
j = i J 
Suppose the following numerical data are given: 
00 
(3.6.1) 
(3.6.8) 
n = 1 ; M1 = 4; .!a_ = la. :o: 1, d, = 1, • o. ,4; c 11 = 2; c 12 = 16; K = 3; 
1 2 3 4 1 2 3 4 
0 28,89 30,46 36,87 46,04 2,37 3, 10 4,02 5 
1 17,96 21 ,34 28,86 1 ,64 2,44 3,38 
2 13, 17 19,47 1,25 2, 14 
3 12,33 ., 1 08 • er 
The function k( i ;d). The function t(i;d). 
The strategy z = (3,3,0,0,0) is optimal, with r = 8,58; c0 = 2,57; 
ci = 0, i 7 1, ••• ,4. This strategy remains optimal when we take 
h 1(d) = 2d, and then r = 8,73; c0 = 2,40; ci = 0, i = 1, ••• ,4. 
Note. We may 
( d . ) succeeds 
J 
assume that costs k(i,j) are involved, when production 
production (d.). The state space becomes then more 
J. 
complex, but the problem can be solved analogously. 
B) 
Up to now we have supposed that each customer asks for one type 
of item. This assumption and the assumed independence of the demands 
unables us to give analytical formulas for the quantities 
E h _ 1max {ih . } and q( . () d( ~). We shall now drop the assumption 
- , ••• n ,ih i J 
that each customer asks for one type of item.*) Suppose that the 
customers arrive according to a Poisson process with rate i. Let 
the demands be mutually independent and identically distributed. 
Let p(v) be the probability that a customer demands simultaneously 
vk units of item k fork= 1, •o•n• Where O ~ vk ~ Nk, k = 1, ••• n 
and l p(v) = 1. 
( v) 
Thus a customer may ask for more than one type of item. The formulation 
of the problem implies that customers, who ask for item i arrive according 
the same Poisson process for i = 1, ••• ,n. 
Hence l.Y:.i ( t)} are generally mutually dependent, and their dependence implies 
that the th . (h = 1 9 ••• ,n) are mutually dependent. Where Y,,_(t) is 
- ,ih -:u 
the demand for item h in an interval of the lenght t, and h . 
-u,ih 
is 
. . . 
th 
. f 't h. d the epoch on which the ih - unit o i em is emanded. 
Nevertheless this generalized problem can be solved analogously as 
the former problems. 
Let p(i,k) be the probability that the demand of a customer for item 
i equals k, then 
(v),v. 
i 
l P(v) 
= k 
(3.6.9) 
It is easily seen that in the formulas of the k- and t-functions we 
have to replace pik by p(i,k). 
The troubles are caused by the calculation of the quantities 
{ } ( d) 
· max !ii . and q( i )( j) • 
h = 1, ••• ,n ' 1 h 
E 
*) Remember that the independence of the demands is essential for 
applying Markov-programming. 
Simulation seems to be the only way to calculate these quantities if 
v.(t) 9 i = 1 ••••• n are not mutually independent. This is no serious 
-1. 
objection. because we need only once for all to determine these 
quantities. 
For the rest only the calculation of the probabilities f(i)(j) changes 
slightly ~c~·f(3.3.29) I. Let the state (i) be given. we introduce now 
(3.6.10) 
The definition of f(i}(j) is of course the same. It can be easily 
verified 
1 - (!} p(v) 
v.=0 9i=1, 
l. 
• (j)eV(i),(j) =r (j 1, •••• js,o, •••• o), 
k = 1, ••• ,s 
(3.6.11) 
0 0 e ,s 
Where W = {(v) I vk = ik - jk, k = 1, ••• ,s; vk ~ ik, k > sJ (3.6.12). 
C). 
If demand exceeds supply, the excess demand has been thought of as 
satisfied immediately through emergency purchases. Another interpretation 
of excess demand 9 which leads to the same model is to consider such 
demands as lost sales. A second possible way of treating excess demand 
is to allow for deferring:.this demand to a later time. This makes it 
necessary for the current stock level variable(a) to assume both negative 
and positive values. We shall now treat a simple case of the manufacturers 
problem with this interpretation of excess demand. 
We assume that only one item is sold. Assume that for each production 
the production time*) is T units of time. 
The production time may be taken random. 
55 
Suppose that after a production there is no obliged idle time.,hence 
the productions may succeed each other immediately. Unfilled demand, 
which arises during a production, is backlogged to the end of that 
production as far the production size it permits. The unfilled demand, 
which eventually remains, is backlogged to the end of the next production 
and is then filled. The same is done for unfilled demand, which arises 
on a moment that no production is running. We assume that the production 
capacity this allows. If no production is running and the stock is smaller 
than an integer b0 (b0 may negative) we have to start a new production. 
The setup costs for each production are K. The production costs of p units 
are given by h(p), and it is assumed that h(p) is lineair from a given 
c0 (c 0 ~ 1), hence 
h(p) = a p, p ~ c0 • (3.6.13) 
There are penalty costs, when demand cannot be fulfilled immediately. 
For each unit these costs are a function f(t) of the time t of 
subsequent delivery. 
The assumptions about the storage costs and the behavions of the 
customers are as in the introduction. 
We note that in the long-run each demanded unit will be produced and 
delivered. Hence it does not matter when we reduce h(p) with ap. 
(Interpretation: a subsidy a is given on each unit). For every strategy 
the corresponding expected costs per unit of time will then change 
. *) 
with a same amount • Suppose, 
h(p) = o, if p ~ c 0 • (3.6.14) 
We take as state space the 3-dimensional space consisting of the points: 
a) (i,O,O)~ The stock is i and no production is running. 
Where i <Mandi is an integer. 
b) (i,p 1t). The stock is i and a production of p units is running since 
t units of time. 
The state (i,O,O) will be denoted by i. Let xO = {iJi,: M}, 
In states x ff/. xO only null-decision can be made, 
When in state i has been decided to produce p units, we shall denote 
this decision by d, where 
d = p + L (3.6.15) 
For each d E. D ( i) it is required d ~ M, and in addition we require 
d ! ma.x(O,b0 ) if i < b0o (3.6.16) 
Obviously, , 
Ao c::fa I i .<,bar.,.> (3.6.17) 
When the system takes on a state i of A0 and i < O, we my assume that 
in the natural process in this state automatically a production of i 
units is started. 
·we call such a production a natural production. The production time 
of each natural production is T units of time and the production-and 
setup-costs are zeroo Further we assume that during a natural production 
no customers arrive. As soon as a natural production .is f,ini.she.dithe 
existing shortage is filled with the produced units. When a natural 
0 d production is started in the course of a walk~ or~, it is assumed 
that the walk considered ends as soon as the natural production is 
finished. 
These assumptions~) can be made, because in each decisionprocess 
considered no natural productions happen. In each state of A0 the 
decisionmaker has to start a "non-natural" production for every strategy 
ze z. This production involves of course production costs. With a 
production we shall mean a non-natural production. 
When we want to determine k(i;d) for a state i < 0 9 we do not need to 
consider the penalty costs of the i units. When we should consider 
these costs 9 they belong both to the costs of the walk w0 and the walk 
wd. The difference between the costs of these two walks is k(iad). 
We are only interested in this difference, therefore for any ·•walJ{, which 
starts in a state i < 0 we shall leave out of consideration the penalty 
costs of the i units. 
*) A0 = {i Ii < 0} may be advantageous if b0~ O and N .,! b0 + 1 
~) These assumptions will simplify the derivation of formulas for 
the k-and t-functions. 
However when during a walk units are denRnded, which cannot•be delivered 
immediately, the costs of subsequent delivery of these units belong 
to the costs of the walk consideredo 
We recall that for each production the production time is T units of 
time. Further h(p) =_O, if p ! c0 where pis the production size. 
From the above considerations it follows easily that for every feasible 
4) 
d [c. f ( 3. 6. 15 ) , ( 3. 6. 16 )J : 
and 
t(i;d) = k(mo;d) , 
Where 
i < m 0 
(3.6.18) 
(3.6.19) 
m0 d~f min (-c0 ,b0-1) if b0 < o, min (b0-c0,-1) otherwise. (3.6.20) 
For each strategy ze Z the corresponding Markov-chain ~} n : 1 of 
future interventionstates has only one simple ergodic set, because from 
every state in A each state i < 0 can be reached. Hence for each zez 
z -
the function r(z;x) does not depend on x, 
r(z;x) = r(d.z;x) = r(A.z;x) = r(z). (3.6.21) 
It is easily seen that~c.f(2.16)J: 
c(d.z;i) = k(i;d) - t(i;d) + Ec(z;,J_), (3.6.22) 
where .J. is the first future interventionstate in A if in the initial 
z 
state i decision d had been made. 
The distribution of .J. depends only on dj with (3.6.19) and (3.6.20) 
it follows: 
c(d.z;i) = c(d.z;m0) • i < m0• (3.6.23) 
In step 2 of the iterationprocedure the strategy z1 is determined 
by means of the test quantity c(d.z;i), because r(d.z;i) = r(z). 
With the aid of (3.6.23) we can conclude it is no restriction to 
consider only strategies z6Z with 
z(i) = z(m0 ) , i < m0 (3.6.24) 
There is an optimal strategy z6Z1 which satisfies (3.6.24). 
*) Take A0 ={iii~ min (b0-1,-1)}. 
~) Note that each decision d leads to a deterministic transition. 
* Let Z be the class of strategies z € Z with z ( i) = 
* From now on we only consider strategies zeoZ c 
Using a same argument as above, 
c(z;i) = c(z;mo) , i < moo 
Consider the equation: 
c(z;i) = k(i;z(i)) - r(z)t(i;z(i)) + I p~. c(z;j). 
l.J 
From (3c6o25) it follows, 
l P~- c(z;j) = 
• .d A l.J J,- z 
I 
j > m 0 
+ ( 1-
'E. A J z 
z p .. c(z;j) + 
l.J 
p ~ . ) c ( z ;m0 ) • l.J 
(3.6026) 
(3.6.27) 
It is now easily seen that in applying the iterationprocedure we can 
restrict ourselves to the states m0, ••• ,M. From now on we only consider 
these states. 
We can transmit the other results of section 3.10 with a slight 
modificationo 
d For i ~ m0 , J > m the definition of q .. is according to (3o1.4) and 0 l.J 
d __ ef 
1 -
d q ..• 
l.J (3.6028) 
Let ak be the probability that the demand in the production time 
equals k, then: 
t (3.6.29) 
z For 1 ~ m0 , J > m0 the definition of pij is according to (3.1.7) 
and 
d __ ef 
1 - I 
J > mo 
z p .. 0 
l.J 
The other results of section 3.1 can be simply transmitted. To determine 
p~. if i EA we have introduced in section 3o2 the set V(i) and the 
l.J z 
probabilities f .. and B .. A. 
l.J l. J 
We redefine: 
v( i) = {j I mO < j < i, i - j ~ N} • (3.6,31) 
The definition of f .. is the same if j > m0 and l.J 
f. = 1- I f ..• (3.6,32) l. ,mo j > m l.J 0 
If AC{mo, •••• M} and m0 e.A the definition of S. 'A is the same for l.J 
j > m0 and 
a. def 1- I S •• A• (3.6,33) 1.m0A j > m l.J 0 
Lemma 3. 3, 3 and the recuxsionfornn.Ua ( 3. 3, 32) . remain true, As far as 
section 3.4 concerns only the calculation of the 
changes. The rest can be simply transmitted. (To 
with H = {m0 , ••• ,b0-1}). 
Determination of the k- and t-functions. 
k- and t-functions 
' determine AA we start 
z 
Customers arrive according to a Poisson process with rate A and each 
customer demands k units with probability pk (k = O, ••• ,N). The demands 
of the customers are mutually independent. Hence the demands in disjunct 
intervals are mutually independent. The demand in any interval of the 
lenght tis a random variable v(t) and a (t) = P{v(t) = n} • 
- n -
Theorem 6.1. 
Let t(k,n) be the interval from O up to the epoch, on which the~ 
unit is demanded, given that in (O,T] n units are demanded, then for 
k = 1, ••• ,n: { F (t) = P{t (k,n) ~ t} = 1 n a {T) l a. ( t) a n-j k - j k J n = ( T-t) , 0 ~ t ~ T 
0 , otherwise, 
Proof 
pl! (k,n) ~ t} = 
60 
= P {demand in (O,t] ~ k I demand in ( O,T] = 
1 n 
= a'."l'T) I P {demand in ( 0, t] = j ' demand 
n J = k 
1 n 
= ~) l a. ( t) a . ( T-t) • 
an\T j = k J n-J 
T T 
Corollary: Et(k,n) 
= J 
t 
_tFk (t)dt 
= I 
0 0 
In particular, if each customer demands one unit: 
Et(k,n) = kT 
n+T 
n} = 
in (t ,T] = n-j} = 
(3.6.36) 
We shall now give formulas for the k- and t-functions (only states 
i ~ m0 are considered). 
To avoid notational complexities we take 
(3.6.37) 
Take 
A0 = { i I i ~ - 1 } • (3.6.38) 
As soon as a state~ of A0 is assumed, a natural production of i units 
starts, the production time is T units of time and the production costs 
are zero. 
0 If a walk w starts 
( . -)th . as the i+1 - unit 
Hence, for i > m 
- 0 i 
k0(i) = c, I 
k = 
and 
t 0(i) = Eti+1 
Where 
.+ aar { ~ i 
in a state i ~ 0 a natural production starts as soon 
is demanded. The production size equals the shortage. 
Etk + f(T) E (!,(~·i+1) - i+) 
1 
(3.6.39) 
+T. (3.6.40) 
if i > 0 
if i < 0 (3.6.41) 
-
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and 
!it= 0 9 if k ~ Oo (3.6.42) 
Let in state i a decision d with d > i has been made. 
(d = i+ production size). The units, to be produced, cause storage costs 
if the demand in the production time is smaller than d, Hence the expected 
d 
storage costs corresponding to the walk w are given by, 
i+ d-k d-1 
l ak r + E!. + r + 
= 0 j = i ""k+1 J k =·1-i +1 
(3.6.43) 
Et 1. 
-jJ 
When units, demandedduring the production¼ cannot be delivered immediately, 
they are subsequent delivered as far as it is possible at the end of 
the production. If after the production the stock is negative a natural 
production starts. If the stock is non-negative a natural production 
begins as soon as the stock becomes negative. Hence the expected penalty 
costs are given by, 
r a r Ef(T-t(j,k)) + I a { 
k ~ i++1 k j = i++1 k = d+1 k 
r Ef(T-!(j ,k)) + [ Ef(2T-!(j ,k))} + 
j = i++1 j = d+1 
d 
+ l ak f(T) E{ !,(~-k+1) - (d-k)} .-
k = 0 
Hence, for i .: m0 , d > 5. and d6 D(i): 
and 
k1(i;d) = h(d-i) + K + (3.6.43) + (3.6.44), 
t 1(i;d) = 
d 
T + l 
k = 0 
~ E~-k+1 + T. 
(3.6.44) 
(3.6.45) 
(3.6.46) 
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Application. 
Assume that each customer demands one unit hence 
and 
-AT flT)k ~ = e ~ , k ~ O, 
, k > 0 
, k ~ O. 
Suppose 
hence 
c2 jT 
k+1 
Assume 
then the reduced h(d) is given by, 
h(d) = O, d ~ 0 • 
. *) After some calculations, we find for i > 0 and d > i: 
C 
k(i;d) = K + ..J. {;(d-i)(d-i+1) S(d-1) + 
A 
(3.6.47) 
(3.6.48) 
(3.6.49) 
(3.6.50) 
(3.6.51) 
d-i-1 
+ l ;(k2-k-2k(d-i))ai+k + (d-i)(iS(i)-ATS(i-1))} + 
k = 1 
c2 2 
+ 2X° {(AT) (1-S(i-2)) - 2iAT(1-S(i-1)) + 
+ (i2 + i)(1-S(i))} + 
+ c2T{AT(1-S(d-1)) - (d+1)(1-S(d))} , 
) Use k~ = ATak_ 1 and 
00 
r a = 1o k k = 0 
(3.6.53) 
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and 
t ( i; d) = T - ; { S ( d-1 ) + i + 1 - ( d+ 1 ) S ( d) }, 
Where 
i 
S(i) = l ak. 
k = 0 
Further, 
and 
1 t(-1;d) = t(0;~) +'I, d > 
t(-1,0) = T + ao 
T 
Numerical example. 
Suppose the following numerical data are given: 
M = 4; AM 1; T = 1; K = 3; c 1 = 2; c2 = 16. 
From a table of the Poisson distribution: 
a0 = a 1 = 0.368; a2 = 0.184; a3 = 0.061; a4 = 0.015. 
After some calculations: 
-· ~ 0 1 2 3 4 
-1 33.256 29.393 30.315 34.060 40.013 
0 13.393 14.315 18.060 24.013 
1 7.693 11.438 17 .391 
2 7.573 13.526 
3 9.105 
The function k(i;d). 
(3.6.57) 
i 
I 
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~ 0 1 2 3 4 
-1 1.368 2.104 3.023 4.oo4 5.001 
0 1. 104 2.023 3.004 4.001 
1 1.023 2.004 3.001 
2 1 .oo4 2.001 
3 1.001 
The function t(i;d). 
Iterationprocedure. 
1; Start with z = (z(-1), ••• ,z(4)) = (3,3,3,2,3,4) • 
Choose e 1 = 1. We have to solve: 
c_1 = o.019c_1 + o.061c0 + o.92c 1 + 34.06 - 4.oo4r 
C = 0 0.019c_1 + o.061c0 + 0.92c 1 + 18.06 - 3.004r 
c1 = 0.019c + o.061c0 + o.92c 1 + 11.438 - 2.004r 
-1 
c 1 = o, c2 = c3 = c4 = c 1• 
Solution: r = 5.835; c_1 = 10.951; c0 = 0.787; ci = O,i = 1, ••• ,4. 
2; When we minimize the test quantity c(d.z;i) we find z1 = (4,4,4,2,3 14), 
and c(z;-1) = 10.888; c(z;O) = 0.723; 
C ( Z ; 1 ) = -0 • 06 3 • 
e 3. From c(z;-1) <::: c(z;O) <::. c(z;1) it follows 
A ... ' = A • 
z z1 
4; z = (4,4,4,2,3,4). 
1; Choose e1 = 2. We have to solve: 
c_1 = 0.004 c_1 + 0.015c0 + o.981c 1 + 40.013 - 5.001r 
....§1_ 
co = o.oo4c_1 + o.015c0 + o.981c 1 + 24.013 - 4.001r 
c1 = o.oo4c_1 + o.015c0 + o.981c 1 + 17 .392 3.001r 
c1 = 0 9 c2 = c3 = c4 = c1• 
Solution: r = 5.814; c_1 = 10.993; c0 = o.807; ci = o,i = 1, ••• ,4. 
2; When we minimize the test quantity c(d.z;i) we find z1 = z. 
e I 
3. A = A 
z z • 
Hence z = (4,4,4,2,3,4) is optimal. The strategy, which prescribes to 
produce 4-i units when the inventory falls below 2 , is an optimal 
strategy. 
D. 
Also other possibilities.of treating excess demand can be considered. 
A possibility is, that some of the excess demand is defferred to a 
later period, while the remaining excess demand represents lost sales 
or is satisfied by emergency purchases. Under some additional restrictions 
simple cases of the manufacturers problem may be solved with Markov-
programming if this interpretation of excess demand is used. 
Li tterature. 
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Appendix. 
where 
The formula [c.f (3.49) ,P• 40] 
Ev (m((i)) = \ * Em((i)), 
-r - r -
00 
kp k r, 
( 1 ) 
(2) 
1s true, but the statement that (1) follows directly from the relations 
E~ = E{E(~z)} and E~(t) = \r*t is not correct. 
We shall prove (1) by induction. In addition we shall find results, which 
simplify greatly the determination of Em((i)). 
We shall use the theorem of total expectation 
+oo 
Ex = J E(~lz. = y} dP{z. 2. Y}• (3) 
Let 
( , ) d~f ( ) . . v. J ,k Ev. t. k , 1,J = 1 , ••• , n. 
1 -1 -J, 
(4) 
Under the condition that .!.s,k = t, the random variable !a,(~-S,k) has 
the same distribution as v (t), if a# S. 
-a 
Rene e, ( use ( 3)) 
00 
v (S,k) 
a = f J * { * \a tdP is,k 2,. t} = \a t(S,k), a# S. (5) 
0 
This formula is also true if a= S, what we shall prove. 
Let u be the waiting time to the arrival of the first customer, who 
-a 
asks for item a. Obviously u has an exponential distribution with 
-a 
parameter \ • Given that this customer demands 1 units, where 
a 
0 < i < k-1, t k has the same distribution as u + t k .• Given that 
- - -a , -a -a , -1 
the demand of that first customer exceeds k-1 the random variable 
t is equal to u. Hence applying (3): 
-a ,k -a 
-) This conclusion 1s false if a= s. 
Lemma 1. 
t(a.,k) = 
k -
l p , t(a.,k-i) + t-
i ~ 0 a.,i a. 
On a similiar way it is proved, 
Lemma 2. 
V ( 
a. 
,k) 
Lemma 3. 
V (a.,k) 
a. 
00 
Proof L 
l = 0 
k -
= L Pa. i V (a.,k-i) a. 
l = 0 , 
* = A t(a.,k). 
a. 
ip . = A * [c. f ( 2 )J 
a.,i ....£ 
A 
a. 
+ 
l 
00 
L ip ,. a,, l 
= 0 
The lemma follows now by induction from the lemmas 1 and 2. 
Let for a./ S, k, m .::_ 1 
( 0 ) d~f ( ·) t a., k; µ ,m Emax t k, t O • 
-a., -µ ,Pl 
and 
( ) def · ( ·) v a.,k;S,m = Ev (max t ·k,t 0 ) • 
-a. -a. ' -µ ,m 
(6) 
(8) 
( 9) 
( 10) 
( 11 ) 
Let u a be equal to the waiting time to the arrival of the first 
-a.,µ 
customer, who asks for item a. or item S (a./ S). 
Let q(a.,i) (respectively q(S,i)) be equal to the probability that this 
customer asks i units of item a. (respectively item S). 
Obviously, [c. f. lemma 3. 3 -~ 
and 
Eu S = l 
-Q,' A + .As a. 
A 
q(a.,i) a. = pa. i A 
' a. 
.As 
q(S,i) = Po , , 
µ,l /\a, 
+ .As . 
Using the theorem of total expectation it follows 
( 12) 
( 13) 
( 14) 
Lemma 4. 
k - 00 
t(a,k;S,m) = I q(a,i)t(a,k-i;S,m) + I q ( a , i )t ( S ,m) 
J. = 0 J. = k 
m - 00 
+ I q(S,j)t(a,k;S,m-j) + I q ( 13 , j )t ( a ,m) j = 0 J = m 
+ I ( 15) A + AS ' a 
and 
k - CX) 
v(a,k;S,m) = I q(a,i)v(a,k-i;S,m) + I q(a,i)v (S,m) 
J. = 0 J. = k a 
m - CX) 
+ \ q(i3,j)v(a,k;i3,m-j) + I q(S,j)v (a,k) I.. 
0 a J = J = m 
CX) 
+ \ iq (a, i) • ( 16) I.. 
J. = 0 
From 
00 
I iq(a,i) * = A ( 17) a i = 0 A a+ AS 
and the relations (5) and (8) it follows by induction: 
Lemma 5. 
* v ( a , k; 13 ,m) = A t ( a , k; 13 ,m) , a #- 13. 
a a 
Continuing in the same way, it is seen that the formula 
Ev (m((i))) = A *Em((i)) 
--T- r -
can be proved by induction. 
+ 
+ 
+ 
+ 
The general form of the recursionformula for Em((i)) will be obvious. 

