Introduction {#s1}
============

Serial stay-or-search problems are ubiquitous across many domains, including employment, internet search, mate search, and animal foraging. For instance, in patch foraging problems, animals must choose between an immediately available opportunity for reward or the pursuit of potentially better but more distal opportunities. It is typically assumed that animals seek to maximize the long-term average reward (net of cost) rate, as a proxy for reproductive fitness. The optimal behavior for maximizing this currency in foraging tasks, described by the Marginal Value Theorem (MVT; [@bib10]), is to choose the immediately available opportunity if it provides a reward rate greater than the average reward rate across all alternative options, which includes the costs of accessing those options. Animals tend to follow the basic predictions of long-term reward maximization: they are generally more likely to pursue opportunities for larger vs. smaller rewards and, if the cost of searching for alternatives is greater, they are more likely to pursue opportunities for smaller rewards ([@bib42]; [@bib11]; [@bib17]; [@bib22]).

Although animal behavior follows the basic predictions of optimal foraging behavior described by MVT, in the majority of studies across a variety of species, including humans, non-human primates, and rodents, animals exhibit a consistent bias towards pursuing immediately available rewards relative to predictions of MVT, often referred to as \'overharvesting\' ([@bib11]; [@bib17]; [@bib22]; [@bib34]; [@bib25]; [@bib37]; [@bib45]; [@bib9]). Prior studies have proposed two explanations for overharvesting: subjective costs, such as an aversion to rejecting an immediately available reward ([@bib45]; [@bib9]); and nonlinear reward utility or diminishing returns, by which larger rewards are not perceived as proportionally larger than smaller rewards ([@bib11]). But these hypotheses have never been systematically compared in a set of experiments designed to directly test their predictions. Furthermore, according to these rate-maximizing hypotheses, the perceived value of rewards does not differ between situations in which the delays occur before or after reward is received. In this respect, the predictions made by these hypotheses (which are still grounded in a core assumption that animals attempt to maximize the long-term reward rate) are not compatible with an otherwise seemingly similar bias that is widely observed in standard intertemporal choice tasks (also referred to as delay discounting or self-control tasks): a preference for smaller, more immediate rewards over larger, delayed rewards ([@bib1]; [@bib24]).

The preference for more immediate rewards in intertemporal choice tasks is commonly explained in one of two ways, both assuming that animals choose as though they were optimizing a different currency than long-term reward rate: temporal discounting or short-term rate maximization. According to temporal discounting, the perceived value of a future reward is discounted by the time until its receipt. Temporal discounting can arise even when maximizing the long-term reward rate, for certain environments. In particular, discounting can be adaptive in unstable environments --- if the environment is likely to change before future rewards can be acquired, it is appropriate to place greater value on more predictable rewards available in the near future. Under this hypothesis, and the further assumption that expected rewards disappear at a constant rate, a long-term reward rate maximizer would discount rewards exponentially in their delay ([@bib16]; [@bib21]). However, animal preferences typically follow a hyperbolic-like form: the rate of discounting is steeper initially and decreases over time ([@bib16]; [@bib21]; [@bib44]). This yields inconsistent time preferences or preference reversals: an animal may prefer to wait longer for a larger reward if both options are distant, but will change their mind and prefer the smaller reward as the time to both options draws near ([@bib1]; [@bib24]; [@bib16]; [@bib21]). Recent theoretical work has shown that hyperbolic time preferences may arise from imperfect foresight --- if the variance in predicting the timing of future outcomes increases with the delay to the outcome, a long-term reward rate maximizer would exhibit hyperbolic time preferences ([@bib15]). Similarly, short-term maximization rules predict that animals seek to maximize reward over shorter time horizons; this may also be motivated as an approximation to long-term reward maximization as it may be difficult to accurately predict all future rewards ([@bib39]; [@bib40]). Along similar lines, [@bib33] argues that, rather than maximizing long-term reward rate into the future, animals may select options that maximize reward rate up to the current point in time or due to environmental factors (e.g. non-stationarity) or biological constraints (e.g. computational constraints), over a finite interval of time. Just as hyperbolic discounting may arise from imperfect foresight ([@bib15]), maximizing reward rate over shorter time horizons predicts hyperbolic time preferences ([@bib33]).

An alternative explanation for the preference for immediate rewards in intertemporal choice tasks is that animals simply underestimate the duration of post-reward delays; that is, delays between receiving reward and making the next decision ([@bib35]; [@bib4]). Typically, in intertemporal choice tasks, a variable post-reward delay is added to ensure that the overall amount of time for each trial is equal, regardless of the reward size or the duration of the pre-reward delay. It has been argued that it may be difficult for animals to learn these variable delays, and thus, animals may fail to consider the full duration of the delay in their decision process. Consequently, animals will perceive that it takes less time to acquire the smaller, more immediate reward and overestimate the reward rate for choosing this option. Consistent with this hypothesis, providing an explicit cue for the duration of the post-reward delay or increasing its salience by providing a small reward at the end of the post-reward delay reduces temporal discounting ([@bib35]; [@bib4]).

Despite the similarities between overharvesting and the preference for more immediate rewards in intertemporal choice tasks, prior attempts to use temporal discounting and/or short-term rate maximization functions fit to intertemporal choice data to predict foraging behavior have failed ([@bib8]; [@bib9]; [@bib5]). In these studies, animals are typically closer to long-term rate maximization in foraging tasks than in intertemporal choice tasks. This has been taken as further evidence that, while animals have a good understanding of the structure of foraging tasks, they struggle to understand the structure of intertemporal choice tasks (i.e. they fail to incorporate post-reward delays into their decision process; [@bib5]). However, there are two additional possibilities for why intertemporal choice models have failed to predict foraging behavior. First, models of intertemporal choice tasks usually consider rewards for the current trial and not rewards on future trials since, in these tasks, reward opportunities on future trials are often independent of the current decision. This is not true of foraging tasks, in which future opportunities for rewards depend on the current decision. Thus, this difference in decision horizon may make it difficult to explain foraging data using discounting models fit to intertemporal choice data. Second, these studies have only examined standard, single-parameter exponential and hyperbolic discounting functions. More flexible forms of temporal discounting that produce different patterns of hyperbolic time preferences have never been tested in these contexts. More flexible discounting functions include constant sensitivity discounting, by which rewards in the distant future are discounted less than rewards in the near future due to a bias in time estimation --- agents become less sensitive to longer time delays ([@bib14]; [@bib46]); additive-utility discounting, by which the utility of a reward, not its value, is discounted ([@bib23]); or quasi-hyperbolic discounting, which has separate terms, or different discount rates, for short- or long-term rewards rewards that correlate with activity in limbic and fronto-parietal networks respectively ([@bib28]; [@bib31]; [@bib32]).

In the present study, we found that rats exhibit similar time preferences in foraging and intertemporal choice tasks and that time preferences in both tasks can be explained by a quasi-hyperbolic discounting model that, in both contexts, considers future rewards. Rats were tested in a series of patch foraging tasks and an intertemporal choice task. In foraging tasks, they followed the basic predictions of long-term rate maximization: they stayed longer in patches that yielded greater rewards and when the cost of searching was greater. But under certain conditions, they violated these predictions in a manner consistent with time preferences: they stayed longer in patches when given larger rewards with proportionally longer delays, and they exhibited greater sensitivity to pre- vs. post-reward delays. Similarly, in an intertemporal choice task, rats exhibited greater sensitivity to pre- vs. post-reward delays. Using these data, we tested several models to determine if temporal discounting or biases in time perception, such as insensitivity to post-reward delays, could explain rats' behavior across tasks. One model, a quasi-hyperbolic discounting model ([@bib28]; [@bib32]), provided the best fit to rat behavior across all experiments. Furthermore, the quasi-hyperbolic discounting model proved to be externally valid: discounting functions fit to foraging data provided as good a fit to intertemporal choice data as discounting functions fit directly to intertemporal choice data for some rats. These findings suggest that rats exhibit similar biases in the two tasks, and quasi-hyperbolic discounting may be a common mechanism for suboptimal decision-making across tasks.

Results {#s2}
=======

Rats consider long-term rewards, but exhibit a bias in processing pre- vs. post-reward delays {#s2-1}
---------------------------------------------------------------------------------------------

Long Evans rats (n = 8) were tested in a series of patch foraging tasks in operant conditioning chambers ([@bib22]). To harvest reward (10% sucrose water) from a patch, rats pressed a lever on one side of the front of the chamber (left or right) and reward was delivered in an adjacent port. After a post-reward delay (inter-trial interval or ITI), rats again chose to harvest a smaller reward or to leave the patch by nose poking in the back of the chamber. A nose poke to leave the patch caused the harvest lever to retract and initiated a delay to control the time to travel to the next patch. After the delay, the opposite lever extended (e.g. if the left lever was extended previously, the right lever would be extended now), and rats could then harvest from (or leave) this replenished patch ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}).

In four separate experiments, we manipulated different variables of the foraging environment: (i) in the 'Travel Time Experiment,\' a 10 s vs. 30 s delay was imposed between patches, (ii) in the 'Depletion Rate Experiment,\' reward depleted at a rate of 8 vs. 16 μL per harvest, (iii) in the 'Scale Experiment,\' the overall magnitude of rewards and delays was varied, such that in one condition, the size of rewards and length of delays was twice that of the other. (iv) Finally, in the 'Pre-vs-Post Experiment,\' the placement of delays was varied, such that the total time to harvest reward remained constant, but in one condition there was no pre-reward delay and ∼13 s post reward delay, and in the other there was a 3 s pre-reward delay and ∼10 s post-reward delay. Parameters for each experiment are shown in [Table 1](#table1){ref-type="table"}. For each condition within each experiment, rats were trained for 5 days and tested for an additional 5 days; all behavioral data presented is from the 5 test days. The order of conditions within each experiment was counterbalanced across rats. Every patch visit was included for analysis; mixed effects models were used to examine the effect of task condition on the number of trials spent in each patch. Random intercepts and random slopes for the effect of task condition were used to group observations within each rat. To compare rat behavior to the optimal behavior in each condition, a mixed effects model was used to test the effect of task condition on the difference between the number of trials spent in each patch and the optimal number of trials for that patch, with random intercepts and slopes for each rat. For this mixed effects model, an intercept of zero indicates optimal performance, and the slope indicates the change in behavior relative to the optimal behavior between conditions (see Materials and ethods for additional detail).
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###### Parameters for each of the first four foraging experiments.

Harvest time = time to make a decision to harvest + pre-reward delay + post-reward delay (inter-trial interval). To control reward rate in the patch, the post-reward delay was adjusted relative to the decision time to hold the harvest time constant.

  Experiment            Condition      Start Reward           Depletion Rate   Pre-Reward Delay   Harvest Time   Travel Time
  --------------------- -------------- ---------------------- ---------------- ------------------ -------------- -------------
  travel time           10 s           60, 90, or 120 μL^†^   −8 μL            0 s                10 s           10 s
  30 s                  30 s                                                                                     
  depletion rate        −8 μL          90 μL                  −8 μL            0 s                12 s           12 s
  −16 μL                −16 μL                                                                                   
  scale                 90 μL/10 s     90 μL                  −8 μL            0 s                10 s           10 s
  180 μL/20 s           180 μL         −16 μL                 20 s             20 s                              
  handling time         0 s            90 μL                  −8 μL            0 s                15 s           15 s
  3 s                   3 s                                                                                      
  post-reward delay\*   3 s            90 μL                  −8 μL            0 s                5--8 s\*\*     10 s
  12 s                  13--16 s\*\*                                                                             

^†^Rats encountered all three patch types in both conditions.

^\*^One group of rats (n = 8) was tested on the first four experiments, but a separate group (n = 8) was tested on this final foraging experiment.

^\*\*^In this experiment, the harvest time was not held constant --- the post-reward delay was always 3 s or 12 s regardless of the time to make a decision.

The Travel Time Experiment was designed to test the two main predictions of MVT: (i) that animals should stay longer in patches that yield greater rewards and (ii) animals should stay longer in all patches when the cost of traveling to a new patch is greater. In this experiment, rats encountered three different patch types within sessions, which started with varying amount of reward (60, 90, or 120 μL) and depleted at the same rate (8 μL/harvest). The delay between patches was either 10 s or 30 s; each travel time delay was tested in its own block of sessions and the order was counterbalanced across rats, with a range of 87--236 patches visited per condition per rat. As predicted by MVT, rats stayed for more trials in patch types that started with larger reward volume (β = 118.091 trials/mL, SE = 1.862, t(2490.265) = 63.423, p \< .001), indicating that rats considered reward across future patches. Rats also stayed longer in all patch types when time between patches was longer (β = 1.893 trials, SE = 0.313, t(118.839) = 6.040, p \< .001; [Figure 1A](#fig1){ref-type="fig"}), indicating sensitivity to opportunity costs. However, rats uniformly overharvested relative to predictions of MVT (β~rat-MVT~ = 3.396 trials, SE = 0.176, t(6.960) = 19.269, p \< .001). The degree to which rats overharvested was not significantly different between the 10 s and 30 s travel conditions (β~10 s-30 s~ = 0.304 trials, SE = 0.155, t(7.3857) = 1.964, p = 0.088).

The Depletion Rate Experiment tested another critical variable in foraging environments: the rate of reward depletion within a patch. Quicker reward depletion causes the local reward rate to deplete to the long-run average reward rate quicker, thus MVT predicts earlier patch leaving. Within sessions, rats encountered a single patch type (starting volume of 90 μL) that depleted at a rate of either 8 or 16 μL/trial, tested in separate sessions and counterbalanced, with a range of 152--283 patches visited per condition per rat. As predicted by MVT, rats left patches earlier when patches depleted more quickly (β = 2.589 trials, SE = 0.155, t(7.000) = 16.75, p \< .001; [Figure 1B](#fig1){ref-type="fig"}). But, again, rats stayed in patches longer than is predicted by MVT (β~rat-MVT~ = 2.005 trials, SE = 0.134, t(7.004) = 14.97, p \< .001). Rats overharvested to a greater degree in the 8 μL depletion condition than the 16 μL depletion condition (β~8μL-16μL~ = 1.589 trials, SE = 0.155, t(7.000) = 10.28, p \< .001).

![Rat foraging behavior.\
Rat foraging behavior in the (**A**) Travel Time, (**B**) Depletion Rate, (**C**) Scale, and (**D**) Pre-vs-Post Experiments. In (**A**), points and error bars represent mean ± standard error. In (**B-D**), points and connecting lines represent behavior of each individual rat. Red lines indicate optimal behavior (per MVT).\
10.7554/eLife.48429.005Figure 1---source data 1.Trial-by-trial foraging behavior.](elife-48429-fig1){#fig1}

These first two experiments confirm that rats qualitatively follow the predictions of MVT, but consistently overharvest. There are many possible explanations for this pattern of overharvesting, including an aversion to leaving the offer of reward within a patch and nonlinear reward utility ([@bib45]; [@bib9]; [@bib11]). The Scale Experiment was conducted in an effort to distinguish between these hypotheses by manipulating the scale of time delays and rewards. Long-term rate maximization predicts that an increase in reward size in proportion to reward delay should have no effect on the number of harvests per patch, as the reward rate across trials would be equal. But if animals' perception of reward or time is nonlinear, a manipulation of scale will affect their subjective point of equality and predict a change in behavior across the two environments. The scale of rewards and delays was manipulated in the following manner: patches started with (A) 90 or (B) 180 μL of reward, depleted at a rate of (A) 8 or (B) 16 μL/trial, and the duration of harvest trials and travel time between patches was (A) 10 or (B) 20 s. Rats visited a range of 60--212 patches per condition. They overharvested in both A and B conditions (β~rat-MVT~ = 4.374 trials, SE = 0.153, t(6.900) = 28.597, p \< .001) and, contrary to predictions of MVT, they stayed in patches significantly longer and overharvested to a greater degree in the B condition that provided larger rewards but at proportionately longer delays (β = 1.937 trials, SE = 0.193, t(6.972) = 9.996, p \< .001; [Figure 1C](#fig1){ref-type="fig"}). This finding suggests that a nonlinearity in the perception of reward value and/or time contributes to overharvesting.

To distinguish between biases in perception of reward, such as nonlinear reward utility, and time, such as temporal discounting or insensitivity to post-reward delays, the Pre-vs-Post Experiment directly tested rats sensitivity to time delays before vs. after reward. In this experiment, in one condition, rats received reward immediately after lever press followed by a post-reward delay of ∼13 s before the start of the next trial. In the other condition, there was a 3 s pre-reward delay between lever press and receiving reward followed by a shorter post-reward delay of ∼10 s. The total time of each trial was held constant between conditions (15 s total), so there was no difference in reward rates. Both MVT and nonlinear reward utility predict that the placement of delays is inconsequential and that rats will behave similarly in both conditions. Both temporal discounting and insensitivity to post-reward delays predict that rats will value the immediate reward more than the delayed reward and thus, would leave patches earlier in the condition with the pre-reward delay. Consistent with predictions of temporal discounting and insensitivity to post-reward delays, and contrary to predictions of MVT and nonlinear reward utility, rats left patches earlier in the environment with the pre-reward delay (β = 2.345 trials, SE = 0.313, t(7.017) = 7.503, p \< .001; [Figure 1D](#fig1){ref-type="fig"}). This result suggests that a bias in rats' perception of time or the way in which they perceive delayed reward values contributes to overharvesting.

To determine whether the preference for immediate rewards can be explained by insensitivity to post-reward delays, a fifth foraging experiment, the 'Post-Reward Delay Experiment,\' directly tested rats' sensitivity to post-reward delays. A separate cohort of rats (n = 8) was used for this experiment. Rats were tested in two conditions in this experiment: a short (3 s) or long (12 s) post-reward delay. The total time of harvest trials was not held constant; the longer post-reward delay increased the time to harvest from the patch. Since the longer post-reward delay increases the cost of harvesting from the patch relative to the cost of traveling to a new patch, MVT predicts that rats should leave patches earlier. Prior studies of intertemporal choice behavior have shown that animals are insensitive to post-reward delays, suggesting that they are only concerned with maximizing short-term reward rate ([@bib38]; [@bib3]) or that they may not have learned the duration of post-reward delays, and underestimate this duration in their decision process ([@bib35]; [@bib4]). Consistent with MVT, rats were sensitive to the post-reward delay, leaving patches earlier in the 12 s delay condition (β = 1.411 trials, SE = 0.254, t(6.966) = 5.546, p \< .001; [Figure 2A](#fig2){ref-type="fig"}). If rats were sensitive to the delay, but underestimated its duration, one would still expect rats to overharvest to a greater degree due to the longer delay. There was no difference in the degree to which rats overharvested between the 3 s and 12 s delay conditions (β~rat-MVT;3 s-12 s~ = 0.340 trials, SE = 0.286, t(6.963) = 1.188, p = 0.274). This finding suggests that overharvesting in this experiment is not due to insensitivity to post-reward delays. However, it is possible that this finding could be explained by other forms of altered time perception that remain to be described.

![Post-reward delay foraging and intertemporal choice behavior.\
(**A**) Rat behavior in the Post-Reward Delay Experiment. Points and lines represent behavior of individual rats. Red line indicates optimal behavior (per MVT). (**B**) Rat behavior in the intertemporal choice task. Points and error bars represent mean ± standard error for each condition.\
10.7554/eLife.48429.008Figure 2---source data 1.Trial-by-trial intertemporal choice behavior.](elife-48429-fig2){#fig2}

The data from the foraging experiments described above suggest that rats exhibit time preferences in the foraging task. In a final 'Intertemporal Choice Experiment,\' we tested whether the same rats that participated in the Post-Reward Delay Experiment would exhibit similar time preferences in a standard intertemporal choice (i.e. a delay-discounting) task. This task consisted of a series of 20-trial episodes. On each trial, rats pressed either the left or right lever to receive a smaller-sooner (SS) reward of 40 μL after a 1 s delay or a larger-later (LL) reward of 40, 80, or 120 μL after a 1, 2, 4, or 6 s delay. For the first 10 trials of each episode, rats were forced to press either the left or right lever to learn the value and delay associated with that lever (only one lever extended on each of these trials). For the last 10 trials of an episode, both levers extended and rats were free to choose. The LL reward value and delay, and the LL lever (left or right) were randomly selected at the start of each episode. Rats were tested in two different versions of this task: one in which the post-reward delay was held constant, such that the longer pre-reward delays reduced reward rate (constant delay); and another in which the time of the trial was held constant, such that longer pre-reward delays resulted in shorter post-reward delays to keep reward rate constant (constant rate). MVT, which maximizes long-term reward rate, predicts that rats would be sensitive to the pre-reward delay in the constant delay condition but not the constant trial condition (in which the pre-reward delay does not affect reward rate).

Rats were given three training sessions to learn the structure of the intertemporal choice task after previously being tested in the foraging task, then they were tested for an additional 13 sessions in each condition, participating in a range of 590--2810 free choice trials per condition (constant delay vs. constant rate). Each free choice trial within each episode was counted as a separate observation. Choice data were analyzed using a generalized linear mixed-effects model (i.e. a mixed-effects logistic regression) to examine the effect of the size of the LL reward, the length of the LL delay, task condition (constant delay vs. constant rate), and their interactions on decisions to choose the LL vs. SS option, with random intercepts and random slopes for the effects of LL reward, LL delay, and task condition for each rat. Three post-hoc comparisons were used to test the effects of (i) LL reward and (ii) LL delay within each condition, and (iii) LL delay between the constant delay and constant rate conditions ([Figure 2B](#fig2){ref-type="fig"}). (i) In both conditions, rats were more likely to choose larger LL rewards (constant delay: β = 0.477, SE = 0.090, $\chi^{2}$(1)=28.320, p \< .001; constant rate: β = 0.450, SE = 0.089, $\chi^{2}$(1) = 25.378, p \< .001), showing that they were sensitive to reward magnitude. (ii) They were also sensitive to the pre-reward delay in both conditions (constant delay: β = −0.240, SE = 0.023, $\chi^{2}$(1) = 104.882, p \< .001; constant rate: β = −0.152, SE = 0.022, $\chi^{2}$(1) = 46.919, p \< .001). On average, rats were equally likely to select the LL option across conditions --- the main effect of task condition was not significant (β=0.010, SE = 0.105, z = 0.092, p = 0.927). (iii) However, rats were less sensitive to increasing pre-reward delays when pre-reward delays did not affect reward rate (in the constant rate condition), indicated by a change in LL delay slope between conditions (β = 0.088, SE = 0.026, $\chi^{2}$(1) = 11.376, p \< .001). Overall, rats exhibited similar time preferences in the foraging and intertemporal choice tasks: they valued rewards less with longer delays until receipt but they were sensitive to opportunity costs (e.g. time delays between receiving reward and future decisions).

Quasi-hyperbolic discounting best explains behavior across all tasks {#s2-2}
--------------------------------------------------------------------

To test whether a common set of cognitive biases could explain time preferences in both the foraging and intertemporal choice tasks, both tasks were modeled as continuous time semi-markov processes. These models consisted of a set of states that represented the time between each event in each of the tasks (e.g. cues turning on/off, lever press, reward delivery; for state space diagrams of both tasks, see [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"} and [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). These models assumed that animals have learned the appropriate structure of the task (i.e. the time spent and reward obtained in each state) unless otherwise noted. The value of a given state was the discounted value of all future rewards available from that state, and the agent chose the option that yielded the greatest discounted future reward via a stochastic process. As the discount factor approached 1 (i.e. no temporal discounting), this model converged to long-term reward maximization, equivalent to MVT. Additional parameters were added to the model to test four specific hypotheses for suboptimal foraging behavior: (i) subjective costs associated with leaving a patch, in which the value of leaving was reduced by a 'cost\' term; (ii) nonlinear reward utility, in which the subjective utility of a reward increased sublinearly with respect to the reward magnitude; (iii) biased time perception, which assumed that animals underestimate post-reward delays, possibly due to insufficient learning of task structure ([@bib4]; [@bib35]), or overestimate pre-reward delays; and (iv) temporal discounting. A brief description of each hypothesis and its general predictions can be found in [Table 2](#table2){ref-type="table"}. For each model, group level parameters and parameters for each individual rat were fit simultaneously using an expectation-maximization algorithm ([@bib19]). Parameters were fit to each experiment separately (one set of parameters for both conditions in each experiment). Model predictions were calculated separately for each rat, using the rat's individual parameters. Full details for all models, fitting procedures, and model comparison can be found in the Materials and methods.
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###### Description of the hypotheses for overharvesting with general, qualitative predictions for the degree of overharvesting in each experiment.

Quantitative predictions depend on the exact formalization of each model and its specific parameters.

                             Hypothesis                                                                                                                                                                                                                                      Experimental predictions
  -------------------------- ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------- ---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Subjective Costs           A cost term $c$ reduces the value of leaving a patch. Predicts greater overharvesting with higher $c$. Not affected by specific manipulations to reward or time.                                                                                Rats will follow qualitative predictions of the Marginal Value Theorem, but exhibit an equal degree of overharvesting across conditions in each experiment.
  Nonlinear Reward Utility   Subjective value increases sublinear to reward magnitude. Predicts greater overharvesting with steeper utility functions with larger rewards.                                                                                                   Rats will exhibit an equal degree of ovarharvesting in all experiments except for the Scale experiment. In the Scale experiment, rats will overharvest more in the conditions with larger rewards.
  Biased Time Perception     i\) Post-reward delays perceived as shorter, ii) pre-reward delays perceived as longer, or iii) longer delays (irrespective of their placement) perceived as shorter. All three hypotheses predict greater overharvesting with longer delays.   Rats will exhibit a greater degree of overharvesting in the condition with longer delays in the Scale environment, in the condition with the longer post-reward delay in the Pre-vs-Post experiment, and in the condition with longer post-reward delay in the Post-Reward Delay experiment
  Temporal Discounting       Value of future rewards discounted due to delay to receive them. Predicts greater overharvesting with greater levels of discounting and with longer delays                                                                                      Rats will overharvest to a greater degree in the conditions with longer delays in the Scale and Post-Reward Delay experiments and they will leave patches earlier due to the longer pre-reward delay in the Pre-vs-Post experiment.

Subjective costs to leave a patch and nonlinear reward utility have explained suboptimal foraging behavior in prior studies that have manipulated opportunity costs (e.g. travel time or pre-reward delays) and depletion rate ([@bib11]; [@bib45]; [@bib9]). However, these factors are insensitive to the placement of time delays (pre- vs. post-reward) and thus, cannot explain the preference for more immediate rewards. Consistent with these prior studies, the subjective costs and nonlinear reward utility models explained overharvesting in the Travel Time, Depletion Rate, and Post-Reward Delay Experiments, but they failed to explain time preferences in the Pre-vs-Post foraging experiment ([Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}).

We next examined whether biased time perception and temporal discounting could explain suboptimal foraging behavior across all tasks. Three implementations for biased time perception were tested: linear underestimation of post-reward delays (${postDelay} = {{\alpha*p}ostDelay}$), non-linear underestimation of post-reward delays (${postDelay} = {postDelay^{\alpha}}$), and overestimation of pre-reward delays (${preDelay} = {{\alpha*p}reDelay}$). For temporal discounting, we tested the two common single-parameter discounting functions, exponential (${value} = {{e^{- {{\beta*t}ime}}*r}eward}$) and standard hyperbolic (${value} = {{reward}/{({1 + {{k*t}ime}})}}$), and two more flexible discounting models: constant sensitivity discounting ([@bib14]; [@bib46]), which predicts hyperbolic time preferences due to insensitivity to longer delays (${value} = {{e^{- {{\beta*t}ime^{\alpha}}}*r}eward}$); and quasi-hyperbolic discounting, formalized as two competing exponential discounting systems (${value} = {{{\lbrack{{\omega*e^{- {{\beta*t}ime}}} + {{({1 - \omega})}*e^{- {{\delta*t}ime}}}}\rbrack}*r}eward}$; ([@bib28]; [@bib32]). All of these models qualitatively predicted rat behavior across foraging experiments ([Figure 3](#fig3){ref-type="fig"}, [Figure 3---figure supplement 3](#fig3s3){ref-type="fig"}, [Figure 3---figure supplement 4](#fig3s4){ref-type="fig"}).

![Model predictions for foraging tasks.\
(**A-E**) Predictions of the best fit quasi-hyperbolic discounting model to all foraging tasks. Points and error bars represent mean ± standard deviation of the means for each individual rat; lines and ribbon represent the mean ± standard deviation of the means of the model-predicted behavior for each individual rat. (**F**) The sum of iBIC scores across all foraging tasks for each model. Cost = subjective cost model, util-pwr and util-crra = nonlinear reward utility with power and CRRA function respectively, pre-del = linear overestimation of pre-reward delays, post-del = linear underestimation of post-reward delays, post-del-pwr=underestimation of post-reward delays according to a power function, disc-exp = exponential discounting, disc-hyp = hyperbolic discounting, disc-cs = constant sensitivity discounting, disc-quasi = quasi hyperbolic discounting.](elife-48429-fig3){#fig3}

To determine which model provided the best quantitative fit, we compared the group-level Bayesian Information Criterion (integrated BIC or iBIC; [@bib19]; [@bib20]) of all models in each of the foraging tasks. To compare across tasks, we took the sum of iBIC for each model. The quasi-hyperbolic discounting model had the lowest sum of iBIC, the constant sensitivity discounting model the second lowest, and the hyperbolic discounting model third ([Figure 3](#fig3){ref-type="fig"}). These three models were also among the lowest iBIC values for each individual experiment [Figure 3---figure supplement 5](#fig3s5){ref-type="fig"}). All three of these models predict that animals will exhibit hyperbolic time preferences, suggesting that suboptimal foraging behavior observed in these experiments is due to time preferences.

Next, we tested whether the quasi-hyperbolic discounting model that provided the best fit to foraging behavior could also explain behavior in the intertemporal choice task. As in the model of the foraging task, the model of the intertemporal choice task took into account all future rewards, including rewards from future episodes (see abbreviated state space diagram in [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). We tested the nonlinear reward utility, biased time perception and temporal discounting models in this task (the subjective cost model does not apply to this task). Again, the quasi-hyperbolic discounting model had the lowest iBIC and hyperbolic discounting model the second lowest, but the constant sensitivity model had a higher iBIC than the biased time perception models ([Figure 4](#fig4){ref-type="fig"}). As the constant sensitivity model produces hyperbolic time preferences via insensitivity to longer delays, these results suggest that hyperbolic time preferences without insensitivity to delays is the best explanation for rat intertemporal choice behavior.

![Model predictions for the intertemporal choice task.\
(**A**) Quasi-hyperbolic model predictions for the intertemporal choice task. Points and error bars represent the mean ± standard error of individual rat behavior; lines and ribbon represent mean ± standard error of model predicted behavior for each individual rat. (**B**) The iBIC score for each model for the delay discounting experiment. Util-pwr and util-crra = nonlinear reward utility with power and CRRA function respectively, pre-del = linear overestimation of pre-reward delays, post-del = linear underestimation of post-reward delays, post-del-pwr=underestimation of post-reward delays according to a power function, disc-exp = exponential discounting, disc-hyp = hyperbolic discounting, disc-cs = constant sensitivity discounting, disc-quasi = quasi hyperbolic discounting.](elife-48429-fig4){#fig4}

If hyperbolic time preferences reflect a common explanation for suboptimal decision-making, then it might be expected that a model of behavior fit to one task could predict a rat's behavior in the other task. To test the external validity of this hypothesis, data from each task were separated into three subsets. The best fitting model from both tasks, the quasi-hyperbolic discounting model, was fit to two subsets of data from one task, then the negative log likelihood (-LL) of the data was assessed on the left out sample from both tasks. This process was repeated such that each subset served as the left out sample. To determine which discount function provided the better fit to data from each task, we calculated the difference in -LL of the left out sample between the model fit to intertemporal choice data and the model fit to foraging data (-LL difference = -LL~itc~ - LL~forage~). Since smaller -LL indicates a better fit, a positive -LL difference indicates that the discount function fit to foraging data provided a better fit (i.e. the foraging -LL was lower than the intertemporal choice -LL). For the foraging task, discounting functions fit to foraging data provided a better fit than discounting functions fit to intertemporal choice data for all eight rats. Interestingly, for the intertemporal choice task, discounting functions fit to foraging data provided a better fit than discounting functions fit to intertemporal choice data for 3 of 8 rats ([Figure 5](#fig5){ref-type="fig"}). The quasi-hyperbolic model fit to the foraging task generalized well to the intertemporal choice task, providing support for the idea that foraging and intertemporal choice can be described by a common discount function.

![Cross-task model predictions.\
(**A**) Predicted foraging behavior for quasi-hyperbolic model parameters fit to either the foraging task (red line) or delay discounting task (DD; blue line). Black points and error bars represent mean ± standard error of rat data. (**B**) Predicted intertemporal choice behavior for quasi-hyperbolic model parameters fit to data from either the foraging or delay discounting task, plotted against rat behavior. (**C**) The difference in negative log likelihood of the left out sample of foraging data (left) or intertemporal choice data (right) between parameters fit to the intertemporal choice task and parameters fit to the foraging task. A negative -LL difference indicates the negative log likelihood of the data for parameters fit to the intertemporal choice task was lower than for parameters fit to the foraging task. Each point and line represents data from individual rats.](elife-48429-fig5){#fig5}

With temporal discounting models that consider all future rewards, the more flexible quasi-hyperbolic discounting function provided the best fit to behavior across tasks. We next directly tested whether considering future rewards affects the fit of discounting models to intertemporal choice data and the estimates of discount factors compared to temporal discounting models that only consider the next reward (one-trial horizon models). We fit one-trial horizon models for all of the previously tested discounting functions --- exponential, hyperbolic, constant sensitivity, and quasi-hyperbolic discounting --- and compared them to the discounting models that considered all future rewards (all-future horizon models). For all discounting functions, the all-future horizon models had lower iBIC than one-trial horizon models ([Figure 4---figure supplement 2](#fig4s2){ref-type="fig"}). To compare the discount factors of each model (for the quasi-hyperbolic function that has two discount factors, we used the slow discounting β), we performed paired t-tests between log transformed discount factors measured by the all-future horizon models vs. discount factors measured by the one-trial horizon models. Measured discount factors were lower for the all-future models for all discounting functions (exponential: t(7) = 22.439, p \< .001; hyperbolic: t(7) = 7.000, p \< .001; constant sensitivity: t(7) = 15.497, p \< .001; quasi-hyperbolic: t(7) = 25.322, p \< .001; p-values adjusted using Bonferroni correction). Lastly, we tested whether the all-future horizon quasi-hyperbolic discounting model fit to the intertemporal choice data would predict foraging behavior better than the one-trial horizon quasi-hyperbolic discounting model fit to intertemporal choice data. For 6 of 8 rats, parameters fit to the one-trial horizon model produced a better fit to foraging behavior than parameters fit to the all-future horizon model. Overall, using full horizon temporal discounting models explained more of the intertemporal choice data, produced smaller estimates of discounting factors, but in the present study, it did not improve the ability of a model fit to intertemporal choice data to predict foraging behavior.

Discussion {#s3}
==========

In foraging studies, animals exhibit behavior that conforms qualitatively to predictions made by optimal foraging theory (i.e., the MVT), choosing to leave a patch when its value falls below that of the average expected value of other(s) available in the environment. However, an almost ubiquitous finding is that they overharvest, leaving a patch when its value falls to a value lower than the one predicted by MVT. Given that the rewards available within the current patch are generally available sooner than those at other patches due to travel time, one interpretation of overharvesting is that this reflects a similarly prevalent bias observed in intertemporal choice tasks, in which animals consistently show a greater preference for smaller more immediate rewards over later delayed rewards than would be predicted by optimal (i.e,. exponential) discounting of future values. However, in prior studies, models of intertemporal choice behavior have been poor predictors of foraging behavior ([@bib5]; [@bib9]). Here, we show that in a carefully designed series of experiments, rats exhibit similar time preferences in foraging and intertemporal choice tasks, and that a quasi-hyperbolic discounting model can explain the rich pattern of behaviors observed in both tasks.

The foraging behavior we observed was consistent with previous studies of foraging behavior in rats, monkeys, and humans, while also revealing novel aspects of overharvesting behavior. Consistent with prior studies, rats stayed longer in patches that yielded greater rewards, stayed longer in all patch types when the cost of traveling to a new patch was greater, left patches earlier when rewards depleted more quickly, and consistently overharvested ([@bib11]; [@bib17]; [@bib22]). Our experiments also demonstrated that in certain environments rats violate qualitative predictions of MVT. Rats overharvested more when reward amount and delay were increased, even though reward rate was held constant, and they were differentially sensitive to whether the delay was before the receipt of the proximal reward or following its delivery. These findings supported the conjecture that overharvesting is related to time preferences.

A number of studies have found that the preference for smaller, more immediate rewards can be explained by insensitivity to post-reward delays ([@bib3]; [@bib4]; [@bib35]; [@bib38]; [@bib30]). One hypothesis for why animals fail to incorporate post-reward delays into decisions is that they haven't learned the structure of the task well, and thus cannot accurately predict future post-reward delays. Accordingly, providing explicit cues for the post-reward delays or increasing the salience of post-reward delays helps animals incorporate these delays into their decisions, reducing the bias towards selecting smaller, more immediate rewards over larger, delayed ones ([@bib35]; [@bib4]). However, in the present study, rats were sensitive to post-reward delays in both the foraging and intertemporal choice task, providing further evidence that the preference for smaller, more immediate rewards in both tasks is due to time preferences and not a poor understanding of the task structure. Furthermore, quantitative modeling supported the hypothesis that suboptimal behavior was driven by time preferences rather than insensitivity to delays.

The idea that animals exhibit similar decision biases in foraging and intertemporal choice paradigms, and that these biases can be explained by a common model of discounting, is in conflict with prior studies that found that animals are better at maximizing long-term reward rate in foraging than in intertemporal choice tasks, and that delay discounting models of intertemporal choice tasks are poor predictors of foraging behavior ([@bib41]; [@bib5]; [@bib8]; [@bib9]). It has been argued that animals may perform better in foraging tasks because decision-making systems have evolved to solve foraging problems rather than two-alternative intertemporal choice problems ([@bib5]; [@bib40]; [@bib41]). This idea has been challenged by a recent study of human decision-making in foraging and intertemporal choice tasks, finding that a long-term rate maximization model explained both foraging and intertemporal choice behavior better than a standard hyperbolic discounting model ([@bib36]). Results from the present study support the interpretation that foraging and intertemporal choice behavior can be explained via a common model, but suggest that this model is quasi-hyperbolic discounting. We found that a quasi-hyperbolic discounting model provided the best explanation to rat behavior across multiple foraging tasks and an intertemporal choice task, and that a quasi-hyperbolic discounting model fit to individual rat foraging behavior can predict their intertemporal choice behavior.

Two potential explanations for why temporal discounting models have failed to predict foraging behavior in prior studies are that (i) prior studies have only tested single-parameter exponential and hyperbolic discounting functions, whereas the present study also tested the more flexible quasi-hyperbolic discounting function; and (ii) in most of these studies, models of intertemporal choice tasks have only considered the most proximal reward (the reward received as a consequence of the decision at hand). This assumption seems appropriate as, in most intertemporal choice tasks, opportunities for future rewards do not depend on the current decision, so the value of rewards received for future decisions are equal for both the SS and LL rewards. But in foraging tasks, future opportunities for reward depend on current decisions, so it is critical for foraging models to include all future rewards into estimates of reward value. For this reason, comparing discount functions fit to intertemporal choice models that consider all future reward may provide better estimates of foraging behavior than discount functions fit to intertemporal choice models that only consider rewards from the most proximal decision. Consistent with this hypothesis, we found that adding the value of future rewards to intertemporal choice models reduces estimates of discount factors. However, with our data, the quasi-hyperbolic discounting model fit to the intertemporal choice task that included all future rewards did not predict foraging behavior better than an equivalent model that only considered the most proximal reward. One reason why including all future rewards may not have improved cross-task predictions is that, in the present study, the quasi-hyperbolic discounting model fit to the intertemporal choice task predicted less overharvesting than was exhibited by rats in the foraging task. Reducing estimates of the discount factor with a model that considers all future rewards predicts even less overharvesting (i.e. behavior that is closer to long-term reward maximization). But in other studies, temporal discounting models typically predict greater overharvesting than is exhibited by animals ([@bib5]; [@bib8]). In these cases, obtaining smaller, potentially more accurate estimates of discount factors by including all future rewards into intertemporal choice models may improve cross-task predictions.

Although quasi-hyperbolic discounting provided the best singular explanation for rat behavior across our tasks, many of the other models tested were capable of explaining some of the biases exhibited by rats. Thus, we cannot exclude the possibility that subjective costs, diminishing marginal utility, and/or biased estimation of time intervals may independently contribute to suboptimal decision-making. Furthermore, additional hypotheses or additional variants of the above-mentioned hypotheses that have not been tested in the present study may provide alternative explanations for suboptimal decision making in foraging and intertemporal choice tasks. Importantly, our data indicate that quasi-hyperbolic discounting may provide a link between foraging and intertemporal choice tasks, and it highlights the importance of future work considering the source of time preferences. These observations are buttressed by recent theoretical work demonstrating that the appearance of time preferences in intertemporal choice tasks can emerge rationally from a value construction process by which estimates increase in variability with the delay until reward receipt --- an account that shares features with the short-term rate maximization hypotheses ([@bib40]). Under this account, 'as-if\' discounting is hyperbolic when variability increases linearly with delay ([@bib15]). Further, a sequential sampling model of two-alternative forced choice ([@bib6]), parameterized such that outcome delay scales variability in this way, has recently been shown to capture key dynamical features of both patch foraging ([@bib12]) and hyperbolic discounting in intertemporal choice ([@bib18]). Future work should build on these findings to explore directly whether the common biases identified here reflect a core computation underlying sampling and decision-making under uncertainty and across time.

Materials and methods {#s4}
=====================

Animals {#s4-1}
-------

Adult Long-Evans rats were used (Charles River, Kingston, NY). One group of eight rats participated in the scale, travel time, depletion rate, and handling time experiments (in that order), a different set of eight rats were tested on the post-reward delay foraging experiment then the delay discounting task. Rats were housed on a reverse 12 hr/12 hr light/dark cycle. All behavioral testing was conducted during the dark period. Rats were food restricted to maintain a weight of 85--90% ad-lib feeding weight, and were given ad-lib access to water. All procedures were approved by the Princeton University and Rutgers University Institutional Animal Care and Use Committee.

Foraging task {#s4-2}
-------------

Animals were trained and tested as in [@bib22]. Rats were first trained to lever press for 10% sucrose water on an FR1 reinforcement schedule. Once exhibiting 100+ lever presses in a one hour session, rats were trained on a sudden patch depletion paradigm --- the lever stopped yielding reward after 4--12 lever presses --- and rats learned to nose poke to reset the lever. Next rats were tested on the full foraging task.

A diagram of the foraging task is in [Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}. On a series of trials, rats had to repeatedly decide to lever press to harvest reward from the patch or to nose poke to travel to a new, full patch, incurring the cost of a time delay. At the start of each trial, a cue light above the lever and inside the nose poke turned on, indicating rats could now make a decision. The time from cues turning on until rats pressed a lever or nose poked was recorded as the decision time (DT). A decision to harvest from the patch (lever press) yielded reward after a short pre-reward delay (referred to as the handling time delay, simulating the time to 'handle\' prey after deciding to harvest). Reward (sucrose water) was delivered when the rat entered the reward magazine. The next trial began after an inter-trial interval (ITI). To control the reward rate within the patch, the length of the ITI was adjusted based on the DT of the current trial, such that the length of all harvest trials was equivalent. With each consecutive harvest, the rat received a smaller volume of reward to simulate depletion from the patch. A nose poke to leave the patch caused the lever to retract for a delay period simulating the time to travel to a new patch. After the delay, the opposite lever extended, and rats could harvest from a new, replenished patch.

Details of the foraging environment for each experiment can be found in [Table 1](#table1){ref-type="table"}. For each experiment, rats were trained on a specific condition for 5 days, then tested for 5 days. Conditions within experiments were counterbalanced.

Foraging data analysis {#s4-3}
----------------------

Rat foraging behavior was assessed using linear mixed effects models. Models were fit using the lme4 package in R ([@bib2]). The lme4 package provides only t-statistics for fixed effects; p-values were calculated using the lmerTest package ([@bib27]), which uses Scatterwaithe's method to approximate the degrees of freedom for the t-test. In the Travel Time Experiment, we assessed the effect of starting volume of the patch and the travel time on number of harvests per patch, with random intercepts and random slopes for both variables across subjects (lme4 formula: $HarvestsPerPatch \sim PatchStartingVolume*TravelTime + {(PatchStartingVolume + TravelTime||Rat)}$). In all other foraging experiments, we assessed the effect of experimental condition on harvests per patch, with random intercepts and random effect of experimental condition across subjects (lme4 formula: ${HarvestsPerPatch} \sim {{Condition} + {({{Condition}|{Rat}})}}$).

We also tested whether rats overharvested relative to MVT predictions in each experiment, and whether the degree of overharvesting was different between conditions within each experiment. To do so, we subtracted the MVT predicted number of harvests in each patch from the observed number of harvests (see 'Foraging Models\' section for details on the calculation of the optimal number of harvests). Mixed effects models were used to fit an intercept and effect of experimental condition on the difference from optimal number of harvests (lme4 formula: ${DifferenceFromOptimal} \sim {{Condition} + {({{Condition}|{Rat}})}}$). In this model, an intercept greater than zeros would indicate that rats harvested more trials than was predicted by MVT, and a difference in the effect of task condition would indicate that the degree to which rats differed from optimal was affected by the task condition.

Intertemporal choice task {#s4-4}
-------------------------

Rats were immediately transferred from the foraging task to the intertemporal choice task with no special training; rats were given three 2 hr sessions to learn the structure of the new task. This task consisted of a series of episodes that lasted 20 trials. At the beginning of each episode one lever was randomly selected as the shorter-sooner lever, yielding 40 μL of reward following a 1 s delay. The other lever (larger-later lever) was initialized to yield a reward of 40, 80, or 120 μL after a 1, 2, 4 or 6 s delay. For the first 10 trials of each episode, only one lever extended, and rats were forced to press that lever to learn its associated reward value and delay. The last four forced trials (trials 7--10) were counterbalanced to reduce the possibility of rats developing a perseveration bias. For the remaining 10 trials of each episode, both levers extended, and rats were free to choose the option they prefer. At the beginning of each trial, cue lights turned on above the lever indicating rats could now make a decision. Once the rat pressed the lever, the cue light turned off, and the delay period was initiated. A cue light turned on in the reward magazine at the end of the delay period, and rats received reward as soon as they entered the reward magazine. Reward magnitude was cued by light and tone. Following reward delivery, there was an ITI before the start of the next trial. At the completion of the episode, the levers retracted, and rats had to nose poke to begin the next episode, which reset the larger-later reward and delay.

Intertemporal choice data analysis {#s4-5}
----------------------------------

Intertemporal choice data was analyzed using a mixed effects logistic regression, examining the the effect of larger-later reward value, larger-later delay, and task condition on rats choices, with random intercepts and random effects for all three variables. This model was fit as a generalized linear mixed effects model using the lme4 package in R (lme4 formula: $ProbLL \sim RewardLL*DelayLL*Condition + {(RewardLL + DelayLL + Condition||Rat)}$; [@bib2]). Post-hoc comparisons of interest were tested using the phia package in R ([@bib13]), using Holm's method to correct for multiple comparisons.

Foraging models {#s4-6}
---------------

All models were constructed as continuous time semi-markov processes. This provided a convenient way to capture the dynamics of timing in both tasks, such as slow delivery and consumption of reward (up to 6 s for the largest rewards). To model the foraging task, each event within the task (e.g. cues turning on/off, lever press, reward delivery, etc.) marked a state transition (abbreviated state space diagram in [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}. All state transitions were deterministic, except for decisions to stay in vs. leave the patch, which occurred in 'decision' states (the time between cues turning on at the start of the trial and rats performing a lever press or nosepoke). In decision states, a decision to stay in the patch transitioned to the handling time state, then reward state, ITI state, and to the decision state on the next trial. A decision to leave transitioned to the travel time state, then to the first decision state in the patch. Using the notation of [@bib7], the value of staying in state $s$, $Q{({stay},s)}$, is the reward provided for staying in state $s$, $R{({stay},s)}$, plus the discounted value of the next state:$${Q{({stay},s)}} = {{R{({stay},s)}} + {{{\gamma{({stay},s)}}*V}{(s_{next})}}}$$where $\gamma{({stay},s)}$ is the discount applied to the value of the next state for staying in state $s$, and $V{(s_{next})}$ is the value of the next state in the patch. For all non-decision states, rats did not have the option to leave the patch, so for these states, ${V{(s)}} = {Q{({stay},s)}}$. For decision states, the value of the state was the greater of $Q{({stay},s)}$ and $Q{({leave})}$.

For simplicity, we assume the time spent in a given state is constant, calculated as the average amount of time a given rat spent in the state. Under this assumption, the reward in a given state, $R{({stay},s)}$, is equal to the reward rate provided over the course of the state, $r{(s)}$, multiplied by the time spent in that state $T{(s)}$, discounted according to discount factor $\beta$:$${R{({stay},s)}} = {{{\frac{1 - e^{- {{\beta*T}{(s)}}}}{\beta}*r}{(s)}},\text{and}}$$$${{\gamma{({stay},s)}} = e^{- {{\beta*T}{(s)}}}}.$$

The value of leaving a patch, $Q{({leave})}$, was equal to the discounted value of the first state in the next patch, $V{(s_{first})}$:$${Q{({leave})}} = {{{\gamma{({leave})}}*V}{(s_{first})}}$$where $\gamma{({leave})}$ is the discount factor applied to the next state in the first patch. Assuming no variance in the travel time $\tau$, ${\gamma{({leave})}} = e^{- {\beta*\tau}}$. Per MVT, we assumed rats left patches at the first state in the patch in which $Q(stay,s) \leq Q(leave)$. To model variability in the trial at which rats left patches, we added gaussian noise to $Q{({leave})}$. As decisions within each patch are not independent, the patch leaving threshold did not vary trial-by-trial, but rather patch by patch, such that the cumulative probability that a rat has left the patch by state $s$, $\pi{({leave},s)}$, was the probability that ${Q{({stay},s)}} \leq {{Q{({leave})}} + {{Q{({leave})}}*\epsilon}}$, where $\epsilon \sim {\mathcal{N}{(0,\sigma^{2})}}$, with free parameter $\sigma$. $\epsilon$ scaled with $Q{({leave})}$ to enable comparisons across conditions within experiments.

The optimal policy for a given set of parameters was found using value iteration ([@bib43]). MVT predictions (maximization of undiscounted long-term reward rate) were determined by fixing the discount factor $\beta = .001$ and assuming no decision noise ($\epsilon = 0$). MVT predictions were determined for each rat; the time spent in each state was taken from a given rat's data. For each model, we fit both group level parameters and individual parameters for each rat using an expectation-maximization algorithm ([@bib19]).

To model subjective costs, a free parameter $c$ representing an aversion to leaving the patch was subtracted from the leaving threshold ([@bib45]; [@bib9]):$${{Q_{cost}{({leave})}} = {{- c} + {{{\gamma{({leave})}}*V_{cost}}{(s_{first})}}}}.$$

To investigate whether nonlinear reward utility could explain rats\' overharvesting behavior, we tested models in which the utility of a reward received in the task increased in a sublinear fashion with respect to the magnitude of the reward. Two different utility functions were tested: a power law function and a steeper constant relative risk aversion (CRRA) utility function that became increasingly risk averse with larger rewards, both with free parameter $\eta$:$${Q_{utility}{({stay},s)}} = {{U{({stay},s)}} + {{{\gamma{({stay},s)}}*V_{utility}}{(s_{next})}}}$$$${U_{power}{({stay},s)}} = {{R{({stay},s)}^{\eta}},\text{or}}$$$${{U_{CRRA}{({stay},s)}} = \frac{{R{({stay},s)}^{1 - \eta}} - 1}{1 - \eta}}.$$

To examine linear and nonlinear underestimation of post-reward delays, respectively, the time spent in post-reward delay (ITI) states was transformed, with free parameter $\alpha$:$${{{T_{{post} - {linear}}{(s_{ITI})}} = {\alpha T{(s_{ITI})}}},{{\text{where}0} < \alpha < 1}},\text{or}$$$${T_{{post} - {power}}{(s_{ITI})}} = {T{(s_{ITI})}^{\alpha}}$$

Similarly, for overestimation of pre-reward delays, the handling time and travel time were transformed:$${T_{{pre} - {delay}}{(s_{HT})}} = {{\alpha T{(s_{HT})}},\text{and}}$$$${{\tau_{{pre} - {delay}} = {\alpha\tau}},{{\text{where}\alpha} > 1}}.$$

For the exponential discounting model, β was fit as a free parameter.

As standard hyperbolic discounting cannot conveniently be expressed recursively, this model was implemented using the μAgents model described by [@bib26]. The value functions of the overall model, $Q^{\mu Agent}{({stay},s)}$ and $Q^{\mu Agent}{({leave})}$, were the average of the μAgents, each with their own exponential discount factor $\beta_{i}$, and thus individual reward functions $R_{i}{({stay},s)}$, discount functions $\gamma_{i}{({stay},s)}$ and $\gamma_{i}{({leave})}$, and value functions $Q_{i}{({stay},s)}$, $Q_{i}{({leave})}$, and $V_{i}{(s)}$:$${Q_{i}{({stay},s)}} = {{R_{i}{({stay},s)}} + {{{\gamma_{i}{({stay},s)}}*V_{i}}{(s_{next})}}}$$$${Q^{\mu Agent}{({stay},s)}} = {{\frac{1}{10}{\sum\limits_{i}{R_{i}{({stay},s)}}}} + {{{\gamma_{i}{({stay},s)}}*V_{i}}{(s_{next})}}}$$$${Q_{i}{({leave})}} = {{{\gamma_{i}{({leave})}}*V_{i}}{(s_{first})}}$$$${Q^{\mu Agent}{({leave})}} = {\frac{1}{10}{\sum\limits_{i}{{{\gamma_{i}{({leave})}}*V_{i}}{(s_{first})}}}}$$

If the μAgent discount factors, $\beta_{i}$, are drawn from an exponential distribution with rate parameter $\lambda > 0$, the discounting function of the overall model approximated the standard hyperbolic discount function, ${reward}/{({1 + {{k*d}elay}})}$, with discount rate $k = {1/\lambda}$. This model was implemented using 10 μAgents with $\beta_{i}$ equal to the 5%, 15%, ..., 95% quantile of the exponential distribution. The relationship of this implementation of the μAgent model to the standard hyperbolic discount function is presented in [Figure 6](#fig6){ref-type="fig"}. $k$ was fit as a free parameter.

![Discount function of the μAgent hyperbolic discounting model vs. standard hyperbolic discounting.\
Points represent the standard hyperbolic discounting function, $1/{({1 + {{k*t}ime}})}$. Lines represent the μAgent discount function in which the discount factor for each of the 10 μAgents was equal to the 5--95% quantile of an exponential distribution with rate parameter $\lambda = {1/k}$.](elife-48429-fig6){#fig6}

The constant sensitivity discounting model was based on [@bib14]. In this model, hyperbolic time preferences are produced via exponential discounting with insensitivity to longer delays. To implement this model, insensitivity to all time delays --- the decision time, pre-reward delay, reward time, and post-reward delay, and travel time --- was achieved using a power function, just as in the nonlinear post-reward delay model. This model was then equivalent to the exponential discounting model, replacing the time in each state $T{(s)}$ with a power function of the time in each state $T{(s)}^{\alpha}$.

Quasi-hyperbolic discounting was originally formulated for discrete time applications ([@bib28]). We used the continuous time formulation from [@bib32], in which the value functions of the overall model were the weighted sum of two exponential discount systems, a steep discounting β system that prefers immediate rewards and a slower discounting $\delta$ system, each with their own reward functions, $R_{\beta}{({stay},s)}$ and $R_{\delta}{({stay},s)}$, and discount functions $\gamma_{\beta}{({stay},s)}$, $\gamma_{\beta}{({leave})}$, $\gamma_{\delta}{({stay},s)}$, and $\gamma_{\delta}{({leave})}$:$${Q_{\beta}{({stay},s)}} = {{R_{\beta}{({stay},s)}} + {{{\gamma_{\beta}{({stay},s)}}*V_{\beta}}{(s_{next})}}}$$$${Q_{\beta}{({leave})}} = {{{\gamma_{\beta}{({leave})}}*V_{\beta}}{(s_{first})}}$$$${Q_{\delta}{({stay},s)}} = {{R_{\delta}{({stay},s)}} + {{{\gamma_{\delta}{({stay},s)}}*V_{\delta}}{(s_{next})}}}$$$${Q_{\delta}{({leave})}} = {{{\gamma_{\delta}{({leave})}}*V_{\delta}}{(s_{first})}}$$

The value functions of the overall quasi-hyperbolic discounting model were:$${Q^{quasi}{({stay},s)}} = {{{\omega*Q_{\beta}}{({stay},s)}} + {{{({1 - \omega})}*Q_{\delta}}{({stay},s)}}}$$$${Q^{quasi}{({leave})}} = {{{\omega*Q_{\beta}}{({leave})}} + {{{({1 - \omega})}*Q_{\delta}}{({leave})}}}$$where $0 < \omega < 1$ was the weight of the $\beta$ system relative to the $\delta$ system. $\beta$, $\delta$, and $\omega$ were all free parameters.

Intertemporal choice task models {#s4-7}
--------------------------------

Similar to the foraging task, events within the intertemporal choice task marked state transitions, and all state transitions were deterministic except for decisions to choose the smaller-sooner option (SS) or larger-later option (LL), which occurred only in decision states (abbreviated state space diagram in [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). From decision states, animals transitioned to delay, reward, and post-reward delay (ITI) states for the chosen option --- the delay, reward and ITI for the SS and LL options were represented by separate states. The value of choosing SS or LL in decision state $s$ is the discounted value of the next state, the following delay state:$${Q{({SS},s)}} = {{{\gamma{(s)}}*Q}{({SSDelay})}}$$$${Q{({LL},s)}} = {{{\gamma{(s)}}*Q}{({LLDelay})}}$$

The value of delay states were the discounted value of the reward state for that action, the value of reward states were the reward for that action plus the discounted value of the ITI state for that action, and the value of ITI states were the discounted value of the next decision state:$${Q{({SSDelay})}} = {{{\gamma{({SSDelay})}}*Q}{({SSReward})}}$$$${Q{({SSReward})}} = {{{{{R{({SSReward})}}*\gamma}{({SSReward})}}*Q}{({SSITI})}}$$$${Q{({SSITI})}} = {{{\gamma{({SSITI})}}*V}{(s_{nextdec})}}$$where the value of the next decision state, $V{(s_{nextdec})}$ is the greater of $Q{({SS},s_{nextdec})}$ and $Q{({LL},s_{nextdec})}$. Decisions were made assuming the value of $Q{({SS},s)}$ and $Q{({LL},s)}$ were represented as Gaussian distributions with noise that scaled with their magnitude. The probability of choosing the LL option was the probability that a random sample from the LL distribution was greater than a random sample from the SS distribution for that state:$${p{({chooseLL},s)}} = {1 - {\phi\left( \frac{Q{(SS,s)} - Q{(LL,s)})}{\sqrt{\sigma^{2}*{\lbrack Q{(SS,s)}^{2} + Q{(LL,s)}^{2})}\rbrack}} \right)}}$$where $\phi$ is the normal cumulative distribution function.

The nonlinear reward utility, biased time perception, and temporal discounting models were implemented as they were in the foraging task.

For the one-trial horizon discounting models, the value of choosing a given option was the discounted value of the reward on the current trial only, with delay $d$ and reward $r$:$$Q_{exp} = {e^{- {\beta*d}}*r}$$$$Q_{hyp} = \frac{r}{1 + {k*d}}$$$$Q_{cs} = {e^{- {\beta*d^{\alpha}}}*r}$$$$Q_{quasi} = \lbrack\omega \ast e^{- \beta \ast d} + (1 - \omega) \ast e^{- \delta \ast d}\rbrack \ast r$$

To calculate the probability of choosing the LL option, the same decision rule was used as in the all-future horizon model.

Model comparison {#s4-8}
----------------

All models had two parameters except for the constant sensitivity discounting model with three and the quasi-hyperbolic discounting model with four. To determine the model that provided the best fit to the data, while accounting for the increased flexibility of these models, we calculated the Bayesian Information Criterion over the group level parameters (iBIC) ([@bib29]; [@bib19]). iBIC penalizes the log marginal likelihood, $logp{({D \mid \theta})}$, which is the integral of the log likelihood of the data $D$ over the distribution of group level parameters $\theta$, for model complexity. Complexity is determined by the number of parameters $k$, and the size of the penalty depends on the total number of observations, $n$:$${{iBIC} = {{logp{({D \mid \theta})}} + {\frac{k}{2}log{(n)}}}}.$$

As in [@bib19], we use a Laplace approximation to the log marginal likelihood:$${logp{({D \mid \theta})}} = {{{- {{\frac{n}{2}log{({2\pi})}}*s}} + {\sum\limits_{i = 1}^{s}{p{({D_{i} \mid \theta_{i}})}p{({\theta_{i} \mid \theta})}}}} - \frac{\sum_{i = 1}^{s}{logdet{({Hf{(\theta_{i})}})}}}{2}}$$where $s$ is the number of subjects, and $Hf{(\theta_{i})}$ is the hessian matrix of the likelihood for subject $i$ at the individual parameters $\theta_{i}$.

To compare the fit of the quasi-hyperbolic discounting model across the foraging and intertemporal choice tasks, a cross-validation method was used. Data from each task was separated into thirds. The quasi-hyperbolic discounting model was fit to 2 of the samples from each task using maximum likelihood estimation (fitting only individual parameters for each rat). The log likelihood of the data from the left out sample was evaluated. This process was repeated three times, leaving out each of the samples once, and we took the sum of the likelihood of the three left out samples. As the structure of variability was different between the foraging model (variability in the patch leaving threshold) and intertemporal choice models (noise in the estimates of SS and LL values), to compare the discount function fit to the foraging task on intertemporal choice data, a new noise parameter was fit to the intertemporal choice data (and vice-versa). We report the difference in the log likelihood of the data using parameters fit to the intertemporal choice task and of the log likelihood using parameters fit to the foraging task ([Figure 5](#fig5){ref-type="fig"}).
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Rats exhibit similar biases in foraging and intertemporal choice tasks\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, and the evaluation has been overseen by Geoffrey Schoenbaum as the Reviewing Editor and Laura Colgin as the Senior Editor. The following individuals involved in review of your submission have agreed to reveal their identity: Vijay Namboordiri (Reviewer \#2); Marijn van Wingerden (Reviewer \#3).

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

This study aims to reconcile behavior exhibited in patch foraging tasks with that shown during intertemporal choice. Across several experiments, the authors replicate the \"overharvesting\" biases observed previously, examining several competing proposals to explain them, concluding that models incorporating time preferences are required for any adequate explanation. The quasi hyperbolic models derived from patch foraging work were best to describe behavior in both tasks, suggesting these models may represent a general underlying function in both behaviors.

Essential revisions:

The reviewers were in agreement that the work was well done and addressed an important question. Each had concerns and questions; however, it was agreed that as long as the authors make a good faith attempt to address these, none of them required a very particular answer for the paper to be acceptable for publication. It is important however that they are carefully considered and adequately addressed. These include, in particular, discussion of how the current proposal relates to prior ideas as well as other issues raised (please refer to individual reviews below). Despite these concerns, the reviewers were overall impressed with the work and its contribution to the literature.

Reviewer \#1:

Summary:

The authors test rats\' temporal decision-making in six tasks: five foraging tasks and one intertemporal choice task. The foraging tasks test increasingly complex predictions of marginal value theory (MVT). In the first, second, and fifth tasks, they systematically validate the qualitative predictions that rats will stay longer in patches that i) deliver larger reward, ii) are separated by longer travel times, iii) deplete at slower rates, iv) deliver reward at shorter intervals. However, they observed that rats \'overharvested\': stayed longer in patches than is optimal and predicted by MVT. These findings add to a growing literature refuting MVT by reporting overharvesting. In the \'scale\' task, the authors observe that when all magnitudes and rewards are scaled 2x, the rats overharvested longer than the 1x condition. In the \'pre-vs-post\' task, the authors replicate divergent effects of time requirements placed before or after rewards (a common feature of experiments showing suboptimal intertemporal choice) layered on top of foraging decisions. The fifth task refutes any hypothesis that attributes suboptimal behavior to failure to consider post-reward delays. The authors further test rats in more traditional intertemporal choice experiments so that they can compare behavior across all tasks and find the best-fitting quantitative model. Interestingly, they find a two-parameter model they call \'quasi-hyperbolic\' to fit better than any one-parameter model attempted.

Strengths:

This is a relatively thorough investigation of the sensitivities of rats behavior to many of the variables that could possibly impact optimal foraging behavior. For every variable investigated, the authors observe the expected qualitative effect predicted by MVT, and replicate qualitative suboptimalities observed in simpler choice contexts within the foraging context. The authors also have the opportunity to investigate the relationship across behaviors for each individual.

Weaknesses in analysis:

In the Scale Experiment, did the rats overharvest 2x as long in the 2x condition? Perhaps this shouldn\'t be presented as unexpected.

The best-fit evaluation (quasi-hyperbolic) is the only 2-parameter version. The authors should invent additional 2-parameter models for further comparison.

The variability across rats in identified parameters should be better discussed and illustrated. The analysis is not a convincing illustration that rats\' performance in one task is predictive of performance in another. Perhaps a correlation in parameters across rats would be more convincing.

Only a few specific forms of misrepresenting time spent before and after reward are tested, but this is presented as a thorough refutation of theories of altered time perception.

Weaknesses in presentation:

The numerous motivating hypotheses describing decision making are poorly presented. I recommend a table describing them and indicating what they predict for each of the experiments. A glossary clearly explaining each theory would also be helpful. Why isn\'t the fifth foraging experiment included in Table 1? Nonlinear reward magnitude utility is described as \"decreasing marginal value,\" which is confusing.

Reviewer \#2:

This manuscript by Kane et al. tests behavior of rats in a foraging-like task and a delay-discounting task to advance the claim that behavior in both of these tasks can be explained by a single set of rules. This is an important claim since prior papers have argued that both humans and animals might show different behaviors depending on the nature of the tasks, even though value reduction of a delayed reward should play a role across both conditions. My only major concern relates to the treatment of prior work.

1\) The authors should cite Seinstra, Sellitto and Kalenscher, 2017. This paper argues that human behavior across foraging and delay-discounting settings can be explained by a single framework. The framework is rate maximization and hence, is different from the one advanced by the authors. But nevertheless, it would be good to discuss this paper since it is highly relevant.

2\) The argument presented in Blanchard et al., 2013 is that post reward delays are not accounted for, primarily due to the deficit in learning these delays. This is because most post reward delays are not signaled explicitly in the environment. Therefore, they show that adding additional small rewards after the post-reward delay is sufficient to cause learning of the delay and for inclusion of the delay in the decision process. This is different from the interpretation presented here. Related to this, I am not convinced that the rats learn the post-reward delays during the foraging task. The ITI is adjusted depending on the DT, but if the animals are not keeping track of time since trial start, they would not learn this structure of the environment. Of course, in the absence of such learning, it is not surprising that post-reward delays are not weighted equally as the pre-reward delays. So, one possible modification could be that only a weighted value of the post-reward delay is included in the decision.

3\) Another set of papers actually also provide a theoretical framework to explain intertemporal decision-making during foraging and delay-discounting. I will confess that I am an author of these papers. While I typically am loathe to suggesting my own papers during peer reviews, I think it is highly relevant in this case. The papers introducing this model are Namboodiri et al., 2014 A general theory of intertemporal decision-making and the perception of time, Frontiers in Beh. Neurosci., (primary research article) and Namboodiri et al., 2014 Rationalizing decision-making: understanding the cost and perception of time, Timing and Time Perception Reviews, (review). There are a few other papers investigating errors in decision-making using a trial-by-trial approach, but the mean field model presented in these papers is sufficient to highlight the relevance. In these papers, the main model that is presented for illustration purposes is almost a toy model, and was falsified by Carter and Redish, 2016. However, there are simple and more realistic extensions that were not considered by Carter and Redish and are in the Appendix of the original paper. I will present a (hopefully short) summary of its application to the foraging data presented here to show that at least all of the qualitative findings hold within a rate maximization perspective over a limited temporal horizon.

Decision-making in this TIMERR model is based on comparing the expected reward rate over a temporal horizon (T~ime~) and the expected delays to the next reward. Of course, even though the post-reward delay is after the delay to the next reward, it should be incorporated in the decision, if learned. If one assumes a potential learning deficit in these tasks due to the delay not being explicitly signaled, a simple model for their inclusion could be a weight (w) multiplied by the perceived delay (assumed to be the objective delay, t~post~, for simplicity). So effectively, the time horizon of consideration is T~ime~+t~pre~+w\*t~post~. If the animal estimates an average reward rate (a~est~) to be obtained during the temporal horizon Time, the net reward expected over Time is a~est~\*T~ime~. The toy model in the above papers assumes that a~est~ is calculated over a time window exactly equal to T~ime~, but this need not be the case. This is the key modification that Carter and Redish, 2016, did not consider. Thus, the expected reward rate for the nth visit to a patch equals

RR(n) = (r-d\*n+a~est~\*T~ime~)/(t~decision~+t~pre~+w\*t~post~+T~ime~)

Where r is the starting reward, d is the rate of reduction of the reward and t~decision~ is the time until the decision is made after the cue. Since t~harvest~=t~decision~+t~pre~+t~post~, the above can be written as

RR(n) = (r-d\*n+a~est~\*T~ime~)/(t~harvest~-(1-w)\*t~post~+T~ime~)

Similarly, the expected reward rate for the limited temporal horizon until the next reward after traveling to a new patch is

RR(travel) = (r+a~est~\*T~ime~)/(t~travel~+t~harvest~-(1-w)\*t~post~+T~ime~)

Thus, the number of visits one would stay in a patch would be the number at which the above two expected reward rates equal. Doing some algebra and noting that a~est~ is actually dependent on the task itself (average estimated reward rate over some time horizon prior to the decision), hopefully, it will be clear that the findings of this manuscript at least qualitatively are consistent with this model. There are three free parameters here, viz., T~ime~, w, and the time horizon over which a~est~ is calculated. In the interest of brevity of this review, I will not prolong this, but the main point is that this simple model of constrained rate maximization is at least qualitatively consistent with the key findings of this manuscript. Indeed, a more accurate model would require considering potential biases due to errors in time perception as treated in Namboodiri et al. 2014, Analytical calculation of errors in time and value perception due to a subjective time accumulator: A mechanistic model and the generation of Weber\'s law, Neural Computation, 2016.

I want to highlight that the point of my raising this is not to force a detailed consideration of my own work. I raise it only because the authors genuinely seem to care about these problems in decision-making and may perhaps find a different perspective on their data valuable.

4\) Related to points 2 and 3 above, the assumption is that animals have learned the structure of the task fully and can include all appropriate values objectively in their decision-making. This is an assumption that may be worth explicitly pointing out.

5\) Another descriptive discounting function that could potentially also fit the data is Killeen, 2009. This form is more of a descriptive model than a normative one, but has some math that is superficially similar to the TIMERR model, and would also likely be consistent with these data.

Reviewer \#3:

The manuscript by Kane et al. is an exciting addition to the literature than has been trying to reconcile animal decision making in patch foraging vs. intertemporal choice problems. Using a surprisingly low number of animals, the authors robustly replicate a number of decision biases that have been shown in previous research, collectively described as \"overharvesting\", related to handling time, pre/post-delay sensitivity and other choice attributes. Next, they proceed to examine several (competing) proposals for cognitive choice preferences that could explain some of these biases. The authors convincingly demonstrate that any model not assuming time preferences fails to adequate explain all choice biases displayed by the animals, and that of the models incorporating time preferences, β-δ quasi-hyperbolic discounting provides the best fit across the paradigms, and also in almost all of the single experiment cases. Importantly, the quasi hyperbolic models derived from patch foraging work well to describe behavior in the intertemporal choice setting and vice versa, suggesting that they might touch upon a basic choice heuristic that plays a significant role animal decision making.

The manuscript is well written and concise. I have no objections to the line of argument in general. One concern that I hope the authors can address concerns the following: in the Markov analyses, future rewards are taken into account and are assumed to include all rewards up to the last one in the current block, to induce the incorporation of the long-term reward rate into the decisions. It is however unclear why the authors chose to expand the horizon to the last choice. It seems to me that the \"reward horizon\" of animals might actually be limited or even fluctuate, for example based on satiety. It seems that with the current data at hand, it would be possible to model the reward horizon as a free parameter to approach this choice empirically. What horizon appears from this analysis? And can the authors replicate the \"failure\" for cross-explanation between foraging and ITC when the horizon is set to only the current trial?

Additionally, while the quasi-hyperbolic discount model provides an overall better fit than for example the diminishing marginal returns model, it seems that animals exhibit both time preferences AND experience sensitivity to diminishing marginal returns, based on reward size differences and (the very real consequences of) already accumulated rewards.

If accumulated marginal returns are not important, one would assume that a median split (early vs. late) on the trials in the foraging dataset, or the first 5 vs. last 5 trials in the ITC dataset would produce similar model estimates. However, if the model fits diverge substantially this would suggest that an extension of the model with quasi-hyperbolic time-preferences to include marginal reward size/accumulation effects might provide an even better fit. I think this question could also be answered with the current dataset that is unique equipped to compare models under different experimental circumstances.

10.7554/eLife.48429.026

Author response

> Essential revisions:
>
> The reviewers were in agreement that the work was well done and addressed an important question. Each had concerns and questions; however, it was agreed that as long as the authors make a good faith attempt to address these, none of them required a very particular answer for the paper to be acceptable for publication. It is important however that they are carefully considered and adequately addressed. These include, in particular, discussion of how the current proposal relates to prior ideas as well as other issues raised (please refer to individual reviews below). Despite these concerns, the reviewers were overall impressed with the work and its contribution to the literature.
>
> Reviewer \#1:
>
> Strengths:
>
> This is a relatively thorough investigation of the sensitivities of rats behavior to many of the variables that could possibly impact optimal foraging behavior. For every variable investigated, the authors observe the expected qualitative effect predicted by MVT, and replicate qualitative suboptimalities observed in simpler choice contexts within the foraging context. The authors also have the opportunity to investigate the relationship across behaviors for each individual.
>
> Weaknesses in analysis:
>
> In the Scale Experiment, did the rats overharvest 2x as long in the 2x condition? Perhaps this shouldn\'t be presented as unexpected.

We apologize for not being clear with regard to the interpretation of statistical analysis. Rats did not overharvest by a factor of two, rather they overharvested for an additional 2 trials. This point has been clarified in the text by adding units to regression coefficients where appropriate (e.g. "β = 1.937 trials, SE = .193..."). Further, we now clarify that this is not being presented as surprising or unexpected, but only as contrary to predictions of the Marginal Value Theorem:

"\[Rats\] overharvested in both A and B conditions... and, contrary to predictions of MVT, they stayed in patches significantly longer...."

> The best-fit evaluation (quasi-hyperbolic) is the only 2-parameter version. The authors should invent additional 2-parameter models for further comparison.

As suggested by reviewers 2 and 3 (comments 6 and 3 respectively), we tested additional models with greater complexity (\> 2 parameters), including a constant time sensitivity model that combined exponential discounting with biases in time perception, and a model reminiscent of additive-utility discounting, combining nonlinear reward utility, biased time perception and exponential discounting (see below). Overall, neither of these models performed better than the quasi-hyperbolic discounting model. We would gladly test any additional models the reviewer may suggest.

In addition, to account for different numbers of parameters across models, we used the Bayesian Information Criterion which penalizes the fit of a model for its complexity (i.e. the number of parameters), and thus, does not provide a particular advantage to a model with more parameters. In fact, because BIC uses a fixed penalty per additional parameter, it may "overpenalize" more complex models in situations where an additional parameter does not provide a multiplicative increase in explanatory power (Bernardo and Smith, 1994, Bayesian Theory).

> The variability across rats in identified parameters should be better discussed and illustrated. The analysis is not a convincing illustration that rats\' performance in one task is predictive of performance in another. Perhaps a correlation in parameters across rats would be more convincing.

We agree that investigating correlations between parameters could provide an additional line of evidence that rats behave in similar ways across the two tasks, but we were wary of this analysis for two reasons: i) correlations between model parameters do not imply that behavior in one task can predict behavior in the other task and ii) with only 8 rats in each experiment, correlations are unreliable (e.g. see Schonbrodt and Perugini, 2013, J Res Personality) and greatly underpowered. A power analysis revealed that a correlation coefficient r = 0.833 would be needed to achieve power = 0.8 with significance level of p=0.05.

Despite these issues, we conducted a few exploratory correlation analyses. First, we examined the correlation between the behavioral effect of the post-reward delay across tasks (i.e. the effect of the delay in the Post-Reward Delay foraging experiment, and the interaction between the effect of the LL delay and task condition -- the difference in the effect of the LL delay when it affected reward rate vs. when it did not affect reward rate). These effects were estimated for each rat using mixed effects models. There was a strong, but not significant, correlation between the effect of the delay (r = .606, p = .111).

We also tested correlations between each of the four quasi-hyperbolic model parameters across the Post-Reward Delay foraging task and intertemporal choice task. Again, correlations between some parameters were quite strong, but not significant following Bonferroni correction for multiple comparisons (see [Author response image 1](#respfig1){ref-type="fig"}). Although these observations must be treated with caution, they suggest there may be stability of behavior and model parameters across tasks.

![](elife-48429-resp-fig1){#respfig1}

> Only a few specific forms of misrepresenting time spent before and after reward are tested, but this is presented as a thorough refutation of theories of altered time perception.

We regret that we gave this impression, as we certainly do not mean to suggest that this work is a thorough refutation that altered time perception contributes to overharvesting or suboptimal behavior in intertemporal choice tasks. Rather, our goal is to communicate that a particular set of models that represent the hypothesis that animals are differently sensitive to pre- vs. post-reward delays do not explain rat foraging or intertemporal choice data as well as the quasi-hyperbolic discounting model. We have revised the manuscript to provide more context for these hypotheses by providing more discussion of Blanchard et al., 2013 (as suggested by reviewer 2). We emphasize the behavioral sensitivity to post-reward delays in the Post-Reward Delay experiment:

"Prior studies of intertemporal choice behavior suggest that animals are insensitive to post-reward delays, suggesting that they are only concerned with maximizing short-term reward rate (Stephens and Anderson, 2001, Bateson and Kacelnik 1996) or they may not have learned the duration of post-reward delays, and underestimate this duration in their decision process (Pearson et al., 2010, Blanchard and Hayden, 2013). \[...\] However, it is possible that this finding could be explained by other forms of altered time perception that remain to be described."

And in the discussion, we clarify that our findings do not implicate quasi-hyperbolic discounting as the one-and-only explanation for suboptimal behavior in foraging and intertemporal choice tasks:

"Although quasi-hyperbolic discounting provided the best singular explanation for rat behavior across our tasks, many of the other models tested were capable of explaining some of the biases exhibited by rats. \[...\] Importantly, our data indicate that quasi-hyperbolic discounting may provide a link between foraging and intertemporal choice tasks, and it highlights the importance of future work considering the source of time preferences."

> Weaknesses in presentation:
>
> The numerous motivating hypotheses describing decision making are poorly presented. I recommend a table describing them and indicating what they predict for each of the experiments. A glossary clearly explaining each theory would also be helpful. Why isn\'t the fifth foraging experiment included in Table 1? Nonlinear reward magnitude utility is described as \"decreasing marginal value,\" which is confusing.

Thank you for the valuable suggestion to include a table of each hypothesis along with predictions for each experiment. The table is now included and cited in the first paragraph of the Results section: "Quasi-hyperbolic discounting best explains behavior across all tasks."

We expanded this table to include the fifth experiment. The fifth foraging experiment (post-reward delay experiment) was not initially included in the table because a separate cohort of rats was tested and we did not adjust the post-reward delay to control trial time as was done for the first four experiments. These differences are now noted in the table and its caption.

To avoid confusion, we changed "diminishing marginal value" and "diminishing marginal returns" to "nonlinear reward utility" throughout the text.

> Reviewer \#2:
>
> This manuscript by Kane et al. tests behavior of rats in a foraging-like task and a delay-discounting task to advance the claim that behavior in both of these tasks can be explained by a single set of rules. This is an important claim since prior papers have argued that both humans and animals might show different behaviors depending on the nature of the tasks, even though value reduction of a delayed reward should play a role across both conditions. My only major concern relates to the treatment of prior work.
>
> 1\) The authors should cite Seinstra, Sellitto and Kalenscher, 2017. This paper argues that human behavior across foraging and delay-discounting settings can be explained by a single framework. The framework is rate maximization and hence, is different from the one advanced by the authors. But nevertheless, it would be good to discuss this paper since it is highly relevant.

We agree that this paper is highly relevant to the current work and have included a brief discussion of these findings:

"\[The idea that decision-making systems evolved to solve foraging problems rather two-alternative choice problems\] has been challenged by a recent study of human decision-making in foraging and intertemporal choice tasks, finding that a long-term rate maximization model explained behavior in both tasks better than a standard hyperbolic discounting model (Seinstra et al., 2017). Results from the present study support the interpretation that foraging and intertemporal choice behavior can be explained by a common model, but suggest that this model is a form of discounted rate maximization."

> 2\) The argument presented in Blanchard et al., 2013 is that post reward delays are not accounted for, primarily due to the deficit in learning these delays. This is because most post reward delays are not signaled explicitly in the environment. Therefore, they show that adding additional small rewards after the post-reward delay is sufficient to cause learning of the delay and for inclusion of the delay in the decision process. This is different from the interpretation presented here.

We agree with the reviewer's interpretation of Blanchard et al., 2013 and apologize for inadvertently misrepresenting their argument. We have revised the way in which we discuss these findings throughout the paper (below), but this revised discussion does not change our interpretation of the results.

In the Introduction: "An alternative explanation for the preference for immediate rewards in intertemporal choice tasks is that animals simply underestimate the duration of post-reward delays; that is, delays between receiving reward and making the next decision (Blanchard et al., 2013, Pearson et al., 2010). \[...\] Consistent with this hypothesis, providing an explicit cue for the duration of the post-reward delay or increasing its salience by providing a small reward at the end of the post-reward delay reduces temporal discounting (Blanchard et al., 2013, Pearson et al., 2010)."

Also, in the Results (see reviewer 1, comment 4), and in the Discussion:

"A number of studies have found that the preference for smaller, more immediate rewards can be explained by insensitivity to post-reward delays (Bateson et al., 1996, Blanchard et al., 2013, Pearson et al., 2010, Stephens and Anderson 2001, Mazur, 1991). One hypothesis for why animals fail to incorporate post-reward delays into decisions is that they haven\'t learned the structure of the task well, and thus cannot accurately predict future post-reward delays. It has been shown that providing explicit cues for the post-reward delays or increasing the salience of post-reward delays helps animals incorporate these delays into their decisions, reducing the bias towards selecting smaller, more immediate rewards over larger, delayed ones (Blanchard et al., 2013, Pearson et al., 2010)."

> Related to this, I am not convinced that the rats learn the post-reward delays during the foraging task. The ITI is adjusted depending on the DT, but if the animals are not keeping track of time since trial start, they would not learn this structure of the environment. Of course, in the absence of such learning, it is not surprising that post-reward delays are not weighted equally as the pre-reward delays. So, one possible modification could be that only a weighted value of the post-reward delay is included in the decision.

Results from the Post-Reward Delay Experiment, which directly tested rats' ability to incorporate the post-reward delay into decisions, showed that rats were sensitive to post-reward delays. However, in this experiment, the post-reward delay was fixed, whereas in the other foraging experiments, the post-reward delay was variable. It's possible that rats struggled to incorporate the variable post-reward delay into decision processes in other experiments. To test this hypothesis, we tested the suggested model, which included a weighted value of the post-reward delay (referred to as the linear underestimation of post-reward delays model; formal definition).

Figure 3---figure supplement 3 shows that this model, when fit to rat behavior, predicts that rats will leave patches earlier with a longer pre-reward delay and shorter post-reward delay. However, according to Bayes Information Criterion (Figure 3---figure supplement 5), it does not fit as well as the quasi-hyperbolic discounting model in this experiment.

> 3\) Another set of papers actually also provide a theoretical framework to explain intertemporal decision-making during foraging and delay-discounting. I will confess that I am an author of these papers. While I typically am loathe to suggesting my own papers during peer reviews, I think it is highly relevant in this case. The papers introducing this model are Namboodiri et al., 2014 A general theory of intertemporal decision-making and the perception of time, Frontiers in Beh. Neurosci., (primary research article) and Namboodiri et al., 2014 Rationalizing decision-making: understanding the cost and perception of time, Timing and Time Perception Reviews, (review). There are a few other papers investigating errors in decision-making using a trial-by-trial approach, but the mean field model presented in these papers is sufficient to highlight the relevance. In these papers, the main model that is presented for illustration purposes is almost a toy model, and was falsified by Carter and Redish, 2016. However, there are simple and more realistic extensions that were not considered by Carter and Redish and are in the Appendix of the original paper. I will present a (hopefully short) summary of its application to the foraging data presented here to show that at least all of the qualitative findings hold within a rate maximization perspective over a limited temporal horizon.
>
> Decision-making in this TIMERR model is based on comparing the expected reward rate over a temporal horizon (T~ime~) and the expected delays to the next reward. Of course, even though the post-reward delay is after the delay to the next reward, it should be incorporated in the decision, if learned. If one assumes a potential learning deficit in these tasks due to the delay not being explicitly signaled, a simple model for their inclusion could be a weight (w) multiplied by the perceived delay (assumed to be the objective delay, t~post~, for simplicity). So effectively, the time horizon of consideration is T~ime~+t~pre~+w\*t~post~. If the animal estimates an average reward rate (a~est~) to be obtained during the temporal horizon Time, the net reward expected over Time is a~est~\*T~ime~. The toy model in the above papers assumes that a~est~ is calculated over a time window exactly equal to T~ime~, but this need not be the case. This is the key modification that Carter and Redish, 2016, did not consider. Thus, the expected reward rate for the nth visit to a patch equals
>
> RR(n) = (r-d\*n+a~est~\*T~ime~)/(t~decision~+t~pre~+w\*t~post~+T~ime~)
>
> Where r is the starting reward, d is the rate of reduction of the reward and t~decision~ is the time until the decision is made after the cue. Since t~harvest~=t~decision~+t~pre~+t~post~, the above can be written as
>
> RR(n) = (r-d\*n+a~est~\*T~ime~)/(t~harvest~-(1-w)\*t~post~+T~ime~)
>
> Similarly, the expected reward rate for the limited temporal horizon until the next reward after traveling to a new patch is
>
> RR(travel) = (r+a~est~\*T~ime~)/(t~travel~+t~harvest~-(1-w)\*t~post~+T~ime~)
>
> Thus, the number of visits one would stay in a patch would be the number at which the above two expected reward rates equal. Doing some algebra and noting that a~est~ is actually dependent on the task itself (average estimated reward rate over some time horizon prior to the decision), hopefully, it will be clear that the findings of this manuscript at least qualitatively are consistent with this model. There are three free parameters here, viz., T~ime~, w, and the time horizon over which a~est~ is calculated. In the interest of brevity of this review, I will not prolong this, but the main point is that this simple model of constrained rate maximization is at least qualitatively consistent with the key findings of this manuscript. Indeed, a more accurate model would require considering potential biases due to errors in time perception as treated in Namboodiri et al., Analytical calculation of errors in time and value perception due to a subjective time accumulator: A mechanistic model and the generation of Weber\'s law, Neural Computation, 2016.
>
> I want to highlight that the point of my raising this is not to force a detailed consideration of my own work. I raise it only because the authors genuinely seem to care about these problems in decision-making and may perhaps find a different perspective on their data valuable.

We greatly appreciate the reviewer\'s thoughtful consideration of these models. We agree that the TIMERR model is very relevant to this manuscript and we have now included a brief discussion of the TIMERR model:

"Similarly, short-term maximization rules predict that animals seek to maximize reward over shorter time horizons; this may also be motivated as an approximation to long-term reward maximization as it may be difficult to accurately predict all future rewards (Stephens 2002, 2004). Along similar lines, Namboodiri et al., 2014, argue that, rather than maximizing long-term reward rate into the future, animals may select options that maximize reward rate up to the current point in time, or due to environmental factors (e.g. non-stationarity) or biological constraints (e.g. computational constraints), over a finite interval of time. Just as hyperbolic discounting may arise from imperfect foresight (Gabaix and Laibson, 2017), maximizing reward rate over shorter time horizons predicts hyperbolic time preferences (Namboodiri et al., 2014)."

Additionally, the suggested extension to the TIMERR model is very interesting, but we did not test this model directly for a few reasons. First, this model is difficult to translate into the semi-markov decision process used for all other models. Importantly, the semi-markov process enabled us to accurately model all timing features of the task, including slow delivery of larger rewards that occurred over up to 2.5 s and were consumed over the course of \~5 s. Second, as the TIMERR model predicts hyperbolic time preferences (Namboodiri et al., 2014), we view the additional flexibility of the extended TIMERR model similar to the additional flexibility offered by the constant sensitivity discounting function (a new model included in the manuscript, see comment 6 below) or the quasi-hyperbolic discounting function.

> 4\) Related to points 2 and 3 above, the assumption is that animals have learned the structure of the task fully and can include all appropriate values objectively in their decision-making. This is an assumption that may be worth explicitly pointing out.

We agree that this assumption should be made explicit, and have now done so:

"These models consisted of a set of states that represented the time between each event in each of the tasks (e.g. cues turning on/off, lever press, reward delivery; for state space diagrams of both tasks, see Figure 4---figure supplement 1 and Figure 4---figure supplement 1). These models assumed that animals have learned the appropriate structure of the task (i.e. the time spent and reward obtained in each state) unless otherwise noted."

> 5\) Another descriptive discounting function that could potentially also fit the data is Killeen, An additive-utility model of delay discounting, Psychol Rev, 2009. This form is more of a descriptive model than a normative one, but has some math that is superficially similar to the TIMERR model, and would also likely be consistent with these data.

We agree that this is an interesting model given our data and thank the reviewer for bringing this model to our attention. This additive-utility discounting model cannot be expressed recursively within the framework of our semi-markov models, but we have tested two new models consisting of the main components of the additive-utility discounting model. The first is the constant sensitivity discounting model from Eberle and Prelec, 2007, which is discussed in Killeen, 2009. This model predicts hyperbolic time preferences via exponential discounting with a bias in time sensitivity (agents are less sensitive to longer delays). The second model combined the main components of the additive utility discounting function -- discounted utility instead of value, and decreasing sensitivity to delays -- by adding a nonlinear reward utility parameter to the constant sensitivity discounting model.

The constant sensitivity discounting performed well on the foraging task, but did not fit intertemporal choice task data well. The utility + constant sensitivity model performed similarly, but had a higher iBIC than the constant sensitivity discounting model alone (foraging: sum iBIC~without-util~ = 25479, sum iBIC~with-util~ = 25621; intertemporal choice: iBIC~without-util~ = 18021, iBIC~with-util~ = 18024). Because adding the utility parameter did not improve the fit of this model, we have opted to not include the utility version in the manuscript. The constant sensitivity model has been included (the "disc-cs" model). Please see the following figures (sum of iBIC in foraging tasks in Figure 3F, iBIC in intertemporal choice task from Figure 4B).

In addition, the non-linear post-reward delay model has been changed from a exponential decay function to a power function (the same power function used to model biased time perception in the constant sensitivity discounting model). This change was made for two reasons: for consistency with the constant-sensitivity discounting model and the power delay function had a lower iBIC (iBIC~exp~ = 26595.25; iBIC~pwr~ = 26229.35).

> Reviewer \#3:
>
> The manuscript by Kane et al. is an exciting addition to the literature than has been trying to reconcile animal decision making in patch foraging vs. intertemporal choice problems. Using a surprisingly low number of animals, the authors robustly replicate a number of decision biases that have been shown in previous research, collectively described as \"overharvesting\", related to handling time, pre/postdelay sensitivity and other choice attributes. Next, they proceed to examine several (competing) proposals for cognitive choice preferences that could explain some of these biases. The authors convincingly demonstrate that any model not assuming time preferences fails to adequate explain all choice biases displayed by the animals, and that of the models incorporating time preferences, β-δ quasi-hyperbolic discounting provides the best fit across the paradigms, and also in almost all of the single experiment cases. Importantly, the quasi hyperbolic models derived from patch foraging work well to describe behavior in the intertemporal choice setting and vice versa, suggesting that they might touch upon a basic choice heuristic that plays a significant role animal decision making.
>
> The manuscript is well written and concise. I have no objections to the line of argument in general. One concern that I hope the authors can address concerns the following: in the Markov analyses, future rewards are taken into account and are assumed to include all rewards up to the last one in the current block, to induce the incorporation of the long-term reward rate into the decisions. It is however unclear why the authors chose to expand the horizon to the last choice. It seems to me that the \"reward horizon\" of animals might actually be limited or even fluctuate, for example based on satiety. It seems that with the current data at hand, it would be possible to model the reward horizon as a free parameter to approach this choice empirically. What horizon appears from this analysis?

To improve consistency between the horizon of the foraging and intertemporal choice models, the intertemporal choice model has been modified to include all future rewards, including those on future episodes (in the initial version of the manuscript, this model only considered rewards on the current episode). However, for temporal discounting models, the effective horizon is determined by the rate of discounting -- at some point, the weight on future rewards approaches zero, and animals will not consider rewards beyond that time point. Whether reward horizon fluctuates due to satiety or other factors is an interesting question but we unfortunately could not test that directly in the current study.

> And can the authors replicate the \"failure\" for cross-explanation between foraging and ITC when the horizon is set to only the current trial?

We have included a new section in the results comparing one-trial horizon discounting models with the future-rewards discounting models. We performed two comparisons: for all discounting functions, we found that future-rewards models provided a better fit (lower iBIC) and smaller estimates of discount factors relative to one-trial horizon models (see Figure 4---figure supplement 2). However, as asked by the reviewer, we could not replicate the "failure" for cross-explanation between the foraging and ITC tasks due to a shorter horizon. For the quasi-hyperbolic discounting function, we found that the future-rewards model parameters fit to intertemporal choice task did not predict foraging behavior better than one-trial horizon parameters fit to the intertemporal choice task:

"With temporal discounting models that consider all future rewards, the more flexible quasi-hyperbolic discounting function provided the best fit to behavior across tasks. \[...\] Overall, using full horizon temporal discounting models explained more of the intertemporal choice data, produced smaller estimates of discounting factors, but in the present study, it did not improve the ability of a model fit to intertemporal choice data to predict foraging behavior."

Also, in the Discussion:

"... we found that adding the value of future rewards to intertemporal choice models reduces estimates of discount factors. \[...\] In these cases, obtaining smaller, potentially more accurate estimates of discount factors by including all future rewards into intertemporal choice models may improve cross-task predictions."

> Additionally, while the quasi-hyperbolic discount model provides an overall better fit than for example the diminishing marginal returns model, it seems that animals exhibit both time preferences AND experience sensitivity to diminishing marginal returns, based on reward size differences and (the very real consequences of) already accumulated rewards. If accumulated marginal returns are not important, one would assume that a median split (early vs. late) on the trials in the foraging dataset, or the first 5 vs. last 5 trials in the ITC dataset would produce similar model estimates. However, if the model fits diverge substantially this would suggest that an extension of the model with quasi-hyperbolic time-preferences to include marginal reward size/accumulation effects might provide an even better fit. I think this question could also be answered with the current dataset that is unique equipped to compare models under different experimental circumstances.

In both models, values are calculated on future projections alone; prior accumulated rewards will not have an effect on model predictions. To account for the magnitude of future expected rewards, we have modified both the foraging and intertemporal choice models such that noise in decisions scales with the value estimates. In their current form, the greater the projected future rewards, the more noise in decisions. Consequently, these models can predict that rats will be more likely to select the LL option in the intertemporal choice task as they approach the end of an episode (assuming rewards from future games are highly discounted).

To directly test whether behavior changed between early/late periods in the foraging task or between the first 5/last 5 choices of each episode in the intertemporal choice task, we added a parameter to each of the mixed effects models. Neither the early/late parameter in the foraging mixed effects model nor the first 5/ last 5 parameter in the intertemporal choice mixed effects model had a significant impact (foraging early/late: β = .013, SE = .192, t(7.054) = .069, p = .947; intertemporal choice: β = .018, SE = .042, z = .439, p = .661). We also tested a nonlinear reward utility + quasi-hyperbolic discounting model. Adding the utility parameter did not improve the fit of the quasi-hyperbolic model to either foraging or intertemporal choice data (foraging: sum of iBIC~quasi~ = 25383.31, sum of iBIC~util+quasi~ = 25408.36; intertemporal choice: iBIC~quasi~ = 17981.98, iBIC~util+quasi~ = 17983.86). These analyses suggest that there were no effects of reward accumulation over the course of a foraging session or intertemporal choice episode.
