A new approach is presented in this paper for improving the performance of MPEG encoders, especially in videophone or videoconferencing applications, through allocation of a greater number of bits in objects that belong to the foreground of image frames, than in objects that belong to the background. A human face and body detector followed by a neural network classifier are used for foreground/background object extraction. The derived image segmentation is used to modify the rate control of MPEG schemes so as to allocate more bits to foreground objects than to background, while retaining compatibility with MPEG encoders. Experimental results are presented, including image sequences with complex backgrounds, which illustrate the performance of the proposed scheme. Both a subjective image quality improvement and a PSNR increase of about 1.35 db on average have been obtained.
Introduction
Although visual information is the richest way of communication, compared with other possible forms transmitted though current network lines (such as voice or data), it demands a great deal of bandwidth and memory requirements, making visual communications hard to implement. Recent progress in optics and microelectronics technology has tremendously increased the capacity of communication channels, e.g. using optical fibers and novel signaling or modulation methods [20] . However, the largest portion of current communication networks is occupied by switched telephone lines, which have been designed for transmission of voice and speech at a low quality, sufficient to be understood. Substitution of telephone networks by optical fibers or broadband coaxial cables is generally difficult, mainly due to financial limitations. Since the bandwidth of a video signal exceeds many times the available capacity of these networks, transmission of a full TV signal through conventional telephone lines, while preserving high quality, is an arduous task [6, 18] . For instance, CIF (Common Intermediate Format) image format requires approximately 73 Mbits/s for transmission without any compression in a PAL system, indicating that the compression ratio should be higher than 4500, in case the channel capacity of telephone networks is up to 16 kbits/s. Recent efforts for video coding at different bit rates have stimulated the generation of various international standards, each of which is related to different applications. Examples include MPEG-1 for storage of digital video on CD-ROMs with quality comparable to VHS cassettes [14] , MPEG-2 for broadcast television at bit rates between 2 and 30 Mbits/s [15] , H.261 recommendation for teleconferencing and video-telephony applications at px64 kbits/s [4] , and the recent ITU-T H.263 recommendation for low bit rate coding (below 64 kbits/ s) [16] . The main concept of all these algorithms is to reduce the spatial-temporal redundancy existing in video streams. The new standard for audiovisual coding in multimedia applications, MPEG-4, allows high compression ratios, interactivity, universal accessibility and portability of audio and video content [5, 31] . In particular, the concepts of Video Objects (VOs) have been introduced to it, corresponding to meaningful entities of arbitrary shape such as buildings, or persons in video scenes. Instances of these VOs are called Video Object Planes (VOPs). Any information related to each video object (which is in fact a sequence of VOPs) such as shape, location, motion and texture, is coded into a separate layer (Video Object Layer) and embedded into the bit stream. Therefore, separate decoding and composition of VOPs is permitted by directly examining the MPEG stream [23] .
Nevertheless, the aforementioned standards specify only a general coding methodology and a syntax to create a legitimate bit stream, while leaving many opportunities for improving the image quality open [14, 16] . This allows the designers to handle the bit streams that stem from coding more flexibly, embedding, for instance, image pre-processing techniques, better motion estimation/compensation or efficient rate control. Thus, improvement of coding efficiency can be achieved, especially at low bit rates, where the picture quality significantly deteriorates [18] .
In this paper, the performance of block based encoders at low bit rates is improved by using the concept of video objects in the coding phase. In particular, a pre-coding module is introduced, which extracts foreground objects from background. In contrast to current block-based encoders, such as MPEG-1 or MPEG-2, where all parts of the frames to be processed are considered of equal importance, in our approach, more bits are allocated to foreground objects than to background ones. In particular, the proposed method performs coarser quantization of the unimportant areas (background) and finer quantization of the important ones (foreground). Apart from a PSNR increase, an improvement of the subjective picture quality is achieved for a given bit rate, since humans concentrate more on foreground than on background video objects [1] . In this paper, the MPEG-1 algorithm is used as an example of block-based encoders and its rate control is modified, so that the quality of foreground objects tolerates less degradation than the background one. Other block-based encoders (such as the H.263 one) can gain from such an implementation. Furthermore, this approach, apart from improving the coding efficiency, also provides multimedia capabilities according to the MPEG-4 standard, since different objects are handled in a different way.
Extraction of video objects from natural images is a very hard task [29] . Segmentation based on color or motion homogeneity criteria, or on combinations of them, has been proposed in the literature [21, 32] . However, physical objects (such as humans) generally contain regions with completely different colors (e.g. head hair and clothes' color or pattern) which are classified to different segments according to a spatial homogeneity criterion. On the other hand, physical objects are not identical to moving objects, since only a part of the physical object may be moving during a frame period (e.g. a news-speaker who moves his/her head or hands, while keeping the rest of his/her body still) [29] . Recently, some other approaches have been proposed towards this goal, mainly dealing with morphological operators [30] , face modeling using probabilistic distributions [11, 22] and semiautomatic techniques based on the users' assistance [12] .
In this paper we perform the semantic video object segmentation, especially for video phone or video conferencing applications, using a face and human body detector followed by a neural network classifier; in the latter case, advantage is taken of the network learning and generalization capabilities [13, 19] . The detector provides an initial estimation of the object location, while the network performs the final segmentation task by exploiting information derived from the detection step.
Other techniques dealing with the improvement of block based encoders have been proposed [3, 8, 24] . Particularly, in [3, 8] , human faces are extracted from videoconference scenes, using either a knowledge-based system or a pre-determined shape, such as an ellipse. In [24] , a-priori levels of interest are used to improve coding efficiency. However, most of the aforementioned 328 NIKOLAOS DOULAMIS ETAL.
methods focus on the location of only one part of the foreground object (e.g. the human face), while in our approach we are dealing with video objects including the shoulders and upper part of the body as well.
The proposed segmentation approach
In the following, our approach is applied to video sequences (on a per-block basis) for extracting foreground objects from background prior to coding. A block resolution of 868 pixels is adopted in the segmentation task, providing compatibility with MPEG encoders [14] . A binary segmentation mask is then formed, specifying the locations of foreground/background objects in each video frame. Following the extraction of the segmentation mask, the MPEG rate control mechanism is modified to allocate more bits to foreground areas than to background (see below).
System overview
Extraction of semantic visual information is in general a very arduous task. This is due to the fact that a semantic object may contain regions with quite different color, motion or texture characteristics. As a result, any segmentation method based on spatial homogeneity criteria cannot lead to satisfactory extraction of the complete semantic information, since it classifies parts of the same object to different segments [29, 31] . For this reason, semiautomatic algorithms have recently been proposed in the literature for video object extraction using the users' assistance as an initial approximation of the final segmentation [12] . In videophone or videoconference applications however, where we are interested in extracting humans from background, initial segmentation of human objects can be provided by an automatic procedure which exploits particular human characteristics, resulting in an unsupervised video object segmentation.
The structure of the proposed scheme is shown in Figure 1 . It consists of two main stages. The first performs an approximate segmentation of the human object by localizing both human faces and bodies. In particular, human faces are first detected using the chrominance components of the image and then, human bodies are localized based on a probabilistic model, the parameters of which are estimated by the results of the human face detection task. The second performs the final segmentation, i.e. foreground/background separation using a neural network, the architecture of which is described later. The network weights are estimated by a training procedure, which uses the segmentation results provided by the first stage. For computational efficiency, a decision mechanism is introduced which is able to 
Initial segmentation
Let an image of size N 1 6N 2 be denoted as {x(i, j), i=0, . . ., N 1 71, j=0, . . ., N 2 71} where x(i, j) is the image intensity at pixel (i, j). Let us also define x as a (N 1 N 2 61) lexicographically ordered vector that contains all values of the image pixels. In the following, the term image is used to represent a single frame of a video sequence. To extract foreground/background objects, we first divide image x into blocks B 1 and then assign each of the blocks to one of two available classes, i.e. foreground or background. As was already mentioned, the size of image blocks is 868 pixels so that it is compatible with the size used by the MPEG encoding algorithm. Thus, the initial as well as final segmentations are performed on a per-block basis.
Human face detection
Various methods and algorithms have been proposed in the literature over the years for human face detection, ranging from edge map projections to recent techniques using generalized symmetric operators [28] . The eigentemplate approach to the detection of facial features has been proposed in [22] , while in [8] , the face pixels are localized by modeling the human face with an elliptic shape. In our approach, the two-chrominance components of x are used for performing the human face detection task efficiently, while simultaneously exploiting information available in the bit stream of MPEGcoded images. This is due to the fact that the distribution of the two-chrominance components, corresponding to a human face, are located in a very small region of the color space as has been shown in [34] . Thus, blocks of a color image x, whose respective chrominance values are located at this small region, can be considered as face blocks. On the contrary, blocks of chrominance with values located far from this region correspond to non-face blocks.
Let us denote by q(B
T , a 2-dimensional vector containing the average chrominance components, u(B i ) v(B i ), for the B i block. Then, the histogram of the chrominance values, corresponding to the face area, is modeled by a Gaussian probability density function (pdf). Therefore, the probability of a block, say B i , belonging to the face class, say O j , is given by the following equation:
where m f and S f are the mean vector and variance matrix of the pdf respectively. The parameters of (1) can be estimated based on several training data sets of face images and using the maximum likelihood algorithm [27] .
Equation (1) indicates that an image block B i belongs to the face area, if the respective probability of its chrominance values, p(q(B i ) | O f ), is high. Instead, blocks with a low probability P(q(B i ) | O f ) are classified as nonface blocks. In our case, a confidence interval of 80% has been used to discriminate face and non-face blocks. Therefore, a binary mask M is formed, with size N 1 / 86N 2 /8 pixels.
A pixel unit with value equal to one indicates a face block, while a zero value indicates a non-face one. This method does not, however, exploit any geometric information about the human face. Thus, it is possible that some non-face blocks are classified as face ones. This is true, for example, in the case of blocks that have similar chrominance properties to those belonging to face regions, e.g. human hands. For this reason, an iterative technique is applied to the binary mask M in order to localize the segment that corresponds to the face region. First, the morphological erosion operator is applied to image M, using a small rectangular structuring element. Then, the number of non connected objects in the filtered mask is computed. In cases where the number of objects is greater than one, a new morphological filtering is applied using a greater structuring element. This procedure iterates until the number of objects becomes equal to one. Then, the segment of M, which overlaps to the segment of the final filtered mask, is considered as a face region. In this case, a binary mask, say M f , is formed, in which pixels with value equal to one correspond to the face segment, while zero values indicate the other areas.
Human body detection
Human body detection is performed next, exploiting information provided by the previous face detection module. In particular, the human body is localized using a probabilistic model, the parameters of which are estimated according to the center, height and width of the face region, denoted as c f =[c x c y ]
respectively. Let us also denote by r(
T the distance between the ith block, B i , and the origin, with r x (B i ) and r y (B i ) the respective x and y coorrdinates. Then, a product of two independent 1-dimensional Gaussian pdfs is used to model the human body by assigning, to each block B i , the probability,
, that block B i belongs to the human body class, say O b :
where " x , " y ' x , and ' y express the parameters of the human body location model. These are calculated based on information derived from the face detection task, taking into account the relationship between human face and body. In our simulations, the parameters in (2) are estimated with respect to the face region as follows:
Similarly to the human face detection task, a block B i belongs to class O b , if the respective probability,
is high; the decision on this made with a confidence interval of 80%. Instead, blocks of low probability are considered as non human body blocks. Then, a binary mask, say M b , of size N 1 /86N 2 /8, is formed in which the pixels with value one correspond to the initial human body estimate.
Background/Foreground separation
The human face and body detection modules provide an initial estimation of the foreground object. In particular, all blocks that have been classified either to the face or body classes are included in the initial estimate of the of the foreground object. The selected foreground blocks form a set, say S f , which is then used to train a neural network to classify foreground objects, as described in the next section. Moreover, network retraining is performed when the network classifier provides an erroneous segmentation of the human object. For this reason, a decision mechanism is introduced later, which indicates when the network should be retrained.
Similarly, a background set, say S b , is created containing blocks of image x which are classified with high confidence to the background class. Set S b is also used by the neural network, in the training set representing background. A region of uncertainty is created around the selected foreground objects, so that blocks, that may confuse the network during training, are not included in background training data. As a result, each image block B i is classified to one of three categories, foreground (1), background (0) or ambiguous (0.5), resulting in an initial segmentation mask, say y.
Final segmentation
The neural network classifier is used to provide final object segmentation, i.e. to extract humans from background, at 868 block resolution. The sets S f and S b containing foreground and background blocks, selected with high confidence, are used to train the network. The network input vector is composed of a feature vector extracted from each block B i , say, t i =h (B i ), through some transformation h (Á). In our experiments t i includes the first 9, i.e. the dc and 8 ac zigzag-scanned DCT coefficients of the three color components of each block B i . The network output z i indicates the class to which the respective ith block is classified. In particular, the ith block is classified to foreground (background) if the network output is equal to 1 (0); consequently, a binary segmentation mask, say z, is formed, after processing all blocks of the incoming image x,
where L denotes the number of blocks in x.
The Learning Vector Quantization (LVQ) algorithm has been chosen and used for training the network classifier due to its simplicity and efficiency [13, 17] . In particular, the LVQ algorithm proceeds as follows: Suppose that w c is the weight vector with the closest value to the current input vector t i , picked at random from the training set during the learning process. Let us denote by o w c the class associated with weight vector w c and by o t i the desired class of input vector t i . Then vector w c is adjusted as follows
. All other weight vectors are not modified.
In the above, a(n) is a learning parameter, with 05 a(n) 51; a(n) usually decreasing linearly with the number of iterations n. After several passes through the input data, the network weights converge and training is completed. Convergence of LVQ is significantly faster than other learning algorithms such as backpropagation [13] .
The network ''clusters'' all possible variations of the foreground and background colors in the examined scene, classifying the image blocks and providing the desired segmentation. Since the network has been trained using data and results obtained during the initial segmentation of the current image, it is able to discriminate even small variations of the color characteristics between the background and foreground areas. A retraining module can be added to further improve network performance, e.g. by combining motion and color features so as to correct any erroneous classification results. Removing such errors is in accordance with the scope of the MPEG-4, where misclassifications of semantic objects can significantly reduce the multimedia capabilities of encoders. Furthermore, in the framework of the proposed coding scheme, in which the extracted object is used to improve the performance of block based encoders, misclassified blocks in foreground objects generally result in deterioration of the image quality since humans are rather sensitive to object discontinuities in images.
Since the time required for the training process is greater than the respective time for network operation, retraining of the network classifier should only take place when it is found to be necessary. This is the role of the decision mechanism, which examines the difference between the initial and final segmentation and detects such a necessity. Based on the principle that all frames composing a scene are strongly correlated, the retraining process is mainly activated at the beginning of each new scene.
The decision mechanism
Network retraining should be performed in cases when the provided segmentation is not acceptable. Therefore, a decision mechanism is introduced into the proposed architecture to detect the respective time instances. Since the correct segmentation mask, or equivalently, the desired outputs of the network classifier are not known during real-time operation, it is necessary to have an estimate of the segmentation error, which can help in deciding when a new training phase is required. This is achieved by the decision mechanism through a comparison of the initial and final segmentation results.
Let us assume that the retraining of the network classifier has been completed. In this case, it is expected that the classifier provides a segmentation mask of good quality since the foreground and background blocks, selected with high confidence, have been used for training it. Consequently, the difference between this segmentation mask and the one initially produced by the human face and body detection module constitutes an estimate of the achieved level of improvement. Let us denote by e(0) this difference, which is computed as follows:
eð0Þ ¼ ½yð0Þ À zð0Þ
T ½yð0Þ À zð0Þ ð6Þ
where y(0), z(0) are the initial and final segmentation masks, while index 0 indicates that the zero-th frame after retraining is considered.
Let e(k) denote the difference between the corresponding segmentation masks, when the kth frame following network training, for k=1, . . . is considered. It is anticipated that the value of e(k) will be close to that of e(0), as long as the segmentation provided by the neural network is good. Consequently, if e(k) is calculated for every frame k and compared to e(0), a new retraining phase will be executed whenever the difference of e(k) and e(0) exceeds some threshold value, say T e , which can be a-priori or adaptively chosen. The following equation describes how the decision mechanism is implemented:
where D is the output of the decision mechanism. When D is equal to one, the adaptation mechanism is activated in order to adapt the network weights. Otherwise, i.e. when D is equal to 0, the network classifier is retained in its operation mode.
The Proposed MPEG Compatible Encoder
Direct application of pure Motion Compensated DCT (MC-DCT) schemes to low bit-rate coding of images implies bit allocation strategies which are the same over the whole image [14, 15] . Therefore, to achieve low bit rates, coarse quantization has to be imposed to the image in order to avoid overflow of the associated rate control buffer. However, this will heavily deteriorate the quality of the image overall. Moreover, when the prediction error signal cannot be transmitted due to low bit rates, the reconstructed images will show serious visual quality degradation [2] . This is due to blocky effects generated by motion compensated predictions. The encoder design can however be benefited if specific properties of the transmitted images are considered; in videophone and videoconference applications, for example, typical video sequences mainly consist of the 332 NIKOLAOS DOULAMIS ETAL.
head and shoulder view of the speakers, while interframe motion is mainly caused by the global movement of the shoulder and the head parts, as well as by the local motion of the facial expression changes. Moreover, the camera is generally fixed and a low-resolution format such as QCIF with a frame rate being reduced to 10, or even, 6 Hz, is adequate for providing the emotional dimensionality of the scenes.
In order to benefit from such properties, the aforementioned foreground/background selection module is introduced prior to coding to improve the performance of MPEG compatible encoders. Based on this module, the rate control unit will be able to distinguish areas or blocks according to their visual importance. The proposed object segmentation scheme will be in agreement with the philosophy of MPEG-4 where the concepts of video objects and video objects planes have been introduced [5, 31] , if the adopted block resolution is reduced to 161 pixels. This means that the foreground/ background separation method can be also applied as a pre-coding stage to MPEG-4 encoders for extracting human video objects from background.
A block diagram of the proposed MPEG like encoder is shown in Figure 2 . A foreground extraction unit has been added, regulating the operation of the quantizer or equivalently of the rate control. This unit is based on the DCT coefficients, which are provided by the MPEG encoders. The other parts of the encoder include the DCT quantization, motion estimation, compensation, and entropy coding stages. The role of the S 1 switch is to activate intraframe of interframe coding, the latter enabling temporal prediction and motion estimation to be executed. The cycles of operation between the two modes are either predetermined or regulated to satisfy bi-rate versus quality constraints.
In the proposed approach, we have modified the MPEG rate control, preserving its compatibility to the MPEG-1 algorithm so as to allocate more bits in foreground objects (where the human visual system is more sensitive) than in background ones. In standard MPEG-1 coding and for a given target bit-rate, frame rate and image size, the rate control estimates the number of bits to be allocated to the coding of I, P and B frames within each Group of Pictures (GOP). In the proposed MPEG encoder, the rate control mechanism exploits, in addition, information about whether each block belongs to a foreground object or not. Based on this information, it computes the number of bits that should be allocated to the foreground and background objects in each frame. In particular, it produces a higher bit rate for the foreground objects than the standard MPEG-1 within the given rate, by reallocating bits from background to foreground.
In cases, where no bits can be allocated however, the proposed algorithm still forces the foreground areas to be coded at a higher rate than the estimated one in order to preserve the picture quality. This causes an increase of the total bit-rate, which starts being evident from the beginning of each GOP, i.e. when coding intraframes. In the following frame (interframe coded), the rate control mechanism perceives the increase of the total bit-rate and uses a higher quantization factor (allocating less bits) to the prediction error of the motion estimation module, so as to achieve the required bit-rate. Even in this case however, decoded foreground objects are of better quality than the ones produced by conventional MPEG-1. This is due to the fact that motion compensation is performed between the current original frame and the previously decoded one, the latter being of better quality than in conventional MPEG-1. The increase of bit-rate in intraframe coding causes the proposed algorithm to provide a larger PSNR improvement in I than in P frames, as indicated in Tables 1, 2 
Experimental Results
In this section, we present various results that illustrate the performance of the proposed coding scheme. In particular the section below investigates the quality of classification outputs provided by the system when applied to three different image sequences, while results of the proposed coding scheme at various bit-rates below 64 kbits/s are presented in the next section. The quality of reconstructed images and the corresponding peak signal to noise ratios (PSNR) are compared with those provided by the conventional MPEG-1 algorithm.
Foreground/Background selection
The performance of the proposed neural network system was evaluated using three standard color video sequences (Akiyo, Silent and Trevor). The first two were selected so as to indicate the ability of the system to extract humans (foreground objects) from even a complex background-these sequences contain textural information in the background area. All sequences were in QCIF format (1766144 pixels), the ratio of luminance to chrominance components was 4:1:1 and the frame rate of the coding procedure was selected to be 10 frames/s, corresponding to low bit-rate coding.
The performance of the decision mechanism in (7) is illustrated in Figure 3 with 10 frames of each of the Akiyo, Silent and trevor sequences one after the other. The threshold T e , used in equation (7), was selected to be 35. At every change of the environment, the mechanism detects a deterioration of the network performance and the data selection as well as the training procedure is activated.
The performance of the human face detection module is illustrated in Figures 4-6(b) for two different frames of the Akiyo, Silent and Trevor sequences respectively. In all cases, different views have been examined to indicate the robustness of the proposed scheme. We observed that in all cases, a part of the human face is extracted, regardless of its size. In the Trevor and Silent sequences, additional blocks are also selected as face blocks, due to the fact that their chrominance characteristics are close to those in face regions, e.g. the hands in Figures 5(b) and 6(b) . For clarity of presentation, when a block is classified to foreground it is included, as it is in the figures. On the contrary, if a block is classified to background, it is depicted with gray color.
Figures 4-6(c) illustrate the initial estimation of foreground and background blocks for the same frames of the examined sequences. In these figures, gray color is used to represent ambiguous blocks. As was stated previously, foreground/background blocks are then used to train the neural network, which performs the final segmentation. Figures 4-6(d) depict the final segmentation provided by the neural network structure. 
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The foreground object is extracted with high accuracy in all cases, despite the complexity of the background. It is also observed that the proposed method gives very satisfactory results for all different views of the examined sequences.
Figures 4-6 indicate that foreground/background separation is not performed on a texture basis. For example, division of a square image into four equal sized square blocks (quadtree decomposition) according to texture homogeneity, is not adequate to provide human extraction. Figure 7 illustrates the results obtained applying the quadtree decomposition to the 10th and 123rd frame of the Akiyo and Silent sequences. It is observed, especially in the Silent sequence (which contains more textural information), that many blocks of background are handled as foreground ones, i.e. are split into smaller sized blocks and vice versa. Similar results can be deduced if a vector quantization method is used, simply based on a texture activity criterion.
The proposed coding scheme
The proposed MPEG-1 algorithm was applied to the above mentioned standard video sequences (Akiyo, Silent and Trevor) at various bit rates from 15-60 kbits/s. The information extracted by the classification unit was embedded within the conventional MPEG-1 encoder, as shown in Figure 2 .
In any video coding technique, there are two main different modes: that of Constant Bit-Rate (CBR) and that of Variable Bit-Rate (VBR) [25] . In VBR operation, the encoder maintains the total quality of the sequences as constant, while the bit-rate fluctuates according to video quality. Thus, if the proposed MPEG-like encoder operates in a VBR mode, it only needs to quantize the foreground and background parts of the images with different quality factors. On the other hand, in CBR mode, there is a rate control mechanism that tries to maintain the total bit-rate constant (at the specific bandwidth), varying image quality according to video activity. Therefore, a modification of the rate control mechanism is required in our case. Standard MPEG algorithms compute the total number of bits, say R, in a group of pictures for achieving the target bit-rate (for given sizes of the group of pictures and of the picture rate). In the proposed MPEG-like scheme, R should be split in two parts: the total number of bits for foreground areas and the total number of bits for background ones. This partition can be fixed or selected dynamically, according to some measure, e.g., the ratio of foreground to background blocks in the image. 
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during intraframe and interframe coding of Akiyo. A total average increase of 1.48db is observed. Due to the rate control mechanism, the improvement derived in the intraframe mode (1.95db) is greater than the corresponding improvement in the interframe mode (1.43db). Table 2 shows the corresponding results for the Silent sequence, which indicate a total average increase of 1.31db, while Table 3 shows the corresponding results for the Trevor sequence. The PSNR improvement is slightly smaller in this case (1.27db on average). The average PSNR improvement is further illustrated in Figure 8 , while Figure 9 shows the variations of PSNR with respect to frame number for various rates of the three sequences (a) Akiyo, (b) Silent and (c) Trevor. The corresponding improvement in the intra-and inter/ frame cases is given in Figures 10 and 11 . Figures 12-14 show the reconstructed images obtained using the conventional MPEG-1 encoder and the proposed one for Akiyo, Silent and Trevor sequences. In particular, Figure 12 illustrates the 10th and 102nd frame of Akiyo decoded at 20kbits/s while Figure 13 shows the first and 123rd frame of Silent at 30kbits/s. Corresponding decoded images provided by the 41st and 14th frame of Trevor at 40 kbits/s are depicted in Figure 14 . In all cases, it can be seen that the quality of the images provided by our approach is much better, especially at regions of the foreground object. Thus, apart from PSNR improvement, the proposed algorithm also provides better picture quality as far as the regions of interest are concerned. Table 4 shows the average quantization factors (Q) used for coding the three sequences by the conventional MPEG-1 encoder and by the proposed method. In the latter case, the presented Q refers to foreground blocks; twice this value was used in background areas. Table 5 presents the ratio of bits used for coding foreground areas to the number of total bits. The proportion is smaller in Silent due to the fact that foreground areas occupy a smaller part of the image. As bit-rate reduces, the percentage of foreground to total bits reduces as well, since the high frequency content is eliminated by the algorithm so as to achieve the low bit-rate, while background regions are almost saturated. In interframe coding the percentage of bits allocated to foreground is much smaller due to the fact that the major part of available bits is allocated to coding of motion vectors.
Conclusions and Further Work
An adaptive approach, which determines regions of interest in image sequences frames and uses them for low bit-rate video coding has been proposed in this paper. A neural network architecture has been designed for selecting foreground and background objects based on the information included in the DCT coefficients of each transformed image block, following a human face and body detection task. The approach has been shown to be capable of classifying the image blocks in regions of high or low importance, thus permitting different quantization tables to be used for each category in MPEG compatible encoders. This scheme has been implemented within an MPEG framework, providing signal to noise ratios and reconstructed image qualities that are comparable or better than other current low bit-rate coding approaches. The scheme can also be incorporated with other block based encoders, such as the H.263 standard, for low bit-rate coding, therefore, increasing, its quality. Moreover, the proposed idea is compatible with the video object definition of the MPEG-4 standard.
Apart from improving the subjective picture quality of MPEG compatible encoders, the foreground/background selection module is also useful for many other applications. Methods for automatic synthesis and reconstruction of 3D human models by 2D images presuppose image-processing techniques which are capable of separating the human body, face and arms (foreground) from the background. Significant improvement of the performance of face recognition systems is also achieved if useless background information is discarded from the images [22, 33] . Furthermore, video surveillance of specific areas, such as city centers, for identifying suspects of crimes can benefit from such segmentation [10] . Another application of major interest concerns database browsing systems as well as indexing and content-based retrieval [7, 9] .
Current research on analysis of facial images indicates [1] that when looking at a picture of a person, viewers are found to look mainly at the eyes of the person (58% of the time) and then at the mouth (13% of the time). The remaining regions of the face are scanned just 1% of the time each. Considering the above results, the proposed technique can be extended to produce and accordingly code more than two categories of regions. That is, following the extraction of a ''human object'', further classification in categories related to the speakers' eyes, speakers' mouth or to the rest of important regions of the foreground object is possible, using a neural network formulation. The above constitutes a topic of further research that is under investigation.
