In this paper, we propose a new radar tracking algorithm based on the Gaussian sum filter. We have developed a new systematic and efficient way to approximate a non-Gaussian and measurement-dependent function by a weighted sum of Gaussian density functions and we have derived the formula for updating the weights involved in the bank of Kalmantype filters and we also have suggested a way to alleviate the growing memory problem inherited in the Gaussian sum filter. Our method is compared with the extended Kalman filter (EKF) and the converted measurement Kalman filter (CMKF) and it is shown to be more accurate in term of position and velocity errors.
INTRODUCTION
In tracking applications target motions is usually best modeled in a simple fashion using Cartesian coordinates. Unfortunately, in most radar systems the target position measurements are provided in polar coordinates (range and azimuth) with respect to the sensor location. Tracking in Cartesian coordinates using polar measurements is a problem of nonlinear estimation. The optimal (conditional mean) nonlinear estimator however cannot be realized with a finite-dimensional implementation because the distribution of the state is generally non-Gaussian; consequently all practical nonlinear filters are suboptimal, and they can be in general divided into two categories: the most popular technique uses a Taylor-series expansion to approximate the nonlinear system model, e.g. the extended Kalman filter (EKF) and the converted measurement Kalman filter (CMKF); the other approximates the conditional probability density function in such a fashion that makes the computation of the conditional mean efficient, e.g. the Gaussian sum filter. The first approach is efficient but not accurate and often results in filter divergence whereas the second approach yields very accurate result but the complexity is so high that precludes practical real-time applications.
To close the gap between these two approaches, we propose a new radar tracking algorithm based on the Gaussian sum filter. T h e Gaussian sum approximation method yields very accurate result because it can approximate any 0-7803-3925-8/97 $10.00 0 1 997 IEEE 1351 probability density function as closely as desired. However, this method has a very high complexity since the number of Gaussian terms required in the approximation increases exponentially in time. To alleviate the computational burden associated with the Gaussian sum filter, we have found an efficient and systematic way to approximates a non-Gaussian and measurement-dependent function by a weighted sum of
Gaussian density function and we have derived the formula for updating the weights involved in the bank of Kalmantype filters and we also have suggested a way to control the number of terms in the Gaussian mixture at each iteration. Simulation results show that our method is more accurate than the classical method, such as the EKF and the converted measurement Kalman filter (CMKF).
RADAR TRACKING APPLICATION

Problem Definition
In tar et tracking the motion of a movin target is best de-
where x n is the vector of Cartesian coordinates target states F is the state transition matrix; G is the noise gain matrix.
v n is the system noise process which is modeled as a zeromean white Gaussian random process with covariance matrix Qn.
scribe 3 in Cartesian coordinates by the fof!lowing state-space
The olar coordinate measurement of the target position
where sn is the vector of polar coordinates measurement h(.)
is the Cartesian-to-polar coordinate transformation. w, is the observation noise process which is assumed to be zeromean white Gaussian noise process with covariance matrix R,. Target tracking becomes the problem of estimating the target states Xn from the noisy polar measurements zn.
is relate B to the Cartesian coordinate target state as follows:
Optimal Estimation
The optimal estimate %opt,nln based on the minimum-variance criterion is just the mean of the state density function conditioned on the measurement history 2" : so,. . . , s,,.
This requires the conditional density p(x, l Z n ) be known at each iteration. This density function can be determined recursively by the following Bayesian equations [2]:
s where the normalizing constant p ( z , l Z n -I ) in equation (4) is given by p(znlzn-l) = /P(xnlZn-')p(znlxn)dxn (6) By assumption, the density function p ( z n Ix,) in equation (4) has a Gaussian distribution with mean h(x,) and covariance matrix R,.
Similarly, the density p(x, lxn-l) in equation (5) also has a Gaussian distribution with mean Fx,-l and covariance matrix G Q , -~G~.
The initial conditional density p(x0)Zo) is given by where p(x0) is usually assumed to be white Gaussian.
It is however generally impossible to accomplish the integration indicated in equations (5) and (6) in closed form except when the measurement equation is linear (Le. the measurement function h(xn) is linear) and the statistics of the initial state and the noise sequences are Gaussian. In that case, the Kalman filter can provide recursively the requested state estimate. Since the realization of the optimal estimator is not feasible in a finite-dimensional implementation and a reasonable amount of time, sub-optimal techniques have been introduced. Most of the sub-optimal nonlinear filter are based on the linear Kalman filter equations by linearizing the nonlinear measurement equation. The next subsection presents two sub-optimal filters used extensively in target tracking in Cartesian coordinates with noisy polar measurements.
Sub-optimal Nonlinear filters for Radar Traclcing Extended Kalman Filter (EKF)
The most widely used tracking filter is the extended Kalman filter (EKF) 133 which employs the first-order Taylor series approximation to adapt the linear Kalman filter to the nonlinear system described by equations (1) and (2). Since the state is in Cartesian coordinates and the measurements are in polar coordinates. Therefore, there is a nonlinear measurement function h(x,) and linearization of the measurement equation is required for the state and covariance update [4] . While this Taylor-series approximation makes an implementation realizable, its accuracy depends heavily on the stability of the Jacobian matrix. In practice the Jacobian matrix is often numerically unstai ble, resulting in filter divergence.
Converted Measurement Kalman Filter (CMKF)
With the converted measurement Kalman filter [5] the polar-coordinate measurement z i is first converted to the Cartesian coordinate measurements zk using an inverse nonlinear transformation h-'(zP,) The original noise process wn acting on the converted measurement zk no lon er behaves rigorously as an additive term, but in some compkcated fashion. Under the assumption that the covariance of the noise wn in equation (2) is small, the new Cartesian coordinate measurement equation can be written as follows: z z = Dx, +en (9) and w, is approximated as a white Gaussian noise process on the converted measurement with zero mean and covariance matrix M, As a result, the new measurement equation in Cartesian coordinates becomes linear and the noise process is Gaussian, the standard Kalman filter [3] can be applied. This method however is an acceptable approximation only for moderate cross-range errors (cross-range error is defined as the product of the range and the bearing error), because the converted measurement noise w, becomes more non-Gaussian when the cross-range error gets larger, which can seriously degrade the performance of the Kalman filter.
In this paper, the Gaussian sum approximation method is used to approximate the conditional densities, such as p(x,lZ") such that the integration indicated in equations (5) and (4) can be accomplished in closed form, i.e. the optimal estimate can be computed analytically. The Gaussian sum approximation method can approximate any probability density function as closely as desired; as a result, it yields very accurate estimate. Moreover, it is comprised of a bank of Kalman-type filters operating in parallel with each individual estimate possessing its own corresponding weighting term; hence, the optimal estimate can be computed efficiently as a weighted sum of the estimates from each Kalman-type filters.
3, BASIC PRINCIPLES OF THE PROPOSED GAUSSIAN SUM FILTER
To evaluate the state prediction density p ( x , IZn-l) efficiently from equation (5), we will assume the conditional density 
Approximation of Densities
According to the Gaussian sum approximation lemma, any probability density function p(x) can be approximated as closely as desired in the Hilbert space L1(Rn) by a density of the form P A ( X ) = Cz.aih/(x -m;,B;)
for some integer m, positive scalars ai with Cg"=,ai = 1, mean vector mi and positive definite covariance matrices Bi [GI.
Since the function ~(z,~Yc,) has all the properties of a density function, except it doesn't have an area of unit the Gaussian sum approximation may be modified such tpat it can be used to approximate this function with a weighted sum of Gaussian density function, where the sum of weights is equal to the area of the function, instead of unity. It is however very difficult to choose the "best" parameters mi and Bj efficiently because the function ~(z,~Jc,) depends on the current value of the measurement z,.
The classical approach is to select a weighted sum of I s , ) we want to approximate depends on the value of the measurement z,. Thus, the optimization procedure indicated in equation (15) must be accomplished on-line for each new measurement, which is impossible because the dimensions of the problem and the number of parameters involved are too large to be handled in real-time. Consequently we propose a efficient and yet accurate curve-fitting method to approximate the function p(zn Ilr,) utilizing its special geometry.
Proposed Gaussian Sum Approximation Method hndament als
Our method utilizes the special symmetric geometry of the function p(znlzn) to select the parameters an+, m,,i and B,,i to obtain the near-optimal Gaussian sum approximation for the function p(zn 1%) . The function p(zn Irr,) has a heavy-tailed structure and its projection onto the x,-plane has a crescent shape. If we can fit this crescent shape with some ellipses geometrically, then we can represent the function p(znlx-) as a sum of Gaussian mixture obtained from those ellipses, because the projection of a Gaussian function onto the x,-space is an ellipse (see Figure 1) . 
Algorithm
Step 0: Define the contour of the projection as shown in Figure lb. Here we assume the region outside three standard derivations of the density p(znlxn) has negligible probability; i.e.
Contour C : (an -h(xn))TR-l (5n -h(xn)
) = 9 % error Classical method Proposed method Case 1 1.21 4.66 Case 2 1.15 4
.45
Step 1: Denote the four interceptions of Contour C, Line 1 and Line 2 (see Figure 2a) aa Pt. la-d. Then the first Gaussian term is defined to have a ellipsoidal base bounded by Pt. la-d and a hei ht equal to the value of Gaussian term can %e defined by the following weight a1, mean ml and covariance matrix B1:
the function p(z,lx ) evaluate f at Pt. 1. Or the first
This contour when plotted in terms of z, is an ellipse, but when plotted in terms of x,, is the shape shown in Figure lb . Define Pt. 1 be the measurement z,,; Line 1 be the line joining Pt. 1 and the origin; Line 2 be the line perpendicular to Line 1 and passing 
Step 2: Define Arc A be the arc r = r,; Line 3 be the line joining Pt. l a and the origin; Line 4 be the line perpendicular to Line 3 and passing through Pt. 2, where Pt. 2 is defined as the interception of Line 3 and Arc A. Repeat
Step 1 with Line 1 replaced by Line 3, Line 2 by Line 4 and Pt. 1 by Pt. 2 and we can obtain the second Gaussian term (see Figure 2b) . The rest Gaussian terms are obtained in a similar manner. This algorithm is terminated either when the number of terms exceeds a certain prescribed value or when Pt. 2 is close to the tips of Contour C (see Figure 2d) .
Simulation Results
We compare the accuracy and the efficiency of the proposed approximation method with the classical optimization method in approximating the function P(z,~Jc~) with a sum of Gaussian terms. We assume the noise w, is a white Gaussian process sequence with zero mean and covariance matrix R, = [ 2 g o ; 1. We further assume the measurement z, is equal Table 1 . They show that the proposed Gaussian sum approximation method is very efficient but yet yields accurate results comparable to the classical optimization method. 
Bank of Kalman Filters
Substitute the above approximation into equation (4) 
Growing Memory Problem
Inherent in the Gaussian sum algorithm is a serious memory growing problem that causes the number of terms in the Gaussian sum to increase exponentially at each iteration. To alleviate this problem the Gaussian sum approximation of the density p(xnlZn) is collapsed into one equivalent Gaussian term. Consequently, the total number of Gaussian terms is fixed to be N . The mean and the covariance matrix of the equivalent Gaussian term, denoted x,,~, and P,ln respectively, are given as follows [8] : 
SIMULATION RESULTS
To compare the performance of our proposed filter with that of currently popular approximate filters a two-dimensional target tracking application described by the system equation (1) and the measurement equation (2) with the following parameters is simulated. The proposed filter is compared with the well-known classical filters, e.g. the EKF and the converted measurement Kalman filter (CMKF). The position errors and the velocity errors for each filters are shown in Figs. 3 and 4 where the error is defined as the root mean square of the difference between the actual value and the estimated value. Our proposed method converges faster and yields results of smaller error than the EKF and the converted measurement Kalman filter (CMKF) does whereas the EKF diverges due to the instability of the Jacobian matrix.
CONCLUSION
This papeF has addressed the important problem of targettracking estimation. A new computationally efficient filter based on Gaussian sum approximation was introduced. The Gaussian sum approximation gives very accurate estimate because it can approximate any probability density function as closely as desired; moreover, it is very computationally efficient because the optimal estimate is just the weighted sum of the estimates from a bank of Kalman-type filters. To alleviate the growing memory problem in the Gaussian sum filter we collapsed the a posteriori density p(XnlZn) into one equivalent Gaussian density function. By doing so, the total number of Gaussian terms is fixed at each iteration.
