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Запропоновано модифікацію алгоритму k-means, ідея вдосконалення якого полягає у комбіновано-
му використанні критерію оцінки помилки кластеризації та інформаційного критерію функціональної 
ефективності, що визначає рівень достовірності побудованих вирішальних правил визначення нале-
жності реалізацій до певного класу знань. При цьому використання комбінованого статистичного та 
інформаційного підходів дозволило включити такий параметр кластеризації як кількість кластерів в 
інтеграційну оптимізаційну процедуру та, базуючись на природній структурі розподілення векторів 
реалізацій результатів тестування слухачів в N-вимірному просторі ознак, розпізнавання дозволило 
знайти оптимальні геометричні параметри контейнерів класів, які характеризують рівні знань сту-
денів в системах дистанційного навчання.  
Ключові слова: кластеризація, k-means, критерій функціональної ефективності, критерій оцінки по-
милки кластеризації, системи дистанційного навчання. 
Вступ 
Під час виконання інформаційного аналізу і синтезу адаптивної системи керування дистан-
ційним навчанням (СКДН) на етапі навчання системи виникає необхідність формування апріор-
ного розбиття простору ознак розпізнавання на класи, яке у процесі побудови вирішальних пра-
вил корегується деяким оптимальним способом [1]. Фактично таку задачу розв’язує безпосеред-
ньо викладач, відносячи результати тестування до відповідної суб’єктивної та інтуїтивної оціно-
чної шкали. Але оскільки за швидкого зростання кількості слухачів, набуття популярності заоч-
но-дистанційної форми навчання, спеціалізованих навчальних сертифікованих курсів, збережен-
ня традиційної системи оцінювання знань вимагає постійного збільшення матеріальних витрат, 
підвищення тиску на професорсько-викладацький склад, то задача розробки алгоритмів машин-
ного оцінювання знань студентів за методами сучасних прогресивних інтелектуальних техноло-
гій є актуальною [2]. 
Під час аналізу подібних процесів та систем виникає проблема їх формального описання, яка 
пов’язана з багатовимірністю вхідних параметрів та їх представлення. Найдієвішим інструментом 
для дослідження таких процесів є кластерний аналіз. 
Окрім цього, в задачах з невеликою кількістю об’єктів, де важливішим є аналіз структури да-
них, а також існує окрема проблема визначення кількості кластерів, використовують ієрархічні 
методи, такі як: метод ближнього сусіда (single linkage), метод дальнього сусіда (complete linkage), 
метод середнього зв’язку (pair group average), центроїдний метод (метод медіан зв’язку) [3, 4].  
У випадку, якщо можна апріорно визначити кількість кластерів або ця кількість є відомою, то для 
класифікації частіше за все використовують паралельні кластер-процедури, у яких розбиття вико-
нується згідно з певним функціоналом якості.  
Всі відомі методи кластер-аналізу об’єднуються такими властивостями: 
— застосування дистанційних критеріїв схожості (евклідова відстань, зважена евклідова відс-
тань та відстань Хемінга.), які є частковими випадками узагальненої метрики Махаланобіса [5]  
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де  — одновимірна проекція лінійних комбінацій вхідних змінних,  — 
лінійна комбінація  в новому базисі коваріаційної матриці ; потужність множини класте-
рів  {
( ,ki kz U X′= ( )kv Q= φ
,iU ∀ S}0 | 1.m ..X m = M   відома апріорно. Тут ijX  — матриця вхідних даних, навчальна матриця. 
Але до теперішнього часу теорія автоматичної класифікації не дає відповіді на такі запитання:  
1. Наскільки вдалим є побудоване на етапі навчання СКДН розбиття простору ознак на класи, 
яке визначає вирішальні правила. 
2. Чи є оптимальним (тут і далі в інформаційному розумінні) число класів розпізнавання? 
Досліджуючи ці важливі питання, як правило, здійснюється розвідувальний аналіз результатів 
тестування шляхом оцінки їх статистичних характеристик і емпіричних закономірностей [6]. При 
цьому для оцінки апріорного розбиття часто використовують таку величину, як внутрішньо-класо-
вий розкид [7] 
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= ∑  — центр ваги j -ї групи; jn — кількість 
об’єктів в групі jG ; k  — кількість об’єктів, на які розбита множина { }1 2, ,...,G= kGG G . 
Застосування дистанційних критеріїв (1) і статистичних показників типу (2) не виключає ситу-
ацію, коли кластер можуть формувати геометрично близькі вектори-реалізації образу, але при 
цьому будуть суттєво відрізнятися між собою їх відповідні координати — значення ознак розпі-
знавання [1]. Тому, наприклад, у працях [7, 8] запропоновано підхід, що ґрунтується на виявленні 
у емпіричних даних об’єктивно існуючої функціональної закономірності. Такий підхід має низку 
недоліків: 
— висока обчислювальна трудомісткість, пов’язана із необхідністю оброблення великих маси-
вів емпіричних даних; 
— наявність апріорно чіткого розбиття, що не є характерним для більшості практичних задач 
контролю та керування; 
— лінійній вигляд функції регресії, яка не у всіх випадках адекватно описує зв’язок. 
Таким чином, аналіз існуючих сучасних методів кластер-аналізу дозволяє зробити такі два ос-
новні висновки: 
а) методи кластер-аналізу, що виключають процес машинного навчання, характеризуються ни-
зькою достовірністю прийняття рішень відносно методів із навчанням;   
б) відомі методи кластер-аналізу, що навчаються, не дозволяють побудувати безпомилковий за 
навчальною матрицею класифікатор, оскільки ігнорують перетин класів розпізнавання, тобто но-
сять модельний характер.   
Однією із перспективних технологій аналізу та синтезу адаптивних систем керування слабо 
формалізованими процесами є інформаційно-екстремальна інтелектуальна технологія (ІЕІТ), що 
ґрунтується на реалізації принципу максимізації інформаційної спроможності системи шляхом 
введення в процесі оптимізації просторово-часових параметрів функціонування додаткових інфор-
маційних обмежень з метою побудови в режимі навчання безпомилкового за навчальною матри-
цею класифікатора [9].  
У статті розглядається алгоритм побудови у рамках ІЕІТ апріорного нечіткого розбиття класів 
розпізнавання (рівнів знань) студентів заочної і дистанційної форм навчання, що дозволяє сфор-
мувати вхідну навчальну матрицю для адаптивної СКДН. 
Постановка задачі дослідження 
Нехай дано масив вхідних даних  { }( )0, | 1, ; 1,jiY i N j n= = , де  N — кількість ознак розпізнавання 
(результатів тестування в академічній групі, що атестується за поточний навчальний модуль дис-
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танційного курсу);  — обсяг навчальної вибірки (кількість студентів в групі за списком). Відома 
потужність алфавіту класів розпізнавання 
n { }0 | 1,mY m M= , кожний рядок матриці Ym утворює век-
тор кластеризації.  
Ефективність кластеризації даних будемо оцінювати за інформаційним критерієм E  функціо-
нальної ефективності (КФЕ), використовуючи ймовірність помилки або середній ризик, який розг-
лядається у статті [10]. Слід зазначити, що найпридатнішим для задач такого класу є підхід, що 
ґрунтується на визначенні кількості інформації, що здатна отримати система за результатами пер-
винної обробки вхідних даних [11].  
Нехай за результатами тестового контролю сформовано навчальну матрицю типу «об’єкт—
властивість» ( )0,||
82  
| 1, ; 1, ||jiy i N j n= = , де  N – кількість ознак розпізнавання (результатів тестування 
в академічній групі, що атестується за поточний навчальний модуль дистанційного курсу);  — 
обсяг навчальної вибірки (кількість студентів в групі за списком). При цьому відома потужність 
алфавіту класів розпізнавання 
n
{ }0 | 1,mY m M= . Сформовано структурований вектор просторово-
часових параметрів функціонування СКДН: 
1 11,..., ,...,g g g gξ Ξ=< >   з відповідними обмеженнями:  
. ( )g ≤1 11 1,..., ,..., 0g gR ξ Ξξ
Треба у рамках ІЕІТ на етапі навчання СКДН, під яким будемо розуміти проектування  та су-
проводження дистанційного курсу, за результатами машинного тестування сформувати апріорну 
нечітку навчальну матрицю для M  класів розпізнавання і побудувати оптимальні  вирішальні 
правила шляхом цілеспрямованої трансформації апріорного нечіткого розбиття простору ознак на 
класи розпізнавання у чітке розбиття еквівалентності за умови, що усереднений за алфавітом кла-
сів інформаційний КФЕ навчання СКДН, набуває глобального максимуму в робочій області ви-









= ∑ ,     
де mE  — КФЕ навчання системи розпізнавати реалізації класу 
o
mX ; G — область допустимих зна-
чень параметрів функціонування СКДН. 
Математична модель СКДН у режимі кластер-аналізу 
Математичний вхідний опис СКДН, що здійснює кластерізацію результатів тестового контро-
лю знань слухачів, представимо у вигляді теоретико-множинної структури:   
 BΔ < G, T, Ω, Z, S, Y; Ф >, 
де G — множина вхідних сигналів (множина тестів); Т — множина моментів зняття даних 
(результатів тестування); Ω — простір ознак розпізнавання (окремі відповіді на запитання);  
Z  — множина функціональних станів системи (рівнів знань слухача); S — множина оцінок знань; 
Y — вибіркова множина (апріорно класифікована навчальна матриця); F: YSZTG →××Ω××  
— оператор виходу, який формує навчальну матрицю.  
На рис. 1 показано категорійну модель СКДН, що здійснює оптимізацію апріорного нечіткого 
розбиття рівнів знань у режимі кластер-аналізу у рамках ІЕІТ. 
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Рис. 1. Категорійна модель СКДН, що функціонує в режимі гібридного кластер-аналізу рівнів знань 
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На рис. 1 оператор формування навчальної матриці Y подамо як композицію операторів: 
1 2F F F F= D D , де  1F  — оператор формування вхідної некласифікованої навчальної матриці ;  0Y
2F  — оператор, що за таксонометричними методами визначає геометричні центри класів, які є 
вершинами еталонних векторів-реалізації образу, та здійснює попарне розбиття множин еталон-
них векторів і формує апріорну навчальну матрицю в евклідовому просторі. 
Тут оператор  | |: MYθ → ℜ   будує нечітке розбиття | |Mℜ , яке в загальному випадку допускає 
перетин класів розпізнавання.  
Для побудови такого розбиття використаємо алгоритм кластеризації k-середніх. Якщо можливо 
апріорно визначити кількість кластерів або їх кількість є відомою, то для класифікації частіше за 
все використовують паралельні кластер-процедури, у яких розбиття виконується згідного певного 
функціоналу якості. Саме до таких методів відноситься метод k-середніх. Серед неієрархічних 
методів цей метод є найрозповсюдженішим, завдяки швидкості, простоті, та прозорості й зрозумі-
лості його алгоритму. При цьому вибір кількості кластерів може базуватися на попередніх дослі-
дженнях, теоретичних міркуваннях або інтуїції. Після формування класів якість отриманого роз-
биття будемо оцінювати, знаходячи ймовірності помилки за формулою 
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d ⎪⎟⎬⎟  (3) 
де  — розмірність простору параметрів;  — найбільш ймовірне значення найближчої відстані, 
 — найбільш ймовірне значення міжкласової відстані. Ймовірність помилки 
m d
D R  можна вважати 
критерієм якості кластеризації: чим менша ймовірність помилки — тим вища якість кластеризації 
[10]. З формули (3) бачимо, що з ростом відношення D d  ймовірність помилки відокремлення 
відстаней між реалізаціями всередині кластерів та відстаней між кластерами зменшується. 
Далі оператор | | | |: M lIΨ ℜ →  перевіряє основну статистичну гіпотезу , де   — 




m i my Xγ ∈ | |lI
M =  крім основної включає альтернативну гіпотезу ( ) 02 ,jm i m: y Xγ ∉ . 
Оператор  визначає множину точністних характеристик (ТХ) γ | |qℑ , де  2q l= — кількість ТХ, а 
оператор  φ   обчислює множину E  значень інформаційного критерію оптимізації, якій є функціо-
налом від ТХ[2]. Оператор  коректує розбиття r | |Mℜ  в залежності від значень критерію. Визна-






+= . (4) 
Отриману матрицю B використовуючи рівень селекції 0 0,5ρ =  перетворюємо у вхідну матри-
цю Y  і запускаємо процес навчання системи. 
Для визначення оптимальності розбиття введемо критерій ефективності розбиття Е.  Як крите-
рій будемо використовувати інформаційний критерій Шеннона, робоча формула якого має такий 
вигляд:  
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2 2 2
2 4 2 4 1 3 1 3 1 3 1 3
11 log log log
2m
K KK K K KE
K K K K K K K K K K K K
⎛= + + + +⎜ + + + + + +⎝
 
                            4 42
2 4 2 4
logK K
K K K K
⎞+ ⎟+ + ⎠
,    (5) 
де 1, 2K K  — кількість подій, які визначають належність або неналежність реалізацій класу 
0
mX , 
якщо { } 0m mnx X∈ ; 3 4,K K  — кількість подій, які визначають належність або неналежність реаліза-
цій класу 0mX , якщо вони дійсно належать цьому класу, які в свою чергу визначаються через точ-
ності характеристики та помилки першого і другого роду які обчислюються за формулами 
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 1 ;KD =   1 n
2 ;Kα =    
n
3 ;Kβ =    4 .KD =  
n 2 n
(6) 
За навчальну матрицю, буде вибран  та матриця В, значення критерію
вн
а  функціональної ефекти-







= . (7) 
При проведенні кластеризації методом k-means існує проблема вибору початкових центрів кла-
сте
тів було взято відстань Хемінга (block 
dis
рів. Загальновживаними є такі підходи: вибір перших k реалізацій з вхідних даних, вибір випа-
дкових k реалізацій з початкового набору даних, вибір реалізацій, найвіддаленіших одна від одної. 
В роботі пропонується здійснити цей вибір таким чином — обираються перших k відмінних між 
собою реалізацій (щоб не допустити можливість збігу центрів, а отже і уникнути ситуації, коли 
буде виконане розбиття на меншу кількість кластерів ніж задано). 
Основні функції програми виконуються циклічно, до моменту виконання критерію зупинки 
ітераційного процесу. Таким критерієм може бути досягнення певного числа ітерацій або стабілі-
зація центрів кластерів (тобто, якщо на певній ітерації, координати центрів кластерів не змінили-
ся). У розробленій програмі за критерій зупинки було обрано саме стабілізацію центрів кластерів. 
До ітераційного процесу включено такі основні функції: 
1) функція, що обчислює відстань між центрами кластерів та реалізаціями; 
2) функція, яка визначає, до якого кластеру віднести кожну реалізацію; 
3) функція, яка обчислює нові центри кластерів; 
стерів. 4) функція, яка перевіряє чи змінилися центри кла
При реалізації першої функції за міру однорідності об’єк
tance).  
Таким чином, результатом виконання цієї функції є масив, що містить у собі відстань від кож-
ної реалізації, до кожного з центрів кластерів. Цей масив обробляється функцією, в якій відбува-
ється порівняння відстаней до центрів кластерів. Результатом виконання цієї функції, є віднесення 
кожної реалізації до певного класу. Реалізація буде належати тому класу, відстань до центра якої є 
найменшою. 
Після цього обчислюються нові центри кластерів, шляхом усереднення  значень за кожною 
ознакою серед реалізацій, що належать кожному відповідному кластеру. Для продовження чи зу-
пинки ітераційного процесу реалізована функція, яка порівнює між собою, центри кластерів, що 
були на початку ітерації, та центри, отри-
мані після перерахунку. Якщо центри від-
різняються, то початковим центрам прис-
воюється значення перерахованих і почи-
нається нова ітерація, якщо ж центри клас-
терів не змінилися, то відбувається зупинка 
ітераційного процесу. Результатом роботи 
програми є сформовані текстові файли, у 
кількості, що дорівнює кількості кластерів, 
які містять у собі реалізації, віднесені до 
відповідного кластеру. 
Проведено декілька експериментальних 
досліджень з даними, отриманими за ре-
зультатом тестового контролю у студентів 
спеціальності «Інформатика» з дисципліни 
програмування протягом навчального року,  
у яких обчислювалися значення d, D та R за 
однакової розмінності простору, але з різ-
ною кількістю кластерів (рис. 2). Результа-
ти показані у таблиці. 
 
Рис. 2. Схематичне представлення класів знань студентів 
сформованих за результати тестового контролю 
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Результати дослідження залежності R від відношення τ = D/d. 
Розмірність  Кількість 
к
Ймовірність  Між класова Найближча Відношення простору 
m ластерів k похибки R відстань D відстань d τ = D/d 
2 
3 0,12 49 13 3,77 
4 0,05 42 6 7,00 
5 0,07 22 4 5,50 
6 0,15 19 6 3,17 
7 0,15 16 5 3,20 
3 
0  3 ,0034 53 5 10,6 
4 0,059 10 3 3,33 
5 0,1293 14 6 2,3 
6 0,2430 10 6 1,66 
7 0,0229 10 2 5 
 
Як  з таблиці, найкращу якість кластеризації (тобто найменше значення R) отримали коли 
кіл
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Розроблено модифікацію k-means алгор онано дослідження його параметрів щодо 
кл
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