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SUMMARY
Three dimensional television (3DTV) is believed to be the future of television
broadcasting that will replace current 2D HDTV technology. In the future, 3DTV
will bring a more life-like and visually immersive home entertainment experience, in
which users will have the freedom to navigate through the scene to choose a different
viewpoint. A desired view can be synthesized at the receiver side using depth image-
based rendering (DIBR). While this approach has many advantages, one of the key
challenges in DIBR is generating high quality synthesized views. This work presents
novel methods to measure and enhance the quality of 3D videos generated through
DIBR.
For quality measurements we describe a novel method to characterize and measure
distortions by multiple cameras used to capture stereoscopic images. In addition, we
present an objective quality measure for DIBR-based 3D videos by evaluating the
elements of visual discomfort in stereoscopic 3D videos. We also introduce a new
concept called the ideal depth estimate, and define the tools to estimate that depth.
Full-reference and no-reference profiles for calculating the proposed measures are also
presented.
Moreover, we introduce two innovative approaches to improve the quality of the
synthesized views generated by DIBR. The first approach is based on hierarchical
blending of the background and foreground information around the disocclusion ar-
eas which produces a natural looking, synthesized view with seamless hole-filling.
This approach yields virtual images that are free of any geometric distortions, unlike
other algorithms that preprocess the depth map. In contrast to the other hole-filling
xii
approaches, our approach is not sensitive to depth maps with high percentage of
bad pixels from stereo matching. The second approach further enhances the results
through a depth-adaptive preprocessing of the colored images.
Finally, we propose an enhancement over depth estimation algorithm using the
depth monocular cues from luminance and chrominance. The estimated depth will
be evaluated using our quality measure, and the hole-filling algorithm will be used
to generate synthesized views. This application will demonstrate how our quality
measures and enhancement algorithms could help in the development of high quality




The overwhelming success of the Avatar movie in 2009 marked a new era in stereo-
scopic three dimensional (3D) videos. Today, most movies produced in Hollywood
are being recorded and/or presented in stereoscopic 3D format. This is not the first
time in history that 3D movies have been widely popular. The history of 3D has been
marked with several booms in popularity that survived only for a short time. The
Power of Love was the first full-length 3D feature movie, which was presented for a
large group of viewers at the Ambassador Hotel in Los Angeles in 1922. This movie
was presented in color-based separation (anaglyph) format (Figure 1(a)). A few years
later, the first 3D television (3DTV) set was built by the British TV pioneer John
Logie Baird in 1928. This early hype for 3D movies slowly faded over the next 20
years.
In the 1950’s a short lived golden age for stereoscopic 3D movies occurred and
it lasted for almost three years. Sparked by an overwhelming success of the inde-
pendent 3D movie Bwana Devil (Figure 1(b)) in 1952, more than sixty 3D movies
were produced in Hollywood between 1952 and 1955 [1]. However, the interest in 3D
cinema failed to survive despite the early success, because the stereoscopic captur-





Figure 1: (a) The Power of Love was shot in red-green anaglyph. The movie was shown
to an audience at the Ambassador Hotel in Los Angeles on September 27, 1922. The film
was not a success, and is now considered lost, but it managed to interest other film makers
in the 3D process. (b) The 3D film Bwana Devil was a hit, and launched what has become
known as The Golden Era of 3D movies. Over the next few years, studios released more
than sixty 3D films.
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With the advance of digital TV services in the late 1990’s, 3DTV research took
a new turn, with the new focus being on the analysis of human factor requirements
for high quality stereoscopic 3D experience [1]. In response to the renewed interest
in 3D, the Motion Pictures Expert Group (MPEG) developed a compression scheme
for stereoscopic video (multiview profile or MVP), which is a part of the MPEG-
2 standard in 1998 [2]. These efforts were accompanied with noticeable advances
in stereoscopic and autostereoscopic display technologies, image analysis and image-
based-rendering (IBR) techniques, video compression and transmission [1]. As a
result, it is widely believed that 3D video will surpass current high definition 2D
video as the the future of multimedia broadcasting for television and mobile devices.
In the future, 3D video experience is predicted to be more life-like and visually
immersive [3]. This type of 3D video experience is also referred to as free-viewpoint
TV (FTV) [3]. FTV users will have the freedom of navigating through the scene to
choose a different viewpoint. In current stereoscopic 3D video systems, each indi-
vidual viewpoint requires two videos, which correspond to the left and right camera
views. Hence, to capture and broadcast arbitrary viewpoints for 3D display in FTV,
an unrealistic number of cameras will be required. FTV will also require extremely
complex and efficient coding, and expensive computing capabilities. In addition,
advances in 3D display technologies require a flexibility in the number of views (au-
tostereoscopic displays), and the ability of resizing each view to match the display
resolution. Consequently, the use of multiple cameras to capture a large number of
views is not practical, and the alternative is to interpolate the intermediate views
using view synthesis. Other requirements of future FTV systems are as follows:
• backwards-comparability to current 2D TV systems,
• storage and transmission efficiency,
• multiple displays comparability (such as active/passive stereoscopic displays,
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autostereoscopic displays, mobile displays,...etc),
• flexibility in viewpoint selection and resizing, and
• simple and high quality 3D content generation.
In 2004, a new approach for 3DTV broadcast was proposed by the European
project Advanced Three-Dimensional Television System Technologies (ATTEST) [4].
The proposed approach is depth image-based rendering (DIBR) for generating views
for FTV and 3D videos in a simple and efficient way [4]. Using DIBR, two or more
views for 3D display can be generated from a single 2D image and a corresponding
depth map using 3D wrapping [4]. The DIBR approach is illustrated in Figure 2.
The gray scaled image is a depth map that represents a per pixel depth value scaled
to the range [0, 255]. DIBR has many advantages, including bandwidth-efficiency,
interactivity by synthesizing virtual views from various view points, easy 2D to 3D
switching, and computational and cost efficiency; hence, less cameras are needed.
Moreover, DIBR eliminates photometric asymmetries between the two views, hence
both views are generated from the same original image. The advantages of DIBR
have lead MPEG to issue a standard for coding DIBR format or MPEG-C part 3
(also known as ISO/IEC 23002-3) [5].
4
Figure 2: 2D plus depth representation in DIBR.
The synthesized views in DIBR are generated using 3D wrapping, which first
projects the pixels in the reference image back to the world coordinates using explicit
geometric information from the depth map and camera parameters. The resulting
pixels in the world coordinates are then projected back to the estimated virtual image
coordinate [6]. Occluded areas that are becoming visible in the virtual image lead
to holes. Holes can also result from wrong depth values; as a result, some image
processing or hole-filling is required to fill into these hole areas. A DIBR-based 3DTV
system processing chain (depicted in Figure 3) is composed of six main components
[4] [7]:
1. 3D video capturing and content generation,
2. 3D content video coding,
3. transmission,
4. decoding the received sequences,
5. generating virtual views, and
6. displaying the stereoscopic images on the screen.
5
Figure 3: Block diagram of the DIBR-based 3DTV processing chain.
The major disadvantage of DIBR as compared to multi-camera capture approach
is that DIBR-based stereoscopic 3D videos is sensitive to every block of the processing
chain. The perceived quality at the user end might be effected by each one of the
following:
• quality of the captured color videos,
• accuracy of the estimated depth maps,
• quality of the 3D wrapping process in DIBR,
• quality of the hole-filling algorithm applied to cover the disoccluded areas in
the generated frames,
• compression artifacts for the 2D video and depth map,
• transmission errors and streaming losses, and
• scaling and formatting algorithms in the 3D displays.
Before deploying DIBR in broadcasting, we need to guarantee that the 3D video
quality generated will not result in discomfort for viewers, possibly precipitating a
loss of interest in 3D. For this reason, we need to develop tools to measure perceived
quality of DIBR-based 3D videos; these tools will be used to evaluate new applications
and techniques that will enhance the visual experience by DIBR-based 3D videos.
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1.1 Motivation
This work is motivated by two underlying goals: measuring the quality of the 3D
videos generated by DIBR, and providing techniques and applications to enhance the
visual quality of these 3D videos.
Quality Measurement: A great effort has been devoted by academic and indus-
trial communities to develop objective quality measures for single-view images and
videos [8–26]; however, no such effort has been dedicated for objective multi-camera
and 3D images and videos quality assessment. Our major goal is to introduce ob-
jective quality measures for DIBR-based 3D videos by evaluating the elements of
visual discomfort in stereoscopic 3D videos. In particular, we will derive two objec-
tive quality measures as illustrated in Figure 4. DIBR is a multi-camera application
that has its specific means of acquisition, representation, and display. The acquisition
for DIBR involves a multi-camera sensor, or a combination of a multi-camera sen-
sor and a depth sensor. To capture high quality multi-view videos, several technical
challenges are involved. These challenges include camera calibration, translation and
rotation of views, correction of color/luminance inconsistencies across multiple views,
and synchronization of the multiple cameras. These technical challenges require an
objective quality measure that would capture the distortions at the acquisition. For
this reason, we will introduce a multi-camera image quality measure (MIQM) that
quantifies the perceived quality caused by multi-camera distortions at the acquisition.
The representation of DIBR-based videos could vary from a single 3D stereoscopic
video for 3DTV to multi-view 3D video for FTV. The technical challenges involved in
the representation of DIBR-based content include multi-view plus depth video com-
pression and the depth-based rendering (3D wrapping and hole-filling). An objective
quality measure that would capture the perceived quality of the rendered views is
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vital tool for developing algorithms to enhance the DIBR-based representation. Con-
sequently, we will introduce a second quality measure, which is a 3D video quality
measure (3VQM) for DIBR-based 3D videos. This measure quantifies the perceived
quality of the DIBR-based rendered videos. Due to the wide range of multi-view 3D
display devices and the varying technologies involved it is not feasible to have a sin-
gle objective quality measure that would take into account all distortions involved at
display; therefore the quality measurement of distortions at the display side is beyond
























Multi-camera image quality 
measure (MIQM): Quantifies 
geometric and photometric 
distortions at acquisition 
2D + Depth Generation
3D video quality 
measure(3VQM): Quantifies 
visual discomfort due to 
rendering at the receiver side
Depth estimation using 
monocular cues:  Explores 
efficient depth estimation for 
intensity, texture and motion 
cues
Hierarchical Hole-Filling (HHF) 
and Depth –Adaptive HHF:  
Uses a hierarchical approach 
for hole-filling  to get  high 
quality rendering
Quality Enhancements and Applications
Quality Measurements
Figure 4: DIBR-based 3DTV with the proposed quality enhancements and measurements.
Quality Enhancement: As described earlier, the technical challenges involved in
DIBR-based system are numerous. Resolving each one of these challenges would re-
quire a new technique and/or application to enhance the visual quality of the rendered
3D videos. As illustrated in Figure 4, in this dissertation we will tackle two of these
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challenges: hole-filling and depth enhancement. We will introduce two algorithms for
hole-filling for DIBR-based 3D videos. The performance of the hole-filling algorithm
applied to cover the disocclusion areas in the synthesized view by DIBR is a very
important factor of the overall perceived quality. The two algorithms use a hierarchal
approach for efficient and high quality rendering. Human beings perceive the world
in three dimensions using a variety of depth cues. Depth cues are typically classified
into binocular and monocular depth cues. Binocular cues provide depth information
when viewing a scene with both eyes through horizontal disparity between the two
images, while monocular cues provide depth information when viewing a scene with
one eye. The second challenge that we will tackle is depth estimation. We will pro-
vide an efficient depth estimation using the monocular cues and limited information
from the binocular cues. The quality measures that were proposed in the first section
of this dissertation will be used to evaluate the two proposed techniques for quality
enhancement.
1.2 Challenges
Achieving the goals described earlier requires solutions to several challenges. In this
section, we will discuss these challenges.
Characterization of multi-camera distortions: Multi-camera applications may
vary, but the acquisition apparatus involves multiple cameras placed under a prede-
fined geometric arrangement to capture multiple views of the real world scene. The
distortions at the acquisition are caused by the fact different views captured by dif-
ferent cameras may vary in terms of color, brightness, noise level, and orientation.
In addition, errors in geometric and photometric calibrations may introduce incon-
sistencies across the views. To derive an objective quality measure to quantify the
the perceived distortions across the multi-camera scene as a result of distortions by
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individual cameras is a complex challenge, which involves characterization of the dis-
tortions and understanding their visual nature. In addition, we will also need to
investigate the change at the pixel level to be able to measure these distortions.
Quality assessment of multi-camera distortions: One major goal of this thesis
is to provide tools to quantify the perceived multi-camera distortions. After charac-
terizing these distortions, we need to define an index or a set of indices that could
quantify the visual or perceived distortions. This work would require the derivation
of mathematical models for each one of these indices.
Ideal depth estimation: The current depth-video capturing or sensing technol-
ogy is noisy, inaccurate and unreliable [27]. Depth video can be either captured using
a passive sensor that extracts depth by disparity estimations using stereo matching
techniques, or by using an active sensor such as time-of-flight (TOF) camera. Passive
sensors are particularly inaccurate around non-textured and featureless regions be-
cause they lack visual information, which makes it hard to establish correspondence
across the views of multiple cameras. On the other hand, active sensors have a very
low resolution and tend to be very noisy around textured regions [27]. As a result,
the captured depth cannot be used as a reliable reference for our evaluation of visual
discomfort of DIBR-based videos. Therefore, it is essential to define and derive an
ideal depth reference for quality assessment for rendered 3D videos using DIBR. Also,
to cover a wider range of applications, it would be important to be able to derive this
depth for full-reference and no-reference cases.
Distortion metrics for rendered videos: Another goal for this thesis is to Derive
distortion metrics that would quantify visual discomfort in the rendered 3D videos
using DIBR. Several challenges are associated with this goal. First, we need to figure
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out the elements of visual discomfort in stereoscopic 3D that would result from DIBR-
related distortions. Next, we need to attain a set of mathematical models or distortion
metrics that would quantify these distortions. Finally, these distortion metrics need
to be combined into one objective quality measure that would associate with the
subjective quality.
Subjective evaluation: For the results of MIQM and 3VQM to be validated,
we need to run subjective experiments for each case and collect quality scores. The
quality score would then be correlated to the quality measure by our objective quality
measures. Each one of these experiments involve preparing an experimental setup and
conditions that guarantee the validity of the subjective scores.
Seamless hole-filling: Hole-filling is another major goal in our work for quality
enhancement. Hole-filling is a challenging problem because no information can be
derived from the depth map or the reference camera about the real disoccluded areas.
The current approaches for hole-filling can be classified into two major groups. The
first group does hole-filling by preprocessing the depth map, which is a fast process,
but would result in geometric distortions. Whereas, the second group does not pro-
cess the depth map and instead uses inpainting, which is a very slow process. Our
hierarchial approach for hole-filling will have to provide a fast hole-filling algorithm
without preprocessing the depth map. The rendered images must also have seamless
and natural-looking filled areas.
Monocular cues: Another quality enhancement issue for DIBR is depth estima-
tion. In this thesis, we will use monocular cues from luminance and chrominance
to obtain a depth estimation from each channel. The process to define the informa-
tion, which can be extracted from each of these cues. The estimated depth must be
evaluated for rendered videos through the application of DIBR. Furthermore, while
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outside the scope of this thesis, deriving the right combination of these cues could
also be another quality enhancement.
1.3 Organization
This thesis is organized into seven distinct chapters. First, Chapter 2 describes the
background and previous work on which our contributions are built. Next, in Chapter
3 we characterize the distortion in multi-camera images and provide our first qual-
ity measure at the acquisition which is verified against subjective results. Chapter
4 analyzes distortions for stereoscopic 3D videos caused by the depth-based synthe-
sis. The second quality measure for depth-based 3D videos is presented and verified
against subjective results in Chapter 4. Chapter 5 describes how to apply the hier-
archical hole-filling approach to obtain high quality rendered videos. The approach
is contrasted and compared, both objectively and subjectively to other competitive
approaches for hole-filling. Chapter 6 explains the depth estimation application from
monocular cues. Finally, Chapter 7 concludes with a summary, a list of proposed
future work, and a discussion about the applications of the work in this thesis.
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CHAPTER II
BACKGROUND AND PREVIOUS WORK
This thesis is built upon the contribution of others. Because of the algorithmic
and systematic aspects of quality measurements and enhancements for depth-based
rendering, the body of the previous related work spans several areas: multi-camera
imaging and 3DTV, view synthesis using DIBR, multi-camera and 3D video quality
assessment, and depth cues.
2.1 Multi-camera imaging and 3DTV
The rapid improvement in electronic and computing technologies paired with the
dropping costs of cameras, has caused multi-camera capture of events to gain increased
interest as a vital tool to satisfy the demand for advanced immersive multimedia
products. These products include, but are not limited to, automated object tracking,
panoramic cinema, free-viewpoint video, and 3DTV [3,28]. The key feature of multi-
camera applications is interactivity. The user of these applications has the freedom
of choosing the viewpoint within the captured scene. The processing chain of these
products consists of image capturing, camera calibration, scene presentation, coding,
transmission, multi-view rendering, and display [3].
Multi-camera application has several means of acquisition, representation, and
display. Three of these applications are a potential future media for television broad-
casting. These applications are 2D panoramic video, 2D free-viewpoint video, and
3DTV [28]. In what follows, we will describe each of these applications and its
corresponding quality issues.
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2D Panoramic Video: A panoramic video plane could be spherical, cylindrical,
or even hyperbolic. The number and configuration of the cameras for multi-view
panoramic video application are based upon two parameters that depend on the
scene geometry and the desired resolution. For instance, increasing the number of
cameras would cover larger scene areas if the cameras were widely spread, whereas a
denser arrangement of the cameras would cover a smaller area with better resolution.
In multi-camera panoramic video applications, different camera settings could be pos-
sible. Figure 5 shows three possible camera configurations: parallel view, convergent
view, and divergent view. In addition to common artifacts such as blur, blocking
artifacts, noise, and ringing that are present in digital video streams, the quality as-
sessment of panoramic videos has to emphasize problems in multi-view panorama.
These problems include noticeable calibration and intrinsic differences between ad-
jacent cameras, concentration of motion in limited regions of the scene, combined
emphasis problems, error in the image mosaicking, and double image effects [29].
(a) (b) (c)
Figure 5: Multi-camera configurations: (a) parallel, (b) convergent, and (c) divergent.
2D Free-viewpoint Video: An example of a 2D free-viewpoint video is to al-
low the user to choose predefined camera positions. While this case represents a
very simplistic application, one 2D view (for conventional displays) or two views (for
stereoscopic displays) can be rendered from the data to provide more interactivity.
The perceived quality of free-viewpoint video suffers from view synthesis artifacts in
case of synthesized views as detailed in [30].
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3DTV or 3D Free-viewpoint TV: In 3DTV, a scene is captured as in multiple-
view video, and one or more 3D video objects are created. The cameras are arranged
with a relatively short baseline to synthesize virtual views directly from camera im-
ages. 3D video objects are comprised of shape and appearance. The shape can be
polygon meshes, implicit surfaces, depth images, or multi-layered depth images. The
appearance data is mapped onto the shape and seamlessly blended into new 2D or
3D video content. Appearance can be described by a series of video streams, compris-
ing textures, surface light fields, or surface reflectance fields (i.e., illumination- and
view-dependent textures). The 3D video can be interactively viewed from different
directions, or under different illumination. Perceptually, 3DTV quality depends on
the view synthesis artifacts [31]. The two types of display for 3D rendering systems
are autostereoscopic and stereoscopic. Autostereoscopic displays do not require spe-
cial glasses, but the viewing angle is limited. On the other hand, stereoscopic displays
require viewing glasses, such as red-and-blue lenses or polarized glasses, are less ex-
pensive, and provide a wider viewing angle. The overall perceived quality of 3DTV’s
may also be affected by display issues including stereoscopic impairments (key-stone
distortion, depth-plane curvature, puppet theater effect, cross talk, cardboard effect,
shear distortion, picket-fence effect and image flipping), visual discomfort, and motion
jitter effects [32,33].
2.2 View synthesis using DIBR
View synthesis using DIBR is composed of two main components: 3D wrapping and
hole-filling. The synthesized views in DIBR are generated by first projecting the
pixels in the reference image back to the world coordinates using explicit geometric
information from the depth map and camera parameters. The resulting pixels in the
world coordinates are then projected back to the estimated virtual image coordinate.
This process is known as 3D wrapping [6]. The 3D wrapping process may lead to
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holes in the synthesized view. The holes are mostly caused by the disocclusion prob-
lem that is caused by two primary factors: when uniform sampling in the reference
image becomes non-uniform in the desired image, and when occluded areas in the
reference image becomes visible in the virtual image. Figure 6 shows two examples
of synthesized images immediately after 3D wrapping. The holes (black areas) are
caused by disocclusion. Holes can also result from wrong depth values. As a result,
some image processing or hole-filling is required to fill in these areas. Hole-filling is
a challenging problem because there is no information that can be derived from the
depth map or the reference camera about the real disoccluded areas.
(a) (b)
Figure 6: Disocclusion: (a) Art before hole-filling (b) Aloe before hole-filling.
2.2.1 3D wrapping
In DIBR, virtual views can be generated from the reference colored image and the
corresponding depth map using 3D wrapping. The 3D wrapping technique introduced
in [6] allows mapping of a pixel at the reference view to a corresponding pixel at the
virtual view at a desired location. This is accomplished by first projecting the pixels
at the reference view into the world coordinates as illustrated in Figure 7 and then
sampling the world coordinates from the viewpoint corresponding to the virtual view.
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Figure 7: Camera setup for DIBR.
Consider a reference camera Cr and a virtual camera Cv as shown in Figure 7,
where Fr and Fv are the focal lengths of the reference and the virtual cameras,
respectively 1. B is the baseline distance that separates the two cameras. Zc is the
convergence distance of the two cameras’ axis. The horizontal coordinate vector Xv
of the virtual camera as a function of the horizontal coordinate vector Xr of the
reference camera is given by:




where s = −1 when the estimated view is to the left of the reference view, and s = +1
when the estimated view is to the right of the reference view. Z is a vector of the
1Fr and Fv will be assumed to be equal for the rest of this thesis.
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depth values at the pixel location (xr, yr), and h is the horizontal shift in the camera




In some applications the depth values is presented in terms of disparity maps. In
such cases, the depth vector Z at a certain pixel location can be obtained from the





where b is the original baseline distance of the stereo camera pair used in disparity
calculation. The wrapping equation can be expressed in terms of disparity as:






In the next section we will present the hole-filling approaches in literature.
2.2.2 Hole-filling
A number of techniques have been proposed in the literature for hole-filling. In [34]
a two-step approach was proposed for hole-filling (see Figure 8). The first step is to
smoothen the depth map using a symmetric Gaussian filter because a depth image
with horizontal sharp transition would result in big holes after warping. Depth map
filtering will smoothen sharp transitions so as to reduce the size of big holes after
wrapping. The second step is to fill the remaining holes using an average filter.
The problem with this approach is that the preprocessing of the depth map through
smoothing results in geometric distortions in the form of rubber sheet artifact [35] as










Figure 8: Hole-filling with depth-map smoothing.
Figure 9: Geometric distortion in a virtual image as a result of depth-map filtering.
Several approaches have been proposed to reduce the geometric distortions re-
sulting from depth-map smoothing. Zhang et al. [36] proposed using an asymmetric
Gaussian filter to reduce the artifacts. The drawback of this approach is that it
changes the original depth values resulting in a loss in depth cues after wrapping.
Edge-based smoothing was also proposed as a solution [37] [38] to smooth the hori-
zontal edges only. Distance dependent smoothing was also proposed in [39]. These
approaches increase the computational complexity and the images still suffer from
geometric distortions and losses in depth cues. In [40], a non-hole filling approach
was proposed in which the disparity values are mapped into distance values for which
the 3D wrapping would result in a hole-free synthesized image. The problem with
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the proposed model is that the resulting synthesized view is not exactly the same
intended from 3D wrapping and the disparity in the synthesized image is almost zero.
Layered-depth images (LDIs) [41] have also been proposed as a solution for disoc-
clusion removal. LDIs allow to store more than one pair of associated color and depth
values for each pixel of the original image. The number of layers typically depends on
the scene complexity as well as the required synthesis quality. The LDIs approach,
however, is computationally expensive and inefficient for video coding as more than
one color and depth value per pixel location must be transferred.
Inpainting techniques have been proposed as an alternatives for hole-filling with
depth-map preprocessing. Image inpainting is a technique originally introduced in [42]
to recover missing texture in an image. The fill-in is done in such a way that isophote
lines arriving at the regions boundaries are completed inside the holes. Azzari et
al. [43] provided a comparative analysis of two inpainting techniques, Oliveira’s [44]
and Criminisi’s [45] for hole-filling in DIBR. The first method performs inpainting
for the holes by the iterative convolution of the holes with a weighted average kernel
that only considers contributions from the neighbor pixels. Criminisi’s method on the
other hand uses a texture synthesis algorithm while giving a higher weight for linear
structures. The subjective results using both techniques have shown a very slight im-
provement over the quality obtained by depth-map smoothing. The resulting videos
through inpainting from both techniques suffer from severe flickering annoyance. The
latter can be attributed to temporal inconsistencies. In [46] and [47] depth based in-
painting has been proposed in which the known areas of the foreground are replaced
by background texture. Other inpainting techniques include Wang et al.’s [48] joint
disparity and texture segmentation based inpainting, and distinct disparity and tex-
ture inpainting [49]. The inpainting techniques are computationally expensive and
may be temporally inconsistent which may lead to noise or flickering in the resulting
rendered videos.
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2.3 Multi-camera and 3D video quality assessment
The evaluation of quality for multi-camera and 3D videos may be divided into many
classes, subjective and objective methods, reference-based classification, multi-camera
methods, and stereoscopic 3D methods. By separating multi-camera and stereoscopic
3D into two classes we are trying to differentiate between the quality assessment as a
result of distortions during acquisition at the multi-camera level and quality assess-
ment as a result of distortions during coding and/or rendering at the presentation
level. It is worth mentioning that in literature this distinction is not often made.
Most quality measures proposed in literature for stereoscopic 3D are assumed to be
applicable anywhere in system level regardless of the difference in the distortion types
that could be expected at acquisition, presentation or display. As a result, we will
consider these measures under both classifications, but the discussion in each section
will be based on applicability and performance if applied for the relevant distortions.
2.3.1 Subjective and objective methods
Degradation of visual quality of images may occur during acquisition, processing,
compression, and transmission. Video and image processing algorithms are evaluated
using objective metrics or through subjective testing in a controlled environment.
The best method of quantifying perceptual image quality is subjective evaluation.
Subjective quality assessment is expensive, tedious, and not applicable in environ-
ments that require real-time processing. Objective image quality, on the other hand,
automatically predict the perceived image quality and are more desirable [20].
Objective quality measures for single-view images and videos has been a popular
research topic over the last decade. The main objective of these measures is to predict
aspects of visual discomfort as seen by human visual system (HVS). A well-known
example of the objective quality measures is the mean-squared error (MSE), which
is known as the peak signal-to-noise ratio (PSNR). PSNR is solely based on the
21
differences in intensity. It is evident that PSNR is not the most accurate metric for
image quality [20]. On the other hand, HVS-based metrics employ a frequency-based
decomposition that take into account the detectable visual thresholds of distortions
[50]. Other metrics quantify visual fidelity based on the structural content such
as object boundaries and regions of high entropy. Some of the HVS-based metrics
include Sarnoff just noticeable differences (JND) [51] , Watson’s digital video quality
(DVQ) [50] and Wang et al.’s structural similarity (SSIM) [52]. SSIM index computes
the mean, variance, and covariance of small blocks inside an image. SSIM assumes
that the human visual system is highly adapted to extract structural information
from the viewing field [52]. In [53], an edge-based structural similarity was proposed
to improve performance of SSIM over highly blurred images. The objective quality
methods for single-view videos and images have a vast reach from computationally
and memory efficient numerical methods to highly complex models incorporating
aspects of the HVS [8–26].
The most common technique to evaluate multi-camera and stereoscopic 3D videos
is subjective evaluation. Research efforts have been dedicated for evaluating pa-
rameters that would influence the subjective quality such as display size, camera
configuration, viewing distance, and positioning [54–60]. These research efforts are
accompanied by standardization efforts for subjective evaluation by the international
telecommunication union (ITU) and the video quality experts group (VQEG). ITU
has issued some recommendations for subjective methods for assessment of stereo-
scopic 3DTV systems [61, 62], but their recommendations are outdated and limited
to picture and depth quality. VQEG has been focusing on the subjective evaluation
for cross talk in 3DTV systems and is currently working on a test plan for 3D quality
assessment [63].
Objective quality assessment for multi-camera and stereoscopic 3D videos is a
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recent research topic and the existing measures are relatively few. Objective qual-
ity methods for multi-camera and stereoscopic 3D videos will be discussed later in
sections 2.3.3 and 2.3.4 respectively.
2.3.2 Reference-based classification
Objective quality metrics can also be classified based on the availability of a reliable
reference for quality assessment. The HVS can evaluate the quality of a distorted
image or video without any reference. As simple as this task can seem to the HVS, it is
very complicated and a difficult process to automate. As shown in Figure 10, we have
three different reference-based methods. The first method is a full-reference method.
In the full-reference method both, the distorted and the reference image/video are
available for evaluation. The reference image/video in this case is assumed to be
distortion free and the quality assessment will be measuring the amount and the effect
of the mismatch between the reference and the distorted medium. The second method
is a reduced-reference method. In this method only a specific information about the
reference image/video are available, but not the full reference. In stereoscopic 3D
videos this information could be a depth or disparity map. Finally, the last method
which is the no-reference method. The no-reference methods attempt to mimic the
HVS by extracting the quality from the image/video without any available reference.
A no-reference method would be the ultimate goal for quality assessment, but it is a
complicated mechanism. For this reason, the best quality assessment for images and





























Figure 10: Reference-based methods.
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2.3.3 Multi-camera methods
A great effort has been devoted by academic and industrial groups and communities
to develop objective quality metrics for single-view images and videos. On the other
hand, the amount of work dedicated for objective multi-view image quality assessment
is much less (see Table 1 for a summary of existing measures).
Leorin et al. [29] used subjective tests to show that current single video camera
quality assessment techniques are not adequate for quality assessment of omnidirec-
tional panorama video generated by multiple cameras. Panoramic video image planes
can be spherical, cylindrical, or even hyperbolic. The number of cameras and configu-
ration of the cameras for multi-view panoramic video application are two parameters
that depend on the scene geometry and the desired resolution. Increasing the number
of cameras, for instance, would cover larger scene areas if cameras are widely spread
and a denser arrangement of the cameras would cover a smaller area with better
resolution. In multi-camera panoramic video applications different camera settings
are possible. Figure 5 shows three possible camera configurations: parallel view,
convergent and divergent view. In addition to common artifacts present in digital
video streams such as blur, blocking artifacts, noise and ringing, quality assessment
of panoramic videos has to emphasize problems in multi-view panorama such as no-
ticeable calibration and intrinsic differences between adjacent cameras, concentration
of motion in limited regions of the scene, combined emphasis problems, error in the
image mosaicking and double image effects [29] [64]. The authors in [29] proposed an
objective quality metric for omnidirectional video. The metric assessed the general
quality of the video using no-reference blockiness and blur measure, and structural
similarity (SSIM) [52] for each camera and then assigned higher weights to regions
where motion is present. The proposed work mainly addressed the color calibra-
tion problem across the seam and concentration of motion in limited areas of the
panorama. However, geometric distortions and photometric variations such as blur
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Table 1: A summary of existing multi-view quality measures. The table shows the appli-









Leorin et al. [29] panoramic video No
partially (only
across the seam)
Campisi et al. [32] stereoscopic images No Yes
Ozbek et al. [33] stereoscopic images No
partially (limited
to PSNR of better
quality view)
Hewage et al. [65] stereoscopic images No Yes







and compression artifacts were not considered.
Several objective quality metrics were proposed for multi-view video in stereo-
scopic 3D applications [32] [33] [65] and 3D reconstruction applications [30]. The
authors in [32] performed quality assessment of stereo image pairs using single-view
quality metrics on each view. Several combination methods of the quality scores from
each view were then evaluated to determine the ones that best correlate with the
subjective scores. The same level of distortion was applied to both images of the
stereo pair and the distortion types were limited to blur and compression artifacts.
A similar approach was adapted by the authors in [65]. Ozbek et al. [33] assumed
that PSNR of the second view is less important for 3D visual experience and the new
measure was composed of weighted combination of two PSNR values and a jerkiness
measure for temporal artifacts. An objective metric for free-viewpoint video produc-
tion was proposed in [30]. The metric can be used as full-reference measure of fidelity
of aligning structural details in presence of approximate scene geometry of the 3D
shapes.
In [31] the authors proposed using conventional single camera quality measures
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(PSNR and SSIM) for 3DTV video as a quality measure for video plus depth content
by measuring the quality of the virtual views that are rendered from the distorted color
and depth sequences. The undistorted reference sequence is obtained by rendering
virtual views from the original color and depth maps. The metric proposed optimizing
the visual quality of encoded 3D video, thus it assumed a geometric distortion-free
video sources.
The limited work in the literature on multi-view image and video quality assess-
ment has been dominated by attempts to define the multi-view quality metric as a
combination of conventional single-view quality metrics. It has been shown that con-
ventional single-view quality metrics do not correlate with the quality of multi-camera
images and videos [32] [65] [66]. Due to the nature and applications of multi-camera
systems, multi-view distortions exist that are not common in single-camera images
and videos.
2.3.4 Stereoscopic 3D methods
While 2D video quality is solely based on monocular cues in one view (texture, color,
blur, blocking artifacts ...), 3D video quality on the other hand is a combination of
binocular and monocular cues. The depth illusion in stereoscopic video is constructed
by presenting the eye with two views with slight horizontal disparity or binocular
cues. Depth is also perceived through a number of monocular cues, such as lighting,
shading, motion parallax, texture gradient, blur, relative sizes, and occlusion. The
importance of each these cues for depth perception may vary depending on the scene.
Depth cues in 3D vision will be discussed in details in section 2.4. Visual discomfort
occurs whenever the depth through monocular cues mismatches or conflicts the depth
through binocular cues.
Errors and artifacts introduced in the processing pipeline of DIBR 3D videos (Fig-
ure 3) could result in conflicts in the depth cues such as unmatched color objects,
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mismatches between the blur in different depth planes and disparity, unmatched lu-
minance, and frame cancelation (near-edge cut-off for objects with front depth). In
addition, errors in depth map could result from inaccurate estimation, numerical
rounding, or compression artifacts. These errors may lead to distortions in the rel-
ative pixel location and in the magnitude of the pixels. The visual effect of these
distortions on the synthesized view is spatially noticeable around texture areas in the
form of significant intensity changes and temporally noticeable around flat regions
in the form of flickering [67]. Visual discomfort may also arise from other factors
such as excessive disparities, fast changing disparities, and geometric distortions in
stereoscopic 3D videos [68].
Objective quality assessment for stereoscopic 3D videos is a recent research topic
and the existing measures are relatively few. The majority of the current objec-
tive stereoscopic video quality metrics are extensions to existing 2D metrics [69–76].
These techniques follow a simplistic approach by calculating the 2D quality measure
of the left and the right image separately and then finding the combination of the
values that would best predict the 3D video quality. These methods assume that the
perceived depth distortions are less significant than the perceived color distortions.
In [31] the authors proposed using PSNR and SSIM for 3DTV video as a quality
measure for video plus depth content by measuring the quality of the virtual views
that are rendered from the distorted color and depth sequences. The undistorted
reference sequence is obtained by rendering virtual views from the original color and
depth maps. Approaches based on 2D metrics have poor correlation with perceived
3D video quality and have been proven to be non-robust [77]. Other works in the
literature include a no-reference measure based on evaluating the blockiness and dis-
parity temporally, and then finding the best combination of parameters using particle
swam optimization [78]. No depth information is considered in the aforementioned
measure and it suffers from the same robustness and poor correlation problem of 2D
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video quality based techniques. Ozbek et al. [33] assumed that PSNR of the second
view is less important for 3D visual experience and the new measure was composed of
weighted combination of two PSNR values and a jerkiness measure for temporal arti-
facts. An objective metric for free-viewpoint video production was proposed in [79].
The metric can be used as full-reference measure of fidelity of aligning structural
details in presence of approximate scene geometry of the 3D shapes.
While all the aforementioned techniques ignored the depth information, authors
in [32] used a combination of a depth-map error-based comparison function and 2D
quality measure for colored images to predict the 3D image quality. Similar ap-
proaches were adapted by the authors in [65] and [80]. The addition of the depth
information to the combination did not result in a significant improvement to the
prediction of the 3D video quality. This may be attributed to the fact that visual
discomfort was not considered in analyzing depth information. Among the most
recent objective quality measures, a measure based on disparity, disparity-gradient
maps, and spatial image activity was proposed in [81]. Similarly, the authors in [82]
proposed a model for deriving overall quality of experience from image and depth
quality. Finally, a measure for visual fatigue was also proposed in [83] based on the
distributions of horizontal, vertical and angular pixel disparities.
Most of the quality measures mentioned have been focused on stereoscopic quality
for video compression. The ones that considered the quality of synthesized 3D videos
using depth based rendering have not considered the multitude of variables that
would result in visual discomfort. Among these variables are excessive disparities,
fast changing disparities, geometric distortions, temporal flickering, and spatial noise
in the form of depth-cues inconsistency.
29
2.4 Depth cues
The HVS exploits a set of visual depth cues to perceive 3D scenes. These depth
cues can be classified into two classes: binocular and monocular cues. Binocular
cues are the disparities that exist between the two views seen by both eyes of a
particular scene. The HVS extracts the depth information by comparing two views
of a particular scene. Current stereoscopic 3D technologies exploit the binocular
cues to create 3D experience. The illusion of 3D is created by projecting two views
with a slight horizontal disparity onto the left and right eyes and it is believed that
the human mind create the illusion of 3D by exploitation of differences between the
perceived images.
The HVS can also extract depth using a single eye. The depth information that
can be extracted from a single view are known as monocular cues. Monocular depth
cues are numerous and the following is an incomplete list [84]:
• Motion Cue: The HVS can tell depth from relative motion of objects because
near objects move faster across the retina than far objects do. The relative mo-
tion between the viewing camera and the observed scene can provide a valuable
information for depth information extraction.
• Focus/Defocus Cue: The HVS uses an accommodation mechanism to focus on
a given plane in depth. By focusing on a given plane the rest of the scene will
be blurred in a measure that depends on the distance to the focusing plane
of the optics. Depth information from a single image can be extracted by
measuring the amount of blur associated with each pixel and then mapping the
blur measures to the depth of that pixel.
• Linear Perspective Cue: When we look at parallel lines, such as highway lane
markings, the lines appear to converge with distance and then vanish at the
horizon. This fact, which is referred to as linear perspective constitutes a depth
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cue. The lines that appear to converge more appear to be further away.
• Relative Height Cue: The HVS can also extract depth from the relative height
of images of outdoor and landscape scenes because objects closer to the bottom
of the images are generally closer than objects at the top of the picture.
• Texture Gradient Cue: Texture is also an important depth cue. Depth can be
extracted from texture by estimating the shape of a surface based on cues from
its texture.
• Color and Intensity Cues : Depth can also be estimated from the luminance
and color variations in the scene. By a phenomenon known as atmospheric
scattering, which refers to the scattering of light-rays scenes in the foreground
tend to have higher contrast as compared to scenes in the background. Similarly,
brighter or higher luminance values are often closer to the foreground. Color
cues can also be learned heuristically by prior knowledge such as color of the
sky, mountain, land, and others.
The depth estimation from monocular cues aims to use monocular depth cues
contained in colored video sequences for depth values of a captured scene. This
depth can be used for generating 3D video scenes from 2D color video sequences. In
this dissertation, we will use focus on the cues from color and intensity for depth




MULTI-CAMERA IMAGE QUALITY MEASUREMENT
Multi-camera application has several means of acquisition, representation, and dis-
play. These applications are 2D panoramic video, 2D free-viewpoint video, and 3DTV
[28]. These products share the same processing chain that consists of image captur-
ing, camera calibration, scene presentation, coding, transmission, multi-view render-
ing, and display [3]. Each step in the processing chain affects the perceived quality
of the image or video at the output side. Over the last decade, subjective evalu-
ation has been the dominant performance metric in multi-camera video and image
processing. Subjective methods are not applicable in environments that require real-
time processing. Therefore, the definition of an objective measure or set of measures
that can reliably predict the perceived quality of images and videos of multi-camera
applications is vital to the development of these applications.
In this chapter, first the visual distortions in multi-camera applications are studied.
These distortions at the multi-camera capture stage were characterized into photo-
metric and geometric distortions. We then describe an objective quality measure for
the perceptual effects of distortions introduced at the acquisition and pre-synthesis
processes. Although the measure was tested and refined for ultra-high resolution
panoramic image applications, the results could be used to define a quality measure
for 3DTV after taking into consideration stereoscopic impairments and synthetic ar-
tifacts.
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3.1 Characterization of distortions in multi-camera images
To simulate distortions in multi-camera images, a single digital camera was used
to capture high-resolution images. Each image was then split into multiple sub-
images with overlap areas. The overlap areas where varied with each image; however
they were all in the range of 5% − 10% of the original image. Distortion was then
applied separately on each individual sub-image1 . The multi-camera image was
then simulated by compositing the sub-images into a one single image mosaic using
a multi-resolution spline [85]. The reference image is created by combining all sub-
images without any distortion.
3.1.1 Photometric distortion
Photometric distortion in a single camera is defined as the degradation in perceptual
features that are known to attract visual attention such as noise, blur, and blocking
artifacts. Photometric distortion can be intrinsic caused by the acquisition device or
extrinsic caused by the applications such as lossy compression, transmission over error
prone channels, or image enhancements. Quantifying the impact of these distortion
types on perceptual quality is essential to the improvements or developments of new
video or image applications and hence has motivated the development of contempo-
rary image and video quality metrics.
In multi-camera systems, photometric distortions are the visible variations in
brightness levels and color gamut across the entire displayed image. The source
of this variation can be the non-uniformity between individual camera properties or
the post processing applications such as compression. This type of distortion will be
referred to as the variational photometric distortion.
1each sub-image is considered as a single view in a multi-view setting
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In order to simulate photometric distortions in multi-camera images targeted dis-
tortion was applied on each sub-image independently prior to reconstruction. Fig-
ure 11 shows four examples of images with variational photometric distortion. The
images in Figure 11(a) and Figure 11(b) are composed each of two sub-images. The
right view of the image in Figure 11(a) was distorted by applying JPEG compression
with Q = 5, while the left view was left undistorted. Both left and right views of
Figure 11(b) were distorted by applying Gaussian blur, while higher level of blur was
applied to the right view. Images in Figure 11(c) and Figure 11(d) are composed each
of three sub-images. The left view of Figure 11(c) was distorted with a Gaussian blur
and middle view was distorted by applying JPEG compression with Q = 10. The
left and right views of image in Figure 11(d) were both distorted by applying JPEG
distortion with Q = 10 and Q = 5 respectively. The right view of Figure 11(c) and




Figure 11: Examples of photometric distortion.
Human perception is sensitive to abrupt local changes in images. This distortion is
especially obvious around overlapping and content rich areas of the captured images.
This observation is demonstrated in the examples of Figure 11, where the sudden
variation in blur or blocking artifacts can be significantly annoying to the perception
of the overall images around structured regions (e.g. face).
3.1.2 Geometric distortion
The second type of image distortions in multi-camera systems is geometric distor-
tions. In multi-camera systems a scene captured by N cameras can vary with each
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individual camera’s position and orientation. Geometric distortions are the visible
misalignments, discontinuities and blur in the processed image. These distortions
could result from noticeable calibration errors between adjacent cameras, affine/linear
corrections, and error in scene geometry estimations. In manually built multi-camera
arrays, these errors could also result from the mismatch in the vertical and horizon-
tal directions among images and irregular camera rotations. There are two types
of geometric distortions planar and perspective distortions. Planar distortions can
occur during the mapping, which may include rotation and translation. Perspective
distortions can occur in the mapping from the 3D world to the 2D plane of the image.
Figure 12 shows examples that illustrate the types of geometric errors as well as the
original image. The image in Figure 12(c) is subject to perspective distortion. The
columns look closer than the original image Figure 12(a). The image in Figure 12(b)
is rotated clockwise by 3 degrees. In multi-camera systems such errors can also oc-





Figure 12: Geometric distortion in a single-view image: (a) Original(no distortion), (b)
Planar(rotation), and (c) Perspective.
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To simulate the geometric distortions in multi-camera system, geometric distor-
tions were applied to the generated views independently and then reconstructed into a
single image mosaic. Figure 13 shows two examples of geometric distortions in multi-
view images. The image Figure 13(a) is composited of two sub-images with a 5%
overlap. The left view of image Figure 13(a) was perspectively distorted whereas the
right view was left undistorted prior to reconstruction. The result is severe perceptual
distortion that is very obvious on the face. The image Figure 13(b) is composed of
three sub-images with a 20% overlap between each two adjacent views. Two levels
of perspective and planar distortions were applied to the left and right views respec-
tively. The middle view was not distorted. The resulting multi-view image has no-
ticeable misalignments and discontinuities. Hence, the geometric distortions in single
camera translate to misalignment and discontinuities in the reconstructed multi-view
image. Unlike photometric distortions where distortions translate as abrupt changes
that occur across the whole image, geometric distortions attract perceptual atten-
tion especially around connecting edges and overlapping areas. Geometric distortions
in single-view images have been considered in [86]. The authors proposed a com-
plex wavelet domain image similarity that is insensitive to spatial translations. The
proposed model assumes that single-view image perceptual distortions caused by spa-
tial scaling, rotation and translation are insignificant. However, this assumption is
not true for multi-view images where discontinuities, misalignments, blur and double
imaging can result in catastrophic distortions. Therefore, a rigorous multi-camera
image visual quality assessment must account for geometric distortions.
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(a) (b)
Figure 13: Example of geometric distortion in a multi-view images: (a) Perspective and
(b) Planar (rotation).
3.1.3 Properties of multi-camera distortions
The properties of multi-camera images that influence the design of the proposed
quality measure can be summarized as follows:
• Unlike single-view images, the perceived quality of a multi-view image may
vary across the entire display area. Human perception is sensitive to such
abrupt changes and these changes become significant around structured regions
as compared to smooth and highly textured regions.
• Geometric misalignments, blurs, and discontinuities are visible around overlap-
ping areas and seams of intersection.
• Geometric distortions are more noticeable around structured regions and less
noticeable around smooth and highly textured regions.
In the process of defining a quality metric that captures all types of distortion
in multi-camera systems we arrived at three index measures that capture the visual
properties of these distortions. None of these index measures alone can fully capture
the perceptual distortions in multi-view images. However the combination of the
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three measures is necessary to capture the impact of these distortions on multi-view
perception. We call the combined measure as the Multi-view Image Quality Measure
(MIQM).
3.2 Quality assessment of multi-camera images
Multi-camera applications are numerous [28] and each application has specific means
for presentation and post processing. In these applications, a single camera is usually
chosen as a reference for estimating the imaging plane or geometry [87]. The measures
we are about to present are full-reference and aim at assessing the image quality
for multi-camera systems. We define the reference as the set of images captured
by perfectly identical set of cameras, and the planes of these cameras are perfectly
aligned horizontally and vertically with the camera chosen to be the reference for the
imaging plane or geometry. You can think of such perfect imaging to be performed
by a high-definition camera with a single sensor.
3.2.1 Luminance and contrast index
The luminance and contrast index measures abrupt local changes in luminance and
contrast around structured regions. Such changes are common in multi-camera im-
ages. Multi-camera images captured by cameras looking at different parts of the scene
are subject to non-uniform levels of distortion resulting from the difference between
different cameras or different levels of view processing. To capture such variation
we derived a measure that is a combination of luminance lI,J and contrast cI,J com-
parison functions and it is based on an index developed in [52] and adjusted to give
higher weights for structured regions. Let lI,J be the luminance comparison function,
between the two images I and J , computed to each macroblock in the images. The
matrix lI,J of all macroblocks is calculated as follows:
lI,J =
2µIµJ + C1
µI2 + µJ2 + C1
, (5)
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where cI,J is the contrast comparison function between I and J computed on each
macroblock. Similarly, the matrix cI,J of all macroblocks is calculated as
cI,J =
2σIσJ + C2
σI2 + σJ2 + C2
, (6)
where I is the original image and J is the distorted image; µI is the mean intensity
of image I, and σI is the standard deviation of the intensity values of I. The mean
and standard deviation are all calculated on the macroblock level. C1 and C2 are
constants included to avoid instability when the denominator is close to zero.
We derive the combined luminance and contrast function for each macroblock
[m,n] as follows:
kI,J [m,n] = lI,J [m,n]cI,J [m,n]
=
2µIµJ + C1
µI2 + µJ2 + C1
2σIσJ + C2
σI2 + σJ2 + C2
=
4(σIσJ)(µIµJ) + 2C1(σIσJ) + 2C2(µIµJ) + C2C1
(σI2 + σJ2)(µI2 + µJ2) + C1(σI2 + σJ2) + C2(µI2 + µJ2) + C1C2
.
(7)




(σI2 + σJ2)(µI2 + µJ2) + C
, (8)
where I is the reference image, J is the distorted image, µ is the mean intensity and σ
is the standard deviation. Both σ and µ are computed on macroblocks of dimension
s× s and [m,n] in kI,J is the mapping of the upper left corner of the macroblock in
I whose coordinates are [1 + ms, 1 + ns]. C is a constant to avoid instability when
the denominator is close to zero.
To calculate the overall index across the image, we will adopt a texture structure
model to detect the structured, smooth, and randomly textured regions of an image.
Regions with structured texture and a region with random texture can be distin-
guished based on the distribution of edge pixels in the region. A randomly-textured
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region is composed of small edges with random orientations on the other hand a re-
gion with structured texture is composed of long edges with consistent orientations.
An edge-based texture model was proposed in [88] for visual distortion sensitivity in
video bit allocation algorithm. Based on this edge-based texture model we derive a
visual sensitivity model for multi-camera images.
First the texture randomness index at macroblock [m,n] of the image I is com-
puted by
RI [m,n] = µI [m,n]µB[m,n], (9)
where B is an edge intensity binary image with 1’s where the function finds edges in
I and 0’s elsewhere, µB[m,n] is the mean edge intensity for macroblock of dimension
s × s at location [1 + ms, 1 + ns] of B and µI [m,n] is the mean intensity value of
macroblock of dimension s×s at location [1+ms, 1+ns] of image I 1. If we look at two
examples of the texture randomness index values in Figure 15(a) and Figure 15(b),
the index value is large in randomly-textured regions but small in structured regions.
The texture randomness index is then mapped using the following mapping func-
tion:
TI [m,n] =
α1 + (0.5× α1 × log2RI [m,n]log2β1 ) β1 ≤ RI [m,n] < β2
α2 + (0.5× α2 × 2−(RI [m,n]−β2)) RI [m,n] ≥ β2
α1 otherwise
(10)
1Location refers to the upper left corner of the macroblock
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Figure 14: Texture randomness mapping function where α1 = 128, α2 = 64, β1 = 10, and
β2 = 100
where α1 and α2 are constant parameters chosen to control the weights assigned to the
structured regions and randomly textured regions, respectively. By setting α1 > α2,
higher weights are assigned to the structured regions. Parameters β1 and β2 are
the edge detector thresholds. The human visual system is less sensitive to intensity
variations in randomly textured region corresponding to values greater than β2 in
RI [m,n]. TI [m,n] is designed to drop quickly around this region and to increase
exponentially around structured regions corresponding to the values between β1 and
β2. Low textured or smooth regions where RI [m,n] is less than β1 are assigned a
constant value. A plot of the mapping in (10) is shown in Figure 47. The index





Figure 15: Texture randomness index : (a) Face (Before Mapping) (b) Water Front (Before
Mapping) (c) Face (After Mapping) (d) Water Front (After Mapping).
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The combined luminance and contrast index LCI,J for M ×N total macroblocks
is the weighted average of kI,J values and the weights are the mapped texture ran-













LCI,J values range between 1 for minimum distortion and 0 for maximum distortion.
The correlation between the three index measures and image properties is demon-
strated in the example of Figure 16. The image shown in Figure 16(a) is a mosaic
image of two-views. Prior to compositing, perspective distortion was applied to the
left view while the right view was blurred. For now, we only focus on the luminance
and contrast index map, which is shown in Figure 16(b). The darker regions refer
to areas of higher distortions. From Figure 16(b), the right half of the image corre-
sponding to the blurred view has darker regions than ones observed in the left half
corresponding with perspective distortion. Hence, the luminance and contrast index
captures the perceptual distortion at the blurred side of the image with emphasis
on structured objects. The latter is very important because abrupt local changes in




Figure 16: Index maps: (a) distorted multi-view image, (b) luminance and contrast index
map, (c) motion index map, and (d) edge-based structural index map.
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3.2.2 Spatial motion index
Geometric distortions in multi-view images are the result of displacements or shifts
at the pixel locations with respect to the reference image. In 2D these displacements
are comparable to spatial motion of single-view videos. Hence, a motion model can
be used to quantify geometric distortions. We will use motion vectors to compute
the pixel displacements relative to the reference image. First the motion vector v =
[vm, vn] at a macroblock location [1 + ms, 1 + ns] of the distorted image J relative
to the reference image I is computed over a search area of p × p. The values of









Photometric distortions can cause changes in intensity values which can also lead
to non-zero motion inductor values. The motion inductor values resulting from a
photometric distortion are random and spatially inconsistent. Geometric distortions,
on the other hand, have spatial consistency in the directions of the motion vectors.
The latter is a result of the pixel displacements caused by rotations, translations,
and scaling occur in one consistent direction or orientation. The motion index shall
be designed to be higher at regions of random displacements caused by photometric
distortions and to be lower at regions of coherent displacements corresponding to
geometric distortions. To measure magnitude of randomness in these displacements,
we use the entropy of the motion inductor values. The entropy is calculated over the
probability distribution function, p(ηi), generated from the motion induction values
within a spatial window of w × w macroblocks. The entropy values are low for
regions with coherent displacements and high for regions with random displacements,
and hence can be used to suppress the effect of motion inductor values resulting from
photometric distortions. The entropy ε[m,n] of η[m,n] values at [m,n] is calculated






where L is the number of distinct inductor values. We then multiply the relative
motion inductor at each macroblock, η[m,n], with the entropy calculated at the very
same macroblock. We will call the new product ς[m,n] the motion consistency index
calculated as
ς[m,n] = ε[m,n]η[m,n]. (14)
The spatial motion index map of (12) is shown in Figure 16(c). The darker values
over the left half indicate the spatial displacements attributable to the geometric
errors. The perceptual distortion arising from these geometric errors is presented in
form of visible misalignments, discontinuities and blur around overlapping areas and
across the seam of intersections. To account for this observation we calculate the
gradient of motion inductor values smoothed using a low pass Gaussian filter. This
can be achieved by calculating the gradient of the relative motion inductor values.

























The above function assigns higher coefficients across the seam of intersections and
the overlap areas as show in Figure 17. The spatial motion index is then computed
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κ = arg max
ς[m,n]λ[m,n]
{m,n|0 ≤ m ≤M, 0 ≤ n ≤ N}.
(17)
SI,J values range between 1 for minimum distortion and 0 for maximum distortion.
Figure 17: Gradient of image in Figure 16. The horizontal and vertical axis refer to the
horizontal and vertical dimensions of the image.
3.2.3 Edge-based structural index
The two indices presented so far capture the distortions in terms of changes in contrast
and luminance and pixel displacements in an image. Photometric and geometric
distortions might cause loss in structural information. Such information includes
degradation in texture quality or lost image components on intersection or overlapping
areas. Evaluating the structural similarity over edge maps instead of the actual images
leads to better correlation with subjective quality for SSIM [26]. Spatial edges are
defined as the locations of variations of intensity values and the relative intensity
values at these locations. When an image is blurred or quantized the locations of
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the spatial edges are preserved, but the intensity values of these edges change. In
geometric distortions such as translations and rotations the spatial edge locations
change where their relative intensity is preserved.
Hence, by comparing the local edge information we can capture the loss of struc-
tural information because of both photometric and geometric distortions. To calculate
the edge-based structural index we reuse the mapped texture randomness index. For








(1− |(TI [m,n]−TJ [m,n])
TI(m,n)
|), (18)
where TI [m,n] and TJ [m,n] are defined as in (10) for images I and J respectively.
EI,J values range between 1 for minimum distortion and 0 for maximum distortion.
It can be observed from Figure 16(d) that the structural losses represented by the
edge-based structural index are mainly concentrated on the blurred view at the right;
notice that the majority of the pixels are gray indicating structural losses. The figure
also shows some scattered dark pixels on the left side. These pixels are caused by
the geometric distortions. Geometric distortion preserves global structures, however
the positioning and orientation of the structure are changed. Structural losses in
geometric distortions may occasionally occur around a macroblock boundary in a low
structured region (the clouds region in the left view).
3.2.4 Multi-camera Image Quality Measure (MIQM)
The measures presented in the previous subsections can be combined over various
dimensions, or all dimensions, to yield a single measure that summarizes the visual
distortions in multi-view images. In this dissertation, MIQM is computed as the
multiplication of the aforementioned three index measures:
MIQMI,J = LCI,JSI,JEI,J . (19)
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The MIQM values range between 1 for minimum distortion and 0 for maximum
distortion.
3.3 Simulation results
Peak Signal-to Noise Ratio (PSNR) is the most widely used objective metric owing
to its low complexity and clear physical meaning. It quantifies the image quality by
measuring the error in intensity between two different images. SSIM proposed by
Wang et al. [52] is based on the assumption that the human visual system is highly






where lI,J and cI,J are defined in (5) and (6) respectively. sI,J is the structure com-
parison function of I and J computed on each macroblock. The matrix sI,J of all





where σIJ is the correlation coefficient between I and J . The correlation is cal-
culated on macroblock level. C3 is a constant included to avoid instability when the
denominator is close to zero. α , β and γ are three positive parameters used to ad-
just the relative importance of the three components. The overall image quality is
calculated as the mean of all SSIM values and it is referred to as the mean SSIM
(MSSIM )1.
Looking into the results shown in Figure 18, image Figure 18(a) and image Fig-
ure 18(b) are the original undistorted images. Both images Figure 18(c) and Fig-
ure 18(d) suffer from geometric distortions, however distortion in image Figure 18(d)
1For the rest of the paper we will use either MSSIM or SSIM but both refer to SSIM. The term
MSSIM is usually used in result evaluations to stress the fact that it is the mean SSIM.
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is hardly noticeable compared to the distortion in image Figure 18(c). When look-
ing into the MSSIM values we notice that MSSIM for image Figure 18(c) is much
higher than image Figure 18(d) which contradicts with the actual perceived quality.
Similarly when comparing image Figure 18(d) to image Figure 18(f) we notice that
Figure 18(f) has higher PSNR and MSSIM values implying image Figure 18(f) has
better quality when in fact image Figure 18(f) subjectively looks more distorted than
Figure 18(d). The same applies for PSNR values when comparing image Figure 18(e)
and image Figure 18(c). These examples show that objective values by quality mea-
sures such as MSSIM and PSNR designed to capture the quality of single-view images
contradict with the actual perceived quality of multi-camera images.
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(a) Original (No distortion): PSNR =∞, MSSIM
= 1, MIQM = 1
(b) Original (No distortion): PSNR =∞, MSSIM
= 1, MIQM = 1
(c) Perspective Distortion: PSNR = 19.4249 ,
MSSIM = 0.7511, MIQM = 0.6287
(d) Perspective Distortion: PSNR = 15.6490 ,
MSSIM = 0.4446, MIQM = 0.8223
(e) JPEG Distortion Q = 5: PSNR = 28.0633,
MSSIM = 0.8996, MIQM = 0.6214
(f) Gaussian Blur: PSNR = 23.3433 , MSSIM =
0.7384, MIQM = 0.6853
Figure 18: PSNR and MSSIM values for images with various distortion types.
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To test the performance of MIQM, we conducted an extensive subjective quality
assessment study. First, we produced a database of multi-camera images generated
using the techniques described earlier in the paper where various combinations of
geometric and photometric distortions were applied. For our tests we then prepared
a similar setup for subjective testing as in [89].
In these experiments, 22 human subjects were asked to assign each image with
a score indicating their assessment of the quality of that image. The subjects were
not screened for color blindness or vision problems, and their verbal expression of the
soundness of their (corrected) vision was considered sufficient. The participants were
young male and female students of engineering background but they had no previous
experience of multi-camera images 1. Their opinions on multi-camera image quality
may differ from those of people accustomed to this technology. We defined quality as
the extent to which the distortions were visible and annoying. In this experiment, a
total of 64 images out of which 7 were the reference images, were evaluated by student
volunteers, and the raw scores for each subject were processed to give Mean Opinion
scores (MOS ) and a Difference Mean Opinion Score (DMOS ) for each distorted image.
The test images had varying types and levels of distortions.
The parameter settings for our simulations in this dissertation are stated as follows.
The block size is s = 16, the motion search parameters are p = 7 and w = 9, and the
constants are C = 2.5, α1 = 128, α2 = 64, β1 = 10, and β2 = 100. Our simulations
have shown that a different choice of parameters does not significantly impact the
results. The Canny edge detection method was used for edge intensity calculations
in (9) and (18). Canny’s method is less sensitive to noise, and more likely to detect
true weak edges [90].
In the plots of Figure 19 and Figure 20 and in the results of Table 4 the DMOS
1There was a total of 18 male subjects and four female subjects. Nevertheless, gender difference
plays no role in quality of vision as reported in [89].
54
Table 2: Validation scores for different quality assessment methods. The methods tested
were PSNR, MSSIM, VIF,and MIQM. The methods were tested against DMOS from the
subjective study after a fitting into non-linear regression. The validation criteria are: root
mean squared error (RMSE), Pearson linear correlation coefficient (CC), Spearman rank
order correlation coefficient (ROCC), mean absolute error (MAE), and Outlier Ratio (OR).
RMSE CC ROCC MAE OR
PSNR 1.1249 0.2746 0.2147 0.8680 0.1475
MSSIM 0.9438 0.9487 0.5612 0.8749 0.2459
VIF 1.6718 0.5298 0.4034 1.3130 0.2951
MIQM 0.7014 0.9506 0.6671 0.6643 0.0819
scores obtained from the subjective experiments are compared against the multi-view
image quality measure (MIQM ), the peak signal-to noise ratio (PSNR), the mean
structural similarity (MSSIM ), and the visual information fidelity (VIF). MIQM,
PSNR, and MSSIM are as previously defined at the beginning of this section. Similar
to MIQM, PSNR, and MSSIM, VIF is a full-reference image quality that quantifies
the mutual information that is present in the reference image and how much of this
reference information can be extracted from the distorted image. VIF has shown to
perform better than MSSIM and PSNR for single-view images [91].
The scatter plots of DMOS versus the image quality ratings for four objective
quality measures (PSNR, MSSIM, VIF and MIQM ) are shown in Figure 19. The
lines in red indicate the outliers’ boundary and line in blue (middle) indicate the ideal
image quality rating. A point is considered an outlier if the distance from the ideal
is greater than twice the DMOS standard deviation [92]. The plots show that the
number of outlier points for MIQM is much less than those of PSNR, MSSIM, and
VIF. The plots in Figure 19 also show that the points outside the outlier points of
MIQM are very close to the boundaries and they all fall within a half DMOS standard
deviation. The percentage of outlier points in a quality measure is an indicator for
consistency. The results are a proof that MIQM ratings have less outlier points and
hence are significantly more consistent than the other quality measures.
55
















































































Figure 19: Scatter plots for the four objective quality criteria: (a) PSNR, (b) MSSIM, (c)
VIF, and (d) MIQM. The Image Quality Ratings were all scaled to the MOS range [0, 5]
for comparison. The lines in red indicate the outliers’ boundary and line in blue (middle)
indicate the ideal image quality rating. A point is considered an outlier if the distance
from the ideal is greater than twice the DMOS standard deviation [92]. In our results the
standard deviation of the DMOS values was: δDMOS = 0.8424.
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Table 4 shows the validations scores for the objective quality measures. Follow-
ing the VQEG recommendations in [92], the validation scores that are used in this
dissertation are the root mean squared error (RMSE), the Pearson linear correlation
coefficient (CC), the Spearman rank order correlation coefficient (ROCC), the mean
absolute error (MAE), and the Outlier Ratio (OR). These validation scores express
the relationships between each quality measure and the subjective ratings. A higher
CC and ROCC values mean an increased coherency for the objective quality measure
predictions. ROCC is also a metric used to evaluate the monotonicity of the objective
quality measure predictions. The RMSE and MAE on the other hand are measures
of accuracy of the predictions, where lower RMSE and MAE values mean a more
accurate predictions. Moreover, the Outlier Ratio (OR) is a measure of consistency
where values closer to zero indicate better consistency in the quality measure predic-
tions. The validations scores were calculated after fitting the results into nonlinear
regression function from [92]:
DMOSp = B1/(1 + exp(−B2× (IQR−B3))). (22)
Where IQR is the image quality rating obtained using the objective quality mea-
sures and DMOSp is the resulting predicted DMOS values. The fitting is done to
remove any nonlinearity caused by the subjective rating process and to allow compar-
ison of the quality measure in a common analysis space. The resulting curves after
applying the non-linear regression fit are shown in Figure 20. Looking into the curve
we notice that MIQM is the closest fit to the ideal image quality rating represented
by the middle 45% line.
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Figure 20: The image quality measure results after fitting the results into a non-linear
regression function (22). The resulting curves shows that MIQM is the closest fit to the
ideal quality rating. The Image Quality Ratings were all scaled to the MOS range [0, 5] for
comparison.
The results in Table 4 show that MIQM values have the least RMSE and MAE
values among all quality measures. In addition, the RMSE for MIQM is less than
the one standard deviation of the DMOS values (δDMOS = 0.8424) which actually
is an indication that MIQM is relatively an accurate prediction of image quality
for multi-camera systems. The Pearson linear correlation (CC) and Spearman rank
order correlation coefficient (ROCC) values for MIQM also outperform the three
other quality measures. CC values mean that MIQM is more coherent than VIF,
PSNR and MSSIM. ROCC values also indicate a significant gain in monotonicity of
quality predictions using MIQM over the closest quality measure MSSIM. The results
also show that MIQM has a significantly lower outlier ratio (OR) and therefore is the
most consistent quality measure among all the ones above.
Overall MIQM is the most accurate, coherent and consistent among the objective
measures represented in this dissertation for multi-camera images. The results also
show that PSNR has a lower OR value than MSSIM and VIF, which indicates that
PSNR is more consistent. MSSIM is second to MIQM in accuracy (RMSE and MAE)
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and coherency (CC and ROCC), but it comes at very big disadvantage in terms of
consistency (the outlier ratio). VIF is more coherent than PSNR; however it has
the least accuracy and consistency. We attribute this randomness in performance to
the fact that these measures, unlike MIQM, were actually designed for single camera
images where photometric distortion is spatially coherent and geometric distortions
are not significant, which is not the case in multi-view images.
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CHAPTER IV
3D VIDEO QUALITY MEASUREMENT
In this chapter, we introduce a new objective visual quality measure for DIBR-based
3D videos, 3VQM: 3D Video Quality Measure. 3VQM estimates elements of the vi-
sual discomfort in DIBR-synthesized stereoscopic videos, based on the ideal-depth
estimate. The ideal depth is a new concept that we define as the per pixel depth
that will generate a DIBR-based distortion-free 3D video. In this chapter, we will
further explain the ideal depth and demonstrate how to derive it in both full-reference
and no-reference cases. We will introduce three distortion measures that can be used
to quantify three elements of visual discomfort. These distortion measures can be
derived from the ideal depth. We combine these distortion measures into a new full-
reference and no-reference visual quality measure for DIBR-based 3D videos, FR-3VQM
and NR-3VQM, respectively. The proposed measures will be evaluated against subjec-
tive scores and compared against contemporary quality measurement techniques.
We propose three distortion measures to evaluate the temporal and spatial varia-
tion of the depth errors that lead to inconsistencies between the left and right view,
fast changing disparities, and geometric distortions. These measures are the spa-
tial outliers (SO), temporal outliers (TO), and temporal inconsistencies (TI). As most
of the quality measures in literature have focused on stereoscopic quality for video
compression and the quality measures that considered the quality of synthesized 3D
videos using depth based rendering have not considered the multitude of variables
that would result in visual discomfort. Among these variables are excessive dispari-
ties, fast changing disparities, geometric distortions, temporal flickering, and spatial
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noise in the form of depth cues inconsistency. In contrast, 3VQM is a quality mea-
sure for synthesized stereoscopic videos generated by DIBR that takes these variables
into consideration. The main component of 3VQM is the ideal depth, which will be
presented in section 4.1.
4.1 Ideal-depth estimation
Video quality assessment can be classified into full-reference, reduced reference, and
no-reference quality measures. In a 2D video full-reference case both the original video
sequence from the sender side and the corresponding processed video sequence at the
receiver side are available for evaluation. In such cases, there is an implicit assumption
that the original video sequence at the sender side is distortion free. Similarly, in a
full-reference quality assessment for DIBR-based stereoscopic 3D video (as shown in
Figure 21) both captured color videos for stereoscopic views (captured color video
view 1 and view 2 in Figure 21) and one depth map (captured depth video for view
1 in Figure 21) from the sender side are available for evaluation. Given these videos,
the quality of DIBR-based stereoscopic 3D video could be measured by evaluating
one or more of the following:
1. The distortions in the synthesized color video at the receiver side (synthesized
color video view 2 in Figure 21) as compared to the corresponding view at the
sender side (captured color video of view 2 at Figure 21).
2. The distortions in the received or processed color video at the receiver side
(output/distorted color video view 1 in Figure 21) as compared to the corre-
sponding captured view at the sender side (captured color video of view 1 at
Figure 21).
3. And the distortions in the received or processed depth at the receiver side
(output/distorted depth video view 1 in Figure 21) as compared to the captured
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3D Capture and   Depth Generation
Sender Side
Receiver Side
Figure 21: In a DIBR-based setting the depth is usually captured by an active sensor(time
of flight(TOF) sensor) or by a passive sensor using stereo matching.
By using any of the aforementioned options, there is an implicit assumption that
the captured color and/or depth videos at the sender side are distortion free. This
assumption could be valid for the color videos given that these videos are captured by
high quality cameras but, yet this is still considered to be not accurate. The latter is
resulting from the fact that defining subjectively what qualifies as a good stereoscopic
experience is still an ongoing subject of research by many, including the international
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standardization committees.
It is neither valid nor accurate to assume that the captured depth video sequences
at the sender side are distortion free. The current depth video capturing or sens-
ing technology is noisy, inaccurate and unreliable [27]. Depth video can be either
captured using a passive sensor that extracts depth through disparity estimations
using stereo matching techniques, or by using an active sensor such as time-of-flight
(TOF) camera. Passive sensors are particularly inaccurate around non-textured and
featureless regions because they lack visual information which makes it difficult to
establish correspondence across the views of multiple cameras. On the other hand,
active sensors have a very low resolution and tend to be very noisy around textured
regions [27]. As a result, the captured depth cannot be a valid reference for quality
evaluation because the noises introduced by the capturing device increase the qual-
ity degradation through other sources of noise such as wrong estimations, numerical
rounding, and compression artifacts introduced during the the processing pipeline.
We define the quality of experience by the amount of visual discomfort that the
stereoscopic video might cause to the observer. Visual discomfort in synthesized
stereoscopic videos using DIBR is mainly caused by depth map noise. Depth map
noise usually leads to inaccurate relocation of pixels during the wrapping process,
which can result with synthesized videos that suffer from excessive disparities, fast
changing disparities, geometric distortions, temporal flickering and/or spatial noise
in the form of depth cues inconsistency. Hence, measuring the amount of visual
discomfort caused by depth map noise requires a reference depth that is free of noise
to serve as the basis of our analysis. An ideal reference for quality assessment is
the per pixel depth that would generate a distortion-free virtual view, assuming that
same reference image and same DIBR parameters. We will refer to this depth as the
ideal depth. A conceptual illustration for ideal depth is shown in Figure 22. The ideal
depth constitutes an excellent reference for our quality evaluation because it meets
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the following properties:
• The ideal depth is free of the noises introduced by the capturing devices and
the processing pipeline.
• The ideal depth generates a distortion free synthesized color video using DIBR.
• Also, because the ideal depth is estimated from the captured color video, the
ideal depth is a valid reference to evaluate non-depth related distortions, such
as distortions caused by the hole-filling algorithm and/or the colored video
compression.
In the following subsections, we will describe how to estimate the ideal depth in a
full-reference case and in a no-reference case.
Figure 22: Ideal depth is the depth map that will generate the distortion-free image given
the same reference image and DIBR parameters (B, s, Fv, h).
4.1.1 Ideal-depth estimation in a full-reference case
The ideal depth estimations in the full-reference case is a function of captured color
video for the view to be interpolated (captured color video for view 2 in Figure 21)
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from the sender side, the received depth map (output/distorted depth video for view
1 in Figure 21) and the synthesized color video (synthesized color video for view 2 in
Figure 21) from the receiver side. The ideal depth estimate can be derived as follows:
1. Using the 3D wrapping equation in (1), we first express the horizontal coordi-
nate X̄v vector of the synthesized virtual view as a function of the horizontal
coordinate vector of the reference view X̄r:




2. Similarly, the horizontal coordinate vector of that view X̄o can be expressed as
a function of the horizontal coordinate vector X̄r of the the reference view:




where Z̄IDEAL is the ideal depth map vector to be estimated. The distortion
free view is assumed to be the captured color video (captured color video for
view 2 in Figure 21).
3. By subtracting (24) from (23) and then performing direct substitution, the ideal
depth vector Z̄IDEAL can be expressed as:
Z̄IDEAL =
sFvB
(X̄o − X̄v) + sFvBZ̄
(25)
4. Calculating (Xo−Xv) in equation (25) is non-trivial. However, calculating the
intensity variation (Io − Iv) is simpler and produces a more accurate results
than the horizontal shift (Xo − Xv). Hence, to estimate ZIDEAL we need to
derive a relationship between the intensity variation and the horizontal shift.
In [67] the relation between the sum of squared differences (SSD) of the original
video frame and its horizontal translations has been shown to be linear. Based
on this observation, we were able to prove that the horizontal shift values for
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each pixel location can be estimated in terms of the intensity variations as
follows: ∆Ī ≈ α∆X̄ for a small horizontal shift ∆X̄, where α is a constant.
The proof of the latter is discussed in section 4.1.3. The ideal depth can now
be estimated from the rendered virtual view intensity vector Īv, the distortion
free view intensity vector Īo, the received depth map Z̄ vector, focal length Fv,
and the baseline B as:
Z̄IDEAL ≈
sFvB
α(Īo − Īv) + sFvBZ̄
(26)
Now that we have derived the ideal-depth estimate for a full-reference case, we
will next demonstrate how to derive it in a no-reference case.
4.1.2 Ideal-depth estimation in a no-reference case
The ideal depth estimation for the no-reference case is different from the full-reference
case. In a no-reference case, no information from the sender is available for evaluation.
Therefore, the derivation for the no-reference ideal depth estimate proceeds as follows:
1. Equation (26) is the full-reference ideal depth estimate. In the no-reference
case, Īo is not available for evaluation; therefore, we cannot explicitly derive
the ideal depth map. Instead, we need to derive the ideal depth by estimating
the intensity variation vector (Īo− Īv) from the intensity vector of the rendered
virtual image Īv, and the intensity vector Īr of the received reference image
(synthesized color video for view 2 and output/distorted depth video for view
1 in Figure 21) . If we assume this function to be f(Īv, Īr), then the ideal depth
can be expressed as a function of f(Īv, Īr) as follows:
Z̄IDEAL ≈
sFvB





2. The intensity vector Īr of the received reference image (output/processed color
video for view 1) is the closest in computational features to Īo among the
available videos at the receiver side. However, before calculating the intensity
variation for equation (27) we need to correct for the horizontal disparity be-
tween Īr and Īo. Therefore, the function f(Īv, Īr) is calculated as the difference
in intensity between each block in the reference view Īr and the corresponding
block in the rendered virtual view Īv, after applying a horizontal shift to the
blocks of the reference view. Z̄IDEAL can then be calculated in an algorithmic
manner as shown in Algorithm 1.
Algorithm 1 Ideal depth approximation.
d is variable initialized as the block size
for i = 1 to imagewidth step d do
for j = 1 to imageheight step d do
D = Z[i to i+ d, j to j + d]
m = mean(D)
Iref = Ir[i to i+ d, j +m to j + d+m]
Iver = Iv[i to i+ d, j to j + d]
f [i to i+ d, j to j + d] = Iref - Iver






The choice of the block size d does affect the noise level in the estimated ideal
depth. This effect will be discussed in the results section.
Now that we have derived the ideal-depth estimate, the next step is to calculate
the distortion measures that would evaluate different elements of visual discomfort
in the DIBR generated 3D video as a function of the estimated ideal depth map and
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the received depth map. These distortion measures capture the visual distortions
resulting from the errors caused by bad pixels in the depth maps from stereo matching
and/or compression, as well as the errors caused by post processing of the synthesized
colored video itself, such as hole-filling and colored video compression.
4.1.3 Relationship between small intensity change and small horizontal
shift
In [67] the relationship between the sum of squared differences (SSD) of the original
video frame and its horizontal translations has been shown to be linear. In this
section, we will prove that the relationship between ∆X̄, the small horizontal shift
values for each pixel location, and ∆Ī, the intensity or luminance variations, can be
expressed as ∆Ī ≈ α∆X̄, where α is a constant. The intensity or luminance of an
image can be expressed as a function of the horizontal and vertical coordinates (X̄, Ȳ )
as follows:
Ī = f(X̄, Ȳ ). (28)
Because we are only looking for variations along the horizontal coordinates, Ī can
be expressed in terms of X̄ only where Ȳ is assumed to be fixed, as follows:
Ī = f(X̄). (29)
If we apply a Taylor series expansion of (29) in the neighborhood of zero, then
(29) can be written as follows:









X̄3 + ... (30)












Subtracting (31) from (30) yields the following:






(2X̄∆X̄ + (∆X̄)2) + ... (32)







(2X̄∆X̄ + (∆X̄)2) + ... (33)
Hence, to derive the relationship between ∆Ī and ∆X̄ we need to look at the
two coefficients that multiply ∆X̄ and (2X̄∆X̄ + (∆X̄)2) in (33). We ran a set
of simulations on a database of stereoscopic images and videos. For each image or






). In Figure 23 we have chosen the plots
for four images and video frames that consist of variations in depth and texture
distributions. These sequences are the Pantomime and Cafe video sequences [93],
the Ballet sequence [94], and the Art sequence [95]. The Pantomime video sequence
has a medium complex depth and a largely smooth texture structure. The Cafe video
sequence has a larger depth distribution and a medium complex texture structure.The
Ballet video sequence has a complex depth and a smooth texture structure. The Art
image sequence has both a complex depth and a complex texture structure.






for each image and video frame.
Analysis of the results reveals that f
′(0)
1!







mostly zeros for greater than 33.34% of the rows. Also, from these results we may
infer that for a small ∆X̄ the term (f
′′(0)
2!




(∆X̄) and hence the former can be assumed to be zero. This can be also
confirmed by looking at the plots of Figure 24 and Figure 25. In these figures, we
plotted the two terms for least (∆X̄ = 1) and most (∆X̄ = 16) against the horizonal
coordinate X, where X is confined to a vector of size 16. The gradient values here
are for the middle rows of the images.






which is also the linear approximation of ∆Ī. It is then valid to assume ∆Ī ≈
α∆X̄, where α is a constant. The latter statement implies that for small shifts along
the horizontal axis the change of intensity tends to be proportional to the shift. This
statement is true for most natural images, with the exception of areas around sharp
edges.
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Figure 23: Plots of the first gradient and the second gradient divided by 2 for the Pan-
tomime and Cafe video sequences [93], the Ballet sequence [94], and the Art sequence [95].
Pantomime sequence: percentage of second gradient at 0 that are 0′s is 52.44%. Ballet
sequence: percentage of second gradient at 0 that are 0′s is 87.33%. Cafe: percentage of
second gradient at 0 that are 0′s is 45.44%. Art : percentage of second gradient at 0 that
are 0′s is 34.43%
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f’(0) * ∆ x
 f’’(0) *( (∆ x)2 +2* x *∆ x)/ 2
(a) Pantomime






















f’(0) * ∆ x
 f’’(0) *( (∆ x)2 +2* x *∆ x)/ 2
(b) Ballet




















f’(0) * ∆ x
 f’’(0) *( (∆ x)2 +2* x *∆ x)/ 2
(c) Cafe




















f’(0) * ∆ x
 f’’(0) *( (∆ x)2 +2* x *∆ x)/ 2
(d) Art
Figure 24: Plot the two terms of equation (33) for the least horizontal variations (∆X̄ = 1)
against the horizonal coordinate X, where X is confined to a vector of size 16.
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f’(0) * ∆ x
 f’’(0) *( (∆ x)2 +2* x *∆ x)/ 2
(c) Cafe























f’(0) * ∆ x
 f’’(0) *( (∆ x)2 +2* x *∆ x)/ 2
(d) Art
Figure 25: Plot the two terms of equation (33) for the most horizontal variations (∆X̄ =
16) against the horizonal coordinate X, where X is confined to a vector of size 16.
4.2 Distortion metrics
Up to this point, we have derived an estimation of the ideal depth. In what follows,
we will use the ideal depth to derive the distortion metrics that account for visual dis-
comfort in the synthesized video. We start by defining the term ∆Z, as the difference
between the ideal depth and the received depth, which can be expressed as follows:
∆Z = |ZIDEAL − Z|. (35)
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When the value of ∆Z is zero at a certain pixel location, then the corresponding
pixel location is distortion free. However, a non-zero value of ∆Z does not neces-
sarily mean that there is a visible distortion at that pixel location. For instance, a
consistent (uniform) error over a specific depth plane will cause the whole plane to be
shifted in one direction, and the perceptual effect of such an error is a slight increase
or decrease in the perceived depth. This slight increase or decrease does not con-
stitute a perceptible visual distortion. The latter is spatially uniform and originates
from inaccuracies in the wrapping equation as well as inherited approximation in the
camera modeling parameters. Otherwise, a non-zero value of ∆Z does constitute a
visual distortion in the synthesized video. Such visual distortions are the sources of
the visual discomfort experienced by the end user.
To measure visual discomfort, we define three distortion metrics: the spatial out-
liers (SO), temporal outliers(TO), and temporal inconsistencies(TI).
4.2.1 Spatial outliers (SO)
A non-zero set of values of ∆Z, with non-uniform distribution over a depth plane,
results in relocation of color pixel/blocks during the wrapping process to an alien
position. The visual effect of these errors on the synthesized view is spatially noticeable
around texture areas, and results in visual discomfort in the form of inconsistent depth
cues (unmatched object colors) and geometric distortions.
These spatial inconsistencies can be quantified through the spatial outliers (SO),
calculated as the standard deviation of ∆Z:
SO = STD(∆Z) (36)
The standard deviation in this case separates the spatially visible distortions
caused by non-zero ∆Z from the perceptually non-significant ∆Z’s. In Figure 26,
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a frame from a DIBR generated video is shown. The original stereo video was cap-
tured by Point Grey’s Bumblebee2 Camera, and then the depth map sequence was
generated using stereo matching. The depth was then used to obtain a DIBR-based
estimate of the right-view video. When viewing the chosen frame, we see that there
are distortions around the hand, the paper, the head, and on the wall in background.
These distortions are caused by both the errors in the depth maps as well as by the
hole filling algorithm. The SO map of the frame in Figure 26 is shown in Figure 27(a).
The spatial distortions were all captured by SO in addition to the edges where a plane
shift occurs. The latter is not a source of visual distortion; however, it can be filtered
using the temporal outliers described next.
Figure 26: A single frame chosen from a right view video generated through DIBR. The
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Figure 27: Distortion measures for the frame shown in Figure 26.
4.2.2 Temporal outliers (TO)
The temporal variation of ∆Z is also another indicator of visual distortion resulting
in visual discomfort. A temporally inconsistent ∆Z indicates random pixel relocation
during the wrapping process or inconsistency in the hole filling algorithm, which is
spatially noticeable around textured areas in the form of significant intensity changes,
and around flat regions in the form of flickering.
Therefore, we define the temporal outliers (TO) metric as the standard deviation
of the change in ∆Z for two consecutive frames:
TO = STD(∆Zt+1 −∆Zt) (37)
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The error introduced by depth map noise is temporally inconsistent, while a non-
zero ∆Z around an edge of plane change will be temporally consistent because the
same wrapping parameters were used to generate both frames. By using the standard
deviation, the temporal outliers filters out the edginess in SO and will only keep the
visible distortions from depth map errors and hole filling. This can also be observed
by looking into the TO map of the Figure 26 as shown in Figure 27(b) where the
edginess is no longer part of the captured distortion.
4.2.3 Temporal inconsistencies (TI)
Excessive disparities and fast changing disparities are another source of visual dis-
comfort and are mainly caused by errors in stereo matching, hole-filling algorithms
and depth compression. These distortions are also observed in the form of flickering
which is usually observed around smoothly textured areas and noise around highly
structured regions. We will refer to this measure as the temporal inconsistencies
metric (TI) and it can be derived as:
TI = STD(Zt+1 − Zt) (38)
The TI map of the frame in Figure 26 is shown in Figure 27(c). The map shows
that TI captures all of the flickering on the wall in the background. This flickering
is caused by inconsistencies in the hole-filling algorithm. TI also captures the fast-
changing noises that were not captured by the spatial outliers earlier.
4.3 3VQM
The artifacts leading to visual discomfort in DIBR-based stereoscopic videos are cap-
tured by at least one of the three measures introduced above. We combined the
three measures into one 3D vision-based quality measure for stereoscopic DIBR-based
videos as follows:
3VQM = K(1− SO(SO ∩TO))a(1−TI)b(1−TO)c (39)
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where SO, TO, and TI are normalized to the range 0 to 1 and a, b, and c are constants
which were determined by running a few training sequences. (SO∩TO) is the logical
intersection of SO and TO included in the equation to avoid accounting the outlier
distortion more than once 1. K is a constant for scaling where 3VQM ranges from 0
for lowest quality to K for highest quality. The overall quality measure is calculated as
the mean of the values in the matrix 3VQM. If 3VQM is calculated on ideal depth
derived from a full-reference case, it will be referred to as FR-3VQM; otherwise,
if it is derived from a no-reference case, it will be referred to as NR-3VQM. The
FR-3VQM map of the frame in Figure 26 is shown in Figure 27(d).
4.4 Experimental results
In order to test the performance of 3VQM, we conducted an extensive subjective
quality assessment study. First we produced a database of DIBR generated video
sequences. The original video sequences used are a combination of MPEG sequences
[93] and sequences captured using Point Grey’s Bumblebee2 Camera. To simulate
different types of color and depth video distortions , the sequences were processed
by three different applications: depth and colored video H.264 based compression,
depth estimation (stereo matching), and depth from 2D to 3D conversion using color
information [96]. The experiments were conducted using a Samsung 2233RZ display
with the shutter glass solution from NVIDIA. The testing conditions were chosen
to be consistent with the new requirements for subjective video quality assessment
methodologies for 3DTV described in [60]. In these experiments, we recruited 20
volunteers who were mostly engineers with little to no previous experience of 3D
video processing. Each volunteer was asked to assign each video sequence with a
score indicating his/her assessment of the quality of that video. The subjects were
not screened for color blindness or vision problems, and their verbal expression of
1For numerical values all nonzero values in the ∩ are considered as 1’s
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the soundness of their (corrected) vision was considered sufficient. The quality was
defined as the extent to which the distortions were visible and annoying. The raw
scores for each subject were collected and processed to give Mean Opinion Scores
(MOS) and a Difference Mean Opinion Score (DMOS) for each distorted video. The
tested videos included a total of 31 video sequences, each lasting a total of 30 seconds
in length. The DMOS results for the video sequences were divided into two groups. For
the 21 video sequences of first group, we had both the reference distortion-free video
and the original depth (before processing) and therefore the objective quality was
measured using the full-reference measure. However, for the 10 video sequences of
the second group, we had no information regarding the original depth or the reference
distortion-free videos. As a result, the objective quality of the second group was
measured using the no-reference measure. Figure 28 shows the scatter plot for both
the (FR-3VQM) and the (NR-3VQM) measures versus DMOS. To give the values
of the 3VQM a meaningful representation as well as making it easier to compare to
the MOS values, we have set K = 5 in (39). The constants a, b and c were determined
after a small training experiment conducted using three video sequences in which
three different volunteers were asked to rate the synthesized videos. The synthesized
videos used in the training experiment were not used in the subjective experiment
and the volunteers who evaluated the training sequence were not asked to perform the
subjective experiments, so that we could ensure that our results would be unbaised.
Consequently, the constants were set to the following values: a = 8, b = 8, and c = 6.
The results in Figure 28 show that both FR-3VQM and NR-3VQM objective
ratings are inside the outlier boundary defined by the quality ratings that are greater
than two DMOS standard deviations away from the ideal rating. We also notice that al-
most more than 80% of the objective ratings fall inside the one σDMOS boundary. The
latter means that the 3VQM measure is significantly consistent with the subjective
scores and has no outliers.
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Figure 28: Scatter plots for both the full-reference measure 3VQM and the no-reference
measure NR-3VQM (d = 5).
We compared the performance of 3VQM against three quality measures. The first
quality measure is the average PSNR which is calculated as the average PSNR of
the left and right view. The second quality measure is the weighted average PSNR
proposed in [33]. Finally, the third quality measure is the average structural similarity
(SSIM) of the left and right image [52]. The scatter plots of DMOS versus the
image quality ratings for the four objective quality measures (average PSNR, weighted
average PSNR, average SSIM, and 3VQM ) are shown in Figure 29. The dashed lines
with dots in blue indicate the outliers’ boundary and straight line in blue (middle)
indicate the ideal image quality rating. A point is considered an outlier if the distance
from the ideal is greater than twice the DMOS standard deviation [92]. The plots
show that while 3VQM has no outlier points, the other measures do have points
outside the outlier boundaries. The percentage of outlier points in a quality measure
is an indicator of consistency. The results are a proof that 3VQM ratings have no
outlier points and hence, are significantly more consistent than the other quality
measures. The plots in Figure 29 also show that the 3VQM values are distributed
almost evenly from bad to excellent (1 through 5), thus indicating coherent results.
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Table 4 shows the validation scores for the objective quality measures. Follow-
ing the VQEG recommendations in [92], the validation scores that are used in this
dissertation are the root mean squared error (RMSE), the Pearson linear correlation
coefficient (CC), the Spearman rank order correlation coefficient (ROCC), the mean
absolute error (MAE), and the Outlier Ratio (OR). These validation scores express
the relationships between each quality measure and the subjective ratings. A higher
CC and ROCC values mean an increased coherency for the objective quality measure
predictions. ROCC is also a metric used to evaluate the monotonicity of the objective
quality measure predictions. On the other hand, the RMSE and MAE are measures
of accuracy of the predictions; lower RMSE and MAE values mean a more accurate
predictions. Moreover, the Outlier Ratio (OR) is a measure of consistency where
values closer to zero indicate better consistency in the quality measure predictions.
In the Table 4 we also compare the validation scores of the NR-3VQM as we increase
the block size d. The results indicate that as the value of d increases the root means
quare error (RMSE) of the subjective results and the no-reference measure increase
as well. Moreover, as the block size increases, the percentage of outliers increases.
Nevertheless, as seen in our experiments, a block size of d = 2 or d = 5 has a low RMSE,
high correlation values, and no outliers. These results are because as we increase the
block size d, the horizontal shift applied to the block in the reference view Īr will
less likely correspond to the right block in the rendered virtual view Īv. The results
in Table 4 also show that the no-reference measure value for d = 2 has lower RMSE
and MAE values, but slightly lower correlation values. This indicates that for d = 2
no-reference measure has a high accuracy, but is slightly less coherent than full-
reference. With d = 5, the RMSE and MAE values are higher; however, both Pearson
linear correlation coefficient (CC) and Spearman rank order correlation coefficient
(ROCC) values improved. We can see that the no-reference measure with d = 5 is
more coherent and closer in performance to the full-reference. Outlier ratio is zero
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except at d = 100, because the correlation is eliminated at a large block size. For
small block sizes, the outlier ratio indicates very consistent quality predictions for
the no-reference measure for small block size values. The validation scores in Table
4 for the combination of the full-reference and the no-reference measures reveals that
the ideal depth evaluation for visual discomfort yields a very accurate, coherent, and
consistent objective quality prediction for DIBR-based stereoscopic videos.
The results in Table 3 show that the 3VQM values represented by FR-3VQM
and NR-3VQM (d = 5) have the least RMSE and MAE values among all other
objective quality measures. In addition, the RMSE for 3VQM is less than one stan-
dard deviation of the DMOS values (δDMOS = 0.7885), which is an indication that
3VQM is relatively an accurate prediction of the quality for DIBR-based 3D videos.
The Pearson linear correlation (CC) and Spearman rank order correlation coefficient
(ROCC) values for 3VQM also outperform the three other quality measures. CC val-
ues mean that 3VQM is more coherent than average PSNR, weighted average PSNR,
and average SSIM. ROCC values also indicate a significant gain in monotonicity of
quality predictions using 3VQM over the closest quality measure average SSIM. The
results also show that 3VQM has a zero outlier ratio (OR) and therefore is the most
consistent quality measure among all the aforementioned quality measures.
Overall FR-3VQM is the most accurate, coherent, and consistent among all of the
objective measures represented in this chapter. The results also show that average
SSIM has a lower OR value than average PSNR and weighted average PSNR, which
indicates that average SSIM is more consistent. Average SSIM is second to 3VQM
in accuracy (RMSE and MAE); however, average SSIM has the least coherency (CC
and ROCC).
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Table 3: Validation scores for the full-reference, the no-reference, and the combination
of both the full-reference and the no-reference measures. The validation criteria are: root
mean squared error(RMS), Pearson linear correlation coefficient (CC), Spearman rank order
correlation coefficient (ROCC), mean absolute error (MAE), Outlier Ratio (OR) and the
standard deviation of the DMOS values σDMOS .
RMSE CC ROCC MAE OR σDMOS
Average
PSNR




0.9354 0.7546 0.7766 0.7899 0.1944 0.7885
Average
SSIM
0.8062 0.5979 0.542 0.6213 0.1299 0.7885
FR-3VQM 0.6158 0.8942 0.7890 0.5173 0 1.0082
NR-3VQM
(d = 2)
0.5870 0.8529 0.1180 0.5094 0 0.6652
NR-3VQM
(d = 5)
0.6384 0.8662 0.4445 0.5551 0 0.6652
NR-3VQM
(d = 10)
0.7139 0.8762 0.1180 0.6440 0 0.6652
NR-3VQM
(d = 100)





0.6875 0.8728 0.7894 0.5967 0 0.7885
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Figure 29: Scatter plots for the four objective quality criteria: (a) Average PSNR, (b)
Weighted Average PSNR,(c) Average SSIM, and (d) 3VQM. The Image Quality Ratings
were all scaled to the MOS range [0, 5] for comparison. The dashed lines with dots in blue
indicate the outliers’ boundary and the straight line in blue (middle) indicate the ideal
image quality rating. A point is considered an outlier if the distance from the ideal is
greater than twice the DMOS standard deviation [92]. The DMOS standard deviation line
is shown in dashed red.
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CHAPTER V
HIERARCHICAL HOLE-FILLING FOR DEPTH-BASED
VIEW SYNTHESIS IN FTV AND 3D VIDEO
In this chapter we will introduce a new hole-filling approach for DIBR. This approach
requires no preprocessing of the depth map and is referred to as hierarchal hole-filling
(HHF). HHF uses a lower resolution estimates of the 3D wrapped image in a pyramid-
like structure. The image sequences in the pyramid is produced through a pseudo
zero canceling plus Gaussian filtering of the wrapped image. We also propose a
depth-adaptive HHF, which incorporates the depth information to produce a higher
resolution rendering around previously occluded areas. We will present experimental
results showing that HHF and depth-adaptive HHF yield virtual images and stereoscopic
videos that are free of any geometric distortions and a better rendering quality both
subjectively and objectively than traditional hole-filling approaches.
5.1 Hierarchical hole-filling
The diagram in Figure 30 illustrates our (HHF) approach. In this approach, we produce
a lower resolution estimates of the 3D wrapped image. Producing the lower resolution
estimates involve a pseudo Gaussian plus zero canceling filtering (Reduce) of the
wrapped image, the Gaussian filter only includes a non-zero values in a 5× 5 block.
This operation is repeated as long as there are holes in the image. Then starting from
the lowest resolution hole-free estimate, we expand it and then use the pixel values
to fill in the hole in the higher resolution image. The procedure is repeated until



















Figure 30: Hierarchical approach for hole-filling. Arrows marked in red refer to a Reduce
operation. Arrows marked in blue refer to an Expand operation. Arrows marked in green
refer to a Fill operation. The order of HHF processes execution from the starting image
following the arrow path.
In what follows we provide a detailed step by step explanation of our HHF algo-
rithm:
• Step 1: Starting with the 3D wrapped image R0, we produce a sequence of low-
passed filtered image sequences R0, R1, ...,RN using a pseudo Gaussian plus
zero elimination filtering operation (Reduce). R1 is a reduced version of R0 in
which the resolution, sample density and the holes are decreased. Similarly, R2
is formed as a reduced version of R1, and so on. Filtering is done through a
generating Gaussian pyramid in which the zero’s or the holes do not influence the
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calculations. The Reduce operation is further explained in the next subsection.
The number of reduced images is dependent on the size of the holes. The image
should be reduced as long as there are visible holes in the image. In practice we
found that N = 3 is sufficient to achieve that goal for high-definition resolution.
• Step 2: Starting from the most reduced hole-free image RN we apply an Expand
operation to get a interpolated image EN−1 of a size equal to RN−1’s size.
Expand operation is defined as a reverse of the Reduce operation. Expand
operation is further explained in subsection 5.1.2.
• Step 3: Fill in the holes in RN−1 by replacing them by the corresponding pixel
in EN−1. The resulting HHF image is FN−1. Fill operation is further explained
in subsection 5.1.3.
• Step 4: Repeat Steps 2 and 3 with FN−1, FN−2...F0 now being the starting
image.
5.1.1 Reduce
The Reduce operation performs a 5 × 5 averaging filter to produce a down-sampled
images as in [97], however the averaging is only done over the non-zero values in the
sliding window. Each value within image R1 is computed as a weighted average of
over the non-zero values in R0 within a 5 × 5 window. The only exception is when
all the values in the window are all zeros then the Reduce will result in a zero value.
Each value within R2 is then obtained from values within R1 by applying the same
pattern of weights. The process will eventually end up gradually reducing the number
of holes as we proceed from Rk to Rk+1 for 0 < k < N −1. A 5×5 filter size provides
adequate filtering at low computational cost. Letting R0 be the original image then
R1 and Rk+1 in general are computed using the following relation:
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Rk+1 = Reduce(Rk) (40)
For each pixel [m,n] in Rk+1 we define Am,n as the 5× 5 matrix:
Am,n =

Rk[2m+ 1, 2n+ 1], ..... Rk[2m+ 1, 2n+ 5]
Rk[2m+ 2, 2n+ 1], ..... Rk[2m+ 2, 2n+ 5]
Rk[2m+ 3, 2n+ 1], ..... Rk[2m+ 3, 2n+ 5]
Rk[2m+ 4, 2n+ 1], ..... Rk[2m+ 4, 2n+ 5]
Rk[2m+ 5, 2n+ 1], ..... Rk[2m+ 5, 2n+ 5]

(41)
We define nz(Am,n) as the number of non-zeros in matrix Am,n and w as the 5× 5














, if nz(Am,n) < 25
0, if nz(Am,n) = 0
(42)
5.1.2 Expand
The Expand operation is a linear interpolation defined for k > 0 as follows [97]:
Ek = Expand(Ek+1) (43)

















are integers contribute to the sum.
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5.1.3 Fill
The Fill operation replaces the holes in a reduced image by the expanded hole-free
version and is defined for a pair Rk and Ek as follows:
Fk = Fill(Rk, Ek) (45)
For a pixel [m,n] Fill translates to:
Fk[m,n] =
 Ek[m,n], if Rk[m,n] = 0Rk[m,n], Otherwise (46)
Figure 31 shows a set of wrapped virtual images before and after applying HHF.
In these three examples the disocclusion in the wrapped images is totally eliminated
as a result of applying HHF and no further hole-filling is required. The results show
that HHF also eliminates the noise resulting from bad pixels in the depth map.
HHF may introduce a slight blurry regions around previously disoccluded areas as
shown in Figure 32. Our subjective experiments have shown that this slight blur
is hardly noticeable in the synthesized stereoscopic videos. Nevertheless, to avoid a
possible stereoscopic visual fatigue in the next section we present a depth-adaptive
HHF approach that would produce a higher resolution hole-filling.
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Figure 32: Zoomed in cut of Aloe after HHF in Figure 31(d).
5.2 Depth-adaptive hierarchical hole-filling
Figure 33 shows a diagram representing our depth-adaptive hierarchal hole filling
approach. As a first step the 3D wrapping is applied for both the colored image
and depth map image. Then the wrapped depth map is used to generate a depth
weighted color image through the depth-adaptive preprocessing of the wrapped color
image. The resulting depth processed image is then used as the starting image for
(HHF). The pixels estimated by applying HHF on the processed image are then used
to fill holes in the wrapped image. In what follows we will first explain the depth-
adaptive preprocessing and then we will the explain the steps involved in HHF given


















Depth Adaptive Hierarchal Hole Filling
Figure 33: Block Diagram for DIBR with Depth Adaptive Hierarchal Hole Filling.
5.2.1 Depth-adaptive preprocessing
In order to enhance the resolution around the depth plane transitions a preprocessing
step is necessary. The areas surrounding the disocclusions are not just random regions
of an image. Since disocclusion occurs around edges of depth transition, these areas
are composed of a combination of background and foreground pixels. The disoccluded
areas are most likely to resemble the areas belonging to the background than the
foreground. In the previous sections we have shown that foreground information can
be blended with the background in a hierarchical fashion to create a seamless and
natural looking synthesized views. The blur introduced around the edges is due to
the fact that both background and the foreground pixels are given the same weight
in the calculations. Hence, this blur can be reduced by assigning higher weights to





(1− exp(−|(βmax + δ)
D[i, j]
|). (47)
Where w[i, j] is the assigned weight at pixel location [i, j] and D[i, j] is the dispar-



















(βcenter) + βmin. (51)
In here βmin, βmax and βcenter are respectively the minimum disparity, maximum
disparity and the central disparity. The central disparity is the average of the mini-
mum and maximum disparities.
Figure 34 shows the plot of weighting coefficients as a function of the a full dispar-
ity range [0, 255]. In practice this range depends on the image itself as the minimum
and maximum disparity may vary. The mapping is not random and all the coefficients
in the equations have been chosen to meet the following constraints:
1. Pixels with low disparity values that are close to the minimum are considered
background information and given higher weights. The weights assigned are
slightly larger than one by a fraction as to enhance background. This weight is
determined by γ
σ
which guarantees a small enhancement to avoid over illumina-
tion distortions.
2. Pixels with high disparity values that are close to the maximum are considered
foreground and are given lower weights. However, the weights cannot be too
small as this would cause distortions around holes that are caused by depth
map noise.
3. The transition between low and high disparity must be smooth.
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Weighting Coefficients Mapping from Disparity for Image Preprocessing
Figure 34: The mapping of disparity range [0, 255] to weighting coefficients for colored
image depth preprocessing.
Now that we have derived our weighting coefficients for the depth preprocessing;
the resulting depth preprocessed color image Iprep can be expressed in terms of the
wrapped image Iwrap as follows:
Iprep[i, j] = w[i, j]Iwrap[i, j]. (52)
5.2.2 Hole-filling
For depth-adaptive HHF similar steps to original HHF is followed. The starting image
now is the preprocessed image Iprep and at the end the last Fill must be applied to
the Iwrap. Hence, the depth-adaptive HHF will be defined according to the following
steps:
• Step 1: Starting with the preprocessed image Iprep, a sequence of low-passed
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filtered image sequences R0, R1, ...,RN are produced using a combined Gaus-
sian and zero elimination filtering operation (Reduce). The number of images
and hence Reduce operation needed is image dependent. The image should be
reduced as long as there are visible holes in the image.
• Step 2: Starting from the hole-free image RN we apply an Expand operation to
get a interpolated image EN−1 of a size equal to RN−1’s size.
• Step 3: Fill in the holes in RN−1 by replacing them by the corresponding pixel
in EN−1. The resulting HHF image is FN−1.
• Step 4: Repeat Steps 2 and 3 with FN−1, FN−2...F0 now being the starting
image.
• Step 5: Fill in the holes in Iwrap by replacing them by the corresponding pixel
in F0.
Where the Reduce, Expand, and Fill are the same as defined in before.
5.3 Experimental results
In our experimental setup we run our simulations on a data set of stereo images
and ground truth depth maps obtained from [98]. We also ran some tests on the
Ballet and Breakdance 3D video sequences from the work in [94]. We compared our
hierarchical approaches to three different approaches. The first approach is Zhang’s
work in [34] that involves smoothening the depth map using a symmetric gaussian
filter followed by average filtering of the colored image. The second approach is image
inpainting using Criminisi’s approach [45]. Finally the third approach is inpainting
through horizontal interpolation as proposed by Vazquez et al. in [99].
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5.3.1 HHF vs depth-map smoothing
In Figure 35 the comparison between Zhang’s approach (Figure 35(a)) and DIBR
using HHF (Figure 35(b)) is shown. The virtual image yielded by HHF in Figure 35(b)
has no geometric distortions , in the contrary the virtual image yielded by the filtering
approach has obvious geometric distortions and average filtering is needed to get rid of
the additional holes. Similarly, in Figure35(c) and Figure35(e) HHF totally eliminates
disocclusion without any geometric distortion where as the filtering approach has very
noticeable geometric distortions and some disocclusion.
Another advantage for using HHF over depth-map filtering is that HHF is less sen-
sitive to poor depth map estimation. The results shown in the previous examples
were all based on ground truth high accuracy depth maps [98]. However, in prac-
tice depth maps are generated using a stereo matching algorithm. A comprehensive
list of stereo matching algorithms and their performance can be found in [95]. The
resulting estimate of the depth map from stereo matching usually suffers from high
percentage of bad matching pixels [100]. Figure 36 shows the ground truth disparity
map (Figure 36(a)) and the depth map obtained through stereo matching algorithm
(Figure 36(b)). The stereo matching algorithm used in this example is based on [101].
In the images of Figure 36(c) and Figure 36(d) the depth map generated by stereo
matching (Figure 36(b)) was used to estimate the virtual views. The image in Fig-
ure 36(c) is generated using the traditional DIBR scheme with depth-map filtering
while the image in Figure 36(d) is generated using DIBR with HHF. This result shows
that instead of removing disocclusions the filtering approach results in visually dis-
turbing artifacts (i.e., black circles in Figure 36(c)). On the other hand, HHF generates
a disocclusion free virtual view with high resolution rendering. Another example is
shown in Figure 37. Figure 37(a) is the high accuracy ground truth depth map while
Figure 37(b) is the depth map obtained by applying stereo matching [101]. Fig-
ure 37(c) and Figure 37(d) are the rendered images obtained using the depth map in
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Figure 37(b) by applying the filtering and HHF approaches, respectively. The artifacts
are clearly obvious in the filtering approach which is not the case when using HHF.
These results show that, in the contrary to the filtering approach, HHF is insensitive
to high percentages of bad matching pixels in depth maps.
5.3.2 Depth-adaptive HHF
Figure 38 and Figure 39 each show four synthesized views after applying hole filling
using depth-adaptive HHF, HHF, Zhang’s depth map symmetric filtering and inpaint-
ing through Vazquez’s horizontal interpolation. These figures show that inpainting
through Vazquez’s horizontal interpolation causes a severe distortion on the texture of
the background. On the other hand, while depth-map smoothing seems to result in a
clean image around the edge it causes severe geometric distortions. These distortions
can be seen on left bottom of the pyramid of Figure 38(c) and bowing of the leaf
in Figure 39(c). The leaf in Figure 39(c) is flatter than the other images indicating
that it is geometrically distorted. This distinction can be made in Figure 38, where
the depth-adaptive HHF (Figure 38(a)) shows a sharper edges when compared to HHF
(Figure 38(b)). In Figure 39 the depth-adaptive HHF (Figure 39(a)) shows a clearer
texture reconstruction when compared to HHF (Figure 39(b)).
5.3.3 PSNR analysis over stereoscopic images
Among the seven views in each data set in [98], we tried to synthesize view 0 and
view 2 from view 1 by applying hole filling using depth-adaptive HHF, HHF, Zhang’s
depth-map filtering and Vazquez’s inpainting through horizontal interpolation. The
resulting figures were evaluated by PSNR and the results are shown in Table 4.
From the results we clearly see that depth-adaptive HHF has a clear advantage over
horizontal interpolation and depth-map smoothing (up to 2 dB). It also shows that
depth-adaptive HHF slightly outperforms original HHF (0.1− 0.3dB).
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Table 4: PSNR comparison for various hole filling approaches. Among the seven views in















Aloe2 20.8734 20.8648 18.9927 19.1042
Aloe0 21.0221 20.9036 18.8986 20.8023
Art2 18.8811 18.8732 18.0058 18.8721
Art0 18.2123 18.2077 17.7787 17.6509
Books2 17.4163 17.3272 15.4874 15.2277
Books0 17.7367 17.701 17.2362 17.373
Monopoly2 21.0825 20.9825 17.223 20.1216
Monoploy0 20.8635 20.9815 16.8117 19.7395
5.3.4 Performance analysis over stereoscopic videos
In Figure 40 we show a frame as the result of applying five different hole-filling al-
gorithms on the Ballet video sequence. The image of Figure 40(a) is the frame right
after 3D wrapping with no hole-filling applied. The image of Figure 40(b) shows
the same frame where the holes were filled using the Zhang’s depth-map filtering
approach. The resulting image suffers from several geometric distortions which are
spatially visible and would temporally be a source of visual discomfort. Figure 40(c)
on the other hand shows the frame where the holes were filled using the inpaint-
ing through horizontal interpolation approach [99]. Horizontal interpolation has very
obvious distortions which are temporally and spatially visible in terms of significant
intensity changes and severe flickering annoyance. Hole-filling using Criminisi’s image
inpainting approach is shown in Figure 40(d), the resulting frame obviously suffers
from significant distortions with sever temporal flickering. Beside the poor quality,
another disadvantage of using image inpainting techniques is the processing speed. It
takes an average of 30 minutes to process a single frame with a resolution of 1024×768
using MATLAB on a PC with 3.0GHz Intel Core2 Quad CPU and 3.25GB of RAM.
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In comparison it takes an average of 2.3 seconds for Zhang’s approach, 1.92 seconds
for Vazquez’s approach, 4.89 seconds for HHF, 5.52 seconds for depth-adaptive HHF.
The images of Figure 40(e) and Figure 40(f) shows the hole-filling using HHF and
depth-adaptive HHF. In both examples HHF totally eliminates disocclusion without any
geometric distortion where as the other approaches have very noticeable geometric
distortions and some disocclusion. While HHF removes disocclusion, blur is introduced
around the previously disoccluded areas. These blurs are reduced in the example of
depth-adaptive HHF. Our subjective testing that have been conducted over a Mitsubishi
65-inch 1080p DLP rear projection high definition 3DTV with 3D vision toolkit from
Nvidia have shown that these blurs are not visible as these areas will be overshadowed
by the surroundings which happens to be of high resolution. In addition to the fact
that there is temporal consistency in our both hierarchical approaches thus eliminat-
ing the flickering in the resulting videos. The geometric distortions introduced by
filtering and inpainting approaches on the other hand are spatially visible in from of
significant intensity changes and temporally visible in form of severe flickering.
Figure 41(a) and Figure 41(b) show the PSNR comparison results for the Ballet
and Breakdance sequences respectively. The curves of HHF method and depth-adaptive
HHF are always superior to those of other methods with a gain of (0.9 − 2.0dB).
Similarly Figure 41(c) and Figure 41(d) show the structural similarity (SSIM) [52]
comparison for the Ballet and Breakdance sequences respectively. The results in here
also show a significant gain in the frames with the hole-filling using HHF and depth-
adaptive HHF. Both PSNR and SSIM are not ideal measures for fidelity in stereoscopic






Figure 31: (a) Art after 3D wrapping (b) Art after HHF (c) Aloe after 3D wrapping (d)





Figure 35: (a) Books: DIBR with depth-map filtering, Zhang in [34], (notice geometric
distortions around the blue book). (b) Books:DIBR with HHF. (c) Art: DIBR with depth-
map filtering (notice geometric distortions around two black pens in the cup). (d) Art:
DIBR with HHF.(e) Aloe: DIBR with depth-map filtering (notice geometric distortions




Figure 36: DIBR using depth map with bad pixels from stereo matching: (a) High accu-
racy ground truth depth map. (b) Depth map with bad pixels through stereo matching.
(c) DIBR with depth-map filtering using map in Figure 36(b). (d) DIBR with HHF using




Figure 37: DIBR using depth map with bad pixels from stereo matching: (a) High accu-
racy ground truth depth map. (b) Depth map with bad pixels through stereo matching.
(c) DIBR with depth-map filtering using map in Figure 37(b). (d) DIBR with HHF using




Figure 38: Hole filling comparison: (a) Depth adaptive HHF (b) HHF (c) Zhang’s depth-




Figure 39: Hole filling comparison: (a) Depth adaptive HHF (b) HHF (c) Zhang’s depth-





Figure 40: Hole filling comparison for a frame of the Ballet video sequence: (a) DIBR
before hole-filling (b) Hole-filling with Zhang’s depth-map smoothing (c) Hole-filling with
Vazquez’s horizontal interpolation inpainting (d) Hole-filling with Criminisi’s inpainting
approach(e) Hole-filling with HHF (f) Hole-filling with depth-adaptive HHF.
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Figure 41: PSNR and SSIM comparison for the Ballet and Breakdance video sequences:
(a) PSNR for Ballet (b) PSNR for Breakdance (c) SSIM for Ballet (d) SSIM for Breakdance
. The approaches being compared are Zhang’s depth-map filtering, Vazquez’s horizontal
interpolation, Criminisi’s inpainting, HHF and depth-adaptive HHF.
106
CHAPTER VI
MONOCULAR CUES FOR DEPTH ESTIMATION FOR
DIBR-BASED 3D VIDEOS SYNTHESIS
In section 2.4 we showed how depth can be perceived through a combination of binoc-
ular cues and monocular cues. Monocular depth cues are subdivided into pictorial
depth cues and motion cues. Pictorial cues include interposition, linear perspective,
relative and known size, texture gradient, heights in picture plane, light and shadow
distribution, and aerial perspective, which even flat images can provide. Motion-based
cues involve shifts on the retinal image and are induced by relative movements be-
tween the observer and objects. Examples of motion-based cues are motion parallax,
kinetic depth , and dynamic occlusion.
The goal of depth estimation from monocular cues is to convert monocular depth
cues contained in video sequences into actual depth values of a captured scene. The
extraction of depth from monocular depth cues for 2D-to-3D conversion is a complex
challenge, one that has attracted a lot of attention in the last decade [102]. In this
thesis, we present a new innovative approach to achieve a depth-map estimation with
the aid of depth monocular cues. In particular, we will estimate depth from the color
and intensity cues. The scope of work presented in this chapter is not intended to
provide a comprehensive solution for depth extraction from monocular cues because
such a topic would require a full dissertation dedicated solely to the subject. Instead,
we will provide an enhancement to the common approaches by including information
that can be extracted from the depth map at the transmitter. Monocular cues can be
used at the receiver to reconstruct the depth map using only the received video of the
reference view. We compare the generated depth map with the original depth map
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using a number of objective measures including PSNR and 3VQM. We also provide
conclusions on when luminance or chrominance further enhance the depth map.
6.1 Depth estimation from depth cues in luminance
Depth can be estimated from the variations in luminance and chrominance. During
the capturing of a video, the light source usually originates from the camera or from
a source behind the camera. Using these techniques, the atmospheric scattering of
light rays can lead to fewer illumination to objects that are in the far distance and
higher illumination to objects that are in close range. This scattering can be observed
by looking at the example of Figure 42. This example has a dark background, which
is not the same for all images; however, the example is a great illustration of the
effects of illumination on depth. The behavior of the light will be similar for images
with different backgrounds, but to a relatively different extent. The histograms of the
depth image and luminance of the color image reveal that a direct relation between
the background plane and the plane with the lowest illumination (0−50 in depth and
0−10 in luminance) exists. Similarly, a similar relation exists between the foreground
plane and the plane with the highest illumination (80− 120 in depth and 240− 250
in luminance).
The diagram in Figure 43 shows our proposed model for depth estimation from
monocular cues. The depth maps at the receiver side will be constructed from depth
monocular cues of the received colored video and the received depth cues or parame-
ters that have been extracted from the depth maps at the sender side. The depth map
at the sender side can originate from either an active or a passive sensor. Depth cues
extraction process estimates a set of parameters that can be sent along the colored































Figure 43: Block diagram of the depth estimation from monocular cues.
6.1.1 Depth-map cues extraction
The depth-map cues extraction process involves extracting the number of depth planes
(N) and the depth value for each plane in the depth map (Dn). The exact the
number of planes in an image varies, and for natural scene images this number is
finite. Based on information collected from stereo images and video from different
sources [95] [94] [93], we have found that the average number of planes in an image
is less than or equal to four (N ≥ 4). Therefore, by assuming N = 4 1 the depth
extraction can be performed through the following steps:
• Step 1 : Given the depth map, calculate the histogram HD(p), where p is the
depth pixel value ranging from 0 to 255 and HD(p) is the number of pixels.
• Step 2 : Starting with p = 0, increment p by 1 and check if HD(p) < hth, where
hth is a threshold corresponding to the minimum number of pixels in a plane.
• Step 3 : IF HD(p) < hth, STOP the search and D0 is the statistical median of
the depth values of the range 0 to p. Otherwise, set D0 = 0.
• Step 4 : Repeat steps two through three in the reverse order, that is by setting
p = 255 and iterating by subtracting p by 1. IF HD(p) < hth, STOP the search
1Estimating depth for N > 4 follows a similar pattern as presented for the case of N = 4.
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and D3 is the statistical median of the depth values of the range 255 to p.
Otherwise, set D3 = 255.
• Step 5 : Repeat steps two through three in the reverse order, that is by setting
p = 125 and iterating by subtracting p by 1. IF HD(p) < hth, STOP the search
and D1 is the statistical median of the depth values of the range p to 125.
Otherwise, set D1 = 75.
• Step 5 : Repeat steps two through three, starting from p = 125. IF HD(p) < hth,
STOP the search and D2 is the statistical median of the depth values of the
range 125 to p. Otherwise, set D2 = 175.
The depth map cues extraction outcomes are N and Dn. These values must be
sent along the color video for depth map estimation as shown in Figure 43.
6.1.2 Depth-map estimation from luminance
The first step of depth-map estimation is extracting the corresponding depth values
from the luminance component of the colored video. This is accomplished using a
method similar to depth-cues extraction. The steps for extracting the depth planes
from luminance, which we will refer to as luminance planes Ln, proceed as follows:
• Step 1 : Given the luminance of image I, calculate the histogram HL(p), where
p is the depth pixel value ranging from 0 to 255 and HL(p) is the number of
pixels.
• Step 2 : Starting with p = 0, increment p by 1 and check if HL(p) < hth where
hth is a threshold corresponding to the minimum number of pixels in a plane.
• Step 3 : IF HL(p) < hth, STOP the search and L0 is the range 0 to p (L0 = [0 p]).
Otherwise, set L0 = [0 75].
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• Step 4 : Repeat steps two through three in the reverse order, that is by setting
p = 255 and iterating by subtracting p by 1. IF HL(p) < hth, STOP the search
and L3 is the range 255 to p (L3 = [p 255]). Otherwise, set L3 = [175 255].
• Step 5 : Repeat steps two through three in the reverse order, that is by setting
p = 125 and iterating by subtracting p by 1. IF HL(p) < hth, STOP the search
and D1 is the range p to 125 (L1 = [p 125]). Otherwise, set L1 = [75 125].
• Step 6 : Repeat steps two through three, starting from p = 125. IF HL(p) < hth,
STOP the search and D2 is the range 255 to p (L2 = [125 p]). Otherwise, set
L2 = [125 175].
At this stage we have both the luminance planes, Ln, and the depth value for each
plane in the depth map Dn. Next, we perform a luminance to depth mapping by
looping over the image and replacing the high luminance planes with the near depth,
the low luminance with far depth and middle luminance plans with the corresponding
intermediate plane-depth values. The method used for estimating the depth, ZY est,
proceeds as follows:
• Step 0 : Given the luminance YI of image I the luminance planes Ln and the
depth value for each plane in the depth map Dn, then for each pixel coordinate
[i, j], calculate the luminance value YI [i, j].
• Step 1 : IF YI [i, j] ∈ L0, then set ZY est[i, j] = D0.
• Step 2 : ELSE IF YI [i, j] ∈ L1, then set ZY est[i, j] = D1.
• Step 3 : ELSE IF YI [i, j] ∈ L2, then set ZY est[i, j] = D2.
• Step 4 : ELSE IF YI [i, j] ∈ L3, then set ZY est[i, j] = D3.
• Step 5 : ELSE ZY est[i, j] = 125. The value 125 is chosen as a default value for
an unknown or undetermined values.
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The image in Figure 44 shows the depth map estimate at this stage for the frame
shown in Figure 42(a). The gray areas in this figure indicate the depth values that
we were not able to recover. However, the unknown depth can be estimated from the
neighboring pixel using the chrominance refinement step. The chrominance refine-
ment step searches the neighborhood of an unknown depth by searching for known
depth values. If these depth values have matching colors with the unknown depth
then the depth for the corresponding two pixels is assumed to be equal.
6.1.3 Chrominance refinement
The chrominance refinement process is performed by the following steps:
• Step 0 : Given the chrominance CrI and CbI of image I.
• Step 1 : For each pixel CrI [i, j] if ZY est[i, j] == 125, then calculate mean µr of
CrI for the neighboring d× d block.
• Step 2 : IF CrI [i, j] ∈ [µr − thr µr + thr], where thr is a threshold value.
Then the unknown depth value is the mean depth of that block Zest[i, j] =
mean(ZY est[i± d, j ± d]).
• Step 3 :For each pixel CbI [i, j] if Zest[i, j] == 125 then calculate mean µb of CbI
for the neighboring d× d block.
• Step 4 : IF CbI [i, j] ∈ [µb − thr µb + thr], where thr is a threshold value.
Then the unknown depth value is the mean depth of that block Zest[i, j] =
mean(ZY est[i± d, j ± d]).
The image in Figure 45 shows the depth map estimate after chrominance refine-
ment. As a result of chrominance refinement, the unknown pixels has been reduced
significantly. In order to remove the remaining unknown pixels, we can repeat the
chrominance refinement step or use other cues such as texture.
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6.2 Depth estimation from depth cues in chrominance
In estimating the depth from monocular cues in chrominance we use the depth cues
extracted in section 6.1.1 to map the chrominance to depth. As a result, we obtain
two depth estimates for Cr and Cb channels. The depth values noted as ZCrEst and









× (D3 −D0) +D0 (54)
In the next section, we will show simulation results comparing the depth estimate
from the chrominance and luminance channels.
6.3 Simulation results
The values in Table 5 were calculated over the synthesized videos using DIBR with
HHF. The depth estimates are obtained by depth-cue estimation from luminance(Y),
and chrominance(Cr, Cb) as described earlier in this chapter. The original depth is
the given depth or the ground truth depth. The values were calculated as the mean
on all the frames in the temporal domain.
The results show that the 3VQM value obtained by the video generated using
the depth estimate from luminance is high for the first three sequences and it is
very close to the one obtained by the videos generated by the original depth. The
only exception is the Pantomime sequence, where the 3VQM value was too low.
The depth estimate from luminance that is obtained for the Pantomime sequence as
shown in Figure 45 has a large number of unknown pixels as a result of having a
black background. This case is a special scenario and one solution to improve the
outcome of the luminance estimate is to refine by chrominance several times. The
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Table 5: Temporal Inconsistency (TI), Temporal Outliers (TO), Spatial Outliers (SO),
3VQM and PSNR for the DIBR synthesized for four different video sequence from 3D
MOBILE project [93]. E refers to mean value calculated temporally. These values are
calculated on the synthesized video using DIBR after applying HHF. The depth maps are
estimated using the luminance and the chrominance. The original depth is given depth or





E(TI) E(TO) E(SO) 3VQM E[PSNR]
Ballons
Y 0.981402 0.985423 0.980067 3.38125 27.1275
Cr 0.907809 0.954173 0.93102 1.08549 24.4095
Cb 0.977597 0.988841 0.980067 3.36679 25.7496
Original 0.998423 0.99842 0.997435 4.79118
Cafe
Y 0.983545 0.983897 0.986464 3.56434 25.3107
Cr 0.988265 0.989893 0.991956 4.02581 25.8317
Cb 0.962282 0.967513 0.97222 2.43307 28.9683
Original 0.994282 0.997407 0.996494 4.6005
LoveBirds
Y 0.99276 0.993173 0.989822 4.17535 22.981
Cr 0.98106 0.983687 0.981256 3.35936 26.1001
Cb 0.934805 0.943847 0.933072 1.20734 24.0102
Original 0.995442 0.998882 0.992621 4.54411
Pantomime
Y 0.833994 0.874636 0.884338 0.21553 20.3465
Cr 0.985792 0.987762 0.99034 3.84747 25.3324
Cb 0.985388 0.987414 0.991155 3.85248 23.4111
Original 0.994989 0.999284 0.996842 4.70327
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3VQM values for the chrominance estimate of the Pantomime are higher which is
a result of having a simple color structure. The chrominance estimates do vary by
performance, but we notice that sequence with rich colors such as the Cafe sequence
preform better over Cr channel as compared to sequence with a lot of variations
in colors such as Lovebirds sequence. Overall, the estimates from luminance and
chrominance result in high quality synthesized videos with the exception of extreme
cases such as the Pantomime sequence over the luminance. The 3VQM values agree
with our subjective evaluation of individual video sequences.
The PSNR values do not reflect a uniform pattern and our subjective evaluation
of the sequences also confirmed that there are contradictions between the fidelity
of stereoscopic 3D video evaluation and PSNR values. Nevertheless, the results are
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Figure 42: Example of the relationship between the intensity and depth for Pantomime
video sequence: (a) Color image (b) Depth image (c) Histogram of depth image (d) His-
togram of the luminance.
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Figure 44: Depth estimated from luminance before refining using chrominance. The gray
areas indicate all the undetermined depth values.
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Figure 45: Depth estimated from luminance after chrominance refinement. The gray areas





This thesis has presented novel methods to measure and enhance the quality of 3D
videos generated through depth image-based rendering (DIBR).
Our first quality measurement addressed the distortions associated with the ac-
quisition side of the processing chain for DIBR. We have discussed the various multi-
camera applications and the different type of distortions affecting each one of them.
We studied two particular types of distortions that are unique to multi-camera im-
ages. We provided examples on how each can influence multi-camera image perceived
quality. All examples were taken for a panoramic image application. Then, we in-
troduced a multi-camera image quality measure (MIQM ) as a combination of three
index measures. We presented the derivation and reasoning for each index measure.
Finally, we compared MIQM against a database of multi-camera images. We ran
a set of subjective tests to evaluate the quality of the images in the database and
the MOS score was calculated for each image. The results and examples show that
MIQM outperforms SSIM, VIF and PSNR for multi-camera images quality assess-
ment. MIQM was tested and refined for panoramic image applications. However, the
measure is designed to capture visual effects of artifact introduced at the acquisition
and pre-compositing processes to predict the composited image quality. Hence, we
can build on the findings of this work to develop quality measures for stereoscopic,
free viewpoint, and 3DTV applications after taking into consideration stereoscopic
impairments and synthetic artifacts. Therefore, we consider MIQM a particular im-
plementation based upon which we will expand these concepts to include other forms
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of multi-camera presentation.
Our second quality measure addressed distortions associated with the synthesis
side of the processing chain for DIBR. We presented a new method for objectively
evaluating the quality of stereoscopic 3D videos generated by DIBR. First, we showed
how to derive an ideal depth estimate at each pixel value that would constitute a
distortion-free rendered video for full-reference and no-reference cases. The ideal
depth estimate was used to derive three distortion measures to objectify the visual
discomfort in stereoscopic videos. The three measures are temporal outliers (TO),
temporal inconsistencies (TI), and spatial outliers (SO). The combination of the three
measures constituted a vision-based quality measure for 3D DIBR-based videos, 3VQM.
3VQM was verified against a fully conducted subjective evaluation and compared to
three other quality measures. The results show that our proposed measure is signifi-
cantly accurate, coherent and consistent with the subjective scores. The results have
also shown that the predictions of the no-reference measure (NR-3VQM) highly cor-
relates with subjective scores and is fairly close in performance to the full-reference
(FR-3VQM).
For synthesized views enhancements, we have presented two hierarchical algo-
rithms for disocclusion recovery of multi-view images in a DIBR system. The disoc-
clusion after 3D wrapping image is restored with lower resolution estimates of the 3D
wrapped image. Producing the lower resolution estimates involve pyramid-like ap-
proach to estimate the hole pixels from the 3D wrapped image. The lower resolution
estimation involves a pseudo zero canceling plus Gaussian filtering of the wrapped
image. The depth-adaptive HHF incorporates the depth information to produce a
higher resolution rendering around previously occluded areas. Experimental results
show that HHF and depth-adaptive HHF have an advantage in artifact reduction on
the object boundary. Compared with depth filtering and inpainting methods, our
method has no geometrical distortions and does not suffer from annoying temporal
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flickering. Objective results have also shown that our hierarchical approaches result
in a significant gain in hole-filling using both HHF and depth-adaptive HHF.
Finally, we described an enhancement over depth estimation algorithm using the
depth monocular cues from luminance, and chrominance. The estimated depth was
used to generate a DIBR-based synthesized view using the HHF. The quality of the
synthesized views was evaluated using FR-3VQM. This work demonstrated how
the combination of our contributions for quality measurement and synthesized view
enhancement can be integrated in the processing chain and would help in the devel-
opment of new algorithms and solutions to produce high quality stereoscopic depth-
based synthesized videos.
7.2 Future directions
The ongoing research ideas on our horizon for advancing this work are listed in the
following section.
Depth cues estimation. First, we shall extend the approach in this work to get
estimates for depth from another set of monocular cues. In particular cues from
texture and motion could produce some reliable depth estimation. Based on the work
in this dissertation we have learned that an image can be segmented using texture cues
into highly structured, randomly textured, smooth, and lightly textured. Areas with
similar texture are most likely to fall on the same depth plane. In case that objects
of similar texture exist at different depth planes, these objects are most likely to have
different color contents. As a result, conflicts caused by objects on different planes
having similar texture can be resolved using the motion cues. The depth estimates
produced from the luminance, chrominance, texture, and motion will be combined
to produce one robust depth estimation algorithm. The new estimated depth can be
evaluated for rendering quality in DIBR synthesized views.
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Intensity-based 3D wrapping. Second, we should exploit the linear relationship
between small intensity change and small horizontal shift which has been proven in
this work to develop a 3D wrapping that would not require a depth map. The depth
values can be instead substituted by small horizontal shifts calculated in terms of
small intensity changes. We expect this 3D wrapping to be valid for small baselines
synthesized stereoscopic 3D videos. This work will be very important and has a
variety of applications especially in 3D generation in mobile devices.
Reduced-reference 3VQM. Third, we would extend the ideal-depth estimation
to come up with a reduced-reference version of our 3VQM. The reduced-reference ideal
estimate would make use of second depth map at the receiver as a sub-data of feature
data rather than using the colored image. This would be useful in scenarios where it
is difficult to obtain the colored image but a depth information is feasible.
Hierarchical hole-filling approach for large baseline. Finally, we must extend
the work of HHF for synthesized views with large baseline. For large baseline a
combination of HHF and information about the disoccluded areas could result in
higher quality rendering while at the same time providing a wider angle for view
selection for FTV.
7.3 Discussion
In this thesis, we have presented tools that will help in developing algorithms and
applications for an enhanced visual experience for 3D videos and FTV. These tools
are the quality measures and enhancements. Each of these measures was based on
understanding of the aspects underlining a multi-view visual experience. In quality
measurement the human factor is very important and the key to developing a valid
quality measurement is to observe, study, analyze, and try again and again. It is a
fact now that stereoscopic content will soon invade your living room with 3DTVs , 3D
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games, TV channels, and 3D video on demand (VoD). Also, soon enough 3D content
will invade our mobile devices as autostreoscopic technology developing fast. For the
3D revolution to continue, the work on quality must be the priority and by equality
it is both, the visual quality and the quality of experience.
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