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Essentials
• Predicting the occurrence of portosplenomesenteric vein thrombosis (PSMVT) is difficult.
• We studied 72 patients with acute pancreatitis.
• Artificial neural networks modeling was more accurate than logistic regression in predicting PSMVT.
• Additional predictive factors may be incorporated into artificial neural networks.
Summary. Objective: To construct and validate artificial neural networks (ANNs) for predicting the occurrence of portosplenomesenteric venous thrombosis (PSMVT) and compare the predictive ability of the ANNs with that of logistic regression. Methods: The ANNs and logistic regression modeling were constructed using simple clinical and laboratory data of 72 acute pancreatitis (AP) patients. The ANNs and logistic modeling were first trained on 48 randomly chosen patients and validated on the remaining 24 patients. The accuracy and the performance characteristics were compared between these two approaches by SPSS17.0 software. Results: The training set and validation set did not differ on any of the 11 variables. After training, the back propagation network training error converged to 1 9 10
À20
, and it retained excellent pattern recognition ability. When the ANNs model was applied to the validation set, it revealed a sensitivity of 80%, specificity of 85.7%, a positive predictive value of 77.6% and negative predictive value of 90.7%. The accuracy was 83.3%. Differences could be found between ANNs modeling and logistic regression modeling in these parameters (10 22 .6% [95% CI, À1.9 to 47.1%], respectively). When ANNs modeling was used to identify PSMVT, the area under receiver operating characteristic curve was 0.849 (95% CI, 0.807-0.901), which demonstrated better overall properties than logistic regression modeling (AUC = 0.716) (95% CI, 0.679-0.761). Conclusions: ANNs modeling was a more accurate tool than logistic regression in predicting the occurrence of PSMVT following AP. More clinical factors or biomarkers may be
Introduction
Acute pancreatitis (AP) may lead to different vascular complications, including venous and arterial beds [1] . Among the venous complications, portosplenomesenteric venous thrombosis (PSMVT) is frequent [2] . PSMVT often includes thrombosis in the portal vein trunk, the splenic vein or even the superior mesenteric vein. PSMVT following AP may lead to gastric or esophageal variceal hemorrhage, ascites, portal hypertension and liver failure. In such cases, hospital treatment, morbidity and mortality will be increased [3, 4] . It is important to establish methods to diagnose, forecast and prevent the occurrence of PSMVT following AP.
The diagnosis of PSMVT is mainly based on imaging methods such as ultrasonography and magnetic resonance imaging. However, the use of predictive methods for incidence of PSMVT that include conventional statistical techniques (logistic regression and Cox proportional hazards regression) as well as biological markers (D-dimer and P-selectin) may not be optimal [5, 6] . Artificial neural networks (ANNs) are often referred to as biologically inspired, highly complex analytical technologies, capable of modelling extremely complicated non-linear functions [7] . Owing to the non-linear fashion in which ANNs work, they can analyze interactions among health risk factors more clearly than statistical methods. They could be used as an alternative to these statistical methods to forecast specific medical outcomes for patients by learning from a cohort of similarly treated patients [8, 9] . ANNs are increasingly being used to predict outcome or complications in patients, including cerebral disease, cancer and trauma [10] [11] [12] [13] .
In the present study, the ANNs model was constructed and validated to predict the occurrence of PSMVT in patients following AP using retrospective data from our hospitals. The predictive ability of the ANNs model was compared with that of a logistic regression model.
Methods

General information
The patients with AP were enrolled from the General Surgery or Intensive Care Unit (ICU) of our hospitals from January 2014 to April 2016. Diagnostic criteria of AP were based on the revision of the Atlanta Classification Consensus [14] . The exclusion criteria were: (i) a history of AP attacks; (ii) age > 70 years or < 20 years; (iii) AP associated with cholangiocarcinoma or periampullary carcinoma; (iv) autoimmune pancreatitis; (v) pregnancy; (vi) liver cirrhosis; and (vii) follow-up less than 6 months. All of the AP patients received standard medical treatment according to international guidelines.
Ultimately, 72 patients (39 men and 33 women) were included in the present study. The study protocol conformed to the guidelines of our institutional ethical committee. All patients gave their informed consent to be included in the study. The study was carried out according to the principles of The Declaration of Helsinki.
Doppler ultrasound (ACUSON Sequoia512, Color Doppler equipment, ACUSON, Munich, Germany) examination of the PSMVT was, in all cases, performed by the same examiner to avoid inter-observer variation. The method can be found in our previous studies [15] . The examination was performed at 1 and 3 days after diagnosis of AP. PSMVT was defined as more than 50% obstruction of the vascular lumen by a thrombus in the portal vein system.
Artificial neural networks modeling
The back propagation (BP) ANN models consisted of three layers: the input layer, the hidden layer and the output layer. The input layer essentially collected the non-linear neurons (i.e. perceptrons) and organized them into a feed-forward multi-layer structure; every layer was composed of a series of nodes that simulate anthropic neurons (Fig. 1) . A total of 11 input variables included age (four categories), sex, red blood cell specific volume (Hct), prothrombin time (PT), fasting blood glucose (FBG), D-dimer, concentration of serum calcium ([Ca 2+ ]), triglyceride (TG), serum amylase (AMY, somogyi method), acute physiology and chronic health evaluation II (APACHEII) score and Ranson score. The input variables, including their description (mean and standard deviation, or frequencies), can be found in Table 1 . These factors were examined or assessed before thrombosis. When the input of input layer was set to x(1), x(2), ÁÁÁ,x (R1), the output of input layer neurons corresponding to input of hidden layer neurons could be displayed as
Wði; jÞ Ã xðjÞ À b1ðiÞ; y(i)=f(s(i)), i = 1,2,ÁÁÁ, R2.
In the formula, W (i,j) is the connection weight between input layer neurons (i) and hidden layer neurons (j); b1(i) is the threshold of hidden layer neurons. The full test objects consisted of 43 patients with negative PSMVT outcome and 29 patients with positive PSMVT outcome.
In the hidden layers, training data were used to optimize the number of neurons in a trial-and-error process for improving accuracy, which resulted in nine neurons [16] . The output of hidden layer neurons corresponding to input of output layer neurons may be displayed as
Vðl; jÞ Ã yðjÞ À b2ðlÞ ; o(l) = f(s(l)), l = 1,2,ÁÁÁ,R3.
In the formula, V(l,j) was the connection weight between output layer neurons (l) and hidden layer neurons (j), and b2(l) was the threshold of output layer neurons. With respect to the number of hidden units, a pruning method
Input layer Hidden layer Output layer was used to eliminate the weights that were lower than the threshold value (0.5) of input and hidden units at the end of the training process, in order to obtain fast networks with equivalent performance. The output layer consisted of one neuron representing the occurrence of PSMVT (valued as 1 for the negative response and 0 for the positive response). The learning rate was set at about 67%. The termination criterion was set at 100 cycles and the models all converged before the 100 cycles. To avoid over-training and to enhance the generalization ability, a weight decay term was used [17] . The calibration of the model was carried out by using a 5-fold cross-validation procedure [18] , and the entire program can be found in the supplementary materials (Data S1 and S2).
Logistic regression modeling
Logistic regression modeling was used to predict the likelihood of occurrence of PSMVT following AP as a kind of generalized linear regression model; the combination of each predictor was used to predict PSMVT by a link
where Y indicated the event. E(Y) was the expected probability of occurrence of PSMVT; X k and b k indicated the kth predictor and its weight coefficient in the model [19, 20] . The logistic regression model and the ANN model used the same initial set of input variables (Table 1) . For the output, a binary variable was applied with one category representing a patient with a positive result (1) and the other a patient with a negative result (0).
Statistical analysis
Continuous data are presented as mean values and standard deviation. Differences between groups were evaluated by chi-squared analysis and unpaired Student t-test.
Logistic regression analysis and ANN models were developed to predict the occurrence of PSMVT in patients with AP. The ANN models were performed with Matlab 7.0 (MathWorks Institute, Natick, MA, USA). Statistical analyses were performed using SPSS 17.0 software (SPSS, Chicago, IL, USA). Prediction indicators included sensitivity (SEN), specificity (SPE), false-positive rate (FPR), false-negative rate (FNR), positive predictive value (PPV), negative predictive value (NPV) and accuracy. Accuracy = (SEN + SPE)/(SEN + SPE + FPR + FNR). All confidence intervals in the study are at the 95% level; the 95% confidence interval (CI) for the mean can be P values <0.05 were considered statistically significant. Dichotomous variables were created out of continuous variables by using clinically important cut-off points. Receiver operating characteristic (ROC) curves for models were used to measure the discrimination of the models, also using Matlab 7.0; the programming codes are in Data S3.
Results
Patient characteristics
In our study, the full test objects consisted of 43 patients with negative thrombosis outcome and 29 patients with positive thrombosis outcome. Three days after diagnosis of AP, 29 patients were found to have thrombosis by using Doppler ultrasound. The 72 patients who were included were randomly divided into two sets: 48 cases (67%) for the training set and 24 (33%) for the validation set. Only the data from the training set were used to construct the two models. Characteristics of the training set and validation set are summarized in Table 1 , which shows that all variables were equally distributed.
Univariate analysis of the training set AP patients with PSMVT had prolonged PT, higher TG and higher AMY than patients without PSMVT. Patients with PSMVT were more likely to be female and associated with higher APACHEII and Ranson scores compared with patients without PSMVT. (Table 2 ).
Logistic regression analyses
All of the variables were included in the multivariable logistic regression analysis. (Table 3) BP artificial neural networks analyses
The training and validation sets for the ANNs model and logistic regression were the same. Before model building, we boosted the data from the training set to balance the number of cases with PSMVT or without PSMVT. After training, we found that the BP network training error converged to 1 9 10 À20 (Fig. 2) Comparisons between two models
The evaluation indices of the ANNs model and logistic regression model were compared (Tables 3) . The differences between the ANNs model and logistic regression model for predictive markers (SEN, SPE, PPV and NPV) and accuracy were better for ANN than logistic regression: 10.0% (95% CI, À14.3 to 34.3%), 14.3% (95% CI, À8.6 to 37.2%), 15.7% (95% CI, À9.9 to 41.3%), 11.8% (95% CI, À8.2 to 31.8%) and 22.6% (95% CI, À1.9-47.1%), respectively. Figure 3 shows the ROC curve obtained from the logistic regression and ANNs models constructed using the validation dataset. When the ANNs model was used, the area under the ROC curve (AUC) to identify PSMVT was 0.849, which demonstrates more accurate overall performance than the logistic regression model (AUC = 0.716) (95% CI, 0.679-0.761) (P = 0.013).
Discussion
PSMVT in patients following AP can lead to regional portal hypertension, which may cause fatal gastrointestinal hemorrhage and ischemic necrosis of the bowel [2, 3, 21] . However, as far as we know, there has been no reliable/satisfactory method for predicting the occurrence of PSMVT.
Computer software uses artificial intelligence methods to perform complicated tasks by employing programs known as expert systems that allow them to 'make decisions' by analyzing data and selecting from alternatives. Some studies have shown that ANNs have extraordinary information processing abilities, high parallelism, (related mainly to non-linearity), learning and generalization capabilities, and fault and noise tolerance as a non-parametric method [22, 23] . ANNs modeling has been successfully used for prediction, association and classification in many fields, including medical diagnosis. ANNs modeling can be widely used for displaying hidden non-linear relationships in data mining methodology that are eliminated by logistic regression and potentially ignored by the clinician. Compared with logistic regression models, ANNs were able to assess more variables [24] . Variables eliminated for their relative lack of importance in logistic regression were incorporated and non-linear relationships were estimated within the ANNs modeling design.
The ANNs modeling applied in our study consisted of nine hidden layers and an error BP training algorithm.
Despite its shortcomings, our study showed that predictive characteristics of ANNs modeling were superior to logistic regression models. Overall, ANNs modeling was more accurate in prediction than logistic regression modeling, perhaps because it was not affected by interaction between factors. However, for causality-oriented research questions, logistic regression remains a good option. With the validation set, our study revealed that the ANNs modeling was more specific than sensitive, tending to misclassify more patients who actually had positive PSMVT into the category of negative PSMVT outcome. However, the difference between the false-positive rate (FPR, 14.3%) and false-negative rate (FNR, 20.0%) was small, implying that the ANNs modeling was able to balance sensitivity (SEN) and specificity (SPE).
There were some limitations of our study [25] [26] [27] . Firstly, our hospital mainly received referral AP patients, meaning that AP severity and patient population may differ from those of the general population. Secondly, validation of the ANNS modelling from multiple centers could offer more generalizable information. As the ANNs modeling is not able to evaluate or analyze individual factors, the logistic regression modeling is still a valuable tool to provide this kind of information, and the two methods complement each other. Moreover, BP ANNs has limitations, such as selection of parameters, analysis of the weight coefficient, effect of variables, getting the local minimum, learning complexity problems and consistency of sample characteristics.
The prediction accuracy of the ANNs prediction model was high and it could potentially develop into a reliable tool for clinical work. If such a tool was utilized, AP patients would understand the risk and complications involved in the course of AP treatment. For any given patient, the modeling could indicate the likelihood of PSMVT following AP, allowing the physician to evaluate the relevant benefits of an aggressive vs. palliative therapy. Improvement in modeling performance may be expected by increasing the number of patients to make the model more representative, and by using other intelligent methods, such as support vector machines, genetic algorithms, clustering algorithms, decision trees and other classifiers that might integrate with ANNs to build a more successful model [28] [29] [30] . A further improvement in accuracy could be expected if more input variables and training samples were incorporated into an ANNs design.
Conclusions
In conclusion, this study was the first to successfully establish ANNs modeling for the prediction of PSMVT following AP. Our findings demonstrate that ANNs modeling offers an alternative medical modeling to traditional logistic regression modeling. Furthermore, it was more sensitive, specific and accurate than logistic regression models. 
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