Abstract. In this paper, we introduce a general multilevel gradient Uzawa algorithm for symmetric saddle point systems. We compare its performance with the performance of the standard Uzawa multilevel algorithm. The main idea of the approach is to combine a double inexact Uzawa algorithm at the continuous level with a gradient type algorithm at the discrete level. The algorithm is based on the existence of a priori multilevel sequences of nested approximation pairs of spaces, but the family does not have to be stable. To ensure convergence, the process has to maintain an accurate representation of the residuals at each step of the inexact Uzawa algorithm at the continuous level. The residual representations at each step are approximated by projections or representation operators. Sufficient conditions for ending the iteration on a current pair of discrete spaces are determined by computing simple indicators that involve consecutive iterations. When compared with the standard Uzawa multilevel algorithm, our proposed algorithm has the advantages of automatically selecting the relaxation parameter, lowering the number of iterations on each level, and improving on running time. By carefully choosing the discrete spaces and the projection operators, the error for the second component of the solution can be significantly improved even when comparison is made with the discretization on standard families of stable pairs.
Introduction
A survey about numerical solutions of discrete saddle point problems (SPP) was done by Benzi, Golub and Liesen, in [14] . Recent state of the art solvers for the Stokes and Navier Stokes systems are presented in the work of Silvester, Wathen and Elman, [31] . In this paper, we propose to discretize Saddle Point Problems (SPPs) that have symmetric and coercive form a(·, ·) by using inexact Uzawa type algorithms at the continuous level. The inexact Uzawa algorithm was introduced for the finite dimensional case in [23, 30] , and for the infinite dimensional case (or continuous level) in [4, 11, 13, 28] . Our approach is based on a double Inexact Uzawa (IU) type algorithm at the continuous level, as introduced and analyzed in [11] . The idea of using an inexact Uzawa algorithm at the continuous level is not new and is presented in the adaptive context in [13, 28, 36, 37, 41] . In the present work we interpret the double IU algorithm as a multilevel algorithm and do not use a posteriori error estimators. The main advantage of the resulting multilevel algorithms is that, in spite of the absence of a discrete (LBB) condition, we could get better rates of convergence for the second variable. In the case of Stokes discretization, e.g., the convergence order for the second variable improves from O(h) for the standard stable discretization to almost O(h 2 ) for our multilevel and residual smoothing discretization method (see Section 6) . We observed similar behavior for the div-curl systems in [11] . In the case of the multilevel gradient algorithm, the relaxation parameters are computed automatically by the algorithm, and the number of iterations on each level is reduced, when compared to the similar Uzawa algorithms. The proposed approach is based on the presence of a multilevel structure, as presented in [6, 22, 24] and it is also related to ideas used in the cascadic multilevel (multigrid), [15, 17, 18, 19] . For the cascadic multilevel methods the level change criteria is based on keeping the iteration error close to the expected discretization error and a discrete stability condition is needed. In our approach, the level change criteria is based on the convergence of the inexact Uzawa algorithm at the continuous level, and a discrete stability condition is not required.
We test the performance of our algorithms on solving standard Stokes equations, but the algorithms can be applied to a large class of problems that can be reformulated at the continuous level as symmetric SPP, including e.g, div-curl systems or Maxwell equations (see [20, 21] ).
The rest of the paper is organized as follows. In Section 2, we introduce the notation and review some properties of the Schur operators. Based on the Schur complement properties, in Section 3 we review the main convergence results about Uzawa and gradient algorithms and prove a sharp error reduction estimate for the Uzawa gradient algorithm in the general infinite dimensional case. In Section 4, we present a new approach in building discrete spaces for discretizing SPPs using Uzawa or gradient algorithms. The Multilevel Inexact Uzawa (MIU) or gradient algorithms are discussed in Section 5. In Section 6 we present numerical results for the Stokes system and compare the performance of Uzawa and gradient algorithms for four different choices of discrete spaces for the pressure. We summarize our conclusions in Section 7.
Properties of Schur complements
In this section, we start with a review of the notation of the classical SPP theory and introduce the spaces, the operators and the norms for the general abstract case. We let V and Q be two Hilbert spaces with inner products a 0 (·, ·) and (·, ·) respectively, with the corresponding induced norms
The dual pairings on V * × V and Q * × Q are denoted by ·, · . Here, V * and Q * denote the duals of V and Q, respectively. With the inner products a 0 (·, ·) and (·, ·), we associate the operators A 0 : V → V * and C : Q → Q * defined by
Cp, q = (p, q) for all p, q ∈ Q.
The operators A 0 −1 : V * → V and C −1 : Q * → Q are called the Rieszcanonical isometries and satisfy
Next, we suppose that b(·, ·) is a continuous bilinear form on V × Q, satisfying the inf-sup condition. More precisely, we assume that
Here, and throughout this paper, the "inf" and "sup" are taken over nonzero vectors. With the form b, we associate the linear operators B : V → Q * and B * : Q → V * defined by
Let V 0 be the kernel of B or C −1 B, i.e.,
Due to (2.4), V 0 is a closed subspace of V. Next, we review the Schur complement operators as introduced in [4] . The Schur complement on Q is the operator
The operator S 0 is symmetric and positive definite on Q, satisfying
Here, σ(S 0 ) denotes the spectrum of the operator S 0 . Consequently,
The Schur complement on V is defined as the operator
The operator S is symmetric and non-negative definite on V, with Ker(S) = V 0 , S(V) = V 1 . The Schur complement on
The operator S 1 is symmetric and positive definite on V 1 , satisfying
Uzawa and gradient Algorihms
The Uzawa algorithm for solving the Stokes system was first introduced in [1] . In this section, we present the connection between the Schur complements and the Uzawa or Uzawa gradient iterations. First, we review the Uzawa algorithm for the symmetric saddle point problem. We assume that the bilinear form a(·, ·) is defined on V × V and that the form is symmetric, bounded and coercive on the whole space V. For f ∈ V * , g ∈ Q * , we consider the following variational problem: Find (u, p) ∈ V × Q such that
where the bilinear form b : V×Q → R satisfies (2.3) and (2.4). If A : V → V * is the standard operator associated with the form a(·, ·), then the problem (3.1) is equivalent to:
It is known that the above variational problem or system has a unique solution for any f ∈ V * , g ∈ Q * (see [2, 16, 25, 26, 27, 33, 39] ). The form a(·, ·) might not agree with the natural inner product on V, but due to the symmetry, boundness, and the coercivity assumptions, a(·, ·) induces a norm that is equivalent with the natural norm on V. Thus, without loss of generality, we assume from now on that the inner product a 0 (·, ·) on V is the same as a(·, ·), and consequently, A = A 0 .
Given a parameter α > 0, called the relaxation parameter, the Uzawa algorithm for approximating the solution (u, p) of (3.1) is:
). The convergence of the UM is discussed in many publications, e.g., [14, 26, 32, 33, 38] . It is easy to check that
Thus, from (2.5), we get that the convergence rate of UM is
For j ≥ 1 we also have
To anticipate the connection with the Uzawa Gradient (UG) method, we introduce, w 1 := u 1 and for any j ≥ 1, w j+1 := u j+1 − u j , q j := C −1 (Bu j − g), and h j := −A −1 B * q j .
With the above notation, then we have: p j = p j−1 + α q j and
Thus,
From (3.6), we get
and from (3.7), and the definition of q j+1 we have
Next, we relate q j and the error p − p j−1 using the Schur complement S 0 . First we have
, and
Using induction and (3.9) we have (3.10)
For the multilevel version of Uzawa Algorithm (UA) in Section 5, next, we need to estimate the ratios R j :=
|w j+1 | , and r j := |w j | |w j+1 | . From (3.7), and (2.6), we get
Using the spectral propperties of S 0 we get that
In addition, in the case when V and Q are finite dimensional spaces, from (3.9) and (3.8) we get that
Thus, R j or r j can be used to estimate m 2 and M 2 the extreme eigenvalues of S 0 (or S 1 ). Here, the symbol ց indicates that the convergence is from the right and it dos not necessarily mean that we are dealing with a monotonic sequence. A similar interpretation is valid for the symbol ր.
With the above notation and considerations we reformulate the Uzawa algorithm as follows:
Step 1: Set u 0 = 0 ∈ V, p 0 ∈ Q, and compute u 1 ∈ V and q 1 ∈ Q by
Step 2:
Next, we present the Uzawa Gradient algorithm as an Uzawa algorithm with variable relaxation parameter α. For the finite dimensional case, the algorithm is presented by Braess in [16] .
Next, in order to analyze the algorithm, for j ≥ 0 we define w j+1 by
Using induction over j ≥ 0, it is easy to check that
and for j ≥ 1, using (UG3), we also have
From (UG1), (UG3) and (UG4) we obtain
which proves that the choice of α j in (UGα) implies
The next result deals with the convergence of the UGA and provides estimates for the error u − u j , the pressure error p − p j and the residual w j+1 defined in (3.15). The result holds for the infinite dimensional case, and, by the authors' best knowledge, the formula for error reduction is new.
Theorem 3.4. The sequence (u j , p j ) produced by UGA converges to (u, p) the solution of (3.1). In addition, the following formulas hold:
Proof. Since
Step 1 of UA and Step 1 of UGA are identical we have q 1 = S 0 (p − p 0 ), and by induction, it follows that (3.10) remains valid for the UGA. Thus, from (UG2) we get
which says that p − p j is exactly the difference between p − p j−1 and the orthogonal projection of S 0 (p−p j−1 ) onto p−p j−1 with respect to the (·, ·) S 0 -inner product. Consequently we have
2 S 0 , which leads to the following error reduction formula
Using the Kantorowitch inequality
Next, we will justify (3.21). From Step 1 of UGA and the first equation of (3.1), we get
Using the equations of Step 2 in UGA, and induction over j ≥ 0 we get that (3.21) . Combining (3.21) with the identity (2.6), we get
From (3.24) and (3.25) we get that p j → p and u j → u.
To end the proof, we have to justify the error reduction formula (3.21). By taking v = h j in (UG1) and using (UGα) and (3.17), we get
which gives
The above identity together with (3.22) and (3.25) lead to (3.21).
For the multilevel version UGA in Section 5, now we need to estimate the ratio R j := (3.17) , (2.6), (UG2), and (UGα) we get
Each step of the UGA is as a particular step of the Uzawa algorithm provided that for some fixed α 0 , α 1 ∈ (0, 2/M 2 ) we have
The restriction (3.29) can be used as a stopping criteria for a multilevel UGA that is viewed as a double inexact Uzawa algorithm at the continuous level as we will proceed in Section 5. Under the assumption (3.29), from (3.18), (2.5), and (3.28), it follows that there is ρ 0 ∈ (0, 1) such that:
Equation (3.30) can be also used as stopping criteria for a multilevel UGA.
A new look at discretization of saddle point problems
Let V h be a subset of V and letM h be a finite dimensional subspace of Q. We consider thatM h is a Hilbert space equipped with an inner product (·, ·) h which might not agree with the restriction of the original inner product (·, ·) toM h ×M h . First, we define the representation operator R h : Q →M h by
We notice that in the particular case when (·, ·) h agrees with the inner product on Q, we have that R h becomes the orthogonal projection ontoM h . Next, we define M h by
and equip M h with the same inner product (·, ·) h . We consider the restrictions of the forms a and b to the discrete spaces V h and M h and define the corresponding discrete operators A h , C h , B h . For example, A h is the discrete version of A 0 = A, and is defined by
From the above identities, we get
This implies that C −1
h B h is onto M h and, using that V h and M h are finite dimensional spaces, a discrete inf-sup condition holds, i.e., there exists m h > 0 such that
We also introduce M h , the norm of
Here, we have
has unique solution (u h , p h ). Sufficient conditions that guarantee the convergence of (u h , p h ) to the continuous solution (u, p) are well known, see [16, 25, 40, 42] . We also note that
where g in the left side is viewed as the functional q h → g, q h on M h . Thus, both UA and UGA can be applied for solving (4.5) just by replacing A, C and B by the corresponding discrete versions A h , C h , and B h and
We will refer to the two algorithms on (V h , M h ) as the discrete versions of UA and UGA. We further notice that, from the choice of our discrete space M h , we get the convergence of the discrete algorithms to the discrete solution, and that both algorithms compute the residual for the constraint equation at the continuous level and then project or represent it using the larger spaceM h . If the solution of (4.5) is approximated using the UGA on (V h , M h ), then the special (·, ·) h has to be used to compute α j in (UGα). Next, we provide an example of representation operator as a sum of local projections. We consider a particular case of representation operator that appears in a natural way as sum of local projections when we try to smoothly approximate the residual associated with the constraint equation.
To be more precise, let us assume that {φ 1 , φ 2 , . . . , φ m } is an orthogonal basis with respect to the (·, ·) h inner product onM h , consisting of locally supported functions. Having in mind that a typical example forM h is the space of continuous piecewise linear functions with respect to a mesh T h and that the set of all local nodal functions {φ i } m i=1 , form a basis forM h , we can define (·, ·) h by
Nothing, but the observation that
tells us that the representation operator R h : Q →M h defined by (4.1) is
Thus, in the case when {φ 1 , φ 2 , . . . , φ m } is a basis of local function, for the inner product defined by (4.7), we have that the representation operator R h is a sum of local projectors. Using the identity (4.2), the computation of
In implementations, this formula is more efficient because it does not require a matrix inversion. For the case whenM h is the space of continuous piecewise linear functions with respect to a mesh T h , the formula is related to "lumping".
A Double Inexact Uzawa Algorithm and Multilevel Algorithms
In this section, following the ideas in [23, 30] , we review an abstract (double) inexact Uzawa algorithm, that was introduced in [11] , and then use it to describe the multilevel Uzawa and the Uzawa-gradient algorithms. We use the work of [11] to present a unified and simplified description and analysis for the two algorithms.
In what follows in this section, we assume that V and Q are infinite dimensional spaces. The description of the double inexact Uzawa algorithm is based on modifying the standard Uzawa algorithm as follows. First, the exact solve of the elliptic problem or the action of A −1 in the standard Uzawa algorithm, is replaced by an approximation process acting on the residual r j−1 := f − Au j−1 − B * p j−1 . The approximate process is described as a map Ψ defined on a subset of V * which for φ ∈ V * returns an approximation of ξ = A −1 φ. A common choice for Ψ(φ) is the discrete Galerkin projection of ξ on an appropriate subspace, see [3, 4, 11] . Second, the exact action of C −1 in the Uzawa algorithm, is also replaced by a linear process acting on the residual s j := Bu j − g. The approximate process is described as a map Φ defined on a subset of Q * , which for a q * ∈ Q * , returns an approximation of η := C −1 q * . As an example of a linear process Φ(q * ) one can take the projection of C −1 q * on a finite dimensional subspace of Q. The role of Φ is to provide a good approximation of the natural representation operator C −1 . By using a smooth approximation Φ(q * ) of C −1 q * we get that the successive approximations p j of p are smooth functions and in the presence of elliptic regularity (see [5, 7, 8, 9, 10, 12, 29, 33, 34, 35] ), the representation A −1 r j can be better approximated by Ψ(r j ) on discrete spaces.
Let α ∈ 0, 2 M 2 be a given relaxation parameter. The double Inexact Uzawa (IU) algorithm for approximating the solution (u, p) of (3.1) is:
The next result describes a convergence result for the (IU) algorithm. 
for a positive ǫ < ǫ 1 and a positive δ < δ 1 , then the sequence (u j , p j ) produced by (IU) converges to (u, p) the solution of (3.1). The rate of convergence depends only on ǫ, δ, m, M , and the relaxation parameter α.
The proof of Theorem 5.2, together with concrete estimates for ǫ 1 and δ 1 follow from Theorem 1 of [11] . Next, we interpret Algorithm 5.1 as a multilevel algorithm, by defining the approximate inverse Ψ(r j ) as a Galerkin projection of A −1 (r j ) on an appropriate finite element subspace V k of V that changes when j increases, and by defining a computable approximation Φ(s j ) of C −1 s j . We consider that (3.1) is the variational formulation of a boundary value problem on a fixed domain Ω, and assume that two sequences of nested finite element spaces
are given. We note that a discrete stability condition for the family {(V k ,M k )} is not required, but we assume that the sequence {V k } is dense in V. The subspaces V k andM k could be standard multilevel spaces of functions on Ω associated with uniform or non-uniform meshes {T k } on Ω. We consider that eachM k is a finite dimensional Hilbert space equipped with an inner product (·, ·) k . We define first representation operators
for all q ∈M k ,
i.e., R k p is the Riesz representation of q → (p,q) as a functional on (M k , (·, ·) k ). We notice that in the particular case when (·, ·) k agrees with the inner product on Q, we have that R k agrees with the orthogonal projection ontoM k . The induced norm on (M k , (·, ·) k ) is denoted by · k . We define our second approximate process by
We will refer to the index k of V k as the iteration level. The main idea of the multilevel algorithm is that as j increases, the approximations u j of u are determined by solving elliptic, symmetric and positive definite problems on larger and larger subspaces V k of V. The multilevel (double) inexact Uzawa algorithm for solving (3.1) is:
. Multilevel Inexact Uzawa (MIU).
Let α > 0, and r 0 > 1, R 0 > 0 be fixed numbers.
Step 1. Solve for w j ∈ V k and find
Step 2. Solve for w j+1 ∈ V k :
We note here that by taking Ψ(r j ) = w j+1 ∈ V k ⊂ V, where w j+1 is defined in Step 2 of MIU, and Φ(s j ) = R k (C −1 s j ) ∈M k ⊂ Q we can view MIU algorithm as a particular case of (IU) algorithm. To study the convergence of MIU, we introduce F (δ) := 1 √ 1−δ 2 , δ ∈ (0, 1), and let δ 0 , δ 01 , and δ 00 be such that 0 < δ 0 < δ 01 < δ 00 < δ 1 , where δ 1 is the threshold value of Theorem 5.2. Then, we assume that r 0 and R 0 are chosen such that
The following convergence result was proved in [11] . Next, we observe that as long as the MIU iteration is performed on the same level k, the iterations (u j , p j ) corespond to standard Uzawa iterations on (V k , M k := R k C −1 BV k ) (see also the paragraph before Remark 4.1). Using the equivalence of Algorithm 3.1 and Algorithm 3.2 and the similarity between Algorithm 3.2 and Algorithm 3.3, we are led to a multilevel inexact Uzawa gradient algorithm:
Step 1. Solve for w j ∈ V k and find u j ∈ V k , and q j ∈ M k by:
Step 2. Solve for h j , w j+1 ∈ V k and α j :
Step 2 Else k = k + 1, j = j + 1, Go To Step 1 End Theorem 5.7. Let α 1 ∈ (0, 2/M 2 ) and assume that all the conditions of Theorem 5.4 , are satisfied for α = α 1 and R 0 = √ α 1 . Then, the sequence (u j , p j ) produced by MIUG converges to (u, p) the solution of (3.1).
Proof. Since for each fixed iteration (and each fixed level) the Uzawa gradient algorithm is a particular case of the Uzawa algorithm, to justify the convergence of MIUG, we will use Theorem 5.4. The only extra condition we have to take care of is to verify that for each iteration j of MIUG, the α j computed at Step 2, satisfies α j < α 1 < 2/M 2 . From (3.27), we have that
|w j+1 | , and the restriction for α j follows from the condition M p j − p j−1 < R 0 |w j+1 | that is imposed at Step 2, and from the extra restriction R 0 < √ 2 M that we assume for R 0 . A useful note similar to Remark 5.5 holds for Theorem 5.7 as well.
Numerical results for the Stokes system
In this section we consider application of the multilevel algorithms developed in the previous sections to finite element discretization for the standard Stokes system:
with vanishing Dirichlet boundary condition u = 0 on ∂Ω and
where Ω is the unit square and ∆ is the componentwise Laplace operator.
0 (Ω). The variational formulation of the problem is:
Find u ∈ V, p ∈ Q such that
We introduce a(·, ·) and b(·, ·) as the bilinear forms defined by
Let f , v := Ω f · v, and g, q := Ω g q. The corresponding spaces and operators for the Stokes system are
Thus, B = −div and B * = grad. We define an original mesh T 1 on Ω by splitting the unit square into four squares of size 1/2 and then by splitting each of the small squares in two triangles using the diagonal passing through the point (1/2, 1/2). The family of uniform meshes {T k } k≥0 is defined by a uniform refinement strategy, i.e., T k is obtained from T k−1 by splitting each triangle of T k−1 in four similar triangles. We used three finite element spaces on a triangular mesh which we denote as follows:
(P 1) 2 c -Continuous piecewise linear vector functions. P 0d -Discontinuous piecewise constant scalar functions. P 1c -Continuous piecewise linear scalar functions.
We apply both MIU and MIUG for approximating the solution of the Stokes system with the exact solution u 1 = 1/5π 2 sin(πx) sin(2πy), u 2 = 1/5π 2 sin(2πx) sin(πy), and p = 2/3 − x 2 − y 2 . For each of the two algorithms we consider V k = (P 1) 2 c as the space of vector functions which vanish on ∂Ω and are continuous piecewise linear functions with respect to the mesh T k and four different choices for the spacesM k , hence the representation operator R k . Here are the choices:
M1:M k = P 0d is the space of discontinuous piecewise constant functions on T k , with the standard L 2 inner product. We will also refer to the discretization on (V k ,M k ) as the P1c − P0d discretization. M2:M k = P 0d(h k−1 ) is the space of discontinuous piecewise constant functions on T k−1 , with the standard L 2 inner product. This will be the P1c(h) − P0d(2h) stable discretization. M3:M k = P 1c is the space of continuous piecewise linear functions on T k , with the standard L 2 inner product. We will also refer to the discretization on (V k ,M k ) as the P1c − Q(P0d) discretization. M4:M k = P 1c is the space of continuous piecewise linear functions on T k , with the special inner product given by (4.7), and R k = R h the projection onM k =M h defined by (4.8) . This will be the P1c −Q(P0d) discretization.
Each particular choice Mj (with j = 1, 2, 3, 4) forM k defines a different MIU or MIUG algorithm named MjIU or MjIUG algorithm, respectively. We start all the algorithms on the fourth level of refinement and record the error for the velocity and the pressure for the last iteration j = j(k) before leaving the level k. We also record on the last column of the table the number of iterations performed by the algorithm on each level k. For all the MIU algorithms we choose the driving parameters: α = 0.6, and r 0 = 3. For M1IU and M2IU we took R 0 = 2, and for M3IU and M4IU we took R 0 = 3. Below are the numerical results for the four cases. Table 1 . Solving (6.1) using M1IU (P 1c-P 0d). We see convergence despite the lack of an LBB condition. Table 3 . Using M3IU (P 1c-Q(P 0d) discretization). We see convergence despite the lack of an LBB condition. Table 4 . A summary of results for solving (6.1) using M4IU (P 1c-Q(P 0d) discretization). We see convergence despite the lack of an LBB condition. Table 5 . Solving (6.1) using M1IUG (P 1c-P 0d). We see convergence despite the lack of an LBB condition.
for r 0 = 4, starting with the second iteration. The numerical results are recorded in Tables 1-8 . Table 7 . Using M3IUG (P 1c-Q(P 0d) discretization). We see convergence despite the lack of an LBB condition. Table 8 . A summary of results for solving (6.1) using M4IUG (P 1c-Q(P 0d) discretization). We see convergence despite the lack of an LBB condition. We performed numerical experiments with a version of MIUG, where the change of level condition of Step 3 was replaced by (3.30) . We will refer to this modified Multilevel Gradient algorithm simply as the MG algorithm. In Table 9 we show the numerical results for the M4 case, i.e. the P 1c-Q(P 0d) discretization on each level, and with the residual reduction factor ρ 0 = 0.81. The numerical results of the MG algorithm suggest that a fixed (and small) number of iterations on each level of the multilevel Uzawa gradient would still produce a good error reduction. We modified M4IUG by imposing exact five iterations on each level. The results are recorded in Table 10 . In this case, our numerical results show that the inter-level pressure error is p − p h ≈ O(h 2 ). It is important to notice that for our Stokes model problem, we have found that the order of convergence for pressure can improve from O(h) for the standard stable discretization to O(h 2 ) for the multilevel and residual smoothing discretization cases. A proof of this statement in the Stokes or the general case remains to be further investigated.
To emphasize on the importance of the multilevel approximation, we applied the gradient method for the M4 case, i.e. the P 1c-Q(P 0d) discretization directly on level k = 8, for j = 40 iterations. We have found |u − u j | = 0.0009168, and p − p j = 0.0001946. The running time is three times longer and the pressure error is worse by a factor of 5 when compared to the corresponding multilevel algorithm with levels k = 4, . . . , 8. Table 9 . A summary of results for solving (6.1) using the MG algorithm with P 1c-Q(P 0d) discretization. We see fast convergence despite the lack of an LBB condition. Table 10 . A summary of results for solving (6.1) using a modified M4IUG algorithm with P 1c-Q(P 0d) discretization and 5 iterations on each level.
Conclusion
We presented multilevel algorithms for discretizing symmetric saddle point problems for the particular case when the form a(·, ·) is symmetric and coercive. The new algorithms are based on the inexact Uzawa method at the continuous level and on the existence of multilevel sequences of nested approximation spaces. The convergence of the algorithms is driven by the accuracy of the residual representation for the elliptic problem at each iteration step. By slightly modifying the update for the second variable one can find better approximations for p when compared to discretization on standard stable pairs where a Ladyshenskaya-Babuška-Brezzi condition holds true. The new introduced multilevel Uzawa gradient method, automatically selects the relaxation parameter, lowers the number of iterations on each level, and significantly improves the error reduction for the second component of the solution. The algorithms can be applied to a large class of first order systems of PDEs that can be reformulated at the continuous level as symmetric SPPs. Typical example of such systems including the divcurl system and the Maxwell equations. In solving such problems by our approach, the fact that we obtain fast convergence with families that are not necessarily stable, leads to efficient and simple to implement iterative solvers that can compete with standard discretization and approximation approaches.
