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Abstract
We study the t-J model with the inclusion of the so called three-site term which
comes out from the t/U → 0 expansion of the Hubbard model. We find that this
singlet pair hopping term has no qualitative effect on the structure of the pure mean
field phase diagram for nonmagnetic states. In accordance with experimental data
on high-Tc materials and some numerical studies, we also find wide regions of phase
coexistence whenever the coupling J is greater than a critical value Jc. We show
that Jc varies linearly with the temperature T , going to zero at T = 0.
PACS: 71.27, 74.20.
In a recent paper [1] we have presented a new finite temperature phase diagram for the
nonmagnetic phases (dimer and flux) in the 2-dimensional t-J model below half-filling,
which shows the existence of broad areas of phase coexistance (dimer-flux or flux-uniform),
in accordance with experimental and numerical data on the possibility of separation into
hole-rich and hole-poor regions [2, 3, 4].
It is well known that one can obtain the t-J model in the strong coupling regime
(U ≫ t) of the one-band Hubbard model:
H = −t
∑
(ij)
∑
σ
c†iσcjσ + U
∑
i
ni↑ni↓ (1)
below half-filling. In (1) Latin indices label sites, the ciσ’s are annihilation operators for
a fermion on site i and spin σ =↑, ↓, niσ = c
†
iσciσ and (ij) denotes a sum over ordered
nearest neighbor (n.n.) pairs.
The strong coupling limit of (1) can be studied either by direct perturbation methods
[5] or by canonical transformations methods [6] (see also [7, 8] for a detailed review). To
lowest order in t/U , the Hamiltonian that describes the Hubbard model on the subspace
with no double occupancies (ni ≤ 1) is given by:
Ĥ = Th +H
(1) +H(2) (2)
where
Th = −
∑
(ij)σ
tij (1− niσ¯) c
†
iσ cjσ(1− njσ¯) ; σ¯ = −σ (3)
H(1) =
∑
〈ij〉
Jij
{
~Si · ~Sj −
1
4
ninj
}
, Jij = 4
|tij|
2
U
, (4)
H(2) = −
1
U
∑
(ijl)
∑
στ
tij tjl (1− niσ¯) c
†
iσ cjσ njσ¯ njτ¯ c
†
jτ clτ (1− nlτ¯ ) (5)
and the symbol 〈ij〉 denotes a summation over unordered pairs of n.n. and (ijl) denotes
a summation where i 6= l, and both i and l are n.n. to j. The spin operators are defined
as
~Si =
1
2
∑
αβ
c†iα~σαβciβ , (6)
with ~σ = (σ1, σ2, σ3) being Pauli matrices.
The effective Hamiltonian contains a direct hopping term Th that gives nonvanishing
contribution only if the electron jumps from site i to an empty n.n. site j. So we expect
the effective hopping coefficient t to be reduced by a factor of order δ, δ being the doping
fraction [9]. On the contrary H(1), which gives rise to a spin dynamics described by the
standard AFM Heisenberg model, has not to be renormalized, since ~Si · ~Sj is nonzero only
if both the sites i and j are singly occupied. H(2) is proportional to |t|2 and describes
a double hopping process. Thus, one would be tempted to believe that it has to be
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renormalized by a factor of δ2. However, it is not difficult to see that the three-site
hopping term H(2) gives nonzero contribution only for the situation in which the final
site l is empty and the intermediate site j is singly occupied. Then this term should be
renormalized by a factor of δ(1− δ). Similar conclusions can be reached within different
approaches [10, 11, 12].
For low doping the three-site term is smaller by a factor δ as compared with the AFM
term and by a factor |t|/U as compared with the direct hopping term. That is why it is
usually ignored and one is led to the t-J model [13]. However, the Hubbard Hamiltonian
is often studied in a range of the parameter t/U not so small, especially in applications
to high Tc materials for which one assumes t/U ≈ 0.1. In this regime the role of the
three-site term cannot be neglected a priori.
Numerical works have recently shown that the the three-site term is essential to avoid
discrepancies between the one-particle spectra of the Hubbard and t-J model in the inter-
mediate U regime [14]. According to [14], only after the inclusion of the three-site term,
the t-J model can correctly describe the photoemission experiments on cuprate oxides.
The three-site term describes the hopping of a singlet pair, which can be either rigid or
with a flip of the spins. Both these processes preserve the local singlet bond and may be
relevant for superconducting correlations, favoring superconducting states at the expense
of an antiferromagnetic phase [10].
Therefore, according to the discussion above, we approximate the effect of the
Gutzwiller projector by renormalizing each term of the Hamiltonian (2) with suitable
factors depending on δ. Our new starting point is hence the Hamiltonian:
H = tδ
∑
(ij)
∑
α
c†iαcjα −
J
4
∑
ijkl
∑
αβ
c†iα cjα Aji,kl c
†
lβ ckβ (7)
where we have introduced the four fermion matrix
Aji,kl =


1 if i n.n. j and i = k, j = l
δ(1− δ) if i n.n. j, k n.n. l, j = l and i 6= k
0 otherwise
. (8)
In [1], we examined the so-called nonmagnetic phases for the t-J model, first proposed
by Affleck and Marston [15], in the mean field approximation and we have presented a
finite temperature phase diagram (T versus the doping δ). In this paper we shall study
how the phase diagram changes if we include the three-site hopping term.
To study the Hamiltonian (7) we can parallel the discussion in [1], where we have
chosen to represent the partition function in the grand canonical ensemble by means of a
functional integral over Grassmann fields and decoupled the four-fermion interaction by
means of a Hubbard-Stratonovich transformations over the auxiliary fields Uij(τ) = U
†
ji(τ).
In the static approximation Uij(τ) ≡ Uij , the partition function reduces to:
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Z =
∫
[DU∗ijDUij ] exp

−βJ
∑
ijkl
U∗ij Aji,kl Ukl

 exp {−Seff} (9)
Seff ≡ −2Tr
{
log
[
−G−1 + βU
]}
, (10)
where
[G−1]ijnn′ = (iωn + µβ) δijδnn′ (11)
[U]ijnn′ =


[tδ +
∑
pq
Upq Apq,ji]δnn′ if i n.n. j
0 otherwise
, (12)
µ being the chemical potential.
We consider, as in [15], a pattern of link variables Uij that admits a symmetry for
translations along the diagonal so that the matrix U depends only on the four parameters
Uj (j = 1, · · · , 4) shown in Fig. 1 of [1]. As for the pure t-J model, the matrix U can be
easily diagonalized in momentum space: if we include the three-site term it has eigenvalues
Ek = ± |λk| (13)
λk ≡ χ1e
ikxa + χ∗2e
−ikya + χ3e
−ikxa + χ∗4e
ikya
with the definitions
χ1 ≡ tδ + U1 + δ(1− δ)(U
∗
2 + U3 + U
∗
4 ) (14)
χ2 ≡ tδ + U2 + δ(1− δ)(U
∗
1 + U
∗
3 + U4) (15)
χ3 ≡ tδ + U3 + δ(1− δ)(U1 + U
∗
2 + U
∗
4 ) (16)
χ4 ≡ tδ + U4 + δ(1− δ)(U
∗
1 + U2 + U
∗
3 ) (17)
We notice that both the expression for the partition function (9) and for the eigenvalues
of U (13) are formally identical to the one for the pure t-J model we gave in [1], the only
differences being in the definition of the matrix A and of the parameters χj ’s that appear
in λk. Thus, to study nonmagnetic phases in the mean field approximation, we can borrow
from the discussion of [1].
We first discuss in detail the numerical solutions to the self-consistency equations for
the case J/t = 1. For high temperature and/or high doping the free energy is minimized
by the uniform phase, characterized by Ui ≡ U ∈ IR
+, i = 1, . . . , 4. For temperature
lower than T = J/4 we find two phases: dimer and flux. The former corresponds to two
solutions of the form U1 6= U2 = U3 = U4 , Uj ∈ C with |U1| ≫ |U2| and is stable in the
lower range of dopings. In the flux phase the link variables Ui are all equal to a complex
value Ueiφ with φ 6= 0. It is the lowest energy state in a range of doping that roughly
4
δT
Figure 1:
Mean field phase diagram for the t-J model (open circles)
and with the inclusion of the three-site term (solid triangles).
corresponds to that of high-Tc superconductivity. The pure mean field diagram is shown
in Fig. 1 (solid triangles).
Since the hole mobility is enhanced by the addition of the three-site hopping term,
we expect disordered phases be favored with respect to the ordered ones. Moreover, the
three-site term being proportional to δ(1 − δ), this effect should increase with doping
in the region we considered. This is in fact what we find in our mean field calculation.
Fig. 1 shows the shifts of the phase boundaries for the usual t-J model (open circles)
after the inclusion of the three-site term (solid triangles). The region of stability of the
dimer phase shrinks in favor of flux phase, while the uniform configuration extends to
considerably lower dopings at the expense of the flux one.
As we have observed also in [1], for T = 0 our mean field calculations are consistent
with the ones carried out within a slave boson formalism in [16, 17]. In particular, we
agree with [17] in finding a first order phase transition between the dimer and the flux
phases. Contrary to [17], we find that the flux-uniform phase transition is of the second
order for any temperature. This can be seen from either Fig. 3 or Fig. 5 of [1]. In Fig.
3 of [1] it is possible to observe that, increasing δ, the angle φ, which distinguishes the
flux phase from the uniform, decreases continuously from π/4 to 0. In Fig. 5 of [1], it is
easy to see that, at the transition point, there is no jump in the chemical potential, but
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only a cusp. At this regard, we can also observe that the slope of these curves becomes
steeper as the temperature decreases. For T = 0 this behaviour gives rise to numerical
problems and probably this is the reason why in [17] the authors found a jump in the
chemical potential and hence concluded that the flux-uniform boundary line describes a
first order phase transition.
The diagram of Fig. 1 is constructed without taking into account the possibility of
coexistence of different phases. Indeed we find two ranges, belonging respectively to the
dimer and the flux phase, where ∂µ
∂δ
> 0 [1, 18] which clearly indicate an instability to-
wards phase separation. By means of the Maxwell construction on the chemical potential
[4], we obtain two different regions corresponding to dimer-flux and flux-uniform phase
coexistence. In the former, the hole-poor (hole-rich) part is in the dimer (flux) phase
while in the latter the hole-poor (hole-rich) part corresponds to the flux (uniform) phase.
The final phase diagram is shown in Fig. 2.
δ
T
Figure 2:
The phase diagram after taking into account phase separation.
Phase separation for nonmagnetic phases is also discussed in [17]. In the range of
dopings relevant to high-Tc superconductivity, the authors of [17] found a wide region of
phase separation between a half-filling dimer phase and a hole-rich uniform phase, while
we find a smaller region of phase separation between a half-filling dimer phase and a flux
phase corresponding to δ ≈ 0.09. This discrepancy is due to a different behaviour of the
chemical potential as a function of δ. Indeed, within the large-N slave-boson formalism the
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electronic chemical potential gets shifted by the mean value of the Lagrange multiplier
that enforces the constraint, while in the approach we adopted such a term is absent.
Phase separation is a relevant issue because there is a considerable experimental evidence
that many high-Tc superconductors have a regime in which phase separation between an
AFM hole-poor region and a superconducing hole-rich region occurs [19]. Also, according
to [20] an instability toward phase separation might explain the unusual properties of the
normal state and superconductivity in copper oxides. This is why the above mentioned
discrepancies between different approaches deserve a deeper investigation, which we plan
to describe in a future work.
T
J/
t
Figure 3:
The region of antiferromagnetic couplings where phase separation occurs.
The dotted line refers to a calculation without the three-site term.
We want finally to give our contribution to the open question about the possibility
that phase separation disappears once J/t is lowered below a critical value Jc/t. The
determination of this quantity is important in order to understand if the t-J model can
exhibit phase separation in the regime of high-Tc superconductors where 0.3 < J/t <
0.5. Theoretical studies, for T = 0, based on different techniques, lead to contradictory
results. Using a high temperature expansion the authors of [18] find the model phase
separates only for J/t > 1, i.e. outside the region interesting for superconductivity.
Similar results have been obtained in some numerical works [21]. On the contrary other
authors find that phase separation occurs for all values of J/t. In particular this has been
done by means of quantum Monte Carlo calculations [22], a combination of numerical
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and analytical results [2, 3] and the above mentioned slave-boson approach [4, 17]. We
calculated numerically the critical value Jc/t for several temperatures (T = 0 included)
by observing the disappearance of the instability regions where ∂µ
∂δ
> 0.
The results, plotted in Fig. 3, show that Jc/t varies linearly with the temperature and
vanishes for T = 0, both for the standard t-J model (dotted line) and with the inclusion
of the three-site term (solid line). Thus, at zero temperature we find phase separation
for all values of the interaction strength, in accordance with [3, 17, 22]. In addition, we
can also conclude that at finite temperature there is always a nonzero critical value Jc/t
below which phase separation disappears. In particular there is no phase separation in
the region interesting for superconductivity for temperatures higher than T ≈ 0.07t.
Lastly, we observe that in one dimension some exact diagonalization and Monte Carlo
results [23] suggest that the inclusion of the three-site term suppresses phase separation,
which is instead present when such a term is not added [24, 25]. This seems not to be the
case in two dimensions, at least at mean field level. Indeed, our calculations show that
phase separation is still present and the effect of the three-site term is not so dramatic.
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