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Future increases of wind energy density for the United States’ South-Central Plains region have 
been projected by several previous research examples. These increases oppose the decreases in 
wind energy density that have been projected for the rest of the country. Simultaneously, the 
Central Plains’ low-level jet has been projected to become faster and more frequent by the end of 
the century. Given the influence that observed low-level jets have been known to exert on hub-
height wind speeds, it is reasonable to suggest that projected changes of wind energy resources 
over Oklahoma could be a consequence of strengthening of the low-level jet. 
This work sought to determine the existence of a significant and explicable climatological 
relationship between the low-level jet and wind energy resources. The approach of this work was 
therefore to explore several low-level jet characteristics and wind energy metrics, some of which 
have seldom been analyzed on climatological timescales, such as low-level jet height, frequency 
of ramp up/ramp down events, and frequency of cut-in/cut-out events. Another objective of this 
work was to update projections of low-level jet characteristics and wind energy metrics before 
exploring their relationships, since many previous studies have based projections of these 
quantities on older climate model outputs. 
Outputs from a collection of recent climate models were enlisted to evaluate projected changes in 
the low-level jet’s speed, height, and frequency. Analysis of these outputs over the 21st Century 
substantiated the projected low-level jet strengthening concluded in previous work, in particular 
an increase of low-level jet frequency and a poleward shifting of the most common sites of its 
formation. This study also indicated statistically significant increases in low-level jet frequency 
in autumn, a time of year when the low-level jet occurs less frequently. The necessity of enlisting 
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multiple model outputs in such work was also highlighted, given the tendency of lower-
resolution General Circulation Models (GCMs) to project reductions in these low-level jet 
characteristics, and the known biases that several of these GCMs possess, e.g. underestimation of 
historical low-level jet frequency, particularly amongst lower-resolution GCMs. 
The current study evaluated wind energy metrics by enlisting a climatological delta method to 
statistically downscale model-projected wind speed changes onto wind measurements from a 
collection of Oklahoma Mesonet stations, thereby producing high-resolution future pseudo-
observations at these locations. The current study showed some disagreement with results from 
previous work, with reductions in wind speed and wind power density projected by the end of 
the century, and consistent increases (reductions) in the frequency of cut-out (cut-in) events. 
There was also evidence for diurnal and seasonal variability in the frequency of ramp up/down 
events, with both quantities possessing higher frequency in spring and summer and during the 
day. This finding possessed consistency with observations of ramp events. There were notable 
differences in projected changes of these metrics between models, with the ACCESS 1.0 GCM 
in particular more consistently projecting increases in these quantities than the other GCMs used 
in this work. The known biases of these GCMs in underestimating spring and summer wind 
speed over the Central Plains was highlighted as reasons for these results. 
Simple linear regression showed that increases in low-level jet frequency possess a consistent 
and statistically significant relationship with the wind energy metrics studied in this work, 
especially for spring and summer and during the night – times of day at which the low-level jet’s 
occurrence is typically more frequent. The relationship between increased future low-level jet 
frequency and reductions of ramp event frequency is of interest, given its implications for the 
grid management of Oklahoma’s future wind energy generation. It was noted in this work, 
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however, that the strong relationships between low-level jet frequency and these wind energy 
metrics were not always consistent with the sign of projected changes in low-level jet 
characteristics and wind energy metrics. As such, whilst the low-level jet probably does exert 
some influence on wind energy metrics and could continue to do so in future decades, the effects 
of other climatological processes and climate variability cycles could also be important. 
1 
Chapter 1: Introduction 
 1.1. Scope of Thesis 
Wind energy generation in the state of Oklahoma has grown considerably in recent years. As of 
the fourth quarter of 2018, Oklahoma possesses the third highest statewide wind energy capacity 
in the United States (8,072 Megawatts), which comprises almost one-third (31.9%) of the state’s 
total electrical generation capacity (American Wind Energy Association, 2018). This increase in 
wind energy has largely been driven by the decreasing cost of its commission and installation. 
Wind energy now possesses the lowest levelized cost of energy ($37/Megawatt hour) of all 
means of generating electricity available to the United States (Energy Information 
Administration, 2018) – an undeniable economic asset to Oklahoma’s energy infrastructure.  
In the past, the use of wind energy and other renewable energy resources has been encouraged by 
Oklahoma’s state government. Chapter 801.4 of the 2010 Oklahoma Energy Security Act states 
that “it is in the public interest to promote renewable energy development in order to best utilize 
the abundant natural resources found in this state” (Oklahoma State Courts Network, 2015), with 
wind energy being included in its list of promoted forms of energy. There has, however, been 
legislative pushback in recent years, with the state government ending income tax credits for 
Oklahoma’s zero-emission energy generation in July 2017 (McCall and Schulz, 2017), and the 
decision to prohibit wind turbine construction within 1.5 miles of the state’s airports, hospitals, 
and schools (Bingman and Sears, 2015). This forms part of a wider national effort to discontinue 
government-issued incentives for green energy technologies. These legislative motions have, 
however, had little effect on the growth of Oklahoma’s wind energy industry, consequently 
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assisting in reducing the United States’ dependence on fossil fuel imports and strengthening 
national energy security.  
Reliance on wind energy in Oklahoma has produced many economic and environmental benefits, 
such as supporting up to 9,000 jobs in connection with the wind energy industry, and the 
avoidance of 10.7 million metric tons of carbon emissions in 2017 alone (American Wind 
Energy Association, 2018). Benefits of wind energy production are likely to amass and continue 
in future decades, with the United States’ Department of Energy’s Wind Vision report projecting 
a 500-Gigawatt nationwide onshore wind energy capacity by 2050, which would constitute 
around 35% of the country’s electricity supply (Department of Energy, 2018). Oklahoma’s wind 
energy capacity, according to this report, is predicted to have a statewide installed capacity of 15 
Gigawatts by 2050. Such growth would represent a doubling of the state’s current capacity. 
Although Oklahoma’s burgeoning wind energy industry affords multiple benefits, whether they 
be employment, public service funding, or energy independence, it is of interest to research the 
perpetuity of these benefits. As such, many examples in the research literature have hitherto 
considered the longevity of wind energy in light of a potential climate change. Spatial and 
temporal analyses using climate models have generally concluded that climate change could be 
associated with a negative impact on wind energy in the coming decades. This conclusion has 
been made by studies of projected wind speed evolution on local scales, such as the Pacific 
Northwest (Sailor et al., 2008) and the Central Plains (Greene et al., 2012), as well as national 
scales encompassing the contiguous United States (Breslow and Sailor, 2002; Pryor and 
Barthelmie, 2011; Johnson and Erhardt, 2016). These results are indicative of a shift of the most 
optimal locations for wind energy generation to other regions of the United States. Given that 
many countries are increasingly relying on renewable energy resources as a replacement for 
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more physically and economically restricted reserves of fossil fuels (Höök and Tang, 2013), the 
dilemma of maintaining the United States’ energy infrastructure using potentially decreasingly 
available wind energy resources becomes a point of concern. 
However, projections of climate change’s impacts on wind energy resources possess spatial 
variability, such that projections for Oklahoma and the wider South-Central Plains region are not 
consistent with those for the rest of the United States. Analysis of Oklahoma’s future wind 
climate by Stadler et al. (2015) projects springtime wind speed increases of over 7% between 
2000 and 2070. Studies focusing on national length-scales corroborate this finding, with work by 
Segal et al. (2001), Holt and Wung (2012), Kulkarni and Huang (2014), and Johnson and Erhardt 
(2016) all concluding that the increase in wind speed projected to occur over the South-Central 
Plains is incongruent with the projected reductions (or lack of change) for the rest of the United 
States.  
Based on the results of these previous studies, it becomes interesting to ask why the use of wind 
energy resources of states including and around Oklahoma may evolve in a different manner than 
the rest of the United States. There have been several studies, such as Cook et al. (2008), which 
have concluded that the springtime low-level jet (powerful nocturnal southerly winds that form 
frequently over the Central Plains at this time of year – detailed definition of the low-level jet is 
given in Section 2.2) could be as much as 25% faster by the end of the century, as well as 
occurring more frequently at times of year when low-level jets are typically less common, such 
as autumn. More recent work by Tang et al. (2017) found results consistent with Cook et al. 
(2008), revealing that annual low-level jet frequency could be up to 20% higher by 2070. An 
enhancement of low-level jet speed and frequency is an important result, since this phenomenon 
has been documented in various observational studies to have a notable influence on hub-height 
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level wind speeds, whether for the South-Central Plains or otherwise (Greene et al., 2009; Emeis, 
2014b; Lampert et al., 2016). It is therefore reasonable to suggest that an increase in the low-
level jet’s speed and frequency over the next few decades could be an important contributing 
factor to the positive wind speed trends over Oklahoma in the aforementioned studies. The low-
level jet is of interest to the current study since it is a phenomenon that occurs most frequently 
over the United States’ Central Plains, frequently forming over the state of Oklahoma. 
 1.2. Justification for this Work 
The objective of this thesis is to determine whether model-projected changes in Oklahoma’s 
wind energy resources presented in previous work possess a link with evolution of the Central 
Plains’ low-level jet. Since Oklahoma’s dependence on wind energy is growing quickly, it is of 
interest to the state’s government, stakeholders in the wind energy industry, and the scientific 
community to understand why Oklahoma’s wind energy resources may evolve in the manner that 
has been projected by climate models. This work therefore serves three purposes in particular: 
1. Filling a gap of understanding regarding the vulnerability of the United States’ wind 
energy resources to climate change. There are several examples of existing research that 
have explored how the viability of wind energy generation over Oklahoma, and the 
Central Plains more widely, could change as the 21st Century progresses, typically by 
quantifying future changes in wind speed and wind power density (Greene et al., 2010; 
Greene et al., 2012; Stadler et al., 2015). However, there are no United States-focused 
research examples that consider why these changes in wind climatology might take place. 
Some studies, such as Holt and Wung (2012), have suggested that the low-level jet’s 
evolution could explain a considerable amount of the trends in wind energy resources 
over the South-Central Plains region. By combining this proposition with results that 
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indicate climate change potentially having significant effects on the average state of the 
low-level jet (Cook et al., 2008; Tang et al., 2017), it is reasonable to specifically assess 
the low-level jet’s role in the changes in extractable wind energy resources that 
Oklahoma could experience. 
2. Providing insight for long-term energy planning at state and national levels. Oklahoma is 
an interesting case study for this work because its wind energy capacity has grown 
quickly, having had no capacity prior to 2003, and now having the third highest statewide 
wind energy capacity across the United States (WINDExchange, 2018a). Much of this 
growth in wind energy development has happened with little to no legislative assistance 
or formal government policy. Given the focus of the current study, Oklahoma’s state 
government and the private sector may find its results useful for informing energy policy 
and continued investment into Oklahoma’s wind energy industry. Such a finding would 
hopefully lead to the construction of guided procedures to develop and expand the 
infrastructure that is already in place. For example, information about future changes in 
the frequency of cut-in events (shutting down of wind turbines when wind speeds drop 
below 3 m s-1) could lead to new standards for wind turbine blade construction. 
3. Updating previous work in this field using more contemporary data. Many previous 
studies that have considered future changes in the United States’ wind energy resources 
or the low-level jet have been conducted using outputs from similar sets of General 
Circulation Models (GCMs) from the Third Generation of the Coupled Model 
Intercomparison Project (CMIP3; Meehl et al., 2007). Whilst these studies have produced 
many scientifically credible results, the outputs of Fifth Generation (CMIP5) GCMs have 
been publicly available for several years, having been developed to improve upon CMIP3 
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in several ways, such as grid resolution, more ensemble members, and 
improving/increasing the climate system processes that can be simulated (Taylor et al., 
2012). Although the newer Sixth Generation (CMIP6) of GCM outputs are gradually 
being made available to the public, not enough wind speed outputs were available to 
compare projections from multiple GCMs (WRCP, 2019) at the time of the current study. 
As such, GCM outputs from the CMIP5 generation are used in the current study, in order 
to assess linkages between wind energy resources and low-level jet characteristics and 
therefore update findings from previous work. 
It is important to justify why the low-level jet has been selected as an explanation for the 
evolution of Oklahoma’s wind energy resources. The low-level jet has been recognized in 
previous work to be a significant feature of the United States’ wind climatology, particularly 
during the spring months (Doubler et al., 2015; Yu et al., 2017). This significance is one reason 
why several studies have evaluated the features of the low-level jet’s climatology and its 
relationship to other climatological features (Song et al., 2005; Harding et al., 2013; Danco and 
Martin, 2017). Secondly, observational studies that link low-level jets to near-surface winds 
(Emeis, 2014b; Lampert et al., 2016) all give credence to the low-level jet’s influence on wind 
energy generation. Finally, non-extreme extratropical cyclones over North America are expected 
to shift poleward and also reduce in strength and frequency (Yin, 2005; Bengtsson et al., 2006; 
Zappa et al., 2013). This contribution to reduced wind speed over the South-Central Plains would 
suggest that large synoptic scale processes have less importance in explaining the wind speed 
increases that have been found to occur in this region. Overall, the low-level jet’s pertinence and 
strong influence on Oklahoma’s wind climatology means that it makes sense to study the low-
level jet specifically in explaining the effects on the state’s future wind energy resources.  
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As mentioned above, the results of this study could have relevance to stakeholders in the wind 
energy industry. A core component of this study is therefore to relate the evolution of the low-
level jet to various metrics for measuring wind energy generation, therefore producing results 
that are more tangible when informing long-term investment and policy decisions. The selected 
metrics are all relevant to the productivity of wind turbines, consisting of wind speed, wind 
power density, frequency of winds below cut-in/above cut-out speed, and frequency of ramp 
up/down events (see Section 3.2 for definitions and significance of these indicators).  
Bearing all of this in mind, the following three research questions are asked by the current study, 
which shall be answered based on the obtained results and comparisons with previous literature: 
1. A United States-based multi-GCM analysis of historical versus future low-level jet 
climatology using model outputs from the CMIP5 generation is yet to be done. Previous studies 
either used outputs from the CMIP3 generation (Tang et al., 2017) or only one or two CMIP5 
climate model outputs (Harding and Snyder, 2014). Studies that enlisted a contemporary multi-
model ensemble only considered the jet’s historical state, such as Harding et al. (2013) and 
Danco and Martin (2017). Also, none of these studies have considered projected changes in low-
level jet height. As such, how does using more recent climate model outputs of wind speed and 
consideration of a wider range of low-level jet characteristics change the current understanding 
of projected low-level jet climatology over the South-Central Plains region? 
2. Previous examples of research concerning United States-focused climatological projections of 
wind energy resources have not enlisted as holistic a range of wind energy metrics as the current 
study. Most of these studies have only considered wind speed (Pryor and Barthelmie, 2011) or 
wind power density (Stadler et al., 2015; Johnson and Erhardt, 2016), many of which again 
enlisted model outputs from the CMIP3 generation to project these quantities. Kulkarni and 
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Huang (2014) is one of the only examples in the literature of CMIP5-based projections of the 
United States’ wind energy resources, but this study used a different combination of GCMs than 
that of the current study (see Section 3.1 for details of GCMs enlisted). In what way does using 
more recent climate model projections to calculate changes in a range of wind energy metrics 
yield notable results concerning Oklahoma’s future wind energy resources? 
3. The linkage between the low-level jet and near-surface winds in its vicinity has been 
suggested by studies such as Holt and Wung (2012) and Johnson and Erhardt (2016), but is still 
yet to be assessed explicitly. How can changes in the low-level jet climatology projected in the 
current study be linked to changes in Oklahoma’s wind energy resources in ways that are 
conceptually sound, owing to suggested influences of the low-level jet on near-surface winds? 
For example, it is reasonable that increases in wind power density could occur alongside a 
simultaneous increase in low-level jet frequency. The range of quantities analyzed in the current 
study allows for assessment of this link across a range of different low-level jet characteristics 
and wind energy metrics, as opposed to simply linking near-surface and upper-level wind speeds. 
This thesis is broken down into the following chapters. Chapter 2 consists of a literature 
overview of previous work that underpins the current study. Chapter 3 details and justifies the 
methods used to obtain this work’s findings. Chapters 4 contains results that answer the first 
research question, concerning projected changes in low-level jet characteristics. Chapter 5 
contains results that answer the second and third research questions, concerning changes in wind 
energy metrics and their linkages to the low-level jet characteristics. Chapter 6 summarizes the 




Chapter 2: Literature Overview 
 2.1. Influences of Climate Change on Wind Power Production 
Climate change has been considered a relevant factor in influencing wind energy resources due 
to its effects on geographical distribution and variability of wind speed and direction (Sailor et 
al., 2008; Pryor and Barthelmie, 2010; Johnson and Erhardt, 2016). Outside of the tropics, 
mountainous terrain, and coastal boundaries, the prevailing winds that provide most of a region’s 
wind energy resource are largely derived from synoptic-scale weather patterns, such as those 
associated with the Northern Hemisphere jet stream. Several studies of jet stream climatology 
(Bengtsson et al., 2006; Woollings and Blackburn, 2012) have concluded that future decades 
could play host to a poleward shift of these storm tracks, perhaps resulting from weakened 
meridional (equator-to-pole) temperature gradients. This shift could consequently relocate the 
most profitable and sustainable locations for wind energy production, as evidenced by the 
potential link between surface and jet stream-level wind speeds (Wimhurst et al., 2017).  
The resulting decrease of wind power density (the amount of energy present in the wind that can 
hypothetically be extracted by wind turbines) over North America has been presented in several 
studies. Regional examples include Greene et al. (2012) and their study of wind power density 
changes over the Central Plains region. Their use of aggregated model outputs from the North 
American Regional Climate Change Assessment Program (NARCCAP) archive found that 
spring and summer median wind speeds over this region (between 2000 and 2070) are expected 
to increase, but also decrease by as much as 6% in the winter months (Figure 1). This study also 
concluded that a poleward shift of storm tracks over North America could explain some of these 
results, based on the overall reduction in extractable wind energy over the Central Plains that is 
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projected. Consistent results were found in another regional study by Sailor et al. (2008), who 
enlisted outputs from four statistically downscaled GCMs to verify the role of climate change in 
projections of wind power density for the Pacific-Northwest. Their results demonstrated 
reductions of summertime wind power density between 2000 and 2050 of as much as 40%, with 
much smaller to negligible decreases in other seasons. 
 This link between climate change and reductions of wind power density has also been explored 
in studies that considered greater spatial scales, such as the contiguous United States. Research 
by Pryor and Barthelmie (2011) used outputs from three GCMs that had been dynamically 
downscaled by a selection of Regional Climate Models (RCMs) to diagnose statistically 
significant changes (p < 0.05) of 50-meter wind power density between 2000 and 2062. Figure 2 
Figure 1: Spatial analysis of median wind speed changes over the Central Plains 
region (in %) between 1970-2000 and 2040-2070 using NARCCAP model 
outputs.  
- Outputs are seasonally averaged for winter (top-left), spring (top-right), summer 
(bottom-left), and autumn (bottom-right) (Greene et al., 2012). 
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presents one of the study’s results, which shows that the majority of statistically significant 
changes of wind power density over the model run period are decreases. Many other studies of 
nationwide wind energy resources have arrived at the same general conclusion, whether based on 
projections using climate models (Segal et al., 2001; Breslow and Sailor, 2002; Kulkarni and 
Huang, 2014), or observations and reanalysis of previous wind climatology (Pryor et al., 2009; 
Greene et al., 2010). As such, the broad synoptic estimation for the United States is a reduction 
of wind energy availability in the coming decades, potentially resulting from a multi-decadal 
poleward shift in storm tracks displacing optimal sites for wind energy generation. 
However, the South-Central Plains region consistently has not adhered to the same projected 
changes in available wind energy resources for rest of the United States. This discrepancy can be 
Figure 2: Changes of mean wind power density (in %) between 1979-2000 and 
2041-2062 with different GCM-RCM combinations.  
- Colors are attributed to changes of mean wind power density that are 
statistically significant at the 95% confidence level, i.e. at least 2 standard 
deviations greater than 1979-2000 mean wind power density in that location 
(Pryor and Barthelmie, 2011). 
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seen in Figure 2, which shows that the only region of the United States that might experience a 
statistically significant increase of mean wind power density in all GCM-RCM combinations is 
the South-Central Plains region of Kansas, Texas, and Oklahoma. As mentioned above, Greene 
et al. (2012) also projected increases of wind energy resources in spring and summer over 
Colorado and Kansas, which helps to corroborate the existence of this inconsistency. The same 
result was found by Johnson and Erhardt (2016) in their study of changes in 50-meter wind 
speeds over the contiguous United States. Their analysis of dynamically downscaled model 
outputs from NARCCAP found that the South-Central Plains region was, across all outputs, the 
only region of the United States that could experience a >2% mean wind power density increase 
between 2000 and 2070, particularly over the Oklahoma Panhandle. This increase of wind speed 
across the South-Central Plains region can in fact already be seen in data derived from 
observations. Holt and Wung (2012) concluded that the most significant increases of 80-meter 
wind speed across the United States from 1979 to 2009 have happened across the region of 
Texas, Louisiana, and Oklahoma. Their use of North American Regional Reanalysis (NARR) 
output data found an approximate wind speed increase of 0.12 m s-1 decade-1 for this region. 
When looking at smaller spatial scales, such as Oklahoma alone, this same result holds. Spatial 
analysis of NARR data by Greene et al. (2010) exemplifies the increase of 80-meter wind power 
density in Oklahoma that happened between 1979 and 2008. As well as changes in observational 
wind speed across Oklahoma, projected changes have also been studied, such as in research by 
Stadler et al. (2015) that analyzed outputs from two GCM-RCMs of 10-meter wind speed across 
Oklahoma. Under a “business as usual” emissions scenario (Scenario A2 from the Special Report 
on Emission Scenarios (SRES, Nakićenović et al. (2000))), they found that median spring and 
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summer wind speeds could be 6-8% higher by the 2060’s versus the 1990’s (Figure 3), with 
negligible changes in autumn and winter. 
These literature examples collectively indicate that the projected wind climatology of the South-
Central Plains is influenced by more than just synoptic-scale processes that affect the Contiguous 
Figure 3: Changes of median 10-meter wind speed (in %) for spring (top) 
and summer (bottom) between 2060-2069 and 1990-1999 using 
NARCCAP model outputs (Stadler et al., 2015). 
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United States, particularly over the state of Oklahoma. It is therefore of interest to investigate a 
potential reason for this discrepancy in projected wind climatology changes. 
2.2. The Central Plains’ Low-Level Jet  
2.2.1. Climatology of the Low-Level Jet  
The low-level jet, henceforth referred to as the LLJ, is a mostly nocturnal meteorological 
phenomenon that occurs over the United States’ Central Plains. It is comprised of powerful, 
supergeostrophic winds that are much stronger than the calmer winds of the surface layer (the 
lowest region of a nocturnal atmospheric boundary layer) below (Stull, 1988). The LLJ’s 
features and formation process have been described in various studies, such as Blackadar (1957), 
Wexler (1961), and more recently by Shapiro and Fedorovich (2010). These studies stipulate that 
the LLJ’s formation occurs due to strong radiational cooling that decouples the surface layer 
from the Ekman layer above, occurring most easily under cloud-free conditions. The consequent 
cutting off of turbulent mixing that was formerly associated with the daytime convective 
boundary layer significantly reduces atmospheric friction, therefore resulting in northward 
acceleration in the Ekman layer. This mechanism is what produces the LLJ’s southerly winds 
across the Central Plains. LLJs that form are generally faster and closer to the ground the greater 
the reduction in turbulent mixing.  
LLJs can also be produced by extratropical cyclones travelling across the Central Plains, such 
that the isobars within a cyclone’s warm sector are oriented in a north-south direction (Djurić 
and Ladwig, 1983). However, this process of LLJ formation typically produces less frequent and 
slower jets in the absence of the radiational cooling effect (Uccellini, 1980). Most previous 
studies of LLJ climatology (Doubler et al., 2015; Tang et al., 2017; Yu et al., 2017) acknowledge 
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that extratropical cyclones do have an influence on detected patterns in LLJ characteristics, but 
these influences are small compared to the boundary layer formation mechanism described by 
Shapiro and Fedorovich (2010). Furthermore, these studies (and the current study) have been 
more concerned over the LLJs themselves when evaluating this climatology, less so the 
mechanisms that produce them. 
Generally, the height of the LLJ’s core (level of maximum wind speed) forms between 150 to 
500 meters above the ground (Emeis, 2014a), with the wind itself being as much as 70% stronger 
than daytime winds over the Central Plains (Shapiro and Fedorovich, 2010).  The formation of 
such high-magnitude supergeostrophic winds is assisted by the differential radiational cooling 
between the Rocky Mountains (faster cooling) and the Central Plains themselves (slower 
cooling). The altitude difference is what enhances radiative forcing, establishing an east-west 
pressure gradient and southerly winds even more powerful and frequent than otherwise (Emeis, 
2014a). 
Climatologically, the LLJ has been observed to occur most frequently during spring and summer, 
since the conditions necessary to form the LLJ are more often satisfied at these times of year 
(radiational cooling, decoupling of surface layer from air above, altitude differences resulting in 
differential cooling). A study by Doubler et al. (2015) that used NARR data from 1979 to 2009 
came to this conclusion, with the LLJ being observed to occur on 25-30% of nights in these 
spring and summer over the South-Central Plains. The frequency of LLJ formation in April over 
from this study is shown in Figure 4, which demonstrates the climatological significance of this 
phenomenon. However, the study does concede that an LLJ that forms outside of spring and 
summer (whether formed by boundary layer dynamics and/or extratropical cyclones) tends to be 
somewhat stronger, averaging 18-22 m s-1 at around 2000 meters above sea level. Song et al. 
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(2005) also came to this realization in their analysis of observed wind profiles at the 
Atmospheric Boundary Layer Experiments (ABLE) site in South-Central Kansas. Their study 
reasoned that the east-west misalignment of air density and pressure gradients (baroclinicity) that 
characterizes LLJ formation is typically stronger in colder seasons, hence the higher LLJ speed 
at this time of year. 
Other papers that have used NARR as a data source to diagnose the LLJ’s climatology (Weaver 
and Nigam, 2008; Yu et al., 2017) have made similar conclusions about its frequency of 
occurrence. Both of these studies also made interesting deductions about some of the LLJ’s 
recurring features and the climate variability cycles that may influence them:  
Figure 4: Frequency of Southerly LLJ formation (in %) during all months of April from 
1979-2009, averaged over 3-hourly time steps using NARR output data.  
- White indicates no LLJ formation or locations that are more than 2000 meters above sea 
level (Doubler et al., 2015). 
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1. Empirical Orthogonal Analysis (EOF) of the LLJ’s climatological features reveals that it 
possesses specific spatial patterns. Weaver and Nigam (2008) assessed characteristics of 
the LLJ over a jet core region of  25°–35°N and 102°–97°W, and found that almost 75% 
of the LLJ’s variance derived from monthly-averaged wind fields over this region (based 
on NARR outputs) can be explained by three distinct modes – a latitudinal expansion of 
the jet core (38% of variability), a south-west shift in rainfall associated with the LLJ 
(23% of the variability), and an in-place strengthening (12% of the variability). Similarly, 
Yu et al. (2017) used an EOF approach and identified two modal features in the LLJ’s 
spatial patterns. In 30% (20%) of LLJ occurrences in the warm (cool) season, the LLJ 
frequency is relatively high and the jet core over the South-Central Plains becomes 
stronger. By contrast, in 20% (15%) of LLJ occurrences in the warm (cool) season, the jet 
core undergoes a sub-seasonal latitudinal shift, such that its frequency of formation drops 
over the Gulf of Mexico and increases over the Central Plains. 
2. In both of these studies, the aforementioned EOFs can be partially attributed to climate 
variability cycles. For example, Weaver and Nigam (2008) found that stronger 
meridional winds over the Central Plains at the 900 hectopascal (hPa) level are somewhat 
negatively correlated with a negative phase of the North Atlantic Oscillation (NAO)  
(r = -0.46 in the correlation of the NAO index and the study’s enlisted LLJ index). 
Moreover, Yu et al. (2017) made conclusions that faster and stronger LLJs are positively 
correlated with the summertime Atlantic Multidecadal Oscillation (AMO) and negatively 
correlated with the Pacific Decadal Oscillation (PDO) in spring and summer. Danco and 
Martin (2017) concluded that the LLJ is also influenced by changes in the El Niño-
Southern Oscillation’s (ENSO) phase. Using several reanalysis datasets and historical 
 
18 
model outputs from 42 different CMIP5 ensemble members, they found that an El Niño 
event that occurs during winter is statistically significantly linked (p < 0.05) to weaker 
LLJs in the following spring (r ≈ -0.4) and stronger LLJs in summer (r ≈ 0.3), based on 
correlation between ENSO and LLJ indices. Observational studies have found similar 
links, such as Song et al. (2005). Over their study’s six-year observational period, they 
discovered that LLJs occurred more often during a colder PDO phase and during La Niña 
events. 
A feature of climatological studies of the LLJ that is of importance to this study’s motivation is 
the LLJ’s most frequent site of formation. In a study of LLJ climatology by Tang et al. (2016), 
dynamically downscaled model outputs from four NARCCAP datasets were compared to 
observational soundings of wind profiles, with all data sources encompassing the period of 1979 
to 2000. The downscaled models were able to identify the three locations where LLJ formation 
most frequently occurred according to the observational soundings – South Texas, Central Texas, 
and the Kansas/Oklahoma border. The frequency of warm season LLJ formation over the South-
Central Plains and the agreement between observations and model outputs is shown in Figure 5. 
Yu et al. (2017), made the same deduction based on their analysis of NARR outputs, observing 
that annually averaged LLJ frequency is at its greatest over South Texas and the Gulf of Mexico, 
with high frequencies also occurring over Oklahoma and Kansas during the warm season. As 
discussed earlier in this section, LLJ formation is common over the Central Plains due to ideal 
conditions being present, hence high LLJ frequency in this region is expected. 
Although it is encouraging when results from observations, reanalysis data, and model outputs 
are consistent when comparing studies, such consistency does not often occur. For example, 
Danco and Martin (2017) found that despite different GCMs being consistent with each other in 
 
19 
recreating features of ENSO, many of them are negatively biased in their simulation of the LLJ 
strength and frequency seen in reanalysis outputs. Further compounding this issue, Doubler et al. 
(2015) concede in their work that reanalysis datasets, such as NARR, tend to underestimate the 
frequency of LLJ formation, but nevertheless are preferable to observations due to issues with 
the latter’s coverage and temporal availability. With this consistent underestimation of true LLJ 
speed and frequency, it is possible that data received from model outputs used in the current 
study would therefore be biased in its characterization of future changes in Oklahoma’s wind 
climatology. A lack of consistency from different data sources due to model biases and/or 
differences in spatial and temporal coverage means that care must be  
 
Figure 5: Comparison of observational soundings (circles) and 4 different 
NARCCAP model outputs in terms of warm season 1200 UTC average LLJ 
frequency of occurrence (in %) from 1979-2000. 
- Percentages for the observations are indicated next to each sounding location. A 
circle not containing a cross means indicates that the observations and model 
outputs produced statistically significantly different results (Tang et al., 2016). 
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taken when deriving conclusions from projections for LLJ climatology and wind energy 
resources.  
The results from the summarized literature in this section provide important insight into the 
LLJ’s various climatological features, such as its speed, height of formation, and common 
geographical location. This last feature is especially important, given the result from Pryor and 
Barthelmie (2011) that projected increases of wind power density are located in the same region 
of the United States as in the LLJ’s greatest frequency – the South-Central Plains. Such 
consistency in location positions the LLJ as a viable candidate to explain, at least partially, why 
the projected changes of Oklahoma’s wind energy resources are not consistent with the rest of 
the United States in climate model projections. 
2.2.2. Response of the Low-Level Jet to Climate Change 
There have been few studies that have specifically considered how the LLJ itself responds to 
climate change, with most studies focusing instead on changes in its associated features. 
Furthermore, as discussed in Section 1.2, most studies that have considered LLJ climatology 
have based their projections on the outputs of climate models from CMIP3, with these outputs 
having been available since the mid-2000s (Meehl et al., 2007). For instance, Cook et al. (2008) 
analyzed projected intensification of the LLJ and its association with climate change, using the 
outputs of 18 CMIP3 GCMs. These models were used to simulate recorded states of the LLJ 
seen in NARR and NCEP (National Centers for Environmental Prediction) reanalysis data from 
1979 to 1999, as well as to project 2079 to 2099 meridionally-averaged 850 hPa winds over the 
Central Plains region to quantify sensitivity to climate change. The models consistently projected 
that the LLJ could become approximately 25% stronger in the months of April, May, and June 
from the historical period to the future period, with smaller increases for the autumn months. It 
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was suggested by this study that an LLJ strengthening could occur due to the westward extension 
of the subtropical Bermuda High, owing to an increase in oceanic temperatures. The influence of 
the Bermuda High on the LLJ is also acknowledged by Holt and Wung (2012) and Zhu and 
Liang (2013). 
A more recent study by Tang et al. (2017) considered the same topic, but was specifically 
motivated by the decision made in Cook et al. (2008) to use model runs to derive the state of the 
LLJ using meridionally-averaged winds over a constant pressure level (850 hPa), rather than 
wind shear across multiple pressure levels, as also used in other recent literature examples 
(Doubler et al., 2015; Yu et al., 2017). Tang et al. (2017) also used dynamically downscaled 
climate model outputs from a selection of CMIP3 GCMs from the NARCCAP archive, as 
opposed to the coarser, non-downscaled outputs used in Cook et al. (2008). Using wind speed 
projections over a historical (1970 to 2000) and future (2040 to 2070) model run period, forced 
by the SRES A2 emissions scenario, they found an average increase of 20% in nighttime LLJ 
frequency (p < 0.1) over Texas and Oklahoma. An LLJ speed increase of 0.5 to 1 m s-1 was also 
projected, though it lacked statistical significance. This study also linked changes of the LLJ’s 
speed and frequency to the westward expansion and strengthening of the Bermuda High. 
As mentioned earlier in this section, some studies have used climate models and reanalysis data 
to infer changes in the state of the LLJ based on its relationship with associated meteorological 
features. Barandiran et al. (2013) is a good example of such work, having used outputs from the 
NARR dataset from 1979 to 2012 to analyze precipitation patterns that have occurred over the 
Central Plains, subsequently relating them to changes in the LLJ’s strength and position. Their 
results showed that the northward edge of the LLJ has gradually moved poleward, with these jets 
also becoming stronger over this period. This poleward shift has led to the South-Central Plains 
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experiencing up to 50% reductions in annual precipitation amounts during April, May, and June. 
The greatest monthly rainfall amounts also moved poleward with this shifting of the LLJ.  
Work by Harding and Snyder (2014) conducted the same analysis using the outputs of two 
CMIP5 climate models (CMCC-CM and CNRM-CM5, dynamically downscaled by the Weather 
Research and Forecasting (WRF) model) out to the year 2100. This study is one of few about 
LLJ climatology that used climate model outputs more recent than those from the CMIP3 
generation, with future runs forced by the Representative Concentration Pathway (RCP) 4.5 and 
8.5 emissions scenarios (Riahi et al., 2011). Their results show the same trend of northward 
displacement and greater rainfall during spring months as in Barandiran et al. (2013), which were 
attributed in part to the expected strengthening of the LLJ. 
The studies reviewed in this section suggest a strong consensus that the LLJ has become faster 
and more frequent in the last few decades, and that these trends are expected to continue. 
Changes in the methods used to evaluate and project LLJ climatology are also apparent, with a 
transition to using outputs from newer climate models (Harding and Snyder, 2014) as well as 
more specific criteria for determining an LLJ’s presence at a certain point in time (Tang et al., 
2017). Most importantly, given these LLJ projections, and the factors that are altering wind 
climatology over the South-Central Plains (see Section 2.1 and Section 2.2.1), these findings 
give credence to the changing state of the LLJ being a viable explanation for evolution of 
Oklahoma’s wind energy resources. 
2.3. Linking the Low-Level Jet to Oklahoma’s Wind Energy Generation 
This chapter has up to now considered projections of wind energy production in Oklahoma and 
state of the LLJ separately. Based on published literature, there does appear to be a precedent for 
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studying a physical connection between the two. For example, it has been seen that the LLJ is 
expected to experience an increase in speed and frequency in the coming decades, particularly 
during spring months (Cook et al., 2008; Barandiran et al., 2013; Tang et al., 2017). This finding 
is consistent with model-projected increases of wind speed/power density over Oklahoma in 
spring and summer (Stadler et al., 2015). However, proposing a climatological link between the 
LLJ and near-surface winds based on separate studies is not sufficient, especially when the 
studies in question used different methods.  
Fortunately, there have been several studies that have specifically analyzed the link between the 
presence and features of LLJs and the capturing of energy using wind turbines. An observational 
study by Cosack et al. (2007) based in Northern Germany considered the validity of scaling near-
surface wind speeds up to given turbine hub-heights, ranging from 85 to 130 meters, in the 
presence of an LLJ. Their results found that LLJs were associated with in an increase of wind 
turbine energy generation, as well as an increase in the generation’s standard deviation. It was, 
however, conceded that basing hub-height wind speeds on upscaled near-surface winds is 
associated with errors in calculated energy generation of as much as 30%. This error is likely due 
to the questionable validity in using a logarithmic power law to upscale near-surface winds when 
an LLJ is present. Emeis (2014b) came to the same conclusion that the presence of the LLJ is 
able to influence wind energy generation, based on their analysis of two years of SODAR 
(SOund Detection And Ranging) observations of vertical wind profiles, also in Northern 
Germany. Both this study and Cosack et al. (2007) state that LLJs are favorable for wind energy 
generation because the decoupling of the atmosphere that occurs at night due to the removal of 
convection produces a surface layer that is on the order of 100 meters deep. The decoupling 
process is a consequence of the inversion layer that forms due to radiative cooling that permeates 
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the surface layer from the ground, thus separating this lowest layer from the Ekman layer above 
(Lampert et al., 2016). With the surface layer being around 100 meters deep, the blades of typical 
utility-scale wind turbines are frequently within the Ekman layer, thus exposing them to the 
LLJ’s enhanced winds. This result is consistent with the basic LLJ theory discussed in Section 
2.2.1 (Blackadar, 1957; Wexler, 1961; Shapiro and Fedorovich, 2010). Emeis (2014b) also states 
that there is an apparent limit to the extent of an LLJ’s effects on wind shear, which can be seen 
in Figure 6. This result indicates that the wind shear below an LLJ cannot physically exceed 
approximately 0.08 s-1, which means that there exists a critical limit to how much an increase in 
LLJ speed or frequency could influence the magnitude of wind energy generation. 
As well as distinguishing the existence of a relationship between the LLJ and wind energy 
generation in observations, it is also of interest to characterize its nature. An important aspect of 
this relationship is the vertical wind profile below the LLJ core, since such profiles are 
commonly used to scale near-surface wind speed data to a given turbine hub-height in wind 
Figure 6: Comparison of mean vertical wind shear between 160 meters and 
the ground versus 160 meters and the jet core height (in s-1) (Emeis, 2014b). 
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power density calculations. In many examples of research concerning wind energy, this scaling 
is achieved using the power law equation (Equation 1): 





    (1) 
Where 𝑉(𝑧𝐻) is the wind speed at hub-height, 𝑧𝐻, 𝑉𝑟 is the wind speed at the reference height 
(𝑧𝑟) at which data are obtained (typically 10 meters), and α is the exponent for the wind shear, 
which is typically given the value of 1/7 as an average for all atmospheric stability modes (Storm 
et al., 2009). 
The power law has been observed to be invalid in observational studies of vertical wind profiles 
in the presence of an LLJ. Storm et al. (2009) came to this conclusion in their reanalysis of 
notable LLJ occurrences in the Central Plains. Their study attempted to recreate vertical wind 
profiles on two particular nights (that each featured an LLJ) using the WRF model, with 24-hour 
forecast runs conducted using different boundary layer and radiative transfer schemes. They 
came to the conclusion that WRF was much more capable at matching observations of wind 
speeds from the two occasions than extrapolations of near-surface wind speeds using the power 
law, with the latter significantly underestimating wind speed magnitudes. The value of α was 
also observed to be highly inconsistent, ranging in value from 0.2 to 0.45 in the course of one 
night. The consequent implication is that the power law is not able to accurately extrapolate wind 
speeds from a given measurement height in the presence of an LLJ, thus attesting to the LLJ’s 
importance in influencing wind energy generation.  
It follows that the lack of consistency in the value of α in an LLJ’s presence results in vertical 
wind profiles that are not logarithmic at all. This conclusion is made from studies of wind speed 
measured by observational towers in Oklahoma by Greene et al. (2009), and also from studies of 
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lidar observations in Northern Germany by Lampert et al. (2016). Figure 7 gives an example of a 
typical wind profile when an LLJ presides over a given area. The profile itself is near- 
logarithmic closer to the surface, but is perfectly linear up the LLJ’s wind speed maximum. As 
such, it can be argued that upscaling of near-surface winds to turbine hub-height is more 
accurately approximated by a linear relationship than the power law when considering wind 
speeds in the presence of an LLJ. An important caveat to the effect of LLJs on wind energy 
generation, however, is that non-logarithmic wind profiles can also be a consequence of synoptic 
scale weather systems in the vicinity (Emeis, 2014b; Lampert et al., 2016), since extratropical 
cyclones are also capable of generating LLJs (Djurić and Ladwig, 1983).  
Figure 7: An example of a standard logarithmic wind profile and the wind profile 
associated with the presence of an LLJ, derived from one hour of lidar observations 
from December 13th 2013 (Lampert et al., 2016). 
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Overall, it is clear that the LLJ has notable effects on wind speeds between the jet-core height 
and the surface, such as by increasing wind speeds and also by modifying the vertical 
distribution of these winds, such that they cease to be logarithmic. Given the apparent strength of 
the link between the state of the LLJ and wind energy generation, as well as the projections of 
LLJ changes in the coming decades (see Section 2.2.2), it can be hypothesized that changes in 
the LLJ’s speed, height, and frequency could feasibly explain projected changes in Oklahoma’s 













Chapter 3: Data and Methods 
 3.1. Data Sources 
Much of the research that has been conducted in this field of study, especially that into projected 
changes of wind energy resources across the United States, has been conducted using outputs 
from Third Generation climate models, i.e. CMIP3 models (Meehl et al., 2007). Several recently 
conducted studies, such as Stadler et al. (2015), Johnson and Erhardt (2016), and Tang et al. 
(2017) used dynamically downscaled outputs from them, which were accessed through 
NARCCAP (NARCCAP, 2012). The current study, however, is interested in using the more 
recently available climate models and climate change emissions scenarios under CMIP5 (Taylor 
et al., 2012), and the more recent Sixth Generation of climate model outputs, CMIP6 (Eyring et 
al., 2016). Since many climate research institutes contributing to CMIP6 had not made outputs of 
wind speed available at the time of the current study, outputs from a collection of CMIP5 GCMs 
have been enlisted instead.  
Table 1 lists the names and grid resolutions (in decimal degrees) of the six CMIP5 GCMs from 
which wind speed outputs were used. The outputs from these GCMs were sourced from the 
National Weather Center’s open access server, therefore limiting the current study to using 
outputs with a complete and robust data record. It is also important to consider that all of these 
GCMs have been shown to possess documented biases in relation to the LLJ. Harding et al. 
(2013) considered the ability of an ensemble of CMIP5 GCMs to resolve the historical mean and 
standard deviation of the jet’s summertime speed and location when compared to NARR 
reanalysis outputs. Their use of z-scores to assess the difference between the GCMs and NARR 
data indicated that their multi-model ensemble was effective in simulating the mean and standard 
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deviation of these LLJ features. They also found that GFDL-ESM2M simulated the LLJ’s 
summertime historical speed and location the most accurately of the six GCMs enlisted in the 
current study, with the other five GCMs exhibiting larger amounts of bias.  
Danco and Martin (2017) also found that these GCMs possess notable amounts of bias in 
simulating the LLJ when comparing their outputs to reanalysis datasets compiled by the 
European Centre for Medium-Range Weather Forecasting (ECMWF) and the Twentieth Century 
Reanalysis (20CR) dataset. They found that all of these GCMs (except for ACCESS 1.0, which 
was not included in this work), underestimate the LLJ’s springtime speed to varying degrees, 
with only HadGEM2-ES overestimating its historical summertime speed. Nevertheless, their 
results showed that whilst these GCMs do slightly underestimate the speed of LLJs, they quite 
successfully simulate their annual frequency and daily time of occurrence.  
Kulkarni and Huang (2014) also noted in their study of projected changes of wind speed across 
the United States that IPSL GCMs from the CMIP5 generation (such as the one used in the 
Table 1: Names, grid resolutions (in decimal degrees), and references for the 






ACCESS 1.0 1.25 1.875 Collier and Uhe (2012) 
GFDL-CM3 2 2.5 Donner et al. (2011) 
GFDL-ESM2G 2.0225 2.5 Donner et al. (2011) 
GFDL-ESM2M 2.0225 2.5 Donner et al. (2011) 
HadGEM2-ES 1.25 1.875 Jones et al. (2011) 




current study) have a tendency to underestimate the LLJ’s general occurrences. Since the GCM 
outputs enlisted in the current study have not been bias-corrected for over/underestimation of 
wind speeds on different timescales, it is important to be mindful of these known biases moving 
forward, since they can affect the interpretation of this study’s results. It should also be clarified 
that the current study has not enlisted reanalysis data to examine the biases of these GCMs in 
simulations historical LLJ characteristics or near-surface wind energy metrics, since these 
aforementioned studies have already identified them. 
The data from each model’s output consist of six-hourly wind speeds across each model’s 
atmospheric height levels. These outputs are given in Coordinated Universal Time (UTC - 00Z, 
06Z, 12Z, and 18Z), placing them six hours ahead of Central Standard Time (CST) over the 
South-Central Plains region (e.g. outputs at 12Z are those for 6am CST). The future runs of these 
climate models were forced by the RCP 8.5 emissions scenario – a high-emissions “business as 
usual” scenario for projections of climate change (Riahi et al., 2011). Other RCP scenarios have 
not been enlisted in the current study due to data limitations, the implications of which are 
discussed in Section 6.2.  
Studies that enlist climate model outputs typically consider a data period of 30 years, in order to 
account for the periodicity of Earth’s longest natural climate variability cycles, as defined by the 
World Meteorological Organization (World Meteorological Organization, 2011) and used in 
much of the literature (Greene et al., 2012; Holt and Wung, 2012; Doubler et al., 2015). Wind 
speed data were instead extracted from historical (1981 to 2005), and future (two periods of 
extraction are used – near future (2035 to 2059) and far future (2075 to 2099) – in order to assess 
mid-Century and end-of-Century projections) runs of each of the six models over a data period 
of 25 years per time frame, rather than 30 years. This model run period was used to match the 
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number of years of available Oklahoma Mesonet data – the source of observations used in the 
current study. The use of 25 years of Mesonet data to conduct analysis in this study has the 
caveat of being short of the recommended 30-year climatological period (World Meteorological 
Organization, 2011) by five years. However, similar studies of future changes of wind energy 
resources have also not used 30 years of data as their climatological period, such as Pryor and 
Barthelmie (2011). 
The Oklahoma Panhandle and segments of the states surrounding it have been selected as the 
spatial domain for the current study, as illustrated in Figure 8. This location has been selected for 
two reasons: 
1. As discussed in Section 2.2.1, the South-Central Plains region experiences the greatest 
southerly LLJ frequency of any location in the contiguous United States, especially over the state 
Figure 8: The spatial domain of the current study.  
- The green box indicates the bounds of the South-Central Plains region, within which 
grid points (red dots, the example being the grid resolution of ACCESS 1.0) of the 
selected climate models are studied for LLJ occurrences. The black dots show the 
locations of the 10 Oklahoma Mesonet stations used in the current study, many of which 
fall within the Oklahoma Panhandle. 
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of Oklahoma (Doubler et al., 2015). Furthermore, the Oklahoma Panhandle was identified by 
Johnson and Erhardt (2016) as a specific location where increases of near-surface wind speeds 
are expected to take place. 
2. As discussed in Section 1.1, Oklahoma’s wind energy industry has grown quickly in the last 
15 years, and much of its greatest wind energy resources exist within the Oklahoma Panhandle 
(WINDExchange, 2018b). There has also been previous interest in developing wind energy 
capacity in this area, such as the Wind Catcher Energy Connection Project, which was expected 
to have produced the largest (by capacity) wind farm in the United States (American Electric 
Power, 2018). Despite the project being cancelled for political reasons in July 2018, it still attests 
to the interest in developing wind energy capacity in the Oklahoma Panhandle. 
Figure 8 illustrates that the Oklahoma Panhandle (black dotted box) is a relatively fine-scale 
geographical location, when considering that its approximate size is 3° longitude x 0.5° latitude – 
a resolution that is too fine for some of GCMs used in the current study to capture. Since the 
provided climate model outputs have been neither statistically nor dynamically downscaled, 
observational outputs from the Oklahoma Mesonet were enlisted in order to capture the high-
resolution wind energy resource climatology necessary for this domain of study.  
The Oklahoma Mesonet network is a collection of more than 110 weather observation sites 
across the state of Oklahoma, with the objectives of creating a quality-assured database that is as 
representative of Oklahoma weather and climate as possible, and by extension affording the 
creation of products and information dissemination for customers (Brock et al., 1995; McPherson 
et al., 2007). Ten of these Mesonet sites (excluding Eva, a new station with an observation record 
that is too short for use in the current study) are contained within the black dotted box shown in 
Figure 8, from which 10-meter average wind speed data were extracted for the purpose of this 
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study (Mesonet, 2018). Table 2 details the names and locations of the 10 Oklahoma Mesonet 
stations enlisted in the current study. Stations in other nearby states, such as Texas, have not 
been included because their observational records are too short.  
The Mesonet’s wind speed data possess a temporal resolution of five minutes, with data records 
taken from January 1st 1994 (when the Mesonet began regular weather observations) to 
December 31st 2018 – a 25-year time period (as mentioned previously when discussing the years 
of climate model outputs enlisted). With such a high temporal and spatial resolution, these 
observations are able to successfully simulate the climatology of wind energy resources in the 
Oklahoma Panhandle. However, obtaining an accurate representation of this climatology 
Table 2: Names and locations of the 10 Oklahoma Mesonet stations that are enlisted in 
the current study.  
- Latitudes and longitudes are given to 2 decimal places, with information being sourced 
from Mesonet (2018). 
Name (Mesonet Abbreviation) Location (degrees N, degrees W) 
Arnett (ARNE) 36.07N, -99.90W 
Beaver (BEAV) 36.80N, -100.53W 
Boise City (BOIS) 36.70N, -102.50W 
Buffalo (BUFF) 36.83N, -99.64W 
Freedom (FREE) 36.72N, -99.14W 
Goodwell (GOOD) 36.60N, -101.60W 
Hooker (HOOK) 36.86N, -101.23W 
Kenton (KENT) 36.82N, -102.88W 
Slapout (SLAP) 36.60N, -100.26W 




depends on adequate quality assurance in collecting and preparing the Mesonet observations. 
Fiebrich et al. (2010) provides details of recommended quality assurance procedures for 
preparation of mesoscale meteorological datasets, many of which are utilized by the Oklahoma 
Mesonet. These procedures include adequate station siting, archiving and flagging of collected 
observations when needed, and wind speed-specific procedures such as testing observations at 
different heights to better identify incorrect wind speed measurements.  
Data from the Oklahoma Mesonet were enlisted in the current study to statistically downscale the 
outputs of the six GCMs listed in Table 1 to a finer resolution, so that a set of future “pseudo-
observations” could be created using the Mesonet data and the projections of these GCMs. The 
resulting high-resolution values afforded assessment of wind energy metrics over the Oklahoma 
Panhandle – a region too small for most of the GCMs enlisted in the current study to resolve 
without prior downscaling.  
A climatological delta method (henceforth referred to as the “delta method”) was selected as the 
method for downscaling the outputs of these GCMs onto the Oklahoma Mesonet data. The delta 
method is the practice of downscaling climate model outputs to produce projections of a higher-
resolution set of values by adding/multiplying the projected change from a GCM to the historical 
observations of the same set of data (Walsh et al., 2018). In the case of the current study, the 
factor changes (or “delta”) in annual median near-surface wind speed projected by each GCM 
(averaged across all grid points in the South-Central Plains region defined in Figure 8) were 
applied to the observations at each Mesonet location in the Oklahoma Panhandle. The delta 
method has been used to statistically downscale climate model outputs in several literature 
examples, hence its use in the current study, most frequently for outputs of temperature and 
precipitation (Déqué, 2007; Maraun et al., 2010; Pourmokhtarian et al., 2016). Wind speed, 
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however, has not been statistically downscaled frequently using the delta method. Cox et al. 
(2015) decided in their examination of climatological heating and cooling demands for buildings 
that statistically downscaled wind speeds were not important enough to consider, and although 
Eames et al. (2012) did consider such wind speeds, they were not generated using the delta 
method. Nevertheless, the pseudo-observations of future wind speed produced in the current 
study have the same temporal and spatial coverage as the historical (1994 to 2018) Mesonet data, 
and thus constitute high-resolution values for comparison against historical observations. 
Different sets of pseudo-observations resulted from different combinations of GCM used and 
future time frame (near future versus far future) considered in calculating factor changes 
(multiplicative differences of wind speed between time frames) using the delta method. 
Furthermore, these factor changes were broken down seasonally and diurnally, since the LLJ is 
known to have well-defined seasonal and diurnal cycles (Doubler et al., 2015), and an interest of 
this study is evaluating the relationship between LLJ characteristics and wind energy metrics. 
Discussion of assumptions when calculating these factor changes, and the validity of these 
pseudo-observations is discussed in Section 3.3.2. 
3.2.Defining Wind Energy Metrics 
As mentioned in Section 1.2, the current study uses multiple metrics for the projection of 
changes in Oklahoma’s wind energy resources. Six such metrics, all commonly used by the wind 
industry, have been selected based on their ability to quantify features of a wind turbine’s 





3.2.1. Wind Power Density 
Wind power density (henceforth referred to as WPD) describes the potential for capturing energy 
for electricity production. WPD’s usefulness is its ability to approximate the potential available 
resource for transforming kinetic energy in the wind into electrical energy using wind turbines. A 
projected increase of wind speed (and by extension WPD) based on climate model outputs means 
greater potential wind energy capture, therefore enhancing prospects for wind energy’s ability to 
meet the demands of future generations. Multiple research examples (Pryor and Barthelmie, 
2011; Greene et al., 2012; Stadler et al., 2015) have used WPD calculations to transform climate 
model outputs of wind speed over a given area and time into a quantity that has more 





3     (2) 
Where WPD has units of W m-2, ρ(𝑧𝐻) is the air density at wind turbine hub-height, 𝑧𝐻, in  
kg m-3, and V(𝑧𝐻) is the wind speed at hub-height in m s
-1. Conducting this calculation thus 
requires selecting a hub height at which to determine wind speed and air density. For example, 
prior to the Wind Catcher Energy Connection Project’s cancellation in July 2018 (American 
Electric Power, 2018), the project’s intention was to enlist 800 2.5 Megawatt General Electric 
(GE) wind turbines, each with a hub-height of 110 meters. Thus, 𝑧𝐻 is equal to 110 m in the 
current study. As for air density, given that the average height above sea level of the Oklahoma 
Panhandle ranges from approximately 500 meters to the east and 1300 meters to the west, the 
value of ρ(𝑧𝐻) ranges from 1.03 to 1.13 kg m
-3 (Engineering Toolbox, 2003) which has been 
averaged to 1.08 kg m-3 for simplicity. Since Equation 2 states that WPD is proportional to the 
cube of the wind speed and to half of the air density, inaccuracy in the value of air density for 
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each of the 10 Mesonet locations in the study region should not notably affect the calculated 
values of WPD, relative to an inaccurate value of wind speed. 
Calculations of V(𝑧𝐻) are typically conducted by extrapolating near-surface wind speeds from 
observations (Emeis, 2014b; Lampert et al., 2016) or model outputs (Storm et al., 2009; Johnson 
and Erhardt, 2016) to a given wind turbine hub-height, traditionally done so using the power law 
(Equation 1). However, as discussed in Section 2.3, Equation 1 is invalid when the LLJ is 
present, because of its existence being associated with surface to jet-core wind profiles that are 
near-linear rather than logarithmic (Lampert et al., 2016). Multiple studies have also either 
directly (Pichugina et al., 2016) or indirectly (Baas et al., 2009; Kallistratova et al., 2013; 
Guiterrez et al., 2017) provided confirmation that the vertical wind profile below a low-level jet 
has a linear shape. There is currently no established formula for extrapolating near-surface wind 
speeds to a given hub-height in this circumstance. Such a formula’s derivation would require an 
in-depth analysis of empirical wind profile formulations in the LLJ’s presence, which goes 
beyond the scope of this study. As such, results from the cited literature have been used to 
approximate a linear equation that can used to obtain more accurate hub-height wind speeds 
when the LLJ is present. The proposed equation is shown below as Equation 3: 
     𝑉(𝑧𝐻) = 𝑉(𝑧𝑟) + 0.05𝑧𝐻    (3)  
Where V(𝑧𝐻) is the wind speed at hub-height, 𝑧𝐻, V(zr) is the wind speed at the height of the 
model output, zr (equal to 10 meters, the height at which the Oklahoma Mesonet records wind 
speeds), and 0.05 (in s-1) is the coefficient that represents the linear increase of wind speed with 
height from the surface to the LLJ’s core. It must be stressed that this equation does not hold 
when the LLJ is absent, or when considering heights above the LLJ’s core. The value of 0.05 s-1 
has been obtained by approximating the surface to jet-core gradient presented in results such as 
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from Lampert et al. (2016) (see Figure 7 of the current study), as well as results from Baas et al. 
(2009), Kallistratova et al. (2013), Pichugina et al. (2016), and Guiterrez et al. (2017). In 
circumstances where the LLJ is indeed absent, Equation 1 is used instead. 
The changes of annual median wind speed and WPD (broken down diurnally, seasonally, and by 
time frame – as discussed in Section 3.1) between the historical and future Mesonet values are 
used as two of the wind energy metrics in this study.  
3.2.2. Wind Speeds Below Cut-In and Above Cut-Out Thresholds 
Cut-in and cut-out wind speed (henceforth referred to as Vin and Vout respectively) are the two 
wind speeds that signify the range within which the blades of wind turbines are permitted to 
rotate. Their respective purposes are to prevent turbine blades from being rotated only by a wind 
turbine’s generator, and to prevent turbine damage in high winds (Abdullah et al., 2012). Vin and 
Vout are consequently important for protecting wind turbine investments and reducing the need 
for maintenance. Most importantly, these two thresholds place upper and lower bounds on the 
amount of electricity that wind turbines can generate in a given time. These thresholds allow for 
assessment of climatological significance because if model-projected wind speed changes are 
overall reductions, increases in frequency of winds below Vin could occur, therefore decreasing 
the amount of extractable wind energy. 
Manufacturers of wind turbines assign Vin and Vout to their products based on the minimum wind 
speed required to rotate their turbines’ blades (Vin) and the maximum wind speed at which their 
blades can rotate without resulting in mechanical damage (Vout), such as damage to the gearbox 
or the blades themselves. These values are typically within the range of 2.5-3.5 m s-1 for Vin, and 
20-25 m s-1 for Vout (Mabel and Fernandez, 2007). Indeed, the 2.5 Megawatt GE wind turbine 
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model enlisted for this study possesses manufacturing specifications with Vin and Vout values in 
these ranges, being 3 m s-1 and 25 m s-1 respectively (Wind Turbine Models, 2014). By using the 
power curve characteristics of a specific wind turbine model in this way, it becomes possible to 
evaluate how much of an available wind energy resource can feasibly be transformed into 
electrical energy. As such, determination of wind speeds being between Vin and Vout provides 
essential context to the WPD values calculated from Equations 2 and 3, since the mechanical 
limitations of wind turbines permit energy to be generated between specific values of 𝑉(𝑧𝐻). 
This method is consistent with approaches in studies of wind energy resource projections based 
on a specific wind turbine model, such as Greene et al. (2012) and Stadler et al. (2015). 
In projecting changes of Oklahoma’s wind energy resources, the interest is in the changing 
frequency of wind speeds being below Vin and above Vout between a historical and future model 
run, based on five-minute observations from data at each Mesonet location. The observation of 
hub-height wind speed being below 3 m s-1 at a particular Mesonet location is counted as a 
“below cut-in” event, with an “above cut-out” event being counted if the wind speed is above 25 
m s-1. The annual Vin and Vout frequencies (again broken down diurnally, seasonally, and by time 
frame) obtained from the historical and future Mesonet data are another two metrics used in the 
current study to evaluate significant changes in their occurrence in relation to the changing state 
of the LLJ. 
3.2.3. Ramp Up and Ramp Down Events 
Ramp events are defined as “a large variation in wind power output that is observed on a wind 
farm (or in a portfolio) within a short period of time (up to a few hours)” (Gallego et al., 2014). 
Prediction of ramp events is a challenge for the wind energy industry, because their erratic nature 
can result in intermittent electricity supply, thus making the distribution of electricity to meet 
 
40 
demand difficult for grid managers (Zhang et al., 2017). Consequently, if Oklahoma’s future 
wind speeds were to become more variable resulting from potential influences such as faster 
and/or more frequent LLJs, the consequence could be more ramp events and greater difficulties 
for grid managers controlling electricity supply. 
A ramp event can be described in terms of a change in capacity factor – a percentage 
quantification of a wind turbine’s power output (Boccard, 2009). For example, a GE 2.5 
Megawatt (MW) wind turbine (Wind Turbine Models, 2014) operating at a capacity factor of 
50% produces 1.25 MW of power, i.e. half of its maximum output. Figure 9 is a graphical 
example of how ramp up and ramp down events look when plotting a wind turbine’s capacity 
factor against time – rapid changes in capacity factor within the maximum allotted time 
constitute a ramp event.  
However, one of the common disagreements with analyzing ramp event occurrences is the 
change in capacity factor that must occur in a given amount of time in order to declare that a 
ramp event has occurred. Whereas Bradford et al. (2010) and Kamath (2011) examined ramp 
Figure 9: Example of what ramp events look like (black circles) 
on a plot of wind turbine capacity factor (%) against time (hours) 
(Ferreria et al., 2010). 
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events by considering turbine capacity factor increases or decreases of at least 20% in one hour, 
work by Greaves et al. (2009) and Ferreira et al. (2010) both use the definition of at least 50% in 
four hours or less. Since ramp events are able to take place over a matter of minutes, and high-
resolution information is typically more useful to grid managers (Ela and Kemper 2009), the 
ramp event criteria used in Bradford et al. (2010) and Kamath (2011) is used in the current study.  
Obtaining capacity factors from wind speed outputs depends on having knowledge of how much 
power the GE 2.5 MW wind turbine produces at different wind speeds. Ramp event occurrences 
can thus be determined by creating a polynomial expression for this wind turbine’s power curve 
(Figure 10), which relates 𝑉(𝑧𝐻) to the turbine’s power output in Watts. Since power output is 
proportional to the cube of the wind speed, the plot in Figure 10 can be expressed as a cubic 
polynomial. The approximate polynomial equation derived from this plot is shown below as 
Equation 4, using the same formulaic construction as in Stadler et al. (2015): 
P = -9.3549 𝑉(𝑧𝐻)
3 + 201.83 𝑉(𝑧𝐻)
2 - 984.02 𝑉(𝑧𝐻) + 1412.5  (4) 




Where P is power output in W, and the numbers in front of each 𝑉(𝑧𝐻) term are coefficients of 
the polynomial equation. It is important to remember that a wind turbine does not produce power 
at wind speeds below Vin or above Vout (see Section 3.3.2), meaning that P is taken to equal 0 
when the hub-height level winds at a location and point in time are below cut-in or above cut-out 
speed.  
Having calculated the power output associated with a particular value of 𝑉(𝑧𝐻), the capacity 
factor can then be calculated by expressing P as a fraction of the maximum power output, Pmax 
(2.5 MW for this particular wind turbine model), as shown in Equation 5 below: 
   𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝐹𝑎𝑐𝑡𝑜𝑟(%) =
𝑃
𝑃𝑚𝑎𝑥
∗ 100    (5) 
The existence of a ramp up (down) event is then determined based on whether a capacity factor 
change of at least 20% occurs in an hour or less of wind speed observations at a Mesonet 
location. By contrasting the change in annual frequency (again broken down diurnally, 
seasonally, and by time frame) of ramp events between the historical and future time frame at all 
Mesonet stations, deductions can be made about projected changes in the consistency of 
extractable wind energy. Ramp up and ramp down frequency thus serve as the final two wind 
energy metrics in the current study. These metrics supplement the changes in magnitude 
provided by WPD/wind speed, and enhance the consistency of the wind energy resource detailed 
by cut-in/cut-out frequency calculations.  
 3.3. Methods Used 
This section describes the theories and statistical approaches that shall be used in order to 
analyze the data discussed in Section 3.1, and to consequently evaluate these data using the wind 
energy metrics discussed in Section 3.2.  
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 3.3.1. Updating LLJ Projections 
It was highlighted in Section 3.1 that many of the previous studies into projected changes of the 
LLJ’s state and wind energy resources over the South-Central Plains have been conducted using 
climate model outputs from the CMIP3 generation (Stadler et al., 2015; Johnson and Erhardt, 
2016; Tang et al., 2017). Whilst there have been some studies that have used CMIP5 climate 
model outputs to analyze wind climatology, these studies did not encompass the objectives of the 
current study, whether due to enlisting GCMs not used by the current study or too small a 
number of them (Harding and Snyder, 2014; Kulkarni and Huang, 2014), focusing only on the 
LLJ’s historical state (Harding et al., 2013; Danco and Martin, 2017), or examining wind 
climatology without a specific focus on the United States (Karnauskas et al., 2018). Much 
projected wind climatology research that enlisted outputs of CMIP5 climate models has been 
focused on Europe, such as Zappa et al. (2013), Tobin et al. (2016), and Carvalho et al. (2017). 
Finally, there is a significant lack of studies that have considered climatological changes of LLJ 
height, or wind energy resource evolution in terms of metrics besides wind speed or wind power 
density. As such, the lack of studies applying more recent generations of GCMs to the United 
States along with this combination of LLJ characteristics and wind energy metrics makes updates 
to their projections in the current study’s context essential before assessing any linkage between 
them. 
The first task was to use the wind speed outputs from each of the six GCMs (see Table 1) to 
create vertical wind profiles in the historical, near future, and far future time frames (time frame 
lengths are specified in Section 3.1) for each model’s grid points encased within the South-
Central Plains region (the green box of Figure 8). Within the three time frames, the existence of 
an LLJ at each grid point was determined in the six-hourly time step of each model. The LLJ 
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definition used was the same as that by Doubler et al. (2015) and Yu et al. (2017) in their studies 
of LLJ climatology, which reads as follows: “wind direction from 113° to 247° (southerly winds 
throughout the profile), a wind speed maximum ≥ 12 m s-1 at or below 3000 m above ground 
level (AGL), a decreasing wind speed by ≥ 6 m s-1 above the maximum wind level to the 
minimum or to 5000 m AGL (whichever is lower), and a decreasing wind speed by ≥ 6 m s-1 
below the maximum wind level” (Yu et al., 2017, page III). This definition therefore requires 
knowledge of wind speeds at multiple height levels. Different models tend to have different 
numbers of atmospheric layers between two given heights of the atmosphere, which can result in 
some models more effectively resolving the existence of LLJs than others. 
From applying this definition and determining LLJ occurrences, LLJ annual frequency and 
annual median speed and height within each time frame were calculated. The median was used 
as the measure of central tendency in all time frames of the current study, due to probability 
density functions (PDFs) of wind speed tending to be right skewed, thus making other central 
tendency metrics, such as the mean, inappropriate (Greene et al., 2012).  
The calculations and projections of the three LLJ characteristics were broken down by time of 
day (00Z, 06Z, 12Z, 18Z), season, and the model used in order to identify output differences and 
diurnal and seasonal trends in LLJ projections, much like the approach taken by Doubler et al. 
(2015) and Tang et al. (2017). LLJ height was determined from vertical profiles constructed from 
each GCM’s discrete height levels (which ranged in number from 12 to 16 between the surface 
and 3000 m AGL). Due to differences in vertical model resolution and the fact that some of the 
models, such as the GFDL models, enlisted hybrid sigma-pressure (a definition of height levels 
based on proximity to the ground, which transitions to an isobaric definition further away from 
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the surface) to define each vertical level, changes in annual median height were instead 
expressed as a change in height level, rather than height in meters. 
The results from the LLJ projections were presented spatially for individual grid points, using the 
spatial convention presented in Figure 8, where each grid point’s size and color corresponds to 
the sign and magnitude of the change in LLJ frequency, speed, or height. In order to gauge 
changes in central tendency and variability of these LLJ characteristics, tables showing 
percentage changes and boxplots that illustrate the spread of the annual values of these 
characteristics were also created. Each boxplot and each line of the tables combined the 
projected changes in LLJ characteristics across all grid points, which is consistent with the 
methods of work such as Doubler et al. (2015).  
Given the spatial nature of these projections of LLJ characteristics and the non-parametric nature 
of wind speed data, statistically significant changes (p < 0.05) for the maps, percentage tables, 
and boxplots were assessed by conducting Mann-Whitney U-tests. These tests were conducted 
by using rankings of annual historical LLJ characteristics versus their respective annual near 
future/far future characteristics, with each pair of ranks existing for a particular season, time of 
day, and model time frame (e.g., historical annual LLJ frequency for Spring 00Z versus far 
future annual LLJ frequency for Spring 00Z, both of which calculated from the HadGEM2-ES 
model). Each ranked group consisted of the LLJ characteristic in question grouped across all grid 
points that a given model possessed within the South-Central Plains region. Mann-Whitney U-
tests have been applied to spatial data in this manner in previous studies, such as in work by 
Baidya Roy and Traiteur (2010) in their analysis of wind turbines’ effects on local temperature 
climatology. The overall intention of this data presentation and analysis of statistical significance 
is to determine whether climate model projections of LLJ features found in previous studies with 
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older generations of climate models, such as Cook et al. (2008) and Tang et al. (2017), are still 
valid or have perhaps changed. 
 3.3.2. Updating Projections of Oklahoma’s Wind Energy Resources 
Section 3.1 described the application of the delta method (Déqué, 2007) to statistically 
downscale the GCMs’ annual median near-surface wind speed projections onto the higher-
resolution Oklahoma Mesonet locations (Mesonet, 2018) over the Oklahoma Panhandle. In this 
case, “near-surface” wind speed refer to that at the lowest height level of each model. These 
factor changes obtained from using the delta method were averaged across each GCM’s grid 
points that fell within the South-Central Plains region (Figure 8), with factor change calculations 
broken down by future time frame being considered, by season, and by time of day (as in Section 
3.3.1). Applying the factor changes projected by these six GCMs to all 10 Mesonet locations (see 
Table 2) results in multiple sets of future pseudo-observations, the calculation for which is 
shown below as Equation 6:  
𝑉𝑓𝑢𝑡𝑢𝑟𝑒 = 𝐹 ∗ 𝑉ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐𝑎𝑙    (6) 
Where Vhistorical is a historical Mesonet of wind speed for a given 5-minute time period and 
Mesonet location, F is the multiplicative factor change of near-surface annual median wind 
speed between time frames of a GCM’s output (with this factor change being for a particular 
combination of time frames (i.e. historical and near future/far future), season, and time of day), 
and Vfuture is the pseudo-observation that is produced from applying the factor change to the 
historical wind speed observation. These future and historical values were then used to compute 
projected changes in the wind energy metrics discussed in Section 3.2, therefore producing the 
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projections in Oklahoma’s wind energy resources that were sought at the beginning of the 
current study. 
The delta method’s advantage when statistically downscaling climate model outputs onto 
observations (such as those of the Oklahoma Mesonet) is its ability to implicitly bias-correct 
climate model projections (Walsh et al., 2018). However, the delta method is not able to correct 
the bias in climate model outputs within separate time frames. Such bias correction is sometimes 
done by quantile-mapping an observed variable (in this case near-surface wind speed from the 
Oklahoma Mesonet) against the model outputs of the same variable. This mapping is 
subsequently used to adjust the model outputs for biases that are identified (Maraun et al., 2010). 
Although such mapping was not performed here, the biases that these six GCMs possess have 
been examined in previous work (see Section 3.1), meaning that the results of the current study 
can still be evaluated against knowledge of these biases. 
Another assumption of this approach is that the variability of the near-surface wind speeds in the 
historical and future time frames are similar (if not the same) (Déqué, 2007). An 
additive/multiplicative factor change only accounts for changes in the position of PDFs of 
measured wind speeds, not their shape (Pourmokhtarian et al., 2016). Multiple studies have 
argued for the PDF of measured wind speeds possessing a right-skewed Weibull distribution, 
which also persists in future time frames of climate model outputs (Pryor et al., 2005; 
Altunkaynak et al., 2012). Furthermore, studies of projected changes in wind speed variability 
across the United States, such as Goddard et al. (2015), have found that the variability of near-
surface winds across the United States (especially diurnal variability) might not change as much 
in future decades as their magnitude.  
 
48 
It is, however, necessary to construct PDFs of each GCM’s near-surface wind speed outputs over 
the historical, near future, and far future time frames in order to validate this assumption of no 
change in wind speed variability. Figure 11 presents the PDFs constructed from these data, such 
that each PDF consists of 25 years of six-hourly wind speed outputs from all grid points that 
each GCM possesses within the South-Central Plains region (Figure 8). Two descriptive 
statistics have been included for each PDF. The first of these is the interquartile range, the 
difference between the 75th and 25th percentile of a distribution of data (Yuan 1999; Riaz, 2013). 
The interquartile range is a more appropriate measure of variability than standard deviation given 
Figure 11: Probability density functions of six-hourly near-surface wind speed from all enlisted 
GCMs.  
- Each function consists of all wind speed outputs from a given time frame (historical, near 
future, or far future) for each GCM. Values of interquartile range (IQR) and skewness are given 
for each function. This first half of the figure contains the functions of the following GCMs: 
ACCESS 1.0 (top row), GFDL-CM3 (middle row), and GFDL-ESM2G (bottom row). 
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the positive skewness that wind speed data often possess (Greene et al., 2012). The second 
statistic is skewness, a measure of a PDFs difference from a parametric distribution (Doane and 
Seward, 2017), such that a skewness value greater than 1 represents an extreme amount of 
positive (right) skewness (Groeneveld and Meeden, 1984).  
Although comparisons of PDFs produced from each GCM’s timeframes show slight differences, 
e.g. ACCESS 1.0’s mode is more peaked in the historical than in the future time frames, the 
distributions’ shapes across timeframes are broadly similar. All of these distributions of near-
surface wind speed retain the expected right-skewed shape seen in previous literature (Pryor et 
al., 2005; Altunkaynak et al., 2012). Moreover, almost all of the differences of interquartile range 
Continuation of Figure 11, containing the probability density functions of the following GCMs: 
GFDL-ESM2M (top row), HadGEM2-ES (middle row), and IPSL-CM5A-MR (bottom row). 
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and skewness between the historical and future time frames are within ±10%. The GFDL models 
in particular express limited differences of interquartile range, all existing within the range of 0 
to -2%, which indicates that these models adhere to the assumption (Déqué, 2007) used here.  
There are other caveats associated with the approach used in the current study. Firstly, the 
projected changes in near-surface wind speed were averaged from grid points across the South-
Central Plains region (Figure 8) in the same way that they were when projecting changes in LLJ 
characteristics (see Section 3.3.1). There is consequently a concern of applying projected wind 
speed changes from a larger area (grid points over the South-Central Plains region) onto wind 
speed observations over a much smaller region within it (the Oklahoma Panhandle’s Mesonet 
stations). This difference in spatial domains could be seen as a limitation of this study’s 
approach, since the factor changes of median near-surface wind speed from all model grid points 
are collectively being applied to a smaller area in order to create high-resolution values.  
Another potential concern is that the six GCMs used to create these pseudo-observations have a 
temporal resolution of six hours – much longer than the Oklahoma Mesonet’s five-minute 
resolution. To address this issue, each point of time in a given day (00Z, 06Z, 12Z, and 18Z) was 
treated as a mid-point, such that each GCM’s six-hourly factor changes were applied and time-
centered to the five-minute Mesonet observations. For example, the factor changes of spring 12Z 
(6am CST) near-surface winds by a given GCM were applied to all spring Mesonet observations 
recorded between 3am and 9am. The selection of the mid-point of each GCM’s diurnal time step 
was used to minimize potential errors associated with the GCM outputs and Oklahoma Mesonet 
data having different temporal resolutions.  
An important final caveat is that the historical runs of the GCMs (1981 to 2005) and the Mesonet 
data (1994 to 2018) are offset by 13 years, due to the non-existence of Mesonet observations 
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prior to 1994. Studies using reanalysis datasets by Pryor et al. (2009) and Torralba et al. (2017) 
both indicate that the trends in wind speed over the Central United States in recent decades have 
not been consistent between models, as well as not being statistically significant at the 95% 
confidence level. The consequent stationarity of wind speeds over the United States in recent 
decades means that the 13-year offset in these different historical datasets should not 
significantly affect the results of this study. However, since these previous studies considered 
spatial and temporal scales larger than that of the current study, there is a need to verify that this 
stationarity assumption holds. 
Figures 12 and 13 show time series plots of annual median near-surface wind speed against time 
calculated from the Oklahoma Mesonet observations and the GCM outputs respectively, with 
each plot representing the wind speed trends obtained at each station/from each model.  The 
purpose of these time series plots is to determine whether there indeed was not a notable trend in 
historical wind speed over the South-Central Plains region from 1981 to 2018. In order to satisfy 
this assumption, a lack of meaningful trend must exist on multiple temporal scales in both the 
Oklahoma Mesonet observations and the GCM outputs.  
Figure 12 shows that the observed changes in wind speed have been small to non-existent over 
the 25-year period from 1994 to 2018. Six of the Mesonet stations have observed slight increases 
in wind speed, with the greatest rate of increase occurring at Boise City, at +0.013 m s-1 year-1. 
These wind speed trends over a 25-year period range from +0.325 m s-1 at Boise City, to -0.280 
m s-1 at Arnett. This range of trends is comparable to that found by Torralba et al. (2017) in their 
global-scale reanalysis of wind speed. Diurnal and seasonal trends in these historical wind speeds 
were also examined. Almost none of these other trends possessed statistically significant changes 




Figure 12: Time series plots from 1994 to 2018 for each individual Oklahoma 
Mesonet station showing the change of annual median wind speed with time.  
- Each plot contains the value of the wind speed/time gradient in m s-1 year-1. 
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changes in wind speed were again found at Arnett and Boise City, regardless of season or time of 
day considered. 
Figure 13 shows the same analysis as Figure 12, but instead based on outputs of the six GCMs. 
Each annual median value was calculated using the values from each model’s grid points that fell 
within the South-Central Plains region, and much like Figure 12, there exists a general absence 
of strong wind speed trends. The annual trends shown in the figure indicate an overall tendency 
for increases in historical wind speed, with the strongest trend indicated by HadGEM2-ES at 
+0.014 m s-1 year-1. Although these trends are more consistent in their sign than those found at 
the Oklahoma Mesonet locations, they still have notable range and are similarly weak, with the 
25-year wind speed trend ranging from +0.350 m s-1indicated by HadGEM2-ES, and ±0 m s-1 by 
IPSL-CM5A-MR. The favoring of positive trends in wind speed continues when examining 
seasonal and diurnal trends in these historical wind speeds. More statistically significant changes 
occurred than amongst the Oklahoma Mesonet data on these temporal scales, but the majority of 
trends were once again weak. These results would suggest that the GCM outputs also abide by 
the lack of expected wind speed trend seen in previous work that encompassed this region (Pryor 
et al., 2009; Torralba et al., 2017). As such, the GCM outputs along with observations from the 
10 Mesonet locations uphold the stationarity assumption made by the current study. 
Despite the apparent validity of this assumption for the South-Central Plains region, Greene et al. 
(2010) found from their use of NARR data that wind power densities across the Oklahoma 
Panhandle increased by around 250 Megawatt hours per decade from 1979 to 2008. Such a result 
would attest to an increase in local wind speeds over the historical time frame. However, Pryor et 





observations and reanalysis datasets such as NARR, which means that the inconsistent wind 
speed trends presented in Figures 12 and 13 are perhaps to be expected.  
The presentation of changes in wind energy metrics using these downscaled data was similar to 
that for the projection of LLJ characteristics detailed in Section 3.3.1 – central tendency and 
Figure 13: Same as Figure 12 but with annual median near-surface wind speeds obtained from 
the GCM outputs from 1981 to 2005. 
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variability in wind energy metrics were presented as percentage change tables and boxplots 
respectively. In addition, maps of the Oklahoma Panhandle area illustrated spatial variability of 
trends in these metrics. Since the Oklahoma Mesonet stations have a spatial distribution that is 
analogous to a GCM’s grid points, statistically significant (p < 0.05) changes were analyzed in 
same manner as described in Section 3.3.1. Therefore, Mann-Whitney U-tests of two ranked 
groups consisting of annual values of a given wind energy metric were computed at all stations 
for the historical and a future (near future or far future) time frame, broken down further by 
season and by time of day. The culmination of this analysis is the use of contemporary climate 
model outputs to deepen and update wind energy resource projections for Oklahoma.  
3.3.3. Linking LLJ Characteristics to Wind Energy Metrics 
Although it is somewhat unique to projecting changes in three different LLJ characteristics and 
examining climatological changes in various wind energy metrics, the most novel aspect of the 
current study is assessing the link between these two features of wind climatology. The decision 
to examine this link was inspired by Wimhurst et al. (2017) and their analysis of changes in the 
United Kingdom’s wind climatology in connection with the influences of climate change on the 
North Atlantic Jet’s speed and latitude. The linkage between LLJ characteristics and wind energy 
metrics in the current study was also assessed by linear least-squares regression (Clarke and 
Cooke, 1998), since the scatterplots produced by this analysis possessed a linear relationship.  
Statistical significance (p < 0.05) of these regressions of LLJ characteristics against wind energy 
metrics were assessed using Spearman’s Rho analysis (Yue et al., 2002), given the non-
parametric distribution of wind speed data (Greene et al., 2012). The independent data were 
broken down by GCM, seasonally, diurnally, Mesonet station, and most importantly by wind 
energy metric. The dependent data for these regression analyses came from the LLJ 
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characteristics, broken down by GCM, seasonally, diurnally, and by characteristic. Such in-depth 
decomposition of data was done with the interest of identifying any possible relationships 
between LLJ characteristics and wind energy metrics. If statistically significant relationships 
were found from this analysis, there would be evidence to suggest that the influence of climate 















Chapter 4: Results – LLJ Characteristics 
 4.1. Changes in Central Tendency of LLJ Characteristics 
Perhaps the most fundamental results from the current study are the changes in central tendency 
of LLJ speed, height, and frequency over time. In this case, central tendency refers to the 
changes in median speed and height level of the LLJ, as well changes in its frequency, between 
the historical and the near/far future time frame. As discussed in Section 3.3.1, projections for 
these three LLJ characteristics were broken down by model, season, time of day, GCM, and the 
future time frame considered. Tables 3 and 4 present the outcomes of these projected changes for 
the near future minus historical, and far future minus historical, model runs of the six GCMs 
respectively. These projections were calculated as percentage changes, as was also done by Tang 
et al. (2017), since percentage changes are arguably easier to conceive and possess more 
meaning than the absolute change in LLJ frequency. It should be pointed out that, in both tables, 
many of the projected changes in LLJ height are zero percent, which is a consequence of the 
discrete nature of the height levels that these GCMs possess, as mentioned in Section 3.3.1. If the 
median height level between two time frames did not change, a projected change of zero percent 
was produced. 
What transpires from comparing these two tables is a much greater number of statistically 
significant changes (p <0.05, indicated by the red cells) in Table 4, which implies that changes in 
these LLJ characteristics are greater between the historical and far future model runs than the 
historical and near future runs. This increase in the number of statistically significant changes 
when comparing these tables argues for a systematic increase in their occurrence with time. 




Table 3: Percentage changes of median LLJ speed and height level, and LLJ 
frequency, between the historical and near future time frames.  
- Changes in the LLJ characteristics projected by the six GCMs are separated by season 
and time of day. Red cells indicate changes in annual rank of a given characteristic that 
were statistically significant according to a Mann-Whitney U-test (p < 0.05). 
  
 ACCESS 1.0 GFDL-CM3 
 Winter Spring Summer Autumn Winter Spring Summer Autumn 
Speed 00Z -5.6 -1.2 1.3 -3.6 0.2 -4.2 1.1 -7 
Speed 06Z -0.5 -0.2 2.6 3.6 5.4 -4 -1.9 1.2 
Speed 12Z -0.9 0.2 6.3 0.9 17 0.9 0.2 -0.5 
Speed 18Z 2.2 -1.3 3 -0.6 15.6 5.9 0.2 5 
Height 00Z 0 0 0 -14.3 0 -7.7 0 -17.2 
Height 06Z 0 0 0 0 0 0 -20 -10 
Height 12Z 0 0 0 0 0 0 -20 0 
Height 18Z 0 0 0 0 9.1 4.5 0 10 
Frequency 00Z -21.4 14.3 56.5 42.9 -33.3 50 100 0 
Frequency 06Z 31.8 -9.2 31 7.5 -14.3 5 -34.5 -7.4 
Frequency 12Z 20 11.3 36.1 1.3 66.7 23.1 -3.8 34.6 
Frequency 18Z 18.2 29.6 88.2 26.1 -16.7 16.7 -40 -25 
 
 GFDL-ESM2G GFDL-ESM2M 
 Winter Spring Summer Autumn Winter Spring Summer Autumn 
Speed 00Z 11.1 6.5 7 2.5 -15.6 0.8 20.3 6.6 
Speed 06Z 6.8 14.8 -0.4 -1 -9.8 4.4 2.5 2.5 
Speed 12Z -4 8.5 -0.6 5.7 -14.5 -2.6 -4.5 -2.4 
Speed 18Z 0.6 0.7 -2.7 -4.9 -13.8 -9.9 -1.1 10.7 
Height 00Z 20 20 -7.7 -14.3 -16.7 -8.3 25 0 
Height 06Z -4 0 -9.1 0 0 0 0 20 
Height 12Z 0 0 -16.7 0 -14.3 0 0 20 
Height 18Z -7.7 0 0 0 -14.3 0 0 4.3 
Frequency 00Z -66.7 0 0 -50 100 0 -50 0 
Frequency 06Z 100 0 9.1 -20 0 -12.5 -8.3 -33.3 
Frequency 12Z 100 -9.1 17.4 12.5 100 -30 0 -7.7 
Frequency 18Z -50 20 -16.7 0 0 0 -18.2 -11.1 
 
 HadGEM2-ES IPSL-CM5A-MR 
 Winter Spring Summer Autumn Winter Spring Summer Autumn 
Speed 00Z -0.6 -0.8 1.8 3.7 15.3 -1.3 0.8 0.2 
Speed 06Z 0.1 -0.2 1.4 2.6 -12.8 2.4 1.3 -0.1 
Speed 12Z -1.8 2.8 0 -0.2 6.2 1.7 -1.1 -5.4 
Speed 18Z 3.7 2.9 -1.3 -1.5 -1.5 -2.8 2.4 -16.1 
Height 00Z 0 0 0 0 -11.1 0 -16.7 -9.1 
Height 06Z 25 0 0 0 -28.6 20 0 0 
Height 12Z -11.1 0 0 -10 7.7 -8.3 0 0 
Height 18Z 9.1 0 12.5 16.7 -20 -14.3 0 0 
Frequency 00Z 0 -16.7 130.8 38.5 0 -5.9 21.4 100 
Frequency 06Z 16 2.4 30.2 10.1 33.3 41.7 46.7 58.3 
Frequency 12Z 11.1 15.5 31 21.8 20 25 14.3 -33.3 




frequency, rather than speed or height. This result is consistent with that of Tang et al. (2017), 
who found that statistically significant changes (p < 0.1, using a student’s t-test) of LLJ 
frequency were projected by their enlisted GCM-RCM combinations quite consistently, with 
projected changes of LLJ speed being, by contrast, much smaller and lacking statistical 
significance. 
When considering Tables 3 and 4, it can also be seen that the majority of statistically significant 
changes occur in summer and autumn, with winter being the least frequent season for such 
changes. This result is perhaps surprising upon a first inspection, considering that the spring 
season typically experiences the greatest number of LLJs, as found in analysis of historical LLJ 
climatology by Doubler et al. (2015). It might therefore be expected that spring would 
experience a larger number of statistically significant projections in these characteristics. 
However, research by Cook et al. (2008) into springtime LLJ intensification also projected a 
strengthening of LLJs that occur in autumn over the Central Plains, which they postulated as 
being a result of the conditions that allow for LLJ formation persisting longer into autumn by the 
end of the 21st Century. The results from the current study could support this idea, given that 
many of the statistically significant changes in summer and autumn LLJ frequency are increases, 
especially in Table 4.  
An examination of the diurnal trends identified in these tables reveals that statistically significant 
changes of jet height and frequency are more common near sunset (00Z) and during the night 
(06Z). On the other hand, projected changes in jet speed do not seem to possess this diurnal 
variability, which again is consistent with the idea that projected changes of LLJ speed are 




Table 4: Same as Table 3, but instead for changes in LLJ characteristics between the 
historical and far future time frame. 
 ACCESS 1.0 GFDL-CM3 
 Winter Spring Summer Autumn Winter Spring Summer Autumn 
Speed 00Z 4.8 1.6 0.5 -4.5 12.4 -5.5 -4.1 4.5 
Speed 06Z 1.6 0.7 -1.5 6.6 3.4 -6.1 -2.7 2.2 
Speed 12Z -1.6 0.9 -0.7 2 9 1.9 2.2 -7.4 
Speed 18Z 0.2 -0.4 -0.9 0.5 8.6 8.5 -1.3 -13.5 
Height 00Z 16.7 0 0 -14.3 16.7 -7.7 7.7 -13.8 
Height 06Z 0 20 0 0 -8.3 0 -20 -20 
Height 12Z 0 0 0 0 0 -8.3 0 -20 
Height 18Z 0 0 12.5 0 9.1 0 15 0 
Frequency 00Z -7.1 -3.6 56.5 92.9 -33.3 25 0 -33.3 
Frequency 06Z 0 -1.5 35.2 32.5 -28.6 15 -31 -37 
Frequency 12Z -6.7 28.9 31.5 25.3 0 38.5 -7.7 -15.4 
Frequency 18Z 18.2 37 105.9 39.1 0 0 -30 -50 
 GFDL-ESM2G GFDL-ESM2M 
 Winter Spring Summer Autumn Winter Spring Summer Autumn 
Speed 00Z 23.2 -9.5 3.5 -15 0.3 -16 -1.1 5.6 
Speed 06Z -0.9 4.9 -3.9 1 0 2.3 3.4 -4.5 
Speed 12Z 7.7 6.1 -0.2 -1.3 -11.3 7 0.5 0.8 
Speed 18Z 8.1 3.1 -1.1 -4 2.5 -9.2 2.2 -1.2 
Height 00Z 40 30 23.1 0 4.2 0 0 0 
Height 06Z -4 0 -9.1 0 8.3 0 0 0 
Height 12Z 0 0 -16.7 0 0 0 0 20 
Height 18Z -7.7 0 0 0 -14.3 0 0 4.3 
Frequency 00Z -66.7 -25 0 0 50 0 -50 50 
Frequency 06Z 100 -10 -13.6 25 50 -12.5 -37.5 0 
Frequency 12Z 33.3 -18.2 -13 0 200 10 -18.2 76.9 
Frequency 18Z 0 -40 -50 0 0 -20 -45.5 -44.4 
 HadGEM2-ES IPSL-CM5A-MR 
 Winter Spring Summer Autumn Winter Spring Summer Autumn 
Speed 00Z -4.5 -11.8 -9.7 -4.8 6.5 4.6 -1.8 -4 
Speed 06Z -2.2 3.8 -2.9 -1.2 -5.5 2.3 1 0.7 
Speed 12Z -0.2 1.4 -2.4 -6.4 -8 6.7 1.4 -3.3 
Speed 18Z -6 -6.9 -7.3 -4.8 9.5 2.1 5.3 -14.9 
Height 00Z 8.3 0 -8.3 0 -11.1 0 -16.7 -9.1 
Height 06Z 0 0 0 0 -25 10 0 0 
Height 12Z 11.1 0 0 0 -7.7 0 0 -16.7 
Height 18Z 9.1 0 12.5 16.7 -20 0 0 -14.3 
Frequency 00Z -10 0 284.6 69.2 0 -17.6 71.4 150 
Frequency 06Z 24 -1.6 30.9 30.3 -33.3 50 110 141.7 
Frequency 12Z 50 9.7 23.5 31 -60 12.5 100 100 




frequency would change by larger amounts during nocturnal periods is a theoretically sound 
result, since its formation is much more frequent in the stable atmospheric boundary layers that 
often form at night (Shapiro and Fedorovich, 2010).  
The statistically significant changes that are presented in Tables 3 and 4 are predominantly 
increases, especially in LLJ frequency, regardless of season, time of day, or the enlisted GCM. 
Changes in LLJ speed and height are less consistent in their sign than frequency, due to small 
changes in their projections (Tang et al., 2017) and detectable changes being by coarse vertical 
GCM resolution respectively. This study thus indicates a future strengthening of the LLJ, based 
on its projected frequency increase over the South-Central Plains region. Many studies that 
conducted similar analyses of LLJ frequency came to the same conclusion, regardless of the 
climate model outputs and methods used (Barandiran et al., 2013; Harding and Snyder, 2014; 
Tang et al., 2017).  
There are also noticeable differences in the number of statistically significant changes projected 
by each GCM. In both Tables 3 and 4, the GCMs that possess higher (vertical and horizontal) 
grid resolutions, such as ACCESS 1.0 and HadGEM2-ES (see Table 1 for horizontal resolutions) 
project a much greater number of such changes, with HadGEM2-ES and GFDL-CM3 projecting 
by far the largest number of statistically significant changes in LLJ speed. This inconsistency 
may be a consequence of model resolution differences and the known biases that these GCMs 
possess, as mentioned previously in Section 3.1. 
Besides the statistically significant changes, it is also important to consider the overall pattern in 
all projections of the three LLJ characteristics. Identifying these patterns in Tables 3 and 4 is 
quite difficult, however, owing to the large number of rows and columns that they each possess. 
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Table 5 is a condensed form of Tables 3 and 4, which shows the number of increases and 
decreases in each LLJ characteristic broken down by time. Not only are the two tables therefore 
simplified, but their positive and negative trends are summarized more succinctly. There is not a 
great deal of difference in the most frequent sign for the near future minus historical time frames 
when compared to the far future minus historical trends, which implies a consistent relationship 
between these LLJ characteristics and a change in LLJ climatology. The broad patterns shown in 
Table 5 are as follows: tendency towards increases in LLJ speed, particularly at night (06Z); a 
lack of change in LLJ height; and consistent increases in LLJ frequency, especially at night and 
near sunrise (12Z). Although changes in LLJ characteristics that are not statistically significant 
are arguably of lesser importance, and are therefore less meaningful, Table 5 shows that the sign 
Table 5: A condensed form of Tables 3 and 4 that presents the number of cells in each row of 
these two tables that possess increases, decreases, or no change for a given LLJ characteristic 
and time. 
- The results from the near future minus historical time frames (Table 3) are shown in the 
three left columns, and far future minus historical (Table 4) in the three right columns. The 
blue cells indicate the most common sign of the changes in each row of Tables 3 and 4, with 
the darker blue cells indicating signs that are deemed especially frequent in their occurrence 
(greater than 16 cells per row). 
 Near Future Positives vs Negatives Far Future Positives vs Negatives 
Variable Name + 
Time Positive Negative No Change Positive Negative No Change 
Speed 00Z 15 9 0 11 13 0 
Speed 06Z 14 10 0 13 10 1 
Speed 12Z 12 12 0 13 11 0 
Speed 18Z 12 12 0 11 13 0 
Height 00Z 3 10 11 8 7 9 
Height 06Z 3 5 16 2 6 16 
Height 12Z 2 6 16 2 5 17 
Height 18Z 7 13 4 7 4 13 
Frequency 00Z 10 7 7 9 9 5 
Frequency 06Z 14 8 2 12 10 2 
Frequency 12Z 18 5 1 15 7 2 




of all projected changes (significant or otherwise) has some consistency with the expectations of 
previous literature – increases in LLJ speed and frequency at times when its formation is known 
to be more frequent (Cook et al., 2008; Barandiran et al., 2013; Tang et al., 2017). However, it 
should be clarified three of the six models used in the current study are variants on the GFDL 
GCM (Donner et al., 2011). As such, the results of Table 5 could be somewhat skewed by these 
three GCMs resolving and projecting the LLJ in a similar manner. 
Some of the individual values presented in some of the cells of Tables 3 and 4 should also be 
discussed, since explanations for their occurrence can be suggested. The first notable values to 
consider are the large increases in LLJ frequency that many models have projected to take place, 
especially in Table 4. There are several projections of frequency in this table that are greater than 
100%, almost all made by the higher-resolution GCMs (ACCESS 1.0, HadGEM2-ES, IPSL-
CM5A-MR), with many of these larger increases of frequency being projected for summer and 
autumn. HadGEM2-ES in particular projects large increases in LLJ frequency, with summertime 
frequency near sunset (00Z) and during the day (18Z) in Table 4 being 284.6% and 176.9% 
respectively. This particular GCM projected its largest physical number of LLJs across all 
seasons for 06Z and 12Z, making it understandable that a large percentage increase in LLJ 
occurrence at times of day that are typically less common (i.e., 00Z and 18Z) would occur. By 
contrast, the projections of LLJ frequency by the lower-resolution GCMs possess a greater 
tendency for decreases. Though they are typically smaller than the increases projected by the 
higher-resolution GCMs, they also remain interspersed with increases in some seasons and time 
frames. For example, in Table 4, GFDL-ESM2M projects changes in spring LLJ frequency 
ranging from 10% at 12Z to -20% at 18Z. The multi-model pattern therefore remains one of 
increases in LLJ frequency between the historical time frame and the end of the century. As 
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stated previously when referencing Cook et al. (2008), these greater LLJ frequencies could be a 
consequence of stable boundary layer formation over the South-Central Plains in seasons other 
than spring (such as summer and autumn) perhaps occurring more frequently in the decades to 
come. The characteristic southerly winds of the LLJ (Shapiro and Fedorovich, 2010) would 
become a more common occurrence, therefore producing a noticeable change in the region’s 
wind climatology. There also exists somewhat of an argument for higher resolution GCMs 
projecting greater increases in LLJ frequency, with these larger increases consistently being 
statistically significant. 
Some of the individual projections of LLJ speed are also of interest. As stated in the analysis of 
Table 5, the overall pattern for LLJ speed is one of slight increases over the next several decades, 
with the largest of these increases occurring consistently in winter, regardless of the GCM 
enlisted or time of day. For instance, Table 4 shows GFDL-CM3 projecting increases of speed 
for winter 00Z LLJs of 12.4%, with GFDL-ESM2G projecting a 23.2% increase. Even some of 
the higher-resolution GCMs, such as ACCESS 1.0, project larger increases in LLJ speed than 
seen in the majority of cells, with this GCM projecting a mid-century (Table 3) LLJ speed 
increase of 6.3% for summer 12Z LLJs. It has been pointed out in multiple studies, such as Holt 
and Wung (2012) and Zhu and Liang (2013) that a faster LLJ is commonly associated with a 
westward expansion of the Bermuda High. An enhanced future expansion could form part of the 
reason why the slight increase in LLJ speed that has been presented in the current study might 
take place. As such, not only could the South-Central Plains experience southerly winds more 





4.2. Changes in Variability of LLJ Characteristics. 
The percentage change tables in Section 4.1 present projections of central tendency of the three 
LLJ characteristics examined in the current study. Given the LLJ’s susceptibility and influence 
that it experiences from climate variability cycles, such as ENSO (Danco and Martin, 2017) and 
the NAO and PDO (Weaver and Nigam, 2008), examination of projected changes in the LLJ’s 
variability is also of worth. As discussed in Section 3.3, variability of LLJ speed, height, and 
frequency was considered in the current study by constructing boxplots of annual median 
speed/height level, and annual frequency count, constructed from each GCM’s grid points across 
the South-Central Plains region. As such, each boxplot is comprised of 25 plot points, one for 
each annual value of speed/height/frequency. In maintaining consistency with Tables 3 and 4, 
boxplot construction is separated by LLJ characteristic, enlisted GCM, season, and time of day, 
thus maintaining this study’s holistic analysis of the LLJ. Boxplot construction was also 
separated by time frame (historical, near future, and far future), rather than calculating projected 
changes as done for Tables 3 and 4, since the interest of constructing boxplots is in determining 
the change of the LLJ’s variability with time. 
 4.2.1. Variability of LLJ Speed 
Boxplots presenting results from median LLJ speed are shown in Figure 14. Since these boxplots 
were grouped by season and enlisted GCM, 24 sets of boxplots for each LLJ characteristic were 
produced. Boxplots that best summarize the results of the current study are shown here. Figure 
14 (see Appendix A1 for the rest of the boxplots) presents the findings from 10 of the 24 sets of 
boxplots, with each set of three boxplots on a given set of axes representing the spread of annual 
median LLJ speed for a given time of day. Although Doubler et al. (2015) tells us that LLJs are 
not a frequent occurrence in winter (top row of Figure 14), those that do occur could experience 
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a greater variability in speed by the end of the 21st Century. This result was especially true of 
LLJs that form at night (06Z) and near sunrise (12Z), based on the spread of the boxplot data. 
LLJs that occur outside of spring and summer tend to be faster, as mentioned in Section 4.1, thus 
offering an explanation for greater variability in jet speed in these seasons. 
A common result conveyed by these boxplots is changes of median LLJ speed that are quite 
small, regardless of the time of day, season, or GCM considered. Most of these changes are on 
the order of ± 1 m s-1 – a projected change that is consistent with results from Tang et al. (2017). 
Some of the largest changes of LLJ speed are projected for spring and summer by the higher 
resolution models (second and third rows of Figure 14), with several of these changes in LLJ 
speed being statistically significant (p < 0.05, lighter-colored boxplots), based on the results of 
the Mann-Whitney U-tests. Despite these somewhat larger changes in LLJ speed, spring and 
summer speed variability are small compared to that of autumn and winter, and are also small 
when comparing the boxplots of the historical and future time frames.  
In terms of the projected changes of LLJ speed between time frames, there are some notable 
results. Slight increases of nighttime spring jet speed (06Z and 12Z) of approximately +1 m s-1 
are suggested by some of the higher resolution GCMs, particularly ACCESS 1.0 and HadGEM2-
ES (second row of Figure 14). Also, all of the GCMs agree on projected reductions of autumn jet 
speed at all times of day, with the reductions reaching slightly over -2 m s-1 for daytime (18Z) 
LLJs. These changes of median value between time frames are somewhat notable, based on the 
lower diurnal variability of wind speed that spring and summer possess (second and third row). 
However, the seasonal variability of LLJ speed and its differences within time frames can be 




Figure 14: Boxplots showing annual median LLJ speed in (m s-1) for each individual time 
frame across each GCM’s grid points within the South-Central Plains region. 
- The boxplots are grouped by season and the GCM that was used to produce them, with each 
set of three boxplots on a given pair of axes representing the historical (green), near future 
(blue), and far future (red) spread of annual median LLJ speeds for a given time of day (00Z, 
06Z, 12Z, 18Z). Lighter-colored boxplots indicate future time frames (compared to the 
historical time frame of a given season, model, and time of day) that possess a statistically 
significant change (p < 0.05) in median LLJ speed when enlisting a Mann-Whitney U-test. 




Time Time Time 
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autumn and winter than spring and summer, which agrees with expectations from Doubler et al. 
(2015) that LLJs that form outside of spring and summer are typically faster. The greatest 
variability and changes in median LLJ speed for autumn and winter seem to be projected by the 
GFDL GCMs (top and bottom row), with the variability in the remaining GCMs for these 
seasons being slightly smaller. The heightened LLJ variability in autumn and winter and its 
greater change into the future perhaps is related to lower frequency of formation at these points 
in the year. It may also be linked to the climate variability cycles that can influence the LLJ’s 
formation; both of these possibilities shall be discussed in Chapter 6.  
Regardless, the projected changes of LLJ speed between time frames are quite small, both in 
terms of change and spread of the median values of these boxplots, meaning that any change in 
wind energy resources linked to a change in LLJ speed could be somewhat limited. Recall from 
Danco and Martin (2017) that several of these GCMs (except for HadGEM2-ES) have a 
tendency to underestimate the LLJ’s historical speed. This bias could have an impact on these 
models’ ability to project changes in LLJ speed, beyond the physical changes simply being 
small. 
4.2.2. Variability of LLJ Height 
As described in the methods of this work, median LLJ height and its projections were inferred 
from changes in the height level of the LLJ’s maximum winds for a given GCM and point in 
time (see Section 3.3.1). As such, the boxplots shown in Figure 15 (and Appendix A2) present 
the variability of the LLJ’s height level rather than its physical height in meters, with the most 
noteworthy results presented in the same manner as in Figure 14. It is important to clarify, 
however, that because these boxplots of LLJ height have been constructed based on the relatively 
low-resolution height levels of these six GCMs, care must be taken to not overstate what they are 
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conveying. The number of height levels that these GCMs possess up to 3000 meters AGL, as per 
the definition of LLJ occurrence used by Doubler et al. (2015) and Yu et al. (2017), ranges from 
12 to 16 levels. The distance in meters between subsequent lower height levels can be as much as 
50 meters. With such large differences in height between levels and a consequently discrete and 
categorical nature of these height measurements, it was more appropriate to display the y-axis of 
Figure 15 as the median height level presented by each GCM’s output, as opposed to physical 
height in meters. It is important to mention, however, that two (or more) GCMs that indicate the 
same height level often do not indicate the same height, due to vertical resolution differences. 
 
Figure 15: Same as Figure 14 but for annual median LLJ height (expressed as height 
levels) rather than speed. 
Time Time Time 
Time Time Time 
Time Time Time 
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Finally, since LLJ height is presented on discrete height levels and therefore is a categorical 
variable, it is inappropriate to determine the existence of outliers in the construction of these 
boxplots, hence their absence in Figure 15.  
One common result from these boxplots was height of LLJs that formed during the night being 
less than those that formed during the day (00Z and 18Z). The majority of GCMs, but 
particularly those with a higher resolution such as ACCESS 1.0, indicated a daytime (06Z and 
12Z) height level of approximately level 7, with the most common median height level of LLJ 
formation at night across GCMs being level 5 (top row of Figure 15). This lower nighttime LLJ 
was a consistent feature across all three time frames, perhaps owing to the low vertical resolution 
of the GCMs’ height levels preventing notable differences from being projected. However, upon 
converting the height levels of these six GCMs into meters, height level 5 corresponds to a 
height over the South-Central Plains region of 200-400 m AGL, depending on the GCM in 
question. This range of LLJ height is comparable to heights obtained from several studies of LLJ 
features using SODAR (Emeis, 2014a; Lampert et al., 2016). As such, despite issues regarding 
GCMs having relatively low vertical height resolution when compared to the vertical wind 
profile detail afforded by SODAR, they are still able to simulate and project LLJ heights that are 
realistic.  
Not only is LLJ height typically lower at night than that of LLJs that form during the day, but the 
variability of those that form during the night is also smaller. The second row of Figure 15 
suggests such a result, illustrating the median height level of the LLJ not deviating from level 5 
at 06Z and 12Z across all time frames. The consequent implication is formation and structure of 
the LLJ being more consistent at night, which is probably true since stable boundary layers that 
produce LLJs are typically a nocturnal feature (Stull, 1988). 
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It can also be argued that projected changes in LLJ height and changes in its variability are larger 
in autumn and winter (bottom row of Figure 15) than spring and summer, according to the spread 
of annual median LLJ heights in the former two seasons. These autumn and winter spreads were 
particularly large when looking at the results of some of the lower-resolution GCMs, with 
GFDL-CM3 indicating winter LLJs (bottom row, center) ranging in height from as low as level 3 
and up to level 10 at 12Z. By contrast, the spread of heights indicated by HadGEM2-ES in 
winter (top row, left) is much smaller, ranging from level 4 at night to level 7 during the day. 
This seasonal variability could be related to the greater consistency of LLJ formation at night and 
during spring and summer (Shapiro and Fedorovich, 2010), with differences in GCM outputs 
perhaps resulting from biases when characterizing LLJ formation (Harding et al., 2013; Danco 
and Martin, 2017), thus complicating the overall result. 
 4.2.3. Variability of LLJ Frequency 
Of the three LLJ characteristics examined in the current study, the diurnal, seasonal, and inter-
model variability of LLJ frequency is perhaps of greatest interest. The creation of boxplots 
revealed stark differences between LLJs that form during the day versus at night, as well as those 
which form in spring and summer versus autumn and winter. Figure 16 (and Appendix A3) 
presents a collection of boxplots of annual LLJ frequency, again in the same vein as Figures 14 
and 15. What should be made clear about Figure 16, however, is that the differences in LLJ 
frequency when comparing different seasons and GCM outputs can be large, with the higher-
resolution GCMs, such as HadGEM2-ES, indicating frequency changes into the hundreds for a 
given year of data. These differences in frequency can largely be attributed to the higher-
resolution GCMs possessing a greater number of grid points over the South-Central Plains region 
(Figure 8), therefore increasing the number of LLJs that can be detected. As such, the boxplots 
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presented in Figure 16 do not all have the same y-axis scale, so care should be taken when 
comparing them. 
Perhaps the most notable result from these boxplots was the large difference in LLJ frequency 
when comparing those that formed during the day against those at night. As evidenced by the 
first two rows of Figure 16, annual LLJ frequency can be as much as 2-4 times greater at night 
than during the day (regardless of time frame considered). The first row of Figure 16 shows two 
good examples of this result, with the daytime frequency indicated by GFDL-ESM2G for spring 
LLJs being between two and 15 in a given year, with the frequency of nighttime LLJ formation 
ranging from two to almost 35. Such a greater LLJ frequency should be expected, since the 
conditions that favor LLJ formation over the South-Central Plains region are more common at 
night (Stull, 1988). However, this disparity in frequency seems not to occur in winter as 
significantly as it does in autumn, spring, or summer. When comparing the LLJ frequencies for 
GFDL-ESM2M in winter (second row, right) to the other boxplots, the median annual frequency 
indicated by this boxplot is typically around one to two LLJ occurrences higher in 06Z and 12Z 
than during the day – a much smaller difference than that indicated by other seasons. Previous 
work has also provided evidence for a low historical climatological LLJ frequency in winter 
months (Doubler et al., 2015).  
The consistency of diurnal and seasonal trends in established LLJ frequency between the current 
study and previous literature continues when examining variability across time frames. Several 
of the enlisted GCMs projected particularly large increases in LLJ frequency across all time 
frames, with ACCESS 1.0 and HadGEM2-ES, with IPSL-CM5A-MR also projecting substantial 
changes in the variability of this annual frequency, particularly at night (third row of Figure 16). 
For example, projections for IPSL-CM5A-MR in summer and autumn (third row, 
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center and right) indicate increases in median 06Z frequency of 20 and 30 more LLJs in a given 
year respectively by the end of the century. Many of these large increases in LLJ frequency 
between historical and future time frames were statistically significant (p < 0.05), as was also 
seen in Tables 3 and 4, but what Figure 16 shows is that this significance could be a consequence 
of these large changes in the variability of LLJ frequency. It is also possible that the variability of 









LLJ frequency could be scaling with its central tendency, given the multitude of significant LLJ 
frequency increases noted in Section 4.1. Indeed, Cosack et al. (2007) found that occurrence of 
LLJs was associated with an increase in the magnitude and spread of observed winds, so a 
positive relationship between the magnitude and spread of LLJ frequency on climatological 
scales has some credence. Increases in LLJ frequency by the end of this century are consistent 
with multiple studies that have examined projected changes of LLJ characteristics (Cook et al., 
2008; Barandiran et al., 2013; Tang et al., 2017). 
A final result to mention is the sometimes large differences in projections of LLJ frequency 
made by different GCMs. Despite the general agreement of increasing LLJ frequency between 
historical and future time frames, the GFDL models do not always agree with this pattern for 
certain seasons and times of day. The bottom row of Figure 16 shows several outputs from the 
GFDL models in which the change in frequency ranges from no notable change to even slight 
decreases in annual LLJ frequency of approximately 5 to 10 fewer LLJs in a given year, 
regardless of the season or time of day being considered. The GFDL models may possess 
resolutions and parameterizations that result in these projections not matching the overall pattern 
presented in Section 4.1.  
More importantly, as mentioned at the beginning of this discussion of LLJ frequency, the higher-
resolution GCMs consistently indicate much greater LLJ frequencies in a given time frame than 
those with a lower resolution.  The effects of higher resolution are evident when comparing the 
boxplots produced for summer by HadGEM2-ES (top row, right), and autumn by ACCESS 1.0 
(second row, left) and HadGEM2-ES (third row, left), to the other boxplots in Figure 16.  The 
LLJ frequencies of nighttime LLJs indicated by these boxplots can be upwards of 200 LLJ 
occurrences for a single year of data. These higher resolution models indicate frequencies that 
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are several factors higher in some seasons and times of day than those of the lower-resolution 
GCMs. Having a greater horizontal resolution over the South-Central Plains region should 
increase the probability of detecting an LLJ’s occurrence, which seems to have been the case 
when comparing GCM outputs.  
These differences in projected LLJ frequency and frequency within single time frames are 
indicative of the biases that these GCMs possess. In their study of historical LLJ climatology 
from 1979-2009, Doubler et al. (2015) found that the diurnally-averaged annual southerly LLJ 
frequency over the South-Central Plains had the following approximate values: 5-7% in January, 
10-15% in April and October, and 20-25% in July (peaking at 40% from 06Z to 12Z). Given the 
result from Figure 16 that HadGEM2-ES indicates a historical frequency of approximately 150 
LLJs occurring in a single summer at 06Z (top row, right), this represents an LLJ frequency of 
40.8% (considering that these boxplots were comprised of six-hourly wind speed data, and there 
are 368 six-hourly time periods in a single summer). Given the results from Doubler et al. (2015) 
stated above, this would indicate that HadGEM2-ES simulates historical LLJ frequency with 
little bias. Extending this same analysis to other GCMs, seasons, and times of day would indicate 
that the higher-resolution GCMs, especially HadGEM2-ES and ACCESS 1.0, possess much 
lower bias in their simulations of historical LLJ frequency. This would also indicate that the 
lower-resolution GCMs considerably underestimate the occurrence of LLJs.  
Recall as well from Section 3.1 that these six GCMs have been shown to possess biases in their 
simulation of historical LLJ features in previous work (Harding et al., 2013; Danco and Martin, 
2017), such that they tend to underestimate simulated speed and mischaracterize the location of 
typical LLJ formation. Discrepancies with observations of LLJ frequency and known biases of 
these GCMs therefore provide explanations for the multi-model differences that Figure 13 
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possesses. Discussion of the impacts and solutions for bias mitigation for the current study shall 
be discussed further in Chapter 6.  
 4.3. Spatial Patterns of LLJ Characteristics 
The third examined quality regarding these three LLJ characteristics is the spatial distribution of 
projections across the South-Central Plains region. Multiple studies have found that there exist 
notable spatial differences in wind climatology away from the surface across the United States. 
Holt and Wung (2012) and Johnson and Erhardt (2016) presented increases of wind speed in 
previous and future decades respectively over the Central Plains, and Harding and Snyder (2014) 
found that a stronger and poleward-shifted LLJ could become a more common occurrence in 
future decades. The results from this section serve to supplement these previous studies by 
considering projected changes in the three selected LLJ characteristics using multiple GCM 
outputs, whilst also considering projections for individual seasons and times of day. 
 4.3.1. Spatial Pattern of LLJ Speed Projections 
Much like Section 4.2, the results from the analysis of each LLJ characteristic are presented 
separately, starting with LLJ speed. In all presented maps, the color and size of the circles 
corresponds to the sign and magnitude of the projected change of the given LLJ characteristic at 
each GCM’s grid points over the South-Central Plains region. Due to the large number of maps 
than could potentially be created, owing to the number of combinations of time of day, season, 
time frame, and GCM, the maps shown here are representative of the current study’s results. 
Furthermore, all of the presented maps possess statistical significance (p < 0.05) based on the 





Figure 17: Projected changes in annual 
median LLJ speed across the South-Central 
Plains region. 
- Projections were taken between the 
historical and near future time frames (top 
row) and the historical and far future time 
frames (remaining rows). Grid points are 
colored based on increases (red) or 
decreases (blue) of projected LLJ speed, 
with their size proportional to the 
projection’s magnitude.  
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Figure 17 shows seven projections of median LLJ speed across the South-Central Plains region, 
with maps created for the difference between the historical and near future (top row), as well as 
historical and far future (remaining rows) time frames. As in the analysis of central tendency and 
variability, there is a lack of overall discernible pattern in projected LLJ speed in these maps. 
The projected changes from one grid point to the next are inconsistent, except for the overall 
increases projected by GFDL-ESM2G for springtime LLJs that form at night, and the decreases 
of autumn LLJ speed near sunrise that GFDL-CM3 projects. Given the lack of sign consistency 
in most of these wind speed projections, the common LLJ speed projection range of ± 3 m s-1 
presented in these maps averages out to little change overall. An argument can be made that 
increases in LLJ speed occur more to the south and west of the South-Central Plains region, but 
the consistency of this trend is weak.  
Though some studies have concluded from climate model projections that the LLJ may 
experience a strengthening in the coming decades, especially in April, May, and June (Cook et 
al., 2008), more recent studies such as Harding and Snyder (2014) and Tang et al. (2017) found 
that the LLJ could experience greater changes in its frequency than speed. The latter study found 
a multi-model LLJ speed change across the Central Plains that does not exceed ± 1 m s-1. Such 
an inconclusive projection in LLJ speed is consistent with the results presented in Figure 17. 
4.3.2. Spatial Pattern of LLJ Height Projections 
Maps of projections in median LLJ height show a similar lack of overall spatial pattern or 
meaningful diurnal and seasonal differences as seen in Figure 17 for LLJ speed. Projecting 
changes in LLJ height, like the other characteristics considered in this work, depends on the 
GCMs being able to simulate the historical state of LLJ height effectively. Previous work such as 




Figure 18: Same as Figure 17 but 
for annual median projections of LLJ 
height.  
- Black circles indicate grid points 




200 to 600 meters above ground level. The analysis of LLJ height variability (Section 4.2.2) 
performed in the current study indicating that GCMs are able to simulate this historical height 
fairly accurately. There is therefore valid precedent to consider the ability of these GCMs to 
assess projected changes of LLJ height over the South-Central Plains region. 
The first two rows of Figure 18 consist of projections of LLJ height between the far future and 
historical time frames, and the bottom two rows represent near future minus historical 
projections. Otherwise, the maps are constructed in the same manner as in Figure 17. Much like 
in Figure 17, there is a lack of spatial consistency in these maps, regardless of time of day, 
season, or model enlisted. None of the maps possess a constant sign across all grid points. In 
fact, many grid points possess no change in height between time frames at all (black grid points), 
which is likely a consequence of changes in LLJ height being obtained from projections of 
discrete median height levels (see Section 3.3.1). There is an arguable tendency for the LLJ’s 
median height to become lower in the coming decades, dropping by 1 to 2 levels in certain runs. 
This reduction is common between the far future and historical model runs, with maps of 
projected changes in spring, summer, and autumn for nighttime jet formation (first two rows of 
Figure 18) all showing this tendency, weak though it may be. 
Across all of these maps, a tendency for reductions in LLJ height to the west and south can also 
be deduced, especially when considering height level differences from the far future and 
historical time frame maps (first two rows of Figure 18). However, none of these projections 
exceeded reductions of 1 to 2 height levels, regardless of the GCM, season, or time of day 
considered, with little to no tendency in these factors to note. These results do have some spatial 
consistency with the results of Figure 17, since the projected increases of LLJ speed also 
occurred mostly to the south and west of the South-Central Plains region. This result is consistent 
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with expectations from the literature. Shapiro and Fedorovich (2010) found in their analysis of 
vertical wind profiles produced by LLJs that increased jet speed and reduced jet height maxima 
occur concurrently. That being said, there is still an overall lack of consistency in the sign and 
magnitude of LLJ height changes, despite all of these projections of LLJ height possessing 
statistical significance (p < 0.05). 
It should also be reiterated that despite the changes in the number of heights for two different 
GCMs being hypothetically the same, this does not mean that the change of the LLJ’s median 
height in meters is the same. Differences in vertical height resolution between models (e.g., 
IPSL-CM5A-MR has 12 levels between the ground and 3000 meters, and ACCESS 1.0 has 16 
levels) mean that a higher-resolution GCM that projects a median height decrease of one level 
constitutes a smaller reduction than that of a lower-resolution GCM. However, as discussed in 
Section 4.2.2, the categorical nature of these height levels makes representation of these heights 
in meters suspect. 
 4.3.3. Spatial Pattern of LLJ Frequency Projections 
Much like when central tendency (Section 4.1) and variability (Section 4.2) of the three LLJ 
characteristics were considered, the most consistent and verifiable spatial patterns belong to 
projections of LLJ frequency. The results from examining this final LLJ characteristic are 
presented in Figure 19, again using the same diurnal, seasonal, and inter-model separation as 
before. Unlike Figures 17 and 18, there is a high consistency in the magnitude and direction of 
projected changes that can be seen when considering grid points on each map. Furthermore, even 
if there is a difference in sign at neighboring grid points, there is a clear progression of sign and 
magnitude from north to south or east to west, as in the second and third rows of Figure 16.  
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In many of these maps (except for the top row), increases in annual LLJ frequency between time 
frames are much larger to the north of the South-Central Plains region, with the higher resolution 
GCMs in particular (such as ACCESS 1.0 and HadGEM2-ES) projecting increases to the north 
that are 4 times greater than those to the south. In fact, some model outputs, such as springtime 
LLJ occurrences projected by HadGEM2-ES (third row, left), also show a slight reduction of 
LLJ frequency to the south of the region of study, but nevertheless more positive changes in LLJ 
frequency to the north. These results are all indicative of a poleward shift of LLJ formation in the 
coming decades, with as many as 100 more LLJs (+4.2%) forming in the near future and 300 
more (+10.3%) in the far future time frames over the entire 25-year period, when compared to 
the output from the same GCM’s historical time frame.  Such a poleward shift of common LLJ 
formation sites has been found in several previous studies, such as Barandiran et al. (2013) and 
Harding and Snyder (2014).  
Figure 19 also illustrates the greater increases of LLJ frequency projected by higher-resolution 
GCMs. For instance, projections of frequency by ACCESS 1.0 and HadGEM2-ES (second row 
of Figure 19) indicate frequency increases of as many as 300 extra LLJs, but IPSL-CM5A-MR’s 
projections (which are also of summer nighttime LLJs) only amount to increases of up to 30 
extra LLJs over the entire 25-years. This inconsistency could be a consequence of IPSL-CM5A-
MR having a smaller number of height levels up to 3000 m AGL (per the definition used by 
Doubler et al. (2015) and Yu et al. (2017) in defining LLJ occurrences) than the former two 
GCMs. A final interesting result regarding inter-model differences is the negative projections of 
LLJ frequency by the GFDL GCMs enlisted for the current study (top row of Figure 19). There 





Figure 19: Same as Figure 17 but for 
counts of annual LLJ frequency.  
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the magnitude of these projected reductions in LLJ frequency are also smaller, maximizing at 
around 40 fewer LLJs between historical and future time frames.  
This spatial reduction of LLJ frequency indicated by the GFDL models was also apparent in 
projections of LLJ’s frequency’s central tendency (Section 4.1) and variability (Section 4.2). 
These results again add to the general picture that the GFDL models do not agree with the 
projections of the other enlisted GCMs, but also do not project changes in frequency large 
enough to detract from the positive inter-model trend. The consequences of inter-model 














Chapter 5: Results – Wind Energy Metrics 
 5.1. Changes in Central Tendency of Wind Energy Metrics 
Section 4.1 presented the projected changes in LLJ characteristics as percentage changes in 
central tendency between historical and future time frames (Tables 3 and 4). The same approach 
is taken for those of the wind energy metrics by enlisting the historical and future Oklahoma 
Mesonet estimates, as shown in Tables 6 and 7. These tables contain the percentage changes in 
each of these wind energy metrics between the near future and historical and the far future and 
historical time frames respectively. As with Tables 3 and 4, these percentage changes were 
broken down by enlisted GCM, season, and time of day, with statistically significant (p < 0.05) 
changes indicated by red-colored cells. 
Consistent with the results from Section 4.1, the number of statistically significant results 
produced when comparing the far future and historical time frame (Table 7) greatly outnumbers 
those from the near future versus historical time frame (Table 6). Since the difference in time 
between the data frames that comprise Table 7 is greater, it is understandable that more 
statistically significant results would exist, providing that the long-term temporal change in these 
wind energy metrics is consistent. In fact, the patterns of these statistically significant changes 
are quite similar to those of Tables 3 and 4. For instance, Tables 6 and 7 demonstrate that 
statistically significant changes occur most frequently in summer and autumn, and less so in 
spring and winter, which is somewhat consistent with the pattern of projected changes shown in 
Tables 3 and 4.  
Another consistent result is the tendency for higher resolution GCMs projecting a larger number 
of statistically significant changes, with HadGEM2-ES and IPSL-CM5A-MR in particular 
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presenting such a result in Table 7.  These statistically significant changes can also be quite 
large, with HadGEM2-ES projecting far future reductions of WPD of up to -28% at certain times 
of day, constituting a large loss of wind energy resources. There is often, however, significant 
disagreement in the sign of statistically significant changes for the same wind energy metric 
projected by different GCMs. For instance, whereas GFDL-CM3 projects near future reductions 
of summer 12Z ramp up events of -15.7%, ACCESS 1.0 projects an increase in this particular 
quantity of 7.4%. Much like when LLJ characteristics were examined in Section 4.1, there 
appear to be considerable differences when comparing the magnitude and sign of statistically 
significant projections of wind energy metrics by different GCMs. The effects of grid resolution 
and differences in GCM constructions in terms of their effects on the results of the current study 
shall be discussed further in Chapter 6. 
Despite the patterns in Tables 6 and 7 being like those of Tables 3 and 4 in terms of GCM and 
seasonal differences, the former set of tables possesses little diurnal consistency.  Whereas 
projected changes of LLJ characteristics possessed a noticeably larger number of statistically 
significant changes at night, changes in wind energy metrics do not seem to favor a particular 
time of day, especially not in Table 7.   
Concerning the sign and magnitude of the statistically significant changes presented in these 
tables, there are several results of interest. Models that project increases in wind speed and WPD 
are more likely to project decreases in the frequency of winds below Vin and increases in those 
above Vout. For instance, the ACCESS 1.0 GCM projects far future summertime wind speed 
increases of up to 19%, whilst at the same time projecting reductions of below Vin frequency of 
up to -44%. By contrast, the respective percentages projected by GFDL-CM3 are -18% and 58%. 





Table 6: Percentage changes of the six wind energy metrics selected for the current study between the historical and near future 
time frames.  
- Changes in the wind energy metrics projected by the GCMs are separated by season and time of day. Red cells indicate changes 
in annual rank of a given wind energy metric that were statistically significant according to a Mann-Whitney U-test (p < 0.05).  
 ACCESS 1.0 GFDL-CM3 GFDL-ESM2G 
 Winter Spring Summer Autumn Winter Spring Summer Autumn Winter Spring Summer Autumn 
Below 3m/s - 00Z -1.3 -2.1 -39.4 -17.1 9.7 1.3 15.3 -4.5 -0.4 -2.6 -1.1 -1.2 
Below 3m/s - 06Z 6 1.1 -35.1 -13.3 9.5 -0.7 15.3 -3.8 2.6 -1.4 4.5 6 
Below 3m/s - 12Z 6.9 3.8 -22 -9.7 2.5 8.9 34.5 -0.5 5.9 -1.6 -4.6 0.4 
Below 3m/s - 18Z 4.9 -6.3 -28 -7.6 3.8 0.2 39.5 -8.2 0.4 -8.7 9.5 0.2 
Above 25m/s - 00Z 8.7 -9.6 730.4  68.3 -39.3 -10.1 -40.8 34.2 6.7 44.1 2.5 0 
Above 25m/s - 06Z -6.8 4 438.1 90.2 -42.9 -0.2 -43.9 -11 -1.5 6.1 8.8 -40.9 
Above 25m/s - 12Z -6 38.4 520 84.8 -20.8 -28.7 -85.7 45.7 -6.7 14.5 0 -11.4 
Above 25m/s - 18Z -25.1 15.3 293.5 5 -13.7 0.6 -93.5 50.2 7.1 51.4 -29.7 -19.8 
Ramp Up Events 00Z 3.7 -0.2 0.6 3.3 -5.4 0.9 -2.3 0.6 1 -0.3 -0.3 -0.2 
Ramp Up Events 06Z -0.3 0 15.9 2.9 -6.1 -0.8 -4.3 -2.2 0.3 3.9 2.2 -3.6 
Ramp Up Events 12Z -1 -1.1 7.4 -0.3 -3.2 -1.6 -15.7 1 0.2 2.2 -1.2 -3.4 
Ramp Up Events 18Z -1.9 0.1 5.4 -1.2 -0.6 0.1 -14.5 1.5 1.8 3.4 -2.4 -0.1 
Ramp Down Events 00Z 0.6 0.3 0.4 0.8 -3.5 0.3 -2.3 0.5 -2 1 -2.7 0.6 
Ramp Down Events 06Z -6.1 4.5 14.9 2.2 -7.3 0.2 -5.3 -2.3 -8.5 2.7 -0.9 -5.1 
Ramp Down Events 12Z -5.1 -2.9 10.5 -6.1 -6.6 -0.5 -17.5 -9.5 -8.1 0.9 -2.8 0 
Ramp Down Events 18Z -3.3 1 5.1 -3.2 -2.6 -0.9 -21 -4.9 -6.4 4.2 -5 -0.5 
Median WPD 00Z 2 0 70.5 12.9 -13.2 -3.4 -16.3 6.9 -4.1 6.3 0 0.5 
Median WPD 06Z -0.5 -5.2 77.5 6.6 -10.3 3.7 -22.7 -1 -7.5 -1.8 -4.3 -6.8 
Median WPD 12Z 0 -3.4 31.3 3.4 -13 -6.5 -41.6 0.2 -8.9 0 5.8 -7.6 
Median WPD 18Z -4.9 8.9 54.4 10.4 -5.7 4.9 -37.6 5.9 -0.5 10.7 -4.8 -3.1 
Median Speed 00Z 0 0 21.2 4.3 -4.8 0 -3.8 2.2 0 1.8 0 0 
Median Speed 06Z 0 0 19.5 2.6 -2.6 0 -4.9 0 0 0 0 -2.6 
Median Speed 12Z 0 0 11.1 0 -2.7 -2.3 -11.1 0 0 2.3 0 -2.7 





Continuation of Table 6. 
 GFDL-ESM2M HadGEM2-ES IPSL-CM5A-MR 
 Winter Spring Summer Autumn Winter Spring Summer Autumn Winter Spring Summer Autumn 
Below 3m/s - 00Z 2.2 3.5 26.9 0.6 -9 -9.1 -17.2 -8.5 9.4 -0.1 -6.7 17.6 
Below 3m/s - 06Z 0.7 1.3 14.9 0.1 2.5 -8.2 -21.2 -11.3 5.1 -3.6 9.4 8.5 
Below 3m/s - 12Z 8.9 -1.1 14.1 -1.3 2.7 2.3 -25.8 -8.7 6.6 -2.1 13.7 15.3 
Below 3m/s - 18Z 3.1 2.4 24.3 3.7 0.3 -4 -13.3 -4.1 9.5 3.1 -5 25 
Above 25m/s - 00Z -20.5 -11.2 -62.3 -16.5 50 58.9 87.3 -8.6 -31.5 35.8 17.9 -73.4 
Above 25m/s - 06Z -18 4.6 -36.7 -29.1 -50.9 74.1 89.7 -19.7 -29.1 15.7 -44 -75.2 
Above 25m/s - 12Z -47.3 -18.5 -33.3 31.1 -24.9 13.2 83.3 0 -34.3 -0.1 -66.7 -65.5 
Above 25m/s - 18Z -20.3 -8.3 -78.7 -30.9 -21.8 26.1 117.5 1.1 -32.3 -24.6 61.8 -78.5 
Ramp Up Events 00Z -2.2 -0.2 -5.6 -2.4 5.9 2.1 -1.8 0.8 -6.3 -1.7 -0.7 -9.9 
Ramp Up Events 06Z -2.1 -1 -4.9 -1.8 -2.4 2.8 4.7 -0.7 -3.4 -2 -10.2 -11 
Ramp Up Events 12Z -3.2 0 -5.6 1 0 -2.7 0 -0.5 -2.1 -1.5 -10.8 -7.8 
Ramp Up Events 18Z -1.3 -0.3 -6.8 -2.8 -1.7 -0.7 1.5 0.8 -3.7 -0.7 1.6 -10.8 
Ramp Down Events 00Z 2.2 0.3 -1.3 2.5 -7.7 -5.2 -5 -13.2 -13.8 1 1.2 -13 
Ramp Down Events 06Z 0.3 3.6 -3.5 3.2 -13.1 -1.3 -8 -15.4 -13.2 -4.5 -13 -19 
Ramp Down Events 12Z -1.3 1.9 -4.8 7.5 -15.1 -5.4 -8.8 -23.3 -10.9 -5.6 -11.3 -13.4 
Ramp Down Events 18Z -1.7 1.9 -4.1 0.3 -10.4 -5.2 -7.8 -12.8 -10.1 -4.6 4.1 -12.8 
Median WPD 00Z -4.5 0 -21.2 -4.1 21.1 6.1 28 6.3 -14.5 1.7 5.7 -18.5 
Median WPD 06Z -7 1.9 -14.1 -11.8 0 10.6 24.2 14 -10.2 13.8 -7.6 -15.8 
Median WPD 12Z -9.9 4.4 -23.5 -0.6 0.3 5.8 31.1 8.1 -6.4 0 -15.2 -21.2 
Median WPD 18Z -10.5 -3.7 -24.6 -10.5 -4.8 5.6 21.4 6.5 -6.5 -1.4 11.9 -27.2 
Median Speed 00Z -2.4 0 -7.7 -2.2 4.8 3.6 7.7 2.2 -2.6 2.1 2.2 -7.5 
Median Speed 06Z -2.6 0 -4.9 -2.6 0 4.5 7.3 2.6 -2.6 0 -5.6 -5.6 
Median Speed 12Z -2.7 0 -5.6 0 0 2.3 2.8 0 -2.4 0 -6.7 -9.1 




higher median wind speed for a given year likely indicates a shift in distribution of most frequent 
wind speeds towards higher values. This difference in the signs of projected wind energy metrics 
by different models has been seen in previous studies, such as that of Johnson and Erhardt 
(2016), who also observed that downscaled GFDL GCMs had more of a tendency to project 
reductions of wind speed over the United States than other GCMs.  
It should also be pointed out that the projections for frequency of winds above Vout can often be 
associated with large percentage changes, often in the hundreds of percent, which is particularly 
common for the ACCESS 1.0 GCM. These large changes can be attributed to the historical 
frequency of cut-out events over the Oklahoma Panhandle being small, with hub-height winds at 
most Mesonet stations rarely being greater than 25 m s-1. In fact, ACCESS 1.0 often stands out 
amongst this collection of GCMs, since much more of its statistically significant projections are 
increases in wind energy metrics than the other five GCMs. Kulkarni and Huang (2014) also 
found that ACCESS 1.0 has a tendency to project increases in wind speed over the South-Central 
Plains region, unlike many other CMIP5 GCMs. Table 7 suggests such a result frequently, in 
which even the other higher-resolution GCMs, HadGEM2-ES and IPSL-CM5A-MR, project 
decreases in every metric except for the frequency of winds below Vin. This result again draws 
attention to the effects of inter-model variability on the results of the current study, which has 
also been seen in previous studies that examined biases of these GCMs, such as Harding et al. 
(2013) and Danco and Martin (2017).  
It should be noted as well that this tendency to favor statistically significant reductions in wind 
speed and WPD over the Oklahoma Panhandle appears to contradict the results of previous work 
that studied this part of the United States, such as Pryor and Barthelmie (2011), Stadler et al. 




 ACCESS 1.0 GFDL-CM3 GFDL-ESM2G 
 Winter Spring Summer Autumn Winter Spring Summer Autumn Winter Spring Summer Autumn 
Below 3m/s - 00Z 0.4 -12.6 -43.8 -16.6 10 3.4 15.8 0.4 7.9 -12.6 12.6 -3.9 
Below 3m/s - 06Z 10.6 -1.1 -39.7 -19 13.4 -0.4 15.7 -1 14.9 -0.3 9.8 -0.7 
Below 3m/s - 12Z 7.5 -2.6 -22.4 -13.6 12.2 1.4 36.5 6.7 12.7 1 11.5 1.1 
Below 3m/s - 18Z 8.1 -8.4 -32.6 -5.5 8.2 5.2 58.9 5.9 12.9 -6.4 20 -0.2 
Above 25m/s - 00Z 3.2 99.4 1066.4 68 -44.5 -24.1 -39.1 -10.5 -31.1 101.2 -39.2 24.8 
Above 25m/s - 06Z -48.5 84.4 430 74.5 -42.9 -8.2 -41.2 -13.4 -53.8 39.7 -21.7 -21.3 
Above 25m/s - 12Z -31.5 53.5 560 -12.1 -45 -29.4 -85.7 -71.4 -54.6 14.7 0 18.2 
Above 25m/s - 18Z -29.3 48.1 607.4 -15 -36.6 -31.6 -98.1 -33 -54.6 70.6 -68.3 -5 
Ramp Up Events 00Z 1.7 1.5 1.5 2.3 -5.9 0.3 -1.5 0.2 -2.4 0.9 -2.6 1.6 
Ramp Up Events 06Z -6.6 5.4 13.5 0 -6.6 -0.3 -3.6 -2.5 -8 2.9 -0.5 -4.5 
Ramp Up Events 12Z -4.5 -1.8 8.3 -6.4 -7.4 1 -14.4 -5.9 -7.8 2.2 -2.5 -0.5 
Ramp Up Events 18Z -2.1 0.1 5 -4.2 -1.7 -1.3 -21.4 -4.5 -3.5 3.6 -5.5 1 
Ramp Down Events 00Z 0.6 0.3 0.4 0.8 -3.5 0.3 -2.3 0.5 -2 1 -2.7 0.6 
Ramp Down Events 06Z -6.1 4.5 14.9 2.2 -7.3 0.2 -5.3 -2.3 -8.5 2.7 -0.9 -5.1 
Ramp Down Events 12Z -5.1 -2.9 10.5 -6.1 -6.6 -0.5 -17.5 -9.5 -8.1 0.9 -2.8 0 
Ramp Down Events 18Z -3.3 1 5.1 -3.2 -2.6 -0.9 -21 -4.9 -6.4 4.2 -5 -0.5 
Median WPD 00Z 0 15.9 90.9 19.6 -16.8 -7.1 -16.3 0 -13.2 17.2 -11 5.2 
Median WPD 06Z -11.8 4 94.3 28.2 -10.3 6.5 -22.3 -1 -21.2 0.5 -13.8 -4.7 
Median WPD 12Z -8 5.1 33.6 15.8 -14.5 0 -41.2 -15 -19.5 -1.9 -14.8 -2.8 
Median WPD 18Z -4.9 15 59.9 0.8 -11.3 -7 -47.2 -12.9 -16.3 14.1 -16.2 0.4 
Median Speed 00Z 0 5.5 25 4.3 -4.8 -1.8 -3.8 0 -2.4 5.5 -3.8 2.2 
Median Speed 06Z -5.3 4.5 19.5 2.6 -2.6 0 -4.9 0 -5.3 2.3 -2.4 -2.6 
Median Speed 12Z -2.7 0 8.3 -2.7 -2.7 -2.3 -11.1 -5.4 -5.4 0 -2.8 0 












Table 7: Same as Table 6, but instead for changes in wind energy metrics selected for the current study between the historical 
and far future time frames.  
- Changes in the wind energy metrics projected by the six GCMs are separated by season and time of day. Red cells indicate 
changes in rank of a given wind energy metric that were statistically significant according to a Mann-Whitney U-test (p < 0.05). 




 GFDL-ESM2M HadGEM2-ES IPSL-CM5A-MR 
 Winter Spring Summer Autumn Winter Spring Summer Autumn Winter Spring Summer Autumn 
Below 3m/s - 00Z 0.1 -2.6 3.8 -10.5 13 24.2 -12.7 25.4 24.5 5.1 -18.8 20.3 
Below 3m/s - 06Z 0.3 -2.5 1.4 -5.6 19.8 9.4 -18.2 8.9 20.2 6.4 1.5 11.5 
Below 3m/s - 12Z 4.6 -6.1 7.2 -12.4 19 19.2 -23.7 18.2 21.8 10.3 3.3 22.4 
Below 3m/s - 18Z 7.6 -5 17.4 -5.5 17.6 10.2 -9.8 10.3 30.3 11.6 -5 36.9 
Above 25m/s - 00Z 6.7 37.6 -17.2 56.5 -59.9 -74.3 35.5 -87.9 -69.5 -9.7 76.4 -81.8 
Above 25m/s - 06Z -1.8 49.3 -16 37 -71.8 13.1 -17.8 -88.9 -74.1 -22.3 -40.5 -91.4 
Above 25m/s - 12Z -15.1 6.4 -16.7 166.7 -82.9 -52.6 -33.3 -100 -77.4 -33.7 -50 -77.4 
Above 25m/s - 18Z -26.8 15.4 -66.7 20.4 -78.9 -45.6 -56.7 -81.7 -83.2 -47 72.9 -91.4 
Ramp Up Events 00Z 2.2 0 -1.9 3.2 -9 -5.4 -6 -14.5 -15.1 -0.5 3.3 -12.2 
Ramp Up Events 06Z -0.3 1.4 -2 1.8 -12.9 -0.3 -8.5 -16.7 -11.9 -5 -11.9 -19.9 
Ramp Up Events 12Z -2.9 2 -3.1 7.4 -13.5 -4.9 -6.8 -21.4 -7.8 -4 -10.2 -11.6 
Ramp Up Events 18Z -0.2 3 -4.3 0.6 -8 -4.7 -7 -11.1 -12.5 -3 3.6 -14.2 
Ramp Down Events 00Z 2.2 0.3 -1.3 2.5 -7.7 -5.2 -5 -13.2 -13.8 1 1.2 -13 
Ramp Down Events 06Z 0.3 3.6 -3.5 3.2 -13.1 -1.3 -8 -15.4 -13.2 -4.5 -13 -19 
Ramp Down Events 12Z -1.3 1.9 -4.8 7.5 -15.1 -5.4 -8.8 -23.3 -10.9 -5.6 -11.3 -13.4 
Ramp Down Events 18Z -1.7 1.9 -4.1 0.3 -10.4 -5.2 -7.8 -12.8 -10.1 -4.6 4.1 -12.8 
Median WPD 00Z  6.7 -5.6 10.5 -17.6 -22.6 17.8 -28 -27.6 -4.2 28.2 -22.9 
Median WPD 06Z -2.8 9.8 -10 5.4 -20.7 -10.6 13 -3.5 -21.3 6.8 15.2 -10.2 
Median WPD 12Z -4 9.5 -14.3 8.5 -21.4 -13.1 17.3 -18.2 -20.3 -11 -6.5 -24.8 
Median WPD 18Z -9.3 2.3 -21.2 5.5 -21.2 -12.7 21.4 -19.5 -29.2 -13.1 12.3 -34.3 
Median Speed 00Z 0 1.8 -1.9 4.3 -7.1 -7.3 1.9 -10.9 -7.9 0 6.7 -10 
Median Speed 06Z 0 2.3 -2.4 2.6 -7.9 0 -2.4 -7.9 -7.9 -2.4 -5.6 -11.1 
Median Speed 12Z 0 0 -2.8 2.7 -8.1 -4.7 -2.8 -13.5 -7.1 -3.8 -4.4 -11.4 
Median Speed 18Z -2 1.6 -5.9 1.9 -10 -6.6 0 -11.1 -11.8 -4.8 3.7 -13 
 
Continuation of Table 7. 
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consequence of multiple factors, which shall be considered in the discussion of the current study 
in Chapter 6. 
Much like when considering Tables 3 and 4, summarizing the multi-model projections of 
changes in wind energy metrics from Tables 6 and 7 is difficult, due to the large numbers of 
rows and columns that these tables contain. As such, Table 8 condenses Tables 6 and 7 and 
conveys the tendency for increases and decreases in each wind energy metric, whether the 
changes are statistically significant or otherwise. It is clear from this table that the proclivity for 
reductions in wind energy metrics is not limited to statistically significant changes. Whilst the 
trends when comparing the near future and historical time frames of the Mesonet data have less 
of an obvious overall trend, the far future minus historical time frames strongly favor reductions 
in wind speed, WPD, the frequency of ramp up/ramp down events, and the frequency of wind 
above Vout. The implication of these results is an overall reduction in hub-height level wind 
speeds and therefore in the Oklahoma Panhandle’s wind energy resources in the coming decades. 
Furthermore, given the reduction of wind speeds projected by these GCMs, a negative 
relationship with the frequency of winds below Vin would be expected, therefore increasing the 
credibility of the projections presented in Tables 6, 7, and 8. 
As stated above, this reduction in overall wind energy resources is not particularly consistent 
with the increases of wind speed and WPD that have been projected by multiple studies that 
considered the Oklahoma Panhandle in their spatial domains (Pryor and Barthelmie, 2011; 
Stadler et al., 2015; Johnson and Erhardt, 2016), since other studies have largely projected 
increases in the magnitude of these two wind energy metrics over this region. Based on Table 8, 
this lack of consistency between the current and previous studies is true for both statistically 




 Near Future Positives vs Negatives Far Future Positives vs Negatives 
 Positive Negative No Change Positive Negative No Change 
Below 3m/s - 00Z 9 15 0 15 9 0 
Below 3m/s - 06Z 15 9 0 14 10 0 
Below 3m/s - 12Z 14 10 0 18 6 0 
Below 3m/s - 18Z 15 9 0 15 9 0 
Above 25m/s - 00Z 13 11 0 11 13 0 
Above 25m/s - 06Z 9 15 0 7 17 0 
Above 25m/s - 12Z 8 14 2 6 17 1 
Above 25m/s - 18Z 11 13 0 6 18 0 
Ramp Up Events 00Z 9 15 0 11 12 1 
Ramp Up Events 06Z 7 16 1 5 18 1 
Ramp Up Events 12Z 5 16 3 5 19 0 
Ramp Up Events 18Z 9 15 0 7 17 0 
Ramp Down Events 00Z 13 11 0 13 11 0 
Ramp Down Events 06Z 8 16 0 8 16 0 
Ramp Down Events 12Z 4 19 1 5 18 1 
Ramp Down Events 18Z 6 18 0 6 18 0 
Median WPD 00Z 12 9 3 9 12 3 
Median WPD 06Z 9 15 0 10 14 0 
Median WPD 12Z 10 11 3 6 17 1 
Median WPD 18Z 9 14 0 9 15 0 
Median Speed 00Z 10 7 7 9 11 4 
Median Speed 06Z 5 9 10 7 13 4 
Median Speed 12Z 5 9 10 2 17 5 
Median Speed 18Z 10 12 2 6 16 2 
 
 
Table 8: A condensed form of Tables 6 and 7 that presents the number of cells in 
each row that possess increases, decreases, or no change for a given wind energy 
metric and time.  
- The results from the near future minus historical time frames (Table 6) are shown 
on the left, with far future minus historical (Table 7) on the right. The blue cells 
indicate the most common sign for the changes of each wind energy metric and time 
combination, with the darker blue cells indicating signs that are deemed especially 
frequent in their occurrence (greater than 16 cells per row). 
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5.2. Changes in Variability of Wind Energy Metrics 
Assessment of changes in the variability of the six wind energy metrics is also an important part 
of creating the desired holistic perspective on the potential future of Oklahoma’s wind energy 
resources. Much like in Section 4.2, boxplots have been constructed that present the changes in 
annual median wind speed and wind power density, as well as annual counts of ramp up/down 
events and frequency of winds above Vin/below Vout (250 data points per boxplot – 25 from each 
Mesonet location). Those boxplots that possessed the most notable results are presented in this 
section, as was done in Section 4.2. Breaking down construction of these boxplots by GCM, 
season, and time of day again allows for a more complete analysis of changes in variability in 
these metrics. Due to the similarity of projected variability changes that some of these wind 
energy metrics possess, presentation of results is grouped together as such: wind energy and 
WPD, ramp up event frequency and ramp down event frequency, and frequency of winds above 
Vout and below Vin. It is also important to clarify that each individual boxplot presented is 
constructed using 25 annual wind energy metric values from all 10 Oklahoma Mesonet stations, 
totaling 250 data points in each boxplot.  
 5.2.1. Variability of Wind Speed and WPD 
A result that is consistent across all of the presented boxplots, regardless of the wind energy 
metric(s) considered, is that the differences in variability that they possess are quite small. 
Diurnal, seasonal, across GCM, and across time frame differences all indicate such a result. 
Nevertheless, some notable results did arise from the analysis. Figure 20 (and Appendix B1) 
presents a collection of boxplots that illustrate the variability of median wind speed and WPD 




Figure 20: Boxplots showing median wind speed in (m s-1, top two rows) 
and median WPD (W m-2, bottom two rows) within the Oklahoma 
Panhandle for each individual time frame across each GCM’s grid points.  
- The boxplots are grouped by season and the GCM that was used to 
produce them, with each set of three boxplots on a given pair of axes 
representing the historical (green), near future (blue), and far future (red) 
spread of median wind speeds and WPDs for a given time of day (00Z, 06Z, 
12Z, 18Z). Statistically significant boxplots are indicated by lighter colors. 
Time Time Time 





changes between historical and future time frames, especially those obtained for summer, since 
Tables 6 and 7 found such results to exist. 
As stated above, median wind speed and WPD have been grouped together in Figure 20, since 
the trends in variability that they possessed were so similar, owing to WPD mainly being a 
function of the cube of the wind speed (see Equation 2 in Section 3.2). These similarities are 
especially true for diurnal variability – across all seasons but especially so in spring and summer, 
median wind speed was found to be 1-2 m s-1 greater at night than during the day. Several 
literature examples confirm the authenticity of this result. Both Dai and Deser (1999) and Zhang 
and Zheng (2004) found from observational studies of diurnal wind speed variability that wind 
speeds across the United States (including the Oklahoma Panhandle) tends to peak in strength in 
the early afternoon (to which 18Z is the closest daytime point used in the current study). These 
studies attributed this maximum daytime speed to enhanced surface level convergence associated 
with the convective boundary layer. It would therefore seem that the diurnal variability of 
projected future estimates of wind speed and WPD across the Oklahoma Panhandle is consistent 
with observed wind climatology. 
Diurnal variability is not projected to notably change when comparing boxplots constructed from 
different time frames of data and/or different GCMs. This result agrees with those from Goddard 
et al. (2015) and Figure 11 that future changes in the United States’ wind speed variability might 
be limited. Despite this agreement with previous work, an argument can be made for seasonal 
variability being larger in spring and summer than autumn and winter. Such a result is apparent 
when comparing the boxplots created using spring (second row, right) and autumn (first row, 
left) data projected by GFDL-ESM2G, with the former showing slightly higher variability in 00Z 
and 06Z annual median winds. In fact, some projections, such as those of WPD by spring GFDL-
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ESM2G (third row, left) and summer ACCESS 1.0 (fourth row, left), seem to indicate that 
variability of these wind energy metrics is not only greater in spring and summer, but could also 
increase with time, given the greater spread in future median WPD that these boxplots present. 
These large WPD projections could in part be a consequence of not bias-correcting the GCM 
outputs used in the current study (as mentioned in Section 3.1), since any historical wind speed 
biases would be cubed in calculations of WPD, so importance attached to this result should be 
limited. 
However, the general pattern presented by the boxplots is one of small changes in the spread of 
median WPD and wind speed, with changes in central tendency being larger overall. This pattern 
can be seen when considering wind speed and WPD outputs from summer GFDL-CM3 (second 
row, center) and just WPD outputs from spring GFDL-ESM2G. The fact that many of these 
boxplots possess statistically significant (p < 0.05) evolutions in these wind energy metrics 
without notable changes in the spread in the boxplot data indicates more notable changes in 
central tendency than their variability, which again agrees with expectations of previous 
literature (Goddard et al., 2015).  
A final result of interest that these boxplots present concerns their comparison across time 
frames. It has already been seen that GCMs project slight reductions in wind speed and WPD, 
regardless of season or time of day (see Table 8). However, Figure 20 indicates that the increases 
projected by these GCMs (uncommon though they may be) can be much larger than projected 
decreases. These decreases typically do not exceed -0.5 m s-1 (-100 W m-2), such is the case for 
wind speed (WPD) projections for summer GFDL-CM3. On the other hand, results for ACCESS 
1.0 in summer project increases in WPD of over 200 W m-2, which is a much larger although less 
common projection. Section 5.1 also stated that projections of wind energy metrics by ACCESS 
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1.0 did not often agree with those of the other GCMs, despite this model’s projections being 
consistent with those from previous work, such as Kulkarni and Huang (2014) and Stadler et al. 
(2015). The overall picture from these results is one of little overall future change in central 
tendency of wind speed and WPD (except during spring and summer), and even smaller changes 
in their variability. 
 5.2.2. Variability of Ramp Up and Ramp Down Event Frequency 
The next two wind energy metrics considered are the frequency of ramp up and ramp down 
events - descriptors of changes of wind power capacity in short spaces of time. A change in the 
climatological frequency of ramp events is potentially important, since a greater ramp up 
frequency, for instance, signifies rapid increases of wind speed over the Oklahoma Panhandle 
occurring more frequently. As discussed in Section 3.2.3, a larger number of ramp events results 
in more intermittent wind energy supply, and consequently greater difficulty in managing it for 
electricity demand. Figure 21 (and Appendix B2) shows a collection of boxplots that illustrate 
the variability in these two wind energy metrics, with the top two rows being boxplots for ramp 
up event frequency and the bottom two for ramp down event frequency. These two metrics were 
presented in the same figure because the variability patterns that transpired from them were quite 
similar.  
This analysis of ramp up and ramp down event climatology across the Oklahoma Panhandle does 
have some consistency with observational studies. Sevlian and Rajagopal (2013) conducted 
statistical analysis on two years of wind power outputs from the Pacific Northwest and found 
that the seasonal patterns of ramp up and ramp down event frequency are indeed almost 




Figure 21: Same as Figure 20 but for frequency of 
ramp up events (top two rows) and ramp down 
events (bottom two rows). 




Time Time Time 
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consistency with this expectation, with median ramp up frequency from GFDL-CM3 at 00Z 
being approximately 400 ramp events per year in summer (second row, right), but only 250 ramp 
events per year in autumn (first row, left), with little to no difference in this value when 
comparing boxplots from different time frames.  
Furthermore, the diurnal variability presented in this figure also agrees with previous work. A 
study conducted by Kamath (2010) considered historical patterns of ramp events using observed 
wind power outputs, and found that ramp events, particularly ramp up events, occur more 
frequently during the late morning and early afternoon than any other time of day. This greater 
daytime ramp event frequency does appear in Figure 21, which is captured especially well by 
IPSL-CM5A-MR, given the much greater recreated and projected daytime frequency that it 
presents for ramp up events in summer (top row, middle) and ramp down events in spring 
(bottom row, middle).  
When comparing changes in ramp event frequency between historical and future time frames, the 
spread of ramp event counts does not seem to change as much as their median value. The 
predominant result from these projections is one of decreases in the number of ramp up and ramp 
down events across the Oklahoma Panhandle by the end of the century, with reductions of up to 
50 fewer ramps in a given year in some cases, such as that projected by HadGEM2-ES in autumn 
(bottom row, left) and IPSL-CM5A-MR in summer. As in Section 5.2.1, ACCESS 1.0 again 
projects increases in ramp event frequency (third row, left), though less noticeably so than for the 
projections of wind speed and WPD presented in Figure 20. The overall picture remains one of 
future reductions in the number of ramp up and ramp down events across the region, with fewer 
ramp events resulting in slower and smaller changes of local wind speeds over short time 
periods. This reduction in the median count of future ramp events could be a result of a greater 
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LLJ frequency resulting in winds that are less variable in terms of their speed and direction, thus 
producing these smaller and slower wind power capacity changes. A more stable supply of wind 
energy from the Oklahoma Panhandle would therefore be produced, one that is less challenging 
for grid managers to control and distribute. Potential explanations for reduced ramp event 
frequency shall be explored specifically in Section 5.4, with the implications of fewer ramp 
events on the future of Oklahoma’s wind energy resources considered in Chapter 6. 
It is also important to highlight that the results presented in Figure 21 could have been different, 
had another definition of ramp event occurrence been used. The figure shows that the number of 
ramp events that occur over the Oklahoma Panhandle in a given season and time of day can 
range anywhere from only 100 events in a given year during autumn and winter at night, to close 
to 900 events in a given year during daytime spring and summer. These frequencies were 
obtained using the definition of ramp events enlisted by Bradford et al. (2010) and Kamath 
(2011), as discussed in Section 3.2.3. However, it was stated by Ela and Kemper (2009) in their 
analysis of ramp event occurrences in Colorado that the selected definition for a ramp event’s 
occurrence can affect these numbers considerably, and by extension affect the extent of future 
changes in their variability. Chapter 6 considers the effects of selecting different ramp event 
definitions further. 
 5.2.3. Variability of Below Cut-In and Above Cut-Out Frequency 
The final pair of wind energy metrics to consider in terms of their variability is frequency of 
winds below Vin and above Vout. Whilst their variability and projected changes are not 
necessarily similar, the language used to discuss them is similar, hence they have been grouped 
together. Figure 22 (and Appendix B3) displays the sets of boxplots for these two metrics, the 




Figure 22: Same as Figure 20 but for frequency 
winds below Vin (top two rows) and above Vout 
(bottom two rows). 
Time Time Time 
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comprised of annual counts of wind speed occurrences that are below Vin/above Vout, broken 
down by GCM, time frame, season, and time of day. Drawing comparisons between previous 
literature and this figure is challenging, owing to the lack of studies that have considered the 
frequency of winds below and above these thresholds. As such, the current study represents a 
new attempt at not only quantifying the frequency of cut-in and cut-out events, but also 
examining these frequencies climatologically in the context of the availability of wind energy 
resources. 
From studying the top two rows of Figure 22, it can be deduced that hub-height wind speeds are 
projected to be typically below the cut-in threshold much more often at night than during the 
day, but the spread of these occurrences is much larger. This diurnal variability and the spread of 
outcomes are particularly large in autumn and winter, with the median frequency of winds below 
Vin being up to 500 counts in a given year higher at night than during the day, and the spread of 
this frequency being up to 1000 counts in a given year higher. Outputs from GFDL-ESM2G for 
autumn and winter (second row of Figure 20) argue for this result. Figure 22’s results seem to 
mirror those from Figure 20, with the latter showing that wind speed/WPD tended to be lower at 
night and during autumn and winter, hence the diurnal and seasonal cycle of Vin in Figure 22 
appears to be credible. 
Making deductions from the variability in frequency of Vout is difficult, since Figure 22 
illustrates a low frequency in its value, regardless of the time of day, season, GCM, or time 
frame considered. The inability to make deductions is indicative of how infrequently hub-height 
winds exceed the cut-out threshold in this region. However, there are a few interesting results, 
such as outliers in counts of cut-out frequency being greater during the day than at night. These 
outliers occur frequently in autumn, with ACCESS 1.0 (bottom row, left) and GFDL-ESM2G 
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(bottom row, right) demonstrating annual frequency counts of up to 75 cut-out events at sunrise 
(00Z) and during the day (18Z), but then being around three times lower at all other times of day.  
The GCMs all seem to agree on the existence of daytime maxima of Vout frequency, as well as it 
being more pronounced in autumn. Greater daytime cut-out frequencies could be linked to near-
surface wind speeds over this region of the United States typically maximizing during the 
afternoon (Dai and Deser, 1999), therefore perhaps increasing the chance of outliers in cut-out 
frequency at this time of day. A greater cut-out frequency is reflective of the consequences of 
greater wind speed during the day, as in Figure 20. Greater median wind speed could accompany 
a distribution in which winds are more likely to exceed the cut-out threshold. The diurnal and 
seasonal patterns of frequency of winds below Vin and above Vout therefore seem to make sense 
in the context of previous studies of these patterns, such as Dai and Deser (1999) and Zhang and 
Zheng (2004). 
Much like the results shown in Figure 20, changes in variability across time frames are generally 
small for both Vin and Vout. Some results, such as HadGEM2-ES in summer (top row, middle), 
and ACCESS 1.0 in summer (third row, left), suggest larger projected changes in frequency of 
winds below Vin and winds above Vout, both in terms of median value and their spread, many of 
which are statistically significant (p < 0.05). However, these outputs appear to be in the minority, 
with most differences between historical and future time frames being limited to ±20 cut-out 
events in a given year (bottom row in particular), and ±150 cut-in events in a given year. It 
appears from these boxplots that, despite there being strong diurnal and seasonal patterns in these 
two wind energy metrics, their variability in future decades could be quite similar to what has 




5.3. Spatial Patterns of Wind Energy Metrics 
Having considered projected changes in the central tendency and variability of wind energy 
metrics, a final point of interest is the spatial patterns of these changes. The interest in examining 
these patterns is whether increases and decreases in these metrics are greater on one side of the 
Oklahoma Panhandle or another, and whether there is any consistency in these changes when 
considered diurnally, seasonally, or by GCM enlisted. As before, there are many maps that could 
potentially be made, so map presentation has been limited to those that possess results of 
particular note, with all maps possessing a statistically significant difference (p < 0.05) between 
the historical and selected future time frame for a particular wind energy metric.  
Figure 23 shows the results from a collection of maps of projected changes in each of the six 
wind energy metrics across the Oklahoma Panhandle, with the location of each Mesonet station 
colored and sized according to the sign and magnitude of the projected change associated with it 
respectively. From examining the first two rows of maps, the largest changes of wind speed and 
WPD tend to occur towards the center of the Panhandle, with some GCMs occasionally 
projecting larger increases to the east, such as WPD for IPSL-CM5A-MR in summer at 06Z. The 
third, fourth, and fifth rows present maps of projected changes in ramp up/down event frequency, 
and frequency of winds below cut-in threshold respectively. These three metrics consistently 
experience greater changes on the east and west ends of the Panhandle, regardless of whether 
they are increases or decreases. The final row of the figure presents projected changes in the 
frequency of winds above the cut-out threshold, which all show greater changes in their number 





Figure 23: Changes in the six wind energy metrics across the Oklahoma Panhandle. 
- Projections were taken between the historical and near future (top row)/far future 
(remaining rows) time frames. Locations of each Oklahoma Mesonet station are colored 
based on increases (red) or decreases (blue) of each metrics with each point’s size being 
proportional to the magnitude of the projected change. The projected changes presented in 
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In the case of all six of the wind energy metrics, there seems to be little of a diurnal, seasonal, or 
inter-timeframe pattern to the trends presented in this figure. This lack of trend can perhaps be 
attributed to the application of GCM outputs across the South-Central Plains region onto the 
smaller area that is the Oklahoma Panhandle, as discussed in Section 3.3.2. Figure 23 is a good 
example of how this limitation manifests – the application of a single factor change of median 
near-surface wind speed to all ten Mesonet locations may remove some of its spatial trends, 
which seems to have been the case. Despite the consequent loss of temporal detail in Figure 23, 
the results presented in Sections 5.1 and 5.2 were not affected by this, because central tendency 
and variability of wind energy metrics were evaluated across all 10 Mesonet locations, rather 
than individually.  
5.4. Assessing the Linkage between LLJ Characteristics and Wind Energy Metrics 
Thus far, the results chapters of the current study have presented potentially significant findings 
regarding both LLJ characteristics and wind energy metrics. Firstly, an overall projected increase 
in LLJ frequency with less of a definitive change in its speed or height (Section 4.1), with the 
biggest changes in LLJ frequency happening in summer, autumn, and at night (Section 4.2), as 
well as to the north of the South-Central Plains region (Section 4.3). Projected increases of 
frequency and increases to the north were more commonly projected by the higher-resolution 
GCMs, such as ACCESS 1.0 and HadGEM2-ES. Concerning wind energy metrics, the most 
notable results were slight reductions in wind speed and WPD, and larger decreases in the 
frequency of ramp up/down events and winds below Vin. As with the LLJ characteristics, the 
largest changes in these metrics were noted to occur in summer and autumn (Section 5.1), but 
with little pattern in projected changes diurnally (Section 5.2). It was also noted that the decision 
to downscale GCM outputs onto a small-scale, high resolution dataset over the Oklahoma 
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Panahndle has the weakness of reducing details in spatial variability (Section 5.3). The majority 
of GCMs were consistent in the signs of their projections of these wind energy metrics, with 
ACCESS 1.0 frequently standing out for its incongruent outputs, despite being consistent with its 
application in previous work.  
Section 2.3 provided evidence for a link between the state of the LLJ and wind energy generation 
that has been seen in various observational studies (Cosack et al., 2007; Emeis, 2014b; Lampert 
et al., 2016). Having considered the projected changes in multiple LLJ characteristics and wind 
energy metrics across the South-Central Plains region, it is now possible to evaluate the linkage 
between these two features and how important it is for Oklahoma’s wind climatology. This link 
was evaluated by conducting simple linear regression analysis on separate LLJ characteristics 
and wind energy metrics, with statistical significance (p < 0.05) determined using Spearman’s 
Rho analysis (Yue et al., 2002). Linear regression was used to fit the LLJ and wind energy data 
against each other, since the most common type of relationship that they possessed was one with 
a linear shape when plotted. A similar approach was taken by Wimhurst et al. (2017) in their 
analysis of projected changes in near-surface wind speeds over the United Kingdom and their 
relationship with projected changes in the speed and latitude of the North Atlantic Jet. Owing to 
the large number of different combinations of time of day, season, GCM enlisted, time frame 
considered, and Oklahoma Mesonet location, thousands of simple linear regression analyses 
were created as part of the current study. As such, the analyses presented here are limited to 
those that possessed a statistically significant link for a given LLJ characteristic and wind energy 
metric, as well as those that summarize the most consistent and notable results of the conducted 
research. It is also important to point out that many of the figures presented in this section 
possess different axes scales, owing to the range of values that LLJ characteristics and wind 
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energy metrics can potentially possess. As such, it is necessary to take care when interpreting 
these figures, since the strength of the relationships that they each possess can be quite different, 
even if several of them look similar at first glance. 
 5.4.1. Linkage between LLJ Speed and Various Wind Energy Metrics 
The approach taken to present the results from these regression analyses is to examine the 
relationship between the wind energy metrics and each of the three LLJ characteristics 
separately, starting with LLJ speed. An attempt was made at conducting a factor analysis that 
combined LLJ speed, height and frequency into a single characteristic and regressing the 
standardized outputs against the wind energy metrics, but the results of this analysis have not 
been included due to the lack of results that were conceptually sound or consistent with previous 
literature. Figure 24 presents the results from a selection of regression analyses of LLJ speed 
against various wind energy metrics, with each row representing results from a different metric. 
In these regression analyses, each plot point represents the value of median LLJ speed and a 
wind energy metric for a single season and time of day, such that the number of plot points is 
equal to the number of years of data enlisted in a single time frame (25 years = 25 plot points). 
Confidence intervals around each regression line are shown in a lighter blue, and the Rho-value 
is also given. 
The relationship that LLJ speed seems to have with wind energy metrics is not particularly 
consistent. For example, the HadGEM2-ES GCM indicates that summers that experience greater 
hub-height wind speeds are associated with greater LLJ speeds in the far future time frame, 
regardless of time of day or Mesonet station considered, but are also associated with lower LLJ 
speeds in the near future time frame (rows a and b of Figure 24). It does not appear to make 




Figure 24: Linear regressions for LLJ speed against wind energy metrics.  
- Each regression line and confidence interval (light blue shading) describes a statistically 
significant relationship (p < 0.05) based on a Spearman’s Rho test. Each line (lettered) 
represents regression analyses using a different wind energy metric. Plot points represent 
the value of median LLJ speed in each year broken down by season, time of day, and 
corresponding wind energy metric. Regression analyses are also broken down by GCM, 
Mesonet station, and time frame considered. 
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between hub-height winds and LLJ speed would be negative as it is projected to be in the near 
future time frame, given the relationship indicated by previous literature (such as Lampert et al. 
(2016)), let alone that the sign in subsequent future time frames would reverse. This lack of a 
sensible and consistent relationship exists when considering other wind energy metrics as well. 
For instance, the GFDL-CM3 GCM suggests that a greater speed for far future nighttime (06Z) 
autumnal LLJs is associated with an increased frequency of winds below Vin (row c of Figure 
24). This result seems counterintuitive, since one might expect that greater LLJ speed would be 
associated with greater hub-height winds and therefore a reduction in the frequency of cut-in 
events. The LLJ speed’s relationship with these metrics is not particularly consistent when 
comparing the outputs of different GCMs either. Whereas ACCESS 1.0 projects greater numbers 
of ramp up events when far future summer nighttime (06Z) LLJs are faster (row d of Figure 24), 
the relationship projected by HadGEM2-ES is of opposite sign (row e of Figure 24).  
Despite the large number of statistically significant links that LLJ speed and wind energy metrics 
possess, their lack of consistency on various temporal scales and when comparing outputs of 
different GCMs means that the relationships displayed in Figure 24 are often inconsistent with 
prior expectations. LLJ speed therefore perhaps lacks a strong influence on these metrics 
compared to other LLJ characteristics, or perhaps other climatological features that are 
connected to the LLJ, which shall be addressed in Chapter 6. 
5.4.2. Linkage between LLJ Height and Various Wind Energy Metrics 
Conducting regression analyses of LLJ height against the six wind energy metrics could be 
viewed as inappropriate, owing to its height having been evaluated in the current study using 
GCM height levels with a relatively coarse resolution (see Section 3.3.1). The consequent effect 
is several plot points in a given regression analysis possessing the same LLJ 
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 height over a range of values for a particular wind energy metric (expressing LLJ height in 
meters would not rectify this), thus making it difficult to make any valid or conclusive remarks, 
regardless of whether the relationship that LLJ height and the metric possess is statistically 
significant. Linear regression should also not be performed with categorical and discrete data, 
such as LLJ height levels, which is another reason why such data presentation is inappropriate. 
For the sake of completeness of the current study, however, Figure 23 shows example regression 
analyses of LLJ height and a range of wind energy metrics to illustrate this point. Whilst it is 
possible that the lack of detail in height level changes between time frames could be making 
much of the relationship between LLJ height and wind energy metrics less clear, there is little to 
be concluded from the relationships presented in this work. Much like LLJ speed, LLJ height 
seems to have little of a consistent or notable influence on wind energy metrics. 
Figure 25: Same as Figure 24 but for relationships between LLJ height and 
various wind energy metrics. 
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 5.4.3. Linkage between LLJ Frequency and Various Wind Energy Metrics 
Unlike LLJ speed and height, LLJ frequency has relationships with wind energy metrics that are 
extremely consistent and conceptually sound. Figure 26 shows a collection of regression 
analyses of LLJ frequency against the six metrics. Overall, a much larger number of statistically 
significant links existed between LLJ frequency and wind energy metrics than existed for LLJ 
speed and height, with the majority of them occurring at night (06Z), near sunrise (12Z), and 
spring and summer – times of typically greater LLJ frequency (Doubler et al., 2015). More 
importantly, many of these statistically significant relationships fit an intuitive understanding and 
the previous results from the literature. Several GCMs indicate that a greater LLJ frequency is 
associated with greater hub-height speed and WPD. GFDL-ESM2G projects such a result for 
near future time frames for nighttime summertime LLJs (row a of Figure 26), as do ACCESS 1.0 
and IPSL-CM5A-MR (row b of Figure 26). Since the LLJ is associated with more powerful 
winds across the South-Central Plains region (Shapiro and Fedorovich, 2010), it should be 
expected that the median hub-height level winds and WPD over the Oklahoma Panhandle would 
be higher in the presence of a greater number of LLJs. 
The relationship that LLJ frequency has with the occurrence of ramp events is also highly 
consistent. The most common relationship presented is that greater LLJ frequency occurs with a 
simultaneous reduction in the number of ramp up (row c of Figure 26) and ramp down (row c of 
Figure 26) events, implying that the variability of hub-height winds is lower when the LLJ is 
more frequently present. This linkage appears when considering the outputs of multiple GCMs, 
such as projections by HadGEM2-ES (row c) for future autumnal LLJs that occur near sunrise as 
well as by GFDL-CM3 (row d) for future spring LLJs at multiple times of day. Whilst it has 




Figure 26: Same as Figure 24 but for relationships between LLJ frequency and various 
wind energy metrics. 
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diurnal variability in its speed and that this variability tends to increase with latitude, therefore 
contributing to the occurrence of ramp events, a consistent southerly direction is still most 
common (Shapiro and Fedorovich, 2010). Recall also from Kamath (2010) that the frequency of 
ramp events is typically lower at night – the time at which LLJs form more frequently in their 
diurnal cycle. It could therefore be argued that the LLJ’s presence contributes to winds that are 
less variable than those that occur during the day, therefore resulting in a reduction in the number 
of ramp events in a given time period when the LLJ occurs more frequently. 
Finally, there are a large number of regression analyses that show a consistent and 
understandable relationship between LLJ frequency and frequency of winds below Vin (due to 
the lack of occurrences of winds above Vout, regression analyses against this metric were 
inconclusive). It can be seen from row e of Figure 26 that the typical relationship is such that 
greater LLJ frequency commonly occurs along with fewer cut-in events. All GCMs produce this 
result, but most consistently for spring and summer, and during times of the day when the LLJ 
occurs more commonly (e.g. 06Z and 12Z). Recall from rows a and b of Figure 24 that a greater 
LLJ frequency is associated with greater wind speed at hub-height. With this wind energy metric 
being larger, a lower frequency of cut-in events is a consistent result. 
It is quite clear from these results that LLJ frequency is the only characteristic of the three 
examined that has a consistent relationship with wind energy metrics over the Oklahoma 
Panhandle that also makes conceptual sense. LLJ frequency is most likely not, however, the sole 
factor that explains the projected changes in wind energy metrics that were presented in Sections 
5.1, 5.2, and 5.3. Firstly, correlation between two variables does mean that a change in one 
causes a change in the other. Secondly, it is possible that other climatological factors and climate 
variability cycles may be just as, if not more, important than the LLJ. This second reason is 
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especially important, since the projected changes in wind energy metrics shown throughout this 
chapter were predominantly negative (positive for the frequency of winds below Vin), meaning 
that LLJ frequency could only have important effects on the climatological frequency of ramp up 
and ramp down events. The relative significance of the linkage between LLJ characteristics and 















Chapter 6: Summary, Limitations, and Future Work 
The objective of the current study was to determine whether or not projected evolutions in the 
state of Oklahoma’s wind energy resources have a relationship with the future state of the LLJ 
that frequently forms over the United States’ Central Plains. The motivation for analyzing the 
LLJ’s influences on these resources came from several research examples that discovered a link 
between the two in analysis of observations (Emeis, 2014a; Lampert et al., 2016), as well as 
research that projected increases in both hub-height wind speed/WPD (Greene et al., 2010; 
Stadler et al. 2015) and the LLJ’s speed and frequency (Cook et al., 2008; Tang et al., 2017) over 
the South-Central Plains region. Given the consistent changes observed in previous work and the 
relationship that the two features have been found to possess, it was therefore reasonable to 
examine links between various wind energy metrics and LLJ characteristics on climatological 
timescales out to the end of the 21st Century. Using this information, it therefore allows for 
suggestions to be made concerning why Oklahoma’s wind energy resources could evolve in a 
manner that could be incongruent with the rest of the contiguous United States. 
 6.1. Answering the Questions Posed in Chapter 1 
 6.1.1. Question 1 – Projections of LLJ Characteristics 
In answering this topic, the current study proposed three questions in Section 1.2, the first of 
which read as follows: “In what way does using more recent climate model outputs of wind 
speed and consideration of a wider range of low-level jet characteristics change the current 
understanding of projected low-level jet climatology over the South-Central Plains region?”. 
There are two reasons why an update to the results of previous studies that had considered 
projected changes in LLJ climatology is needed. Firstly, few studies of historical versus future 
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LLJ climatology have been conducted previously, and many of them were done using climate 
model outputs from the Third Generation of the Coupled Model Intercomparison Project 
(CMIP3; Cook et al., 2008; Barandiran et al., 2013; Tang et al., 2017). Studies that have enlisted 
Fifth Generation (CMIP5) climate model outputs that focused on the United States either did not 
consider outputs from multiple GCMs (Harding and Snyder, 2014), or focused their analysis on 
historical timeframes (Harding et al., 2013; Danco and Martin, 2017). Secondly, projected 
changes in LLJ speed and frequency have been commonly studied, but LLJ height is not a factor 
that has been considered much in previous work on this subject, hence there existed a possibility 
to broaden the set of LLJ characteristics that such studies consider.  
By enlisting the methods of previous LLJ climatology studies (Doubler et al., 2015; Yu et al., 
2017) that include information about LLJ height (as well its speed and frequency at a given point 
in time), the outputs of six GCMs (Table 1) were used to project changes in these three 
characteristics across the South-Central Plains region (Figure 8). These projections suggest 
increases in LLJ frequency across the region of study (Tables 3 and 4), with these increases 
being at their largest by the end of the 21st Century, during summer and autumn, and also at 
times of day when LLJ formation is typically favored – near sunset and at night (Shapiro and 
Fedorovich, 2010). By contrast, projected changes in median LLJ speed and height were not as 
consistent, with the former indicating some tendency towards increases in its value at night 
(Table 5).  
The biggest changes in all three of these characteristics came from the higher-resolution GCMs 
enlisted in the current study – ACCESS 1.0, HadGEM2-ES, and IPSL-CM5A-MR. The lower-
resolution GCMs had a greater tendency to project decreases in LLJ speed and frequency, but 
these decreases were less common and smaller in magnitude than the increases projected by the 
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higher-resolution GCMs. It is important to also recognize that these lower-resolution GCMs are 
all variants of the GFDL model, meaning that common differences in model physics compared to 
other GCMs could also explain this discrepancy in projected LLJ speed and frequency. Recall 
that all of these models may be biased such that they underestimate historical LLJ speed and 
frequency (Doubler et al., 2015; Danco and Martin, 2017), so such discrepancy is to be expected. 
The inter-model result is one of the same sign, if not slightly higher in magnitude than the 
projections of LLJ frequency that were found in studies such as Tang et al. (2017), though the 
slight overall increase in LLJ speed constitutes a departure from that study’s projection of no 
overall change.  
Analysis of the spatial patterns of these projections showed that these increases in LLJ frequency 
tend to be larger toward the poleward edge of the South-Central Plains region (Figure 19), 
especially in spring and summer, with much less consistent spatial patterns for LLJ speed and 
height (Figures 17 and 18). A poleward shifting of the most frequent LLJ occurrences has been 
seen in several previous studies (Barandiran et al., 2013; Harding and Snyder, 2014), but what is 
interesting about the current study is that not all GCMs were consistent in this regard.  
As with the results for projected percentage changes in Tables 3 and 4, poleward shifts of greater 
LLJ frequency were consistently projected by the higher-resolution GCMs enlisted in the current 
study, with those possessing a lower resolution (namely GFDL-CM3, GFDL-ESM2G, and 
GFDL-ESM2M) being more likely to project inconclusive or negative changes in LLJ frequency. 
Higher resolution GCMs are more likely to capture occurrences of LLJs due to the greater 
density of grid points and larger number of height levels that they possess, perhaps resulting in 
larger changes in LLJ characteristics. It may also be the case that some of these GCMs do not 
represent the effects of climate variability cycles that influence the LLJ, such as ENSO (Danco 
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and Martin, 2017), the AMO and PDO (Weaver and Nigam, 2008), and the Bermuda High (Holt 
and Wung, 2012) as accurately as others. The differences in outputs seen in the current study 
nevertheless exemplify the importance of analyzing outputs from multiple GCMs. 
This study also examined the variability of these projections in LLJ characteristics on various 
temporal scales, by showing results that decomposed the characteristics diurnally, seasonally, by 
GCM, and by time frames considered (historical versus near future or historical versus far 
future). In the case of all three characteristics, it resulted that diurnal and seasonal variability 
within one time frame tended to exceed the projected change in each one’s magnitude across 
time frames, with the central tendency of the changes that do occur between time frames 
exceeding the spread of potential values. There was also some evidence to suggest that, 
particularly in projections of LLJ frequency, the spread of projected LLJ characteristics could 
become wider in future decades, implying greater extremes in their occurrence. This finding is 
consistent with conclusions from Cosack et al. (2007) that the presence of the LLJ is typically 
associated with greater magnitude and spread in observed wind speeds.  
These results also illustrated a weakness in the method of determining LLJ height (Figure 15) 
using the outputs of GCMs. The number of height levels that these GCMs possessed between 
ground level and 3000 meters above (as per the definition enlisted for the current study) ranged 
from 12 to 16 levels, depending on the GCM considered. Even in proximity to the ground, these 
height levels can still be as much as 50 meters apart, meaning that detection of changes in height 
level between time frames was only possible when they were large enough to occur at a different 
level. A reduction in details of detected height levels consequently occurred, as shown by the 
occasional lack of a classic box-and-whisker structure in the boxplots shown in Figure 15, but 
the GCMs nevertheless succeeded in obtaining LLJ heights that were realistic and comparable to 
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the results of previous observational studies, such as Emeis (2014a). There was some evidence to 
suggest that the spread of LLJ heights was much greater in autumn and winter across all time 
frames. However, there was much disagreement between GCMs in terms of the extent of this 
spread, with some of the lower-resolution GCMs (such as GFDL-CM3) indicating a much 
greater spread in values. It is apparent from these results that the approach used to determine and 
project changes in LLJ height used in the current study do function at a basic level, but the 
imprecision of the GCMs’ height levels creates a need to examine this characteristic with higher-
resolution data in future. 
6.1.2. Question 2 – Projections of Wind Energy Metrics 
The second question posed by the current study concerned the six wind energy metrics described 
in Section 3.2, and read as follows: “Does using more recent climate model projections to 
calculate changes in a range of wind energy metrics yield notable results concerning Oklahoma’s 
future wind energy resources?”. Much like previous studies that have considered projected 
changes in LLJ characteristics, the CMIP5 generation of climate models has not been enlisted in 
many studies (other than Kulkarni and Huang (2014)) that have examined the United States’ 
wind energy resources since their outputs became available, whether in studies that have 
projected trends nationally (Johnson and Erhardt, 2016) or over the state of Oklahoma (Stadler et 
al., 2015). As such, there was an interest to consider projections with a more recent set of climate 
model outputs. Furthermore, almost all previous studies of changes in the United States’ wind 
energy resources have used wind speed and/or WPD as their wind energy metric, examples 
including Sailor et al. (2008), Pryor and Barthelmie (2011), and Greene et al. (2012). 
Observational studies of the frequency of ramp up and ramp down events have been conducted 
before, such as Kamath (2010) and Ela and Kemper (2009), but none of these studies considered 
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climatological time scales or anything beyond observed wind power output. Moreover, 
frequency of winds below cut-in and above cut-out thresholds is not a commonly studied topic. 
Ramp event frequency and the frequency of cut-in/cut-out events are unlike wind speed/WPD, in 
the sense that they evaluate the ability to extract wind energy, rather than quantifying the wind 
energy resource itself. Evaluating this wider range of wind energy metrics therefore allowed for 
the current study to consider changes in Oklahoma’s wind energy resources more holistically, in 
ways that previous studies have not considered that are also relevant to grid managers and wind 
turbine manufacturers.  
Projection of future pseudo-observations from 10 Oklahoma Mesonet locations (Table 2) were 
obtained by statistically downscaling each GCM’s outputs onto these locations using the 
climatological delta method (Déqué, 2007; Maraun et al., 2010; Walsh et al., 2018). The 
intention of this downscaling was to create high-resolution estimates of future wind speed over a 
part of the United States that has seen much recent interest in developing wind power capacity 
(Section 3.3.2). Projection of wind energy metrics from these historical and future Mesonet 
values led to several interesting results. Percentage changes of the six wind energy metrics 
showed somewhat of a lack of consistency with previous work. Whereas studies such as Stadler 
et al. (2015) had projected mid-to-late century increases in wind speed and WPD across the 
Oklahoma Panhandle (Figure 3), the GCMs enlisted in the current study tended more to project 
decreases in these metrics, as shown by Tables 6, 7, and 8. The only GCM outputs that showed 
agreement with the results of previous work were those of ACCESS 1.0, with this model even 
projecting the decreases in the Panhandle’s summer hub-height wind speed also found in Stadler 
et al. (2015).  
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It is difficult to reason, however, why the overall slight decrease in these two metrics projected 
by the other five GCMs would not agree with prior expectations. This inconsistency perhaps 
resulted from the climate model changes that happened as part of CMIP’s fifth generation update 
(Taylor et al., 2012), or perhaps the decision to statistically downscale several GCM grid points 
onto a smaller area (the Oklahoma Panhandle). Another possibility is the known biases in 
resolving wind speed that these GCMs possess, such as a tendency to underestimate the strength 
of the 850 hPa winds sometimes used to characterize the LLJ (Danco and Martin, 2017). Another 
point to make is that CMIP5-based studies of wind speed projection do not use the same 
emissions scenarios (RCP, Riahi et al., 2011) as some of these earlier studies (SRES, 
Nakićenović et al. (2000)), which could also impact inconsistency between literature examples.  
It is worth mentioning, however, that Johnson and Erhardt (2016) found in their study of climate 
model projections of wind speed that the GFDL GCM that they enlisted projected decreases in 
future wind speed over the South-Central Plains region, much like the GFDL GCMs enlisted in 
the current study. Kulkarni and Huang (2014) also verifies the projections of wind energy 
metrics produced by ACCESS 1.0, since their study found increases in wind speed over the 
South-Central Plains region to also occur in their analysis of its outputs. 
With an overall reduction in projected wind speed and WPD by most GCM outputs, it therefore 
made sense that increases in the frequency of cut-in events and small reductions of that of cut-out 
events would also be projected, as also shown by Tables 6, 7, and 8. With cut-out events 
originally being a low-frequency occurrence across the Oklahoma Panhandle, as shown in 
boxplots of Figure 22, a large percentage change in their frequency of occurrence has little 
significance for changes in extractable wind energy. The same cannot be said, however, for 
changes in cut-in event frequency. Figure 22 showed that the median number of cut-in events for 
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a given season and time of day can be anywhere from 500 to 1000 events per year, meaning that 
an increase in the number of these events could result in notable reductions in wind power 
production across the Oklahoma Panhandle.  
The changes in the frequency of ramp up and ramp down events were shown to have similar 
patterns. Much like wind speed and WPD, decreases in their frequency of occurrence were 
projected (Table 8), with only the decreases projected by models such as GFDL-CM3 and 
HadGEM2-ES being large enough to match the scale of the diurnal and seasonal variability that 
ramp event frequency seemed to possess (Figure 21). These ramp event frequencies, across all 
temporal scales and GCMs enlisted, seemed to match the observed expectations of previous 
literature, which were greater in frequency in spring and summer (Sevlian and Rajagopal, 2013) 
as well as during the day (Kamath, 2010). The ability of observational data forced by GCMs to 
capture these variability trends gives credibility to the consideration of ramp event frequency on 
climatological timescales. It should be pointed out, however, that the frequency of ramp up and 
ramp down events shown in the current study could be affected by selecting a different definition 
of ramps. It was stated by Ela and Kemper (2009) that enlisting shorter time periods to judge the 
occurrence of ramp events is more appropriate, given the ability of ramp events to occur in a 
matter of minutes. That being said, studies such as Ferreira et al. (2010) have used periods as 
long as four hours at a time to allow for ramp event occurrence. 
The spatial patterns of these projections of wind energy metrics were also considered (Figure 
23), since previous studies such as Stadler et al. (2015) have shown there to be notable 
differences in projected wind speed on different sides of the Oklahoma Panhandle. What this 
study’s results showed was that the projected change by a particular GCM, hour, and season 
combination is typically constant across the entire Panhandle, with the largest changes in ramp 
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event frequency and cut-in/cut-out frequency typically projected at its eastern and western 
extremities. However, there was little else to be interpreted from these projected spatial patterns. 
Recall from Section 3.3.2 that the creation of these future pseudo-observations was achieved by 
applying the delta method to a coarse grid of GCM outputs, and subsequently applying the factor 
changes to the much finer Oklahoma Mesonet locations. The consequent resolution of the 
metrics’ spatial trends was quite coarse, and therefore less able to accurately capture the trends in 
wind speed across the Oklahoma Panhandle as studies that enlisted higher-resolution GCM 
outputs, such as Stadler et al. (2015). Despite the limitation of this approach, the spatial domain 
of the Oklahoma Panhandle is so small that, even when applying the GCMs’ median projected 
wind speed changes to create projections of high-resolution wind speed changes, an average 
overview of the projected change across the Oklahoma Panhandle can still be obtained, as seen 
in Figure 23. 
6.1.3. Question 3 – Linking LLJ Characteristics and Wind Energy Metrics 
Having examined projected changes in a wide range of LLJ characteristics and wind energy 
metrics, the final step was to consider any linkage that could exist between them, as posed by the 
third question asked by the current study: “How can changes in the low-level jet climatology 
projected in the current study be linked to changes in Oklahoma’s wind energy resources in ways 
that make sense conceptually, owing to suggested influences of the low-level jet on near-surface 
winds?” Using the same GCM outputs and Oklahoma Mesonet data as those enlisted in 
answering questions one and two, simple linear regression was used to determine whether any 
combinations of LLJ characteristics and wind energy metrics had notable relationships with each 
other, in a similar fashion to work by Wimhurst et al. (2017). Whilst LLJ speed and height did 
not seem to have much of a consistent or sensible relationship with any wind energy metrics 
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(Figures 24 and 25), LLJ frequency possessed relationships with several wind energy metrics 
that were statistically significant and also are consistent with pre-conceptions and much existing 
research on this topic. As was shown in Figure 26, within any time frame or at any location 
considered, increased LLJ frequency was consistently associated with greater hub-height wind 
speed/WPD, lower ramp up/ramp down event frequency, and a decreased number of cut-in 
events. Each of the six GCMs were consistent concerning the relationships that they asserted to 
exist between LLJ frequency and wind energy metrics, with all of them broadly agreeing with 
the overall message asserted by Figure 26. These consistent relationships were also found to 
occur more often at times of day (nighttime) and during seasons (spring and summer) when LLJ 
formation is typically more common (Doubler et al., 2015). 
These regression analyses provided needed context to the relationship that LLJ characteristics 
and wind energy metrics have been implied to possess in previous work. As has been seen 
before, the LLJ is associated with stronger observed winds at hub-height (Cosack et al., 2007; 
Emeis, 2014a; Lampert et al., 2016), and these regression analyses show that this relationship 
also exists climatologically. However, the current study has shown that most GCMs project 
overall decreases in near-surface wind speed/WPD over the Oklahoma Panhandle in the decades 
to come (Table 8), with only ACCESS 1.0 projecting increases in these two metrics (Tables 6 
and 7). Whilst this overall result is not consistent with previous work, such as Stadler et al. 
(2015) and Johnson and Erhardt (2016), reduced wind energy resources over the Panhandle is 
consistent with the poleward shift of the LLJ’s greatest frequency that was found in Figure 19 
and the results of studies such as Barandiran et al. (2013) and Harding and Snyder (2014). It is 
therefore possible that the positive relationship between LLJ frequency and hub-height wind 
speed/WPD manifested in the current study’s results, which demonstrates the LLJ’s influences 
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on wind speed also existing on climatological scales. By the same logic, a reduction of the 
number of cut-in events over the Oklahoma Panhandle in tandem with this poleward LLJ 
frequency increase is an understandable result.  Dai and Deser (1999) and Zhang and Zheng 
(2004) both showed that diurnal variability of near-surface wind speeds typically results in the 
greatest wind speeds over this part of the United States in the afternoon, owing to the influences 
of the daytime convective boundary layer. It is also important to realize that many other 
climatological variables bear a degree of responsibility for projected changes in wind 
climatology, such as changes in the strength and intensity of extratropical cyclones (Woollings 
and Blackburn, 2012), and influences of climate variability cycles such as the NAO (Weaver and 
Nigam, 2008) and ENSO (Danco and Martin, 2017). With the multitude of processes that can 
influence hub-height level winds, the climatological influence of the LLJ on these particular 
wind energy metrics appears quite limited. 
The relationship between LLJ frequency and occurrence of ramp up/down events is also of 
interest. As shown by Figure 26, increases in LLJ frequency were consistently associated with a 
smaller number of ramp events, particularly at night. This relationship is intuitive and followed 
previous studies, which have shown that ramp events have been observed to occur less 
frequently at night (Kamath, 2010), and that the LLJ’s existence is characterized by consistent 
southerly winds (Shapiro and Fedorovich, 2010). As such, it is therefore conceivable that an 
increase in nighttime LLJ frequency could contribute to a reduction in the variability of the wind, 
and therefore a reduction in the number of ramp events. A reduction in ramp events would result 
in smaller and slower changes in the hourly power capacity of wind turbines, thus reducing 
future concerns for grid managers that control supply of wind-sourced electricity. It is worth 
pointing out, however, that grid management techniques and their evolution go beyond the scope 
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of this work, so comments about impacts of ramp event frequency can be made based only on 
what is known currently about grid management in Oklahoma.  
This negative relationship also transpired in the projections shown throughout the current study, 
with projected increases of LLJ frequency (see Tables 3, 4, and 5) occurring alongside projected 
reductions in the frequency of ramp up and ramp down events over the Oklahoma Panhandle 
(see Tables 6 and 7). As above, the observed relationship between LLJ frequency and ramp event 
frequency could be a coincidence. Owing to the conceptual basis of this relationship and the fact 
that projections of these quantities could evolve in the same manner as the sign of said 
relationship, there is an argument to be made that a greater LLJ frequency could have an 
important influence on the climatology of future ramp events over the South-Central Plains 
region. 
  6.2. Limitations of the Current Study and Potential Future Work 
The current study has come to the conclusion that, despite some departures from previous studies 
that examined projected changes in wind energy metrics, there is evidence to suggest that the 
LLJ could have noteworthy influences on the future of Oklahoma’s wind energy resources. This 
is particularly true when considering the relationship and projected changes of LLJ frequency 
and the occurrence of ramp up and ramp down events. There were, however, some limitations in 
the current study that may have impacted the results. Some of these limitations have been 
discussed above, including, for example, the decision to downscale coarse GCM outputs onto a 
much smaller region, and the consequent loss of detailed spatial patterns of wind energy metrics 
across the Oklahoma Panhandle. This study possessed some other limitations that may have 
impacted the results of this work.  
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Firstly, only GCM outputs for the future time frames forced by the RCP 8.5 emissions scenario 
were enlisted. This RCP represents the “business as usual” scenario, in which little to no effort 
would be made to mitigate carbon dioxide emissions and subsequent climate change impacts 
(Riahi et al., 2011). Of course, there are several other scenarios in which mitigation efforts would 
be hypothetically made, and it would have been interesting for the current study’s purposes to 
have seen how other scenarios could have affected projections of LLJ characteristics and wind 
energy metrics. That being said, there is still much worth in focusing on RCP 8.5 in the current 
study, since the consequences of a business as usual emissions scenario are of interest to many 
different groups, and the use of GCMs forced by this scenario produced interesting results, as 
discussed in Section 6.1. It is also important to realize that only six GCMs were used in the 
current study, three of which were GFDL models. This could have limited the range of potential 
projections in LLJ characteristics and wind energy metrics, and also skewed the perception of 
bias in the current study’s results. 
Another limitation of this work was the use of the Mann-Whitney U-test for judging statistical 
significance of changes in LLJ characteristics and wind energy metrics between time frames. The 
motivation for using this particular test was twofold – the tendency for wind speed data to have a 
skewed frequency distribution, therefore rendering changes in the median as a more valid 
quantity for projection (as in Greene et al. (2012)), and the use of Mann-Whitney U-tests in 
studies relating to wind energy in the past (Baidya Roy and Traiteur, 2010). Since this type of 
test judges statistical significance based on changes in the rank order of a particular LLJ 
characteristic or wind energy metric between two time frames (historical and near/far future), 
what occasionally happened was that a significant difference in rank order occurred without any 
change in the median value of the quantity being tested, e,g, the red cells in Tables 3, 4, 6, and 7 
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that contain a 0% change. Whilst such a result was uncommon, it nevertheless represents a 
weakness of using this particular test for analyzing statistically significant changes in the current 
study. A means to get around this issue could be to flag statistically significant changes that were 
associated with a 0% change in a particular LLJ characteristic/wind energy metric, so that 
overstatement of the results associated with them is avoided. It is also important to point out that 
other tests of statistical significance, such as the student’s t-test (as used by Tang et al. (2017)), 
were not used due to the mean being considered a less appropriate measure of wind speed’s 
central tendency. Despite the limitations of enlisting Mann-Whitney U-tests as the means of 
determining statistical significance, its suitability for testing ranked data such as that used in the 
current study made it a better choice than other test types. 
A third important limitation to address is the temporal offset between the GCM outputs and the 
Oklahoma Mesonet data. As mentioned in Section 3.1, due to the Oklahoma Mesonet not being 
formed until January 1st 1994, and most GCM outputs of historical wind speeds stopping on 
December 31st 2005, there existed a 13-year offset in the historical GCM outputs (1981-2005) 
and the Oklahoma Mesonet observations (1994-2018). The current study did take measures to 
ensure that this offset would not greatly affect the results, such as by verifying the lack of 
significant change in historical wind speed trends over the Oklahoma Panhandle and South-
Central Plains region (Figures 12 and 13), and also corroborating this lack of change by drawing 
comparisons with previous work (Pryor et al., 2009; Torralba et al., 2017). As such, there is still 
validity in combining these two sets of data, despite the 13-year difference in the model run 
period. Whilst this assumption is acceptable on climatological timescales, the temporal offset 
does become important when considering historical wind energy metrics and LLJ characteristics 
of individual years of data. Note that in Figures 24, 25, and 26, none of the presented 
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relationships were taken over the historical time frame, since at least 13 data points (out of 25) in 
each regression analysis would have been comprised of data from different years, which would 
have been meaningless. It was therefore considered better to not perform linear regression on 
data from the historical timeframe, and focus instead on regression of outputs from the future 
time frames. 
The limitations that the current study possesses do not detract from the sense of what this study 
has presented. Much care was taken to minimize the effects of these limitations, and meaningful 
results relating to the linkage between LLJ characteristics and wind energy metrics were found 
despite them. One overarching means of removing many of these limitations in future would be 
to enlist GCM outputs that had been previously downscaled to the resolution of the Oklahoma 
Mesonet data. Many previous studies that sought finer details of projected changes in LLJ 
characteristics (Tang et al., 2017) and wind energy metrics (Stadler et al., 2015) did so using 
downscaled projections of GCM outputs. Access to finer resolution outputs (both temporally and 
spatially) would have reduced the issues concerning relatively low horizontal resolution (such as 
the GFDL GCMs) that some of the enlisted models had. For instance, it was discussed in Section 
4.2.3 that lower-resolution GCMs are biased to underestimate LLJ frequency when compared to 
results from observational/reanalysis studies (Doubler et al., 2015). Use of GCM outputs with 
greater spatial and temporal resolution would have also eliminated the need to enlist observations 
from the Oklahoma Mesonet. The creation of pseudo-observations using median projected 
changes in near-surface wind speed has already been mentioned as a potential limitation of the 
current study in Section 6.1, since the ability to use interpolated GCM outputs to force 
projections (such as in Eames et al. (2012)) was not possible. Future studies of LLJ 
characteristics and wind energy metrics should therefore enlist higher-resolution GCM outputs 
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than those used in the current study, preferably from models as part of the Sixth Generation of 
the Coupled Model Intercomparison Project (CMIP6; Eyring et al., 2016) or beyond, once more 
of them become available.  
A second subject to consider in future work would be greater analysis of LLJ height climatology. 
This study showed that GCMs were able to recreate and project changes in LLJ height that were 
sensible, but they often lacked precision due to the discrete nature of the height levels that GCMs 
typically possess. Due to the influence that LLJ height has been shown to have on observations 
of wind turbine hub-height (Emeis, 2014a; Lampert et al, 2016) and the results of the current 
study, further analysis of the climatology of LLJ height is certainly warranted. Doubler et al. 
(2015) previously considered this climatology over the historical timeframe, but the current 
study showed that this same analysis can be conducted in the context of climate change. With a 
more detailed understanding of the LLJ’s height climatology, assertions of its linkage with wind 
energy metrics would be more appropriate than those presented in the current study. One could 
thus examine whether long-term changes in its height produce detectable wind shear changes in 
the vicinity of wind turbine blades, as has been seen in observational studies (Emeis, 2014b). 
Other aspects of LLJ climatology could also be considered, such as spatial and temporal changes 
in its width. Weaver and Nigam (2008) used empirical orthogonal function analysis to find that 
changes in the LLJ’s spatial and temporal extent constitute notable portions of its variance. It is 
therefore of interest to determine whether climatological patterns in its width and exact position 
across the South-Central Plains region exist. Such a result would provide useful context to the 
spatial patterns of LLJ characteristics shown in the current study (Section 4.3). 
A third avenue of future work would be the effects of enlisting different definitions of ramp 
events in future studies of its climatology. As with LLJ height and frequency of cut-in/cut-out 
 
133 
events, the climatology of ramp events has not been frequently studied in previous work. The 
current study only considered one definition of ramp events in deducing their climatological 
frequency – at least a 20% change in wind power capacity in an hour or less (Bradford et al., 
2010;  Kamath, 2011). It would be of interest to find out whether ramp event climatological 
patterns, and their strong relationship with LLJ frequency, could be affected by changing the 
enlisted ramp event definition. Another important consideration is what grid operators prioritize 
in terms of ramp events. It is possible that grid operators care less about the selected ramp event 
definition than those researching these events, thus warranting future study into ramp events in 
the context of grid demands and management. 
Finally, refinement of the empirical formula used to extrapolate near-surface winds to hub-height 
is another area of future research that would be pertinent to the current study. As discussed in 
Section 3.2.1, upscaling of winds in the presence of an LLJ was done using an empirical linear 
formula derived from the findings of several research examples, such as Baas et al. (2009), 
Lampert et al. (2016), and Pichugina et al. (2016). It is reasonable to assume, however, that the 
winds of stable boundary layers that exist in the presence of LLJs (Stull, 1988) are seldom 
describable by a linear equation with a constant coefficient of 0.05 s-1, as laid out in Equation 3. 
Despite being more appropriate than a logarithmic upscaling of near-surface wind speed, this 
equation still may result in some error in estimating hub-height speed in an LLJ’s presence, 
owing to its empirical nature. Such an underestimation could have also led to some inaccuracies 
in the occurrence of ramp events and cut-in/cut-out events. For example, the presence of an LLJ 
in one point in time but its absence in the next (meaning a change in the formula used to 
extrapolate wind speed) could have produced artificial ramp down events/cut-in events at hub-
height, even if the change in near-surface wind speed between the two points in time was in fact 
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quite small. In order to improve future research of hub-height wind climatology, equations that 
more accurately describe vertical wind profiles in the vicinity of an LLJ should be derived. 
Although this study did encounter multiple limitations and identified several possible subjects to 
consider in future work, many results were found that supplement and consolidate current 
understanding regarding the low-level jet and its relationship with Oklahoma’s wind energy 
resources. This study showed that increases in LLJ frequency are a feature that is still projected 
by multi-model ensembles of more recent GCM outputs, with these increases being larger to the 
north of the South-Central Plains region. The analysis of various wind energy metrics presented 
some disagreement with the results from previous work, namely slight decreases in wind speed 
and wind power density over the Oklahoma Panhandle. This study also examined various 
features relating to wind climatology and wind energy production that had not previously been 
considered, such as LLJ height, and the frequency of ramp up/down and cut-in/cut-out events. 
Analysis of such a broad range of features revealed a consistent and conceptually sound 
relationship between increases in future LLJ frequency and simultaneous reductions in the 
frequency of ramp events. Such a result accredits the importance of future LLJ climatology for 
the production of wind energy resources over the South-Central Plains region. This has important 
implications for the future of grid management for wind energy. These implications include 
greater consistency in extractable wind energy resources over this region, such that management 
of supply without worrying about sudden power increases and drops in accordance with ramp 
events would happen less frequently. An implication that follows from this is the suitability of 
the Oklahoma Panhandle as a site for long-term wind energy extraction, based on the consistency 
and ease of management of extractable resources that this region could possess in future.  
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The projected increases in LLJ frequency presented in the current study have implications that go 
beyond impacts on the wind energy industry. With southerly winds across the South Central 
Plains region becoming more consistent, poleward transport of objects advected by these winds 
could be enhanced, such as transportation of pollen from ecosystems south of this area. Moisture 
transport from the Gulf of Mexico could also be enhanced by an increased LLJ frequency, 
potentially having implications for air mass and moisture combinations that favor tornadogenesis 
over Oklahoma and the surrounding states. The implications of changing future states of the LLJ 
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A1: The remaining 14 boxplots showing variability of LLJ speed that were not shown as part of 
Figure 14. 
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A3: The remaining 14 boxplots showing variability of LLJ frequency that were not shown as 
part of Figure 16. 
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B1: The remaining 38 boxplots showing variability of median wind speed and WPD that were 
not shown as part of Figure 20. 
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B2: The remaining 37 boxplots showing variability of ramp up and ramp down frequency that 
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B3: The remaining 38 boxplots showing variability of cut-in and cut-out frequency that were not 
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