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The mathematical model that Zermelo developed for ranking by
paired comparisons and that was later popularized by Bradley and
Terry has several attractive theoretical properties, but computation
of the associated ratings may involve solution of a system of
several high-degree polynomial equations in several variables. This
paper describes how to deﬁne quantities analogous to electrical
resistance and conductance for certain generalized tournaments in
such a way that these quantities are well-behaved with respect
to certain types of decomposition of tournaments and permit
comparison of the ratings of pairs of nodes. Application of this
theory is illustrated through consideration of speciﬁc examples.
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1. Introduction
In 1929, Zermelo [8] introduced a method for ranking participants in a tournament composed of
pairwise competitions. This method was based on three plausible hypotheses:
• The pairwise competitions are independent binomial trials.
• Each participant has an intrinsic strength represented by a positive real number, and the odds of
a given player defeating another are the ratio of their strengths.
• The strengths can be recovered through maximum likelihood estimation.
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Terry [1], in 1957 by Ford [3], and in 1983 by Jech [4].
In order to give a precise formulation of the ranking produced by Zermelo’s method, let us deﬁne a
tournament to be an ordered pair (Ω,a), with Ω being a ﬁnite set and a : Ω ×Ω → [0,∞) satisfying
a(p, p) = 0 for every p ∈ Ω . (The quantity a(p,q) represents the number of times p defeats q.) If
(Ω,a) is a tournament and  is a positive function deﬁned on Ω , then  will be called a rating for
(Ω,a), and ((Ω,a),) will be called a rated tournament. A Zermelo rating for (Ω,a) is a rating that
maximizes
F(Ω,a)() :=
∑
p∈Ω
∑
q∈Ω
a(p,q)
[
log(p) − log((p) + (q))]; (1)
equivalently, it is a rating  for which the function G((Ω,a),) : Ω →R deﬁned by the formula
G((Ω,a),)(p) :=
∑
q∈Ω
(
a(p,q) + a(q, p)
1+ (q)/(p) − a(p,q)
)
(2)
is identically zero. A rated tournament for which the rating is a Zermelo rating will be called a Zermelo
tournament. The class of all Zermelo tournaments will be written as Z.
Setting (2) equal to zero for all p provides a system of n nonlinear equations to solve for , where
n = |Ω|, the cardinality of Ω . If denominators are cleared, each of these equations is (potentially) an
nth-degree polynomial equation in n variables. It is, for this reason, a nontrivial task to extract from
them information about the way in which Zermelo’s method orders a tournament’s participants.
Our basic strategy in this paper is twofold: ﬁrst, we will focus on Zermelo tournaments that have
special structure or symmetry; second, we will seek information about the relative strengths of a
pair of participants by suitably partitioning the tournament and analyzing the parts. In particular, we
will identify certain tournaments that we will call networks, and for each network, we will deﬁne
quantities that we will call resistance and conductance. We will show that these quantities satisfy the
nonlinear versions of the parallel and series laws for Kirchoﬃan electrical circuits and, in that sense,
are appropriately named. (See, e.g., Minty [6] for a presentation of the mathematical theory of net-
works of nonlinear resistors.) Because of these laws, the behavior of resistance and conductance with
respect to suitable combination of networks is determinable. Furthermore, the conductance of a net-
work is fundamentally connected to the relative ratings of speciﬁed participants within the network.
We will apply these general results to certain classes of Zermelo tournaments sharing a similar struc-
ture to give explicit conditions under which one speciﬁed participant is ranked higher than another.
2. Preliminaries
We ﬁrst consider a few consequences of the characterizations of Zermelo tournaments that will be
useful later on. The ﬁrst two function as “a priori estimates”, and the third deals with a partition of
the nodes of a tournament into two sets.
Lemma 1. If ((Ω,a),) is a Zermelo tournament, and ri and ri+1 are ﬁxed elements of Ω satisfying
a(ri, ri+1) > 0, then
(ri+1)
(ri)
 2|Ω|2α/a(ri ,ri+1),
where α = max(Ran(a)).
Proof. Let T = (Ω,a). The optimality of Zermelo ratings implies that FT () FT (1), where FT is
as in (1), and 1 : Ω → (0,∞) is identically 1. The desired estimate follows from combining
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∑
p∈Ω
∑
q∈Ω
a(p,q)−|Ω|2α log2,
and
FT ()−a(ri, ri+1) log
(
1+ (ri+1)
(ri)
)
−a(ri, ri+1) log (ri+1)
(ri)
. 
Lemma 2. If ((Ω,a),) is a Zermelo tournament, then
(p)
(q)
 a(p,q) + a(q, p)∑
r∈Ω a(r, p)
− 1.
Proof. From (2), we have
0=
∑
r∈Ω
(
a(p, r) + a(r, p)
1+ (r)/(p) − a(p, r)
)
=
(
a(p,q) + a(q, p)
1+ (q)/(p) − a(p,q)
)
+
∑
r∈Ω\{q}
(
a(p, r) + a(r, p)
1+ (r)/(p) − a(p, r)
)

(
a(p,q) + a(q, p)
1+ (q)/(p) − a(p,q)
)
+
∑
r∈Ω\{q}
a(r, p)
=
(
a(p,q) + a(q, p)
1+ (q)/(p) − a(p,q) − a(q, p)
)
+
∑
r∈Ω
a(r, p)
= −(a(p,q) + a(q, p)) (q)/(p)
1+ (q)/(p) +
∑
r∈Ω
a(r, p),
so
a(p,q) + a(q, p)∑
r∈Ω a(r, p)
 1+ (q)/(p)
(q)/(p)
= (p)
(q)
+ 1. 
Lemma 3. If ((Ω,a),) is a Zermelo tournament, and Ω is the disjoint union of Ω1 and Ω2 , then
∑
r∈Ω1
∑
t∈Ω2
(
a(r, t) + a(t, r)
1+ (t)/(r) − a(r, t)
)
= 0.
Proof. Note that (2) implies that
∑
r∈Ω1
(∑
t∈Ω1
+
∑
t∈Ω2
)(
a(r, t) + a(t, r)
1+ (t)/(r) − a(r, t)
)
= 0.
The desired result, then, is a consequence of the fact that
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r∈Ω1
∑
t∈Ω1
(
a(r, t) + a(t, r)
1+ (t)/(r) − a(r, t)
)
= 1
2
∑
r∈Ω1
∑
t∈Ω1
[(
a(r, t) + a(t, r)
1+ (t)/(r) − a(r, t)
)
+
(
a(t, r) + a(r, t)
1+ (r)/(t) − a(t, r)
)]
= 1
2
∑
r∈Ω1
∑
t∈Ω1
0 = 0. 
We will ﬁnd it useful to have a convenient way of representing the process of “adding a weighted
edge” to a tournament (Ω,a), with a negative weight indicating a reversal of direction. For this
reason, we introduce, for p,q ∈ Ω , the function Φp,q,w : Ω × Ω → [0,∞) given by the formula
Φp,q,w = w+χ{(p,q)} + w−χ{(q,p)} , where (as usual) w± = (|w| ± w)/2, and χS is the characteristic
function of S . Note that
Φq,p,w = Φp,q,−w . (3)
The effect of augmenting a tournament using such a function is summarized in the following.
Lemma 4. If ((Ω,a),) is a rated tournament, p and q are distinct elements of Ω , and w ∈R, then
G((Ω,a+Φq,p,w ),) = G((Ω,a),) +
(w−(q) − w+(p))(χ{q} − χ{p})
(q) + (p) ,
where G is given by (2).
Proof. Since b → G((Ω,b),) is additive, it suﬃces to prove that
G((Ω,Φq,p,w ),) =
(w−(q) − w+(p))(χ{q} − χ{p})
(q) + (p) .
By inspection, we have G((Ω,Φq,p,w ),)(r) = 0 if r /∈ {p,q}. Also,
G((Ω,Φq,p,w ),)(p) =
∑
r∈Ω
(
Φq,p,w(p, r) + Φq,p,w(r, p)
1+ (r)/(p) − Φq,p,w(p, r)
)
= Φq,p,w(p,q) + Φq,p,w(q, p)
1+ (q)/(p) − Φq,p,w(p,q)
= w− + w+
1+ (q)/(p) − w−
= w+(p) − w−(q)
(q) + (p) .
Finally, we have
G((Ω,Φq,p,w ),)(q) =
∑
r∈Ω
(
Φq,p,w(q, r) + Φq,p,w(r,q)
1+ (r)/(q) − Φq,p,w(q, r)
)
= Φq,p,w(q, p) + Φq,p,w(p,q)
1+ (p)/(q) − Φq,p,w(q, p)
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1+ (p)/(q) − w+
= w−(q) − w+(p)
(q) + (p) . 
A preorder on a set Ω is a reﬂexive, transitive relation on Ω . Given a tournament T = (Ω,a), let ⇀
be the relation on Ω consisting of the ordered pairs (p,q) for which a(p,q) > 0, let  be ⇀ ∪(⇀)−1,
let  be the smallest preorder on Ω containing ⇀, and let  be the smallest equivalence relation
on Ω containing . We shall call  the path preorder of T . If  is Ω ×Ω , we say that T is strongly
connected, and if is Ω × Ω , we say that T is weakly connected.
With these deﬁnitions, we are now in a position to present a result involving conditions under
which G(T ,1) = G(T ,2) .
Lemma 5. If T = (Ω,a) is a weakly connected tournament and 1,2 : Ω → (0,∞) satisfy G(T ,1) =
G(T ,2) , then 1 and 2 are linearly dependent.
Proof. Suppose G(T ,1) = G(T ,2) but 1 and 2 are linearly independent. Let Ω1 be the set of max-
imizers of the function 2/1 : Ω → (0,∞), and let Ω2 = Ω \ Ω1. Since Ω is ﬁnite, Ω1 is nonempty.
The linear independence of 1 and 2 implies that 2/1 is nonconstant, so Ω2 is nonempty, also.
Given p ∈ Ω1, note that 1(q)/1(p)  2(q)/2(p) for every q ∈ Ω , with equality if and only if
q ∈ Ω1. For such p, then, (2) and the fact that G(T ,1)(p) = G(T ,2)(p) imply that a(p,q)+a(q, p) = 0
for every q ∈ Ω2. Since this holds for arbitrary p ∈ Ω1, T must not be weakly connected. 
Given a tournament T = (Ω,a) and its path preorder , if p and q are distinct elements of Ω
satisfying p r q for every r ∈ Ω , then we call the triple (T , p,q) a network with source p and
sink q.
Lemma 6. The following are equivalent:
(a) ((Ω,a), p,q) is a network.
(b) (Ω,a + Φq,p,w) is strongly connected for every w > 0.
(c) (Ω,a + Φq,p,w) is strongly connected for some w > 0.
Proof. Let
w be the path preorder of (Ω,a + Φq,p,w), and let  be 0, the path preorder of (Ω,a).
Suppose (a) holds, and let w > 0 and r1, r2 ∈ Ω be given. Since w contains , the deﬁnition of
network implies that r1
w q and p w r2, and the deﬁnition of Φq,p,w implies that q
w p. Transitivity
then gives r1
w r2, so (b) holds.
Clearly, (b) implies (c), so to complete the proof suppose that (c) holds, and let r ∈ Ω be given.
By (c), there is a shortest sequence r1, r2, . . . , rn of elements of Ω such that r1 = p, rn = r, and
(a+Φq,p,w)(ri, ri+1) > 0 for i = 1,2, . . . ,n−1. Because this sequence is the shortest possible, ri+1 = p
for i = 1,2, . . . ,n − 1, so, in fact, a(ri, ri+1) > 0 for i = 1,2, . . . ,n − 1, which implies that p  r.
A similar argument shows that r q, so (a) holds. 
If N = (T , p,q) is a network, its conjugate, written N , is (T ,q, p), which may or may not be a
network. If N is a network, we say that N is reversible.
Lemma 7. Suppose N = ((Ω,a), p,q) is a network. Then the following are equivalent:
(a) N is reversible.
(b) (Ω,a + Φq,p,w) is strongly connected for every w ∈R.
(c) (Ω,a + Φq,p,w) is strongly connected for some w  0.
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w be the path preorder of (Ω,a + Φq,p,w), and let  be 0.
Suppose (a) holds. To prove (b), it suﬃces to prove that (Ω,a) is strongly connected, since  is
contained in
w for every w . Given r1, r2 ∈ Ω , we know that r1 q and p r2 since N is a network,
and we know that q p since N is a network. Hence, r1 r2, and (b) holds.
Clearly, (b) implies (c), so it remains to show that (c) implies (a). If (c) holds, then there must, in
fact, be a strictly negative number v such that (Ω,a+Φq,p,v ) = (Ω,a+Φp,q,−v ) is strongly connected.
Setting w = −v and applying Lemma 6 with the roles of p and q reversed, we can conclude that
((Ω,a),q, p) is a network, so (a) holds. 
Given tournaments (Ω1,a1) and (Ω2,a2), their sum (Ω1,a1) + (Ω2,a2) will be deﬁned to be the
tournament (Ω1 ∪Ω2, (a1 ∪ z1)+ (a2 ∪ z2)), where zi is the zero function on ((Ω1 ∪Ω2)× (Ω1 ∪Ω2))\
(Ωi × Ωi).
Let two networks N1 = ((Ω1,a1), p1,q1) and N2 = ((Ω2,a2), p2,q2) be given. If Ω1 ∩Ω2 = {q1} =
{p2}, we call the network ((Ω1,a1) + (Ω2,a2), p1,q2) the serial combination of N1 and N2, which we
write as S(N1,N2). If, on the other hand, p1 = p2, q1 = q2, and Ω1 ∩ Ω2 = {p1,q1}, we call the net-
work ((Ω1,a1)+ (Ω2,a2), p1,q1) the parallel combination of N1 and N2, which we write as P (N1,N2).
In the context of sports tournaments, networks can be thought of as leagues with two distinguished
teams each (perhaps, but not necessarily, the strongest and weakest teams in the league). In this con-
text, two leagues that have only one team in common, with that team being the sink of one league
and the source of the other, could be combined serially. Similarly, two leagues with common sinks
and sources but no other teams in common could be combined in parallel.
Two tournaments, (Ω1,a1) and (Ω2,a2) are said to be isomorphic if there is a bijection
h : Ω1 → Ω2, called an isomorphism, that satisﬁes a2(h(p),h(q)) = a1(p,q) for every p,q ∈ Ω1. Two
networks (T1, p1,q1) and (T2, p2,q2) are isomorphic if there is an isomorphism h of T1 and T2 such
that h(p1) = p2 and h(q1) = q2. If N is a network, then 〈N 〉 denotes the class of all networks that
are isomorphic to N ; we say that 〈N 〉 is the network type of each of its members.
Given two network types 〈N1〉 and 〈N2〉, we deﬁne their serial combination S(〈N1〉, 〈N2〉) to
be 〈S(M1,M2)〉, where Mi ∈ 〈Ni〉 are chosen such that S(M1,M2) is deﬁned. For example, if
Ni = ((Ωi,ai), pi,qi), then it would suﬃce to choose
M1 =
((
Ω1 × {p2},a1 ◦π1
)
, (p1, p2), (q1, p2)
)
,
and
M2 =
(({q1} × Ω2,a2 ◦π2), (q1, p2), (q2, p2)),
where πi selects the ith part of an ordered pair. In any case, it is not hard to check that the resulting
network type is independent of the choice of representatives for 〈Ni〉. Similarly, we deﬁne the parallel
combination P (〈N1〉, 〈N2〉) of the network types to be 〈P (M1,M2)〉, where Mi ∈ 〈Ni〉 are chosen
such that P (M1,M2) is deﬁned.
3. Resistance and conductance of networks
Prior to deﬁning resistance and conductance themselves, we will construct a couple of other func-
tions to be associated with each network.
Lemma 8. Given a network type 〈N 〉, the relation
s = s〈N 〉 =
{(
w,(p)/(q)
) ∣∣ ((Ω,a + Φq,p,w),) ∈ Z and ((Ω,a), p,q) ∈ 〈N 〉}
is a strictly decreasing, continuous function with range (0,∞). If N is reversible, then the domain of s is R;
if N is not reversible, then the domain is (0,∞).
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Rubinstein [7]), s〈N 〉 would be unchanged if the condition
(
(Ω,a), p,q
) ∈ 〈N 〉
were replaced by the condition
(
(Ω,a), p,q
)= N .
By Lemma 5, all Zermelo ratings for a given tournament are scalar multiples of one another, so s〈N 〉
must be a function, since there is at most one value of (q)/(p) for a given value of w .
The domain of s will consist of all w ∈ R for which (Ω,a + Φq,p,w) has a Zermelo rating. Now,
it is known that those tournaments that have Zermelo ratings are precisely those that are strongly
connected. (See, e.g., [5].) Lemma 6, therefore, implies that the domain of s will contain (0,∞), and
Lemma 7 implies that (0,∞) will be the entire domain unless N is reversible, in which case the
domain is R.
That s is strictly decreasing is a consequence of Lemma 3.2 in [2]. That it is continuous is a
consequence of the Implicit Function Theorem (and global uniqueness). It remains to show that the
range of s is (0,∞). Clearly, the range of s is contained in (0,∞), so, in light of the continuity of s, it
suﬃces to show that limw↑∞ s(w) = 0 and that limw↓M s(w) = ∞, where M = −∞ if N is reversible,
and M = 0 if N is not reversible.
If ((Ω,a + Φq,p,w),) ∈ Z, then G((Ω,a+Φq,p,w ),)(p) = 0, so (2) tells us that for w > 0 we have
0= w
1+ 1/s(w) +
∑
r∈Ω
(
a(p, r) + a(r, p)
1+ (r)/(p) − a(p, r)
)
 w
1+ 1/s(w) −
∑
r∈Ω
a(p, r),
which means that for w >
∑
r∈Ω a(p, r)
s(w)
∑
r∈Ω a(p, r)
w −∑r∈Ω a(p, r) . (4)
Letting w ↑ ∞ in (4) gives limw↑∞ s(w) = 0, as claimed.
In the case that N is reversible, it follows from the limit just derived (applied to N ) and from (3)
that
lim
w↓−∞ s〈N 〉(w) = limw↑∞1/s〈N 〉(w) = ∞.
Suppose, ﬁnally, that N = ((Ω,a), p,q) is not reversible. Then Lemma 7 implies that (Ω,a) is not
strongly connected. In particular, if  is the path preorder of (Ω,a), then q  p. Let
Ωq = {r ∈ Ω | q r},
and let Ωp = Ω \ Ωq . Note that:
(a) q ∈ Ωq;
(b) p ∈ Ωp ;
(c) If r ∈ Ωq and t ∈ Ωp , then r  t .
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rm = q, a(ri, ri+1) > 0 for i = 1,2, . . . ,m − 1, and (because of (c)) ri ∈ Ωp if i  k and ri ∈ Ωq if i > k.
Given w > 0, apply Lemma 3 to the Zermelo tournament ((Ω,a + Φq,p,w),) with Ω1 = Ωq and
Ω2 = Ωp and use (c) to get
w
1+ (p)/(q) − w +
∑
r∈Ωq
∑
t∈Ωp
(
a(t, r)
1+ (t)/(r)
)
= 0,
which implies
a(rk, rk+1)
1+ (rk)/(rk+1) 
w
1+ (q)/(p) .
This implies that as w ↓ 0, (rk)/(rk+1) ↑ ∞. Applying Lemma 1 to the Zermelo tournament
((Ω,a + Φq,p,w),) for i = 1,2, . . . ,k − 1 and for i = k + 1,k + 2, . . . ,m − 1, we see that there is
a constant C (independent of i and of w) such that (ri+1)/(ri) < C for all these i and for all
w ∈ (0,1). Thus,
s(w) = (p)
(q)
= (p)
(rk)
(rk)
(rk+1)
(rk+1)
(q)
 C1−k (rk)
(rk+1)
C1+k−m ↑ ∞
as w ↓ 0. 
Lemma 9. Given a network type 〈N 〉, let s be the associated function s〈N 〉 deﬁned in Lemma 8, and deﬁne
v : (0,∞) →R by the formula
v(σ ) :=
{
s−1(σ )/(1+ σ−1) if s−1(σ ) 0,
s−1(σ )/(1+ σ) if s−1(σ ) < 0.
Then v is continuous and strictly decreasing, with range (v∞, v0) for some real numbers v∞  0 < v0 . If N
is not reversible, then v∞ = 0, while if N is reversible, then v∞ < 0.
Proof. Throughout this proof, let N = (T , p,q), with T = (Ω,a).
Since s is strictly decreasing and has a connected domain, s−1 is continuous and, therefore, so is v .
We now show that v is injective. Suppose that v(σ1) = v(σ2) =: k. Then for i ∈ {1,2} we
have σi = s(ki), where ki := k(1 + σ−1i ) if k  0 and ki := k(1 + σi) if k < 0. This means that
there is a function i : Ω → (0,∞) such that i(p)/i(q) = σi and ((Ω,a + Φq,p,ki ),i) ∈ Z. Since
((Ω,a + Φq,p,ki ),i) ∈ Z, G((Ω,a+Φq,p,ki ),i) ≡ 0, so by Lemma 4 we have
0= G(T ,i) +
ki−(q) − ki+(p)
(q) + (p) (χ{q} −χ{p})
= G(T ,i) +
ki− − ki+σi
1+ σi (χ{q} − χ{p})
= G(T ,i) − k(χ{q} −χ{p}).
Thus, G(T ,i) = k(χ{q} − χ{p}), regardless of whether i is 1 or 2. Since N is a network, (Ω,a) is
weakly connected, so Lemma 5 implies that 1 and 2 are linearly independent. This implies that
σ1 = 1(p)/1(q) = 2(p)/2(q) = σ2, so v is injective, as claimed.
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since its domain is an interval. If N is reversible, then Lemma 8 implies that there are real numbers
w1,w2 ∈ Dom(s) such that w1 < 0< w2 and s(w1) > s(w2); thus,
v
(
s(w1)
)= w1/(1+ s(w1))< 0< w2/(1+ (s(w2))−1)= v(s(w2)),
so v must be strictly decreasing. Suppose now that N is not reversible. Since s is positive and strictly
decreasing on (0,∞) with range (0,∞), limσ↑∞ s−1(σ ) = 0, so limσ↑∞ v(σ ) = 0. Since v is positive,
this again means that it is strictly decreasing.
We next claim that Ran(v) is bounded above by
∑
r∈Ω a(r,q). Let σ ∈ (0,∞) with v(σ ) > 0 be
given. Note that w := s−1(σ ) > 0. Since s(w) = σ , we know that there exists  : Ω → (0,∞) such
that (p)/(q) = σ and ((Ω,a + Φq,p,w),) ∈ Z. In particular, Lemma 4 yields
0= G((Ω,a+Φq,p,w ),)(q) = G(T ,)(q) +
−wσ
1+ σ
so
v(σ ) = w
1+ σ−1 = G(T ,)(q) =
∑
r∈Ω
(
a(q, r) + a(r,q)
1+ (r)/(q) − a(q, r)
)

∑
r∈Ω
a(r,q)
1+ (r)/(q) 
∑
r∈Ω
a(r,q),
as claimed. Let v0 = supRan(v) > 0.
If N is not reversible, then the fact that (in this case) v is positive and that limσ↑∞ v(σ ) = 0 and
that v is continuous now gives us Ran(v) = (0, v0) by the Intermediate Value Theorem.
If N is reversible, we claim that v(σ )  −∑r∈Ω a(r, p) for every σ ∈ (0,∞). Since Lemma 8
implies that v takes on some negative values when N is reversible, veriﬁcation of this claim will
complete our proof.
Suppose the claim is false. Let σ ∈ (0,∞) satisfy v(σ ) < −∑r∈Ω a(r, p). Then v(σ ) < 0, so w :=
s−1(σ ) < 0, and we have w/(1 + s(w)) < −∑r∈Ω a(r, p). By Lemma 7, ∑r∈Ω a(r, p) > 0, so the last
inequality can be rewritten as s(w) < −w/(∑r∈Ω a(r, p))− 1, which violates Lemma 2 applied to the
tournament (Ω,a + Φq,p,w). Thus, the claim holds and the proof is done. 
We are now in a position to deﬁne our two primary response functions. The conductance function
C will be given by the formula C(x) := v(ex), and the resistance function R will be C−1. Fig. 1 depicts
the relationship between the augmentation of a network and the resultant Zermelo ratings of its sink
and source, and expresses that relationship in terms of the conductance and resistance. Returning to
the context of sports tournaments, the resistance of a network corresponds to the amount of evidence
from play within the corresponding league that the source team is superior to the sink team.
The properties of the conductance and resistance of a network are summarized in the following
theorem.
Theorem 1. For any network type 〈N 〉, its conductance function is a strictly decreasing homeomorphism
from R to a bounded interval (C∞,C−∞) satisfying C∞  0, and C∞ < 0 if and only if 〈N 〉 is reversible. The
resistance function is a strictly decreasing homeomorphism from (C∞,C−∞) to R.
Fig. 2 shows graphs of typical resistance and conductance functions.
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Fig. 2. Typical conductance and resistance plots.
4. Resistance and conductance of combinations of networks
The following two theorems demonstrate that the conductance and resistance response functions
behave formally like the analogous quantities in Kirchoﬃan electrical circuits.
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C P (〈N1〉,〈N2〉) = C〈N1〉 + C〈N2〉.
Proof. Let N1 = ((Ω1,a1), p1,q1) and N2 = ((Ω2,a2), p2,q2) be given, and assume, without
loss of generality, that p1 = p2 =: p, q1 = q2 =: q, and Ω1 ∩ Ω2 = {p,q}. Let ((Ω3,a3), p,q) =
P (N1,N2). By deﬁnition of conductance, there are Zermelo ratings 1 and 2 of (Ω1,a1 +
Φq,p,(1+exp(−x sgnC1(x)))C1(x)) and of (Ω2,a2 + Φq,p,(1+exp(−x sgnC2(x)))C2(x)), respectively, satisfying
1(p) = 2(p) = ex and 1(q) = 2(q) = 1. Deﬁne 3 : Ω3 → (0,∞) by the formula
3(r) :=
{
1(r) if r ∈ Ω1,
2(r) if r ∈ Ω2, (5)
and let C3 = C1 + C2. We claim that (Ω3,a3 + Φq,p,(1+exp(−x sgnC3(x)))C3(x)) has Zermelo rating 3,
which would mean (since 3(p)/3(q) = ex) that C3 is indeed the conductance function for
P (N1,N2).
For legibility, for i ∈ {1,2,3}, let’s abbreviate (1 + exp(−x sgn Ci(x)))Ci(x) as wi , Φq,p,wi as Φi ,
G((Ω,ai+Φi),i) as Gi , and G((Ω,ai),i) as Hi . We are given that G1 and G2 are identically zero, and we
need to show that G3 is identically zero.
By Lemma 4 and the deﬁnitions of wi and i , we have
Gi = Hi + (wi−i(q) − wi+i(p))(χ{q} − χ{p})
i(q) + i(p) = Hi + Ci(x)(χ{p} −χ{q}). (6)
For r ∈ Ω1 \ Ω2, (6) yields G3(r) = H3(r) and H1(r) = G1(r) = 0. That H3(r) = H1(r) follows from the
deﬁnition of P(N1,N2), so we have G3(r) = 0, as required. Similarly, we have G3(r) = 0 if r ∈ Ω2 \Ω1.
If r ∈ Ω1 ∩ Ω2 = {p,q}, (6) and the deﬁnitions of C3(x) and a3 yield
G3(r) = H3(r) + C3(x)
(
χ{p}(r) − χ{q}(r)
)
= H1(r) + H2(r) +
(
C1(x) + C2(x)
)(
χ{p}(r) −χ{q}(r)
)
= G1(r) + G2(r) = 0. 
Theorem 3. Given two network types 〈N1〉 and 〈N2〉, let R1 = R〈N1〉 , and R2 = R〈N2〉 . Then
RS(〈N1〉,〈N2〉) = R1|Dom(R1)∩Dom(R2) + R2|Dom(R1)∩Dom(R2). (7)
Proof. Let N1 = ((Ω1,a1), p1,q1) and N2 = ((Ω2,a2), p2,q2), and assume (without loss of generality)
that Ω1 ∩ Ω2 = {p2} = {q1}, and let ((Ω3,a3), p3,q3) = S(N1,N2) (so, in particular, p3 = p1 and
q3 = q2). Given y ∈ Dom(R1) ∩ Dom(R2), let R3(y) = R1(y) + R2(y), and let 2 be a Zermelo rating
of (Ω2,a2 + Φq2,p2,(1+exp(−R2(y) sgn y))y) satisfying 2(q2) = 1 and 2(p2) = eR2(y) , and let 1 be a
Zermelo rating of (Ω1,a1 + Φq1,p1,(1+exp(−R1(y) sgn y))y) satisfying 1(q1) = eR2(y) and 1(p1) = eR3(y) .
Let 3 be the rating of (Ω3,a3) given by (5). To show that (7) holds, it suﬃces to prove that 3 is
a Zermelo rating for (Ω3,a3 + Φq2,p1,(1+exp(−(R3(y)) sgn y))y), since Theorem 1 will then imply that the
domain of R(Ω3,a3) is indeed Dom(R1) ∩ Dom(R2).
For i ∈ {1,2,3}, set wi := (1 + exp(−Ri(y) sgn y))y, Φi := Φq,p,wi , Gi := G((Ω,ai+Φi),i) , and Hi :=
G((Ω,ai),i) . Reasoning as in the derivation of (6), Lemma 4 tells us that
Gi = Hi + y(χ{pi} − χ{qi}). (8)
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G3(r) = 0 if r ∈ Ω2 \ {p2,q2}. Furthermore,
G3(p3) = H3(p3) + y = H1(p1) + y = G1(p1) = 0,
and
G3(q3) = H3(q3) − y = H2(q2) − y = G2(p2) = 0.
Finally, since q1 = p2, we have
G3(q1) = H3(q1) = H1(q1) + H2(q1) = H1(q1) − y + H2(p2) + y = G1(q1) + G2(q2) = 0.
Thus, G3 is identically zero, which means that 3 (which satisﬁes 3(p3)/3(q3) = eR3(y)) is a Zermelo
rating for (Ω3,a3 + Φq3,p3,(1+exp(−R3(y) sgn y))y), establishing that R3(y) = RS(N1,N2)(y). Since y was
arbitrary, (7) holds. 
5. Comparing networks
The following theorem indicates how the formalism of conductance and resistance can reveal or-
dinal information about a Zermelo rating.
Theorem 4. Let ((Ω,a),) be a Zermelo tournament, and suppose that N1 = ((Ω1,a1), p,q) and N2 =
((Ω2,a2),q, p) are networks satisfying Ω1 ∪ Ω2 = Ω , Ω1 ∩ Ω2 = {p,q}, and a = (a1 ∪ z1) + (a2 ∪ z2),
where zi is the zero function on (Ω × Ω) \ (Ωi × Ωi). Then sgn((p) − (q)) = sgn(CN1 (0) − CN2 (0)).
Proof. Since CN (0) = s−1N (1)/2, we need to show that sgn((p) − (q)) = sgn(s−1N1 (1) − s−1N2 (1)). Let
wi = s−1Ni (1), so there are Zermelo ratings 1 and 2 of (Ω1,a1 + Φq,p,w1 ) and (Ω2,a2 + Φp,q,w2 ),
respectively, satisfying i(p) = i(q) = 1. Let 3 : Ω → (0,∞) be given by (5). If we let z1, z2, z3,
and z4 be the zero functions on (Ω × Ω) \ (Ω1 × Ω1), (Ω × Ω) \ (Ω2 × Ω2), Ω \ Ω1, and Ω \ Ω2,
respectively, then (2) and the additivity of b → G((Ω,b),) imply that
G((Ω,a+Φq,p,w1+Φp,q,w2 ),3) = G((Ω,(a1∪z1)+Φq,p,w1 ),3) + G((Ω,(a2∪z2)+Φp,q,w2 ),3)
= (G((Ω1,a1+Φq,p,w1 ),1) ∪ z3) + (G((Ω2,a2+Φp,q,w2 ),2) ∪ z4)
= 0.
Thus, ((Ω,a + Φp,q,w1 + Φq,p,w2),3) is a Zermelo tournament.
Given arbitrary b : Ω × Ω → [0,∞) and w ∈R, two applications of Lemma 4 yields
G((Ω,b+Φq,p,w+Φp,q,w ),3) − G((Ω,b),3) =
(w−3(q) − w+3(p))(χ{q} − χ{p})
3(q) + 3(p)
+ (w−3(p) − w+3(q))(χ{p} − χ{q})
3(p) + 3(q)
= (w− − w+)(χ{q} − χ{p})
2
+ (w− − w+)(χ{p} − χ{q}) = 0. (9)
2
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Lemma 5)  is a scalar multiple of 3, which means that (p) = (q).
Because of symmetry, to complete the proof we only need to show that if w1 > w2 then (p) >
(q), so suppose that w1 > w2. It is readily checked that
a + Φq,p,w1 + Φp,q,w2 = (a + Φq,p,w1−w2) + Φq,p,w + Φp,q,w ,
where w = max{w2+,w1−}, so using (9) with b = a + Φq,p,w1−w2 we ﬁnd that
G((Ω,a+Φq,p,w1−w2 ),3) = G((Ω,a+Φq,p,w1+Φp,q,w2 ),3) = 0,
or, equivalently, that 3 maximizes F(Ω,a+Φq,p,w1−w2 ) . Because  maximizes F(Ω,a) and because of the
additivity of b → F(Ω,b) ,
F(Ω,Φq,p,w1−w2 )(3) = F(Ω,a+Φq,p,w1−w2 )(3) − F(Ω,a)(3)
 F(Ω,a+Φq,p,w1−w2 )() − F(Ω,a)()
= F(Ω,Φq,p,w1−w2 )(). (10)
Assuming, without loss of generality, that (p) + (q) = 2, this says that
0 = (w1 − w2) log3(q) = F(Ω,Φq,p,w1−w2 )(3) + (w1 − w2) log2
 F(Ω,Φq,p,w1−w2 )() + (w1 − w2) log2 = (w1 − w2) log(q),
so (p) = 2 − (q)  1  (q). If (p) were equal to (q), then equality would hold in (10), which
(by Lemma 5) would imply that  = 3. Application of Lemma 4 would then result in
0= 0− 0= G((Ω,a+Φq,p,w1−w2 ),) − G((Ω,a),)
= ((w1 − w2)−(q) − (w1 − w2)+(p))(χ{q} − χ{p})
(q) + (p)
= ((w1 − w2)− − (w1 − w2)+)(χ{q} −χ{p})
2
,
contradicting w1 − w2 > 0. Hence, (p) > (q). 
6. Examples
The simplest network types are the ones that have the form 〈(({1,2},Φ1,2,α + Φ2,1,β ),1,2)〉 for
some α > 0 and β  0. It is straightforward to calculate that for this network type the conductance
function is C(x) = α/(1+ ex)−β/(1+ e−x) and the resistance function is R(y) = log((α − y)/(β + y))
with domain (−β,α).
Consider a tournament (Ω,a) with the following structure:
• Ω is the disjoint union of {p,q},A1, . . . ,Am,B1, . . . ,Bn .
• If r ⇀ t and {r, t} ∩ {p,q} = ∅, then {r, t} ⊆ Ai or {r, t} ⊆ Bi for some i.
• For each Ai , there is k 0 and r1, . . . , rk ∈ Ai such that Ai = {r1, . . . , rk} and if we let r0 = p and
rk+1 = q, then:
◦ ri ⇀ ri+1 for i = 0, . . . ,k;
◦ If ri ⇀ r j , then |i − j| = 1.
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• For each Bi , there is k  0 and r1, . . . , rk ∈ Bi such that Bi = {r1, . . . , rk} and if we let r0 = q and
rk+1 = p, then:
◦ ri ⇀ ri+1 for i = 0, . . . ,k;
◦ If ri ⇀ r j , then |i − j| = 1.
Fig. 3 depicts such a tournament.
Within A j , set αi j := a(ri, ri+1) and γi j := a(ri+1, ri), and within B j , set βi j := a(ri, ri+1) and δi j :=
a(ri+1, ri). By Theorem 3, the resistance of the network from p to q through A j is log(
∏
i((αi j − y)/
(γi j + y))), and the resistance of the network from q to p through B j is log(∏i((βi j − y)/
(δi j + y))). Finding the unique zero of each resistance function lying in (−mini{γi j},mini{αi j}) and
(−mini{δi j},mini{βi j}), respectively, gives the value of the corresponding conductance function at 0.
By Theorem 2 and Theorem 4, the Zermelo rating of p will then exceed that of q if and only if the
sum of these values over A1, . . . ,Am exceeds the corresponding sum over B1, . . . ,Bn . Note that al-
though the conductance values are given implicitly and, in general, cannot be found in closed form,
the fact that they are individually bracketed within intervals on which the resistance is strictly de-
creasing makes approximation to arbitrary accuracy very easy.
We consider two simple special cases. First consider the circular tournament depicted in
Fig. 4. The argument of the last paragraph restated for this special case implies that the Zer-
melo rating of p1 is higher than that of pk if and only if the unique zero of log(
∏k−1
i=1 ((αi −
y)/y)) in (0,min{α1, . . . ,αk−1}) is greater than the unique zero of log(∏ni=k((αi − y)/y)) in
(0,min{αk, . . . ,αn}). Of course, this can be restated without using logarithms: The Zermelo rat-
ing of p1 is higher than that of pk if and only if the unique zero of
∏k−1
i=1 (αi − y) − yk−1 in
(0,min{α1, . . . ,αk−1}) is greater than the unique zero of ∏ni=k(αi− y)− yn−k+1 in (0,min{αk, . . . ,αn}).
Since the resistance functions are decreasing, we can use this condition to derive various suf-
ﬁcient conditions for dominance of p1 over pk that avoid root-ﬁnding altogether. For example, if
min{α1, . . . ,αk−1} exceeds α := min{αk, . . . ,αn} and the geometric mean of {α1 − α, . . . ,αk−1 − α}
exceeds α, then the Zermelo rating of p1 is greater than that of pk .
The last special case we consider is the one depicted in Fig. 5. Let  be a corresponding Zermelo
rating. If we wish to compare (1) to (3), one way to do so is to decompose the tournament into a
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network corresponding to the upper right half and a network corresponding to the lower left half. In
this example, the resistance functions can be explicitly inverted to obtain the condition
α12α23 − α21α32
α12 + α23 + α21 + α32 +
α13
2
>
α34α41 − α43α14
α34 + α41 + α43 + α14 +
α31
2
as the necessary and suﬃcient condition for (1) > (3).
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