Let C be a full-dimensional pointed closed convex cone in R m obtained by taking the conic hull of a strictly convex set. Given A ∈ Q m×n 1 , B ∈ Q m×n 2 and b ∈ Q m , a simple conic mixed-integer set (SCMIS) is a set of the form
Introduction
A mixed-integer convex program is the optimization problem of minimizing a linear function over a set of the form K ∩ (Z n1 × R n2 ), where K is a closed convex set. In this context, it is of interest to study integer hulls of convex sets. The integer hull of a convex set K is defined as the convex hull of the mixed-integer points contained in K. Understanding the structure of integer hulls has proven to be critical in the design of various algorithms for solving mixed-integer programs. In the case of mixed-integer linear programs, a particularly important result in this direction, due to Meyer [7] , states that the integer hull of a rational polyhedron is a rational polyhedron.
In this paper, we study properties of integer hulls of simple nonlinear sets of the form:
where A and B are rational matrices of suitable dimensions, b is a rational vector and C ⊆ R m is a fulldimensional closed convex cone obtained by taking the conic hull of a strictly convex set. In contrast to the case of mixed-integer linear programs, the integer hull of P C is unlikely a rational polyhedron. We therefore explore a more basic question:
Is the integer hull of P C closed?
While the integer hull of P C is not always closed, we are able to provide a characterization of when it is closed. Furthermore, if the cone C satisfies some additional properties, this characterization yields a polynomial-time algorithm to verify whether the integer hull of P C is closed or not. We find it interesting that it is possible to construct an algorithm (let alone one that runs in polynomial-time) to test the closedness of integer hulls of unbounded nonlinear sets.
Main Results
We begin with some definitions. Given a matrix B, we use Kernel(B) to denote the kernel (null space) of the matrix B and B to denote the linear subspace generated by the columns of the matrix B. The usual Euclidian norm is denoted by · . For a set X we denote its dimension by dim(X), its relative interior by rel.int(X), its interior by int(X), its closure by cl(X), its boundary by bd(X) := cl(X) \ int(X), its relative boundary by rel.bd(X) := cl(X) \ rel.int(X), its recession cone by rec.cone(X) := {d ∈ R n | x + λd ∈ X, ∀x ∈ X, ∀λ ≥ 0} and its lineality space by lin.space(X) = {d ∈ R n | x + λd ∈ X, ∀x ∈ X, ∀λ ∈ R}. The convex hull of X is the set conv(X) = { N i=1 λ i x i | λ i ≥ 0, x i ∈ X, ∀ i, i λ i = 1, N ∈ N}. The conic hull of X is the set cone(X) = { N i=1 λ i x i | λ i ≥ 0, x i ∈ X, ∀ i, N ∈ N}. Definition 1. A strictly convex set is a convex set S such that for all x, y ∈ S, x = y and for all α ∈ (0, 1) we have αx + (1 − α)y ∈ rel.int(S).
We say that a convex cone is pointed if it does not contains lines. In this paper, we will only consider convex cones that are pointed and closed.
Definition 2.
A generator for a pointed closed convex cone C ⊆ R m is a bounded closed convex set S ⊆ R m of dimension dim(C) − 1 such that C = cone(S). We say that C is generated by S.
Notice that the previous definition implies that: (1) For all x ∈ C \ {0}, there exists a unique λ > 0 such that λx ∈ S; and (2) The extreme rays of C are in one to one correspondence with the extreme points of S, in the sense that r ∈ C is an extreme ray of C if and only if r can be scaled by a positive scalar to be an extreme point of S.
Characterization of closedness
Our first result is a characterization of the closedness of integer hulls of simple conic sets. Theorem 1. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a strictly closed convex set. Let A ∈ Q m×n1 , B ∈ Q m×n2 and b ∈ Q m . Let
V := {Ax+By−b | (x, y) ∈ R n1 ×R n2 } and L := {Ax+By | (x, y) ∈ Z n1 ×R n2 }. Then conv (P C ∩ (Z n1 × R n2 )) is closed if and only if one of the following holds:
2. b ∈ L, and dim(C ∩ V ) ≤ 1.
3. b ∈ L, dim(C ∩ V ) = 2, dim( B ) ≤ 0 and the two extreme rays of the cone C ∩ V can be scaled by a non-zero scalar so that they belong to the lattice {Ax | x ∈ Z n1 }.
4. b ∈ L, dim(C ∩ V ) ≥ 2 and dim( B ) ≥ dim(V ) − 1.
The proof of Theorem 1 relies on three sets of results: (1) Understanding when affine rational maps preserve closedness. (2) In a recent paper [4] we presented some properties on the closedness of integer hulls of closed convex sets in the pure integer case, with applications to strictly convex sets and cones. We generalize these results from the pure integer case to the mixed-integer case. (3) Geometric properties of cones generated by strictly convex sets. We present a proof of Theorem 1 in Section 3. Theorem 1 yields a polynomial-time algorithm to check the closedness of integer hulls of simple conic sets whenever the cone C is poly-checkable. Formally, we have the following result.
Complexity of checking closedness
Theorem 2. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a strictly closed convex set. Assume that C is poly-checkable. Let A ∈ Q m×n1 , B ∈ Q m×n2 , b ∈ Q m and let P C be as defined in (1) . Then there exists an algorithm that runs in polynomial-time with respect to size(P C ) to check whether conv(
The algorithm in Theorem 2 is constructed by showing that each of the cases in Theorem 1 can be verified in polynomial-time. We present a proof of Theorem 2 in Section 4.
The Lorentz cone is poly-checkable
The Lorentz cone
The following result shows that the class of poly-checkable cones contains the Lorentz cone.
Theorem 3. The Lorentz cone is poly-checkable.
Among the two conditions that we need to verify in order to prove that the Lorentz cone is polycheckable, the most 'interesting' is (II): To check condition (3.) in Theorem 1 in polynomial-time, the key idea is to reduce the verification of this condition to whether a suitable number is a perfect square, via the use of the Hermite normal form algorithm and properties of the Lorentz cone. We present a proof of Theorem 3 in Section 5.
Notice that as a consequence of Theorem 2 and Theorem 3 we obtain that there exist a polynomial-time algorithm to check the closedness of integer hulls of simple second order conic sets.
A property of integer hulls
In the case of pure integer programs, we prove the following result.
The proof of Theorem 4 uses as its building block a charaterization of closedness of integer hulls of general closed convex sets from [4] . A proof of this result is presented in Section 6. We obtain the following straightforward corollary to Theorem 4.
Corollary 1. Consider the sets P
where for all i = 1, . . . , q, we have A i ∈ Q mi×n , b i ∈ Q mi , and C mi ⊆ R mi is a poly-checkable pointed closed convex cone in R mi that is generated by a strictly convex set. If the integer hull of P Ci is closed for all i = 1, . . . , q, then conv(
Notice that by the application of Theorem 2 for each P Ci , the sufficient condition of Corollary 1 can be verified in polynomial-time in the size of the input data. We finally note that Theorem 4 does not hold for the mixed-integer case as illustrated in the next example.
Thus, the integer hulls of K 1 and K 2 are closed. However, we will verify next that conv((
Thus, r is a ray with irrational slope contained in X. By the application of Dirichlet Approximation Theorem, we can verify that there are mixed-integer points (x, y) ∈ Z 2 + × R + in K 1 ∩ K 2 that are arbitrarily close to the ray r. This implies that r belongs to the closure of conv((
On the other hand, since r is a face of K 1 ∩ K 2 and (0, 0, 0) is the only mixed-integer point in this face, we obtain that r ∩ conv((
We note here that Example 1 does not exclude the possibility of a result of the form of Corollary 1 for the mixed-integer case when each of the simple second order conic sets are defined using rational data. We have not been able to resolve this question.
We note here that an extended abstract containing some of the results of this paper appeared in [5] .
Proof of Theorem 1
We first present in Section 3.1 a sketch of the proof of Theorem 1. In particular, we specify the crucial results needed in the proof. Then we present some basic results needed to prove Theorem 1 in Section 3.2 (Properties of convex sets), Section 3.3 (Properties of cones generated by strictly convex sets) and Section 3.4 (Properties of mixed-integer lattices). Next, we present the proofs of the crucial results mentioned in Section 3.1: Proposition 2 is proved in Section 3.5, Proposition 3 and Proposition 5 are proved in Section 3.6 and the proofs of Proposition 4 and Proposition 6 can be found in Section 3.7. The final step of the proof of Theorem 1 is presented in Section 3.8.
Sketch of Proof of Theorem 1
We present a definition of mixed-integer lattices before presenting the sketch of our proof.
Definition 4 (Mixed-integer lattice [2] ).
is said to be the mixed-integer lattice generated by A and B.
We note here that in the case A ∈ Q m×n1 , B ∈ Q m×n2 it can be proved that a set L defined as above is a mixed-integer lattice, even in the case the set {a 1 , . . . , a n1 , b 1 , . . . , b n2 } is not linearly independent (see Proposition 7 in Section 3.4).
An affine subspace W is said to be generated by a mixed-integer lattice
In the special case L = Z n we also say that the affine subspace is rational.
Proof Outline:
To simplify the analysis, we apply the affine map T :
} is an affine subspace and L := {Ax + By | (x, y) ∈ Z n1 × R n2 } is a mixed-integer lattice (since A and B are rational matrices). Thus, we obtain the 'simple' set C ∩ V in place of P C , at the cost of a 'complicated' translated mixed-integer lattice L − b in place of the mixed-integer lattice Z n1 × R n2 . The closedness of a set is usually not invariant under affine transformations. However, we verify the following result: 
Assume that E, F satisfy the following:
is generated by points in the mixed-integer lattice
As a consequence of Proposition 2 applied to the affine mapping T (x, y) = Ax + By − b we obtain that
2.
Case Analysis. Next we analyze the set C ∩ V . Observe that since C is a cone generated by a closed strictly convex set and V is an affine set, there are two natural cases (see Figure 1 ):
(a) Case 1: C ∩ V is strictly convex set. If 0 / ∈ V , then C ∩ V is a strictly convex set. We verify the following result.
Proposition 3 is a generalization of a result about integer hulls of strictly convex sets from [4] . As a consequence of Proposition 3 and (2) we obtain that conv(P C ∩ (Z n1 × R n2 )) is always closed in this case. Observe that this is case (1.) in Theorem 1 when 0 / ∈ V .
= aff(L) and C ∩ V is a closed pointed convex cone. We have two subcases.
is not a mixed-integer lattice. We need the following property.
Proposition 4. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set. Let L = {x ∈ R m | x = Az + By, z ∈ Z p1 , y ∈ R p2 } be a mixedinteger lattice, where A, B are rational matrices. Denote V = aff(L), and let
This result is a consequence of some properties of the closedness of integer hulls of general closed convex sets from [4] . We can apply Proposition 4 to verify that conv [ 
closed set in this case. Notice this is case (1.) in Theorem 1 when 0 ∈ V . In particular, this completes the examination of (1.) in Theorem 1.
We begin the analysis of this case by verifying the following result.
Proposition 5. Let C be a closed pointed convex cone in R n and let L be a mixed-integer lattice.
is closed if and only if every extreme ray of C ∩ W can be scaled by a non-zero scalar to belong to L.
Proposition 5 is a generalization of a result about integer hulls of cones from [4] . As a consequence of Proposition 5, verifying closedness is equivalent to verifying whether the extreme rays of C∩V can be scaled by a non-zero number to belong to L. When dim(C ∩ V ) ≤ 1, it is straighforward to verify that this is always the case. This is case (2.) in Theorem 1. For analyzing the case where dim(C ∩ V ) > 1 we need the following additional result. Proposition 6. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by the closed strictly convex set. Let L = {x ∈ R m | x = Az + By, z ∈ Z n1 , y ∈ R n2 } be a mixed-integer lattice, where A, B are rational matrices. Denote V = aff(L).
, then every extreme ray of C ∩ V can be scaled by a non-zero scalar to belong to L. ii. Assume dim(C ∩ V ) ≥ 3. Then dim( B ) ≥ dim(V ) − 1 if and only if every extreme ray of C ∩ V can be scaled by a non-zero scalar to belong to L.
The proof of Proposition 6 is based on the cardinality of the set of extreme rays in different dimensions (countable or not) and other geometric properties of the cone C ∩ V . Proposition 6 is essentially stating that when dim(C ∩ V ) ≥ 3, in order for every extreme ray to be scalable to belong to the mixed-integer lattice L, there should be "sufficient" number of continuous components in the mixed-integer lattice L. See Figure 2 for an illustration. Therefore we obtain that if dim(
) is also closed. Together, this constitutes case (4.) in Theorem 1.
The only case that remains is where dim(C ∩ V ) = 2 and dim( B ) ≤ 0. In this case, we need to explicitly check whether the two extreme rays of C ∩ V can be scaled by a non-zero scalar to belong to the lattice L. This is case (3.) in Theorem 1.
Properties of convex sets
The proofs of the following lemmas are standard and hence omitted. Lemma 1. Let K ⊆ R n be a convex set and let W ⊆ R n be an affine subspace. If rel.int(K) ∩ W = ∅, then
Lemma 2. Let X ⊆ R n be a closed strictly convex set and W ⊆ R n be an affine subspace. Then X ∩ W is a strictly convex set.
Properties of cones generated by strictly convex sets
We will use the following lemmas.
Lemma 3. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set, and let W ⊆ R m be an affine subspace. Assume that dim(C ∩ W ) ≥ 2. Then
Proof.
1. Since dim(C ∩ W ) ≥ 2, there exist three affinely independent points x, y, z ∈ C ∩ W . If {x, y, z} ∩ int(C) ∩ W = ∅, we are done. Now, assume that x, y, z ∈ bd(C) ∩ W . Since {x, y, z} is an affinely independent set, we may assume without loss of generality that x, y = 0 and x / ∈ {λy | λ ≥ 0}. Let x,ŷ ∈ S such that x = αx and y = βŷ for some α, β > 0. Notice thatx =ŷ. Since S is a strictly convex set, we obtain that conv({x,ŷ}) ∩ rel.int(S) = ∅. Let λx + (1 − λ)ŷ ∈ rel.int(S), where λ ≥ 0. Then we have
Since λx+(1−λ)ŷ ∈ rel.int(S), we obtain w ∈ int(C). Therefore, by (3) we obtain w ∈ conv({x, y})∩ int(C). Since conv({x, y}) ⊆ W , we conclude that int(C) ∩ W = ∅.
Finally, the facts that dim(C ∩ W ) = dim(W ) and rel.bd(C ∩ W ) = bd(C) ∩ W are straightforward consequences of Lemma 1.
2. By (1.) we obtain dim(int(C)∩W ) = dim(rel.int(C∩W )) ≥ 2. Thus, there exist vectors w 0 , w 1 , w 2 ∈ int(C) ∩ W such that w 1 − w 0 and w 2 − w 0 are linearly independent vectors. For i = 1, 2 consider the line generated by w 0 and
Since w 1 − w 0 and w 2 − w 0 are linearly independent vectors, we have that
In particular, without loss of generality we may assume that x 1 = 0. Since W is an affine subspace, we have that
The next lemma states the two possible cases for the structure of the set C ∩ W , where C is a fulldimensional pointed closed convex cone that is generated by a closed strictly convex set and W is an affine subspace.
Lemma 4. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set S ⊆ R m , and let W ⊆ R m be an affine subspace. Then
(b) S ∩ W is a strictly convex set and a generator for C ∩ W .
(c) If dim(W ) ≥ 3, then C∩W has an uncountable number of extreme rays. Equivalently, rel.bd(S∩ W ) is uncountable.
The case dim(C
Let F be a proper face of C ∩ W , and let x, y ∈ F . We will show that F = {x}. By (1.) of Lemma 3 we have that rel.bd(C ∩ W ) = bd(C) ∩ W . Therefore, since F is a proper face of C ∩ W , we obtain that x and y belong to a face of C. Since C is generated by a strictly convex set, then all of its faces have dimension one. Thus, we obtain that there exists λ ≥ 0, such that y = λx. Since W is an affine subspace, we have that the set L :
This implies we must have λ = 1, for otherwise, we obtain that 0 ∈ L ⊆ W . Thus, F = {x}. Therefore, we conclude that C ∩ W is a strictly convex set.
(a)
Since C and W are cones, we obtain that C ∩ W is also a cone. The fact that dim(C ∩ W ) = dim(W ) follows directly from (1.) of Lemma 3.
(b) Since S is a strictly convex set, by Lemma 2 we conclude that S ∩ W is also a strictly convex set.
In order to prove that S∩W is a generator for C∩W we need to show that C∩W = cone(S∩W ) and that dim(S ∩ W ) = dim(C ∩ W ) − 1.
• We prove next that C ∩ W = cone(S ∩ W ). Clearly, cone(S ∩ W ) ⊆ C ∩ W . We now prove the inclusion C ∩ W ⊆ cone(S ∩ W ). Let r ∈ C ∩ W with r = 0. Then, by definition of C, there existsr ∈ S such that r = αr for some α > 0. Notice that since r ∈ C ∩ W , the ray {λr | λ ≥ 0} ⊆ C ∩ W . Thus, we obtain thatr ∈ W . Since r = αr andr ∈ S ∩ W , we conclude that r ∈ cone(S ∩ W ).
• We now prove that dim(S∩W ) = dim(C∩W )−1. Observe first that since dim(C∩W ) ≥ 2, we that that dim(C ∩ W ) = dim(W ). We therefore need to verify that dim(
By definition of C, there existsr ∈ S such that r = αr for some α > 0. Since W is a subspace, we obtainr ∈ W . Morever, since r ∈ int(C), we conclude thatr
Observe that 0 / ∈ aff(S), for otherwise we would have C ⊆ aff(S), a contradiction with the fact dim(S) = dim(C) − 1. Since rel.int(S) ∩ W = ∅, by Lemma 1 we obtain that aff(S ∩ W ) = aff(S) ∩ W . Therefore, since 0 ∈ W and 0 / ∈ aff(S), we obtain that aff
On the other hand, we have
(c) By (2.), we obtain that dim(S∩W ) = dim(W )−1. Thus, dim(S∩W ) ≥ 2. Therefore, since S∩W is a bounded and closed convex set of dimension at least 2, we must have that rel.bd(S ∩ W ) is uncountable.
Properties of mixed-integer lattices
The next proposition shows that if the data defining the set L = {x ∈ R m | x = Az + By, z ∈ Z n1 , y ∈ R n2 } is rational, then L is a mixed-integer lattice, even in the case the matrix [A B] does not have linearly independent columns.
Assume that the data defining L is rational, that is, A ∈ Q m×n1 and B ∈ Q m×n2 . Then there exists p 1 ≤ n 1 , a matrix A ∈ Q m×p1 , whose columns are linearly independent and contained in W ⊥ and there exists p 2 ≤ n 2 , a matrix B ∈ Q m×p2 , whose columns are linearly independent and B = B , such that
Denote by Proj W ⊥ (x) the orthogonal projection of x ∈ R m on W ⊥ . Since the columns of A are rational,
} is a lattice. Moreover, since W is a rational subspace, we have that Proj W ⊥ (M) is a lattice generated by rational vectors. Let A ∈ Q m×p be matrix whose columns form a basis of Proj W ⊥ (M), that is, the columns of A are linearly independent and
Let B be the matrix whose columns are a basis of W (for instance these columns could be any maximal linearly independent subset of columns of B).
We obtain that
Now, observe that the columns of A are linearly independent. Since we have Proj W ⊥ (M) ⊆ W ⊥ and since the columns of B are linearly independent and are contained in W , we have that the columns of [A | B ] are linearly independent. Thus, L is a mixed-integer lattice. . We obtain the following straightforward lemma.
Let L ⊆ R m be a mixed-integer lattice and W ⊆ R m be a linear subspace. The following technical lemma states that W ∩ L is a mixed-integer lattice.
Proof. By Lemma 5 and replacing W by W ∩ aff(L), we may assume that L = Z n1 × R n2 and that
). We will prove that (a) Λ is a lattice and that (b) L = Λ + M . Since Λ ⊆ M ⊥ , (a) and (b) together imply that L is a mixed-integer lattice. First we prove (a). It suffices to prove that Λ is a discrete additive subgroup (Theorem 1.4 [1] ). Since W ∩ M ⊥ and Z n1 × R n2 are additive subgroups, we conclude Λ is an additive subgroup. On the other hand, let (z, y 1 ), (z, y 2 ) ∈ Λ. Then (z,
and also, by definition of M , we have (0, y 1 − y 2 ) ∈ M . Thus, we must have y 1 = y 2 . So, we obtain that if (z 1 , y 1 ), (z 2 , y 2 ) ∈ Λ are distinct, then z 1 = z 2 . Therefore, we have (
We conclude Λ is a discrete set. Therefore, Λ is a lattice.
We
where (z, u) is the projection on M ⊥ of (z, y) and (0, v) is the projection on M of (z, y).
When 0 ∈ K, we can chose Φ to be a linear mapping.
Proof. We first show that by translating K by a vector in k ∈ K ∩ L we may assume 0
Thus, by (4) we conclude that conv(K ∩L) is closed if and only if conv((K −k)∩L) is closed. Therefore, we may assume 0 ∈ K.
Denote W = aff(K ∩ L). By Lemma 6, since W is a linear subspace, we obtain that L = W ∩ L is a mixed-integer lattice, that is, there exists p 1 ≤ n 1 , p 2 ≤ n 2 , A ∈ R m×p1 , and B ∈ R m×p2 such that [A B ] has linearly independent columns, and
be the invertible linear mapping in Lemma 5 for the particular case of the mixed-integer lattice L , and let
The first equality uses the fact that K ∩L ⊆ W , the third equality uses the fact that Ψ L is an invertible mapping and the last equality uses Φ is a linear mapping) . If 0 / ∈ K, then for an arbitrary k ∈ K ∩ L, we can define the following invertible affine mapping Φ :
Affine Maps Preserving Closedness and Proof of Proposition 2
For a linear subspace L ⊆ R n we denote by Proj L ⊥ (·) the orthogonal projection onto L ⊥ ⊆ R n , the subspace orthogonal to L.
Lemma 7. Let L be a mixed-integer lattice, let K ⊆ R n be a closed convex set, and let L ⊆ lin.space(K) be a linear subspace. Then we have
Proposition 9. Let L be a mixed-integer lattice, let K ⊆ R n be a closed convex set, and let L ⊆ lin.space(K) be a linear subspace. If L is generated by points in L , then
Recall that for all X, Y ⊆ R p , we have conv(X + Y ) = conv(X) + conv(Y ). Thus, by (5) we have
Therefore, as a consequence of (6) we can write
where the second equality is by lineality of Proj L ⊥ (·), the third equality uses Lemma 7, and the last equality uses the fact that L ⊆ lin.space(K).
Finally, the fact that conv(K∩L ) is closed
For a function G : R n → R m we denote by G W its restriction to the linear subspace W ⊆ R n , that is,
The following Lemma is straightforward to verify.
Proof. Lets denote W = Kernel([E F ]), and let G W ⊥ be the restriction of G to W ⊥ . Observe that since G W ⊥ is an affine map we obtain that
Now, by using (2.) and (3.) of Lemma 8 and the fact that W ⊆ lin.space(K) we have
By combining (7) and (8), we obtain
Moreover, by (1.) of Lemma 8, the mapping G W ⊥ is an homeomorphism from W ⊥ to G(R n ). Hence, as a consequence of (9) we obtain that
On the other hand, since W ⊆ lin.space(K) and W is generated by points in the mixed-integer lattice Z n1 × R n2 , by Proposition 9 we have that
Therefore, by putting together identities (10) and (11) we conclude that
Proofs of Proposition 3 and Proposition 5
In [4] some properties of closedness of mixed-integer hulls are presented for the case L = Z n . In this section we show the extension of some of these results to the case of a general mixed-integer lattice L. Since the proof techniques of the results of this section are a simple generalization of those in [4] , we only present the proofs of Proposition 3 and Proposition 5. We begin with some definitions and preliminary results.
Theorem 5 (Theorem 18.5 [8] ). Let K ⊆ R n be a closed convex set not containing a line. Let S be the set of extreme points of K and let D be the set of extreme rays of rec.cone(K). Then K = conv(S) + cone(D).
The following result, modified from [4] , is a characterization of closedness of mixed-integer hulls for general closed convex sets.
The following lemma, a generalization of a result from [4] , is also crucial.
Lemma 9. Let K ⊆ R n be a full-dimensional closed convex set and let
Now we present the proofs of Proposition 3 and Proposition 5.
Proposition 3. Let K ⊆ R n be a closed strictly convex set, t ∈ R n and L a mixed-integer lattice.
and since by Lemma 2 we have that K ∩ aff(K ∩ L) is a strictly convex set, we may assume that K = K ∩ aff(K ∩ L). Moreover, since invertible affine functions map closed strictly convex sets to closed strictly convex sets, by Proposition 8, we may assume that K is a full-dimensional strictly convex set and that
) is closed. Therefore, we assume that K is unbounded and K ∩ (Z n1 × R n2 ) = ∅. We first verify that K does not contain a line. Assume by contradiction that K contains a line in the direction r = 0. Examine x ∈ bd(K). Then points of the form x + λr and x − λr belong to K, where λ > 0. In particular, x + λr, x − λr ∈ bd(K) since x ∈ bd(K). However, this contradicts the fact that K is strictly convex.
For ease of notation, for
. Clearly, as K is a closed set and conv(K ∩ (Z n1 × R n2 )) ⊆ K, we obtain u(K) ⊆ rec.cone(K). We now show the other inclusion. Let r ∈ rec.cone(K). Since K is strictly convex, we obtain that that set {u + λr | λ > 0} is contained in the interior of K. Therefore, by Lemma 9 we obtain that the set {u
. Therefore, by Theorem 6 we obtain that conv(
On the other hand, since K is a strictly convex set, we obtain that K − t is also a strictly convex set. Thus, by Case 1, we have that conv([(K − t) ∩ L]) is closed. Therefore, by equation (12), we conclude that conv(K ∩ (L + t)) is a closed set. Proposition 5. Let C be a closed pointed convex cone in R n and let L be a mixed-integer lattice. Then conv(C ∩ L) = C ∩ W , where W = aff(C ∩ L). In particular, conv(C ∩ L) is closed if and only if every extreme ray of C ∩ W can be scaled by a non-zero scalar to belong to L.
Proof. Since conv(C ∩ L) = conv((C ∩ W ) ∩ L) and C ∩ W is a pointed closed convex cone, we may assume that C = C ∩ W . Furthermore, by Proposition 8 we can map C to a full-dimensional closed pointed convex cone C = Φ(C) ⊆ R p1 × R p2 , where Φ is an affine map that also satisfies Φ(L ∩ W ) = Z p1 × R p2 . Since Φ is an invertible affine mapping, we have that conv(C ∩ L) = C is equivalent to conv(C ∩ (Z n1 × R n2 )) = C , and that the closedness of conv(C ∩ L) is equivalent to the closedness of conv(C ∩ (Z n1 × R n2 )) . Therefore, in order to prove the result, we may assume that C is a full-dimensional closed pointed convex cone and that L = Z n1 × R n2 . We need to show that conv(C ∩ (Z n1 × R n2 )) = C and that conv(C ∩ (Z n1 × R n2 )) is closed if and only if every extreme ray of C can be scaled by a non-zero scalar to belong to Z n1 × R n2 . We first verify that conv(C ∩ (Z n1 × R n2 )) = C. By convexity of C, we obtain that conv(C ∩ (Z n1 × R n2 )) ⊆ C. Since C is also closed, we obtain that conv(C ∩ (Z n1 × R n2 )) ⊆ C. This shows one inclusion. To show the other inclusion, let r ∈ int(C). Clearly, we have {0 + λr | λ > 0} ⊆ int(C). So, by Lemma 9 we obtain {0 + λr
). Since C is a full-dimensional closed convex set, we have C = int(C). Thus, by taking the closure on both sides of the
) is closed if and only if every extreme ray of C can be scaled by a non-zero scalar to belong to
If r is any extreme ray of C, then observe that C \ {λr | λ > 0} is a convex set.
, there must be a point x ∈ (Z n1 × R n2 ) in the set {λr | λ > 0}. In other words, r can be scaled by a non-zero scalar to belong to Z n1 × R n2 . Now assume that every extreme ray of C can be scaled by a non-zero scalar to belong to Z n1 × R n2 . Let R be the set of all extreme rays of C. Then observe that
where the first equality follows from Theorem 5. Thus, conv(C ∩ (Z n1 × R n2 )) = C or equivalently conv(C ∩ (Z n1 × R n2 )) is closed.
Proofs of Proposition 4 and Proposition 6
We start with some preliminary results.
Lemma 10. Let C ⊆ R m be a full-dimensional pointed closed convex cone. Let t ∈ R m , u ∈ bd(C + t) \ {t} and let r ∈ C. Then u + r ∈ bd(C + t) ⇔ r = λ(u − t), for some λ ≥ 0.
Proof.
Without loss of generality, we may assume that t = 0. We need to prove that u + r ∈ bd(C) ⇔ r = λu, for some λ ≥ 0. Assume that C is generated by the (m−1)-dimensional bounded closed strictly convex set S ⊆ R m .
(⇐) If r = λu, for some λ ≥ 0, then u+r = (1+λ)u. Thus, since u ∈ bd(C), we obtain that u+r ∈ bd(C) (⇒) The case r = 0 is straighforward. Lets assume that r = 0. Observe that, since u, r ∈ C \ {0}, we have that there exists α, β > 0,û,r ∈ S such thatû = αu andr = βr. We obtain that
Lets assume for contradiction that r = λu, for all λ ≥ 0. Hence, the definition of generator (C = cone(S) and S is a (m − 1)-dimensional bounded closed strictly convex set) implies thatû =r.
Sinceû,r ∈ S,û =r and S is a strictly convex set, we have that βû+αr α+β ∈ rel.int(S). Therefore, by equation (13) we conclude that u + r ∈ int(C), a contradiction.
Lemma 11 (Corollary 8.3.1 in [8] ). Let K ⊆ R n be a convex set. Then rec.cone(rel.int(K)) = rec.cone(K) ⊇ rec.cone(K).
We need the following corollary to Lemma 9.
Corollary 2. Let K ⊆ R n be a closed convex set and let L be a mixed-integer lattice. Let u ∈ K ∩ L.
be an invertible affine mapping as in Proposition 8 such that
Lemma 12. Let L be a mixed-integer lattice and let V = aff(L). Let K ⊆ V be a non-empty closed convex set such that aff(rec.cone(
Proof. First notice that since K = ∅ and aff(rec.cone(K)) = V , we obtain that aff
is a full-dimensional closed convex set. Also by construction we have that aff(conv(K ∩ L)) = V if and only if aff(conv(K ∩ (Z p1 × R p2 ))) = R p1+p2 . Moreover, aff(rec.cone(K )) = R p1+p2 , that is rec.cone(K ) is fulldimensional. Let T ⊆ rec.cone(K ) be a rational polyhedral full-dimensional cone. Let v ∈ K ∩ Q p1+p2 , that is v be a rational point in K . Then v + T ⊆ K and v + T is a rational polyhedron with a fulldimensional recession cone. In particular,
We now present the proofs of Proposition 4 and Proposition 6.
Proposition 4. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set. Let L = {x ∈ R m | x = Az + By, z ∈ Z p1 , y ∈ R p2 } be a mixed-integer lattice, where A, B are rational matrices. Denote V = aff(L), and let
Thus, we conclude that conv(
By the application of (1.) of Lemma 3 and Lemma 1 we obtain that aff(
Thus aff(rec.cone(K)) = V . Therefore by applying Lemma 12 with the above defined K, we obtain that aff((
We will prove that conv((C V + b) ∩ L) is closed by using Theorem 6 and showing that for all u
} is the same cone. In particular, we will show that u(
To simplify the notation, we will write u(C V + b) instead of u(C V + b, L) for the rest of the proof.
Notice that since conv((
To prove the other inclusion we consider two cases.
By using Lemma 11 we obtain that C V = rec.cone(C V + b) = rec.cone(rel.int(C V +b)). Thus, we have u+C V ⊆ rel.int(C V +b). Also we have verified that aff(C V +b) = aff((C V + b) ∩ L). Therefore, we obtain by Corollary 2 that
We have two subcases.
•
by Corollary 2, we have that d ∈ u(C V + b).
• Now, let d ∈ {α(u − b) | α ≥ 0}. The case d = 0 is straightforward to verify. Lets assume then that
This finishes the proof of C V ⊆ u(C V +b). Therefore, we obtain u(C V +b) = C V for all u ∈ (C V +b)∩L. We conclude, by Theorem 6 that conv((
Proposition 6. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set. Let L = {x ∈ R m | x = Az + By, z ∈ Z n1 , y ∈ R n2 } be a mixed-integer lattice, where A, B are rational matrices. Denote V = aff(L). Then
by a non-zero scalar to belong to L.
and only if every extreme ray of C ∩ V can be scaled by a non-zero scalar to belong to L.
Since [A B] ∈ Q m×n , by Proposition 7 we obtain that L is a mixed integer lattice, that is, for some A ∈ R m×p1 and B ∈ R m×p2 , such that [A B ] has linearly independent columns, V = [A B] = [A B ] , B = B , and we have
1. We will show that whenever dim(C ∩ V ) ≥ 2 the following implication is true: If dim( B ) ≥ dim(V ) − 1, then every extreme ray of C ∩ V can be scaled by a non-zero scalar to belong to L.
The proof for the case dim( B ) = dim(V ) is straightforward and so it is omitted. Assume for the rest of the proof that dim( B ) = dim(V ) − 1. Since dim( B ) = dim(V ) − 1, we have that A = a, where a ∈ Q m . Since [a B ] is a linearly independent set generating V , we have
Now, let r be a extreme ray of C ∩ V . We next show that there exists r ∈ L, such that r and r generate the same extreme ray of C ∩ V , that is, there exists β > 0 such that r = βr. Using (15) we can write r = λa + b,
where λ ∈ R and b ∈ B . If λ = 0, then we can take r = r. If λ = 0, consider r = 2. By (1.), we only need to prove that the following implication is true: if every extreme ray of C ∩ V can be scaled by non-zero to belong to L and dim
Note that C is generated by an (m − 1)-dimensional bounded closed strictly convex set, call this set
We show first that dim( B ) ≥ 2. Let r ∈ rel.bd(S ∩ V ) be an extreme ray of C ∩ V (Lemma 4). By hypothesis, there exists
we obtain that r must define an extreme ray of C zr . Now, assume for a contradiction that dim( B ) ≤ 1. Then, since dim((A z r + B ) ∩ C) ≤ 1, we obtain that dim(C zr ) ≤ 2. Thus, we have that every cone C zr has at most two extreme rays. In particular, no more than two distinct elements of rel.bd(S ∩ V ) can define an extreme ray of a cone of the form C zr , for some r ∈ rel.bd(S ∩ V ). Therefore, since Z p1 is countable and every element in rel.bd(S ∩ V ) defines an extreme ray of a cone of the form C zr , for some r ∈ rel.bd(S ∩ V ), we obtain that the set rel.bd(S ∩ V ) is countable. On the other hand, since dim(C ∩ V ) ≥ 3, by (2.(c)) of Lemma 4 we obtain rel.bd(S ∩ V ) is uncountable, a contradiction.
We show next that
Let x ∈ C ∩ V . We have two cases depending if x ∈ rel.bd(C) ∩ V or not. Observe that by Lemma 3, we have rel.bd(C ∩ V ) = rel.bd(C) ∩ V .
Case 1: x ∈ rel.bd(C ∩ V ). The case x = 0 is straighforward. Lets assume x = 0. Then, there exists r ∈ rel.bd(S ∩ V ) and λ > 0 such that x = λr. Since, by hypothesis, there exists
Case 2: x / ∈ rel.bd(C ∩ V ). Consider the affine subspace x + B . Since x ∈ rel.int(C ∩ V ) and dim(C ∩ V ) ≥ 2, we obtain that x ∈ int(C) (by Lemma 3 and Lemma 1). This implies that dim(C ∩ (x + B )) = dim( B ) ≥ 2. Thus, by (2.) of Lemma 3 applied to the cone C and the affine subspace x + B , we obtain that [bd(C) \ {0}] ∩ [(x + B )] = ∅. Therefore, since x + B ⊆ V we have that there exists r ∈ rel.bd(S ∩ V ) and λ > 0 such that λr ∈ x + B . We have
By hypothesis, let
Therefore, x ∈ cone[A z r + B ]. This proves (17).
Since dim(C ∩ V ) = dim(V ) and Z p1 is a countable set, by equation (17) we obtain that there exists z ∈ Z p1 \ {0} such that dim(cone(A z + B )) = dim(V ). Therefore, since dim(cone(A z + B )) ≤ dim( B ) + 1, we conclude dim( B ) = dim( B ) ≥ dim(V ) − 1, as desired.
Final step of the proof of Theorem 1
Recall the set
. We obtain the following corollary to Proposition 2.
) is a rational subspace, then
In the rest of this section, we will present the proof of Theorem 1.
Theorem 1. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set. Let A ∈ Q m×n1 , B ∈ Q m×n2 and b ∈ Q m . Let
) is closed if and only if one of the following holds:
Proof. First, since A and B are rational by Corollary 3, the closedness of conv [
. Therefore, it suffices to show that conditions (1.),(2.), (3.) , and (4.) of Theorem 1 are equivalent to the closedness of conv
and not all the extreme rays of the cone C ∩ V belong to the lattice {Ax | x ∈ Z n }, then by Proposition 5 we obtain that conv
Case 2: Now assume that b ∈ L, dim(C ∩ V ) ≥ 3 and dim( B ) < dim(V ) − 1. Then, by (2.) of Proposition 6, we obtain that not all of the extreme rays of the cone C ∩ V are generated by points of the mixed-integer lattice L = T (Z n1 × R n2 ). Therefore, by Proposition 5 we conclude that conv(
∈ L we consider two subcases.
• Assume 0 / ∈ V . Then by (1.) of Lemma 4 , we obtain that C ∩ V is a strictly convex set. Notice that
• Assume 0 ∈ V . Then since b ∈ [A B] , and A, B, b are rational we conclude that
) is a closed set.
Case 2: If b ∈ L, then C ∩ V is a cone. We consider three subcases.
• Assume b ∈ L and dim(C ∩ V ) ≤ 1. In this case C ∩ V is either a point or a ray, thus conv(
• Assume b ∈ L and dim(C ∩ V ) = 2, dim( B ) ≤ 0 and that all the extreme rays of the cone C ∩ V belong to the lattice {Ax | x ∈ Z n }. Then, by Proposition 5, we obtain that conv
• Assume b ∈ L, dim(C ∩ V ) ≥ 2 and dim( B ) ≥ dim(V ) − 1. Then, by Proposition 6, we obtain that all of the extreme rays of C ∩ V are generated by points of L = T (Z n1 × R n2 ). Therefore, by Proposition 5 we conclude that conv(
Proof of Theorem 2
In this section we prove the following result.
Theorem 2. Let C ⊆ R m be a full-dimensional pointed closed convex cone that is generated by a closed strictly convex set. Assume that C is poly-checkable. Let A ∈ Q m×n1 , B ∈ Q m×n2 , b ∈ Q m and let P C be as defined in (1) . Then there exists an algorithm that runs in polynomial-time with respect to size(P C ) to check whether conv(P C ∩ (Z n1 × R n2 )) is closed or not.
That is, this result states that the closedness of conv(P C ∩ (Z n1 × R n2 )) can be checked in polynomialtime, whenever the cone C is poly-checkable. To prove Theorem 2 we need to verify that all the conditions of Theorem 1 can be checked in polynomial time with respect to the size of the data. The definition of a poly-checkable cone already implies that some statements of these conditions can be verified in polynomial time. Specifically, in the case V := [A B] − b is a linear subspace, we can decide whether dim(C ∩ V ) ≤ 1 or not, and in the case dim(C ∩ V ) ≥ 2 we can compute dim(C ∩ V ) and also we can check condition (3.) of Theorem 1 in polynomial time. In order to check the rest of conditions, we use the fact that the dimension of linear subspaces generated by rational matrices can be computed in polynomial time, and the following well-known result.
} be a mixed-integer lattice, where A ∈ Q m×n1 and B ∈ Q m×n2 . Then the condition b ∈ L can be checked in polynomial-time with respect to the size of A, B, b.
Proof of Theorem 2. First observe that by Lemma 13, we can check if b ∈ L or not in polynomial time with respect to size(P C ). This implies that we can distinguish whether we are in the case defined by condition (1.) of Theorem 1 or not. In particular, condition (1.) of Theorem 1 can be checked in polynomial time.
Now assume that b ∈ L. Then b ∈ [A B] , and so V := [A B] − b is a linear subspace. Thus, we can compute the dimension of B and V in polynomial time (by the Gaussian algorithm [6] ). Since C is poly-checkable, we obtain that deciding whether dim(C ∩ V ) ≤ 1 or not, and in the case dim(C ∩ V ) ≥ 2, computing dim(C ∩ V ) can be done in polynomial time with respect to size(P C ). This implies that we can identify which case among the ones defined by conditions (2.), (3.) or (4.) we need to analyze. Moreover, since we have already computed dim( B ) and dim(V ), we conclude that we can check conditions (2.) and (4.) of Theorem 1 in polynomial time. Finally, in the case given by condition (3.) of Theorem 1, since C is poly-checkable, we conclude that checking this condition can be done in polynomial time with respect to size(P C ).
The Lorentz cone is poly-checkable
Recall that the Lorentz cone
In this section, we prove the following result.
Theorem 3. The Lorentz cone is poly-checkable.
In order to prove Theorem 3, we need to verify that for all A ∈ Q m×n1 , B ∈ Q m×n2 the following conditions are satisfied: In Section 5.1 we present all the required results to prove that the Lorentz cone satisfies Condition (I). Checking that the Lorentz cone satisfies Condition (II) is more involved, and is presented in Section 5.2.
Verifying the validity of Condition (I)
In order to verify Condition (I) we will show that for an arbitrary rational matrix The following lemma can be use to decide whether dim(L m ∩ W ) ≤ 1 or not, for an arbitrary linear subspace W 1 .
Lemma 15. Let W ⊆ R m be a linear subspace. Then
Lets denote
1. The numbers a 1 and a 2 cannot be both zero.
2. The relative boundary of S V is given by the solutions of the following system of two equations:
3. Let (α 1 , α 2 ) and (α 1 , α 2 ) be the solutions of the system of equations (18). Then the two extreme rays of L m ∩ V can be written as
Proof. Observe that
Therefore, by (19), we conclude that a 1 and a 2 cannot be both zero.
2. Since S V = S m ∩ V ⊆ V and by (19), we obtain that
3. By (2.) of Lemma 4 we have L m ∩ V = cone(S V ) and that r is an extreme ray of L m ∩ V if and only if r can be scaled to belong to the relative boundary of S V . Therefore, the extreme rays of L m ∩ V can be found using equation (18) .
Notice that by (1.) of Lemma 16 we have that either a 1 = 0 or a 2 = 0. Thus, we may assume without loss of generality throughout the rest of this section that a 2 = 0.
Lemma 17. Let (α 1 , α 2 ) and (α 1 , α 2 ) be the solutions of the system of equations (18). Then the extreme rays of L m ∩ V can be scaled by a non-zero scalar to belong to L if and only if α 1 , α 1 ∈ Q.
Proof.
(⇒) We use (3.) of Lemma 16 to characterize the extreme rays of L m ∩ V in terms of (α 1 , α 2 ) and (α 1 , α 2 ). First we consider the extreme ray associated to (α 1 , α 2 ). There exists λ > 0 and γ ∈ Q m such that
Since α 1 a 1 + α 2 a 2 = 1, by considering the last constraint in (20) we obtain that λ ∈ Q \ {0}. Thus, we obtain that (α 1 , α 2 ) is the unique solution to a system of linear equations with rational data and thus α 1 , α 2 are rational. Similarly α 1 , α 2 are also rational.
(⇐) Observe first that since (α 1 , α 2 ) and (α 1 , α 2 ) are the solutions to (18), we obtain that α 1 a 1 + α 2 a 2 = 1 and α 1 a 1 + α 2 a 2 = 1.
If α 1 = 0, then α 2 is rational. If α 1 = 0, then α 2 is rational if and only if α 2 is rational, since a 1 and a 2 are rational. Therefore in general α 1 is rational if and only if α 2 is rational. Thus by hypothesis we obtain that (α 1 , α 2 ), (α 1 , α 2 ) ∈ Q 2 . Hence, there exists λ, λ > 0 such that λ(α 1 , α 2 ), λ (α 1 , α 2 ) ∈ Z 2 . Therefore, by (3.) of Lemma 16 we obtain that the extreme rays of L m ∩ V can be scaled to belong to L.
The following proposition verifies the validity of Condition (II) for the Lorentz cone.
Proposition 11. If dim(L m ∩ V ) = 2, then whether the two extreme rays of the cone L m ∩ V can be scaled by a non-zero scalar to belong to L can be checked in polynomial-time.
Proof. Let (α 1 , α 2 ) and (α 1 , α 2 ) be the solutions of the system of equations (18). Since a 2 = 0, we can write α 2 = 1−α1a1 a2
and α 2 = 1−α 1 a1 a2
. Therefore, by Lemma 17, in order to check whether the extreme rays of the cone L m ∩ V can be scaled to belong to L, we only need to verify if the solutions α 1 , α 1 to the quadratic equation
belong to Q. We will show that this can be done in polynomial-time with respect to the data A 1 , A 2 ∈ Q m−1 , a 1 , a 2 ∈ Q. Since the size of the product of all the denominators of the components of the vectors and the scalars appearing in (21) is polynomial with respect to the size of the original data, without loss of generality we obtain the following equivalent equation
where p, q ∈ Z m−1 , r ∈ Z and size(p), size(q) and size(r) are polynomial with respect to the size of the original data. Notice that equation (22) Therefore, α, α ∈ Q if and only if c 2 2 − 4c 1 c 3 is a perfect square. Since the latter can be checked in polynomial-time with respect to the size of c 1 , c 2 , c 3 (see, for example, Section 1.7 of [3] ), we conclude that we can determine if α, α ∈ Q in polynomial-time with respect to size of the original data.
6 Invariance of Closedness of Integer Hulls Under Finite Intersection in the Pure Integer Case
The proof of Theorem 4 relies on a characterization of closedness of integer hulls that we proved in a recent paper [4] (see Section 3.6). We need the following straightforward corollary to Lemma 9 (see also Corollary 2).
Corollary 4. Let K ⊆ R n be a closed convex set such that aff(K) is a rational subspace. Let u ∈ K ∩ Z n . If {u + λd | λ > 0} ⊆ rel.int(K), then {u + λd | λ ≥ 0} ⊆ conv(K ∩ Z n ).
We now prove the main result in this section.
Theorem 4.
Let K i ⊆ R n , i = 1, 2, be closed convex sets. Assume conv(K i ∩ Z n ) is closed, for i = 1, 2. If L = lin.space(K 1 ∩ K 2 ) is generated by integer points, then conv [(K 1 ∩ K 2 ) ∩ Z n ] is closed.
Proof. If (K 1 ∩ K 2 ) ∩ Z n = ∅, then we are done. Assume (K 1 ∩ K 2 ) ∩ Z n = ∅. We may assume that K 1 = conv(K 1 ∩ Z n ) and K 2 = conv(K 2 ∩ Z n ). By Theorem 6 we know that u(K i ) = U i for all u ∈ K i ∩ Z n , i = 1, 2. We have two cases: Case 1: L = {0}, that is, (K 1 ∩ K 2 ) does not contain lines. By Theorem 6, to prove that conv((K 1 ∩ K 2 ) ∩ Z n ) is closed it is sufficient to show that for all u ∈ (K 1 ∩ K 2 ) ∩ Z n we have u(K 1 ∩ K 2 ) = U 1 ∩ U 2 . We first verify u(
Now we verify that u(K 1 ∩K 2 ) ⊇ U 1 ∩U 2 . Let u ∈ (K 1 ∩K 2 )∩Z n and let d ∈ U 1 ∩U 2 . Since K 1 is a closed convex set, there exists a face F 1 of K 1 (F 1 may be K 1 ) such that u ∈ F 1 and {u + λd|λ > 0} ⊆ rel.int(F 1 ). Similarly, let F 2 be the face of K 2 such that u ∈ F 2 and {u + λd|λ > 0} ⊆ rel.int(F 2 ). Let Q = F 1 ∩ F 2 . Observe that {u + λd|λ > 0} ⊆ rel.int(F 1 ) ∩ rel.int(F 2 ), thus we have rel.int(Q) = rel.int(F 1 ) ∩ rel.int(F 2 ). Hence, by a standard result in convex analysis, we obtain that aff(Q) = aff(F 1 )∩aff(F 2 ). Thus, since aff(F 1 ) and aff(F 2 ) are rational affine subspaces, we obtain that aff(Q) is a rational affine subspace. Therefore, by Corollary 4, {u
Since L is generated by integer points, by the Hermite normal form algorithm, there exists an unimodular matrix U such that U L = R p × {0} n−p . Thus, since U Z n = Z n and the invertible linear mapping defined by U preserves closedness, we may assume that L = R p × {0} n−p . For i = 1, 2 let K i ⊆ R n−p be the convex set such that K i ∩ L ⊥ = {0} p × K i . Notice that by Proposition 9 we only need to show that conv((
) is closed. This is equivalent to show that conv(K 1 ∩ K 2 ∩ Z n−p ) is closed. Observe that for i = 1, 2 we have that conv(K i ∩ Z n ) is closed. Hence, by Proposition 9 we obtain that conv((
is closed, i = 1, 2. Equivalently, conv(K i ∩ Z n−p ) is closed, i = 1, 2. Now, notice that the set (K 1 ∩ K 2 ) does not contain lines. Thus, by Case 1 applied to the sets K 1 and K 2 , we obtain that conv(K 1 ∩ K 2 ∩ Z n−p ) is closed, as desired.
As observed in Example 1 in Section 2.4, Theorem 4 is not necessarily true when we replace Z n by an arbitrary mixed-integer lattice L. In order to see what is going wrong in the general case observe that in the proof of Theorem 4 we use the following implication: "If aff(F 1 ) and aff(F 2 ) are rational affine subspaces, then aff(F 1 ) ∩ aff(F 2 ) is also a rational affine subspace". We show next that this implication is not true when we consider affine subspaces that are generated by a general mixed-integer lattice L. Recall the sets K 1 = {(x, y) ∈ R 2 + × R + | y ≥ x 2 − √ 2x 1 } and K 2 = {(x, y) ∈ R 2 + × R + | y ≥ √ 2x 1 − x 2 } from Example 1. Let F 1 = {(x, y) ∈ K 1 | y = x 2 − √ 2x 1 } and let F 2 = {(x, y) ∈ K 2 | y = √ 2x 1 − x 2 }. Then aff(F 1 ) and aff(F 2 ) are affine subspaces that are generated by the mixed-integer lattice Z 2 × R, but the affine subpace aff(F 1 ) ∩ aff(F 2 ) is not generated by Z 2 × R.
