Abstract. Suppose m, n, and k are positive integers, and let ·, · denote standard inner product on the spaces R p , p > 0. We show that if D is an m×n non-negative real matrix, and u and v are non-negative unit vectors in R n and R m , respectively, then
Introduction and main result
Our main result is a new inequality involving non-negative matrices. If m, n ∈ N, the set of positive integers, then R m×n + denotes the set of all m × n non-negative real matrices. We let R n + , essentially R n×1 + , denote the set of all non-negative real vectors of length n. The notation R n and C n will have their usual meanings, and we equip these vector spaces with standard inner product, denoted by ·, · . Thus, if x = (x 1 , x 2 , . . . , x n ) t and y = (y 1 , y 2 , . . . , y n ) t are in R n , then x, y = n i=1 x i y i , while if x and y are in C n , then x, y = n i=1 x iȳi , where A → A t is the transpose map. We let R m×n and C m×n denote, respectively, the set of all m×n real matrices, and the set of all m×n complex matrices. The norm associated with ·, · , the 2-norm, is denoted by · .
In the paper titled "A Hölder Type Inequality for Symmetric Matrices with Non-negative Entries", Blakley and Roy [1] proved the following. We first extend Theorem 1 when is even, obtaining Theorem 2 below. This extension, which is by far the easier, depends upon Lemma 1, which is elementary, and probably well known. A proof is included for the sake of completeness. The extension in case is odd, which we consider to be our main result, and is presented in Theorem 4. In both the even and odd cases we eliminate the assumption that D is symmetric. Moreover, in the odd case we obtain an extension that is considerably stronger than would likely be expected. Necessary and sufficient conditions for equality are presented in both cases, and an application to the conjecture of Sidorenko [4] is given.
If x =(x 1 , x 2 , . . . , x n ) and q =(q 1 , q 2 , . . . , q n ) are non-negative sequences, n j=1 q j = 1, and β > 0, then
1/β , which we denote by M β (x, q), is known as a weighted power mean. According to [2, Theorem 96] , the function t → M t (x, q) is non-decreasing on [1, ∞) . In particular, M β (x, q) ≥ M 1 (x, q) when β > 1, with equality if and only if there exists a number c such that x i = c whenever q i =0. 
Lemma 1. Suppose A ∈ C n×n , and A is both Hermitian and positive semidefinite. If x is a unit vector in
Combining this with (4) we obtain
which is the desired inequality. If x is a unit eigenvector of A, then Ax = γx for some γ ≥ 0; hence,
, so there exists a number c such that λ i = c whenever |y i | 2 = 0. But this is equivalent to the statement that y is an eigenvector of Λ, which is in turn equivalent to the statement that x is an eigenvector of A. The condition for equality is therefore correct as stated.
We make frequent use of the Cauchy-Schwartz inequality, particularly its associated necessary and sufficient condition for equality. If V is a complex vector space with inner product ·, · , then for all x, y ∈ V we have | x, y | 2 ≤ x, x y, y , with equality if and only if there exists a number c such that y = cx or x = cy. If equality results, and x = 0, then there exists c such that y = cx, and if y = 0, Theorem 2. Suppose m, n ∈ N, and A ∈ C m×n . If u ∈ C n , v ∈ C m , and u = v = 1, then
with equality if and only if Au = 0, or there exists a non-zero ζ ∈ C such that Au = ζv and A * v =ζu.
Proof. Assuming that α > 1, and that u ∈ C n and v ∈ C m are a unit, we apply Lemma 1 to the positive semidefinite Hermitian matrix A * A to obtain
where the second inequality in (7) is an instance of Cauchy-Schwartz. The inequality (6) is therefore true. In order for (6) to reduce to equality, both of the inequalities in (7) must be equalities. By Lemma 1 the first inequality reduces to equality if and only if there exists γ ∈ R such that A * Au = γu. The second inequality reduces to equality if and only if there exists ζ ∈ C such that Au = ζv.
so γ = |ζ| 2 and γ/ζ =ζ. Therefore, Au = ζv and A * v =ζu. If Au = 0, then both sides of (6) reduce to zero, while if Au = ζv and A * v =ζu for some ζ ∈ C, then both sides of (6) reduce to |ζ| 2α . The stated conditions are therefore both necessary and sufficient for equality.
Note that if u and v are non-zero vectors in C n and C m , respectively, then we may apply Theorem 2 to the vectors u −1 u and v −1 v to obtain the inequality
where inequality results if and only if Au = 0 or if there exists ζ ∈ C such that Au = (ζρ)v and A * v = (ζρ −1 )u, where ρ = u / v . It is this inequality and the corresponding inequality that follows from Theorem 4 that we will apply to the conjecture of Sidorenko.
By specializing Theorem 2 to the real case we obtain the following extension of Theorem 1.
with equality if and only if Du = 0, or there exists ζ ∈ R such that Du = ζv and
Note that Theorem 3 improves upon Blakley and Roy in several ways. Not only do we remove the assumption that D is symmetric and that u is non-negative, but there is the additional unit vector v, and the exponent α which need not in this case be a positive integer. One could say that the inequality of Blakley and Roy is more or less expected in the case when is even. It is the case when is odd that is surprising and significant.
THOMAS H. PATE
The natural analogue to Theorem 4 when is even would be the inequality
+ are a unit, and k ∈ N. Unfortunately, this inequality is false, as can be demonstrated with a simple example. Let
Then, u and v are non-negative unit vectors in R 2 , and D ∈ R 2×2 + . Moreover, it is easy to see that
The inequality (10) therefore fails for all k ∈ N.
Theorem 4.
If m, n, and k are in N, and D is a member of R m×n with nonnegative entries, then Given q ∈ N, we let 1 q denote the vector of length q, each of whose entries is 1. Setting u = 1 n and v = 1 m in (14) and then in (8), we obtain the twin inequalities
where in both cases we assume that D ∈ R m×n + . According to Theorem 4 the condition for equality in the first of these inequalities is that (
which is the same as (DD t ) k+1 , must also be zero. But DD t is positive semidefinite and symmetric, so (DD t ) k+1 = 0 implies that DD t = 0, which implies that D = 0. Therefore the necessary and sufficient condition for equality in either of the inequalities in (16) is that D = 0, or there exists α > 0 such that D1 n = α n/m 1 m , and D t 1 m = α m/n 1 n . Letting S(A) denote the sum of the entries of matrix A, we may restate (15) and its condition for equality as follows.
Theorem 5. Suppose m, n, and k are positive integers. If
D ∈ R m×n + , then (16) m k n k S (DD t ) k D ≥ S(D) 2k+1 and m k n k−1 S (D t D) k ≥ S(D) 2k ,
with equality in either inequality if and only if each row sum of D is S(D)/m, and each column sum of D is S(D)/n.
Of course, it follows from Theorem 5 that if D is a non-negative n×n matrix whose entries sum to n, then equality results in (16) 
with equality in either inequality if and only if D is doubly stochastic.
The conjecture of Sidorenko
We now show how Theorem 4 applies to Sidorenko's Conjecture 1 [4] . Suppose h(x, y) is bounded, non-negative, and measurable on [0, 1]
2 with respect to Lebesgue measure which we denote by μ, and let G be a bipartite graph with edge set E whose first part has p vertices, and whose second part has q vertices. Sidorenko's Conjecture 1 asserts that 
which, as we shall demonstrate, is a consequence of Theorem 4, our main result.
Theorem 1 implies the more general inequality (18) whenever h is symmetric on [0, 1] 2 and G is a path. We will show that (18) is true if G is a path even when h is not symmetric. The inequality (19) of the above example is then a consequence of our results. Additional notation is required. If p ∈ N, then I p denotes {1, 2, . . . , p}, and if T is a set, then I(T , p) denotes the set of all functions from T to I p . Let G be a bipartite graph with first part A of cardinality r, second part B of cardinality s, and edge set E, where (i, j) ∈ E not only means that there is an edge from vertex i to vertex j, but that i ∈ A and j ∈ B. Suppose m, n ∈ N, and let h be a function from I m ×I n to [0, ∞); that is, h ∈ R m×n + . An implication of Sidorenko's conjecture is that where K m,n (G) is a coefficient that depends upon m, n, the graph G, and the manner in which Sidoreko's conjecture is converted to a discrete statement. In the cases that we consider, namely that G is a path and h not necessarily symmetric, the value of K m,n (G) will be apparent. The direct application of Theorem 4 involves the assumption that |E| is odd, so we set |E| = 2k +1. The case |E| even is considered separately. By a path we mean what is sometimes called a simple path, so each vertex is visited exactly once with first vertex in A, and, since |E| is odd, last vertex in B. This implies that A and B both have exactly k +1 elements. We index our vertices with the integers 1, 2, . . . , 2k+2, letting A = {1, 3, 5, . . . , 2k+1} and B = {2, 4, . . . , 2k+2}. The graph G consists of the ordered pair (1, 2) and all ordered pairs of the form (i, i ± 1) where i ∈ {3, 5, . . . , 2k+1}. A discretization of Conjecture 1 of [4] appropriate to this case is 
If we substitute h t for h in alternate positions in (22) we obtain
The left side of (20), minus the factor K m,n (G) which is currently m k n k , is therefore equal to
which is easily recognized to be the sum of the entries of the matrix h(
Thus, if we define 1 j as above for each j and make the substitution h = D, then (20) transforms into
which, since 1 q , 1 q = q for all q ∈ N, is an instance of the first part of (15), and therefore a consequence of Theorem 4. The discrete version of the conjecture of Sidorenko is therefore true when G is a path of odd length.
If |E| = 2k, that is, |E| even, then we will apply the second part of (15). In this case we let A = {1, 3, . . . , 2k +1} as before, and B = {2, 4, . . . , 2k}. The edge set E is {(2i ± 1, 2i) : i ∈ I k }, so there are 2k+1 vertices indexed by the members of I 2k+1 , and an analysis similar to that presented in the odd case indicates that
which may be rewritten as
Mindful of (27), we see that the left side of (20), if we omit the factor
which is easily seen to be the sum of the entries of (hh
which is also an instance of (15) with the roles of m and n reversed. 
Proof of Theorem 4
We begin with some notation and a technical lemma that will simplify the proof. By Ω m,n we shall mean the set of all triples (D, u, v) 
The problem is to show that F m,n (D, u, v) ≥ 0 for all (D, u, v) ∈ Ω m,n , and to verify that the stated conditions are necessary and sufficient for equality.
Lemma 2. If m, n, and k are in N, and φ
n×n , and P 2 ∈ R m×m are permutation matrices, then F m,n (P 2 DP
Proof. It is obvious that φ is a bijection between Ω m,n and Ω n,m . Since (DD t ) t = DD t we have 
so the second part of Lemma 2 is also true. Letting γ = γ 1 = γ 2 as above, we have
D has non-negative entries, we know that we may assume that x has non-negative entries. If γ 2 = α 2 , then, because D t D is symmetric, the eigenvectors u and x must be orthogonal with respect to ·, · . But, x is non-negative and non-zero, and u is strictly positive, so this is impossible. Therefore, γ 2 = α 2 , and γ = α. any β. Thus Span{D t v, u} must have dimension 2, and the following instance of the Cauchy-Schwartz inequality must in fact be strict inequality; that is, we have
Therefore,
where we have obtained the third relation in (36) by applying Lemma 1 to
As a special case of Theorem 4, suppose u ∈ R We begin by showing that (m, n) ∈ Z if either m or n is 1. Due to (37), it is sufficient to consider the case n =1. When n =1, D has a single non-negative nonzero column which we denote by x. Since u ∈ R 1 + , and u, u = 1, we must have
By the Cauchy-Schwartz inequality,
2k ≥ 0. Since x and v are non-negative, x, v is also non-negative; therefore,
This proves that the inequality (13) is true when n = 1. It is clear from (38) 
This proves that equality can occur in (38) only if Du = αv and
Since it is obvious that equality happens under either of these two conditions, Theorem 4 is true when n = 1. At this point we know that Z contains all pairs (m, n), where m =1 or n =1.
We now assume that (p, q) ∈ Z if p < m or if p = m and q ≤ n−1, and we show that (m, n) ∈ Z. An important point is that for the pair (m, n) under consideration it is true that both (m − 1, n) and (m, n − 1) are in Z. For each p ∈ N let S p denote the unit sphere in R n ; that is, S p is the set of all x ∈ R p such that into W m,n,+ , the set of all pairs (x, y) ∈ W m,n such that both x and y have strictly positive entries, and W m,n,0 , which is the set of all (x, y) ∈ W m,n such that at least one of x and y has a zero entry. When there is no danger of confusion we will write W + instead of W m,n,+ , and W 0 instead of W m,n,0 . Suppose (u, v) ∈ W m,n,0 . This means that at least one of u and v has a zero entry. We choose permutation matrices P 1 ∈ R n×n and P 2 ∈ R m×m such that the zero entries of u are grouped together at the bottom of P 1 u, and the zero entries of v are grouped together at the bottom of P 2 v. Due to Lemma 2 we know that
, so we replace D with P 2 DP t 1 , u with P 1 u, v with P 2 v, and rename our variables D, u, and v. At this point we know that either the last entry of u or the last entry of v is zero. We will assume that the last entry of u is 0. If instead each entry of u is positive, then the last entry of v is zero. In this case we apply Lemma 2, obtaining that 
where the equality follows via a consideration of block multiplication of partitioned matrices. Combining (39) with (40), we obtain that
The inequality (13) 
But (48) and (49) hold for all z 1 ∈ R n and z 2 ∈ R m , respectively. Hence, the vector equations
must also hold for some λ if (u, v) ∈ W + is critical. Let C denote the set of all (x, y) ∈ W + such that (50) and (51) are satisfied when u = x and v = y. Since F (x, y) ≥ 0 for all (x, y) ∈ W 0 , if there exists (x, y) ∈ W m,n such that F (x, y) < 0, then there must exist (x, y) ∈ C such that F (x, y) < 0. We will show that F (x, y) ≥ 0 for all (x, y) ∈ C. We will first consider the case λ = 0, but first we need some definitions.
and that its spectral radius α 2 , where α > 0, is a positive eigenvalue of D t D having an associated non-negative unit eigenvector which we denote by η 1 . Thus, η 1 = 1 and
and F (η 1 , η 2 ) = 0. Setting λ = 0 in (50) and (51) 
Computing the second derivative of ω with respect to z we obtain Due to (65) we know that Dx(t), y(t) = α−t 2 K 0 ≥ 0; thus, K 0 > 0 implies that α − t 2 K 0 > 0 for all t ∈ [0,t ). This implies that α − zK 0 > 0 for all z ∈ [0,t 2 ), which in turn implies that ω (z) < 0 for all z ∈ (0,t 2 ). At this point we know that ω(0) = 0, ω(t 2 ) ≥ 0, and ω is strictly concave down on (0,t 2 ). This implies ( [2, 75] ) that ω(z) > 0 for all z ∈ (0,t 2 ). In particular, we must have 0 < ω(t 2 0 ) = ζ(t 0 ) = F m,n (D, u, v) . This completes the proof.
