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This paper deals with initial value problems for the sine–Gordon equation by using the
modified homotopy perturbationmethod. The advantage of thismethod that is its ability to
provide the analytical or approximate solutions to linear and nonlinear equations makes it
reliable for solving the sine–Gordon equation. The numerical results are presented to show
the efficiency of this method.
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1. Introduction
The sine–Gordon equation which first appeared in the study of the differential geometry of surfaces with Gaussian
curvature K = −1 has wide applications in the propagation of fluxons in Josephson junctions [1–4] between two
superconductors, the motion of a rigid pendulum attached to a stretched wire [4], solid state physics, nonlinear optics,
stability of fluid motions, dislocations in crystals [4] and other scientific fields. Due to its wide applications and important
mathematical properties, a great deal of effort has been devoted to studying the different solutions and physical phenomena
related to this equation [5–18]. Reviewing these improvements, such as the parametric finite-difference method [5],
modified decompositionmethod [6,7], discrete singular convolution algorithm [8], predictor–corrector scheme [9], variable
separated ODE method [10], tanh method [11], mapping method [12], Jacobi elliptic function expansion method [13] and
inverse spectral transform [14], are presented for handling the sine–Gordon equation. A feature common to all these
methods is that by using the linearization, discretization or transformations, this equation is transformed to a simpler
equation, then solutions of different types are followed. The sine–Gordon equation will be investigated elegantly by a new
approach, unlike the classical schemes, in this paper.
In 1998, J.H. He proposed the homotopy perturbationmethod (for short, HPM) for addressing nonlinear problems [19,20].
This method has been the subject of extensive studies, and applied to different linear and nonlinear problems [21–28].
The advantage of this method is solving nonlinear equations without invoking unrealistic assumptions, discretization
or linearization. On the basis of the homotopy perturbation method, we introduce a small parameter and Taylor series
expansion tomodify this method.We call the new scheme themodified homotopy perturbationmethod (for short, MHPM).
This new method provides a new analytical approach for solving the initial value problem for the sine–Gordon equation
given by
utt − uxx + sin(u) = 0, (1)
subject to the initial conditions
u(x, t0) = g1(x), ut(x, t0) = g2(x), (2)
where the subscripts denote the differentiation of u with respect to x and t . We can see easily that the main feature of
the MHPM is its ability to obtain and flexibility in deriving the analytical or approximate solution to the sine–Gordon
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equation without linearization, discretization or the calculation of Adomian polynomials, which is involved in the Adomian
decompositionmethod. The numerical results are presented to show the effectiveness of theMHPM. This provides sufficient
evidence for concluding that the MHPM is reliable and useful for solving the sine–Gordon equation.
The rest of this paper is arranged as follows. A modified homotopy perturbation method is proposed in Section 2. The
efficiency of this newmethod is verified by the numerical results for two initial value problems for the sine–Gordon equation
in Section 3. Finally, we give the conclusion in Section 4.
2. Modified homotopy perturbation method
The homotopy perturbation method proposed for solving the nonlinear differential equation is based upon a small
parameter and the homotopy [19,20]. On substituting the assumed approximate solution into the homotopy, and solving
corresponding equations, the approximate solution follows. However, for the sine–Gordon equation, it is inevitable that we
have to solve equations that involve sin(u). This makes it very complicated to solve the sine–Gordon equation. To avoid
this disadvantage, we consider another approach for dealing with this equation. On the basis of the homotopy perturbation
method [19,20,29], we introduce a variable parameter p ∈ [0, 1] in the sine–Gordon equation (1), that is
utt − puxx + sin(pu) = 0, (3)
subject to the initial conditions
u(x, t0) = g1(x), ut(x, t0) = g2(x). (4)
It is easy to see that when p = 0, the above equation corresponds to a linear equation, while when p = 1, it is just the
original nonlinear one.
The embedding parameter p is introduced naturally, and unaffected by artificial factors. Furthermore, it can be considered
as a small parameter because p ∈ [0, 1]. By applying the perturbation technique used in [19,20,29–31], we assume that the
solution to Eq. (3) can be expressed in terms of p as follows:
u =
∞∑
n=0
pnun = u0 + pu1 + p2u2 + p3u3 + · · · . (5)
Setting p = 1 results in the approximate solution of Eq. (1)
u∗ = lim
p→1 u =
∞∑
n=0
un = u0 + u1 + u2 + u3 + · · · . (6)
To obtain the approximate solution of Eq. (3), we consider the Taylor series expansion of sin(u) in the following form:
sin(u) = u− u
3
3! +
u5
5! + · · · + (−1)
n−1 u
2n−1
(2n− 1)! + · · · . (7)
Substituting (5) and (7) into Eq. (3), and equating the terms in the same power of p, we have
p0 : u0tt = 0, u0(x, t0) = g1(x), u0t(x, t0) = g2(x)
p1 : u1tt − u0xx + u0 = 0, u1(x, t0) = 0, u1t(x, t0) = 0
p2 : u2tt − u1xx + u1 = 0, u2(x, t0) = 0, u2t(x, t0) = 0
p3 : u3tt − u2xx + u2 − u
3
0
3! = 0, u3(x, t0) = 0, u3t(x, t0) = 0· · · · · · .
Solving these equations by simple integration, it follows that u0, u1, u2, u3 and so on. Thus, we can obtain the nth-order
approximation
uapprox = u0 + u1 + u2 + u3 · · · + un. (8)
Obviously, it is easy to calculate more components to improve the accuracy of the approximate solution.
3. Numerical results
In this section, we consider two initial value problems associated with the sine–Gordon equation by using the modified
homotopy perturbation method. The numerical results verify the efficiency of this method. All computations are performed
in Mathematica software.
We first consider the sine–Gordon equation suggested by Ablowitz et al. in [15], i.e.
utt − uxx + sin(u) = 0, (9)
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subject to the initial conditions
u(x, 0) = 0, ut(x, 0) = 4 sech(x). (10)
We remark that the analytical solution to (9) is given by uanal = tanh−1 [sech(x)t] which represents a breather–kink and
antikink transition associated with a double point in the nonlinear spectrum of the sine–Gordon equation [6,8,15].
According to the modified homotopy perturbation method, we suppose that the solution to (9) can be represented in
powers of p as (5). Then by equating the terms for identical powers of p, and the Taylor series expansion of sin(u), we get
p0: u0tt = 0, u0(x, 0) = 0, u0t(x, 0) = 4 sech(x)
p1: u1tt − u0xx + u0 = 0, u1(x, 0) = 0, u1t(x, 0) = 0
p2: u2tt − u1xx + u1 = 0, u2(x, 0) = 0, u2t(x, 0) = 0
p3: u3tt − u2xx + u2 − u
3
0
3! = 0, u3(x, 0) = 0, u3t(x, 0) = 0· · · · · ·
By solving the above equations, it results in the following approximations:
u0 = 4t sech(x),
u1 = −4t
3
3
sech3(x),
u2 = 4t
5
15
(2− cosh(x)) sech5(x),
u3 = 8t
5
15
sech3(x)− t
7
315
(96− 80 cosh(2x)+ 4 cosh(4x)).
In the same manner, more components can be calculated.
Then this approach leads to the third-order approximation
uapprox = 4t sech(x)− 4t
3
3
sech3(x)+ 4t
5
15
(2− cosh(x)) sech5(x)
+ 8t
5
15
sech3(x)− t
7
315
(96− 80 cosh(2x)+ 4 cosh(4x)). (11)
To demonstrate the performance of the modified homotopy perturbation method, we present the absolute error of the
third-order approximate solution (11) compared with that for the approximate solution consisting of four terms of the
decomposition series obtained by the Adomian decomposition method (for short, ADM) in [6]. From Table 1, it is obvious
that the modified homotopy perturbation method leads to remarkable accuracy of the approximate solution. It is important
to note that we use only four terms, that is u0, u1, u2 and u3, to approximate the analytical solution; if we consider more
components, the accuracy of the solution obtained will be improved greatly. Moreover, since it does not involve the
complicated calculation of the Adomian polynomials and the integral associated with sin(u), which is inevitable in the
homotopy perturbation method, we can conclude that this method is more powerful for solving the sine–Gordon equation.
Also, we depict the numerical results for the approximate solutions obtained with MHPM and ADM in comparison with the
analytical solution uanal = tanh−1 [sech(x)t] in Fig. 1. In particular, we plot the results for the analytical solution and the
approximate solutions obtained with MHPM and ADM with t = 0.5 in Fig. 2.
Next we consider the numerical solution of the initial value problem that has been investigated by Ablowitz et al. [15],
Wei [8] and Kaya [6], that is the sine–Gordon equation (1) subject to the initial conditions
u(x, 0) = pi +  cos(µx), ut(x, 0) = 0, (12)
with µ =
√
2
2 , where  is a constant.
Like for the previous problem, by the modified homotopy perturbation method, it follows that
p0 : u0tt = 0, u0(x, 0) = pi +  cos(µx), u0t(x, 0) = 0 (13)
p1 : u1tt − u0xx + u0 = 0, u1(x, 0) = 0, u1t(x, 0) = 0 (14)
p2 : u2tt − u1xx + u1 = 0, u2(x, 0) = 0, u2t(x, 0) = 0 (15)
p3 : u3tt − u2xx + u2 − u
3
0
3! = 0, u3(x, 0) = 0, u3t(x, 0) = 0 (16)· · · · · · .
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Fig. 1. The numerical results for (a) the approximate solution given byMHPM; (b) the approximate solution obtainedwith ADM; (c) the analytical solution
of (9) with−50 ≤ x ≤ 50 and 0 ≤ t ≤ 1.
Fig. 2. The results for (a) the approximate solution given by MHPM; (b) the approximate solution obtained with ADM; (c) the analytical solution of (9)
with−50 ≤ x ≤ 50 and t = 0.5.
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Table 1
The absolute error for the approximate solutions obtained with MHPM and ADM.
t x = 2.5 x = 5
MHPM ADM MHPM ADM
0.02 9.25104E−8 9.25104E−8 5.22002E−11 5.22002E−11
0.04 7.40084E−7 7.40084E−7 4.17602E−10 4.17602E−10
0.06 2.49778E−6 2.49778E−6 1.40941E−9 1.40941E−9
0.08 5.92068E−6 5.92068E−6 3.34082E−9 3.34082E−9
0.1 1.15638E−5 1.15638E−5 6.52506E−9 6.52506E−9
0.3 3.12304E−4 3.12304E−4 1.76230E−7 1.76230E−7
x = 7.5 x = 10
MHPM ADM MHPM ADM
0.02 2.88750E−14 2.88750E−14 1.59700E−17 1.59700E−17
0.04 2.31000E−13 2.31000E−13 1.27763E−16 1.27763E−16
0.06 7.79626E−13 7.79626E−13 4.31201E−16 4.31201E−16
0.08 1.84800E−12 1.84800E−12 1.02210E−15 1.02210E−15
0.1 3.60939E−12 3.60939E−12 1.99629E−15 1.99629E−15
0.3 9.74833E−11 9.74833E−11 5.39165E−14 5.39165E−14
Fig. 3. The results for  = 0.05: (a) MHPM, (b) MDM.
Solving these equations results in the following results:
u0 = pi +  cos(µx),
u1 = − t
2
2
(pi +  cos(µx)+ µ2 cos(µx)),
u2 = t
4
24
(pi + (1+ µ2)2 cos(µx)),
u3 = t
2
12
(pi +  cos(µx))3 − t
6
720
(pi + (1+ µ2)3 cos(µx)).
The rest of the components can be derived similarly.
Therefore, we have the third-order approximate solution as follows:
uapprox = pi +  cos(µx)− t
2
2
(pi +  cos(µx)+ µ2 cos(µx)− 6(pi +  cos(µx))3)+ t
4
24
(pi + (1+ µ2)2 cos(µx))
− t
6
720
(pi + (1+ µ2)3 cos(µx)). (17)
To verify the reliability of the modified homotopy perturbation method, we investigate waveforms for different values of .
For simplicity, we consider only two cases:  = 0.05 and  = 0.1, that have previously been solved by Ablowitz et al. [15].
The numerical results for the MHPM compared with the modified Adomian decomposition method (for short, MDM) are
presented in Figs. 3 and 4. These results show that theMHPMprovides a newanalytical approach for solving the sine–Gordon
equation. It is worth noting that this method provides the results without linearization, discretization, the integral related
to sin(u) or the computation of the Adomian polynomials. In addition, the accuracy of the approximate solution can be
improved greatly by considering more items in Eq. (13).
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Fig. 4. The results for  = 0.1: (a) MHPM, (b) MDM.
4. Conclusion
Initial value problems for the sine–Gordon equation have been investigated by means of the modified homotopy
perturbation method in this paper. The main feature of this method is providing the numerical solutions or analytical
solutions to linear and nonlinear equations without linearization, discretization or the calculation of the complicated
Adomian polynomials. This feature overcomes the disadvantages of the Adomian decomposition method, and makes this
method more suitable for solving the different nonlinear equations. The numerical results presented verify the efficiency
of this method. To some extent, we can conclude that this method is powerful and meaningful for solving the sine–Gordon
equation. We hope that this approach to the sine–Gordon equation will be helpful for solving other nonlinear equations.
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