Recently, the field of automatic recognition of users' affective states has gained a great deal of attention. Automatic, implicit recognition of affective states has many applications, ranging from personalized content recommendation to automatic tutoring systems. In this work, we present some promising results of our research in classification of emotions induced by watching music videos. We show robust correlations between users' self-assessments of arousal and valence and the frequency powers of their EEG activity. We present methods for single trial classification using both EEG and peripheral physiological signals. For EEG, an average (maximum) classification rate of 55.7% (67.0%) for arousal and 58.8% (76.0%) for valence was obtained. For peripheral physiological signals, the results were 58.9% (85.5%) for arousal and 54.2% (78.5%) for valence.
Introduction
Given the enormous amounts of untagged video data available on the web nowadays, the need for automatic categorization and tagging of video content to enable efficient indexing and retrieval is evident. Up to this date, the most widespread method for tagging video data is through manual explicit annotation. This is a slow and cumbersome procedure and cannot keep up with the growing amount of created data. An alternative for this method is to automate the tagging procedure. Recently, considerable progress has been made towards automatic content-based tagging with acceptable accuracy under restrictive conditions and for specific domains. However, research in this area has shown that it is not feasible to fully automate the process for general video tagging in the foreseeable future due to the existence of the semantic gap.
Emotional tags associated with the video content can play a significant role for indexing and retrieval purposes. For instance, they can be used in efficient retrieval of video content that is in consonance with the affective mood and state of the users. Therefore, extracting emotional tags implicitly by studying the affective states of the users and assigning these as metadata to video content allows the personalization of the content delivery. One approach to analysis and recognition of emotions is to directly assess the activity of the central nervous system, specifically brain electrical activity, and study the changes in this activity as the user experiences different emotional states. Several works exist that are related to emotion recognition from electroencephalogram (EEG) [7, 14, 10, 2] . Furthermore, there are a number of experiments pointing to the fact that physiological activity is not an independent variable in autonomous nervous system patterns but reflects experienced emotional states with consistent correlates [1, 17] .
To the best of our knowledge, this is the first work using music videos as stimulus material. The possibility of contradictory information received from visual and auditory modalities makes this particularly challenging.
There has been a large number of published works in the domain of emotion recognition from physiological signals [11, 2, 18] . Amongst these studies, few of them studied EEG signals and achieved notable results using video stimuli. Lisetti and Nosaz used peripheral physiological response to recognize emotion in response to movie scenes [11] . The movie scenes elicited six emotions, namely sadness, amusement, fear, anger, frustration and surprise. They achieved a high recognition rate of 84% for the recognition of these six emotions. However the classification was based on the analysis of the signals in response to pre-selected segments in the shown video known to be related to highly emotional events.
Kierkels et al.
[5] proposed a method for personalized affective tagging of multimedia using physiological signals. Valence and arousal levels of participants' emotion when watching videos were computed from physiological responses using linear regression. Quantized arousal and valence levels for a video clip were then mapped to emotion labels. This mapping gave the possibility to retrieve video clips based on keyword queries. So far this novel method achieved low precision.
Yazdani et al. [19] proposed a brain computer interface (BCI) based on P300 evoked potentials to emotionally tag videos with one of the six basic emotions proposed by Ekman [4] . Their system was trained with eight subjects and then tested on four other subjects. They achieved a high accuracy on selecting tags. However, in their proposed system, a BCI only replaces the interface for explicit expression of emotional tags. The method does not implicitly tag a multimedia item using the subject's behavioural and psycho-physiological responses.
In this paper, the EEG and biological signals are acquired from six subjects as they watch different music videos and methods for automatic recognition of the user's affective states are presented. The rest of the paper is organized as follows. Section 2 introduces the methodology used in this study including test material selection, data acquisition and data processing. Experimental results are presented and discussed in Section 3 and Section 4 concludes the paper.
