In this paper, a new linear programming formulation of a 1-norm twin support vector regression is proposed whose solution is obtained by solving a pair of dual exterior penalty problems as unconstrained minimization problems using Newton method. The idea of our formulation is to reformulate TSVR as a strongly convex problem by incorporated regularization technique and then derive a new 1-norm linear programming formulation for TSVR to improve robustness and sparsity. Our approach has the advantage that a pair of matrix equation of order equals to the number of input examples is solved at each iteration of the algorithm. The algorithm converges from any starting point and can be easily implemented in MATLAB without using any optimization packages. The efficiency of the proposed method is demonstrated by experimental results on a number of interesting synthetic and real-world datasets.
Introduction
Support Vector Machine (SVM) introduced by Vapnik and coworkers [11, 45, 46] is an excellent kernelbased machine learning tool for binary classification and regression. It has been successfully applied to many important class of problems like face detection [32] , text categorization [23] , gene selection [20] , brain-computer interface [14] , image segmentation [8] and time series analysis [29, 30] . Since it exhibits better performance in a wide variety of real-world applications in comparison to other popular machine learning methods like artificial neural networks (ANNs), it becomes a powerful paradigm for classification and regression.
Recently, variants of SVM wherein two non-parallel planes are constructed become popular in the literature [22, 28, 33] . The generalized eigenvalue proximal SVM (GEPSVM) proposed by Mangasarian and Wild [28] seeks two non-parallel planes in which each one of them will be closest to its own class of data but at the same time as far away as possible from the other class of data. They are found to be the eigenvectors corresponding to the smallest eigenvalues of two related generalized eigenvalue problems. In the sprit of GEPSVM, Jayadeva et al. [22] proposed twin SVM (TWSVM) for binary classification wherein two non-parallel planes are constructed by solving a pair of quadratic programming problems (QPPs) of smaller size than a single large one as in SVM. Experimental results show the effectiveness of TWSVM over SVM and GEPSVM [22] . TWSVM takes O GEPSVM takes O 1 4 n 3 . Here, m is the number of training examples; n is the dimensionality and m >> n [22, 24] . It is obvious that GEPSVM is far faster than TWSVM. Some scholars proposed variants of TWSVM to reduce the time complexity and keep the effectiveness of TWSVM, see [1-4, 9, 10, 18, 24, 34, 37-43, 47-49] .
Inspired by the study of TWSVM, Peng [33] proposed a non-parallel plane regressor called twin support vector regression (TSVR) in which a pair of nonparallel functions corresponding to the −insensitive downand up-bounds of the unknown regressor are constructed. In fact, they are obtained by solving a pair of dual QPPs of smaller size than a single large one as in the standard support vector regression (SVR). Experimental results show the generalization performance of TSVR over SVR. It is well known that one significant advantage of SVR is the implementation of the structural risk minimization principle. However, only empirical risk is considered in the primal problems of TSVR due to its complex structure and thus may incur overfitting and suboptimal in some cases. The formulation of TSVR is sensitive to outliers because of the well known outlier-sensitiveness disadvantage of the squared loss function [44] . Furthermore, the solution of TSVR is not capable of generating very sparse solution.
To overcome the shortcomings described above and motivation from the work of Mangasarian [26] , recently Tanveer [40] [41] [42] proposed novel robust and sparse linear programming twin support vector machines for classification problems. The significant advantage of this formulation is the implementation of structural risk minimization principle and the solution of two modified unconstrained minimization problems reduces to solving just two systems of linear equations as opposed to solving two quadratic programming problems in TWSVM, TBSVM and TSVR, which leads to extremely simple and fast algorithm. In the spirit of Tanveer [40] [41] [42] , we propose in this paper a new linear programming formulation of 1-norm TSVR to improve robustness and sparsity, whose solution is obtained, by solving a pair of exterior penalty problems in dual as unconstrained optimization problems using Newton-Armijo algorithm. In order to avoid the use of LP packages, illuminated by the exterior penalty (EP) theory [15, 17, 26] , we first reformulate the linear programming (LP) problem in the dual space and then construct a completely unconstrained quadratic convex optimization problem. The dual LP formulation can be easily solved using a generalized Newton method. Since the objective functions are not twice differentiable, both the generalized Hessian [16] and smoothing approaches [25] are considered. To demonstrate the effectiveness of the proposed method, we performed numerical experiments on a number of interesting synthetic and real-world datasets and compared their results with other SVRs.
In this work, all vectors are taken as column vectors. The inner product of two vectors x, y in the n−dimensional real space R n , will be denoted by: x t y, where x t is the transpose of x. Whenever x is orthogonal to y, we write x ⊥ y. For x = (x 1 , x 2 , ..., x n ) t ∈ R n , the plus function x + is defined as: (x + ) i = max{0, x i }, where i = 1, 2, ..., n. Further we define the step function x * as: (x * ) i = 1 for x i > 0, (x * ) i = 0 for x i < 0 and (x * ) i = 0.5 when x i = 0. The 2-norm of a vector x and a matrix Q will be denoted by x and Q respectively. For simplicity, we drop the 2 from x 2 . Also we denote the diagonal matrix of order n whose diagonal elements become the components of the vector x ∈ R n by dia (x). The identity matrix of appropriate size is denoted by I and the column vector of ones of dimension m by e. If f is a real valued function of the variable x = (x 1 , x 2 , ..., x n ) t ∈ R n then the gradient of f is denoted by ∇ f = (∂ f /∂x 1 , ..., ∂ f /∂x n ) t and the Hessian matrix of f is denoted by
..,n . The paper is organized as follows. Section 2 dwells briefly SVR and TSVR. In Section 3, the proposed LPTSVR problem is formulated and its solution is obtained by considering a pair of exterior penalty problems in dual as unconstrained optimization problems solved by Newton-Armijo algorithm. Numerical experiments are performed and their results are compared with other SVRs in Section 4. Finally we conclude our work in Section 5.
Background
In this section, we briefly outline the standard SVR and twin SVR formulations. For a more detailed description, the interested reader is referred to [12, 33, 46] .
Let a training set of examples {(x i , y i )} i=1,2,...,m be given where for each input x i ∈ R n , its corresponding observed value be y i ∈ R. Suppose we represent the m input examples in the n−dimensional space R n by a matrix A ∈ R m×n whose i th row is taken to be x t i and the vector of observed values by y = (y 1 , ..., y m ) t .
Support vector regression formulation
The goal of the standard ε-insensitive error loss SVR problem is in determining the regression estimation function f : R n → R of the form:
where the nonlinear mapping ϕ(.) takes the input examples into a higher dimensional feature space in which the unknown coefficients are estimated by solving the minimization problem given by [12, 46] :
Here ξ 1 , ξ 2 ∈ R m are vectors of slack variables; C > 0, ε > 0 are input parameters and the matrix ϕ(
. By introducing Lagrange multipliers u 1 = (u 11 , ..., u 1m ) t , u 2 = (u 21 , ..., u 2m ) t ∈ R m and using the KKT optimality conditions, the nonlinear estimation function f (.), defined as above, can be explicitly obtained to be of the form [12, 46] :
where k(., .) is a kernel function in which k(x i , x j ) =ϕ(x i ) t ϕ(x j ) holds.
Twin support vector regression (TSVR)
TSVR, introduced by Peng [33] , aims at determining two non-parallel functions corresponding to the ε 1 -insensitive down-and ε 2 -insensitive up-regressors by solving a pair of QPPs of smaller size than solving a single large one as in the classical SVR with the advantage that it is fast and shows good generalization performance.
The linear TSVR algorithm finds the down-and up-bound estimation functions, defined by: for any x ∈ R n ,
respectively, such that the unknowns w 1 , w 2 ∈ R n and b 1 , b 2 ∈ R become the solutions of the following pair of QPPs [33] :
and min (w 2 ,b 2 ,ξ 2 )∈R n+1+m
where C 1 , C 2 > 0; ε 1 , ε 2 > 0 are input parameters and ξ 1 , ξ 2 are vectors of slack variables in R m .
Once the down-and up-bound regressors are determined, the end regressor f : R n → R is obtained by taking their mean, i.e. we have
The above approach can be easily extended to nonlinear regressors by following the kernel technique of [27] . For the input matrix A ∈ R m×n and a nonlinear kernel function k(., .) given, let the kernel matrix K(A, A t ) of order m whose (i,j)-th element be defined by: , x 1 ) , ..., k(x, x m )) be a row vector in R m . The nonlinear TSVR seeks the down-and up-bounds of the form:
respectively, which are determined by solving the following pair of QPPs [33] :
and min (w 2 ,b 2 ,ξ 2 )∈R m+1+m
and finally the end regressor is obtained using (7) . For a detailed study on TSVR, the interested reader is referred to [33] .
Proposed Linear Programming Twin Support Vector Regression (LPTSVR)
In this section, we first reformulate TSVR as a strongly convex problem by incorporated regularization term and then derive a 1-norm linear programming formulation for TSVR. Before starting our proposed formulation, let us first revisit the model of TSVR. It can be observed that the formulation of TSVR is sensitive to outliers because of the well known outlier-sensitiveness disadvantage of the squared loss function [44] . Furthermore, the objective functions of (5) and (6) are comprised empirical risk and small empirical risk can not ensure good generalization performance since it may suffer from overfitting [46] . Furthermore, the solution of TSVR is not capable of generating very sparse solution.
To overcome the shortcoming described above in TSVR and motivation from the works of Tanveer [40] [41] [42] , we make some improvements and propose a novel 1-norm linear programming formulation for TSVR to improve robustness and sparsity. In order to avoid the use of LP packages, illuminated by the exterior penalty (EP) theory [15, 17, 26] , we first reformulate the LP problem in the dual space and then construct a completely unconstrained quadratic convex optimization problem. The pair of dual LP formulation can be easily solved using a generalized Newton method.
The 2-norm regularized TSVR (RTSVR) formulation can be written as follows:
Notice that the objective functions of RTSVR are regularized via the 2-norm of corresponding coefficients with weights η 1 and η 2 respectively which makes the objective functions strongly convex. Thus, it has a unique global optimal solution. Furthermore, by introducing the regularization terms
to the framework of TSVR, the regularized TSVR becomes a well-posed model as it can not only help to alleviate overfitting and improve the generalization performance as in conventional SVM but also introduce invertibilty in the dual formulation. Even though 2-norm distance of residuals is more sensitive to large errors and therefore less robust in comparison to 1-norm and though 1-norm formulation has the advantage of generating sparse solution [6] , many methods exist in the literature to solve 2-norm SVR formulated as a QPP but very little on 1-norm linear programming SVR. For the work on the formulation of TSVR as a pair of linear programming problems the interested reader is referred to [18] .
Motivated by the study of 1-norm SVM problem formulated as a linear programming optimization problem [26] , Tanveer [40] [41] [42] recently proposed novel robust and sparse linear programming twin support vector machines for classification problems. In this paper, we are extending the idea for regression problems and proposed a novel linear programming TSVR (LPTSVR) whose solution is obtained, by solving a pair of exterior penalty problems in dual as unconstrained optimization problems using Newton-Armijo algorithm.
We first replaces all the 2-norm terms in RTSVR with 1-norm terms as follows:
whose solutions w 1 , w 2 ∈ R n and b 1 , b 2 ∈ R will be used to determine the end regressor (7). We notice that regularization technique is adopted to convert original TSVR to a well posed problem. Furthermore, 1-norm error loss function and 1-norm regularization are used to introduce robustness and sparseness simultaneously.
Following the approach of Mangasarian [26] , we will obtain the solutions of (13) and (14) in two steps: (i). formulate the pair (13) and (14) as a pair of linear programming problems (LPPs); (ii). obtain their solutions by minimizing a pair of exterior penalty functions of their duals for a finite value of the penalty parameter θ using Newton-Armijo algorithm.
First we describe the method of converting the 1-norm TSVR as a pair of LPPs. Let G = [A e] be an augmented matrix. Then, by setting
where
and p 1 , q 1 , p 2 , q 2 ∈ R m satisfying the non-negativity constraints
the pair of QPPs (13) and (14) can be converted into the following pair of linear programming TSVR (LPTSVR) problems:
respectively, where e 1 is the vector of one's of size (n + 1).
Rather than solving the resulting QPPs in the dual, we first convert the constrained QPPs to unconstrained minimization problems (UMPs). Since the objective function of UMPs are not twice differentiable, both the generalization Hessian [16] and smoothing technique [25] are considered and apply fast Newton method to solve it effectively.
In a similar manner, one can easily obtain a pair of explicit LPPs for nonlinear TSVR. Assume that the down-and up-bound nonlinear functions are expressed in the form of (8). They will be obtained by solving the following pair of 1-norm minimization problems:
where K(A, A t ) is a kernel matrix.
By defining the augmented matrix G = [K(A, A t ) e] and using (15) where r 1 , s 1 , r 2 , s 2 ∈ R m+1 , and proceeding as in the linear case, the pair of 1-norm minimization problems (18) and (19) can be converted into nonlinear LPTSVR problems again of the same form (16) and (17) in which e 1 becomes the vector of one's of size (m + 1). Now we focus on the method of obtaining the solutions of (16) and (17) for the linear and nonlinear TSVR.
Since both the linear problems (16) and (17) are feasible and their objective functions are bounded below by zero, they are solvable. Using the optimization toolbox of MATLAB one can easily solve LPTSVR. However, because of increase in number of unknowns and constraints of LPTSVR and therefore increase in problem size, following the work of [26] , we propose Newton method for LPTSVR (NLPTSVR) by considering the dual exterior penalty problems for LPTSVR as a pair of unconstrained minimization problems and solving them using Newton-Armijo method. In fact, using Proposition 1 of [26] , the pair of unconstrained dual exterior penalty problems with penalty parameter θ > 0, corresponding to the linear problems (16) and (17), given by
and
are solvable for all θ > 0 and further there existsθ > 0 such that for any θ ∈ (0,θ] we have: for k = 1, 2,
where (u 1 , v 1 ) and (u 2 , v 2 ) are the solutions of the minimization problems (21) and (22) respectively. In this work, we solve each of the unconstrained minimization problems by Newton-Armijo iterative algorithm. Further, using their solutions and Eqs. (15) and (22), the ε 1 −insensitive down-and ε 2 −insensitive up-bound functions given by (8) will be determined. Finally, the end regressor is obtained by taking their mean, i.e. by (7) .
Newton Algorithm with Armijo step size for solving (20) , (21) [16, 25] :
Choose any initial guess u
2m as the solution of the following linear system of equations in 2m variables
Clearly, once the gradient vector and the Hessian matrix of L k (., .) are known, Newton-Armijo algorithm can be performed for solving (20) and (21) .
Consider the gradient of L k (., .) which can be derived in the following form:
Since the gradient function is not differentiable and therefore the Hessian matrix of second order partial derivatives of L k (., .) does not exist in the usual sense. However, a generalized Hessian in the sense of [21] exists and is given by: For k = 1, 2 and u, v ∈ R m ,
Clearly, ∇ 2 L k is symmetric and positive semi-definite matrix of order 2m. Since it is possible that the matrix may be ill-conditioned and therefore we will use (δI + ∇ 2 L k ) −1 in place of the inverse of ∇ 2 L k where the regularization parameter δ is taken as a very small positive number.
For solving the above pair of exterior penalty problems (20) and (21), it is proposed to apply NewtonArmijo algorithm whose global convergence will follow from Proposition 4 of [26] . 
Theorem 3.2. For k = 1, 2 and u, v ∈ R m , let the inverse of the matrix (δI + ∇ 2 L k )(u, v) be taken to be of the following form:
Then, we can writẽ
Proof. Consider the expression (δI
Now, using Lemma 3.1, it is easy to verify the result.
Note that since (δI + D k + E k ) is positive definite, M k exists and is also a diagonal matrix of order m. For k = 1, 2 and u, v ∈ R m , consider the following system of linear equations in augmented variables [z 1k z 2k ]:
Since the solution of the above system can be written as
the direction vector d i k ∈ R 2m , for i=0, 1, 2, ..., of Newton-Armijo algorithm can be computed as:
From the above derivations one can observe that the direction vector d
For the linear case where suppose n << m, it is preferable to use SMW identity [19] to calculate the direction vector d i k at the i-th iteration of the algorithm since it has the advantage that a linear system of equations of size (n + 1) × (n + 1) needs to be solved rather than solving a linear system of equations of larger size (m × m). In fact, by defining
and applying the SMW identity [19] we have:
Since L k is a diagonal matrix, its inverse can be trivially computed.
In this work, we solve both the problems (20) and (21) using Newton's method, i.e. the unknown (u i+1 , v i+1 ) at the (i+1)-th iteration is obtained by solving the system of equations
where k = 1, 2 and i=0, 1, 2, . . . .
Numerical Experiments and Comparison of Results
In addition to the Newton method of solving LPTSVR problem using generalized Hessian discussed in the previous section, we also solved the proposed LPTSVR numerically by smoothing technique, i.e. replacing the plus function appearing in the objective functions of the unconstrained dual exterior penalty problems given by (20) and (21) with a smooth approximation function and solving a pair of modified problems by Newton method. In fact, we replaced the non-differential plus function x + by the following smooth function [25] :
where α > 0 is the smoothing parameter. All the regression methods were implemented in MATLAB R2010a environment on a PC running on Windows XP OS with 2.27 GHz Intel(R) Xeon(R) processor having 3 GB of RAM. The standard SVR was solved by LIBSVM [7] and for the implementation of TSVR and LPTSVR, we used the optimization toolbox of MATLAB.
To demonstrate the effectiveness of the proposed Newton LPTSVR, computational testing was carriedout in this section on seven synthetic and several well-known, publicly available, real-world benchmark datasets and their results were compared with smooth LPTSVR (SLPTSVR), LPTSVR, TSVR and SVR. In all the examples considered, the Gaussian nonlinear kernel function with parameter µ > 0, defined by: for
is used. The 2-norm root mean square error (RMSE) test error
and standard deviation are adopted to measure the performance of each algorithm.
Since more parameters need to be selected in TSVR, LPTSVR, SLPTSVR and NLPTSVR, this will lead to, however, a slower model selection speed in comparison to SVR and therefore in all experiments ε 1 = ε 2 = 0.01 and C 1 = C 2 were assumed. Further we set η 1 = η 2 = 10 −5 and the penalty parameter θ = 0.1. For SVR, the insensitive margin parameter ε is taken as 0.01 and for SLPTSVR the smoothing parameter α = 5. The optimal values of the parameters were determined by performing 10-fold cross-validation on the training dataset. In detail, each data is partitioned into ten subsets with similar sizes and distributions. Then, the union of nine subsets is used as the training set while the remaining subset is used as the test. The experiment is repeated ten times such that every subset is used once as a test set. The whole process described above is then repeated ten times with randomly generated cost matrices belonging to the same cost type, and the average results are recorded as the final results, where statistical significance are examined. The values of the regularization parameter C 1 = C 2 = C were allowed to vary from the set {10 −5 , 10 −4 , ..., 10 5 }. However, the kernel parameter µ assumed values from {2 −5 , 2 −4 , ..., 2 2 } for LPTSVR and for the rest of the methods from {2 −10 , 2 −9 , ..., 2 10 }. Finally, choosing these optimal values, the RMSE on the test dataset was calculated.
Synthetic datasets
To demonstrate the performance of the proposed method, we first considered the following function defined as [36] : To further investigate the effectiveness of NLPTSVR and SLPTSVR another six synthetic datasets, each consisting of 200 training and 1000 test samples, were generated using functions whose definitions are given in Table 1 . As in the first example discussed above, the observed values of the training set were polluted by additive noises. For each kind of noises, ten independent groups of samples were randomly generated. The average accuracies of NLPTSVR, SLPTSVR, LPTSVR, TSVR and SVR with 10 independent runs along with their computational training time in seconds were shown in Table 2 . Clearly one can observe from Table  2 that, in comparison to SVR and TSVR, both NLPTSVR and SLPTSVR show either better or comparable generalization performance with fast learning speed. 
Name
Function Definition Domain of Definition 
Real-world benchmark datasets
In all the real-world examples considered, we normalized the given data in the following manner:
(x i j ) denote the minimum and maximum values, respectively, of the j-th column of A, x i j is the (i,j)-th element of the input matrix A andx i j is its corresponding normalized value.
As the first real-world dataset, we considered the example of Box and Jenkins gas furnace [5] . It consists of 296 input-output pairs of points of the form: (u(t), y(t)) where u(t) is input gas flow rate whose output y(t) is the CO 2 concentration from the gas furnace. The output y(t) is predicted based on 2 attributes taken to be of the form [36] : x(t) = (y(t − 1), u(t − 4)). Thus we get 292 samples in total where each sample is of the form(x(t), y(t)). The first 100 samples were chosen for training and the rest for testing. The performances of SVR, TSVR, LPTSVR, SLPTSVR and NLPTSVR on the training and test sets were shown in Figure 2a To further demonstrate the validity of NLPTSVR, we tested nonlinearly on several benchmark datasets including: Wine quality white, Abalone, Concrete CS, Boston, Forest fires, Flares, Machine CPU, Auto-MPG original and Servo from UCI repository [31] ; Kin-fh, Bank-32fh and Demo from DELVE [13] ; the time series datasets generated by the Mackey-Glass differential equation, SantaFeA and Sunspots taken from the web site: http://www.cse.ogi.edu/˜ericwan; Bodyfat and NO2 from StatLib collection: http://lib.stat.cmu.edu/datasets and a number of interesting financial datasets of stock index taken from the web site: http://www.dailyfinance.com. In addition two more time series datasets generated by the Lorenz differential equation were also considered.
Consider the Mackey-Glass time delay differential equation [29] defined by:
for the parameter values a=0.2, b=0.1 and τ = 17, 30. Let the time series generated by the above equation corresponding to τ = 17 and τ = 30 be denoted by MG 17 and MG 30 respectively. Assume that five previous values were used to predict the current value. Among the total of 1495 samples obtained, the first 500 were considered for training and the rest for testing.
As examples of financial datasets, the stock index of S&P500, Google, IBM, Intel, Redhat, and Microsoft were taken. For our experimental study we considered 755 closing prices starting from 01-01-2006 to 31-12-2008 and using five previous values to predict the current value, 750 samples in total were obtained. For each of the above financial time series examples considered except S&P500, the first 200 samples were taken for training and the rest 550 for testing. For S&P500 we choose, however, the first 300 samples for training and the rest for testing.
By assuming different sampling rates τ = 0.05 and τ = 0.20 with parameters values ρ = 10, r = 28 and b = 8/3, two time series datasets Lorenz 0.05 and Lorenz 0.20 are generated using the time series values associated to the variable x of the Lorenz differential equation [29] given by:
obtained by fourth-order Runge-Kutta method. They consist of 30000 number of time series values. To avoid the initial transients the first 1000 values were discarded. The next 3000 values were taken for our experiment and using five previous values to predict the current value, 2995 samples in total were obtained. Among them, the first 500 samples were taken for training and the remaining 2495 samples for testing. For all the datasets considered the number of training and test samples chosen, the number of attributes, the optimal parameter values determined using 10-fold cross-validation and the numerical results along with their computational training time in seconds obtained by NLPTSVR, SLPTSVR, LPTSVR, TSVR and SVR were summarized in Table 3 . From the Table 3 , we notice that generalization capability of our proposed algorithms NLPTSVR and SLPTSVR are better than SVR and TSVR on many of the datasets considered. Specifically, our proposed algorithm NLPTSVR gains comparable or better accuracy with TSVR on 18 of 27 datasets and SLPTSVR gains comparable or better accuracy on 19 of 27 datasets. In addition, NLPTSVR and SLPTSVR achieve its best performance on Wine quality-white, Abalone, Concrete CS, Forest fires, Flares, Kin-fh, Bank-32fh, Sunspots and Lorenz 0.2 . Furthermore, the training time of our proposed methods greatly outperformed SVR and TSVR on all the benchmark datasets considered. The average ranks of all the algorithms on RMSE for Gaussian kernel were computed and listed in Table 4 . One can observed from Table 4 that our proposed algorithms LPTSVR, SLPTSVR and NLPTSVR outperform SVR and TSVR.
Conclusions and Future Works
We have presented 1-norm twin support vector regression as a pair of linear programming problems whose solutions were obtained by solving their exterior penalty dual problems as a pair of unconstrained minimization problems using Newton-Armijo algorithm. Though the proposed method requires the solution of a pair of unconstrained minimization problems having 2m variables and hence a pair of linear equation solvers of size 2m at each iteration of the algorithm, where m is the number of training examples, using the properties of block matrices it was shown that the solution can be obtained using a pair of linear equation solvers of size m for unknown augmented variables of size m × 2. The method was implemented in MATALB without using commands of optimization toolbox. Numerical results show that the proposed method is a very promising computational tool for regression problems. It should be pointed out that there are four parameters in our proposed formulation and parameters selection is a practical problem and should be addressed in future study.
