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Abstract
In the chemical world, as well as the physical, strands get tangled. When those strands
form loops, the mathematical discipline of ‘knot theory’ can be used to analyse and
describe the resultant tangles. However less has been studied about the situation
when the strands branch and form entangled loops in either finite structures or infinite
periodic structures. The branches and loops within the structure form a ‘graph’, and
can be described by mathematical ‘graph theory’, but when graph theory concerns
itself with the way that a graph can fit in space, it typically focuses on the simplest
ways of doing so. Graph theory thus provides few tools for understanding graphs that
are entangled beyond their simplest spatial configurations.
This thesis explores this gap between knot theory and graph theory. It is focussed
on the introduction of small amounts of entanglement into finite graphs embedded in
space. These graphs are located on surfaces in space, and the surface is chosen to allow
a limited amount of complexity. As well as limiting the types of entanglement possible,
the surface simplifies the analysis of the problem – reducing a three-dimensional
problem to a two-dimensional one.
Through much of this thesis, the embedding surface is a torus (the surface of
a doughnut) and the graph embedded on the surface is the graph of a polyhedron.
Polyhedral graphs can be embedded on a sphere, but the addition of the central hole
of the torus allows a certain amount of freedom for the entanglement of the edges
of the graph. Entanglements of the five Platonic polyhedra (tetrahedron, octahedron,
cube, dodecahedron, icosahedron) are studied in depth through their embeddings on
the torus. The structures that are produced in this way are analysed in terms of their
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component knots and links, as well as their symmetry and energy.
It is then shown that all toroidally embedded tangled polyhedral graphs are
necessarily chiral, which is an important property in biochemical and other systems.
These finite tangled structures can also be used to make tangled infinite periodic nets;
planar repeating subgraphs within the net can be systematically replaced with a tangled
version, introducing a controlled level of entanglement into the net.
Finally, the analysis of entangled structures simply in terms of knots and links is
shown to be deficient, as a novel form of tangling can exist which involves neither
knots nor links. This new form of entanglement is known as a ravel. Different types
of ravels can be localised to the immediate vicinity of a vertex, or can be spread over
an arbitrarily large scope within a finite graph or periodic net. These different forms of
entanglement are relevant to chemical and biochemical self-assembly, including DNA
nanotechnology and metal-ligand complex crystallisation.
A note to the reader
This thesis creates a mathematical model for examining entangled structures. The
target audience is people who interact with tangled structures and who desire a
mathematical framework to enumerate and elucidate different types of entanglements.
They are scientifically literate, interested in structure, and perhaps have a background
in structural chemistry. As such there is at times a difficult balancing act between
correctly expressing the mathematics, while assuming little knowledge of the same
mathematics on the part of the reader. Where this issue is especially troublesome
I have attempted to duplicate the information, once in the language of mathematics
and again in English. Some definitions and explanations for technical terms that are
not central to this thesis are presented in footnotes. If the mathematics becomes too
onerous, the reader should feel free to let his or her eyes glaze over until the words
return to their normal form.
Bon chance.
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Erratum!
!!
This page was inserted by the author Toen Castle in August 2014 prior to uploading this thesis to 
an ANU online repository. It addresses an error in my thesis:!!
Throughout this thesis the term “Whitehead link” is misused several times to describe the (2,4) or 
(4,2) torus link. The accepted term is “Solomon’s knot”, despite it being a link and not a knot. The 
Whitehead link is a similar but different link.
Notation
Symbols
Certain mathematical symbols are used in this thesis.
Some refer to uncurved space:
R is the set of all real numbers, equivalent to an infinite line.
R2 is the set of all pairs of real numbers, equivalent to the plane.
R3 represents normal three dimensional space.
Others refer to curved space:
S is a circle.
S2 is the (surface of the) sphere.
H2 represents the hyperbolic plane.
E2 is the Euclidean plane, identical to R2 but the notation is used instead when it is
important to contrast the zero-curvature condition implied by Euclid’s axioms with the
positive curvature of S2 or of negative curvature of H2.
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xii
Emphasis
Three distinct forms of emphasis are used in this thesis.
‘Inverted commas’ are used to indicate that the emphasised word is used in
a descriptive sense, rather than a technical one. For example in the phrase “...a
complex graph embedding ‘shoehorned’ onto a surface...” (section 3.2.4), the word
‘shoehorned’ has its regular English meaning.
In contrast, words that are emboldened generally denote definitions. For example
in section 3.3 the use of the bold typeface style in the phrase: “A simple graph is one
in which there is a maximum of one edge between any pair of vertices” indicates that
the word simple has a precise definition which is used instead of the normal English
meaning. Occasionally the bold style will be used differently, as in the first sentence
of this paragraph.
Italics are used to draw the reader’s attention to a particular word or phrase.
For example (in section 1.2) I wish to clearly distinguish between similar-sounding
concepts: “A graph is a purely topological object, containing only elements and the
connections between them. In contrast, a graph embedding is geometrically ‘locked’.”
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Chapter 1
Introduction
1.1 Scope of this thesis
This thesis is about entangled graphs. Graphs are collections of points joined by lines,
and so they are useful to represent the connections among linked objects. Such graphs
can have spatial locations associated to the points and lines, making the graphs a
representation of branching physical structures, from trees to fishing nets to power
cords running through a double-adaptor.
Many of the graph entanglements in this thesis are relevant to chemistry. In chem-
istry, the connections between atoms by bonds within molecules can be represented by
a graph [1], or (if the idea is repeated on a larger scale) the connections provided by
ligands between metallic centres in Metal Organic Frameworks [2, 3].
But what happens when these structures get tangled? Just as a length of string can
be tied into either a simple loop or a knotted loop, so too can the edges of a graph
be entwined in such a way as to make the structure tangle. This thesis explores the
tangling of small, simple, familiar graphs in a way that generalises to larger graphs. It
does so by examining different possible modes of tangling – knots, links and ravels [4]
– and the way in which they interrelate.
The entangled graphs in this thesis are often generated and analysed on surfaces,
rather than in isolation. The presence of these surfaces simplifies the analysis
of knots and links, while properties of the surface provide information about the
1
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entangled graph. Furthermore, the consideration of graphs upon surfaces dovetails
with techniques for generating periodic nets from surface reticulations [5, 6, 7]. By
combining the two methods, entangled periodic nets can be created [8].
Entangled structures such as the ones considered in this thesis are being discovered
to have increasing ubiquity in chemical and biochemical systems [9, 10, 11, 12, 13].
Their presence in self assembled systems where the entanglement is considered as
a deviation from a desired target structure can be explained as ‘the components are
linked to the right partners, just in the wrong way.’ This thesis explores some such
simple ‘wrong ways’.
1.2 Graphs
Pictures of dots joined by lines, in the manner that they are used throughout this thesis,
represent the interactions between linked elements. This approach to the representation
of linked elements uses ‘graph theory’ or ‘network theory’ and has been used in
many sciences including chemistry, physics, sociology, psychology, biology, ecology,
econophysics, epidemiology and others [14, 15, 16, 17, 18]. This paradigm allows the
connections between elements to take centre stage, rather than simply considering the
properties of the individual constituent elements.
The theoretical framework for such a model is a ‘graph’. A graph is defined as
a set of nodes combined with a set of edges, wherein each edge is associated with a
pair of nodes [19]. This is the definition of an abstract graph, however a graph may be
displayed in the more conceptually accessible form of vertices (points) connected by
lines (or curves). The words ‘vertex’, ‘point’, ‘node’, etc. can be used interchangeably
according to the context.
The depiction of a graph as points and lines is an embedding of that graph. The
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embeddings considered in this thesis can be two-dimensional – i.e. if the points and
lines could be drawn on a surface such as sheet of paper – or three-dimensional if the
points and lines are located in three-dimensional space. There are various definitions of
a graph embedding in the mathematical literature which have differing requirements;
the one used in this thesis is one of the weaker ones, in that it has few stringent
requirements.
Specifically, an embedding of a graphG into a topological space S assigns distinct
locations in S to both the nodes and links of G, as points and edges respectively.
The edges are simple arcs and their endpoints coincide with points representing the
locations of the appropriately linked nodes. No arc is allowed to include points
associated with other edges. In this thesis the space S is the sphere S2, the Euclidean
plane E2, the hyperbolic plane H2, or three-dimensional space R3. These spaces are
discussed later, and all have convenient mathematical properties (being compact or
locally compact, connected, and either a 2- or 3-manifold) that are important for the
mathematical foundations - but tangential to the main thrust - of this thesis. As these
technical properties do not arise again in this thesis, I leave them undefined but direct
the interested reader to any introductory topology textbook including [20], or online
resources [21, 22].
If S is two-dimensional and no two arcs cross, only meeting at common endpoints,
then the embedding is planar. If a graph has such a planar embedding, then the graph
itself is planar. These concepts are illustrated in Figure 1.1.
One property that a graph can have is being n-vertex-connected. This concept
has the potential to be confusing, as in some fields of mathematics and chemistry the
word ‘connected’ can refer to the number of edges attached to a vertex. In this context
though, the word has its alternate mathematical definition: a graph being n-vertex-
connected indicates that the graph requires a minimum of n vertices to be removed
4 Introduction
(a) (b)
(c) (d)
Figure 1.1: Graph embeddings of the tetrahedron graph, also known as K4. (a) A
planar embedding (in R2). Note that none of the edges cross. (b) A non-planar
embedding (in R2). (c) An embedding of K4 into three dimensional space (R3). (d)
An embedding of K4 onto the sphere S2. As K4 has a planar graph embedding, the
graph itself can be described as ‘planar’.
to separate one set of vertices from another, so that they are not connected by any
path of edges. The graph of a cube is shown in Figure 1.2, it is 3-connected because
three is smallest number of vertices that must be removed to turn the graph into two
disconnected components. A theorem due to Steinitz [23] says that all polyhedral
graphs are 3-connected, a property that will be used later in this thesis.
The two definitions of ‘graphs’ and ‘graph embeddings’ given above are mathe-
matical tools that are used in an attempt to formally describe points and lines, which
exist either abstractly or in a ‘well-behaved’ manner on a surface or in a space. These
concepts represent two extremes: the first of topology, the second of geometry. A
graph is a purely topological object, containing only elements and the connections
between them. In contrast, a graph embedding is geometrically ‘locked’. One graph
embedding might be considered to be equivalent to another if it were rotated and/or
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Figure 1.2: The cube is 3-connected. This picture shows a set of 3 vertices (marked
in red) that can be removed from the graph of the cube, along with their attendant
edges (marked in grey). The resulting graph has two connected components, one
with four vertices and three edges, the other an isolated vertex. There are several
different choices of three vertices that could be removed to disconnect the graph, but
disconnection is not possible from removing two or fewer vertices, making the cube
graph 3-connected.
moved (called ‘translated’ by mathematicians). These two actions are called isometries
of space; they are transformations of spaces or objects in space that leave distances and
angles fixed. However if the location of even a single vertex is perturbed even a little,
or if an edge is slightly rearranged, then the two embeddings will not be equivalent.
A useful middle ground between the two extremes of graphs and graph embeddings
is what my coauthors and I called an isotope [24, 4]. An isotope is any member of
the isotopy class of any particular graph embedding. That is to say that an isotope
represents every possible configuration in space achievable by continuously distorting
a graph embedding without ‘breaking’ it or crossing edges. The idea is perhaps clearest
when considered in the context of ‘ambient isotopy’. The word ‘ambient’ refers to the
embedded space, so an ambient isotopy is a continuous distortion of the space the
graph is embedded into, which carries the vertices and edges of the graph embedding
with it. This idea is a foundation of knot theory: two knots are equivalent if they can
be morphed into each other without ‘breaking’, i.e. crossing themselves, as shown in
Figure 1.3. (The concepts of (regular) isotopy and ‘ambient isotopy’ often have slight
technical differences according to the definitions appropriate to the context and the
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user, however such differences are not important to this thesis and the ‘isotopy class’
referred to above should be understood to be the class of all ambient isotopies of a
graph embedding.)
(a) (b) (c)
Figure 1.3: Different ways a loop can be embedded in space. (a) and (b) are two
embeddings of the ‘trefoil’ knot, embedded in a more and less symmetric way. By
comparison, the loop in (c) is unknotted. (a) and (b) can be rearranged into each other
without the loop crossing itself and hence they are isotopic. However (a) and (b) are
not isotopic to (c) as they cannot take on its shape in space without the loop crossing
itself.
The usefulness of the concept of an isotope lies in the fact that certain features of the
graph embedding are maintained under isotopy. A cycle is a path in a graph that follows
edges from vertex to vertex and finishes at the same vertex where it began. So a cycle in
a graph embedding is a loop in space. Now if a cycle in a graph embedding is knotted,
then that same knot will remain in that cycle under any continuous deformation (by
definition of a knot) and thus all equivalent isotopes will contain the knot.
An equivalent term for isotope is ‘topoisomer’, a term particularly used in
biochemistry and to describe molecules with macrocycles [?]. However in the
literature regarding DNA, ‘topoisomer’ has a very specific meaning, referring instead
to DNA supercoiling. Our neologism explicitly flags the difference between ‘topology’
(i.e. homeomorphism) and ‘ambient isotopy’ as understood by mathematicians. In
contrast, the references to ‘topology’ in chemical definitions of topoisomers are
mathematically ill-defined. I prefer (and will use) the word ‘isotope’ - with its
mathematical support - over ‘topoisomer’, a term which might confuse readers familiar
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with DNA nanotechnology (to be discussed in the next section). I trust any ambiguity
will not unduly tax the reader, especially since no other mention of nuclear physics
appears in this thesis.
1.3 Graphs in chemistry
One notable early application of graph theory which is of essential importance to this
thesis was recognised by the polymath Alexander Crum Brown who devised a system
of representing chemical compounds in diagrammatic form. In his doctoral thesis
[25] he presented a graphical theory of chemical representation that showed both the
valency and electronic bonding of the constituent atoms. In this representation, shown
in Figure 1.4, atoms were represented by circles inscribed by letters to represent the
chemical element, connected together with lines representing the atomic bonds, and
thus also the valency of the atoms. This usage is virtually unchanged in modern
chemistry and in the language of graph theory it can be described as a ‘labeled graph’.
A labeled graph is simply a graph with labels assigned to its vertices, its edges, or
both. These labels can take any form, and in many applications of graph theory are
often integers which distinguish one vertex from another. In the case of Figure 1.4,
the labels are applied only to the vertices and represent the equivalence class of each
vertex, namely the chemical element that occupies the position. In this context it is
unimportant to distinguish between specific atoms and only necessary to determine
which ones are carbon, oxygen and hydrogen. Such a diagram is known to chemists as
a ‘structural formula’.
Modelling molecules as labelled graphs was a significant conceptual step forward
in chemistry, as visualisation and effective representation are a key to understanding
chemical behaviour. An immediate benefit of this new paradigm of graphical
8 Introduction
Figure 1.4: A chemical diagram of the ethanol molecule from the Doctoral thesis of
Alexander Crum Brown using graphs for one of the first times in this context [25].
Figure 1.5: A scan of Crum Brown’s 1864 paper introducing isomerism, [1],
reproduced from [26]. Crum displays the different isomeric possibilities of three
bonded carbon atoms within a molecule. His notation (C3)n indicates isomers of C3
with n bonds leaving the C3 ‘backbone’. There is one (C3)viii isomer, and two (C3)vi
and (C3)iv isomers.
representations of molecules was the understanding of molecular isomerism [1].
Previously ‘molecular’ formulae were used which provided just the number of different
atoms of each element present in a molecule. However, when understood in the form
of a graph it becomes obvious that some molecules can have different structures while
sharing the same number and type of constituent atoms. These different structures with
a common molecular formula are known as isomers. A figure from Crum Brown’s
paper introducing isomerism [1] is reproduced in Figure 1.5.
It is a short step from considering the graphs of molecules to considering their
graph embeddings. The three-dimensional placements of atoms and bonds in space
allows an understanding of the physical and reactivity properties of the molecules, as
studied by the principles of stereochemistry.
As an example of considering a complex molecule as a graph embedding, follow
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the progression in Figure 1.6 describing a recently synthesised molecule [9]. This
molecule is structurally complex and to my knowledge is the first chemical realisation
of an unusual form of entanglement discussed at length in Chapter Four. Experimental
techniques (X-ray structure determination) provided the locations of the atoms, from
which the bonding network is inferred. This bonding network is a graph embedding,
but a needlessly complex one to represent the structurally interesting information.
In parts (c-e) of Figure 1.6, the graph embedding is coloured to emphasise different
components and then pruned down to show the most important structural information.
(This pruning procedure is discussed further in section 3.2.) It is the final diagram of
the figure that shows the structural entanglement in the clearest way, using an unusual
embedding of a simple graph with just two vertices (coloured purple) and three edges
(coloured red, green and blue).
A second example is shown in Figure 1.7. This is a 3-periodic metal organic
framework (MOF) with nickel atoms connected by ligands [12]. Again, information
from the atomic coordinates can be simplified to reveal interesting features of the
final structure. Note that both the molecules displayed in Figures 1.6 and 1.7 contain
non-trivial entanglements, a feature which is conceptually distinct from the simple
determination of the geometric coordinates of the atoms within the molecules.
A central theme of this thesis is to consider the ways in which graphs that represent
reasonable, if hypothetical, molecules can embed in space. For a long time the graphs
have been assumed to embed in space in the simplest conceivable ‘topological’ manner.
For example a cycle within the graph was often assumed to be present as an untangled
loop, instead of in a possibly knotted manner. This assumption was consistent with the
results from the limited methods available, which were incapable of discerning such
tangling, as well as the preponderance of untangled cycles in the comparatively small
molecules that were analysed.
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(a) (b)
(c) (d) (e)
Figure 1.6: A progression of images resolving the structural information from a
metallo-supramolecular self assembled structure synthesised by [9]. (a) The atomic
locations, (b) the molecular bonds, (c) the bonds, coloured to emphasise connected
components and symmetry, (d) a partial simplification, and (e) a simple and clear
representation of the structural entanglement of this molecule. This entanglement
motif is discussed in Chapter Four, and its detection . Images (c), (d) and (e) are
taken from [9].
More recently, however, organic chemists have pursued the synthesis of knotted
synthetic molecules, in response to their connections to molecular chirality as much
as their intrinsic beauty [28, 29, 30, 31, 32, 33]. Knottedness is not limited to
biochemical polymers: knotted polymer chains have been synthesised [34] and a
theoretical proposal to form knotted polymeric fabrics via condensation of monomers
on templating surfaces has been presented [35]. Multi-stranded DNA and DNA-protein
complexes, such as the three-stranded mu protein-DNA complex, adopt a range of
entangled guises, whose description and analysis demand a rigorous understanding
of embeddings of graphs in 3-space [36]. The presence of distinct knottings of
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(a) (b)
Figure 1.7: A metal organic framework with complex interpenetrating rings from
Carlucci et al. [27]. The molecular formula is [Ni6(bpe)10   (H2O)16](SO4)6x · H2O,
where bpe = 1,2-bis(4-pyridyl)ethane. Image (a) shows the chemical structure,
including the serpentine channels of sulfate ions and solvated water molecules. Image
(b) shows just the MOF in isolation, with the ligands simplified to edges. This
graph embedding clearly shows the structural peculiarities of the material, with loops
interpenetrating each other. Each set of interpenetrations between non-parallel sheets
serves to lock together parallel sheets, even though there are no molecular bonds
between them.
topologically equivalent nets has also been noted in MOFs [11, 12]. The variety of
distinct catenation (interconnection) modes of nets in porous frameworks, particularly
MOFs, is likely to continue to grow, given the ever-widening range of organic ligands
and complexing agents being used in these materials. Taxonomic classification
schemata for these catenated graphs have been proposed in the chemical literature
[37, 38, 10, 12].
Elsewhere, in the field of ‘DNA nanotechnology’, chemists are using the structural
and combinatorical properties of the double-helix and base-pair bonding [39, 40, 41,
42, 43] . These nanomaterials are ‘rationally designed’ by selecting fragments of
DNA or RNA that will bond to other specific fragments via the Watson-Crick base
pair bonding rules. Such fragments can be long loops or strands that can be ‘stapled’
together by shorter strands, or strands that contain junctions such as the ‘Holliday
junction’, joined by ‘sticky ends’ [44]. Many intriguing shapes have been made [39],
including the example shown in Figure 1.8. For these applications and others, an
12 Introduction
Figure 1.8: A ‘tensegrity triangle’ constructed using DNA nanotechnology [45].
Tensegrity, short for ‘tensional integrity’, describes structures comprised of elements
under compression held in place by other elements under tension. These structures
often have desirable features such as being strong for their bulk. Large structures can
be composed of multiple smaller tensegrity modules, indicating that a DNA tensegrity
triangle like this one could be used as a component of a larger structure.
understanding of structural complications is essential, both to design a desirable feature
and to be aware of potential entangled byproducts.
The bonding networks of molecules including polymers, DNA complexes and
extended framework crystals described by nets (from zeolites to MOF’s), are all
instances of finite and infinite graphs and graph embeddings. To date, descriptions
of these materials as graph embeddings have largely been devoted to two distinct
structural approaches: topological and geometric. The former invokes the perspective
of graph theory [46, 47], the latter of crystallography [48, 49, 50]. Physico-chemical
characteristics of molecular materials may also depend on spatial features due to the
entanglement of the graph in space. For example, the electrophoretic mobility of
circular DNA has been shown to be sensitive to its knottedness [51].
In the examples above, topology is important in structures built from polymers,
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ligands and other covalently bonded chains. Inherent to this importance is the property
that these strands will not pass through each other. In contrast, some chemical systems
are not restricted by isotopy. For example in the case of silicon-based surfactants,
siloxane chains have the habit of breaking and the ends rejoining adjacent chains [52],
a feature which renders any purification of them only temporary. In chemical systems
where this kind of behaviour occurs, such chains are not analogous with graph edges,
for the purposes of isotopy.
Graphs offer useful ways to understand chemistry, from the early use of graphs to
provide structural formulae to recent work on structural entanglement. As the use of
rational design continues to build more and more complex structures, and improved
scientific techniques allow for their detection and analysis, the role of entanglement
in chemical structures will increase. As the components that self-assemble to create
these structures increase in number and get more flexible, the likelihood that they will
assemble in a simple topological way will decrease, simply because the total number
of possible configurations will increase. This phenomenon is manifest in [53] where
a long flexible string became knotted under random jostling almost all of the time.
Graph theory offers a tool to engage with this entanglement.
1.4 Foundation concepts
1.4.1 Graphs on surfaces
The concept of ‘points and lines in space’ is a simple one, but examples can rapidly
become complicated. If the ‘space’ is the normal three dimensions that we live
in then just understanding a ‘line’ can be a complex business, as anyone who has
ever attempted to untangle a fishing line can attest. When there are multiple lines
connected to each other, such as multiple power cords plugged into double-adaptors
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and appliances, the potential for complication increases enough to engender a German
word Kabelsalat or ‘cable salad’.
A conceptual paradigm is required to understand and analyse graph embeddings,
and for this thesis the paradigm involves the use of ‘intermediate surfaces’. These
surfaces are used as ‘templates’ to locate the graph in three dimensional space: first
the graph is ‘drawn’ onto a specially chosen surface, and then the surface is located
in space in a particular way. Finally the surface is removed, leaving the vertices and
edges embedded in their place. This process is illustrated in Figure 1.1 (c) and (d)
reproduced below as Figure 1.9, as well as being described at length in Chapter Two.
(a) (b)
Figure 1.9: (a) The graph of the tetrahedron embedded onto the surface of a sphere.
The sphere in turn is located in three-dimensional space. (b) If the sphere is removed,
the vertices and edges remain in the three-dimensional locations they inherit from
the location of the surface of the sphere. Thus the sphere can be considered as an
intermediate surface that templates the embedding of the graph into space.
There is a special term that describes a graph embedded in a surface: we say the
graph reticulates the surface1. This is a technical word to describe the embedding, but
it has the simple interpretation of the graph being ‘drawn’ on the surface, as described
in the previous paragraph. The word can have a specialised meaning to indicate that
the network marked on the surface is composed of simply connected tiles (see section
1.4.2 for a definition of ‘simply connected’), but I use it in this thesis in a more relaxed
1The word ‘reticulate’ comes from the Latin ‘rete’, which means ‘net’, and so ‘reticulate’ means that
a network is marked on the surface.
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sense that doesn’t impose on the shape and boundaries of the tiles. When a graph
reticulates (or “is reticulated on”) an intermediate surface that is later removed, the
embedding of the graph into the final space is the composition of the embedding of
the graph into the surface (the reticulation) with the embedding of the surface into its
ambient space. The term ‘reticulation’ is sometimes used in this thesis in the place of
‘embedding’ to emphasise that the embedding is into a surface.
This example of a graph embedded in a surface lies at the conceptual heart of
this thesis: appropriately chosen surfaces allow us to reduce the complexities of
embedding graphs in three-dimensional space to a two-dimensional surface embedding
problem. In certain situations this is a vast simplification, despite the difficulties
of finding and using the appropriate surface mappings. This method is useful for
both the small ‘tangled molecules’ as well as the three-periodic crystals because of
the close mathematical relationship between the two cases, as discussed in section
1.4.4. In the structures most amenable to generation and analysis via our method,
the structural complexities are far more easily understood when considered on their
templating surfaces than in their original setting of graphs embedded in space.
In this thesis the final embedding space is always three dimensional, but there are a
variety of intermediate surfaces. The surface must be closed, boundary-free, and non-
self-intersecting. Boundaries within the surface are forbidden because they interfere
with analysis, as do self-intersections. The requirement that the surface is closed is a
technical one, to maintain consistency between embeddings on the sphere, torus and
higher genus surfaces. That is to say that a planar embedding of a graph is considered
to be an embedding on the sphere S2 (a closed surface) rather than the plane R2. The
distinguishing characteristic between different surfaces which fulfil these requirements
is their genus (see next section).
16 Introduction
1.4.2 Surfaces, genus, and universal covers
The genus of a connected surface is the maximum number of cuttings along simple
non-intersecting closed curves drawn on the surface that do not disconnect the surface.
A ‘simple closed curve’ is the mathematical description of a loop, i.e. the starting and
ending points of the curve are the same. As a consequence of this definition, the genus
can also be understood to be the number of handles or holes in the surface. Examples
of such simple closed curves on the torus are shown in Figure 1.10, whilst Figure 1.11
shows closed boundary-free surfaces of genus zero, one, two and three.
Figure 1.10: The torus is a genus one surface. Two different closed curves (red and
green) are shown on the surface, each of which is an example of a simple closed curve
that does not separate the surface into more than one component. The two curves are
independent examples; they cannot be combined to suggest that the surface is genus
two, as the curves intersect.
The genus of an oriented surface corresponds to the number of ‘bridges’ in the
surface. These bridges link between different parts of the surface, and so allow an edge
embedded in the surface to pass from one place to another, without intersecting any
lines in between. Thus the presence of these bridges allows more complex embeddings
of graphs in the surface, and so higher genus surfaces allow more tangled embeddings
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Figure 1.11: Closed boundary-free surfaces of genus 0, 1, 2 and 3. They are known
as the sphere, the torus, the bitorus and tritorus respectively. Images of the bitorus and
tritorus are from [54].
of graphs. That is not to say that a graph embedded on a high genus surface will
necessarily be tangled, just that it has the possibility of being so. It is because of this
that we talk of a graph being minimally embedded on a surface of a certain genus to
indicate that there is no isotopy of the graph that would allow it to be embedded on
a surface of a lower genus. This concept is described in detail in a later chapter, in
section 3.2.4, when it becomes essential to the ideas presented.
A fundamental polygon of a surface is closely related to its genus, and is defined
as a polygon that can have its sides glued together to create that surface. By considering
the reverse operation, it can equivalently be defined as a polygon created by cutting
open a surface until the resulting surface is homeomorphic to a disc. A disc has
only one boundary component and no handles or other topological features that can
be removed by cutting the surface, so it represents the final stage of cutting open a
surface while keeping it in one piece. This topic is discussed thoroughly in [55] and
[20] and I refer the interested reader there. Despite the name, a fundamental polygon
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is not simply a polygon, but also contains the information on which pairs of sides are
glued together, and in which orientation, in order to recreate the closed boundary-free
surface. The procedure of gluing matching edges together - or alternatively cutting a
surface apart - is illustrated in Figure 1.12 for the torus.
Figure 1.12: The progression from a fundamental polygon to a surface as matching
sides are glued together.
A closed boundary-free surface typically has several possible fundamental poly-
gons. These polygons are best considered through the lens of algebraic topology rather
than from a strictly geometric viewpoint: the length of the sides and the angles between
them are unimportant. What is important is the number of edges and how they glue
together. Thus while Figure 1.12 shows a square being wrapped up to form a torus, the
polygon could equally well be a rectangle or stretched parallelogram, and it could wrap
up to a torus in a number of different ways (with twists etc.). This idea is fundamental
to the techniques and results of Chapter Two, and is discussed further there.
Fundamental polygons display their usefulness when many of them are matched
together to tile a surface. The edges in the tiling match in exactly the same way that
they glue together to create the target surface, however in the tiling polygons are glued
to adjacent identical polygons instead of to themselves. This tiling is shown for a
fundamental polygon of the torus in Figure 1.13. A concept of prime importance to
the tiling of these fundamental polygons is that the immediate neighborhood of any
point will be identical whether the point is located on the torus or in the corresponding
location on the polygon. Even if the point is near the cut line (corresponding to the
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boundary of the polygon) its immediate neighbourhood will still be identical to the
equivalent location on the torus because an identical polygon is glued to the other side
of the cut.
Figure 1.13: The torus can be cut open to a square fundamental polygon. These
polygons can be tiled together to cover the plane with 2-periodic repetition. The tiling
glues together matching edges of the tiles (with appropriate orientation). The final
image shows a portion of this infinite tiling.
The space that is tiled by the fundamental polygons is the universal cover of the
closed surface derived from the fundamental polygon. In the example of Figure 1.13
the universal cover of the torus is the Euclidean plane. Formally, a covering space of
a topological space M consists of a space X and a map ⇧ : X ! M such that ⇧ is
continuous and given a suitably small open set U 2 M , the inverse is homeomorphic
on each preimage of U . A universal cover is such a covering space in which X is
simply connected 2. It is universal because any other space which covers M is itself
covered by X .
This formal definition is part of the mathematical foundation upon which the
techniques of this thesis rest. However the details set out above play no further active
part, and I focus instead upon the useful properties of the universal cover. A cover of
a surface is a second surface that is locally identical to the first. Thus every point and
its neighbourhood on the original surface will correspond to at least one equivalent
point and neighbourhood in its cover. This correspondence between the patterns on
each surface is described by the covering map. A useful property of a cover is that it
2The property of being simply connected means that any loop in the surface can be continuously
shrunk down to a point. The torus is not simply connected as a loop which wraps around the torus
cannot be shrunk down to a point while remaining in the surface.
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can have a different shape from the original surface, making analysis easier in some
contexts.
The most useful cover for my purposes is the universal cover. As well as being a
cover it has the special property of being simply connected. In the case of the torus,
the universal cover is the infinitely repeating 2-periodic plane, also known as the flat
torus. It contains all the information of the original torus reticulation, but as the plane is
simply connected there are no difficulties with the shape of the torus impeding analysis.
The information about how the graph wraps around the torus is now encoded in the 2-
periodicity of the universal cover.
The nature of the covering map of the universal cover is illustrated in Figure 1.14.
Any reticulation of the torus is inherited by its fundamental polygon, and in turn by
every preimage of the map ⇧ mentioned above. These pre-images are precisely every
tile in the universal cover. As an example, consider a closed curve (a loop) drawn on
the torus. This loop will manifest infinitely many times in the universal cover. If the
loop defines a surface patch, such as the black loop in Figure 1.14, then that loop will
appear as a periodic array of closed curves in the universal cover. In contrast, a curve
that wraps around or through the torus will again have multiple periodic representations
in the universal cover, however these curves have distinct starting and ending points.
For example, consider the red curve in Figure 1.14. It wraps both around and through
the torus, and in doing so traverses the fundamental polygon diagonally, from corner
to corner. In the universal cover the diagonals of the fundamental polygons form
continuous diagonal red lines. In the example above, of the red loop in Figure 1.14,
the loops runs ‘around and through the torus’.
The cycles which go around (i.e. traverse the torus parallel to the equatorial
plane) are called longitudinal cycles, while those that wrap through the torus in
a perpendicular direction are called meridional cycles. These cycles are green
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Figure 1.14: Curves on the torus and in a portion of its universal cover corresponding
to six adjacent fundamental polygons. The red curve has a homotopy type (1, 1) as it
travels around the longitude once and around the meridian once. The black curve is
null-homotopic as it can be shrunk to an arbitrarily small loop without getting ‘caught’
on the surface. The blue curves are the fundamental cycles of longitude and meridian
which map to the basis vectors (1, 0) and (0, 1) in the universal cover.
(longitudinal) and red (meridional) in Figure 1.10. These two cycles cannot be
superimposed onto each other by rearranging them within the surface of the torus:
they travel in fundamentally different directions. This can be phrased mathematically
by saying that these two loops have different homotopy types on the torus. A homotopy
is a generalisation of an isotopy, but with slightly relaxed criteria for the family of
intermediate curves that carry one curve to another [20]. The homotopy type of
a curve on a surface is the set of all non-intersecting closed curves which can be
deformed onto each other. They are characterised by the way they wrap around the
holes or handles in the surface.
Any closed curve on the torus travels in the longitudinal and meridional directions
(will wrap around and through the torus, respectively) a certain number of times,
possibly zero. If two curves wrap through and around the torus the same number
of times they are homotopically equivalent: they can be deformed in the surface to
superimpose upon each other. In fact any closed curve can be thought of as the sum of
an appropriate number of these cycles, making these two loops the fundamental cycles
of the torus. A surface with genus g has 2g fundamental cycles. The two fundamental
cycles on the torus correspond to the two periodic directions of the universal cover,
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as shown by the blue arrowed lines in Figure 1.13. A closed cycle on the torus can
be characterised by how many times it wraps around each fundamental cycle, and in
which direction. Thus a curve which wraps p times in the longitudinal direction and q
times in the meridional direction has homotopy type (p, q). These values for p and q
are integers and can be positive or negative to indicate the direction of the wrapping. A
curve which does not wrap around the fundamental cycles any number of times can be
gradually contracted until it shrinks down to a point, as there is no handle or hole to get
‘caught’ on. These curves which can be shrunk to a point correspond to surface patches
and are called null-homotopic or homotopically trivial and have homotopy type (0, 0).
It is important to remember that there is more than one map between the torus
and its universal cover. As mentioned above the fundamental polygon can be glued
into the torus with a ‘twist’; equivalently any two appropriate homotopically distinct
curves on the torus can map to the translational basis (the sides of the tile) in the
universal cover. These multiple possibilities are actively used in this thesis: the
simplest correspondence illustrated in Figure 1.13 is the default one, however when
entangled structures are desired, the alternative relationships are explored.
This correspondence between closed paths on the torus and vectors in the universal
cover means that a closed cycle that winds around the fundamental cycles of the torus
{p, q} times, (p times around the longitude and q times around the meridian) will
correspond to a path of length (p, q) in the universal cover. Figure 1.14 illustrates
this for {p, q} = {1, 1}. This correspondence is extremely important as it allows the
analysis of closed (potentially knotted or linked) cycles on the torus via vectors in
the universal cover. The relationship between loops on the surface and paths in the
universal cover is discussed at length in [56].
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1.4.3 Knots and links
Knots are a well known feature of everyday life, especially for anyone who ties their
shoelaces. They have surely been with humankind since we developed opposable
thumbs, and the ‘bible’ of knot-tying, “The Ashley Book of Knots” [57] contains over
3900 knots and knot-like things to do with rope and string (such as braids, lashings,
splices etc.). Knots also occur accidentally: in a study of lengths of rope tumbled
inside a box, designed to mimic the random buffeting that a strand might receive in
nature, Raymer and Smith found that under the right conditions the rope will almost
certainly spontaneously form one of a wide variety of knots [53].
In this thesis I use the word ‘knot’ in its mathematical sense: a knot is closed loop
in space that can be distinguished from an unknotted loop (and all other knots) by its
ambient isotopy. Similarly a link is composed of two or more separate closed loops
in space, whose ambient isotopy determines their linkedness. The mathematical sense
of the words differs slightly from the everyday use: in common parlance a length of
rope used by a sailor or rock climber could be ‘knotted’, however the rope would only
represent a mathematical knot if its two ends were joined, forming a closed curve.
The way I use the words ‘knot’, ‘knotted’, ‘link’, ‘linked’, etc. will not be too
mathematical however. Some mathematicians describe any closed loop in space as a
‘knot’, even the untangled ‘unknot’ that is also called the ‘trivial knot’. I side with
normal people on this issue and will describe a loop as being knotted only if it contains
a non-trivial knot. Some mathematicians go further and describe loops in space as a
‘link’, whether or not the loops are actually interlinked or even if there is only one
loop, i.e. a knot. I take a different approach. In this thesis I will reserve the word ‘link’
for where there is more than one loop, and the loops are mutually inseparable.
In the general use of the word, knots are almost synonymous with entanglements.
While entanglements can be more general, it is natural that one way of partially
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identifying and understanding the entanglements of structures of isotopes is to examine
all the knots and links contained in the cycles therein. In this thesis the isotopes are
created on the surface of a torus so the knots are restricted to being torus knots. As the
name implies, torus knots are knots which can be embedded in the surface of a torus
without crossings.
Torus knots can be characterised by the number of times they traverse the torus
in the meridional and longitudinal directions. A non-crossing closed path on a torus
which traverses each direction p and q times is a (p, q) torus knot, if both |p| and |q| are
at least two. In order for such a path to avoid crossing itself, p and q must be co-prime3.
If either p or q takes an absolute value of two or smaller, the cycle will be the unknot
– ambient isotopic to the unit circle. A (p, q) torus knot is isotopic to a (q, p) torus
knot [58], as can be seen by following the argument about torus eversion presented in
section 2.2.2. An example of a torus knot is shown in Figure 1.15, where a trefoil is
illustrated in its (2, 3) conformation.
Figure 1.15: This trefoil is a (2, 3) torus knot. It wraps around the torus
(longitudinally) twice and through the torus (meridianally) three times. This same
knot could have been embedded on the torus as a (3, 2) torus knot, as can be seen by
considering the torus eversion.
Recall that interlinking loops are known as links. If all the loops can simultaneously
embed on a torus without crossings, then they are torus links. In order to not cross
3Two numbers are co-prime when they have no common factor higher than 1. Examples include 9
and 10, or 1 and 2.
§1.4 Foundation concepts 25
each other, each component must have the same (p, q) homotopy type, and for the
components to interlink, both p and q must be non-zero. Just as is the case for knots,
the values of p and q must be co-prime in order to avoid a cycle crossing itself. In the
universal cover, an n-component (p, q) torus link consists of n parallel (p, q) vectors.
It is denoted as an (np, nq) torus link, and is seen to be distinct from a torus knot by the
common factor of n in each term. Certain torus links are so common as to be named,
and they can be used to illustrate this naming convention: A Hopf link is composed of
two (1, 1) loops, and is thus a (2, 2) torus link, while a Whitehead link is composed
of two (1, 2) loops, and is thus a (2, 4) torus link. Similarly to torus knots, an (np, nq)
torus link is isotopic to a (nq, np) torus link via the same torus eversion.
In an isotope, a knot or link can simultaneously occur in multiple cycles. As an
example, an isotope might contain two distinct trefoil knots in different cycles. In
this case, when the knots are present in an isotope with a multiplicity m, they will be
reported in the formm ⇤ (p, q) indicating that there arem distinct (p, q) knots present.
Similarly, the notationm⇤(np, nq) indicates that there arem distinct (np, nq) links. In
this way a Whitehead link, such as that shown in Figure 1.16 is represented as (2, 4),
while if there were two distinct links within the isotope – i.e. four cycles – they could
be represented as 2 ⇤ (2, 4).
A (p, q) vector in the universal cover maps to a (p, q) torus knot, an observation
which follows directly from the definitions. Thus analysis of the knots and links
present can be done in the universal cover, where the path traced out by a closed
circuit on the torus is easily measured. In order to find the knots present in an
isotope, all distinct cycles must be considered, while to find links, all combinations of
disjoint cycles must be analysed. As an example, the cycles of a toroidally embedded
tetrahedron are analysed in Figure 1.17.
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Figure 1.16: Hopf (2,2) link (top) and Whitehead (2,4) link, on and off the torus.
1.4.4 Periodic surfaces
So far the discussion of graphs on surfaces has focussed on graphs on the surface
of genus one, the torus. This is because of the relative simplicity of this surface, and
because its universal cover is the Euclidean plane E2, where familiar rules of Euclidean
(flat) geometry apply.
I have considered some graphs on the sphere, but they are comparatively uncom-
plicated as they could have equivalently been drawn in the flat plane R2 by a simple
projection [56]. It is fortunate that there is no need to analyse them further because
there is no helpful map to a more convenient universal cover: the sphere is its own
universal cover, under the identity map4.
4The identity map leaves everything unchanged. Saying that the sphere is its own cover under the
identity map is thus saying that the sphere satisfies all the requirements to be its own universal cover,
without alteration.
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Figure 1.17: In order to identify knots in a toroidal isotope it is necessary to examine
all cycles for knottedness. The first two images show the torus embedded tetrahedral
isotope with and without the torus. The subsequent images examine each cycle in the
isotope for knottedness. The cycle ABDCA (framed in green above) contains a trefoil
knot. It is not necessary to search for links because the tetrahedral graph is too small
to allow there to be two distinct disjoint cycles which could be interlinked.
However the situation is far more interesting and complicated in the case of
surfaces of genus two or higher. Their universal cover is the hyperbolic plane H2,
which has negative Gaussian curvature [20], so familiar rules of geometry do not
apply: the angle sum of a triangle is less than ⇡ and a pair of straight parallel lines will
diverge away from each other. These complications are redeemed by their usefulness:
graphs on surfaces of genus greater than one can be used to represent periodic crystals
as discussed below. A general rule is that the genus is the sum of the number of
dimensions in which the crystal is periodic, plus an optional extra quantity to allow for
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complexities within the translational unit cell.
An example of this rule is the torus: as it is genus one it can only support a one-
periodic crystal. This crystal can be generated by reticulating the torus with a graph
then cutting the torus into a tube along its longitudinal cycle, as shown in the two
right hand images of Figure 1.12. The cover of the torus repeats in the meridional
direction, so any number of such tubes can be joined together end-to-end following the
joining pattern exhibited in the universal cover or on the torus. Examples of simple 1-
periodic patterns which can be generated in this manner include a honeycomb pattern
on the torus generating the graph of a carbon ‘nanotube’, while several loops which
wrap around both the longitude and meridian directions at least once generate several
intertwined helices. Of course the cylinder could be further unrolled into the plane
(the universal cover of the torus) and so form a 2-periodic pattern which repeats with
the reticulation of the torus. This possibility illustrates that the rule mentioned above
refers to periodic patterns constructed by the connection of branching tubes, as shown
in Figures 1.18–1.20, not to the periodicity of the surface itself.
A three-periodic example is the crystal structure of the sodalite net [49]. Sodalite
has very little complexity in its translational unit cell, and is three-periodic, so requires
a torus of genus three. This genus-3 torus, a tritorus, is cut open along three of its
fundamental cycles to create a shape like the translational unit of the Primitive minimal
surface shown in Figure 1.18. These translational unit cells are stacked together like
bricks, with copies of the graph embedding from the tritorus matching seamlessly at
the junctions of the translational cells [59, 60, 61]. Thus the three fundamental cycles
of the tritorus which were cut now correspond to the three translational directions of
the lattice, via the three sets of handles that join translational cells to their neighbours.
Using this construction, a simple tiling on the tritorus, or equivalently in the universal
cover, generates the 3-periodic lattice shown in Figure 1.19.
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Figure 1.18: The P surface (the Primitive minimal surface). One translational cell (left)
and four cells joined together (right). Images from [62].
Figure 1.19: The sodalite crystal (left), templated by the P surface in space (middle),
and in its universal cover (right). The universal cover is the hyperbolic planeH2 and is
represented here in the Poincare´ disk model [20]. All lines between adjacent triangles
represent straight lines in H2. The triangles have angles of size ⇡2 ,
⇡
4 , and
⇡
6 and are
included to show the symmetries of the tiling in the universal cover. The tiling shown
by the green line has four hexagons around every vertex - only the hyperbolic plane
can fit more than three hexagons around a vertex. The fundamental polygon of the
tritorus is not shown, but includes eight of the green hexagonal tiles. Images are from
[5].
The Epinet project [5] shows many thousands of nets generated by a procedure
similar to this one. Epinet stands for ‘Euclidean Patterns in Non-Euclidean Tilings’,
and it showcases nets generated in the manner described above. Its focus is on
generating three dimensional nets by tiling two-dimensional surfaces such as the
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tritorus. The tiling on the tritorus can be arbitrarily complex, with the only limit
being that it must respect the symmetry elements of the surface embedding if it is
to have any symmetry of its own other than translational symmetry. As it happens,
this is a significant limit because most interesting repeating spatial patterns have more
than just periodic symmetry. The tritorus can be cut up in several ways to generate
the repeating ‘bricks’ that will template the final net. The most symmetric and natural
ways follow the genus three minimal surfaces: the Gyroid (G), Diamond (D), Primitive
(P) and Hexagonal (H). Examples of nets generated onto these minimal surfaces are:
[5, 60, 7]. These surfaces are shown in Figure 1.20.
Briefly, minimal surfaces are surfaces on which every small neighbourhood of
the surface is either flat or shaped like a saddle. Minimal surfaces are so named
because they have a (locally) minimal surface area given their constraints. The standard
example of a minimal surface in nature is a soap film spanning a wire frame; the
wire provides the boundary constraints and the soap film shrinks itself to minimise its
surface area, forming a minimal surface. A triply periodic minimal surface is simply
a minimal surface that smoothly repeats in three independent directions. Explaining
more about minimal surfaces is beyond the scope of this thesis; much more information
is available elsewhere [5, 20, 55, 60, 62].
There are other methods which use quite different techniques for identifying and
analysing three-dimensional frameworks, some of which I will describe to provide
context for the methods used in this thesis. One common method uses three-
dimensional tiling theory, in which the locations of the atoms and bonds represent
the vertices and edges of three-dimensional polyhedra which ‘tile’ space [63]. In
this method, the cycles of the network are extremely important as they represent the
(not necessarily flat) possible faces of the polyhedra. In this case, the body of the
polyhedron is largely insignificant in terms of chemical relevance; it is used simply
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(a) (b)
(c) (d)
Figure 1.20: Four different genus three minimal surfaces. These minimal surfaces
are called genus three because they are composed of a translational array of cut-open
tritori. (a) The Primitive (P), (b) the Diamond (D), (c) the Gyroid (G), and (d) the
Hexagonal (H). (a), (b) and (c) are cubic while (d) is hexagonal. A graph embedded
on a tritorus can be used to create a 3-periodic net by mapping the tritorus to any one
of these four structures. Images from [8].
to represent ‘blocks’ of atoms and bonds in a visually comprehensible way, and to
highlight strong rings in the network as faces of the polyhedron. The importance
of the cycles of the atomic bonding network has been appreciated in the literature
[64, 65, 66]. The analysis of the cycles, and the relationships between them, is the focus
of the computer program TOPOS [67]. This program identifies and analyses the cycles
within a crystalline network and can provide information about their interpenetration.
With this strength, TOPOS is a useful tool for analysing structurally complex networks.
The paradigms inherent to these methods are complementary to the surface-reticulation
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paradigm of this thesis, and won’t be mentioned further.
The take-away message from this discussion of embedding graphs in the tritorus is
that there is a well-established way to generate 3-periodic nets in space from tritorus
embeddings. If the graph embedding is well-chosen in conjunction with the way the
tritorus embeds in space, nets with a huge variety of properties - including high levels
of symmetry, entanglement and chirality - can result. Two complex networks produced
using this method are illustrated in Figure 1.21 to emphasise this point.
Figure 1.21: Two examples of the variety of nets generated by graph embeddings on
the tritorus. Top: a ‘tree’ graph in the hyperbolic plane is templated by the P surface
and maps to a crowded array of branching filaments writhing through space. Images
are of P118R(2) from [8]. Bottom: a tiling of H2 with three kinds of tiles but just one
kind of vertex is templated by the P surface (a different section of the surface is shown)
to produce a chiral net with a variety of ring sizes. Images are uqc33 and sqc7321 from
[5].
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1.4.5 Symmetry and orbifolds
‘Symmetry’ refers to patterns repeating in space. The nature of this repetition can take
several forms.
Translations are movements of the pattern. Symmetries which contain translations
are known as ‘periodic’: every instance of the pattern repeats again and again in
one or more directions at one or more distances. This type of symmetry appears
throughout Chapters Two and Three in the context of the flat Euclidean plane E2 being
the universal cover of the torus.
A rotation is a circular movement around a centre. In two dimensions this centre is a
point, in three dimensions it is a line. If there is a set of discrete angles through which
the pattern must turn to form n copies around a common centre then that centre is an
n-fold rotation point (or in three dimensions an n-fold rotation axis).
A reflection forms a mirror image of a pattern across a line in two dimensions, or
across a plane in three dimensions.
An inversion can be thought of as a reflection through a point. Any vector ~v maps
to  ~v under an inversion. That is to say that if the vector has Cartesian coordinates
(x, y, z) then an inversion will map it to ( x, y, z). In two dimensions an inversion
is identical to a two-fold rotation, because both operations make the vector (x, y) map
to ( x, y). In order to avoid misunderstandings the usage of the term ‘inversion’ in
this thesis will be restricted to three-dimensional symmetries.
There are two other possible symmetries familiar to crystallographers, glide planes
and screw axes. These symmetries are not relevant to the structures considered in this
thesis, and only glide reflections (reflections across glide planes) will be discussed
further, for the sake of completeness when discussing orbifold notation later in this
section. A glide reflection is a translation followed by a reflection across the direction
of the translation. Glide reflections typically correspond to non-oriented surfaces
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which are not the focus of this thesis. The reason that oriented surfaces are preferred
for creating entangled structures is discussed fully in Chapter Two.
All these symmetry operations are ‘isometries’, which is to say that angles and
distances are maintained under these symmetries. However they differ in whether
they preserve or exchange orientation. In two dimensions these isometries can be
understood by drawing a pattern on a surface then tracing the pattern onto a clear
plastic sheet resting on top of the surface. However the sheet is then slid around, the
two patterns – the original and the copy – will be isometries of each other. This is
for the simple reason that there exists a rigid body motion that will superimpose the
two patterns back on each other, i.e. moving the plastic sheet back to where it was. If
the sheet was just moved (translated) or spun around a point (rotated) then the image
can be shifted back to its original place by simply sliding the plastic sheet, so we call
these actions ‘orientation-preserving’. However creating a reflection involves turning
over the transparent sheet. There is no way to adjust the sheet to superimpose the two
patterns without flipping the sheet back over (unless the image has mirror symmetry
in itself). Thus a reflection is an orientation-reversing symmetry operation. In three
dimensions, translations and rotations are still orientation-preserving, while reflections
and inversions are both orientation-reversing. Important consequences ensue for the
symmetries of tangled structures and these are further discussed in Chapters Two and
Three in the context of ‘chirality’.
Symmetries can be composed together to form other symmetries. For example in
two dimensions, successive rotations around different points can combine to form a
translation, while two reflections across intersecting lines must induce a rotation at
the point of intersection, etc. Symmetries can also be composed together to make
symmetry groups. These are groups in the mathematical sense of the word, and
they divide space into discrete repeating domains that are related to each other by the
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symmetry elements. Two particular kinds of symmetry groups are most relevant to this
thesis, being three-dimensional point groups and two-dimensional plane isometries.
A point group is a symmetry group of a space that leaves a point fixed, which in this
case corresponds to the centre of the sphere; every symmetry of the sphere leaves its
centre invariant. The symmetries of the sphere are precisely the symmetries of a three-
dimensional point group. This equivalence allows us to describe three-dimensional
point groups using the same concepts and notation as two-dimensional isometries.
There are several different notations for these symmetry groups each with its own
merits and historical context [68]. In this thesis, for reasons of mathematical elegance,
I use the orbifold notation due to Conway [69], which is particularly simple in two
dimensions. As the name implies, this method analyses symmetry through the lens of
‘orbifolds’.
An orbifold is a topological space that is a generalisation of a manifold5. Orbifolds
were invented by Thurston who was considering the quotient of symmetric spaces
under their symmetries [70]. They generalise manifolds because they can contain
‘cone points’ and boundaries, both of which are inadmissible in a manifold because
their neighbourhoods don’t look like normal Euclidean space. The symmetries of the
‘discrete repeating domains’ of a symmetry group, mentioned above, are encoded by
the orbifold. A comprehensive introduction to orbifolds is given in [71] and [69]. The
process of determining a two-dimensional orbifold is illustrated in Figure 1.22. Note
that while we can draw pictures of orbifolds that convey many of their salient points,
the ‘shape’ of an orbifold may not fit into three-dimensional space. For example a
straight mirror within the orbifold might be drawn curved in a diagram.
Two-dimensional orbifolds have a simple naming convention. The number
5Amanifold is a topological space that locally resembles Euclidean space near each point. E.g. every
point on a 2-dimensional manifold will be surrounded by a small patch of surface indistinguishable from
a patch in E2.
36 Introduction
and type(s) of each distinct symmetry element are recorded in a text string and
concatenated together as follows:
⇧ Rotation points are tallied, and the multiplicity of each is recorded. The ordering
is not important, so a symbol ‘223’ indicates two two-fold rotation points and one
three-fold point, just as does ‘232’ or ‘322’.
⇧ Mirror lines are counted, and attention is paid to points where two mirror
lines cross. This information is recorded using the symbol ‘?’ for each mirror,
followed by a set of numbers indicating the angles of ‘corners’ in the mirrors;
two mirrors crossing at angle ⇡/n are represented by the integer n. The orbifold
symbol ??234 shows that there are two distinct mirrors – one for each ? – and
one mirror is straight whereas the other has sequential corners with angles ⇡/2,
⇡/3, ⇡/4. The cyclic ordering is important, so ?234 is the same as ?423, but
different from ?324 as the corners would be encountered in a different order.
⇧ Glide reflections in the pattern (mentioned above) are counted and denoted ‘⇥’.
Each distinct glide reflection is recorded with a ⇥ symbol. In the orbifold these
symmetries are present as ‘crosshats’ which can be thought of a zip inserted in
the surface and ‘zipped up’ with mismatching ends. Crosshats are illustrated in
Figure 4 of [72].
⇧ Finally, any translations that are not due to the composition of other symmetries
are counted and represented by the symbol  . Each translation equates to a
‘handle’ being attached to the orbifold. The orbifold symbol    corresponds to
the bitorus of Figure 1.11(c).
These four types of symmetry elements encompass all possible symmetries of the
plane.
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A general two-dimensional orbifold symbol has the form
⇥...⇥abc?ABC ?DEF  ... 
where lower case letters refer to rotation points and upper case letters refer to angles in
mirrors. Any symmetry feature that is not present is omitted, such as in the examples
in Figure 1.23 with orbifolds 2 ? 22, 22? and 3 ? 3 which have no ⇥ or   elements.
These examples are all from the Euclidean plane E2. An identical process to
identify symmetries can also be used on intrinsically curved surfaces such as the sphere
S2 or the hyperbolic plane H2. Examples of spherical orbifolds are shown in Figure
1.24, and are used in Chapter Two.
Orbifolds are useful because they capture a particular essence of a symmetric
pattern. They represent the group structure of the pattern in a unique way. However
they do not describe any particular realisation of a group of isometries. As an example,
consider  , the group of the torus which has the Euclidean plane E2 as its universal
cover. The torus ‘unrolls’ in the plane to form a 2-periodic lattice that can either
be generated by two ‘orthogonal’ translations which cover the torus with a rectangle
with opposite sides identified, or else by three translations that pair opposite sides of
a hexagon. These alternatives are illustrated in Figure 1.25, where the torus is opened
into either a square or a hexagon (both of which are valid fundamental polygons
for the torus), before tiling its universal cover E2. The two tilings look different,
but both are valid representations of the torus in its universal cover, and (hence) the
group represented by the orbifold  . The   group is presumed to not have any higher
symmetries in this example, otherwise the tilings of Figure 1.25 could have higher
symmetries consistent with the possible 2, 3 and 4-fold rotations and reflections of
the tilings. Separately from this example, it’s also worth noting that two distinct sets
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(a)
(d)
(b) (c)
(e)
Figure 1.22: The transition from a symmetric pattern in the plane to its orbifold,
4?2. The orbifold is the smallest surface patch that contains all the information (the
colouring of the tile and the symmetries) necessary to recreate the pattern. (a) The
repeating pattern has two different types of symmetry elements, mirrors (marked in
red) and two-fold rotation points (marked as blue circles). (b) One element bounded
by mirrors contains all the information of the plane tiling, but still carries four identical
copies of the same information, related by the four-fold rotation point. Note that
there are four distinct boundary mirrors crossing at an angle of ⇡/2. (c) To obtain the
smallest domain this square can be quartered, as marked by the green dashed line. (d)
One of these smallest symmetric domains can be ‘rolled around’ and seamlessly glued
together along the green dashed line to produce the manifold. After gluing, almost
every point on the orbifold has a neighbourhood identical to the one it possessed in
the plane. The one exception is the neighbourhood of the apex at the four-fold rotation
point, where the presence of four-fold symmetry compensates for only one quadrant
of its former neighbourhood remaining. (e) The final orbifold has a mirror boundary
(marked by the ‘?’) composed of just one mirror, containing a ⇡/2 angle marked by
the ‘2’. The four-fold rotation point is marked by the ‘4’. This orbifold is represented
by the symbol ‘4?2’. In practice, the analysis of the orbifold symbol can be done by
examining the pattern in the plane, to seek out the symmetry elements that allow the
identification of the smallest symmetry (or equivalently, largest asymmetric) unit. All
images, complete with annotations, come from [71].
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2 ? 22 22? 3 ? 3
Figure 1.23: Planar tilings of E2, their orbifold symbols, and the orbifolds themselves.
All images, complete with annotations, come from [71].
22N 235
Figure 1.24: Spherical tilings and their orbifold symbols. Each tiling contains only
rotation points, three distinct rotation points in each case. The image of 22N is from
[71], and that of 235 is from [73].
of isometries, i.e. two different symmetry groups, can give rise to the same orbifold
because they have the same abstract group structure.
Building on the same example of the group of the torus, the dimensions of the
fundamental polygons are unspecified by the orbifold. Thus if a tall, thin rectangle is
the fundamental polygon of  , the corresponding tiling of E2 will have a much shorter
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Figure 1.25: The torus can be cut open to either a rectangular or hexagonal fundamental
polygon. These fundamental polygons then tile the universal cover of the torus, E2, in
a manner that illustrates that the group of the torus can have either two (in the case of
the rectangle) or three (hexagon) generators.
period of repetition in the horizontal direction than in the vertical direction. This same
effect is evident in the 22? orbifold of Figure 1.23, where the distance between each
of the twofold rotation points is not specified in relation to the distance between the
rotation points and the mirror. Variations in these distances also change the aspect ratio
of the repeating pattern.
More generally, orbifolds can have degrees of freedom in the patterns that they
describe. For some orbifolds this is not the case, such as the spherical or hyperbolic
‘triangle groups’ ?pqr or pqr (for certain values of p, q and r that don’t produce a
Euclidean tiling), where the combination of symmetries and the geometric constraints
of the underlying space completely specify the dimensions of the pattern. In contrast,
any orbifold in E2 will have at least one degree of freedom which corresponds to the
scale of the pattern. This freedom is absent in S2 and H2 where the size of an orbifold
is fixed by by the integral curvature of its symmetries [69]. The significance of this
discussion of the properties of orbifolds is to observe that while orbifolds are a unique
representation of a group, they still have freedom in their group presentations and
geometric realisations.
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Symmetries of H2 are extremely interesting, as they relate to hyperbolic minimal
surfaces, but they are beyond the scope of this thesis. The interested reader is directed
to [6, 7, 60, 61, 74] and [75] to explore the possibilities of H2.
1.5 The story of this thesis
One of the strong influences upon this thesis was the Epinet project [5], in which
graphs are reticulated onto H2, which is the universal cover of certain triply periodic
minimal surfaces. Following this mapping, the graphs generate repeating 3-periodic
crystal structures. This mapping is done in a simple and natural way that respects as
much of the symmetry of the graphs in H2 as it can. Using this simple mapping, the
potential tilings of the tritorus can create such a vast number of nets that even now,
years later, crystals of certain classes have not yet been enumerated. As a point of
interest though, there was a question about alternative mappings from the universal
cover to the surface. This question clarified to a consideration of mapping non-regular
fundamental polyhedra from the universal cover onto a tritorus or minimal surface.
This seemed like a non-trivial endeavour, as the universal cover of the minimal
surfaces is the Hyperbolic plane, in which geometry follows unfamiliar axioms:
parallel lines diverge, the angle sum of a triangle is less than ⇡, and vector addition is
not commutative. These complications suggested that it would be wise to gain insight
by studying a similar process in a simpler setting. So the choice was made to study the
analogous process in the space which has the Euclidean plane as its universal cover.
That space is the genus-one torus, and whatever insight was gained by that process is
recorded in this thesis.
The original goal of producing ‘stretched’ nets was achieved in a different but
equivalent manner by my fellow PhD student (now Dr.), Myfanwy Evans. Instead of
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taking a distorted unit cell of a symmetric tiling, she distorted the tilings in the exactly
commensurate way to compensate for choosing a conveniently-shaped unit cell. This
method resulted in Myf’s PhD thesis [8] and some shared work which appears at the
end of Chapter Four.
Chapter Two introduces tangled polyhedra embedded on a torus. They are derived
from irregularly shaped unit cells of a periodic tiling in their universal cover. The
different tilings which give rise to each toroidal graph embedding are generated by a
2-cell embedding algorithm. The general form of the algorithm generates all 2-cell
embeddings of a graph, embedded into all the oriented surfaces of different genus
consistent with 2-cell embedding. The toroidal tilings are selected from these. Tilings
of oriented surfaces with a different genus can be achieved by trivially altering the
algorithm to select the desired genus. Examples are provided to display the workings
of the method, and Platonic polyhedra are used in this role for their many interesting
mathematical properties, as well as their familiarity. The full method is used on the
three smallest of the Platonic polyhedra: the tetrahedron, cube and octahedron. The
larger icosahedron and dodecahedron present computational difficulties due to the
combinatorial explosion of the ways in which their elements can be juxtaposed and
so have a modified method applied to them.
By varying the shape of the unit cell in the two dimensional universal cover of
the torus, different entanglements of the Platonic polyhedra are produced in three
dimensional space. While there are limits on the area of the unit cell, there are no limits
on the extent to which, and direction in which, they can be stretched. Each of these
arbitrarily stretched unit cells generates a valid toroidal embedding of the source graph.
Given this infinite spectrum of possible structures, it becomes important to select those
with amenable properties. Such properties include high point group symmetry, and a
low ‘energy’, which is defined in a way to reward shorter edges in the tilings.
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Chapter Three explores one of the interesting features observed in all the tangled
Platonic polyhedra examples generated in Chapter Two: they are chiral. This
observation motivated an investigation, published in [24], which sought to determine
whether all such tangled isotopes are chiral. My co-authors and I discovered that it
was indeed true that all polyhedral graphs embedded on a torus in a tangled manner
are chiral. It also eventuated that the restriction to ‘polyhedral graphs’ was optimal in
the sense that it was the weakest allowable restriction: if any one of the criteria which
define a polyhedral graph are relaxed, the resulting isotopes can be achiral.
This interesting new result came with a caveat. We were trying to prove that
chirality is a consequence of the embedding of a polyhedral graph – which always
has a possible sphere embedding – onto a torus in a ‘minimal’ way: we ignore the case
in which the torus-embedded isotope is ambient isotopic to the spherical embedding.
In this case the embedding of the isotope could have been into a lower – more minimal
– genus surface. Thus our proof could rely upon the fact that the isotope contained
some ‘entanglement mode’ which prevented it from lying in the plane (or equivalently
embedding on a sphere). Obvious candidates for these entanglement modes were knots
and links, which if present within a graph embedding will prevent it from having a
planar embedding. But how could we be sure that there was no other entanglement
mode which could exist within a genus-one graph embedding, preventing it from
‘flattening out’?
Such an entanglement mode had previously been found by Kinoshita [76] and is
familiar to anyone who has put a ‘crown knot’, ‘wall knot’ or ‘back splice’ into a
three-strand rope, see Figure 1.26 [57]. Kinoshita’s example used a graph composed
of two vertices, connected by three edges, known as a ‘theta graph’ for its similarity
to the Greek letter ✓. It contains no knots or links, but cannot lie flat in the plane
without crossings. There is a genus two embedding of it, and while it is not difficult to
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prove that it has no genus-one embedding, the proof that there is no other entanglement
mode which embeds on the torus has proved elusive. Clearly these unusual structures
deserved a closer look...
a. b.
Figure 1.26: (a) A novel entanglement of a theta graph, discovered by Kinoshita. The
graph has only two vertices and three edges. This embedding has no knots or links,
yet is non-planar. If it is drawn in a more symmetric fashion it looks similar to (b), the
beginning arrangement of a ‘crown knot’, ‘wall knot’ or ‘back splice’ in a three-strand
rope [57]. The intrigued reader may wish to compare these images with Figure 1.6(e).
Chapter Four explores this unusual tangling mode, and others conceptually
similar to it, which my co-authors and I denote as ‘ravels’ in [4]. These ravels
contain no knots or links and can vary in size from being localised to a single
vertex, to extending through multiple edges in the embedded graph. Their existence
poses a challenge to the paradigm of analysis of complex structures solely by the
interpenetration, catenation and knotting of cycles. Thus computer programs which
perform an analysis in this cycle-based way, such as TOPOS [67], are of limited utility
in identifying these kinds of entanglement.
The genus two and three surface embeddings of the ravelled theta graph – or ‘the
ravel’ for short – have interesting symmetries, also present in their universal covers: the
Hyperbolic plane. The genus three example is particularly interesting simply because
it is genus three, a surface which naturally maps to a 3-periodic crystal structure [60].
I then consider how a structure derived from the ravel can be embedded into space
in a 3-periodic way using a mapping from the genus three embedding of the ravel
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to a minimal surface. The reason for doing so harks back to the original interest
in extending the capabilities of the Epinet paradigm [5]. Considering the unusual
properties of the ravel, it seemed certain that a periodic structure derived from it must
inherit some peculiar properties of its own. The ravel tiles the Hyperbolic plane with
infinite tiles, or alternatively by a ‘forest’ of disjoint trees. This is in contrast to the
finite tiles used in [5] and [60] and in part explains the unusual behaviour of the derived
periodic structures.
Welcome to the jungle...
Chapter 2
Tangled Platonic Polyhedra
A method to find all embeddings of a given graph on the two-dimensional genus-one
torus is used to construct a variety of entangled Platonic polyhedra graphs. These
graph embeddings contain knotted and/or linked subgraphs of arbitrary complexity,
the simplest of which include the ‘trefoil’ knot and the ‘Hopf’ and ‘Whitehead’ links.
The method is valid for any planar graph, but for reasons of familiarity and ubiquity
embeddings of the edge-graphs of the Platonic polyhedra are used as examples. The
method is used in full for the topologically simpler tetrahedron, cube and octahedron
graphs, but due to computational restrictions the larger dodecahedron and icosahedron
graphs are analysed with modified and simplified techniques. The polyhedra are
thoroughly investigated: analyses of knotting and linking, point group symmetries and
an energy function are presented.
2.1 Introduction
Polyhedra have long been of interest to mathematicians and philosophers, the fascina-
tion aided by the spatial, geometric, and combinatorial patterns commensurate with
their simple structures. One notable early discussion of regular polyhedra was by
Plato in his Timaeus [77]. He identified the ‘classical elements’ of fire, air, earth,
water and quintessence (or aether) respectively with the five regular polyhedra -
tetrahedra, octahedra, cubes, icosahedra and dodecahedra - as universal building blocks
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in his early ‘theory of everything’. The ordering accords to the pointedness of the
polyhedra: fire is sharp (tetrahedra), earth sticks together (cubes) and water flows
without interlocking (icosahedra). Just as the understanding of the constitutive nature
of elements has since grown, so too has the conception of polyhedra expanded.
Polyhedra were initially envisaged as solid bodies with planar polygonal faces,
just as the centre and faces of the structures are intrinsic to the ancient Egyptian
pyramids. The polyhedra now known as Platonic polyhedra due to the interest
recorded in them by Plato, are defined by being regular: each face is a congruent
regular polygon1 and the same number of faces meet around each vertex. Later the
concept had developed so that in the fifteenth century, Leonardo da Vinci famously
illustrated Fra Luca Bartolomeo de Pacioli’s De divina proportione with an image of
a rhombicuboctahedron that emphasised only the edges and vertices; this image is
shown in Figure 2.1. The image is notable in this context because it omits the faces
and solid body, showing just the edges and vertices. Kepler broadened the concept
of the polyhedron further by considering stellated polyhedra [78], before the idea was
extended further still to infinite polyhedra [79] and a plethora of other still broader
generalisations. Each generalisation allows interesting new structures to be created as
the principles of the Platonic polyhedra are relaxed or extended.
One such generalisation uses a ‘topological’ definition of a polyhedron, in contrast
to normal ‘geometric’ definitions which emphasise angles, lengths and straight lines.
In this definition, the face of a polyhedron is defined to be the cyclically ordered set
of vertices and connecting edges that surrounds it. Concepts such as angles, lengths,
straightness, flatness and convexity are irrelevant to such a definition, which hinges
instead on the different possible cycles (see page 6 for the definition of a cycle) within
a graph. This definition is used in tiling theory, as described by Gru¨nbaum [81].
1A regular polygon has all edges of equal length and all angles equal.
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Figure 2.1: A ‘skeletal’ polyhedron is composed of just the edges and corners, and
omits the faces and solid body. This illustration of a rhombicuboctahedron allows
viewing of both the front and back elements [80].
Defining the polyhedron faces by vertex and edge cycles allows us to maintain
the intuitive link with regular polyhedra while creating topologically interesting finite
structures, embedded in oriented manifolds of genus greater than zero. This definition
is suitably broad to allow a freedom of structure that is not constrained to convexity,
planar faces, or topologically spherical polyhedra. In turn, this freedom allows the
presence of knots and links, as well as other entanglement modes [4] within the
polyhedra. Interestingly, topologically toroidal polyhedra which have planar faces and
straight edges – i.e. the faces of the polyhedron tile the torus with planar tiles – can
be created following a purely geometric definition of a polyhedron, such as the dual2
pair of the Szilassi and Csa´sza´r polyhedra [82, 83]. However, these requirements of
straightness and flatness need to be dropped to allow a fuller variety of structures.
This identification of the faces of a polyhedron with the cyclically ordered set of
vertices and connecting edges that surrounds it allows a wide variety of structures.
When this definition is used to construct such polyhedra it is known as the 2-cell graph
embedding method. This method generates topologically distinct ways in which graphs
2The dual of a tiling corresponds to an initial tiling by replacing faces by vertices and vertices by
faces as described in section 2.6.3.
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can be embedded in a surface (or more technically a closed 2-manifold), keeping
in mind that a graph is a set of vertices and edges with each edge joining a pair
of vertices. This method is developed in section 2.2, and is known as the ‘2-cell’
method because it considers a face to be a 2-dimensional ‘cell’ surrounded by a single
boundary composed of 1-dimensional lines and 0-dimensional points. The images in
Figure 2.2 show two different structures on surfaces of different genus found by this
2-cell method.
A
B
G
F
E
D
C
H
A
B
G
FE
D
C
H
Figure 2.2: A topologically simple cube and a tangled version. Both are shown
reticulating underlying surfaces.
Some of these ways that graphs can be embedded in space are topologically
trivial, whereas others are inherently knotted or interlinked. While the method is
applicable to any graph, in the cases considered in this chapter, the graph will be
that of a tetrahedron, cube, octahedron, dodecagon or icosahedron. If these graphs
are considered in a chemical context – as atoms and bonds, or metal complexes and
ligands – the results shed light on various distinct topological isomers that may be
attainable by the compound. As these isomers differ by their ambient isotopy class,
we follow the nomenclature of [84] in calling them isotopes. In literature regarding
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structural DNA manipulation [85] they are denoted topoisomers.
There are different ways to quantify the ‘tangledness’ of a graph embedded in
space. These techniques are mostly imported from or inspired by knot theory: cycles
within the graph embedding form loops which may be knotted or linked, and so
they can be described by knot and link tables, minimal crossing numbers, or knot
polynomials etc. [58]. Other ‘geometric’ methods can also be used, which rely on
the particular embedding of a structure in space [86]. There has been some recent
interest in the knots and links present in embedded graphs [87, 88], however this
work typically focuses on the knots and links unavoidably created in the embedding of
sufficiently complex graphs [89], or indeed the heights of complexity achievable in an
embedded graph[90], rather than the means of introducing controlled complexity into
the embeddings of otherwise simple structures.
An alternative to analysing the knots and links contained within an isotope is a
particular generalisation of the knot polynomials called the Yamada polynomial [91]
which provides an invariant (up to polynomial factors) of the entire embedded graph.
The Yamada polynomial has been used to analyse the entanglement of the ‘theta graph’
(the graph with two vertices connected by three edges represented by the Greek letter
‘✓’) [92], however its utility for providing useful information about embeddings of
larger graphs is unclear.
Instead we prefer to use the measure suggested in [84] as a first classification of the
complexity of graph embeddings. This ‘handle ranking’ assigns to each embedding
the minimum genus of an oriented surface that the embedding could lie on. It is known
that the complexity of knots [93], links and other entanglement modes [4] increases
with increasing genus, which motivates the use of this measure as these are precisely
the features which cause tangling in a graph embedding.
This hierarchy of embedding graphs on surfaces of increasing genus fits naturally
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with our method for generating 2-cell embeddings of graphs, to reticulate an oriented
surface with the vertices and edges of the graph. A ‘reticulation’ of a surface indicates
that the vertices and edges of a graph form a network on the surface, with edges only
meeting or crossing at designated vertices. The use of 2-cell embeddings is a common
technique within graph theory [19]. It is used in [94] and with a different emphasis in
[95]. As we only consider small (comparatively combinatorically simple) graphs, we
can omit many of the group theoretic aspects discussed in these works.
Surfaces can sit in space in many ways. The three-dimensional embedding of a
graph will have properties from both the manner in which the graph reticulates the
surface, as well as the manner in which the surface sits in space. I choose to generate
complexity in the three-dimensional embedding by changing the reticulation rather
than the shape of the surface. As this chapter focuses on the genus-one surface, we
consider only the ‘doughnut’ manner of torus embedding in space. Figure 2.3 shows
the ‘doughnut’ torus embedding as well as other options with undesirable features.
The simple configuration of the surface in space avoids issues arising from self-
intersection of the surface or knottedness and so facilitates analysis of entanglement
using the universal cover (defined on page 19) rather than needing to examine the
three-dimensional embedding. The universal cover of the torus is the plane, with a
two-periodic translational symmetry echoing the longitudinal and meridional cycles of
the surface structure of the torus.
The location of vertices of the graph within the universal cover is determined by
a barycentric placement, concept that goes back to Tutte [96]. This means that each
vertex is located at the centre of the vertices to which it is connected, as if the edges
are a network of stretched springs. Specifically, the coordinates of each vertex are
the average of the coordinates of its neighbouring vertices, which is equivalent to
the vertex being located at the centre of mass of its (equally-weighted) neighbours.
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(a) (b) (c) (d)
Figure 2.3: A flat torus (a) can be wrapped into E3 in different ways while still
respecting the identification of opposite edges. The simplest way is by forming a
doughnut shape (b) but other knotted varieties of the doughnut (c) or versions where
the surface self-intersects (d) are also valid. The self-intersections in (d) are marked in
red.
This placement transforms a 2-cell embedding into a canonical 3 tiling - up to scaling,
shearing and translations - with highest possible symmetry [97]. For all graphs
considered in this thesis, barycentric placement on the torus generates unique positions
for vertices and non-crossing edges.
In its representation in the universal cover, the graph becomes a translational unit
cell of a periodic repeating pattern. Alternatively, the surface embedding of the graph
can be cut open to form a surface patch reticulated with one translational unit of the
tiling of the universal cover. These cut-open patches fit together in a way that matches
the periodicity of the universal cover. To find the actual placement of vertices, edges,
and implicit faces in three-dimensional space, the surface is embedded in space in a
suitable way (i.e. the torus is embedded as a simple doughnut), then dissolved, leaving
behind the points and lines, which can form a topologically tangled structure.
While the isotopes in this chapter generalise Platonic polyhedra by virtue of
sharing their graphs, some can share another feature of Platonic polyhedra: all faces
have an equal number of edges. These isotopes have a high degree of symmetry
within the universal cover, loosely corresponding to the high point-group symmetry
of traditional Platonic polyhedra. Tilings with slightly less symmetry can correspond
3A canonical form is a standardised and unique form for representation. For example the quadratics
3 + x2 + 2x and 2x+ 3 + x2 are identical, but this can be most clearly seen when both are rearranged
into their canonical form of decreasing powers of x, i.e. x2 + 2x+ 3.
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to Archimedean polyhedra; Archimedean tilings have two symmetrically distinct
faces, but symmetrically identical vertices. The rhombicuboctahedron of Figure 2.1
is an example of an Archimedean polyhedron, and several toroidally embedded
Archimedean tilings of the torus are presented in this chapter. Indeed the property
of vertex congruence of Archimedean tilings defines ‘uniform polyhedra’ [98] which
are not normally expected to be convex – including for example the stellated polyhedra
– so this genus-one extension only varies from the previous definitions of polyhedra
by allowing curved faces and edges in the three-dimensional embedding.
Other torus embeddings of graphs presented in this chapter have less symmetry
in the tilings of their universal covers, typically having more than two symmetrically
distinct faces. Such isotopes are generic genus-one versions of traditional polyhedra,
with lower symmetry, and are given no special attention in this thesis unless they
possess other redeeming traits.
For simplicity of generation and analysis, this chapter limits the analysis of
embedded graphs to the torus. Graphs embedded on the torus correspond to physical
and chemical phenomena with a small, limited amount of entanglement. While the
method is valid for any planar graph, only the combinatorically simpler Platonic
polyhedra – tetrahedra, cubes and octahedra – are considered in detail. The larger
icosahedra and dodecahedra are less computationally tractable, and have no regular
tilings of the torus. These two polyhedra are given a more limited analysis, which is
consistent with an interest in isotopes displaying a higher symmetry. Of all the glut
of potential structures produced by the method, the tetrahedron, cube and octahedron
best represent the toroidal ‘Platonic ideal’.
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2.1.1 Polyhedra in chemistry
It is common in the chemistry literature to represent certain structural elements
within crystals as tetrahedra or other small solid shapes, connected to other atoms
or solid shapes [48]. In this sense the solid shapes represent an assembly of atoms,
usually rigidly located with respect to each other. Using this concept, some crystal
structures can be represented as packings of polyhedra, with edges of the polyhedra
corresponding to atomic bonds, and corners corresponding to atom locations. The
structure of beta-cristobalite, described by an arrangement of tetrahedra in space, is
an example of this (Figure 2.4). Many other structures are discussed by Wells in
[99], indicating that a huge variety of structures can be composed of polyhedra in
this way. More recently, it has been realised that some crystals can be represented
by generalised space-filling polyhedron packings. A natural method to describe these
polyhedral packings has been proposed by Delgado-Friedrichs et al. [100].
Figure 2.4: The chemical structure of beta-cristobalite. Each tetrahedron represents
a silicon atom centred between four tetrahedrally arranged oxygen atoms. Such
structural motifs are found in many chemical structures.
This chapter focuses on the generation of tangled polyhedra. One use of these
polyhedra is to substitute for untangled polyhedra to create a tangled structure. For
example, the structures in Figure 2.2 suggest an immediate way to generalise structures
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such as the augmented structure of reo [49, 50] shown in Figure 2.5: each untangled
cube module can be replaced by a tangled version, with identical connectivity.
A similar result could be achieved by substituting any tangled polyhedron for an
untangled one, such as replacing the tetrahedra of Figure 2.4 with tangled versions.
Note that the reo network is named after the structure within ReO3 crystals, however
tangling suggested here applies to networks with the same connectivity but on a larger
scale.
(a) (b)
Figure 2.5: (a) The augmented structure of a ReO3 crystal, from [49]. It is denoted reo-
a in [49, 50, 101]. A tangled structure with the same connectivity could be achieved
by reticulating a toroidally tangled cube onto the tori in image (b).
The method can also be used to extend the Epinet project [5] to generate further
structures within its rubric. The Epinet project generates crystal structures from points
and lines on the genus-3 torus. These objects are mapped into space by slicing
open reticulated tritori (a tritorus is illustrated in Figure 1.11) in a specific way, and
packing the resulting specially-shaped surface patches together in space. The genus-3
property of the torus translates to 3-periodicity of the resulting structures. Using this
method, there is a large number of ways in which different points and lines can be
mapped to various crystals. The variety of resulting crystals can be further extended
by considering less regular cuttings of the tritorus. Such cuttings produce twisted
and tangled periodic crystals which generalise the finite tangled polyhedra presented
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here. The distortions of the crystal do not necessarily need to be very severe to induce
entanglement, though. Structures of this type were the particular focus of a fellow PhD
student, [8], and some shared work on this theme is presented in Chapter Four of this
thesis.
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2.2 Method - generalising Platonic Polyhedra
The 2-cell embedding method, defined below, is used to construct generalised
polyhedra. The purpose of this method is to generate an embedding of a graph that
by construction sits on a doughnut-shaped torus in three-dimensional space. The
motivating idea for embedding the graph in a surface of non-zero genus is that
increasing the genus allows additional structural complexity or ‘tangling’ to occur
within the graph embedding. Any topological complexity of the surface allows a
structure reticulated on the surface to be more tangled than if the structure were
restricted to a simpler blob-shaped surface. This complexity is due to the manner
in which the surface can embed in space, which limits the possible complexity of
the spatial embedding of a structure restricted to that surface. The doughnut shape is
chosen for the embedding surface as it allows the least extra complexity, the goal here
being to create a small and controlled level of structural complexity, or tangling, rather
than a mess. This controlled tangling takes the form of knotted cycles and pairs of
disjoint interpenetrating cycles as well as other tangling modes, which cannot exist in
the standard genus-zero Platonic polyhedra. These other tangling modes are discussed
in Chapter Four. The method can also generate spatial embeddings of the graph that
are ambient isotopic to the standard genus-zero embeddings as special simple cases.
This last situation is worthy of clarification to avoid future misunderstandings.
Recall from section 1.4.2 that a graph can be embedded on a surface that has more
‘loops’ than the embedding needs. The relevant example here is that a graph might
embed on a torus in a particularly simple way, so simple that it could have instead
embedded on the sphere. By definition it is a torus embedding, but it’s not a toroidal
isotope, because the same isotope could have embedded on a surface with lower genus,
namely the sphere. In this scenario, it is a ‘planar isotope’ or a ‘spherical isotope’ that
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happens to be embedded on the torus. This distinction becomes much more important
in the next chapter, where the chirality of the isotope is considered.
The first step is to choose the underlying graph topology; the Platonic polyhedra
are considered as examples in this chapter. The vertices of the graph are located in a
surface, as are the edges, so the edges that connect to a vertex must do so with a certain
cyclic ordering around that vertex. If we presume that each face is simply rather than
multiply connected4 – then the information about the edge orderings around vertices
is enough to determine how the faces fit together and thus the genus of the surface.
Formally, this is called a 2-cell embedding, and is discussed further in section 2.2.1.
The process can be compared to stitching together a patchwork quilt, where the patches
correspond to faces and the relative placement of the patches is determined by the
ordering information around corners where three or more patches meet. With the genus
of the surface determined, all that remains is to determine how the surface wears the
‘quilt’, and where the surface is in space. On the genus-one torus most of the potential
choices make little or no difference to the final structure (up to ambient isotopy and
chirality) so all that matters is howmuch, and in which direction, the ‘quilt’ is stretched
onto the surface in space. Once this has been decided, the surface can be removed,
leaving just the graph embedded in three-dimensional space. Following the ‘quilt’
analogy, this corresponds to cutting the centre out of each patch, back to the stitching
where each patch is sewn to its neighbour. The lines of sewing, and their junctions,
are the edges and vertices of the graph embedding. These embeddings are possibly
tangled, and the knotting and linking of the cycles of the graph can be analysed to
determine the extent and nature of the tangling.
In this way, the surface can be seen as a template for the placement of vertices
4A simply connected region has no holes in it and so is disc shaped. Simply connected regions have
just one boundary, along the edge of the disc. An annulus (a ring-shaped object such as a washer that is
used with nuts and bolts) is multiply connected as it has two separate boundaries due to the presence of
the hole.
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and edges. As it is desirable to do this in a canonical way, we only consider
surfaces which have no self-intersections, as self-intersections prohibit a canonical
embedding into three-dimensional space. This rules out embedding the graph into
non-oriented surfaces such as the Klein bottle, which have no embedding into three-
dimensional space that avoids self-intersections. Self-intersections of the template
surface allows the possibility of a graph embedded in the surface to have differently
entangled embeddings in three-dimensional space. This is an unnecessary extra layer
of complexity, given the breadth of structures we can create using a single canonical
surface embedding. In a paper which considers the creation and analysis of 2-cell
embeddings, potentially for use in chemistry applications [94], the authors also omit
non-oriented surfaces. They claim that the non-physicality of such surfaces makes
them chemically irrelevant, a claim that is at odds with recent chemical syntheses of
e.g. Moebius strips [102]. This is in contrast to my reason for excluding these surfaces,
which is that their lack of a (simple) canonical form means that the disorder is not
adequately constrained.
Having decided that the template surface must be of genus one and not contain
self-intersections, the only candidate is a doughnut-shaped torus, c.f. Figure 2.3.Thus
throughout this chapter we use the unknotted ‘doughnut’ manner of embedding the
torus in space.
2.2.1 2-cell embeddings
As mentioned above, the 2-cell embedding is analogous to the example of a patchwork
quilt. Faces correspond to patches of cloth, edges to the lines of sewing joining the
patches, and vertices to where multiple patches or lines of sewing meet. Formally, a
2-cell embedding of a graph into a surface is one in which every face is homeomorphic
to an open disk, and so has only one boundary component. Vertices of the graph
60 Tangled Platonic Polyhedra
are associated with points in the surface, edges associate with arcs, and the faces are
defined as the complement of the union of the points and arcs – the pieces of the
surface left if the points and arcs are removed. We also apply the reasonable restriction
of prohibiting intersections of any arcs except at the appropriate arc endpoints. When a
graph is embedded into a surface without edges crossing, there is an ordering of edges
around each vertex, known as a rotation scheme, and the information encoded in this
scheme is enough to recover the homeomorphic equivalence class of the embedding
[19, 94]. This means that we can find all embeddings of a graph into a closed surface,
up to homeomorphism, by considering the combinatoric ensemble of all rotation
schemes commensurate with the 2-cell embedding of the graph. Figure 2.6 shows
an example of this process for the tetrahedron.
As we limit our embeddings to oriented surfaces, the surfaces underlying each
embedding can be identified up to homeomorphism by only one parameter, the genus.
The genus of an oriented surface is found using Euler’s formula:
V   E + F =   = 2  2g, (2.1)
where the letters refer respectively to the number of vertices, edges and faces, the Euler
characteristic, and the genus. The number of faces in the embedding can be found by
starting at an arbitrary edge, facing an arbitrary direction, then following it to the next
vertex before turning (say) left, then repeatedly turning left at each subsequent vertex
until the perimeter of the polygon has been traced. The rotation scheme decides the
ordering of the edges around each vertex, so it determines which vertex will be visited
following the next left turn. The circumnavigation of each face is repeated, starting
from unvisited edges, until all faces have been found. The genus can then be calculated
using equation 2.1, as the number of vertices and edges is known from the graph. The
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requirement of a 2-cell embedding – that every face is homeomorphic to a disc – is
necessary for this process, as each face must have only one boundary component.
Euler’s formula (Eq. 2.1) tells us the allowable genera of the 2-cell embeddings of
the Platonic polyhedra graphs. The minimum genus is always zero (the sphere), and
because Platonic polyhedra have even numbers of edges and vertices, the minimum
number of faces is two. This ensures an even value of  , as necessary for oriented
surfaces. The allowable genera of 2-cell embedding are tabulated in Table 2.1. It is
clear from Equation 2.1 and Table 2.1 that graphs with more edges (partially offset
by more vertices) have 2-cell embeddings in surfaces of higher genus. Thus they can
sustain more complex entanglement modes, as suggested in [84].
Table 2.1: The range of genera of 2-cell embeddings of the Platonic polyhedra. Each
polyhedron can be embedded in a manner consistent with a 2-cell embedding on a
surface of any genus between 0 and the value tabulated below.
Polyhedron V E (Fmin, Fmax))(gmin, gmax)
Tetrahedron 4 6 (2, 4) ) (0, 1)
Cube 8 12 (2, 6) ) (0, 2)
Octahedron 6 12 (2, 8) ) (0, 3)
Dodecahedron 20 30 (2, 12) ) (0, 5)
Icosahedron 12 30 (2, 20) ) (0, 9)
The tilings generated by the 2-cell embedding process can have a variety of face
sizes. The notation used in this chapter to describe these tilings is simply a list of the
set of faces present, in the form ha, b, c, di for a tiling containing faces of size a, b,
c and d. In the special cases where distinct tilings have the same set of face sizes,
the relevant tilings are given special names to avoid confusion. The Schla¨fli notation:
{p, q} is used to describe regular tilings with q p-gons meeting around each vertex.
This is equivalent to the notation hp, p, ..., pi, where there are q copies of the number
p.
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Figure 2.6: The construction of a tangled tetrahedron. (a) A rotation scheme is chosen,
which can only fit together one way to form an oriented 2-cell complex. Each vertex
connects to the others in a manner determined by the source graph (in this case a
tetrahedron), so each vertex is connected by an edge to every other. (b) This particular
rotation scheme forms an h8, 4i tiling of the universal cover. A unit cell is chosen,
bounded by two pairs of side vectors, such that there is only one translationally
equivalent point in each cell and each cell is of unit size. In this example a slightly
sheared unit cell is chosen to ensure a tangled product. (c) The unit cell is ‘rectified’
to a square by a linear transformation. (d) The universal cover maps onto the torus
by identifying opposite sides of the square, carrying the tiling with it into E3. In this
example, the top and bottom of the unit cell are glued first, to form a tube, then the
side vectors are glued, bending the tube into a torus shape. (e) The surface is removed,
leaving the points and lines in space. The embedded graph has the same connectivity
between vertices as its source graph, and the choice of rotation scheme and unit cell
shape ensures that there is a single trefoil in the isotope, in cycle ABDCA.
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2.2.2 Tilings of the torus dissolving to polyhedron nets
Finding the possible surface reticulations of the edge skeleton of a polyhedron onto
the torus is a two stage process. Firstly we find its image in the universal cover using
the information provided by the 2-cell embedding rotation scheme. We then find all
the ways to map these tilings onto the torus, by choosing differently shaped unit cells.
In passing, I note for the mathematically minded that mapping differently shaped unit
cells onto the torus is equivalent to taking a certain torus embedding of the polyhedron,
then performing a sequence of Dehn twists on the torus [103]. My analysis will be
based on the different mappings from the tiling of the universal cover onto the torus,
and I pursue the idea of Dehn twists no further in this thesis.
There are two equivalent methods to map from the universal cover to the torus.
In the first of them, the parallelogram unit cell has side vectors (q, r) and (s, t) in
the universal cover, and is wrapped onto the surface in such a way that one of the
side vectors of the parallelogram becomes a meridian loop of the torus, and the other
becomes a longitudinal loop. Alternatively and equivalently, a unit cell parallelogram
is formed by the canonical translation vectors of the 2-periodic lattice wrapped onto
the torus in such a way that the two side vectors have homotopy type (u, v) and (w, x)
with respect to the meridian and longitude lines. The variables mentioned in these two
methods are related by: 264 q r
s t
375 =
264 u v
w x
375
 1
, (2.2)
In the chosen method, requirements on the length and orientation of the sides are
inherent in the choice of the ‘parallelogram’ side vectors. In order to ensure a single
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cover of the torus, the variables are restricted to integer values satisfying
det
264 q r
s t
375 = det
264 u v
w x
375 = ±1
which can be more compactly written as
|qt  rs| = |ux  vw| = 1 (2.3)
with the components of each vector (i.e. q and r, s and t etc.) being co-prime.
Throughout the rest of this chapter we use the first method outlined above, as
illustrated in Figure 2.6(b) and (c). If either vector (q, r) or (s, t) is a scalar multiple
k of a smaller integer-valued vector, say ~v = k~u, then in the process of tracing out the
vector ~v in the universal cover it is necessary to pass through k points translationally
equivalent under ~u. This corresponds to an unwanted multiple covering of the torus.
So to avoid this we insist the vector components (q and r; and s and t) are co-prime,
as the vector cannot pass through any translationally equivalent point in the universal
cover more than once.
The requirement of equation 2.3 means that by an application of Euclid’s algorithm
known as Be´zout’s Identity 5 any choice of initial vector (q, r) (q and r co-prime) has a
matching vector (s, t) which satisfies the above constraints, as indeed does any second
vector of the form (s, t) + k(q, r) for the same (s, t), with integer k. This means that
any toroidal 2-cell embedding generates a 3-parameter family of structures: s, t and
k can vary across any integer values. Allowing q, r, s, t and k to take high absolute
values ‘stretches’ the graph on the torus, allowing circuits to become highly knotted or
linked.
5Be´zout’s identity states that: If a and b are integers not both equal to 0, then there exist integers c
and d such that GCD(a, b) = ac+ bd, where GCD(a, b) is the greatest common divisor of a and b.
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The standard embedding map we use identifies two opposite sides of a parallelo-
gram unit cell, effectively gluing them together into a cylinder. Then the remaining two
sides are identified, gluing the ends of the cylinder together into a torus. The explicit
mapping of the universal cover into E3 is to linearly transform the parallelogram unit
cell to a unit square, for example by multiplication by one of the matrices in equation
2.2, then map:
(x, y)! ((R + r cos 2⇡y) cos 2⇡x, (R + r sin 2⇡y) cos 2⇡x, r sin 2⇡y) (2.4)
where r and R are the minor and major torus radii, i.e. the tube radius and distance
from the tube centre to the torus centre, respectively.
Equation 2.4 describes a mapping which is the composition of rolling the unit
square into a cylinder of unit length and circumference, then bending the cylinder so
that its two ends meet, forming a doughnut-shaped torus. The steps of this process are
shown in Figures 1.12 and 1.13 of Chapter One, and an animation is available online
at [104]. Specifically, equation 2.4 maps the (1, 0) vector to the length of the cylinder
and the (0, 1) vector to its circumference. Then the side of the cylinder maps to the
longitudinal cycle of the torus embedding, and the perimeter of the cylinder maps to the
meridian of the torus embedding. This process is illustrated in Figure 1.13 in Chapter
One.
Several steps within this process could be altered to produce an equally valid map
from the universal cover to a torus in E3. A {6, 3} tiling could be used instead of
the {4, 4} tiling, wrapping a hexagon onto the torus instead of a rectangle, but with
identical results (see Figure 1.25). Instead I use the simpler {4, 4} tiling. Different
embeddings in E3 result by varying the geometric offsets of the unit cell, or varying
which vectors map to which cycles, including the direction of the cycles. However,
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these alterations produce isotopically equivalent structures, up to chirality, as shown in
Figures 2.7 and 2.8. This is least intuitively obvious in the case of exchanging which
side vector of the unit cell maps to the meridional and longitudinal cycles of the torus;
if a small disk is removed from the torus and the torus is turned inside-out through
this hole before the disk is replaced, then the resulting torus will have the meridional
and longitudinal lines exchanged, as shown in Figure 2.9. As long as the puncture
occurs away from any embedded lines, then the embedding of the vertices and lines in
E3 is not affected by the removal of the disk, so during the inversion of the punctured
torus the embedded lines are carried in a non-crossing manner. Thus the isotopy of
the embedded graph is preserved, while the role of meridional and longitudinal lines
on the surface are reversed. It is always possible to find a suitable location for the
puncture, as the removed disk can be arbitrarily small and in any location.
2.2.3 Tangling
There is no good and accepted definition for comparing levels of entanglement within
embedded graphs, for both semantic and technical reasons. There are some techniques
which solve some of the technical problems of quantifying entanglement, but they do
not provide a complete conceptual framework. The mathematical discipline of knot
theory studies the entanglement of embedded loops, but the branching of embedded
graphs poses problems that traditional knot theory is not equipped to answer, restricted
as it is to loops. There are occasional optimistic claims in the literature similar to
“Spatial graphs are one of the main research objects in knot theory” [106], however
this particular quote from 2008 cites a then-14-year-old survey book by the same author
[88] so one can conclude that if the claim was ever accurate, this research focus has
borne little fruit. There is a derivative of knot theory pioneered by Conway [107] which
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(a) (b)
(c) (d)
Figure 2.7: Isotopically equivalent forms of the same toroidal octahedral isotope. (a) A
highly symmetric isotope embedded on a torus. (b) The same isotope embedded in the
surface in a way that is offset by 1/2 of the meridian from the reference image in (a).
This reticulation exchanges the inner and outer equators compared with the first image.
(c) The same isotope, but with the gluing vectors of the fundamental polygon joined in
the other order. (d) Once the surface is removed from any of these torus embeddings,
they are all ambient isotopic to this structure. The embeddings of (a), (b) and (d) have
622 symmetry and so are highly symmetric, unlike a different embedding of the same
isotope in (c).
studies ‘tangles’6, however these objects are not relevant to branching structures. The
main semantic obstacle to the acceptance of a common definition of tangling is that
while it is easy to define what tangling is, it is difficult to define what it is not.
Tangling of a structure refers to the presence of extra structural complexity
beyond that in some posited ‘untangled state’. Thus two interlinked loops have
6In this thesis the words ‘tangling’ and ‘entanglement’ are used interchangeably.
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Figure 2.8: Two embeddings of the D isotope, related to each other by eversion of the
torus.
a b
c d
Figure 2.9: The eversion of a torus. (a) A small patch is removed from the torus, and
(b) is stretched open enough to (c) allow the ‘core’ of the torus to pass through it. (d)
The hole is then shrunk back down in size, and the patch is replaced. Meridional and
longitudinal cycles are exchanged in this process. Images are screenshots from [105].
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greater complexity than two untangled loops, and a knotted loop has extra complexity
compared with an unknotted loop. These ideas are extended to embedded graphs by
considering all the loops composed of cycles of the graph. A cycle is a non-self-
intersecting alternating sequence of vertices and edges. It is knotted if it cannot be
deformed into the unit circle without passing edges or vertices through each other.
Two disjoint cycles are linked if they each interpenetrate the other, such as two adjacent
links in a chain – an example known as the ‘Hopf link’. Any knot or link polynomial
can identify the presence of these entanglements [58], but comparisons of the level of
complexity in them is harder.
One attempt to solve this problem uses ‘unknotting numbers’. The unknotting
number of a knot is the minimum number of times the knot must be passed through
itself to allow it to be manipulated into an unknotted configuration. The idea is
extended to links in the obvious way – the target being unlinked disjoint loops – and
then further generalised to spatially embedded graphs. In this final case, allowing
edges to pass through each other allows a highly entangled embedded graph to take on
a simpler configuration. These ideas of unknotting are further developed in [106] to
provide the “warping degree” of a spatial graph which can be used to deduce a certain
metric that the author describes as the “complexity” of an embedded graph.
Other methods to measure tangling use completely different techniques. Instead
of concentrating directly on the topological factors, such as knotting and linking, they
instead consider the geometric aspects of the embedding. This allows them to measure
factors that isotopy considerations ignore. For example, the loop shown in Figure 2.10
is unknotted, despite its geometrically convoluted presentation. The tangling apparent
in the loop is invisible to topological measures, but is analysed in [108] using geometric
measures, such as the average number of crossings when the loop is viewed from all
directions [86]. Similar methods could be used to quantify tangledness of embedded
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graphs in a geometric way.
Figure 2.10: This loop is geometrically tangled despite containing no knot. This
means that this configuration could have been tied in an untangled loop of cord. Image
modelled after [108] and made with KnotPlot [109].
While tangling can be measured in various ways, the lack of tangling is harder to
define. The concept implies for instance that in the example above of the unknotting
number of a spatial graph that there is a well defined untangled target configuration. In
general, to be untangled requires that there be no ‘extra’ structural complexity, above
some inferred ‘untangled’ ground state. This becomes problematic when a graph
necessarily contains knots and links when embedded in R3. For example, consider
the complete graphs7 with six and seven vertices, K6 and K7: every embedding of
K6 must contain at least one link, while every embedding of K7 must also contain a
knotted cycle [89]. Do we call the least tangled exemplar of K6 (which contains just
the minimal Hopf link) tangled or untangled? If we call graph embeddings like these
‘tangled’ then we deny the existence of a ground state, while if we call them untangled
then we face the task of having to weigh the different possible entanglements within
different isotopy classes of any graph’s embeddings. How might we compare one
embedding which contains just a knot with another which contains just a link? Until
a measure such as the unknotting number is unequivocally shown to provide a good
quantisation of entangledness, it is difficult to see the efficacy of such an approach.
7A complete graph has an edge between every pair of vertices.
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Other more subtle forms of entanglement also exist, other than the knotting and
linking described above, but they will not be relevant to this chapter. A first example
is well studied within traditional knot theory and are known as ‘Brunnian links’.
Brunnian links are composed of several interlinked loops, however no pair of loops
are interlinked [58]. If a single loop is removed then the entire ensemble becomes
unlinked. The simplest exemplar of Brunnian links is a Borromean link. Another
subtle form of entanglement is localised to a vertex, and is known in this thesis as a
ravel. Ravels were introduced in [4] and are discussed at length in Chapter Four. This
is the type of entanglement responsible for the entanglement of Kinoshita’s theta curve
[76]. Brunnian links cannot embed in a surface of genus one, and ravels also have
no genus one embedding, so these entanglement modes are beyond the scope of this
chapter. As long as there are no other entanglement modes of genus one, the tangling
within the toroidally embedded polyhedra presented here will fall within the scope of
knots and links.
For the isotopes considered in this chapter, the relaxation of the requirements
for convexity and symmetric equivalence between vertices, edges and faces allows
generalisations of Platonic polyhedra to have entanglements not found in their simple
cousins. The standard Platonic polyhedra are untangled. This follows immediately
from the fact that the standard Platonic polyhedra embed on the sphere: no loop on
the surface of the sphere can have a knot in it without crossing itself while no two
loops can interlink without crossings. Thus knots and links are impossible in graphs
embedded on the sphere, such as the standard embeddings of the Platonic polyhedra
and other convex bodies.
This result can be made more rigourous using a theorem due to Whitney [110].
His result shows that a 3-connected planar graph has a unique embedding onto S2, up
to composition with a homeomorphism. Polyhedra are 3-connected and planar, [23],
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so Whitney’s theorem shows that there is only one spherical isotope which we know
(from above) is untangled.
This absence of knots and links on the sphere does not extend to the isotopes
derived from embedding graphs on the torus. The tangling of these isotopes is analysed
via their universal covers (recall that a (p, q) vector in the universal cover maps to a
(p, q) torus knot). Thus analysis of the knots and links present can be done in the
universal cover, where the path traced out by a closed circuit on the torus is easily
measured. In order to find the knots present in an isotope, all distinct cycles must be
considered. To find links, all combinations of pairs of disjoint cycles must be analysed.
An extremely important point to note is that the tangling of an isotope is not
completely determined by the genus of the surface that the graph reticulates. It is
how the graph reticulates the surface that makes the difference, i.e. how the surface
‘wears’ the graph. The genus of the surface simply puts an upper limit on how tangled
the isotope may be, and in which ways. In the case of an isotope embedded on the
sphere this upper limit is so low as to prohibit any tangling at all. However this same
untangled isotope could instead be embedded in a surface of higher genus without
tangling; the added genus just gives the structure the potential to tangle in more and
different ways should the isotope have a different configuration.
2.2.4 Energy
When a graph is embedded in space, an energy function can be applied to it to
quantify its features. Depending on the function chosen, the energy can represent
different features that are present in the embedding. This approach follows from knot
theory, where energies can be usefully applied to knot and link conformations. If the
conformation of a knot is allowed to evolve following the gradient of a well-chosen
energy function, the resulting conformation will be a more relaxed form of the same
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knot. As long as the starting configuration isn’t too different from the lowest energy
state, the knot may be able to relax into its ‘ideal’ conformation. This ‘ideal’ form will
have particular properties corresponding to the energy chosen [111]. There are several
knot energies in the literature, and two examples are outlined below to introduce the
idea of energy in knots, before it is extended to embedded graphs.
The ‘minimal rope length’ model treats the knot as if it were tied from a flexible and
incompressible cord and compares the ratio of cord length to cord diameter [112, 113].
The energy is at its lowest when the curves of the knot are in their ‘ideal’ configuration
(by definition) and the knot is pulled as tight as it can go. In practice it can be applied
by approximating the arc of the knot by a series of straight lines and shrinking the
endpoints of the line segments inward as long as they remain a certain set minimum
distance from other lines [114]. This energy is scale and orientation independent. It is
relevant to chemical systems such as polymer loops. The same idea can be modified to
apply to finite and periodic graphs, via the SONO algorithm [74].
A second model known as the symmetric energy treats the knot as a glowing
filament of small radius, radiating light in all directions [115, 116]. It measures how
much light this glowing tube shines on itself, appropriately normalised for scale and
invariant to orientation. A knot with the filament wound around itself by unnecessary
snarls will self-illuminate more than a simpler conformation of the same knot, and
hence have a higher energy. Similarly, a highly entangled knot will have no low energy
conformation and its unavoidable entanglement will manifest as a higher energy than
a less entangled knot.
An energy function with features similar to the ones above acts as a kind of
geometric measure of entanglements in knots. It enriches the understanding given by
other topological measures of knot entanglement such us unknotting numbers, minimal
crossing numbers, etc. [58]. One specific advantage it offers is that the energy is
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typically a numerical value in R, whereas topological measure are often restricted to
integers, and thus may offer a more coarse-grained perspective.
The same collaboration between energies and topological measures is also possible
for embedded graphs. The energy associated with different spatial embeddings of a
graph indicates how close they are to their ‘ideal’ configuration. More interestingly, if
each isotopically distinct embedding has a lowest energy canonical form then different
isotopes can be compared, using energy to rank their entanglement. To be useful,
such an energy should be invariant under geometric particulars such as scale and
orientation. Such an energy can then be used to compare and rank toroidally embedded
graphs, providing a way to discern between the different graph embeddings that a graph
might have. This is particularly valuable for the torus embeddings generated in this
chapter: for any given tiling of the universal cover there is a triply infinite number of
embeddings into the torus, characterised by several variables. These variables are the
values of k, s and t discussed in section 2.2.2, which can take any arbitrary integer
values.
One problem remains in defining an energy for the toroidal isotopes of Platonic
polyhedra. Whichever energy function is used, the energy of an isotope should refer
to the most ‘relaxed’ conformation of that isotope. This implies that all possible
conformations of the spatial graph embedding must be compared to find the most
relaxed conformation. There is no guarantee that this relaxed conformation will be
embedded on the symmetric torus, requiring the analysis to occur in R3, rather than
on the torus or its universal cover. This is a daunting task, and outside the scope
of this PhD. Instead I choose to assign the energy to an isotope based on the lowest
energy reticulation of the torus by the isotope. Thus to find the energy of an isotope I
generate all isotopically equivalent torus embeddings of the graph by considering the
candidates provided by each different possible 2-cell embedding of the graph onto the
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torus, coupled with appropriate choices of the values for k, s and t mentioned above.
This process is shown for each of the tetrahedron, cube and octahedron in the next
sections of this chapter. The clearest example is probably the tetrahedron, in section
2.3.3.
All that remains is to choose a good energy function. For this purpose, a good
energy function should be invariant under all geometric factors affecting the torus, and
simply depend on the tiling of a (possibly sheared) unit cell. Thus the analysis can
occur in the universal cover, which is in keeping with the method of generation of the
isotopes. Doing the analysis in the universal cover avoids issues such as the scale and
orientation of the torus, as well as the shape of the torus (the ratio of the major and
minor radii). Other factors that influence the mapping from the universal cover to the
torus are also avoided. These include controlling which point on the torus is mapped
to by the origin of the universal cover as well as the choice of which axis maps to the
meridional and longitudinal axes, i.e. torus eversion. Because the analysis is occurring
in the universal cover, the energy is actually a measure of the reticulation of the flat
torus (discussed on page 20) rather than a torus embedding in R3.
Thus a first definition of an energy function of a torus-embedded graphG considers
the embedding GU in the universal cover. The edges of the graph are straight lines
between vertices i and j, as indexed by the edge set E, where the vertices are located
at (xi, yi) etc. The energy is then defined as the sum of the squares of the side lengths:
Energy1(GU) =
X
{i,j}2E
k(xi, yi)  (xj, yj)k2. (2.5)
Note that as a consequence of this definition, the function is independent of
the meridional and longitudinal rotations of the graph within the flat torus, which
correspond to translations within the universal cover.
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This energy function can rank various torus embeddings, however it is a little
blunted as it assumes that the patch of the universal cover that maps onto the torus
is a unit square, i.e. the periodicity of the universal cover is taken to be the two vectors
(1, 0) and (0, 1). However a rectangle of unit area covers the torus equally well as a
unit square, following the mapping
(x, y)! ((R + r cos 2⇡y↵) cos 2⇡ x
↵
, (R + r sin 2⇡y↵) cos 2⇡
x
↵
, r sin 2⇡y↵)
modified from equation 2.4 where ↵ and 1/↵ are the side lengths of the unit-area
rectangle. A rectangular unit area has the advantage over a unit square of being a more
naturally shaped unit cell of normalised long, thin parallelogram unit cells. In this case
the basis of the universal cover is given by the two vectors (1/↵, 0) and (0,↵). A better
energy function is thus defined as the lowest sum-of-squares of the side lengths in the
universal cover, for any value of ↵.
Energy2(GU) = min
↵2(0,1)
X
{i,j}2E
k(xi/↵, yi↵)  (xj/↵, yj↵)k2. (2.6)
This energy function is the one used throughout the rest of the chapter. The value
of ↵ giving minimal energy can be determined analytically as this equation reduces to
a quadratic. In practice, I used the mathematical computation package Mathematica.
As an example of the structures preferred by this energy function, Figure 2.11
shows the canonical forms of the different torus cube tilings, ordered by energy. Each
of these canonical forms has the lowest energy for its tiling type among all stretched
or sheared unit cells. The four lowest energy tilings correspond to untangled cubes,
and among these tilings the heterogeneous spread of vertices – and corresponding
predominance of short edges at the expense of occasional longer edges – is favoured.
Recall that the energy function just derived applies to flat torus embeddings. Some
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Figure 2.11: Different tilings of toroidal cube graphs in the universal cover, ordered by
increasing energy. The different tilings are comparable as the unit cells all have side
vectors (1, 0) and (0, 1). It is clear that the energy function rewards a heterogenous
distribution of vertices and edges. Larger images of these tilings are shown in Figure
2.21.
care needs to be taken to apply it to arbitrary isotopes. Once the torus is removed and
the edges and vertices are allowed to move around, it may be that several different
torus embeddings could have given rise to any particular isotope. Each such torus
embedding may have a different associated energy, so the energy of an isotope is the
lowest of these values. Thus to determine the energy of an isotope it is necessary to
consider the energies of the ensemble of the torus embeddings consistent with that
isotope.
2.2.5 Symmetry
The graph embeddings have varying levels of symmetry in the universal cover and
in their three-dimensional (E3) embedded structures. These symmetry considerations
offer us another way to rank isotopes, complementary to the ranking provided by
‘energy’. In E3, Point group symmetries are those symmetries that leave a certain
point fixed, in our case the centre of the torus. The point group symmetries of a
toroidally embedded graph depend upon both the possible symmetries of the torus
in space, the symmetries of the reticulation on the torus, and the compatibility between
these symmetries. The symmetry of any torus-embedded graph is necessarily a subset
of the symmetry of the torus.
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The symmetry operations that map the torus to itself (and hence the only possible
symmetries of torus-embedded graphs) are as follows:
Reflections: an equatorial mirror plane, or one or more mirror planes containing
the central axis. If there are n such planes they form angles of ⇡/n at the centre, for
n = {1, 2, ...}. This mapping exchanges the chirality of the mapped object.
Inversion: The symmetry which maps a vector ~v to  ~v, with the origin being at
the centre of the torus. This mapping exchanges the chirality of the mapped object.
Rotations: rotational symmetries around the central axis, as well as rotation by
⇡ around an axis which lies in the equatorial plane and passes through the centre of
the torus. The presence of multiple equatorial two-fold rotational axes is coupled with
rotational symmetry around the central axis of the torus. If there are n such rotational
lines they meet at an angle of ⇡/n at the centre, for n = {1, 2, ...}. In this case there
must also be an n-fold rotation around the axis of the torus, although the converse is
not necessary. This mapping preserves the chirality of the mapped object. A toroidal
cube with rotational symmetry is shown in Figure 2.12.
Figure 2.12: An example ‘B-type’ toroidal cube isotope from [84] has four equatorial
two-fold rotational axes. This isotope can be rotated by ⇡ around each line skewering
the torus, mapping the structure back onto itself. In addition there is a ⇡/2 rotational
axis along the central axis of the torus.
Each of these symmetry operations in E3 has a corresponding symmetry operation
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in the universal cover. To identify the symmetry of the toroidal graph embedding it
is easiest to use this link between the universal cover and the embedding. Only the
rotations are relevant for analysing entangled polyhedra, as discussed below, but all
are briefly described for completeness.
An equatorial mirror plane of the torus maps to a pair of mirror lines aligned
with the longitudinal vector, equally spaced in the direction of the meridional vector.
Similarly n mirrors containing the central axis map to n mirror lines aligned with the
meridional vector, equally spaced in the longitudinal direction. Both these cases have
orbifold ⇤⇤ (see page 35 for orbifold notation), however the mirrors will be oriented
differently to the translational repeats, as shown in Figure 2.13. In this figure the ⇤⇤
orbifolds correspond to a strip between either two adjacent red stripes or two adjacent
blue stripes respectively.
(a) (b)
Figure 2.13: Mirror symmetries of the torus. (a) The torus can be mapped to itself by
an equatorial mirror plane (red) or by one or more planes containing the central axis
(blue). One half-sector of the torus is colored orange for clarity. (b) The universal
cover of the same torus. The orange rectangle shows the translational lattice, and each
intersection of a mirror with the torus from (a) corresponds to a same-colored line.
An inversion maps to the orbifold ⇥⇥. If there are no other symmetry elements
then there will be two ⇥⇥ domains per torus.
A two-fold axis of rotation through the equatorial plane of the torus punctures the
torus in four places. These four locations correspond to two-fold rotation points in
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the universal cover at half-unit offsets in directions parallel to the unit cell sides. A
torus being punctured by n skewers has n 4-tuples of points, whose alignment along a
common equator in the embedding implies a separation from each other by a distance
of 12n of the longitudinal side vector and
1
2 of the meridional vector. The surface
(2D) orbifold is 2222 in each case, and the torus-embedded graph has point group
symmetry n22 in orbifold notation. The orbifold point group notation is compared to
other common point group symmetry notations in Table 2.2. Rotational symmetries
around the axis of the torus correspond to translational symmetries in the universal
cover parallel to the side of the unit cell which maps to the meridian of the torus. In
the absence of other concomitant symmetries, the surface orbifold in this case is  , and
there will be multiple orbifold domains per torus.
Table 2.2: The relationship between the level of structural symmetry, the symmetry
type in 3D space (shown in both standard crystallographic point group notation and
Scho¨nflies symbol), the surface orbifold type, and the number of ‘skewers’ – two-fold
rotational lines in 3D space – for the torus.
Spherical Torus universal Symmetry
orbifold Order Point Group Scho¨nflies cover (E2) orbifold elements in E3
nn n n Cn   n-fold axial rotation
*222 8 mmm D2h *2222 3 mirrors
622 12 622 D6 2222 6 skewers
422 8 422 D4 2222 4 skewers
322 6 322 D3 2222 3 skewers
222 4 222 D2 2222 2 skewers
22 2 2 C2 2222 1 skewer
1 1 1 C1   none
While in general a toroidally embedded graph can have any of the symmetries
described above, tangled graphs are much more restricted. Tangled toroidal polyhedra
can have only the rotational symmetries. The other possible symmetry operations are
disallowed for chirality reasons: inversion and reflection reverse the orientation of the
structure, which is not consistent with knotting or linking within a toroidal isotope.
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This result relating chirality to tangled toroidal polyhedra is the subject of Chapter 3,
and was published in [24].
The presence of the orientation-reversing symmetries, reflections and inversions
thus marks the absence of torus knots and links, implying that a polyhedral graph is
not minimally embedded on the torus as it could instead reticulate the sphere. These
untangled toroidal graph embeddings are of little interest, just being isotopes of the
spherically embedded graphs. This means that mirrors and inversions can safely be
ignored when analysing symmetries of tangled toroidal polyhedra.
So what is the highest symmetry that an isotope can have in three dimensional
space, while embedded on a torus? The answer to this query depends upon the
isotope in question, but for the tangled Platonic polyhedra isotopes considered here, the
most symmetric embedding is one with two-fold rotational axes through the equatorial
plane. With the restriction to rotations and the shape of the torus, the only available
point groups for a torus embedded graph are nn and n22, with the n corresponding to
an n-fold rotation about the central axis. An upper limit to the value of n is provided by
the number of vertices and edges: the axial rotation must map vertex locations to vertex
locations, and edge location to edge locations. So nmust be a divisor both of V and E,
being the number of vertices and edges. For the Platonic polyhedra considered in this
chapter, embeddings which have vertex and edge locations commensurate with this
requirement also have equatorial two-fold axes (called ‘skewers’ above), making the
maximal symmetry n22 rather than just nn. This upper limit of point group symmetry
for tangled toroidal embeddings is summarised in Table 2.3.
These high-symmetry tangled torus embeddings of Platonic polyhedra are also the
highest symmetry embeddings of their isotopes. The same argument about rotations
mapping vertices to vertices and edges to edges applies in the absence of the torus,
ensuring that if an isotope takes its highest symmetry as a toroidal embedding then
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Table 2.3: The upper limit to the symmetric point groups of tangled toroidally
embedded Platonic polyhedra, calculated by the number of vertices, V , edges, E, and
their greatest common divisor, gcd. In the case of the tetrahedron, cube and octahedron,
embeddings with these symmetries exist, while no such symmetric embeddings exists
for the dodecahedron or has been found for the icosahedron. The point group of the
sphere embedded polyhedra is included for comparison (using orbifold notation).
Most symmetric Sphere embedding
Polyhedron V E gcd(V,E) toroidal point group point group
Tetrahedron 4 6 2 222 ?233
Cube 8 12 4 422 ?246
Octahedron 6 12 6 622 ?246
Dodecahedron 20 30 10 222 ?235
Icosahedron 12 30 6 – ?235
no isotopic deformations can increase the symmetry. This is true of the tetrahedron,
cube and octahedron (with point groups 222, 422 and 622 respectively), so the torus
embeddings of the isotopes shown in the upcoming sections are indeed one of the
highest symmetry embeddings. The situation is less clear with the dodecahedron and
icosahedron. I was unable to find any high symmetry torus embeddings, so whether
these structures can have a higher point group symmetry once the surface is dissolved
and the structure can deform via an ambient isotopy is still an open one.
Two dimensional barycentric placement provides an extremely useful method to
maximise the symmetries of torus embedded graphs. The point group symmetry
elements of the torus embedding must be present in the universal cover, so the presence
of these symmetries in E3 relies upon the vertices and edges being arranged in the
universal cover with matching symmetries. Specifically, the presence of equatorial
twofold rotation axes corresponds to appropriately placed twofold rotation points in the
universal cover, as described above. Fortunately, rather than have to custom-arrange
each tiling to have these rotation points, a result due to [97] guarantees that in the
universal cover the symmetry is maximised by barycentric placement of vertices. This
means that barycentric placement provides a bridge from the combinatorics of a 2-cell
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embedding to the most symmetric tangled torus embeddings that can be derived from
it.
Barycentric placement is the last piece of the puzzle needed to go from the initial
structural information of the polyhedral graph to a high symmetry torus embedding. In
the following sections I now build toroidally embedded Platonic polyhedra, beginning
with the tetrahedron.
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2.3 Tetrahedron
As usual, the term tetrahedron indicates the graph of the corners and edges of the solid
tetrahedron. It has four vertices, each connected by an edge. This means that the graph
topology of the tetrahedron is K4, the complete graph on four vertices. The graph is
shown in 2.14 along with some of its surface embeddings.
(a) (b) (c) (c)
Figure 2.14: The tetrahedron as (a) a graph, (b) a sphere embedding, (c) a non-minimal
h8, 4i torus embedding and (d) a minimal toroidal isotope. Despite being pictured
embedded on a torus, is the surface is removed the isotope in (c) is not tangled and
is isotopic to the sphere-embedded tetrahedron (b). The tetrahedron shown in (d) is
isotopically distinct from (b) and (c), and is genuinely a toroidal isotope.
2.3.1 2-cell embeddings of the tetrahedron
To enumerate all possible tangled toroidal tetrahedra we begin by generating the 2-
cell embeddings of the tetrahedron onto the torus. Thus we start with the vertices and
edges of the tetrahedron then generate the faces as described in section 2.2 and shown
in Figure 2.6. To generate our novel tetrahedra, we presume only that the points and
edges lie on a closed oriented surface, and that each face is homeomorphic to a disk.
The 2-cell method relies on exploring the possible ways that the edges can be ordered
around each vertex. In the case of the tetrahedron this is combinatorically simple:
each vertex connects to the other three vertices. So there are two possible orientations
of edges around each vertex, so the composition of these different possibilities allows
16 (= 24) different 2-cell embeddings, see e.g. Figure 2.6a. We label each edge around
any given vertex by its other endpoint. This is adequate because the graph (in common
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with all other polyhedral graphs) has a maximum of one edge between each vertex pair.
Using the method described in section 2.2.2, we find the faces from the edge orderings
around each vertex. The possible 2-cell embeddings are shown in Table 2.4.
Table 2.4: Lexicographically ordered rotation schemes of all 2-cell embeddings of the
tetrahedron into an oriented surface. The final entry corresponds to Figure 2.6.
Orientation around vertex Cycles Face Sizes Genus
A B C D
BCD ACD ABD ABC ACDBCADBA, ABCDA 8,4 1
BCD ACD ABD BAC ABCDBACBDA, ADCA 9,3 1
BCD ACD ADB ABC ABCADBACDA, BDCB 9,3 1
BCD ACD ADB BAC ABCADCBDA, ACDBA 8,4 1
BCD ADC ABD ABC ABDCADBCDA, ACBA 9,3 1
BCD ADC ABD BAC ABDA, ACBA, ABDA, BCDB 3,3,3,3 0
BCD ADC ADB ABC ABDCBACDA, ADBCA 8,4 1
BCD ADC ADB BAC ACDBCADCBA, ABDA 9,3 1
BDC ACD ABD ABC ABCDACBDCA, ADBA 9, 3 1
BDC ACD ABD BAC ABCDBADCA, ACBDA 8, 4 1
BDC ACD ADB ABC ABCA, ACDA, ADBA, BDCB 3,3,3,3 0
BDC ACD ADB BAC ADCBDACDBA,ABCA 9,3 1
BDC ADC ABD ABC ADBCDACBA, ABDCA 8,4 1
BDC ADC ABD BAC ABDACBADCA, BCDB 9,3 1
BDC ADC ADB ABC ABDCBADBCA, ACDA 9,3 1
BDC ADC ADB BAC ABDACBDCA, ADCBA 8, 4 1
There are either two or four faces in each of these 2-cell embeddings, so a
calculation of the Euler Characteristic gives
V   E + F = 4  6 + (2 or 4) = 0 or 2.
These values of the Euler Characteristic correspond to the genus of the surface being
respectively 1 or 0 (from Equation 2.1) and so all 2-cell embedding surfaces are
topologically tori or spheres. Note that the information in the lower half of Table
2.4 is redundant, insofar as it can be deduced from the information of the top half.
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The rotation schemes are recorded in lexicographic order which has the consequence
that the ordering is anti-symmetric about the half-way line, i.e. the orientations are
reversed at each vertex, leading the faces to be traversed with opposite orientation.
Thus every entry in the second half of the table is the chiral partner of one in the top
half of the table. Alternatively, the reversal of orientation around each vertex can be
(loosely) viewed as one half of the embeddings being embedded on the ‘outside’ of
the surface, matching the other half generated on the ‘inside’. When the surface is
removed, it makes no difference whether the graph was drawn on the inside or outside,
as the vertices and edges are in the same positions so the embeddings are isotopic.
2.3.2 Toroidal tetrahedron tilings: h8, 4i and h9, 3i
Considering only one surface orientation, there are eight combinatorically possible
2-cell embeddings of the tetrahedron. They have three distinct combinations of face
sizes as shown in Table 2.4: four triangles, octagon and square, nonagon and triangle.
The standard tetrahedron is the tiling of the sphere by four triangles as shown in
Figure 2.14(b). The other tilings are torus tilings, as can be seen by the genus of
their embedding.
These other tilings have one of two sets of face size, but that does not automatically
guarantee that there are just two isomorphic tilings. At this stage it is possible that
there are different tilings that just happen to have the same set of face sizes. However
manual comparison of the tilings shows that this is not the case, and that there are
just two distinct tilings, denoted h8, 4i and h9, 3i, where the notation lists the size of
the tiles within the tilings. These tilings are shown in Figure 2.15, along with the
corresponding torus embeddings. The two tilings of Figure 2.15(a) and (c) are chosen
to have the reference vertex labelings to which later descriptions apply.
The symmetries of the 2-cell embeddings explain the number of rotation schemes
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Figure 2.15: Example universal covers and torus embeddings of the two different 2-cell
embeddings, h8, 4i (a) and (b) and h9, 3i (c) and (d).
that generate isomorphic tilings. There are three different cycles of length four on
the tetrahedron, each of which can correspond to the 4-cycle in the h8, 4i tiling.
For example in Figure 2.16 the 4-cycle ABCDA on the tetrahedron is shown
corresponding to the 4-cycle in h8, 4i in a clockwise orientation. The other 4-cycles on
the tetrahedron are ACBDA and ACDBA. Considered together, these three different
cycles with both possible orientations correspond to the six rotation schemes in Table
2.4 that generate h8, 4i tilings. Similarly, there are four separate triangles which can
correspond to the 3-cycle of the h9, 3i tiling but only one distinct labeling of the
spherical {3, 3} 2-cell surface embedding.
As previously described in section 2.2.2, we can stretch unit cells to embed the
graph in a more ‘wound up’ manner and perhaps generate knotted isotopes. This
stretching process is illustrated in Figure 2.17 for a slightly wound up embedding of
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Figure 2.16: The cycleABCDA in the tetrahedral graph (a) corresponds to the 4-cycle
of the h8, 4i tiling (b), taken in a clockwise orientation.
the h8, 4i tiling. This example is not highly enough wound to induce tangling, and the
resultant structure is isotopic to the sphere embedding. If longer sides are chosen, the
resulting structure will be tangled.
The tetrahedron has no pairs of non-intersecting cycles, which prohibits the
existence of links. However isotopes containing knots can be created, as shown in
Figure 2.18. The knots present in these isotopes can be analysed cycle by cycle as was
shown in Figure 1.17 in Chapter One, or simply read from a table. Table 2.5 shows
the homotopy types of the cycles present in both the h8, 4i and h9, 3i tilings for any
unit cell shape, by simply substituting in the values of the side vectors (q, r) and (s, t).
Recall from section 1.4.3 that a (p, q) homotopy type corresponds to a (p, q) torus knot.
For an example of how to use Table 2.5, consider the two isotopes shown in Figure
2.18. (a) is from the h8, 4i tiling with side vectors (1, 2) and (1, 1), so using those as
the values of (q, r) and (s, t) shows that the cycles of length three have homotopy types
( 1, 1) or ( 1, 2) (up to change of sign corresponding to reversing the cycle order).
Recall that a (p, q) torus homotopy is only knotted if p > q   2 or q > p   2, so
none of these 3-cycles are knotted. The cycles of length four have homotopy types
(0, 0), (0, 1) and ( 2, 3) (again, up to a change in sign). This final cycle corresponds
to a trefoil knot, so this isotope contains just the one knotted cycle. In comparison, the
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Figure 2.17: This sequence of images illustrates different toroidal graph embeddings
created by stretching the standard unit cell. (a) The universal cover of the tetrahedral
tiling h8, 4, 4i with canonical unit cell side vectors (0, 1) and (1, 0). (b) If a different
meridian vector (1, 1) is chosen, then a different unit cell is formed, with sides (1, 0)
and (1, 1). (c) shows the unit cell rectified for ease of mapping to the torus. (d) The
torus embedding of tiling (a). (e) The torus embedding of tilings (b) and (c). While
the torus embeddings (d) and (e) are different, the isotopes formed by these graph
embeddings are ambient isotopic to each other and to the sphere-embedded tetrahedron
of Figure 2.14(b). This follows from each different embedding of the isotope being
untangled, none of them contains a knotted or linked cycle. The sides of the unit
cell need to be skewed further to allow a knot to form, giving the resultant isotope a
different isotopy, such as is shown in Figure 2.18(a) in which the side vectors are (1, 2)
and (1, 1).
isotope in Figure 2.18(b) has two trefoil knots, one in a cycle of length four and one in a
cycle of length three. This is evident from Table 2.5 by again plugging in the values of
(1, 2) and (1, 1) for (q, r) and (s, t) into the h9, 3i tiling cycle information. The cycles
of length three have homotopies (0, 0), (1, 2), (2, 3) and (1, 1) respectively,
corresponding to three unknotted loops and one trefoil. Similarly, the cycles of length
four have homotopies (1, 2), ( 1, 1) and (2, 3), corresponding to two unknotted
loops and another trefoil knot.
It is not a coincidence that this isotope from the h9, 3i tiling has two trefoils, one
in a cycle of length three as well as one in a cycle of length four. There will always be
matching knots in tangled isotopes derived from the h9, 3i tiling, as all the homotopy
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Table 2.5: Homotopy types of cycles on the tetrahedron, for unit cells taken with edges
(q, r) and (s, t). A multiplicative factor of qt   rs = ±1 (from Equation 2.3) for all
homotopies is not shown. There are no disjoint cycles in the tetrahedral graph, so there
are no links.
h8, 4i 2-cell embedding h9, 3i 2-cell embedding
Cycles of length 3
ABDA
BDCB
 
( s, q)
ACBA
ACDA
 
( t, r)
Cycles of length 4
ABCDA (0, 0)
ABDCA ( s+ t, q   r)
ACBDA ( s  t, q + r)
Cycles of length 3
ABCA (0, 0)
ABDA (s, q)
ACDA (s+ t, q   r)
BCDB (t, r)
Cycles of length 4
ABCDA (s, q)
ABDCA ( t, r)
ACBDA (s+ t, q   r)
(a)
C
D
B
A
(b)
C
D
B
A
Figure 2.18: Two tetrahedral isotopes, with their knotted cycles marked with a black
dashed line. This black line is equivalent to the red line in Figure 2.16(b) and is used
for visual clarity. Both have side vectors (1, 2) and (1, 1), but (a) is from the h8, 4i
tiling while (b) is from the h9, 3i tiling. The (a) isotope has a single (2,3) torus knot
(trefoil) in cycle ACBDA, whereas the (b) isotope has two trefoils, in cycles ACDA
and ABDCA.
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types of 4-cycles shown in Table 2.5 have a matching homotopy type of a 3-cycle.
The triangle ABCA is null-homotopic8, thus any cycle which passes through one of
this triangle’s sides has a homotopy identical to a similar cycle which instead passes
through the other two sides of the triangle. I.e. if a cycle of length three contains a
segment AB, then there will be a cycle of length four of equivalent homotopy which
contains segments ACB. As every cycle on the tetrahedron must pass through at least
one edge of the triangle, there is a 1-1 pairing between 3- and 4- cycles as shown
in Table 2.5, with the exception of the null-homotopic cycle ABCA itself (which
cannot be knotted). In contrast, tangled isotopes derived from the h8, 4i tiling will
not in general have matching knots in cycles of different lengths. This observation
allows a quick identification of the tiling type and side vectors of a tangled tetrahedron
embedded on the torus, just by examining its constituent knots.
More generally, a common homotopy type between different cycles can be
geometrically explained by observing that the cycles with common values correspond
to ‘parallel’ paths in the universal cover, in the sense that they have a common vector
between their start and end points. In these two tetrahedral tilings this commonality
can be due to a pair of paths which start and finish at the same vertex but split and
rejoin as they pass around a null-homotopic triangle or square. This can be seen in
Figure 2.15 where in the h8, 4i tiling each of the two horizontal and the two vertical
paths can be considered to be the composition of the other corresponding path with
the null-homotopic 4-cycle ABCDA , giving the same homotopy type for each. In the
case of the h9, 3i cycle, each 4-cycle on the torus differs from a 3-cycle by traversing
two sides of the triangle ABCA rather than one. In tilings of larger graphs, with more
vertices and edges per unit cell, it can simply be that two translational paths have a
common vector between their starting and finishing vertices.
8Null-homotopic cycles are discussed on page 22.
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2.3.3 Comparison of tetrahedral toroidal embeddings
Different torus embeddings, and their consequent isotopes, can be compared in terms
of symmetry and energy.
Considering the possible point group symmetry of these isotopes, the key is to
observe that only the untangled structure can possess mirror planes, as shown in [24].
Neither of the universal cover tilings have translational symmetry within the unit cell
(here the ‘unit cell’ refers to a single copy of the torus) , which prohibits rotational
symmetries around the central axis of the torus. Thus the maximum symmetry that a
torus-embedded tetrahedron can have is a single equatorial two-fold axis of rotation,
i.e. a point group of ‘22’ (Scho¨nflies symbol C2, universal cover orbifold 2222). This
point group has two-fold rotational symmetry corresponding to flipping the torus over.
The universal cover of the barycentric h8, 4i tiling has ⇤244 symmetry As discussed
in section 2.2.5, the presence of 2- and 4- four fold symmetry elements in the
h8, 4i tiling at appropriate locations allows the cover to be mapped onto the torus
commensurate with a two-fold rotational axis in the equatorial plane. These twofold
rotation points exist in the middle of edges between octagons, as well as the centre of
the square and centre of the octagon. These four twofold rotation points arrange in a
parallelogram shape with sides one half of the side vectors apart for any choice of side
vectors, so this 22 symmetry will be achieved by a toroidal tetrahedron provided the
twofold rotation points of the tiling map to the equatorial plane of the torus.
In contrast, the barycentric h9, 3i tiling has ⇤333 symmetry. The absence of any
two-fold rotational points or periodic behaviour within the unit cell (as opposed to
between different unit cells) in the universal cover of the h9, 3i tiling forbids any
resultant isotope from possessing any rotational symmetry. The three-fold mirror
points (or even the lower symmetry rotation points) and the mirror planes of the tiling
are not preserved in the mapping to the torus. In any case, the mirror planes must be
§2.3 Tetrahedron 93
lost if the resulting isotope is tangled. Thus tangled toroidal isotopes generated from
the h9, 3i tiling will have no point group symmetry.
On the subject of the symmetry of tetrahedral tilings, its notable that the h8, 4i tiling
is Archimedean (see page 52 for a definition of Archimedean tilings). Archimedean
tilings have two kinds of face and one kind of vertex, and so are a relaxed version of
Platonic tilings which have just one symmetrically distinct face and vertex. The h9, 3i
tiling has two kinds of face and two kinds of vertex, and so is more general still. Thus
from a symmetry perspective, the isotopes derived from the h8, 4i tiling are the most
similar to the familiar high symmetry Platonic sphere embedding of the tetrahedron of
Figure 2.14(b).
The energy function discussed in section 2.2.4 can also be used to distinguish
between toroidal tetrahedron embeddings. The energies corresponding to symmetri-
cally distinct pairs of side vectors are tabulated in Table 2.6, sorted by energy. As
discussed in section 2.2.4, the energy function applies to the tiling with the vertices
barycentrically placed between their neighbours. This barycentric placement ensures
the highest symmetry of the tiling. For purposes of comparison, the sphere-embedded
tetrahedron with normalised surface area is also included, as the sphere embedding
is the canonical untangled embedding. It too has barycentric placement, albeit in
a technical sense owed to the symmetric placement of the graph. This is because
the most symmetric placement of the polyhedron results in vertices that sit in the
centroid of their neighbours, and so are technically barycentrically placed. However
this placement is unstable when visualised as a network of springs (an appropriate
analogy for barycentric placement of a graph on the torus), as the energy minimising
action of edge-shortening could contract the entire graph to a point. So the table is a
record of the energies of the most symmetrically placed tetrahedron embeddings on the
torus (and sphere), for each different possible choice of tiling and unit cell side vectors
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that generates a low energy graph embedding.
Table 2.6: The 20 lowest energy toroidal tetrahedron unit cells together with the
tetrahedral sphere tiling. The untangled isotope can be generated by both 2-cell
embeddings with a variety of unit cell shapes. The knots are labelled by homotopy
type, with the subscript indicating the length of each knotted cycle, and a multiplicative
factor indicating the multiplicity of that knot. The energy of a symmetric sphere-
embedded isotope such as the one shown in Figure 2.14(b) is shown for comparison.
The energy is normalised in this case by scaling the sphere to have unit surface area.
Energy Tiling Example unit cell Knots
1.74 {3, 3} Sphere embedding —
2.33 h9, 3i {(1,0), (0,1)} —
2.41 h8, 4i {(1,0), (0,1)} —
2.77 h8, 4i {(1,0), (1,1)} —
2.93 h9, 3i {(1,0), (1,1)} —
3.41 h8, 4i {(1,0), (2,1)} —
3.57 h9, 3i {(1,0), (2,1)} —
3.89 h8, 4i {(1,1), (1,2)} (3, 2)4
3.99 h8, 4i {(1,0), (3,1)} —
4.14 h9, 3i {(1,0), (3,1)} —
4.51 h8, 4i {(1,0), (4,1)} —
4.55 h9, 3i {(1,1), (1,2)} (3, 2)3, (3, 2)4
4.64 h9, 3i {(1,0), (4,1)} —
4.79 h8, 4i {(1,1), (2,3)} (5, 2)4
4.98 h8, 4i {(1,0), (5,1)} —
5.10 h9, 3i {(1,0), (5,1)} —
5.41 h8, 4i {(1,0), (6,1)} —
5.52 h9, 3i {(1,0), (6,1)} —
5.56 h8, 4i {(1,1), (3,4)} (7, 2)4
5.75 h9, 3i {(1,1), (2,3)} (5, 2)3, (5, 2)4
5.94 h8, 4i {(1,2), (1,3)} 2 ⇤ (3, 2)3, (4, 3)4
Table 2.6 show the energies of toroidally embedded graphs, but what about the
energies of toroidal isotopes? Many of the embeddings of Table 2.6 are isotopic
to each other. Among the first ten toroidally embedded tetrahedra, all but one are
untangled and so are isotopic to each other and the sphere embedded tetrahedron. Thus
to calculate the energy of the toroidal tetrahedral isotopes, it’s necessary to determine
the lowest energy of any of the embeddings which are isotopic to it, as discussed in
section 2.2.4. A list of the energies of different isotopes is reported in Table 2.7, which
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is a table of the lowest energy isotopes and is by construction a contracted version of
Table 2.6 with only the lowest energy isotopes retained.
Table 2.7: Distinct tetrahedral isotopes indexed by their lowest energy generating 2-
cell embedding and unit cell shape in the universal cover. This table is a contracted
version of Table 2.6, showing only the lowest energy for each isotope. It uses the
same labeling conventions, and the sphere-embedded tetrahedron is again included for
comparison. The tetrahedra with energies 3.89 and 4.55 are illustrated in Figure 2.18,
while those with energies 4.79 and 5.56 are illustrated in Figure 2.19.
Energy Tiling Example unit cell Knots
1.74 {3, 3} Sphere embedding —
2.33 h9, 3i {(1,0), (0,1)} —
3.89 h8, 4i {(1,1), (1,2)} (3, 2)4
4.55 h9, 3i {(1,1), (1,2)} (3, 2)3 and (3, 2)4
4.79 h8, 4i {(1,1), (2,3)} (5, 2)4
5.56 h8, 4i {(1,1), (3,4)} (7, 2)4
5.75 h9, 3i {(1,1), (2,3)} (5, 2)3, (5, 2)4
5.94 h8, 4i {(1,2), (1,3)} 2 ⇤ (3, 2)3, (4, 3)4
(a)
(b)
Figure 2.19: Toroidal tetrahedra containing a (5, 2) torus knot (a) and a (7, 2) torus
knot (b). These two torus embeddings correspond to the isotopes with energies 4.79
and 5.56 in Table 2.7.
In this section I have generated tangled tetrahedra isotopes by embedding the
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tetrahedra graph onto the torus to make 2-cell embeddings. The tetrahedron is the
simplest polyhedron, and so has the simplest generation and analysis. I will now
progress to more complex polyhedra with correspondingly more complex structures
and analysis.
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2.4 Cube
The cube is a structure whose tangled toroidal isotopes can exhibit higher levels of
symmetry than the tetrahedron. We now develop tangled versions of the familiar cube.
2.4.1 2-cell embeddings of the cube
In studying tangled cubes, we can proceed as in the case of the tangled tetrahedra by
considering the topological graph of corners and edges that comprise the solid cube.
Just as before, to generate our novel cubes, we presume only that the points and edges
lie on a closed oriented surface, and that each face is homeomorphic to a disk. These
are the only requirements necessary to ensure a 2-cell embedding.
A
B
G
F
E
D
C
H
Figure 2.20: A labelled cube embedded on the sphere. This familiar 2-cell embedding
of the cube graph onto the sphere, which forms a {4, 3} tiling, can be described by the
ordering of edges around each vertex. For example, the edges around vertex A lead to
vertices B, E and D, in a clockwise fashion (oriented outwards).
We enumerate the 2-cell embeddings of the cube by labelling the vertices of the
cube graph, then considering the orientation of edges around each vertex in the local
surface patch. There are two possible distinct edge-orderings around each vertex as
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each vertex is 3-valent, e.g. vertex ‘A’ in Figure 2.20 could have edge ordering BDE
or BED around it. There are eight different vertices, resulting in 28 = 256 different
2-cell embeddings. When these embeddings are analysed, two of them have six faces,
54 have four faces and 200 have two faces. These correspond to embeddings on the
sphere, torus and bitorus (genus-2 surface), respectively. In the same manner as the
generation of the tetrahedra, using this method half of the embeddings are inversions
of the other half – as if the tiling was reticulated on the inside of the surface, instead of
the outside. For simplicity of analysis we omit the inverted versions by fixing the edge
orientation around a certain vertex. With this constraint, there is one sphere tiling, 27
torus tilings and 100 bi-torus tilings.
The sphere tiling recovers the conventional cube (via homeomorphism), as shown
in Figure 2.20. Of the 27 torus tilings, there are four different sets of face sizes among
the tilings, as shown in Table 2.8. These different sets of face sizes are not generally
enough to identify a specific tiling of the universal cover, as different tilings can be
composed from the same set of face sizes arranged in a different way.
Table 2.8: The 27 different genus-one 2-cell embeddings of the cube have four different
sets of face sizes.
Face sizes Number
4, 4, 4, 12 8
4, 4, 6, 10 12
4, 4, 8, 8 3
6, 6, 6, 6 4
2.4.2 Toroidal tilings of the cube
A set of certain-sized tiles can potentially be put together in more than one different
way to make a 2-periodic tiling of the plane. Consequently, It is possible that there are
two or more such tilings which have the same distribution of tile sizes. This means that
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we can’t assume that the 2-cell embeddings found in the previous section correspond
to one toroidal tiling per face size distribution. To identify all the tilings generated by
the 2-cell tiling process, it’s necessary to reconstruct each of the tilings beyond simply
calculating the size of the faces and instead consider how those faces fit together. So it
is necessary to reconstruct each tiling completely from its rotation scheme and compare
it for symmetric equivalence to previously discovered tilings. In practice I performed
these comparisons either manually (for small numbers of tilings) or computationally
by searching for isometries between tilings (for larger sets of tilings).
Performing this reconstruction and comparison process shows that there are five
symmetrically distinct tilings, two of which are derived from the hexagon tiling. These
five tilings are the tilings that I will use to generate tangled toroidal isotopes of the
cube. Their details are summarised in Table 2.9. The table is largely similar to Table
2.8 but now refers to actual tilings rather than collections of tiles.
Table 2.9: The 2-periodic planar tilings of the cube graph derived from 2-cell
embeddings and analysed for automorphisms (vertex relabeling). Tabulated below
is the name that will be used in this thesis to describe each tiling, the number of
automorphic types of tilings that were found by the 2-cell process, and the distribution
of face sizes. The face size notation is described on page 61 and simply indicates the
topological size of each face present.
Tiling name Number Face sizes
h4, 4, 4, 12i 8 h4, 4, 4, 12i
h4, 4, 6, 10i 12 h4, 4, 6, 10i
h4, 4, 8, 8i 3 h4, 4, 8, 8i
‘brick wall’ 3 h6, 6, 6, 6i
‘honeycomb’ 1 h6, 6, 6, 6i
There are two distinct tilings that are composed of four hexagonal tiles per unit
cell. Both these hexagonal tiling patterns have three hexagons around each corner,
forming a ‘honeycomb’ {6, 3} pattern, however each tiling has a different arrangement
of vertices and resultant lattice. One simple geometric way to distinguish the two
tilings is by comparing their faces to the sphere embedded cube. The hexagonal faces
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of the torus embedding are composed of combinations of the square faces of the sphere
embedded cube; one of the hexagonal tilings has faces composed of two adjacent
squares, whereas the other’s faces are built from three squares which share a corner.
In this latter case, the hexagons are Petrie polygons on the sphere embedded cube (the
polygon that results when you traverse the edges, alternating left- and right-turns at the
vertices).
Another way to describe the differences between these two hexagonal tilings is
using the language of mathematical group theory. Using this nomenclature, the four
different 2-cell embeddings with faces of size six lift to two translational subgroups of
⇤236 in the universal cover. These translational subgroups are both homomorphic to
the fundamental group of the torus, ⇧1. One 2-cell embedding lifts to a symmetry
group which is a normal subgroup of ⇤236, which we denote as the honeycomb
tiling of the universal cover due to its regular appearance. The other three tilings are
symmetrically equivalent conjugate subgroups, which break some of the symmetry of
the ⇤236 lattice, and so we denote them brick wall tilings of the universal cover, to
represent the manner in which the regular hexagon grid is distorted. Torus embeddings
of these tilings have similar properties to the traditional Platonic cube of Figure 2.20:
All their faces, edges and vertices are equivalent in the universal cover.
The three tiling types remaining from Table 2.8 correspond to the tilings h4, 4, 4, 12i,
h4, 4, 6, 10i and h4, 4, 8, 8i. They all have have lower symmetry i.e. fewer symmetric
units per translational cell than the hexagonal tilings. This follows directly from the
variety of faces in the tiling: any symmetry supergroup must contain (at a minimum)
part of each tile. In comparison, the asymmetric domain for a hexagonal tiling
corresponds to just 112 of a hexagon.
The number of rotation schemes corresponding to each of the five tilings varies,
as shown in Table 2.8. An explanation for the variability of these numbers uses a
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counting argument following the 2-cell tiling reconstruction. Examining the tilings
shown in Figure 2.21 shows that for the h4, 4, 4, 12i tiling, there is one vertex which
is surrounded by only cycles of size twelve. This vertex can correspond to each of the
eight corners of a cube, so the exhaustive search of the rotation schemes finds eight
such 2-cell embeddings. Similarly in the h4, 4, 6, 10i tiling, the edge between the two
4-cycles can correspond to each of the twelve edges of the cube, which is enough to
uniquely determine the identity of the rest of the points. Finally, in the h4, 4, 8, 8i tiling,
the two four-cycles must correspond to the three paired opposite faces of the cube.
Images of each of the toroidal tilings in the universal cover are shown in Figure
2.21, while the corresponding toroidal embeddings of the cube, with unit side vectors,
appear in Figure 2.22.
2.4.3 Previously discovered toroidal cubes
Several tangled cube isotopes were presented in previously published work [84], from
both the honeycomb and brick wall universal covers. They were previously named A,
B, C, D and E, in order of increasing complexity of knots and links that they contain,
as shown in Table 2.10. The names of these isotopes will be used to refer to them
throughout the rest of this chapter. These isotopes were generated from a {6, 3} tiling
and were restricted to having a path between any pair of vertices within the unit cell that
corresponded to a non-self-intersecting path in the finite graph. This path corresponds
to a ‘Hamiltonian cycle’ on the finite graph. A Hamiltonian cycle is a cycle of the
graph that visits every vertex exactly once. It is a cycle, so it finishes at the same vertex
at which it began. One direct consequence of this requirement is that all vertices have
to be within a distance of eight from each other, the length of a Hamiltonian cycle on
a cube being eight (as the cube has eight corners). In our method this restriction is
equivalent to limiting the side vectors to (0, 1), (1, 0), (1, 1), (1, 2) and (2, 1), as well
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Figure 2.21: Images of the five different 2-cell embeddings of the torus cube in the
universal cover. These tilings correspond to the entries of Table 2.9 and are drawn with
the shortest side vectors and rectified to the unit square for clarity in their mapping
to the torus. This rectification destroys the symmetric presentation of the honeycomb
tiling, so a symmetric, i.e. unrectified, copy is also shown to indicate the reason for its
name. Torus embeddings of these tilings, with shortest side vectors as shown here, are
shown in Figure 2.22.
as reflections/rotations into other quadrants. With these criteria there are five different
resulting isotopes, from six different combinations of gluing vector and universal cover
structure.
Some of these same cubes could have been constructed by the method of a
Slovenian group, who formed ‘toroidal fullerenes’ by stacking together hexagons in
the universal cover [117]. However, their paper is focussed on larger graphs, and
they make no mention of tangled toroidal cubes. In contrast I have comprehensively
enumerated all tangled toroidal cubes with any 2-cell embedding, not just those with
hexagonal faces and restricted unit cell shapes.
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Figure 2.22: Cube isotopes with side vectors (1, 0) and (0, 1) from each of the five
universal cover tilings. The associated universal cover tilings are shown in Figure 2.21.
All these cube isotopes, except for the one from the honeycomb tiling are untangled,
and so are ambient isotopic to the spherical cube.
Table 2.10: The tiling type and a sample pair of side vectors for the cube isotopes
previously named in [84]. Isotope A can come from either of the two hexagonal tilings.
Isotope name Universal Cover Side vectors
A honeycomb (1,0), (0,1)
A brick wall (1,1), (0,1)
B brick wall (1,2), (0,1)
C brick wall (1,0), (1,1)
D honeycomb (1,1), (1,0)
E brick wall (1,2), (1,1)
2.4.4 Symmetries of tangled cubes
The symmetries of an isotope embedded on a torus can vary according to a number
of factors, as discussed in section 2.2.5. These possible symmetries are: reflections,
inversions, axial rotations, and two-fold rotational axes in the equatorial plane. Only
rotations (especially two-fold rotations within the equatorial plane) are relevant to
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tangled toroidal cubes. Recall from section 2.2.5 that a torus punctured by n such
two-fold axes must have n 4-tuples of points, where each point of the 4-tuple is
separated from the others by a distance of 12n of the longitudinal side vector, and
1
2
of the meridional vector in its universal cover. These longitudinal and meridional side
vectors are described and illustrated in section 1.4.2 of Chapter One, and an example
of these twofold rotation axes passing through a torus embedding is shown in Figure
2.23.
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Figure 2.23: (a) The ‘E-type’ isotope from [84], shown with its equatorial lines of two-
fold rotation. (b) Its universal cover, with points marked where these lines intersect
with the torus. These points are two-fold rotation points of the universal cover too.
With this requirement in mind, consider the possible rotational symmetries of torus
embeddings whose faces correspond to the Platonic toroidal cubes: the {6, 3} tilings
‘brick wall’ and ‘honeycomb’. As discussed previously (Section 2.2.5), the shape of a
torus limits the possible rotations to axial rotations of any order and two-fold rotations
in the equatorial plane. This second class of rotational axes pass through the torus,
and so must pass through vertices, edges or faces of the tiling on the torus. These
points of intersection in three dimensions must correspond to two-fold rotation points
in the tiling in the universal cover. In the case of a {6, 3} tiling, the two-fold rotation
points occur at the midpoints of the edges and the centre of the hexagonal faces, as a
restriction of the sixfold symmetry. These two-fold rotation points will be maintained
under any linear transformation of the tiling, such as the stretching or shearing that
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comes from selecting arbitrary side vectors for a unit cell.
As described in section 2.2.5, the key to finding the different ways that a tiling
can be embedded on a torus with two-fold rotational axes in its equatorial plane is
to find translational vectors in the tiling that can map to the equatorial plane of the
torus, and that contain a number of such rotation points. Figure 2.24 shows the two-
fold rotation points in the ‘brick wall’ and ‘honeycomb’ tilings in their universal cover.
Suitable vectors can pass through a number of these rotation points and then map to
a longitudinal cycle of the torus, which is how Figure 2.23 was generated, with the
longitudinal cycle mapping to the (1, 0) vector.
(a) (b)
Figure 2.24: (a) The ‘brick wall’ and (b) ‘honeycomb’ universal covers. Hexagon
corners and edges correspond to isotope corners and edges. The grey dots show two-
fold rotation points while red markers identify translationally equivalent copies of an
arbitrarily-chosen vertex.
Mirror planes through the three dimensional toroidal cube isotopes can only exist
for untangled cubes, as discussed in section 2.2.5. Untangled cubes embedded on the
torus can have a maximum of order eight symmetry while in comparison, the most
symmetric reticulation of the cube onto the sphere has order 48.9 This is another
indicator reinforcing energy and conventional arguments to show that the natural
embedding of the untangled cube in E3 is onto the sphere.
9The order of symmetry indicates what fraction of space is contained within a single asymmetric
domain. Thus a torus with order eight symmetry indicates that one eighth of the torus is contained in a
single asymmetric domain.
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As only untangled torus embedded cubes can contain mirror planes, the maximum
symmetry embeddings of the tangled toroidally embedded cubes can possess only
equatorial two-fold axes of rotation, (as well as the accompanying rotation around
the central axis) as shown in Table 2.11. Table 2.2 shows the possible symmetries of
cubes concomitant with different tilings.
Table 2.11: The maximum point group symmetry of toroidally embedded cubes from
each tiling in the universal cover. Isotopes named in [84] are represented by their
letter, while infinite families of tangled toroidal cubic isotopes are represented by a
‘X’. The untangled cube is ‘U ’, and the isotope A0 is isotopic to the isotope A of [84],
but has a different 2-cell embedding. Blank fields denote the absence of any toroidal
embedding with the given maximum symmetry. The level of point group symmetry in
the 3-dimensional structure decreases as the symmetry and the number of inheritable
symmetry elements in the universal cover decreases. The orbifolds corresponding to
the different order symmetries of the tangled cubes are listed in Table 2.2.
Order Brick wall Honeycomb h4, 4, 8, 8i h4, 4, 6, 10i h4, 4, 4, 12i
8 U , B, E, X
4 C, X A, D, X U, X U
2 A0, X X X
1 U, X
2.4.5 High symmetry cube isotopes
Any graph that can embed in space to make a toroidal isotope can make an unbounded
number of toroidal isotopes through varying the vectors in the universal cover that map
to the meridional and longitudinal cycles. As discussed in section 2.2.4, an energy
function can be used to rank the complexity of the isotopes to reduce this infinite
number to a more manageable amount. However, any single parameter – such as
the energy – can only represent certain features of the isotope, and must therefore
miss other features (again, this was discussed in section 2.2.4). Symmetry may be
a complementary measure to provide more information about an isotope, or whittle
down the number of interesting isotopes. In certain contexts high symmetry may be
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favoured, which motivates the search for high symmetry toroidal cube isotopes that
follows.
The highest symmetry tangled toroidal cubic isotopes must come from the ‘brick
wall’ tiling in their universal cover, as it is the only one to allow order 8 subgroups of
the torus, as shown in Table 2.11. An example torus embedding and tiling universal
cover of such a high symmetry toroidal cube is given in Figure 2.23. This figure
serves as a specific example for the discussion that follows: These high symmetry
embeddings have four equatorial two-fold axes of rotation. This corresponds to two
lines of eight two-fold rotation points within a unit cell, the space between points in
a line being 18 of the longitudinal side vector, and the two lines being separated by
1
2 of the meridional vector. The 4-fold rotational axis along the central axis of the
torus, which must accompany the two-fold axes, manifests in the universal cover as
translational symmetries along the meridional vector. Its existence is guaranteed by
the presence of the equatorial rotational axes.
The allowable gluing vectors which generate the highest symmetry tangled isotopes
can now be determined. Considering the ‘brick wall’ tiling image from Figure 2.24,
this task is equivalent to choosing two vectors between translationally equivalent points
in the universal cover that intersect the greatest number of two-fold rotation points, that
is, eight. With lower case letters representing integers, we denote the longitudinal
gluing vector (q, r), using the basis (1, 0) and (0, 1) from Figure 2.24. This sets
the vector between adjacent two-fold rotation points to be (q/8, r/8). However two-
fold rotation points are only to be found at locations (a/8, b/4), with a = b mod 2
(assuming the origin is at any two-fold rotation point). So then,
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with q and r being co-prime. That a = b mod 2 further implies that a and b are
both odd and co-prime. Thus any first gluing vector of the form (a, 2b) with a, b odd,
co-prime and of size at least 1, will ensure a toroidal embedding with eight evenly
spaced longitudinal two-fold rotation points. The second (meridional) gluing vector
must take values such that there is a second line of two-fold rotational points like the
first, but offset by half of the second gluing vector. By inspection or similar arithmetic,
this requirement is fulfilled by every vector (s, t) satisfying |q t   r s| = 1, following
Equation 2.3 of section 2.2.2.
Clearly the requirements upon the values that can be taken by the side vectors to
create a highly symmetric cube isotope are still so loose as to allow an infinite number
of isotopes with the same degree of symmetry. However, when the dual constraints
of high symmetry and low energy are simultaneously applied, the elegant-looking
isotopes from [84] named ‘B’ and ‘E’ result. These simple isotopes with high point
group symmetry are generated from the ‘brick wall’ tiling in the universal cover by
vector pairs ((1, 2), (0, 1)) and ((1, 2), (1, 1)). These two isotopes are illustrated with
their twofold rotation lines in Figure 2.25 as torus embeddings and as isotopes. The
symmetry elements of the E-type cube are shown previously in Figure 2.23, both as a
torus embedding and along with its tiling in the universal cover.
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Figure 2.25: Two highly symmetric toroidal cube isotopes, named ‘B’ and ‘E’, shown
with and without the underlying torus and their equatorial rotation lines. They have
high point group symmetry: 422 or D4 in different notations.
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For purposes of contrast, a ‘highly wound’ isotope with the same high point group
symmetry is shown in Figure 2.26. This isotope is also from the ‘brick wall’ tiling
and has side vectors ((3, 2), (4, 3)). It is hard to imagine a natural process that would
generate this torus embedding; the figure is included to demonstrate the limits of high
symmetry in determining interesting structures. This particular structure is shown
because it is at the limit of what is comprehensible to the eye. More wound isotopes
(of which there are infinitely many) are too complex to understand as instead of being
identifiable as cubes, they just look like a highly wound torus knot with occasional
extra short cross-linking edges. The ‘energy’ function introduced in section 2.2.4 is
useful to identify less-wound isotopes, and an analysis of toroidal cubes in terms of
energy is presented in section 2.4.7.
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Figure 2.26: A ‘highly wound’ high symmetry toroidal cube isotope. The twofold
rotation lines of the 422 (D4) symmetry are shown.
These highest symmetry cube embeddings have 422 point group symmetry. This
is the maximum symmetry of any tangled toroidal cube isotope since every two-
fold point of rotation in the universal cover corresponds to the intersection of one
of the equatorial rotation axes with the torus surface, and no other universal cover has
more two-fold rotation points. Thus all rotational symmetries are exhausted, while
mirror and inversion symmetries are prohibited for chirality reasons. Note that every
conceivable two-fold rotation is used: whatever the tiling, the two-fold rotation points
can only occur at the midpoints of edges and the middle of (even-sized) faces. The
‘brick wall’ tiling uses all possible two-fold rotation points. No other tiling pattern in
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the universal cover can provide as many two-fold rotation points, with the exception of
the ‘honeycomb’ hexagonal packing, in which the points are misaligned for maximal
toroidal symmetry.
Other simple torus embeddings from the brick wall universal cover, whose gluing
vectors do not satisfy the above requirements have lower point group symmetry: the
‘C’ isotope has order 4 symmetry and the embedding of the ‘A’ isotope from the brick
wall tiling, denoted A0 has order 2 symmetry. These two isotopes are shown in Figure
2.27. In comparison the A isotope can have order 4 symmetry when derived from the
honeycomb tiling, as shown in Figure 2.28.
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Isotope C Embedding A0
Figure 2.27: Isotope C and an alternate torus embedding of isotope A, denoted A0,
have point group symmetry 222 (D2) and 2, (C2) respectively, less than the isotopes
in Figure 2.25. They come from the ‘brick wall’ universal cover with gluing vectors
((1, 0), (1, 1)) and ((1, 1), (0, 1)) respectively, and have low energies.
2.4.6 Honeycomb symmetries
Two simple isotopes from the honeycomb universal cover, named A andD in [84], are
shown in Figure 2.28. They have point group symmetry 222, which corresponds to
two two-fold rotation axes skewering the torus in the equatorial plane.
A numerical analysis analogous to that performed on the brick wall tiling is shown
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Figure 2.28: Isotopes A andD come from the honeycomb tiling in the universal cover,
with gluing vectors ((1, 0), (0, 1)) and ((1, 1), (1, 0)) respectively. Both these isotopes
have point group symmetry 222.
below, following a brief discussion that explains the reasons for the different symmetry
types between embeddings of the ‘honeycomb’ and ‘brick wall’ tilings. This analysis
shows that every toroidal cube embedding from the ‘honeycomb’ tiling of the universal
cover has maximum symmetry 222. This tiling has the same number of two-fold
rotation points as the ‘brick wall’ tiling, but their alignment is such that there are four
lines of four two-fold rotation points parallel to both gluing vectors for any unit cell.
This comparison between the two hexagonal tilings is shown in Figure 2.24. Because
any torus embedding of the honeycomb tiling can have only one pair of four two-fold
rotation points on its equator, it ‘wastes’ half the points in an embedding-symmetry
sense. Interestingly, as there are four lines of four two-fold rotation points parallel
to both gluing vectors, every isotope has four different maximally symmetric torus
embeddings. The two gluing vectors can be exchanged in their meridional/longitudinal
role, and for each of these possibilities, there are two different lines of rotation points
which can lie in the equatorial plane. The symmetries of the honeycomb tiling means
that many of these different embeddings are equivalent, there are only two distinct
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embeddings with 222 symmetry. They are shown in Figure 2.29 for the A-type cube.
(a) (b)
Figure 2.29: The two distinct embeddings of IsotopeAwith 222 point group symmetry,
together with their equatorial rotational axes. Note that in (a), one rotational axis passes
through the centre of all four faces. In (b) both axes pass through mid-edges.
Examples are given above of toroidal cubes from the honeycomb tiling with 222
symmetry. To show that the maximum symmetry of a tangled toroidal cube derived
from the honeycomb tiling is 222, I show that it cannot have higher symmetry. The
analysis in section 2.2.5 shows that 422 is the only possible higher symmetry point
group: the restriction to rotations follows from the embedding on a torus and the
tangling of the isotope, while the number and arrangement of twofold rotation points
in the universal cover further restricts the symmetries.
The following analysis is a variant of the analysis of toroidal cubes from the ‘brick
wall’ in the previous section. The symmetry group 422 corresponds to four equatorial
skewers, and so needs eight two-fold rotation points in a line. As before lower case
letters to refer to integers, and the longitudinal gluing vector denoted (q, r) uses the
basis (1, 0) and (0, 1) from Figure 2.21. This sets the vector between hypothetical
adjacent two-fold rotation points to be (q/8, r/8). However two-fold rotation points
are to be found at locations (a/4, b/4), taking the origin to be at any two-fold rotation
point. Thus ⇣q
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which is not consistent with the need for q and r to be co-prime.
Instead, if we search for isotopes with 222 point group, i.e. two two-fold rotation
lines in the equatorial plane, the requirement is that
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which is trivially satisfied by any appropriate co-prime choice of q and r. The existence
of the matching line of two-fold rotation points offset from the first by half of the
meridional vector can easily be verified.
2.4.7 Cube isotope knots, links and energies
We can generate infinitely many cubic isotopes using the method of this chapter so it
is important to have a way of comparing different isotopes. This comparison should be
able to produce a shortlist of interesting isotopes from among the infinite possibilities.
The isotopes that are likely to be of interest are lightly tangled, because they are most
likely to form in a system with a small amount of disorder. Identifying these isotopes
can be done by identifying knots and links within the isotopes, as well as by calculating
their energies. In situations where it is appropriate, this ranking of entanglement can
then be combined with the symmetry analysis above. The entanglement – in terms of
knot, links and energy – of the lowest energy cubic isotopes is tabulated in this section.
Firstly, information about the previously published cubes is shown, with the named
isotopes from [84] summarised in Table 2.12. Recall from section 2.4.3 that these
named isotopes are a subset of all the isotopes that can be generated: they have gluing
vectors not longer than a Hamiltonian circuit and come only from the two hexagonal
tilings shown in Figure 2.24.
This list is then expanded in Table 2.13. All the lowest energy cube isotopes are
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shown, from any universal cover and with any gluing vectors (although these gluing
vectors are necessarily short to give the isotopes low energy). Where an isotope can
be generated from multiple tilings, the information corresponding to the lowest energy
tiling is shown. The h4, 4, 4, 12i tiling is included only as an indication of the minimum
energy of an untangled torus embedding of the cube. There are no low energy tangled
isotopes from this tiling because the connectivity of the tiling (shown in Figure 2.21)
prevents it from containing links, due to the absence of pairs of disjoint cycles with
equal non-null homotopy. For small perturbations to its unit cell the tiling contains no
knots, while for larger perturbations it contains at least seven knots, as shown in Table
2.16. An isotope with so much tangledness inevitably has too much energy to appear
on this list of low energy isotopes.
Table 2.12: Cube isotope information for the lowest energy isotopes, named in [84].
The ‘tiling’ column abbreviations are H for ‘honeycomb’ and B for ‘brick wall’.
Multiplicative factors indicate the corresponding multiplicity of a certain knot or link
type.
Name Tiling Side vectors Knots Links
A H (1,0) (0,1) - (2,2)
A0 B (1,1) (0,1) - (2,2)
B B (1,2) (0,1) - (2,4)
C B (1,0) (1,1) (3,2) 2*(2,2)
D H (1,1) (1,0) 2*(2,3) (2,2),(2,4)
E B (1,2) (1,1) 4*(2,3),(3,4) 2*(2,2),(2,4)
The ‘short listed’ isotopes with low levels of knotting and linking have been
tabulated in Tables 2.12 and 2.13, however a more general tabulation is also possible.
Tables 2.14, 2.15 and 2.16 show the homotopy types of all cycles generated from all
allowable gluing vectors in all tilings. Recall from section 1.4.2 that the homotopy
types encode the presence and type of knots and links, so these tables are universal
look-up tables for the entanglement of all toroidal cube 2-cell embeddings. Just specify
the tiling and the side vectors, and the homotopy type of each cycle in the cube is
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Table 2.13: Information about the low energy cube isotopes. The energies, universal
cover tilings, unit cell side vectors, knots and links are shown, and those isotopes
published and named in [84] are indicated. In the case where isotopes correspond to
multiple embeddings and/or tilings the lowest energy embedding is presented. The
energy of the sphere-embedded cube of Figure 2.20 – normalised to have the same
surface area – is include for comparison. In the notation, multiples e.g. 2* indicate the
multiplicity of the knot within the isotope.
Energy Name Tiling Side vectors Knots Links
0.83 - h4, 4, 4, 12i (1,0), (0,1) - -
1.45 - Sphere - - -
1.33 A Honeycomb (1,0), (0,1) - (2,2)
1.76 C Brick wall (1,0), (1,1) (3,2) 2*(2,2)
2.20 B Brick wall (1,2), (0,1) - (2,4)
2.31 D Honeycomb (1,1), (1,0) 2*(2,3) (2,2),(2,4)
2.82 - h4, 4, 6, 10i (1,1), (1,2) 4*(3,2) (2,2)
2.91 - Brick wall (1,0),(2,1) (3,2), (5,2) 2*(4,2)
2.98 - h4, 4, 6, 10i (1,1), (2,1) 4*(3,2) (4,2)
3.14 - h4, 4, 6, 10i (3,1),(1,0) - (6,2)
3.16 - h4, 4, 8, 8i (0,1),(1,3) 4*(3,2) (2,2), (4,2)
3.53 E Brick wall (1,2), (1,1) 4*(2,3),(3,4) 2*(2,2),(2,4)
shown. For reasons of page-space the homotopy types of the five tilings are shown in
three tables: Table 2.14 shows the homotopies from the two hexagonally tiled universal
covers, Table 2.15 shows homotopy information about the isotopes deriving from the
h4, 4, 6, 10i tiling as well as an example of how to interpret the table, while Table 2.16
shows the homotopies of the h4, 4, 8, 8i and h4, 4, 4, 12i tilings.
The homotopy types of each cycle in an isotope contain all the information about
its knots and links. An example is shown in Table 2.15, where a low energy torus
embedding is illustrated and the knots and links within it are highlighted. This example
is from the h4, 4, 6, 10i tiling and is generated by the ((1, 2), (1, 1)) pair of side vectors.
This isotope contains one Hopf link and four trefoils. To identify the knots and links
from the cycle information listed in Table 2.15, substitute in ((1, 2), (1, 1)) for the
values of ((q, r), (s, t)). To identify links, note that there are only two disjoint cycles
with identical non-null homotopies: ADHEA and BCGFB. Their homotopy type is
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(1,-1) indicating that they form a Hopf link as highlighted in Table 2.15(b). To find the
knots, observe that the distinct homotopy types present within the torus embedding are:
(0, 0), (1, 1), (1, 2), ( 2, 3) and (0, 1), up to sign (which corresponds to reversing
the order of the cycle). The ( 2, 3) homotopy indicates the presence of a trefoil
knot, and there are four cycles with this homotopy: ABFGHDA, AEFGHDA,
BFGHDCB and AEFGHDCBA. The first three of these cycles are length six,
while the fourth is of length eight. These cycles all have the edge sequence FGHD
in common, which forms two thirds of a trefoil (marked in blue in Table 2.15(c)),
while the remaining edges in each cycle close up the trefoil knot with four different
combinations of edges.
The homotopy types of cycles within the embeddings can also be used to indicate
isotopy. For instance, isotope A can be generated from the honeycomb tiling as was
done in [84], however the authors overlooked another embedding from the brick wall
tiling which has identical homotopy types. By examining the information in Table
2.14, it can be seen that the honeycomb isotope with gluing vectors ((1, 0), (0, 1))
is isotopic to the brick wall isotope with gluing vectors ((1, 1), (0, 1)). This isotopy
follows from the knot and link information: the only tangling present is a single Hopf
link.
This same isotope is noteworthy for another reason: the energy of the A-type
isotope is lower than that of the cube symmetrically embedded on the sphere. This
comparison is shown in Table 2.13, in which the energy of the sphere-embedding is
based on the sphere being normalised to have the same surface area as the torus. The
comparison is a little dubious due to a tiling of a torus being compared to a tiling of a
sphere, but is still of some merit. It shows that the untangled isotope is not necessarily
the most natural isotope in different energy regimes, and that the presence of a Hopf
link can lower the energy of the structure.
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Table 2.14: Homotopy types of cycles of cubic isotopes corresponding to hexagonal
tilings with gluing vectors (q, r) and (s, t). The two hexagonal tilings are the ‘brick
wall’ and ‘honeycomb’ tilings. The homotopy information explicitly describes any
knot or link which is present. The multiplicative factor of qt   rs = ±1 for all
homotopies is omitted for simplicity of presentation.
‘Brick wall’ tangled cube cycles
Cycles of length 4
AEFBA/CGHDC
AEHDA/BCGFB
 
(s, q)
ADCBA/EHGFE ( t, r)
Cycles of length 6
ABCGFEA
ABFEHDA
ADCGHEA
BCDHGFB
9=;(0, 0)
AEFGCDA
ABFGHDA
ABCGHEA
BCDHEFB
9=;( t, r)
ABFGCDA
ABCDHEA
ABFGHEA
CDHEFGC
9=;( s  t, q + r)
ABCGHDA
AEFBCDA
AEFGHDA
BCGHEFB
9=;(s  t, q + r)
Cycles of length 8
ABCGFEHDA
ADCGHEFBA
AEFGHDCBA
AEHGFBCDA
9=;(s, q)
ABFGCDHEA ( 2s t, 2q+r)
ADHGCBFEA (t  2s, 2q   r)
‘Honeycomb’ tangled cube cycles
Cycles of length 4
ABFEA/CDHGC (s, q)
AEHDA/BCGFB (t, r)
ABCDA/EHGFE (s+ t, q   r)
Cycles of length 6
ABCGHEA
ABFGHDA
ADCGFEA
BCDHEFB
9=;(0, 0)
ABCDHEA
ABFGCDA
ADHGFEA
BFEHGCB
9=;(s, q)
ABCGHDA
AEFBCDA
AEHGFBA
CGFEHDC
9=;(t, r)
ABCGFEA
ABFEHDA
BCDHGFB
AEHGCDA
9=;(s+ t, q   r)
Cycles of length 8
ABFGCDHEA
ADHGCBFEA
 
(s  t, r   q)
ABCDHGFEA
ABFEHGCDA
 
(2s+t, 2q r)
ABCGFEHDA
AEHGFBCDA
 
(s+2t, q 2r)
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Table 2.15: Homotopy types of cycles in a toroidal cube, for unit cells with edges (q, r)
and (s, t) from the h4, 4, 6, 10i tiling. The multiplicative factor of qt   rs = ±1 for
all homotopies is omitted. The low energy tangled isotope from Table 2.13 (energy
2.82) is shown in (a). It has a unit cell generated by the vectors (1, 2) and (1, 1). The
ordering of the vectors is exchanged from the energy table to produce a clearer image.
The linked (b) and knotted (c) cycles are marked in blue in the table and in varying
colours on the tori. The common path of the four trefoil knots is marked in blue in (c).
The process of identifying the knots and links is described in the text.
h4, 4, 6, 10i cube cycles
Cycles of length 4
ABCDA
ABFEA
 
(0, 0)
ADHEA/BCGFB (s, q)
CDHGC
EHGFE
 
(t, r)
Cycles of length 6
ADCBFEA
CDHEFGC
 
(0, 0)
ABCDHEA
ABCGFEA
ADCGFBA
ADCGFEA
ADHEFBA
BCDHEFB
9>>>>=>>>>; (s, q)
ABCGHDA
ABFGHEA
 
( t, r)
ABFGHDA
AEFGHDA
BFGHDCB
 
( s  t, q + r)
ABCGHEA
ADCGHEA
BCGHEFB
 
(s  t, r   q)
Cycles of length 8
ABCGFEHDA
ABFGCDHEA
 
(0, 0)
ADCBFGHEA
AEFBCGHDA
 
( t, r)
ABCDHGFEA (s+ t, q   r)
ABFEHGCDA (t  s, q   r)
(a)
A
D
C
GE H
B
F
(b)
A
D
C
GE H
B
F
(c)
A
D
C
GE H
B
F
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Table 2.16: Homotopy types of cycles of toroidal cubes corresponding to the h4, 4, 8, 8i
and h4, 4, 4, 12i tilings. The multiplicative factor of qt   rs = ±1 for all homotopies
is omitted for simplicity of presentation. Examining the cycles of length four, it can
be seen that the h4, 4, 8, 8i tiling has two different potentially linked pairs of cycles,
while the h4, 4, 4, 12i tiling can generate no links. In this latter tiling, all homotopies
that a cycle of one length can have are also achievable by cycles of each other length.
Similarly, in the h4, 4, 8, 8i tiling, every homotopy of a cycle of length eight is matched
by one of length four and six, however there are homotopies of length six that have no
matching cycle of shorter or longer length.
Type h4, 4, 8, 8i tangled cube
Cycles of length 4
ABCDA / EFGHE (0, 0)
ABFEA / CGHDC (t, r)
ADHEA / BCGFB ( s, q)
Cycles of length 6
ABCGHDA
ABFGHEA
ADCBFEA
CGFEHDC
9=;(t, r)
ABCDHEA
ADCGFBA
ADHGFEA
BCGHEFB
9=;( s, q)
ABCGFEA
ABCGHEA
ADCGFEA
ADCGHEA
9=;(t  s, q   r)
ABFEHDA
ABFGHDA
BFEHDCB
BFGHDCB
9=;(s+ t, q   r)
Cycles of length 8
ABFGCDHEA
ADHGCBFEA
 
(0, 0)
ABCGFEHDA
ADCBFGHEA
 
(t, r)
ABCDHGFEA
ADCGHEFBA
 
( s, q)
h4, 4, 4, 12i cube cycles
Cycles of length 4
BCGFB
CDHGC
EFGHE
 
(0, 0)
ABCDA (s, q)
ABFEA (s+t, q r)
ADHEA (t, r)
Cycles of length 6
BCDHEFB
BCDHGFB
BCGHEFB
CDHEFGC
9=;(0, 0)
ABCGHDA
ABFEHDA
ABFGCDA
ABFGHDA
9=;(s, q)
ADCBFEA
ADCGFEA
ADHGFEA
ADCGHEA
9=;(t, r)
ABCGFEA
ABCDHEA
ABCGHEA
ABFGHEA
9=;(s+t, q r)
Cycles of length 8
ABFEHGCDA
ABCGFEHDA
 
(s, q)
ADHGCBFEA
ADCBFGHEA
 
(t, r)
ABFGCDHEA
ABCDHGFEA
 
(s+t, q r)
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2.5 Octahedron
The octahedron is combinatorically the next largest Platonic polyhedron after the
cube. Owing to the higher number of edges and vertices, the octahedron is at
the computational limit of the 2-cell embeddings that we can currently exhaustively
enumerate and examine, without further refinements of the technique.
2.5.1 2-cell embeddings of the octahedron
The octahedron has six vertices, each connected to four others. There are six cyclic
ordering permutations of edges around these vertices when embedded into a surface,
leading to 66 = 46656 different possible rotation schemes, or half that number if
inversions of the torus are ignored. The distribution of the genus of the oriented
surfaces under these 23328 = 466562 different 2-cell embeddings is:
Faces Genus Number of tilings Most symmetric tiling
8 0 1 {3, 4}
6 1 262 {4, 4}
4 2 7219 {6, 4}
2 3 15846 {12, 4}
Clearly the combinatorics heavily favour the tilings of the bitorus and tritorus
(genus 2 and 3 respectively), which are surfaces with negative Gaussian curvature.
However we omit these examples to instead build toroidally embedded polyhedra from
periodic Euclidean tilings. Among the 262 combinatorial possibilities for tiling the
Euclidean plane, there are 17 unique tiling patterns, the rest of the 262 being related
to these by automorphism. I excluded unwanted automorphism by first calculating all
edge lengths within the tiling, assuming a barycentric placement of vertices and the
translational cell being a unit square. This sorted the tilings into 16 distinct classes. I
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then manually compared the tilings within each class to be sure that the tilings were
equivalent. In doing so, I found that one edge-length class contained two types of
tiling, for a total of 17 distinct tiling types. The most symmetric tiling is the {4, 4}
tiling, with six vertices and six faces in the unit cell. A comparison of isotopes derived
from the regular tilings of the sphere and torus, {3, 4} and {4, 4}, is shown in Figure
2.30.
A
B
F
E
D
C
A
B
C
D
F
E
Figure 2.30: Regular tilings of the sphere and the torus by the octahedron, {3, 4} and
{4, 4}. Each embedding has four faces around each vertex; in the sphere embedding
the faces are of size three while in the torus the faces are of size four. The torus
embedding is the lowest energy embedding of the {4, 4} tiling and contains a Hopf
link in cycles ABEA and CDFC. Another higher-energy isotope from the {4, 4} tiling
(shown in Figure 2.36) produced using a stretched unit cell contains no knots or links,
indicating that in this case the presence of the link allows a more ‘relaxed’ structure.
2.5.2 The toroidal octahedron in its universal cover
There are 17 symmetrically distinct tilings of the toroidal octahedron in its universal
cover, the Euclidean plane. They are shown in Figure 2.31 together with the two-
fold rotation points which are important for determining the possible high symmetry
toroidal embeddings.
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Figure 2.31: The 17 symmetrically distinct toroidal octahedra in their universal cover,
in descending order of the energy of their canonical isotope. The dots mark two-fold
rotation points. Note that there are two-fold rotation points at the vertices of tiling 1,
hidden under the letters.
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The homotopy types of cycles in the torus embeddings of canonical unit cells from
each of these covers are tabulated in Tables 2.17 and 2.18. For isotopes generated
by non-canonical gluing vectors, say (q, r), (s, t) instead of ((1, 0), (0, 1)), the new
homotopy (x0, y0) is related to the tabulated homotopy (x, y) by
(x0, y0) = (x, y)
264 q r
s t
375
 1
= (x, y)
264 t  r
 s q
375 (qt  rs)
= (tx  sy, rx+ qy)(qt  rs). (2.8)
As an example of how to read these tables, consider the isotope generated by the
side vectors ((0, 1), (1, 1)) from tiling 9 in Figure 2.31. This isotope is of interest
because it appears later, in a table of low energy toroidal octahedra isotopes (energy
2.65 in Table 2.19). The isotope is illustrated in Figure 2.32. Note that the labelling of
the vertices appears reversed from tiling 9 of Figure 2.31. This is because the ordering
of the side vectors is exchanged between this unit cell and the reference unstretched
tiling of Figure 2.31. In mathematical terms, the determinant of ((0, 1), (1, 1)) is 1,
whereas the determinant of ((1, 0), (0, 1)) is +1.
The homotopy types of the cycles in the torus embedding allow us to identify any
links within the isotope. In an octahedron, links can only exist as paired cycles of
length three, because there are only six vertices and the cycles must be disjoint. Among
the cycles of length three in tiling nine of Table 2.17, observe that in the unstretched
tiling the cycles have homotopies (1,0), (0,-1) and (-1,0). The sign of the homotopy
reverses when you consider the orientation of the cycle to be reversed, so it is simpler
to consider the possible homotopies as being (1,0) and (0,1). Following Equation
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Table
2.17:
The
hom
otopy
type
of
cycles
of
length
three
and
four
from
the
seventeen
canonicalunitcells
of
tilings
of
Figure
2.31.
Table
2.18
show
sthe
continuation
ofthistable
w
ith
hom
otopy
typesofthe
cyclesoflength
five
and
six.The
hom
otopy
typesforcycles
in
any
one
ofthese
tilings
w
ith
non-canonicalside
vectors
can
be
calculated
as
described
in
the
textofsection
2.5.2.The
ordering
of
the
tilings
refers
to
the
im
ages
show
n
in
Figure
2.31.
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Figure 2.32: (a) The toroidal octahedron generated by the side vectors ((0, 1), (1, 1))
from tiling 9 in Figure 2.31. (b) The same isotope, with the torus removed. An analysis
of the knots and links within this isotope appears in the text.
2.8, and substituting the values ((0, 1), (1, 1)) for ((q, r), (s, t)), these homotopies
in our torus embedding will be ( 1, 1) and ( 1, 0) respectively. The cycles with
homotopy ( 1, 1), namely ABCA, ADEA, BCFB and DEFD have the right
homotopy to be one component of a Hopf link. All that is required is that they can
be arranged in disjoint pairs, namely ABCA/DEFD and ADEA/BCFB. Thus the
isotope contains two distinct Hopf links, and no other links. The presence of the Hopf
links can be verified from the diagram in Figure 2.32.
The search for knots proceed in much the same way as the search for links. From
the unstretched reference tiling tabulated in Tables 2.17 and 2.18, the homotopies
of all cycles (of all lengths) are (1,0), (0,1), (-1,-1), (1,-1), (-2,-1) and (2,-1), after
the simplifications that go with cycle reversals. Again applying Equation 2.8, these
homotopies become ( 1, 1), ( 1, 0), (2, 1), (0, 1), 3, 2) and ( 1, 2). Of these
homotopies, only (3, 2) corresponds to a knot, the trefoil knot. The cycle with this
homotopy is ABCFEDA, as can again be confirmed from Figure 2.32. Thus the only
knot in this isotope is a single trefoil knot.
The above analysis shows that our example isotope contains two Hopf links and a
trefoil knot, and no other knot or links. An identical analysis will provide the knots
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and links that tangle any other toroidal octahedron which comes from a 2-cell tiling.
2.5.3 High symmetry toroidal octahedra isotopes
High symmetry tangled toroidal octahedra are limited to rotational symmetries, just as
was described in the case of toroidal cubes. This follows from the key result of the
next chapter, which is that their tangled nature means they must be chiral, and hence
cannot contain mirrors or inversion points. So just as in the case of the cube, the key to
generating high symmetry octahedral isotopes is to find tiling patterns in the universal
cover that have two matching lines of two-fold rotation points within the unit cell that
are parallel to one side vector. The different planar tilings are illustrated in Figure 2.31,
where it can be seen that the first entry – the {4, 4} tiling – has more matching two-
fold rotation points than any other tiling. This tiling has one two-fold rotation point for
each vertex and one at the middle of each face and edge. This exhausts the possible
locations for two-fold rotations and guarantees that an isotope generated by this tiling
can have the highest symmetry of any toroidal octahedron.
Not every isotope created from the {4, 4} tiling will have high symmetry. Similarly
to the situation with the {6, 3} tiling of toroidal cubes, the gluing vectors must be
selected to maximise the number of two-fold rotation points that can map to the
equatorial plane of the torus. Figure 2.33 shows a number of different unit cells and
their alignments with the two-fold rotation points. Several of the vectors marked in the
figure pass through a quite limited number of two-fold rotation points, indicating that
the torus embeddings derived from them cannot have very high point group symmetry,
as discussed in section 2.2.5. Other vectors will allow a full use of the tiling’s twofold
rotation points, when mapped to the equator of the torus. One such vector is (1, 2),
marked by the red line in Figure 2.33.
In the {4, 4} tiling, the vector (1, 2) can align with twelve different twofold rotation
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Figure 2.33: Some unit cells and side vectors of
the octahedron in its {4, 4} tiling of its universal
cover. The dots mark two-fold rotation points,
which also occur at each vertex. The green,
yellow, blue and red lines mark the vectors (1,0),
(0,1), (-1,1), (1,2) respectively. The green/yellow
and blue/yellow unit cells correspond to the
isotopes in Figure 2.36 (a) and (b) respectively.
Features present in these isotopes are deducible
from their unit cells: cycles ABEA and CFDC
are disjoint and have homotopy type ( 1, 1)
with respect to the green/yellow unit cell and so
form a Hopf link. The same cycles are parallel
to the ( 1, 1) vector which corresponds to the
meridional loop in Figure 2.36 (b), so in that
embedding these cycles are co-planar and parallel
to the equatorial plane of the torus.
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points, a full half of the distinct twofold rotation points of the tiling. If it is offset
a little in an appropriate direction it can pass through the other half of the points,
showing that a unit cell with this vector mapped to its meridional cycle has the potential
to preserve every two-fold rotation point of the tiling. Such a torus embedding will
have the highest possible symmetry of a tangled toroidal octahedron, 622 in Conway
notation. (See Table 2.2 for a reminder of the correspondence between orbifold
notation and conventional Scho¨nflies notation.) The ‘6-fold’ part of this symmetry
follows from the twelve two-fold rotation points which align along the (2, 1) vector
which induces a 6-fold rotation round the axis of the torus. (Remember that each
twofold rotational axis of the point group intersects the torus in four places, twice along
each line of twofold rotation points.) Two matching vectors that can be coupled with
the (1, 2) vector to create a 622 symmetry embedding are (0, 1) and (-1,-1). Such high
symmetry octahedral torus embeddings are called ‘wreath’ octahedra, analogously to
the high symmetry B and E cube isotopes (which have 422 point symmetry). These
‘wreath cubes’ were defined in [84] to be cubes with the highest level of rotational
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symmetries. The two above-described wreath octahedra are shown together with
the above-mentioned cubes in Figure 2.34. In comparison, Figure 2.35 shows other
octahedral isotopes also derived from the {4, 4} tiling, but with lower symmetries.
The twofold rotation points in the unit cells of these torus embeddings do not combine
in such a way to allow high point group symmetry.
(a)
A
B
C
D
F
E
(b)
A
B
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F
E
(c)
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B
G
F
E
D
C
H
(d)
A
D
C
G
E
HB
F
Figure 2.34: Wreath octahedra and wreath cubes. They obtain their name from
their characteristic shape which accompanies their high level of rotational point group
symmetry, 622 for the octahedra and 422 for the cubes. The octahedra are from the
{4, 4} tiling, with side vectors ((1, 2), (0, 1)) (a) and ((1, 2), ( 1, 1)) (b), while the
cubes are the B-type (c) and E-type (d).
2.5.4 Properties of toroidal octahedra
Octahedra from the {4, 4} tiling are the most symmetric, both in their universal cover
and in three-dimensional space. Other tilings are notable for other reasons. Tilings
other than {4, 4} wrap around the torus in a way that allows short edges, indicating
that they produce tangled toroidal isotopes with low energy. Recall that the energy
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Figure 2.35: Less symmetric isotopes from the {4, 4} tiling, with side vectors
((1, 0), (0, 1)) and ((1, 0), ( 1, 1)) respectively.
function is defined to be the sum of the squares of the lengths of each side as described
in section 2.2.4. This function is minimised by a barycentric placement of the vertices
in the plane. Thus when a tiling wraps around a torus, the barycentric placement
indicates the relative length of each edge of the tiling that combines to give the overall
lowest energy. Because the octahedron has the seventeen distinct tilings of the torus
shown in Figure 2.31, examining which tiling gives the lowest energy isotopes provides
an indication of the way that more homogeneous tilings like the {4, 4} tiling compare
with the more heterogeneous tilings.
These lowest energy octahedron isotopes are listed in Table 2.19. As has been
previously described in the cases of the tetrahedron and cube, the same isotope can be
generated from different octahedral tilings of the unit cell with different side vectors.
Consequently, the tabulated source tiling and side vectors provide a single example of
how to generate a particular isotope. In these cases the tiling and unit cell associated
with the lowest energy isotope is given in the table. There may be other tilings and
side vectors that generate the same isotope, but with a higher energy.
The combination of knots and links present in an isotope is not necessarily enough
to uniquely identify it, so all potentially duplicate isotopes have been manually checked
to determine whether they are isotopic. In order to be isotopic, there must be a way
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to rearrange one isotope in space (without edges crossing) to be identical to the other.
Specifically, the knots and links in one isotope must also be present in the equivalent
sequence of vertices in the other isotope. For example, if the only tangling in the
isotopes is a single trefoil, but one isotope has the trefoil in a cycle of length four
and the other has it in a cycle of length five, the two isotopes are distinct. In a more
complicated example, consider an isotope which contains a single trefoil in a cycle of
length four, and a Hopf link in two three-cycles. If the trefoil four-cycle of the isotope
has certain edges in common with each cycle of its Hopf link, then the same will be true
of every isotopic structure. It is not enough that two isotopes merely contain identical
knots and links of the right size, which is why the manual verification is needed.
Table 2.19: Low energy toroidal octahedron isotopes. The energy, source tiling
and side vectors from the lowest energy embedding of each isotope is tabulated.
Information on knots and links is also provided. In the case where there are multiple
tilings that embed to generate the same isotope with the same energy, the second tiling
is bracketed. Certain tilings that are not the lowest energy toroidal tiling to generate
an isotope, but which are interesting for other reasons, are included for comparison.
They are marked with an asterisk. Among these extra tilings is the sphere-embedded
octahedron of Figure 2.30, normalised to have the same surface area as the toroidal
tilings. In the knot and link notation, multiples indicate the multiplicity of the knot
within the isotope, while the subscript indicates the cycle length in which the knot
occurs.
Energy Tiling Gluing vectors Links Knots
*2.36 Sphere - - -
1.90 15 (5) (1,-1) (1,0) (2,2) -
*2.11 1 (1,0)(0,1) (2,2) -
*2.23 1 (1,-1)(0,1) - -
2.65 9 (0,1) (1,-1) 2*(2,2) (3,2)6
2.83 1 (1,-1) (1,0) 3*(2,2) (3,2)6
3.07 1 (0, 1), (1, 1) (4,2) -
3.12 5 (1, 1),( 2, 1) (2, 2) (3, 2)5, 2*(3, 2)6
3.29 15 (1, 2), (1, 1) (2, 2) 2*(2, 3)5, 2*(2, 3)6
3.75 15 (2,1), (1, 1) (2, 4) 2*(2, 3)5, 2*(2, 3)6
3.89 1 (1, 0), (1, 1) 3*(2, 2), (4,2) 3*(3, 2)6
3.93 4 (0, 1), (1, 2) (2, 2), (4, 2) 2*(3, 2)5, 2*(3, 2)6
3.94 8 (1, 1), (2, 1) (4, 2) (3, 2)5, 2*(3, 2)6
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Even regarded through the lens of energy, rather than just symmetry, the isotopes
from the regular tilings have a number of interesting properties. One such feature
appears in Table 2.19. The isotope from the slightly stretched unit cell ((1,-1),(0,1)) is
untangled, while the isotope with ‘canonical’ side vectors ((1,0),(0,1)) contains a Hopf
link and has the lowest energy of any {4, 4} tiling. These two isotopes are shown in
Figure 2.36. Independently of the side vectors, which depend upon the initially chosen
basis for the tiling in the universal cover, it is remarkable that in energetic terms the
isotope containing a Hopf link has a lower energy than an untangled isotope, just as
was the case for the tangled cube containing a Hopf link.
(a)
A
B
F
E
DC
(b)
A
B
F
E
D
C
Figure 2.36: Simple toroidal octahedral isotopes from the {4, 4} tiling with side vectors
(a) ((1,0), (0,1)) and (b) ((1,-1), (0,1)). The isotope in (a) has a Hopf link, while the
isotope in (b) is untangled, as is clear from its already near-planar embedding.
The homotopy types for all 17 tilings are presented in Tables 2.17 and 2.18 in
an extremely compact form (uncompacted it would have run to 17 pages). However
because of the unusual and interesting properties of the {4, 4} tiling, the explicit cycle
homotopy types with varying side vectors are tabulated below in Table 2.20. It should
be interpreted in the same way as the cycle information about cube presented in Tables
2.14-2.16, following the pattern of the example in Table 2.15.
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Table 2.20: Homotopy types of cycles in the toroidal octahedron from the {4, 4} tiling,
for unit cells with edges (q, r) and (s, t). The multiplicative factor of qt   rs = ±1
for all homotopies is omitted for simplicity of presentation. The paired 3-cycles are
the only disjoint cycles present, and so are the only potential source of interpenetrating
links in the structure.
Cycles of length 3
ABCA/DEFD
ADCA/BEFB
ADEA/BCFB
 
( s, q)
ABEA/CFDC (t  s, q   r)
Cycles of length 5
ABCDEA
ABEFCA
ADCFBA
ADFBEA
AEFDCA
BCFDEB
9>>>>=>>>>; ( s, q)
ABCFDA
ABCFEA
ABEDCA
ABEFDA
ABFDCA
ABFDEA
ACFBEA
ACFDEA
ADCBEA
ADCFEA
BEDFCB
BEFDCB
9>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>;
(t  s, q   r)
ADEBCA
ADEFBA
ADEFCA
ADFBCA
AEFBCA
BCDEFB
9>>>>=>>>>; ( s  t, q + r)
Cycles of length 4
ABCDA
ABFCA
ACDEA
ADFEA
BCFEB
BEDFB
9>>>>=>>>>; (0, 0)
ADEBA
ADFBA
ADFCA
AEBCA
AEFBA
AEFCA
BCDEB
BCDFB
CDEFC
9>>>>>>>>>>=>>>>>>>>>>;
( t, r)
Cycles of length 6
ABCDFEA
ABEDFCA
ABEFCDA
ABFCDEA
ACDFBEA
ADFCBEA
9>>>>=>>>>; (0, 0)
ACDEFBA
ADEFCBA
ADEBFCA
ADFEBCA
AEDFBCA
AEFBCDA
9>>>>=>>>>; ( t, r)
ABCFDEA
ABEFDCA
ADCFBEA
 
(t  2s, 2q   r)
ADEFBCA ( 2s  t, 2q + r)
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Table 2.21: The number of rotation schemes generating 2-cell embeddings of graphs
rapidly increases with graph size. For a regular polyhedron with V vertices and E edges
the number of rotation schemes is given by (2EV   1)!V .
Rotation
Polyhedron V E Schemes
Tetrahedron 4 6 16
Cube 8 12 256
Octahedron 6 12 46,656
Dodecahedron 20 30 1,048,576
Icosahedron 12 30 3.65⇥ 1016
tetrahedron cube octahedron dodecahedron icosahedron
1
104
108
1012
1016
Number of rotation schemes 
of the Platonic Polyhedra
2.6 Further constructions
2.6.1 Dodecahedron and Icosahedron (and other large graphs)
The algorithm for finding all 2-cell embeddings of a graph as described in section 2.2.1
is combinatorically expensive for large graphs. The number of rotation schemes for a
graph of v vertices each with n neighbours is (n  1)!v. Large graphs quickly become
computationally prohibitive, as Table 2.21 illustrates. Alternate methods can be used
that identify toroidal isotopes without first generating the entire ensemble of all 2-cell
embeddings. These methods are discussed below in the context of the dodecahedron
and icosahedron but they generalise to any graph.
Dodecahedron
The dodecahedron has twenty vertices, and three neighbours per vertex, as illustrated
in Figure 2.37. The number of possible rotation schemes of the dodecahedron is
small enough that they can all be generated. The 2-cell generating process can be
sped up by ‘pruning’ the rotation schemes if they show that they cannot generate a 2-
cell embedding of the desired genus. This pruning is accomplished by examining the
generating process as it builds each face of the 2-cell embedding, aborting the process
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if the sizes of the circumnavigated faces are not consistent with the requirements of
the desired genus. Recall that each face is ‘built’ by starting at a vertex of that face,
then proceeding from vertex to vertex following the edge orderings specified by the
rotation scheme. A good pruning scheme relies on an appraisal of the lowest upper
limit of the cumulative face sizes: the lower the values in the sequence, the sooner the
2-cell embeddings which will require an embedding genus higher than the target can
be excluded. The selection criterion for the allowed face sizes as each subsequent face
is circumnavigated relies on counting arguments and integral curvature.
Figure 2.37: A spherical dodecahedron and a toroidal dodecahedron.
The curvature constraint determines the allowable total face sizes in the 2-cell
embedding of the dodecahedron. The face sizes are quantified by the number of corners
of the face10, or equivalently the number of edges that surround the face. Each vertex
of the tiling has three incident faces, and thus three incident corners of those faces,
so the total number of corners of faces is 60 = 3 ⇥ 20. Alternatively, there are 60
edges of faces, as each of the 30 edges of the tiling has a face on each side. As we
are generating toroidal embeddings, the number of faces will be 10, from Equation
2.1. This indicates that the sequence representing the upper limit of the cumulative
face size will have ten increasing elements that terminate with the final value of 60
10Note that a corner is distinct from a vertex: a corner is a part of a face where two sides meet. It is
a feature of a face, and multiple corners meet at each vertex of a tiling.
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(the total number of corners in all faces). So how can these 60 corners be distributed
between the 10 faces?
The graph of the dodecahedron has circuits of size {5, 8, 9, 10, ..., 30} corre-
sponding to the boundaries of a pentagon alone, two pentagons side-by-side, three
pentagons sharing a vertex, four pentagons clustered around two adjacent vertices,
three pentagons in a line, etc. all the way up to a Hamiltonian circuit. The shorter
circuits are shown in Figure 2.38. Note that a face of size 6 or 7 (or smaller than 5)
cannot exist.
Figure 2.38: Example circuits of length 5, 8, 9 and 11 on the dodecahedral graph.
In summary, for each unit cell of the periodic tiling, each face must have a size
listed in the sequence above, the total number of corners must be 60 and the number
of faces is 10. A number of possibilities fit these criteria: for example there could
hypothetically be nine pentagons and one face of size 15, or eight pentagons and two
decagons, or... At this stage it is useful to ascertain the set of face sizes corresponding
to the minimum number of pentagons in a unit cell of the tiling. Owing to the absence
of cycles of length 6 and 7, this situation corresponds to having seven pentagons, two
octagons and a nonagon (7⇥5+2⇥8+9=60) in each unit cell. Considering that there
are twelve pentagons in the normal spherical dodecahedron, we have now established
that at least seven of these twelve will be in common with the toroidal tiling, although
they may have the opposite orientation (i.e. be flipped over). This commonality
relies on the fact that each circuit of length five in the graph necessarily corresponds
to a specific pentagon in the dodecahedron. The adjacency (or non-adjacency) of
§2.6 Further constructions 137
pentagons will be maintained between the spherical tiling and any 2-cell embedding
which has the same labelling of the vertices forming pentagonal faces. Thus parts of
the planar representation of the spherical dodecahedron (see Figure 2.39(a)) are a good
representation of the same parts of other 2-cell embeddings of the graph with adjacent
pentagons. Examples of common pentagonal tiles between toroidal and spherical
dodecahedral tilings are illustrated in Figure 2.40.
(a) (b) (c)
Figure 2.39: Examples of ways to select certain pentagons on the dodecahedron.
(a) shows a planar embedding of the spherical dodecahedron graph containing 12
pentagons. (b) shows one way of choosing six pentagons so that no three share
a common vertex. (c) shows how eight pentagons can be chosen so that no four
pentagons cluster around two adjacent vertices. The arrangements in (b) and (c) are
examples only and are not unique, and the outer rim of blue indicates that the 12th
pentagon (corresponding to the exterior of the image) has been selected.
A consideration of the distribution of these seven pentagons among the initial
twelve pentagons of the spherical dodecahedron reveals that there is no way to
distribute them without there being three pentagons adjacent around a single vertex.
(It would however be possible to arrange six pentagons on the spherical dodecahedron
so that no vertex is entirely surrounded by pentagons, see for example Figure 2.39(b).)
Thus when the 2-cell reconstruction process begins we can impose the condition that
the reconstruction starts at the vertex surrounded by three pentagons. In practical
terms this means that all tilings are considered, as it is not possible to know a
priori which vertex of the tiling is an appropriate starting point without performing
the reconstruction. However if the reconstruction fails to show three neighbouring
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Figure 2.40: The two toroidal 2-cell embeddings of the dodecahedron are shown in (a)
and (b). They are composed of patches of adjacent pentagons (blue) with other larger
tiles. Edges bounding these patches are marked in green, and edges not part of any
pentagon are marked in red. Sphere embeddings of the dodecahedron are shown in
(c) and (d), with the corresponding edges and adjacent pentagons marked in the same
way. Tilings (a) and (c) share identical vertex labelling within and around their eight
adjacent pentagons, while tilings (b) and (d) share vertex labelling within and around
their nine common pentagons.
pentagons then it can be aborted (after the first face is not a pentagon, or after the
second, or after the third...) which is responsible for a significant time saving. No valid
tilings will be lost through this shortcut, as there will always be an alternate symmetric
version (specifically an automorphism) whose reconstruction begins with the required
three faces around the initial vertex. Consequently the three faces surrounding the
initial vertex are circumnavigated first and those three pentagons are found first.
Thus the cumulative number of corners discovered after each of these three faces is
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successively circumnavigated is {5, 10, 15, ...}. This requirement will be true for any
toroidal tiling, and will rule out many tilings of a higher genus where there will be
fewer faces of larger size. The constraint imposed by these first three numbers of the
sequence is enough to be practically useful, but can be further extended to make the
pruning mechanism even more efficient.
Having established that the 2-cell reconstruction process begins at a vertex
surrounded by three mutually adjacent pentagons, consider the size of the fourth face
circumnavigated. The journey around the face starts at a vertex already shared by two
of the pentagons so far discovered. What constraints can we put on its size? From the
face size constraints mentioned above we can hypothesise the existence of a toroidal
tiling with nine pentagonal faces and one face of size 15. Thus the upper limit for the
size of this fourth face is 15, however even in this case we could insist that the large
face is discovered last, allowing the possibility that another pentagon would be found
as the fourth face. So while this value of 15 is an upper bound for the size of the fourth
face, it could be much lower, making the pruning algorithm more efficient.
As this approach puts such a poor upper bound on the size of the fourth face, we
instead try an alternative approach. Consider the number of pentagons that can be
placed on the original spherical dodecahedron without there being a cluster of four
pentagons sharing two adjacent vertices. The maximum number of pentagons in this
case is eight, as shown in Figure 2.39(c), leaving the remaining two faces of the toroidal
tiling to share twenty corners between them. Thus we can insist that the fourth face to
be reconstructed has a maximum size of ten – if the two large faces have different sizes
we can arrange to begin the 2-cell reconstruction process at an initial vertex so that the
smaller face will be discovered first.
We have now established that the maximum cumulative number of corners
discovered after each of the first four faces are circumnavigated is no more than
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{5, 10, 15, 25, ...}. This is enough to rule out the vast majority of 2-cell embeddings
of a higher genus at an early stage, before the genus of their embedding is deduced
from their rotation schemes. The reasoning above could be refined and repeated
to optimise the rest of the sequence, but the sequence already calculated allows the
pruning algorithm to be quite efficient, so any further improvements are marginal. To
complete the sequence in a way that is guaranteed to not exclude any valid tilings we
allow the fifth face to be the other decagon (or large face), then fill up the remainder of
the tiling with pentagons. This gives a final pruning sequence of maximum cumulative
corners discovered of {5, 10, 15, 25, 35, 40, 45, 50, 55, 60}.
The 2-cell reconstruction method accelerated using this pruning algorithm finds
that there are only two symmetrically distinct toroidal tilings. This is a disappointingly
small number of disappointingly uninteresting tilings. It seems that the combination
of restricted face sizes and comparatively large graph size is enough to prohibit the
rich behaviour evidenced in the case of the octahedron. The tilings are illustrated in
Figure 2.40 in a diagrammatic form, rather than in the previous barycentric form, for
clarity of presentation. The tiling in Figure 2.40(a) has four twofold rotation points
per unit cell, appropriately arranged to allow a point group of ‘2’ when reticulating
the torus, whatever the unit cell shape. The tiling in Figure 2.40(b) has no symmetry
commensurate with a toroidal reticulation.
The process of constructing a toroidal embedding from these two tilings proceeds
exactly as in the case of the small polyhedra; different unit cell shapes can be chosen
to produce isotopes with varying amounts of twist and varying knots and links. Figure
2.41 illustrates two different torus embeddings created from the tiling shown in Figure
2.40(a), with differently shaped unit cells. If the tiling in Figure 2.40(a) is considered
to have the canonical unit cell with side vectors ((1, 0), (0, 1)), then these two torus
embeddings have side vectors ((0, 1), (1, 0)) and ((1, 1), (1, 0)).
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(a)
(b)
Figure 2.41: The universal covers and torus embeddings of two dodecahedra generated
by the tiling in Figure 2.40(a). Each toroidal polyhedron is generated by a different set
of unit cell side vectors, ((0, 1), (1, 0)) (a) and ((1, 1), (1, 0)) (b), with reference to the
unit cell in Figure 2.40(a). The colouring is consistent with Figure 2.40(a), where the
green edges indicate clusters of pentagons, and red edges join neighbouring clusters.
The possible knots and links within these isotopes can be deduced by examining
the toroidal tilings following the method previously described for the smaller Platonic
polyhedra. It’s worth noting that there is no way for there to be a solitary knot in either
tiling of Figure 2.40 (a) or (b). If one cycle has a knot in it, then others will also be
guaranteed to, as there are many cycles with the same homotopies. For example in
tiling (a) if cycle gphlkg is knotted then so too is cycle gpaodtfpbekg (among many
others) as both have the same homotopy: (0, 1) in the unstretched tiling. Similarly, if
tiling (a) contains a link, then it will contain many links as the same homotopies can be
traced out by a large number of different mutually disjoint cycles. This is in contrast
to tiling (b), which has vertex e as a ‘choke point’ that prevents the possibility of there
being two disjoint null-homotopic cycles, and consequently prohibits the existence of
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any links.
Because of their differing properties, tangled versions of these two tilings must
necessarily contain substantially different knots and links. Each different type of tiling
will generate notably different isotopes. Because of this there is no real comparison
to be be made between the isotopes from each tiling, making energy calculations
redundant.
Icosahedron
The icosahedron has twelve vertices, and five neighbours per vertex, as illustrated
in Figure 2.42. The number of rotation schemes of the icosahedron is ten orders of
magnitude greater than it is for the dodecahedron (see Table 2.21) making the previous
approach untenable. However well optimised the process might be for constructing
2-cell embeddings from their rotation schemes, it is prohibitive to generate all
36,520,347,436,056,576 rotation schemes. This calls for alternative methods, which
are discussed in the next section.
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Figure 2.42: A spherical and a toroidal icosahedron.
Some information can again be deduced from curvature and counting arguments,
just as we did for the dodecahedron. The face sizes can vary with minimal restriction
from the graph topology: circuits are possible with every length between three and
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twenty (three being the size of a triangle, and 20 being the length of a Hamiltonian
circuit on the icosahedron). Euler’s theorem and curvature arguments restrict and refine
the possible combination of face sizes. Equation 2.1 shows that there will be 18 faces
on a toroidal tiling, and curvature arguments ensure that while most faces will still be
triangles, up to six faces will be larger, with a total of six extra edges distributed among
the larger faces. These values follow from:
V   E + F = 0 =) F = E   V
=) F = 30  12 = 18.
Now postulating that each of these 18 face is a triangle, espare is the number of excess
edges of faces:
espare = 60  18⇥ 3 = 6
where the number 60 represents the number of ‘edges of faces’ in the icosahedron.
Note that this is different from E, which is the number of edges in a tiling. In a whole
tiling, e = 2E, as each edge of the tiling has two sides, one for each adjacent face.
Identifying that there are six extra ‘edges of faces’ among the tiles implies that there
might be up to six squares, if the spare edges are allocated to different faces, changing
triangles to squares. So there are guaranteed to be at least twelve triangles, and the
other face sizes will depend on how the six extra edges are partitioned. There are eleven
ways to partition up six edges, namely: {1, 1, 1, 1, 1, 1}, {1, 1, 1, 1, 2}, {1, 1, 2, 2},
{2, 2, 2}, {1, 1, 1, 3}, {1, 2, 3}, {3, 3}, {1, 1, 4}, {2, 4}, {1, 5} and {6}. These six extra
edges are created when two faces are lost to accommodate the curvature difference
between the sphere and the torus. They are distributed among the tiles (the postulated
triangles), so the set of possible face size distributions is actually:
1. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 9},
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2. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 8},
3. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 5, 7},
4. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 6, 6},
5. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 7},
6. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 5, 6},
7. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 5, 5, 5},
8. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 4, 6},
9. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 5, 5},
10. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 5},
11. {3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4}.
It is certainly possible to find 2-cell toroidal embeddings of the icosahedron with
face size distributions 1, 2, 3 and 4 (above). These tilings are analogues of the
two dodecahedral toroidal tiling examples and result from pulling either a single
vertex or an edge out of the spherical tiling and using it as a ‘bridge’ to pass to
adjacent translational copies. Figure 2.43 shows this process for a tiling with face
size distribution 4 (above).
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Figure 2.43: A toroidal icosahedron (c) generated by taking all vertices and edges
exceptA and its connecting edges from the spherical icosahedron (a). These edges that
are kept are marked in green, and form a repeating patch of triangles in the universal
cover (b). The edges around A are marked in red and join adjacent patches. (b) and (c)
are not barycentric placements, for clarity the lengths of the green lines are doubled
from the barycentric placement.
Toroidal tilings generated in this way are quite uninteresting, given that the same
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process could have been done to any finite planar graph to make it tile the torus. In
the search for more interesting toroidal tilings it is instructive to compare the face
size distributions listed above to those found in Archimedean tilings. Distribution 4
corresponds to the ‘snub hexagonal tiling’ of Figure 2.44(a): it has eight triangles
per hexagon, so a unit cell of two hexagons could perhaps contain the icosahedral
graph. Similarly distribution 11, with twelve triangles and six squares, could be
commensurate with the ‘elongated triangular tiling’ or the ‘snub square tiling’, each of
which has two triangles per square. These three tilings are illustrated in Figure 2.44.
(a) (b) (c)
Figure 2.44: The three Archimedean tilings that have a face size distribution consistent
with the 2-cell toroidal tiling. (a) is the ‘snub hexagonal tiling’, (b) is the ‘elongated
triangular tiling’ and (c) is the ‘snub square tiling’. Images from [118].
Unfortunately none of these Archimedean tilings have the right edges connecting
the different vertices to correspond to the icosahedral graph. This can be seen by
attempting to find a fit to each tiling: disjunctions immediately arise. The comparison
is done by labelling the vertices of the icosahedral graph, and seeing if there is a
way to choose a domain of the periodic tiling such that the vertices of the tiling can
be labelled to give matching connectivity to the icosahedral graph. The first step is
to identify a vertex of the Archimedean tiling with a vertex of the graph. For the
sake of the example I will make it ‘vertex A’ from Figure 2.42. Then label the
neighbours of this vertex in the Archimedean tiling with labels matching those of
the graph, ‘vertices C, E, F , I and J’. There may be a few symmetrically distinct
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permutations of how they can be ordered, so each possibility needs to be examined. In
one possibility let’s say that despite vertices E and F being adjacent in the icosahedral
graph, where they form a triangle with vertex A, in the Archimedean tiling they are
just one angle of a larger polygon in the plane (perhaps they are three adjacent corners
of a square). Then vertices E and F no longer have the ‘local’ connection between
each other that they had when they were adjacent around a triangle. However the edge
connections of the icosahedral graph demands that the two vertices are neighbours,
so in this putative tiling they must each connect to a translational copy of the other.
For several Archimedean tilings a contradiction occurs at this stage, as there is often
no translationally equivalent vertex within reach, especially one that will not share an
inappropriate neighbour (if two vertices are not connected in the icosahedral graph,
then they cannot be connected in the Archimedean tiling). In any case, for the three
Archimedean tilings of Figure 2.44, continuing to build outwards in this manner
provoked mismatches between the requirements of the icosahedral graph and the
connectivity of the tilings of Figure 2.44.
This absence of matching connectivity between the icosahedron and the Archimedean
graphs is particularly disappointing in the case of the snub hexagonal tiling, which
has the distinction of being the only chiral Archimedean tiling. These failures in no
way imply that other viable tilings may not exist with the same or a different set of
faces. It is possible that such alternative tilings might be found using other methods,
as described in ‘Future Directions’, section 2.8.
2.6.2 Non- 2-cell torus graph embeddings
The 2-cell graph embeddings presented so far are not the only way to embed a graph
onto a torus. Alternative embeddings result from relaxing the requirement that every
‘face’ of the graph embedding has a single connected boundary component. These
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alternative embeddings may correspond to the standard sphere embedding, with a
‘bridge’ (or ‘tunnel’) joining two faces, raising the genus of the surface so that it
becomes a topological torus, as described in section 1.4.2 of Chapter One. The bridge
(or tunnel) must not itself be knotted, to allow a smooth deformation of the surface
to the standard embedding of the torus. In the universal cover these embeddings
correspond to periodic ‘strips’ of the graph embedding stacked next to each other in the
plane, separated from each other by an empty ribbon of space: see for example Figure
2.45(a). Thus while the cover is still two-periodic, the graphs can only be periodically
traversed along one of those dimensions.
Just as the unit cell of the 2-cell embeddings in the universal cover can be wrapped
onto the torus in infinitely many ways, so too can these non-2-cell embeddings. The
embedded structure that results once the surface is removed depends on two factors, the
deformation of the unit cell and the relationship between the faces joined by the bridge.
If both ends of the bridge are within the same face, the graph embedding is ambient
isotopic to the spherical embedding. If the bridge joins adjacent faces, no new links are
brought into the structure, but every cycle which passes through the edge that separates
the newly-joined faces will contain a knot corresponding to the chosen deformation of
the unit cell. In effect, by suitable choice of the unit cell, a (p, q) torus knot can be
created for any co-prime p and q. Finally, if the faces joined by the bridge are non-
adjacent on the sphere embedding, then the torus embedding will allow both new knots
and links, again determined by the unit cell deformation. By appropriate choice of unit
cell side vectors, a (p, q) torus knot will be in every cycle that circumnavigates the
sphere passing once between the newly-joined faces. The elements of every set of
k   2 disjoint cycles which circumnavigate the sphere in such a manner are part of a
k(p, q) torus link. One such example is shown in Figure 2.45(b).
This possibility of creating a k(p, q) torus link by joining non-adjacent sides of
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a polyhedron shows the manner in which non- 2-cell graph embeddings can create
isotopes that 2-cell embeddings cannot. For large graphs like the dodecahedron and
icosahedron, forming a bridge between opposite faces allows three disjoint paths to
traverse the torus (see Figures 2.37 and 2.42). So any tangled toroidal isotope created
in this way will have a three component link, a feat that no 2-cell embedding of the
same graphs can match.
Embedded graphs that are not 2-cell embeddings have degenerate embeddings in
the universal cover if barycentric placement is used to determine vertex location: all
vertices and edges converge to lie along a single line. As a result it is problematic to
reconcile the energy of these structures with the energy of 2-cell embedded structures,
so comparison is best done by comparing the knots and links present within the isotope.
As this chapter focuses on isotopes generated by 2-cell embeddings, I will not
further explore non-2-cell embeddings except to present Figure 2.45 for comparison.
Note that just as some isotopes can be generated by multiple 2-cell embeddings in the
universal cover, some can also be generated by both 2-cell and non-2-cell embeddings.
For example the twisted cube in Figure 2.45 is ambient isotopic to the ‘B-type’ shown
in Figure 2.25(a). If the twisted cube generated in this manner had a single twist rather
than a double – i.e. a (1, 1) homotopy rather than a (1, 2) – then it would be equivalent
to the ‘A-type’ isotope of Figure 2.28.
2.6.3 Duals
The torus embeddings constructed in this chapter have duals. The dual of an embedded
graph is constructed by mapping the faces of the graph to the vertices of the dual graph,
and connecting them if the two faces of the original graph are connected. In this way
faces map to vertices, vertices map to faces, and edges of the original graph cross the
edges of the dual graph. Several examples are shown in Figure 2.46. Each tiling of the
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(a) (b)
Figure 2.45: A cube embedded onto a torus in a non- 2-cell manner. The faces with
a single boundary component are coloured blue in (a) the universal cover and (b) the
embedding in three dimensions, while the face with two boundary components (i.e. not
simply connected) is coloured green. In this example, the two (dark coloured) cycles
that are the boundary of the green face form a Whitehead link, as per Figure 1.16.
torus has a unique dual, which is also a tiling, so each torus embedding can be used to
generate two different isotopes: the standard isotope corresponding to the vertices and
edges of the tiling, and the isotope corresponding to the dual of the tiling.
The dual relationship of sphere-embedded Platonic polyhedra is well known: the
cube and octahedron are dual, as are the icosahedron and dodecahedron, while the
tetrahedron is self-dual. In Schla¨fli notation (see page 61), the dual of a {p, q} tiling is
a {q, p} tiling.
Structures reticulated in the torus have different duals to those reticulated in the
sphere: the dual of either {6, 3} cube tiling (which has 4 faces per unit cell) is
the {3, 6} torus tiling (with 4 vertices per unit cell). The high-symmetry toroidal
octahedron embedding, {4, 4}, is self-dual, whereas the duals of non-regular tilings
have mixed vertex connectivity due to the varying face sizes of the original tilings.
These regular tiling examples are both displayed in Figure 2.46 (a) – (d), as is the dual
of the h4, 4, 8, 8i tiling (Figure 2.46 (e), (f)), which is irregular.
There is a remarkable connection between the entanglement of a 2-cell graph
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(a) (b)
(c) (d)
(e) (f)
Figure 2.46: Toroidal cubes and an octahedron, superimposed on their duals, shown
on the torus and in their universal cover. (a) and (c) show different torus embeddings
of the untangled cube isotope, with (b) and (d) their universal covers. Clearly the dual
depends on the specific surface embedding, not just the isotope. (e) and (f) show an
embedding and the universal cover of the octahedral {4, 4} tiling. This tiling is self-
dual – the structure and its dual are identical – and so is the genus-one analogue of the
{3, 3} tiling: the tetrahedron embedded on the sphere.
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embedding and its dual: every knot or link in an isotope corresponds to the same
knot or link in the dual of its graph embedding. This phenomenon is apparent in the
universal cover, where for every (non-null-homotopic) path corresponding to a closed
cycle in the isotope, there is a sequence of adjacent faces immediately beside it and
bounded by a neighbouring ‘parallel’ translationally equivalent path. For example,
consider any self-disjoint path between translationally equivalent points through the
blue graphs of Figure 2.46; there is a matching path immediately to its left or right
passing through the green graph. The same is true vice versa, every similar path
through the green graph will have a counterpart in the blue graph.
If there is more than one parallel path per unit cell - as is the case for links -
then there is a corresponding number of ‘ribbons’ of adjacent faces bounded on each
side by these parallel paths. Each ribbon of faces follows the same translational path
through the universal cover (and hence the same homotopy type on the torus) as the
path through its dual, and there are the same number of ribbons as paths. Thus any
knot or link present in the closed paths is also present in the ribbons, and thus by
definition in the dual of the graph embedding. The length of such knotted or linked
cycles generally differs between the original embedded graph and its dual. Moreover
a ribbon may have a width of more than one face, meaning that there is more than one
path in the dual corresponding to that ribbon.
This curious connection between paths in a graph’s torus embedding and in its dual
has consequences in finding whether a toroidal isotope is unique in the knots and links
that it contains. This result goes beyond considering different toroidal embeddings
of the same graph, and considers whether the knots and links are unique among any
embedding of any graph. There are two important criteria that need to be specified
to determine what defines ‘uniqueness’. Using knots for clarity (although the same
reasoning applies to links) : Does the multiplicity of knots matter? Does the length
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matter? For example, is a knot tied in a cycle of length four different from the same
knot in a cycle of length three?
If the multiplicity of the knots is important then the ribbons mentioned above must
be one face wide along their entire lengths. If there is a place where the ribbon is
more than one face wide, the dual path will have the opportunity to branch and travel
through each face, creating two distinct knots with the same homotopy. As illustrated
in Figure 2.46, this restricts the tilings to be regular, i.e. having the form {p, q}. Thus
the {3, 6}/{6, 3} and {4, 4} tilings of Figure 2.46 (b) and (f) satisfy this criterion,
while the h8, 8, 4i tiling of Figure 2.46 (d) does not.
If the length of each knotted cycle is important as well as the multiplicity, then the
length of the translational path in the universal cover must be the same as the length of
its adjacent path through the ribbon. Given that considerations of multiplicity already
restrict us to regular tilings, the only case where this is true is for self-dual tilings,
of which the {4, 4} tiling is the only toroidal example. Figure 2.46(b) illustrates this
issue with the dual {3, 6} and {6, 3} tilings. A path through the triangular (green)
network has only half the number of edges as the equivalent path through the hexagonal
(blue) network. This restriction to tangled {4, 4} tilings is only a necessary condition
for uniqueness, not a sufficient one. It does not guarantee that any particular {4, 4}
tiling will have a set of knots and links that cannot be found in another toroidal graph
embedding.
A further complication is the role of edges that are not involved in knots or links
is also ignored. Their presence or absence, by definition, will not change the knots
and links present. Fortunately this issue is not an important constraint: such edges
typically only occur in graph embeddings with a small amount of entanglement (in
a more tangled graph embedding, every edge can be part of a knot or link). It is
easy to make relatively untangled graph embeddings on the torus, so there are many
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toroidal graphs with only a little entanglement. This ubiquity means that a toroidal
graph embedding with such ‘decorative’ edges will not be unique.
With these restrictions considered, the only possibility for uniqueness of knots and
links within a toroidal embedding is a {4, 4} tiling that is more than a little ‘wound
up’ (and with no decorations). As this chapter focuses on polyhedra, and specifically
Platonic polyhedra, the restriction to a {4, 4} tiling can be used to show that the only
toroidal isotopes with potentially unique knots and links is an octahedron. As this
uniqueness issue is not part of the central thrust of this thesis, I have not actually
identified a unique tangled toroidal octahedron.
154 Tangled Platonic Polyhedra
2.7 Chirality
All tangled isotopes shown in this chapter are chiral, as can be confirmed by
examination. This property motivated further research to prove that any polyhedral
toroidally embedded isotope that contains a knot or link is chiral. This research was
successful and was published in [24]. The proof of the chirality of all tangled toroidal
isotopes is the subject of the next chapter.
However that result still leaves the question of which specific chirality any given
isotope may take, viewed from the perspective of generating it with the 2-cell method
described in this Chapter. The chirality is determined by several binary factors during
its generation, each alternate choice of which is capable of reflecting the resultant
isotope between its left- and right- handed conformation. Among these choices is
the interpretation of the handedness of the rotation scheme, which implies a choice
between two mirrored tilings in the universal cover.
Once the tiling in the universal cover is determined, there are further choices which
determine the specific chirality in the mapping of the universal cover to the torus. These
choices are contained within Equation 2.4 and include:
⇧ the side vectors of the unit cell may have either sign,
⇧ the universal cover is mapped to the ‘outside’ of the torus rather than its ‘inside’,
⇧ when the unit square is rolled into a cylinder, this deformation can occur ‘into’
or ‘out from’ the page.
Some attention must thus be paid to these factors in generating an isotope with a given
chirality. Note that the ordering choice of which pair of side vectors to identify first
does not alter the chirality. This is perhaps shown most clearly in the process of torus
eversion in Figure 2.9 which smoothly deforms the embedded graph without passing
§2.8 Future Directions 155
edges through each other to exchange the meridional and longitudinal cycles.
In practice it is simplest to make a consistent choice for the mapping and then vary
the signs of the side vectors to generate isotopes with the desired chirality.
2.8 Future Directions
The difficulty with finding 2-cell embeddings of large graphs into the torus occurs
because of the need to search through the huge number of possible rotation schemes
that might generate such a tiling. When a tiling is found for a symmetric graph such as
the Platonic polyhedra, it is then found multiple times, due to the symmetry elements
present. Other rotation schemes which generate the unwanted tilings of higher-genus
surfaces are also found many times. The symmetries responsible for this repetition are
present not only in the tiling, but in the group theoretic representation of the rotation
schemes. Thus the possibility exists that computational algebra packages such as GAP
[119] might be able to generate a set of symmetrically unique representatives, each of
which will have a one-to-one mapping to the ensemble of possible tilings. If such an
action is computationally feasible then the removal of the duplicate rotation schemes
could speed up calculations of the 2-cell embeddings by several orders of magnitude.
A second method with an entirely different perspective relies on the similarities
between certain tilings of a graph. Consider the toroidal 2-cell embeddings of the
cubes and octahedra shown in Figures 2.21 and 2.31: it would take minimal rewiring
to change from one tiling to another. For example the two octahedral tilings in Figure
2.47 can be interchanged by changing one single edge.
This rewiring process is known as annealing [120], and can be used to move
between alternative tilings of a graph (as well as between tilings that almost correspond
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Figure 2.47: Two toroidal octahedral tilings, numbers 1 and 4. If the edge marked
in red in tiling 4, between vertices A and D, is removed and replaced in the position
marked by the dashed green line, then the result will be tiling 1.
to the graph). Thus if one tiling is known, ‘neighbouring’ tilings can be found. There
is however no guarantee that iterations of this process will find all tilings from just
one ‘seed’ tiling. Fortunately there are a number of trivially findable embeddings of a
planar graph onto a torus, so there are several different seed positions.
Possible seed tilings include the tiling process referenced at the end of the previous
section: just pull one vertex (or edge) out of the planar tiling and connect it to
translationally equivalent copies of its neighbours instead of the local copies. This
process gives the tetrahedral tiling h9, 3i (Figure 2.15 (c)), the cube tiling h4, 4, 4, 12i
(Figure 2.21), the octahedral tiling 17 (Figure 2.31), the dodecahedral tiling of Figure
2.40(d), etc. This process works to embed any planar graph onto the torus. When a
vertex or an edge is disconnected from some of its local connections and reconnected
to a translationally equivalent copy of those neighbours it has the effect of changing
the homotopy types on the torus of circuits in the graph that involve that edge or vertex.
An alternative method uses a non-2-cell tiling as a ‘seed’. These tilings, which
were discussed in section 2.6.2, can be generated from any planar graph. Such tilings
can be generated from the spherical tiling by creating a bridge or tunnel with endpoints
inside faces. This method is quite similar to the annealing method, as the reconnection
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of a vertex or edge in the first method can be thought of as creating a bridge between
two faces that have a common vertex and moving the affected vertex to the ‘underside’
of the bridge.
2.9 Conclusion
Graphs can embed into three dimensional space in different ways. Some graphs, such
as polyhedral graphs have a simple embedding which contains no tangling. On the
other hand, there is no upper bound on the potential complexity of the embedding:
both cycles and individual edges can be knotted up to arbitrary complexity, while these
knots and cycles can also interlink, or be entangled in other ways, forming a giant
entangled mess. Torus embeddings allow us to walk a fine line between these two
extremes, allowing a controlled level of structural complexity.
This chapter has introduced a technique to generate 2-cell toroidally embedded
versions of arbitrary graphs, with a simple method to vary the knots and links present
within the isotopes of these embedded graphs. This general method was applied
to Platonic polyhedra, which were chosen because their simplicity and symmetry
seemed best suited to display the controlled level of tangling available through this
method. The knots and links present within these toroidal 2-cell embeddings have
been comprehensively enumerated, and symmetry and ‘energy’ arguments have been
used to identify interesting isotopes from the panoply of tangled structures generable
by this method.
The energy of various toroidal polyhedra must be interpreted with care. When the
energy function is used to compare energies associated with given tilings it produces
potentially deceptive results. From one perspective, the energy function favours uneven
distribution of the vertices (and edges) of graphs. This can be seen for toroidal cubes
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in Figure 2.11 and later for octahedra in Figure 2.31 (page 122) where the energies of
the cubic and octahedral tilings with unit cell side vectors (1, 0) and (0, 1) are roughly
inverse to the manner in which they homogeneously fill the surface. However the
isotopes produced by different tilings are often different, especially when there are non-
unit side vectors. This is especially the case when comparing isotopes from tilings with
the highest and lowest symmetries, as the low symmetry tilings will typically generate
several knots which all pass through a single edge or vertex, while the high symmetry
torus embeddings may have few knots spread more evenly through the structure as
well as links.
If you compare the symmetries and energies of isotope that do happen to be
generated by different symmetry tilings, it becomes apparent that the symmetry and
energies of the tetrahedron, cube and octahedron are largely independent of each other.
For each kind of polyhedron, the tables of energies of the least tangled isotopes show a
spread of more and less symmetric tilings producing the lowest energy embedding of
an isotope, indicating that there is no general advantage or disadvantage of symmetry
for producing low energy isotopes.
In this context it is worth remembering that for a given tiling of the flat torus, the
barycentric placement (page 51) minimises Energy2(GU) and maximizes symmetry
[97]. The energy minimisation of the barycentric placement is dependent upon the
energy function used. There are other definitions of energy that might be more
appropriate to any given situation than Energy2(GU). In cases where there are
particular mechanisms that favour or disfavour certain conformations, other energy
functions should be considered when interpreting the energy calculations in this
chapter.
The Euclidean plane – the universal cover of the torus – is a convenient locale
to study the effect of varying the shape of the unit cell upon the resultant surface
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embeddings. The results provided in this chapter inform an understanding of a more
difficult setting: varying the unit cell shape of Hyperbolic tilings such as those used
in the Epinet project [5]. Hyperbolic tilings can be used to make 3-periodic surface
embeddings, which then produce repeating crystals once the surface is removed, in
direct analogy with the method shown in this chapter. Varying the shape of the
unit cells in this context will generate twisted, woven and otherwise deformed 3-
periodic patterns with novel structural complexity that can be varied as desired. This
approach has been undertaken by my fellow PhD student (now Dr.) Myfanwy Evans
[8] concurrently with my studies.
The work presented in this chapter has applications in chemistry. Two examples
are the design of ‘carcerand’ molecules and DNA nanotechnology. Carcerands are
‘host’ molecules which encage their ‘guest’ species. By doing so they can separate
the internal molecules from their chemical environment to prevent one from affecting
the other until the carcerand is removed or somehow ‘opens’. Conventionally such
carcerands are topologically spherical – the shape of most cages – but should they be
templated upon a topologically toroidal substrate, such as an organic molecule which
contains a single large-enough cycle, they could provide a new class of topologically
distinct carcerands.
A practical scenario where toroidal carcerands might be useful could occur in the
oral delivery of a plasmid-based vaccine or medication. Plasmids are loops of DNA,
which cannot survive the digestive processes long enough to reach the bloodstream
without being destroyed in large numbers. They could perhaps be encased in ligands,
proteins, etc. to preserve them. Alternatively there might be reason to have tiny metal
rings within the body for reasons such as medical imaging or targeted destruction of
tumours or other tissue. This approach is used already with gold or platinum/iron nano-
particles that accumulate in tumours and can be stimulated with microwaves to deliver
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extreme heat directly to the unwanted tissue, thereby destroying it [121, 122] . Rings
have different resonance and other properties from spheres, and so might be useful in a
similar situation, especially if they matched a topological feature of the target or if they
were coated with proteins or specific antibodies to the tissue or particle being targeted.
The second example is in the field of ‘DNA nanotechnology’, the description given
to complex microstructures built from DNA [123]. In this case DNA is used for its
structural properties, due in part to the specific pairing between the DNA-bases, rather
than for its traditional biological role. Early methods of DNA origami created three-
or four-way junctions in the DNA, with ‘sticky ends’ in each direction. A sticky end
occurs when one strand of the DNA double helix is severed, leaving the remaining
strand of DNA-bases which will stick only to the complementary base sequence. Thus
if DNA junctions with sticky ends were intermixed in the correct combination, with
complementary sticky ends, there was the possibility of self-assembly into the targeted
structure. Yields using this method depend on the formation of one single isotope from
the initial planar fragments, in a manner very like the gluing process of the vertices and
edges in the universal cover into an embedded graph. In certain circumstances such
as using long DNA strands, the yields can be surprisingly low, especially considering
the high likelihood of the correct pairing between complementary sticky ends [13].
From a mathematical perspective these low yields were likely due to multiple graph
covers – where sticky ends from multiple copies of the target species connected with
the complementary sticky ends of neighbouring assemblies instead of their own – as
well as topological tangling of exactly the type described in this chapter.
The connection between DNA self-assembly and my work is unmissable when the
assembly method for DNA origami such as [85], and a 2-cell assembly from a rotation
scheme such as in my Figure 2.6 are viewed side-by-side, as shown in Figure 2.48. In
the case of structures like this one, with with ‘pointy’ corners (the angle sum around the
§2.9 Conclusion 161
corners is significantly less than 2⇡), there is the mechanical issue of the flexibility of
the 3- and 4-arm junctions as well as the purely topological obstacles to their creation
[124, 125].
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Figure 2.48: A comparison of (a) a rotation scheme from the 2-cell method used to
build polyhedra, and (b) DNA junctions with sticky ends from the top portion of Figure
3 of [85], an article on DNA self-assembly. Vertex 2 is omitted for comparison, because
this article built a square pyramid instead of my triangular pyramid.
Spontaneous tangling in self assembled structures is enough of an issue in DNA
nanotechnology that specific steps are take to avoid it. In the case of double-stranded
DNA constructions this largely depends on choosing the edge-components short
enough that they can’t bend enough to become tangled. In this case ‘short-enough’
can be measured by comparison with the ‘Shore-Baldwin limit’, which informs us that
the smallest loop of double stranded DNA that can form into a circle is about 160 base
pairs long [126]. This result is a consequence of the stiffness of DNA strands. More
modern methods of DNA nanotechnology use long single strands or loops of DNA
with cross-linkers in an attempt to reduce possible tangling and improve yields (due to
the ‘multiple covers’ mentioned above) [127]. These strands can be ‘topologically
protected’ by temporarily pairing single strands during the reaction, reducing the
degree of freedom that the edges enjoy and preventing unexpected crossings or looping
[128]. These modern methods are largely successful, but the tangling ideas enumerated
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in this chapter are still relevant to the accidental by-products produced when an
untangled product is desired.
Note that depending on the material, target structure and technique used, it may
be difficult to identify under a microscope when tangling takes place, as an ‘over-
under’ crossing of two strands may be indistinguishable from an ‘under-over’ crossing
in a single or double DNA strand. In the case where the strands are long enough to
change direction significantly along their length (perhaps > 100 base pairs, i.e. a
significant fraction of the Shore-Baldwin limit mentioned above) the structures may
lie flat under the microscope and the tangling may be difficult to observe due to a
lack of resolution. However shorter edge lengths will correspond to stiffer structures,
so a tangled structure may have a completely different geometric conformation from
its untangled counterpart - not necessarily lying flat against a surface - making visual
identification possible even in the absence of specific crossing information between
strands. As a specific example of how tangled structures can exist in DNA systems
composed of short, stiff segments, consider the octahedron isotope in Figure 2.35(a) or
2.36(a). The edges of these isotopes could be straightened from how they are depicted
in the figures, without any edges crossing. This straightened conformation is that of
a tangled toroidal octahedron, which could presumably be built from short lengths of
double stranded DNA.
Another DNA structure composed of stiff segments is the 4-turn tensegrity triangles
of [129]. They are the building blocks of a large cavity-forming crystals, which
in theory could experience intercatenation due to connections formed through these
cavities. The standard way to study such crystals is via diffraction, as direct methods
say little about the structure. According to corresponding author N. Seemans there
is no evidence of this interpenetration in the diffractogram, albeit the system diffracts
poorly making identification of the interpenetration difficult.
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In contrast to the accidental formation of tangled isotopes, the toroidal isotopes
constructed in this chapter may be desirable targets of synthesis. As discussed by
Hingorani and O’Donnell [130], many biological molecular assemblages are toroidal.
They suggest that this is for good topological reason, as the structure of these molecules
allows them to surround a biological filament, such as DNA, where their activity can
be restricted or targeted. Chapter Three shows the conditions under which the toroidal
structures built using the methods of this chapter are chiral, and chirality has important
consequences for biological systems.
In this chapter, we have generated polyhedral isotopes embedded on a torus using a
2-cell embedding method. These isotopes can be tangled by containing knot and links,
and this entanglement can be analysed in the universal cover. Special attention was
paid to the smaller Platonic polyhedra, the tetrahedron, cube and octahedron. These
tangled embeddings can have interesting properties such as symmetry and chirality.
The next chapter discussed the chirality of torus-embedded graphs in greater detail.
Chapter 3
Chirality of graphs on the torus
3.1 Introduction
This chapter considers the embedding of graphs onto the torus, and whether such
embeddings are chiral (the notion of chirality is discussed in section 3.2.1). The chapter
is motivated by the observation that tangled toroidal isotopes of the type generated
in Chapter Two are chiral. This observation naturally leads to the question of what
graph properties and graph-embedding properties are required to induce chirality in a
toroidally embedded isotope.
In this chapter I show that the tangled embedding of a polyhedral graph onto a
torus is chiral. A polyhedral graph is a graph which contains the vertices and edge
of a polyhedron. After proving that polyhedral graphs embedded on the torus are
chiral - with a few reasonable provisos described in following sections - I show that
relaxing any of the criteria that define a polyhedral graph allows consequent toroidal
embeddings of this graph to avoid chirality. Thus in the class of graphs embedded on
a torus, it is precisely the set of polyhedral graphs that must have chiral embeddings.
These results have previously been published by myself and co-authors in [24]. A
small subset of the toroidal cubes in Chapter Two have been shown to be chiral by
other researchers [117]. They examined the ‘toroidal fullerenes’ formed by taking a
particular unit cell in a honeycomb tiling of the universal cover, and showed that some
of the resulting torus embeddings were chiral. Their method is not tailored toward
164
§3.1 Introduction 165
forming toroidal polyhedra, instead typically forming non-planar graphs, and so their
result has little overlap with this chapter.
The motivating theme behind the work presented in this chapter (and all of this
thesis) is ‘minimally tangled’ graph embeddings. In general, the complexity of a
graph embedding can be quantified by the amount of information needed to describe
it; describing a planar embedding requires less information than describing one which
requires many crossings. There is no upper bound to how tangled a graph embedding
can be (this observation follows from the arbitrary complexity of knots and links which
might be present within it). Of much more interest are situations that deviate from their
simplest configurations by only a little, either by accident or design. Such systems
abound in nature, and can be as simple as the tangling of a fishing net induced by
a flapping fish. More complex examples also exist such as ‘DNA graph building’
[85, 131] in which the self-organising behaviour of DNA strands is due to preferential
attachments between various components which come into contact by the random
motions of molecular diffusion. In such a case an unintended crossing of DNA strands
that is contrary to the intended design might alter the geometry and topology of the
product. I anticipate that the work presented here is of use in this application and
others.
Considerations of entanglement in DNA-based structures seems particularly rel-
evant given that there are various indications that it can occur within self-assembled
DNA structures. It has been observed that knots spontaneously form within looped
DNA strands during in vitro experiments while the synthesis is attempting to form
unknotted cycles [132]. Further, the very existence of various ‘topoisomerase’
enzymes in living systems – which enable DNA strands to pass through one another –
points to the relevance of entanglement to these systems, as the strand-crossing actions
of such an enzyme allow the possibility of forming or releasing entanglement [133].
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Our investigation of such ‘minimal tangling’ in the previous chapter took the form
of embedding common uncomplicated graphs such as the graph of a polyhedron onto
a torus instead of the usual sphere. The slight increase in structural complexity of the
embedding manifold allows for non-planar embeddings typically characterised by the
presence of knots or links. Our consideration of these graphs and graph embeddings
has been rewarded by the discovery that it is precisely these graphs which display the
property of chirality.
This chapter is organised as follows: the central conjecture along with associated
caveats and definitions are described in section 3.3, and it is also shown that the
isotopes in question must contain either a knot or a link. These knots and links are
perforce torus knots and torus links, which with just one exception are chiral. The
chirality of these components means that the structures they are part of are also chiral,
unless the greater structure contains a replica of the chiral component of opposite
handedness which can ‘balance out’ the presence of the first chiral component. The
easiest way to analyse such components is in the universal cover of the torus, a method
which is presented in section 3.4. The analysis of isotopes containing matching chiral
partners of trefoil knots is presented in section 3.5, then generalised to all torus knots
and torus links (except for the Hopf link) in section 3.6. Finally, the special case of
isotopes containing a Hopf link is considered in section 3.7. This is a special case
because the Hopf link is the only non-chiral torus knot or torus link. However it is
shown through various means that isotopes containing only Hopf links also have the
conjectured quality: if they derive from polyhedral graphs then the isotope is chiral.
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3.2 Necessary concepts
This section recaps from Chapter One certain necessary concepts used in this chapter.
Initially the reader is reminded of several concepts: the definitions of knots and links;
the difference between a graph, an isotope and a graph embedding; and the meaning
and use of a graph minor. Then the concept of chirality is introduced, and defined in a
topological form that is a useful tool in determining the overall chirality of an isotope.
Knots and links are defined in section 1.4.3. Briefly, a loop is knotted if it cannot
be laid in a plane without crossings. A link is a collection of loops that cannot be
drawn in the plane without crossing each other. Two knots or two links are equivalent
if there is an ambient isotopy between them, so that there is a deformation of one to
superimpose on the other without breaking or crossing edges.
Readers are urged to take care in distinguishing between the concepts of a ‘graph‘,
a ‘graph embedding’ and an ‘isotope’. A graph is a set of edges and vertices together
with the information on how they are connected. A graph embedding is a map from
the graph into space, so that every element of the graph has a location. An isotope
is an ambient isotopy class of a graph embedding. Just as in the case of knots and
links, above, two graph embeddings are representatives of the same isotope if they can
be manoeuvred to superimpose upon each other without their edges crossing through
each other. Ambient isotopy preserves knots and links so if such components are
present within a graph embedding, they will be present within all equivalent isotopes.
Ambient isotopy also preserves orientation, which implies that topological chirality
(defined in the next section) is also maintained by isotopy. This makes isotopes the
natural conceptual vehicle with which to explore chirality.
A graph minor is the result of removing certain components from a graph. The
term applies to the result of any amount of vertex removal (along with the edges that
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connect to them), or deletion of edges, or contraction of edges so that their endpoints
merge.
Graph minors can best be considered in the context of a ‘decoration’ of a graph.
A graph could be decorated by adding extra parts: adding vertices and edges, or
adding new vertices in the middle of previously existing edges. There are features
of the original graph that are maintained through the addition of any amount of extra
vertices or edges. For example, if the original graph has no planar embedding (cannot
be laid flat in the plane without edges crossing) then no amount of addition of extra
edges or vertices will allow the decorated graph to have such a planar embedding. By
construction, this property of non-planarity is intrinsic to the original graph, not to the
subsequent decoration. Faced with such a decorated graph, the graph minor allows the
graph to be ‘pruned back’ to show the non-planar core. Note that the actions permitted
in forming a graph minor are the exact negations of the actions which decorate a
graph: edges and vertices are removed instead of added, and the contraction of an
edge rescinds the creation of a vertex midway along the edge.
There are a huge number of possible graph minors of all but the smallest graph,
varying from the removal of nothing at all to the removal of everything, or perhaps all
but a single vertex. There will be nothing useful about most of these minors, however
if a graph contains a special feature (such as the presence of a knot in an embedding)
then there will be a minor of the graph that displays just that feature. The concept of a
minor extends from a graph to a graph embedding or isotope in the natural way, and if
a graph embedding has a certain property then an embedded graph minor can manifest
that property.
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3.2.1 Chirality
Chirality is a term used to indicate handedness, that familiar property of the human
hands that means that despite the similarity between left and right hands, a typical
glove will only fit well on one hand and not the other. Indeed the first recorded use
of the term is in 1894 by Lord Kelvin who formed it from the Greek homonym keir,
meaning ‘hand’ [134]. More generally it describes geometric phenomena which are
not identical to their mirror image. The absence of chirality is denoted ‘achirality’
or sometimes ‘amphicheirality’ if chiral elements are present but ‘cancel out’ due to
each ‘left-handed’ form being paired with a ‘right-handed’ form. A pair of isotopes or
molecules which are of opposite chirality are known as enantiomeric.
Several interesting applications of the results presented in this chapter occur in the
field of chemistry, and for many working chemists chirality is embodied in the idea
of an sp3 hybridised carbon atom with four different attached groups (see Figure 3.1).
Many biologically important molecules have this property, including almost all of the
amino acids. Figure 3.2 shows an example of ‘lysine’, an amino acid whose chirality
depends on an sp3 hybridised carbon atom. Chiral molecules such as these are not
superimposable upon their mirror image via gentle manipulation; any force which is
applied in an attempt to reorient the groups into the target configuration is more likely
to destroy the molecule.
This definition of chirality is a common one within chemistry, but it is convenient
to use a different and stronger mathematical definition for this chapter: an embedded
graph is chiral if it has no orientation-reversing isotopy, otherwise it is achiral. That is
to say that a chiral graph embedding cannot be smoothly deformed to be superimposed
upon its mirror image, without edges crossing in the deformation. It is worth noting
that achirality requires no mirror plane within the graph embedding, it is enough that
a molecule can be reflected and then smoothly adjusted back to superimpose over
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Figure 3.1: The electron cloud around two mirrored sp3 hybridised carbon atoms. The
electron cloud corresponds to chemical bonds which are directed outwards towards the
corners of a tetrahedron. Bond 2 comes out of the page, bond 3 goes into the page
and bonds 1 and 4 are in the plane of the page. There is no way to rearrange one of
the enantiomers to coincide with the other without interchanging the bonds. Image
modified from [135].
Figure 3.2: The amino acid ‘lysine’ is chiral, and
has an sp3 hybridised carbon atom as its chiral
centre (circled in orange). Each bond around this
central carbon atom is chemically distinct. The
black atoms are carbon, white is hydrogen, blue is
nitrogen and red is oxygen. Image modified from
[136].
itself. Using this definition the examples of sp3 hybridised carbon atom with four
distinct attached groups in Figures 3.1 and 3.2 above are not chiral, as the mathematical
definition allows a ‘smooth’ deformation between the two ‘isomers’ that may not be
chemically reasonable.
The definition above of chirality is a topological one, and is the strongest in a
hierarchy of alternative definitions used in chemistry. The weaker definitions1 rely
upon geometric constraints such as set edge lengths or a resistance to bond rotation
known as steric hindrance to prevent superposition of mirrored compounds. This is the
1The word ‘weaker’ is used here in its mathematical sense: any result that holds following from a
‘stronger’ definition will also be true in the ‘weaker’ definition. The opposite is not true though.
§3.2 Necessary concepts 171
case for the sp3 hybridised carbon atom mentioned above. As the topological chirality
of a molecule or other embedded graph implies the other weaker forms of chirality,
in this thesis the term ‘chirality’ is used to refer to topological chirality and all other
forms automatically follow. These concepts of different types of chirality are discussed
at length by Flapan [30].
3.2.2 Kauffman’s topological invariant
One way of considering the chirality of an isotope is to consider the chirality of
its components. This idea follows from considering an isotope as the sum of its
parts. Unfortunately there are a vast number of possible ‘components’ that could be
considered to constitute an isotope, indeed almost every possible minor (described
above in section 3.2) of the isotope has some claim to be such a component. Kauffman
introduced a particularly useful - though far from complete - set of components to
consider: the set of all cycles present in the isotope [137]. The number and size of the
cycles is set by the graph topology, while the knots and links present in an embedding
of these cycles is maintained by any ambient isotopy of the embedding.
In the search for chirality in an isotope, we can observe that the presence of a chiral
cycle (i.e. a chiral knot) within an isotope will induce chirality of the entire isotope,
unless there is another mirror image knot also present in the isotope that could map to
the original knot under an orientation-reversing homeomorphism of E3. That is to say,
in order for an isotope to be achiral, not only must each chiral knot have a mirror image
partner present somewhere else in the isotope, but that partner must be able to map to
the first cycle after reflection and subsequent rearrangement. For this to be true, each
knot must be the same topological length as its partner (the same number of edges in
the underlying graph) and be situated appropriately within the isotope.
The same argument that was applied to knots above can also be applied to any other
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chiral component within the isotope. Within the context of Kauffman’s topologically
invariant cycles this also includes links, while an example not captured by considering
cycles is ‘ravels’, discussed in Chapter Four.
An example decomposition of an isotope into its constituent cycles is shown in
Figure 3.3. This isotope is chiral, as can be seen by considering all cycles in the isotope.
If there are chiral knots which have no enantiomeric partner, chirality of the isotope is
assured. The tetrahedral graph contains seven distinct cycles, labelled according to the
scheme used in Figure 3.3: ABCA, ACDA, ABDA, BCDB, ABCDA, ACBDA
and ABDCA. Among those cycles, 6 are trivial knots (i.e. unknotted, and hence
achiral) and one (ABDCA) is a trefoil. In common with all torus knots, the trefoil is
chiral [58], and as there is no chiral partner of the trefoil present in the isotope, the
isotope itself is forced to be chiral, see Figure 3.4. The idea shown in this example is
at the core of the analysis throughout this chapter.
3.2.3 Polyhedral graphs
Recall that polyhedral graphs are the graphs derived from the vertices and edges of
a polyhedron. It is natural to consider them reticulating the sphere, geometrically
approximating the solid polyhedron from which they came. Most of the highly
symmetric spherical embeddings are achiral; for example among the five Platonic and
13 Archimedean polyhedra, only the snub cube and the snub dodecahedron, shown in
Figure 3.5, are (topologically) chiral [138]. However the situation is different when
the same graphs are instead embedded on the doughnut-shaped torus (using the 2-cell
method of Chapter Two, section 2.2, for example).
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Figure 3.3: Cycles in a toroidal embedding of the tetrahedron. (a) Shows the toroidal
tetrahedron in its natural habitat (the torus), (b) shows the same isotope with the
torus removed. Using the same projection into the plane as (b), figures (c) and (d)
show the cycles of length three and four. (c) Shows cycles ABCA, ABDA, ACDA
and BCDB, none of which are knotted. (d) Shows cycles ABCDA, ABDCA and
ACBDA, of which cycle ABDCA (outlined in green) is knotted. The tetrahedral
graph contains no disjoint cycles, so in this case the presence of links is prohibited.
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Figure 3.4: This tangled tetrahedron is chiral. (a) Shows the initial isotope, with the
cycle ABDCA containing a (chiral) trefoil knot outlined in (b). The trefoil knot in the
mirror image of the isotope (c) has opposite handedness to that present in (a), so there
is no isotopy between these two reflected embeddings. Thus the isotopes in (a) and (c)
are chiral and of opposite handedness, making them enantiomeric partners.
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(a)
(b)
Figure 3.5: Enantiomeric pairs of the snub cube (a) and snub dodecahedron (b) [139,
140]. These are the only two Archimedean and Platonic polyhedra that are chiral, all
others are achiral. The chirality derives from the relative arrangement of the triangles
which border the squares (a) and pentagons (b). Nearby squares (or pentagons) are
separated by quadrilaterals that are consistently ‘twisted’ in the same direction by their
partition into two triangles. If the alternate set of corners of the quadrilateral were
joined, the mirror partner of the chiral polyhedron would result. This twisting is shown
by the blue arrows superimposed on the left images. In (a), the path from one square
to another nearby square via the intermediate triangles involves a turn to the left then a
turn to the right. In contrast, the corresponding path in the right image involves a turn
to the right followed by a turn to the left. An attempt to follow the left-handed path
on the right-handed snub cube is portrayed with a red arrow; it leads from a square to
a triangle. The corresponding paths between pentagons show the same pattern in the
snub octahedron.
3.2.4 Minimal embeddings
The concept of minimal embeddings was briefly discussed in Chapter One. Now they
become extremely important to the analysis in this chapter, so they are reintroduced
and discussed in more detail.
A technical requirement must be imposed to clarify the meaning of ‘torus-
embedded graph’ that has so far been used. This concept describes a graph whose
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edges and vertices can be drawn on a topological torus which itself exists in the
embedding space. The images of Figure 3.3 show such a graph embedding, with (a)
and without (b) the torus. In order to be a useful aid to analysis of the graph embedding
it contains, the torus must have certain properties to ensure that any topological features
of interest of the graph embedding can be identified by considering how the graph sits
on the surface of the torus, rather than how the torus itself sits in space. Thus it is
important to avoid unnecessary complexity in the surface. For this purpose define a
graph to beminimally embedded into a surface if that surface satisfies the conditions
described in section 1.4.1 (it is closed, boundary-free, non-self-intersecting) and is of
lowest possible genus while containing all vertices and edges of the graph embedded
within it in a non-crossing manner. This criterion requiring the lowest genus avoids
unnecessary distractions.
An example showing the use of the concept of minimal embedding is the graph
of a cube, embedded on the sphere in the standard way. This same graph embedding
in space could instead lie on a topological torus; add a ‘bridge’ or ‘tunnel’ between
two parts of the sphere, and the desired torus-embedding arises, as shown in Figure
3.6. This process can be repeated as many times as necessary to embed the untangled
graph of a cube onto a surface of arbitrarily high genus. In this case it is clear that the
genus of the surface in no way reflects the complexity of the graph embedding. The
opposite phenomenon could occur with a complex graph embedding ‘shoehorned’ onto
a surface of low genus, with the surface intersecting itself or being embedded in space
in an exotic way so that it can contain the graph without crossings. This could occur
with graphs embedded on a non-doughnut torus in the manner of Figure 2.3 (c) and (d)
from Chapter Two. In these cases, crossings and knottings of edges can be achieved by
the entire surface wrapping around or through itself. Again, the genus of the surface in
no way reflects the complexity of the graph embedding it contains.
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Figure 3.6: Embeddings of a cube. (a) The minimal embedding of an untangled cube
is on the sphere. (b) The same isotope can also embedded on a torus. This embedding
is not minimal as the genus of the surface is higher than required.
These examples show the importance of the surface having its standard embedding
and the graph being minimally embedded in the surface. Any time an embedding is
mentioned in this chapter, it should be presumed to be minimal.
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3.3 The conjecture
We noted in Chapter Two that every toroidally embedded isotope containing a knot or
a link was observed to be chiral, see for example Figure 3.4. This observation naturally
motivates the question: is this feature particular to the graphs we generated or is it a
more general phenomenon that holds for all polyhedral graphs, or indeed a larger class
of graphs? In the next sections I prove the conjecture that all toroidal entanglements
of polyhedral graphs are chiral, provided the entanglement contains a knot or a link.
Polyhedral graphs are also shown to be the natural subject of the conjecture since if
we relax any of the criteria which define graphs to be polyhedral (given below), then
counter-examples to the conjecture are shown to exist.
Polyhedral graphs are so named because they are the graphs derived from the
reticulations of the sphere by polyhedra. A polyhedral graph is also characterised
as being a 3-connected, planar, simple graph [141]. These three criteria for a graph
are necessary and sufficient for it to be a polyhedral graph, i.e. the graph can reticulate
a sphere in a manner that represents a polyhedron. The criteria have the following
definitions:
⇧ A 3-connected graph is one that must have at least 3 vertices (and adjacent
edges) removed before it forms two or more disconnected components.
⇧ A simple graph is one in which there is a maximum of one edge between any
pair of vertices. A graph that has more than one edge between two vertices is
known as a multigraph.
⇧ A planar graph is one that can be embedded in the plane (or equivalently the
sphere) without edges crossing.
It is important to note the difference in the meaning of the word planar when
applied to a graph compared to when it is applied to a graph embedding or an isotope.
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A planar embedding of a graph indicates that all vertices and edges lie in the same
plane, without edges crossing. A planar isotope is isotopic to such a planar graph
embedding: the isotope could be ‘bent’ back into the plane without obstruction by
entanglements requiring that edges cross. Loosely, a graph embedding could also be
described as being planar by conflating its definition with a planar isotope. In contrast,
a ‘planar graph’ is a graph that could be embedded in the plane. Typically there will
be many ways of embedding a planar graph in space, some will be planar isotopes,
while others will contain entanglements making them non-planar. No matter how any
particular example of a graph is embedded, the graph itself is planar if it has at least
one possible planar embedding. The word ‘planar’ in ‘planar graph’ thus refers to that
potential, rather than any particular realisation.
An example of this distinction is a loop containing a knot. The knotting prevents
a planar embedding, however a loop can be embedded in the plane as a simple circle.
An example of a non-planar embedding of a planar graph is shown in Figure 3.4(b).
The underlying graph (a tetrahedron) could have been placed on the sphere or plane
as shown in Figure 3.7, however in Figure 3.4(b) the vertices and edges have been
arranged in space in such a way as to make a transformation to this embedding
impossible without passing edges through each other.
Conjecture. All polyhedral graphs minimally embedded on the torus are chiral. If
any of the three criteria listed above which define a polyhedral graph are relaxed, the
resultant embedding may be achiral.
The conjecture applies to polyhedral graphs, which are necessarily planar. How-
ever the requirement that they are minimally embedded upon the torus indicates that
the embedding is non-planar, and thus must contain some tangling motif as a minor
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Figure 3.7: (a) The tetrahedral graph is planar, as can be seen by the fact that it embeds
on the sphere. The tangled varieties shown in Figures 3.4(a),(b) cannot be smoothly
deformed into this conformation, or indeed into any planar embedding.
within the isotope which inhibits planarity. Known tangling motifs which could do
this include knots, links, and ravels (ravels are discussed in Chapter Four). Example
toroidal isotopes containing knots and links have been constructed, but ravels cannot
fit on a torus. It is shown in Chapter Four (page 206) that vertex ravels (one particular
type of ravel) cannot be present because their minimal embedding requires a surface
of genus two, while the other classes of ravels discussed in Chapter Four are also too
complex to embed on a torus.
However I cannot be sure that these account for all possible entanglements. To my
knowledge it has not been demonstrated that knots and links account for all possible
entanglement motifs in a torus embedding of a graph. It seems unlikely that such
an alternative does exist because as the torus appears too limited to contain such a
necessarily topologically adventurous motif. The proof of the above conjecture rests
upon the postulate that no alternative entanglement mode – other than knots, links –
can exist in the toroidal embedding of a graph.
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3.4 Analysis of toroidal isotopes
The simplest analysis of knotted and linked cycles present in a toroidally embedded
isotope can be done in the universal cover of the torus-embedding, the Euclidean plane
E2. Recall (from Chapters One and Two) that ‘null homotopic’ cycles on the torus
map to cycles in the cover. Alternatively, cycles that form collars around the torus with
non-trivial (non-null) homotopies are found by traversing edges in the cover across unit
cells. Any path from a vertex to its image in an adjacent cell (e.g. between matching
vertices of any colour in Figures 3.10, 3.15, 3.17) is a non-null homotopic cycle whose
homotopy type is given by the vector (p, q) linking the sites. A single copy of the torus
corresponds to a single unit cell of the 2-periodic pattern of edges of the isotope in E2;
additional unit cells are generated by further unrolling of the torus. When p and q are
co-prime and of size at least 2, the resulting loop is a torus knot and thus is necessarily
chiral [58]. If p and q have a common factor k, then a link with k components results.
Such torus links are also chiral, for all cases except the Hopf link (see Figure 3.8) [58],
which contains a pair of loops of homotopy type {±1,±1}.
(a) (b)
Figure 3.8: The Hopf link is achiral. (a) In one embedding its cycles have homotopy
type (1, 1) or ( 1, 1) (depending on their orientation), but they can be rearranged off
the torus then re-embedded as shown in (b) to have homotopies (1, 1) or ( 1, 1).
The method used repeatedly in slightly different contexts in this chapter is to
consider the chiral minors of an isotope. If such a chiral minor exists, then it is a
necessary condition for achirality that its enantiomeric partner does too, following
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Figure 3.9: (a) The universal cover of (b) the toroidally embedded tetrahedron
containing a trefoil knot in cycle ABDCA. In this case the homotopy type of the
trefoil is (2, 3). It is apparent from the universal cover that there is no matching
cycle of length four of homotopy type (2, 3) or (3, 2), so the isotope is chiral.
Kauffman [137]. For example, if an isotope contains a (p, q) torus knot then it will
necessarily be chiral unless it contains also a (p, q) or ( q, p) torus knot. There
is a choice of two homotopy types to allow for torus eversion (as shown in Figure
2.9), and they could equally be written as ( p, q) or (q, p) considering the cycle
in the opposite orientation. We know that every chiral feature present in the isotope
must be accompanied by its mirror image to result in achirality, so we can consider
whether the co-existence of both enantiomers within the isotope is compatible with
the requirements listed above for a polyhedral graph. An example of the search for
matching enantiomers of the trefoil knot is shown in Figure 3.9. An equivalent analysis
can be used in examining the chirality of isotopes containing torus links.
In short, it is known that torus knots and links are chiral, except for the Hopf link.
Achiral isotopes which contain chiral knots or links necessarily contain their chiral
enantiomeric partners. We show by construction, in sections 3.5 and 3.6, that such
isotopes cannot be polyhedral, as their graph cannot be embedded in the plane. A
separate argument in section 3.7 also prohibits isotopes containing Hopf links. These
arguments logically consist of two parts: firstly the graph minors containing just
the relevant knots or links are shown to be non-planar, then the general case of any
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graph containing these minors is shown to be non-planar through an application of
Kuratowski’s theorem (section 3.5).
3.5 Toroidal isotopes composed of gemini pairs of tre-
foil knots
If a toroidal isotope contains a chiral component, then in order for the isotope
to be achiral it must also contain the chiral partner of that component. Thus an
obvious route to the construction of a potentially achiral toroidal isotope containing
a (necessarily chiral) trefoil knot is to require the presence of its partner of opposite
chirality. Consider first an isotope combining just the pairs of opposite-handed trefoil
knots, giving a graph whose vertices correspond to the intersections of the loops
of each trefoil knot. As each trefoil is chiral, such a combination will involve a
trefoil with homotopy {2, 3}, coupled with the opposite-handed knot with homotopy
{2, 3} or {3, 2}. We call this pairing a gemini pair of knots and denote them
{2, 3} ⌦ {2, 3} and {2, 3} ⌦ {3, 2}. These two combinations of homotopy types
suffice for considering all pairs of opposite-handed trefoils, as a {2, 3} trefoil is
ambient isotopic to a {3, 2} trefoil, etc. [58].
We show below that an isotope consisting of just a gemini pair of trefoil knots must
correspond to a non-planar graph, so the graph cannot be polyhedral. Non-planarity
can be demonstrated by considering the universal cover of the isotope, in which the
resulting graphs are (4, 4) tilings of E2, i.e. there are four quadrilaterals around each
vertex. Two relative orientations are possible, giving two distinct isotopes (embedded
graphs). One contains a pair of knots with homotopy types {2, 3} ⌦ {2, 3} (isotope
Mi) while the other contains knots with homotopy types{2, 3} ⌦ {3, 2} (isotope
Ro), illustrated in Figure 3.10. The naming scheme derives from the relation between
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the side vectors: ‘Mi’ stands for ‘mirror’ while ‘Ro’ stands for ‘rotation’. Any other
enantiomeric trefoil pairs are equivalent to one of these cases by symmetry. These
reticulations of the universal cover wrap onto the standard torus embedding in E3 to
give achiral toroidal isotopes, shown in Figure 3.11 2. But are they planar?
The possibility of a graph being planar – and hence potentially polyhedral – can
be ruled out as follows. Suppose it is planar, in which case it can be reticulated onto a
sphere, generating F faces from its E edges and V vertices. We can then apply Euler’s
Theorem to the reticulation
V   E + F = 2
[138]. Dividing by F, we have
n
z
  n
2
+ 1 =
2
F
where VF =
n
z and
E
F =
n
2 and z, n denote the average degree of each vertex and the
average polygonal size of the faces in the spherical reticulation. These relations result
since each vertex is shared between z faces, each edge between 2 faces and faces are
polygons of size n.
Since each vertex in isotopes Mi and Ro has four neighbours, the degree of our
graph is 4 (z = 4) and
n = 4  8
F
(3.1)
. The faces of this hypothetical planar embedding must therefore obey the relation that
the average size n < 4. Since this condition holds if the graph can be embedded on
a topological sphere, a 2-manifold of positive Gaussian curvature, this requirement is
for convenience called the ‘positive curvature condition’.
2An animation of the wrapping process for isotope Ro from the universal cover to the embedded
graph can be found online [104].
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(a) isotopeMi (b) isotope Ro
Figure 3.10: Part of the universal covers of the simplest graphs containing a pair
of chiral trefoils forming achiral toroidal isotopes: (a) {2, 3} ⌦ {2, 3} and (b)
{2, 3} ⌦ {3, 2} homotopy-type trefoils, i.e. left- and right-handed trefoil knots.
The enantiomers are distinguished by the solid (brown) and dashed (blue) lines. Each
vertex in a translational unit cell is coloured differently. The torus embeddings of these
tilings are shown in Figure 3.11.
(a) isotopeMi (b) isotope Ro
Figure 3.11: Toroidal embeddings of the two gemini trefoil isotopes, corresponding
to the universal covers shown in Figure 3.10. The colours of vertices and edges are
inherited from Figure 3.10: each trefoil enantiomer is coloured by blue or brown edges.
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Figure 3.12: Two graphs which have no planar embedding: (a) K5 and (b) K3,3.
Kuratowski’s theorem states that if either of these graphs exist as a minor within a
larger graph, then that graph is non-planar.
Since neither of the isotopes with gemini pairs of trefoils contains cycles with less
than four edges, they both violate the positive curvature condition and so have no
planar embedding. Thus the graphs of these isotopes are non-planar and hence non-
polyhedral.
Now that the graphs of these gemini trefoil isotopes have been shown to be non-
planar, it is time to consider toroidal embeddings of larger graphs that contain these
non-planar graphs within them. For this purpose we consider graph minors. The
concept of a graph minor is used in Kuratowski’s Theorem [30, 142, 58], a grouping
which identifies essential features not present in planar graphs (which includes all
polyhedral graphs). Kuratowski’s Theorem states that any graph is non-planar if
and only if it contains either the complete graph with 5 vertices (K5) or the bipartite
graph with six vertices (K3,3) (or both) as a minor. These graphs are shown in Figure
3.12.
Since isotopes Mi and Ro have been shown above to possess insufficiently small
cycles to reticulate S2, they are non-planar. By Kuratowski’s Theorem [142], they
must both contain one of the ‘forbidden’ graphs as a minor. In fact, both Mi and
Ro contain K3,3 and K5 as minors (see for example Figure 3.13). It is therefore
certain that any graphs related to the Mi and Ro isotopes by appending extra edges
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(a) (b)
Figure 3.13: (a) K5 as a graph minor of isotope Mi, shown in Figures 3.10(a) and
3.11(a), shown in the universal cover of the torus. Vertices of K5 formed by the edge-
contraction and vertex-deletion of this 2-periodic graph are assigned distinct colours.
(b) K3,3 is also a minor of isotopeMi.
and/or vertices are non-planar, since the forbidden graph minor remains intact. This
proves that the presence of a non-planar component induces non-planarity in the larger
isotope. It is particularly useful because it shows that even if a gemini trefoil isotope is
decorated with additional edges that allow the presence of faces with fewer than four
edges in a hypothetical planar embedding, still the ‘positive curvature’ constraint of
the underlying gemini trefoil minor (which relies on the absence of cycles smaller than
size four) prohibits planarity in the larger graph.
The same argument is used through the next two sections, where the graph
embeddings composed of just the required torus knots or links are shown to be non-
planar (and so non-polyhedral). Kuratowski’s theorem can then be used to generalise
this result to any isotope that contain these pairs of torus knots or links as minors.
3.6 Toroidal isotopes containing a k{p, q} torus link
A similar argument to that presented in section 3.5 shows that all gemini pairs of torus
knots and torus links containing chiral components also fail to be polyhedral graphs.
Any isotope containing a torus link composed of k components of homotopy type
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{p, q} (p and q co-prime), denoted k{p, q}, must also contain a gemini partner of type
k{p, q} or k{ q, p} in order to be achiral. We show below that all such isotopes share
the characteristic of the gemini trefoil isotope, namely an absence of cycles shorter than
length four. They are thus also prohibited from being polyhedral graphs since they are
necessarily non-planar.
The analysis proceeds as a generalisation of that presented in the previous section,
but explicitly considers the isotopes to be embedded on the torus by conducting the
analysis in the universal cover of the torus. While perhaps counter-intuitive, given
that features relating to a planar (i.e. spherical) embedding are being considered, this
assumption is both valid and convenient. It is convenient because by construction
the graph embedding sits on the torus, and it is valid because the ‘positive curvature’
analysis of Equation 3.1 depends on the existence of small cycles within the graph
rather than on the face sizes within a particular embedding. That is, the universal cover
of the torus is a convenient location to examine toroidal isotopes for small cycles which
could be faces of a hypothetical planar embedding. In the universal cover these cycles
can take the form of closed loops (null-homotopic) or paths between translationally
equivalent points.
Since knots can be considered to be ‘one-component links’ we include their
analysis by allowing k to equal one. We consider separately the isotopes generated
by geodesics of the form k{p, q}⌦ k{p, q} and k{p, q}⌦ k{ q, p}.
Isotopes generated by geodesics k{p, q}⌦ k{p, q}
Consider the minimal isotope containing only k{p, q} ⌦ k{p, q}, specifically the
number of edges traversed in travelling between translationally distinct copies of a
vertex in the universal cover. (The face size of the diamond-shaped tessellation of the
torus is four, so a null-homotopic closed path must also be of length at least four.) The
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path from any vertex to its (↵,  ) translation is composed ofM edges in the direction
of (p, q) and N edges in the direction of (p, q). The vectors corresponding to these
edges are (p,q)2kpq and
(p, q)
2kpq , i.e.
M
(p, q)
2kpq
+N
(p, q)
2kpq
= (↵,  ),
and via rearrangement
✓
M +N
2kq
,
M  N
2kp
◆
= (↵,  ),
so
(|M +N |, |M  N |) = 2k(|↵q|, | p|).
Combining this equation with the triangle inequality gives:
8><>: |M |+ |N |   |M +N | = 2k|↵q||M |+ |N |   |M  N | = 2k| p| ,
thus
|M |+ |N |   2kmax(|↵q|, | p|).
In the case of a pair of gemini knots, where k = 1, |p| and |q| are both at least 2 (to
form a knot) and (↵,  ) 6= (0, 0) so the number of edges traversed, |M |+ |N | is at least
four. In the case of a link, where k   2, |p| and |q| are both at least one (in order to be
interlinked), and again (↵,  ) 6= (0, 0) so the number of edges traversed, |M |+ |N | is
also at least four. Thus there is no cycle in the isotope containing less than four edges.
From this we see that all isotopes which contain this specific gemini pair violate the
positive curvature condition so they cannot have planar graphs, and hence they are not
polyhedral graphs.
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Isotopes generated by geodesics k{p, q}⌦ k{ q, p}
Consider the minimal isotope containing only the gemini pairs k{p, q} ⌦ k{ q, p}.
Again consider the path from any vertex to its (↵,  ) translation, composed of M
edges in the direction of (p, q) and N edges in the direction of ( q, p). These vectors
are (p,q)k(p2+q2) and
( q,p)
k(p2+q2) . Thus
M
(p, q)
k(p2 + q2)
+N
( q, p)
k(p2 + q2)
= (↵,  ),
so
1
k(p2 + q2)
264 p  q
q p
375
264 M
N
375 =
264 ↵
 
375 .
Rearranging, 264 M
N
375 = k(p2 + q2)
264 pp2+q2 qp2+q2
 q
p2+q2
p
p2+q2
375
264 ↵
 
375 .
Observing that the square matrix is a rotation matrix, and thus leaves vector length
unchanged:
||(M,N)|| = k(p2 + q2)||(↵,  )||,
where ||(x, y)|| denotes the length of the vector (x, y). Now
|M |+ |N |  
p
|M |2 + |N |2 = pM2 +N2 = ||(M,N)||.
Since (↵,  ) 6= (0, 0) we know that ||(↵,  )||   1, so that
|M |+ |N |   k(p2 + q2)   4
for all k, p and q under consideration. Thus there is no cycle in the isotope containing
less than four edges, and any isotope which contains these gemini pairs violates the
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(a) (b)
Figure 3.14: Two isotopes, each built from a left- and a right-handed pair of Whitehead
links, i.e. (a) 2{1, 2} ⌦ 2{ 1, 2} and (b) 2{1, 2} ⌦ 2{ 2, 1}. Each chiral component
is coloured either brown or blue in both isotopes. Their universal covers are shown in
Figure 3.15 .
positive curvature constraint of Equation 3.1 and is not a polyhedral graph.
As an example, consider isotopes with a gemini pair of Whitehead links (the unique
two component link with four crossings shown in Figure 1.16), with homotopies
2{1, 2} ⌦ 2{ 1, 2} and 2{1, 2} ⌦ 2{ 2, 1}, shown in Figure 3.14. Their universal
covers are shown in Figure 3.15. The diagrams verify that even for these simple
isotopes, no cycle shorter than length four exists, whether null-homotopic or of non-
trivial homotopy. More complex gemini pair isotopes composed of higher homotopy
type knots or links have even more diamonds or squares in a unit cell of the universal
cover, increasing the topological length between translationally equivalent vertices,
while the smallest null-homotopic cycles retain their length of four.
3.7 Toroidal isotopes containing achiral Hopf links
The previous section considered toroidal isotopes which contain at least one chiral
torus knot or torus link. We have established that in order for such an isotope to be
achiral it must also contain the matching knot or link with opposite chirality, which
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(a) (b)
Figure 3.15: A part of the universal covers of (a) 2{1, 2}⌦ 2{ 1, 2} and (b) 2{1, 2}⌦
2{ 2, 1} isotopes, i.e. left- and right-handed Whitehead links. The shortest non-null-
homotopic cycles are of lengths 4 and 6 respectively (e.g. walks between similarly
coloured vertices). The link enantiomers are distinguished by the full (brown) and
dashed (blue) lines.
in turn prohibits the isotope from having a planar graph embedding. It remains to
consider toroidal isotopes which contain achiral knots or links. Fortunately just one
achiral example of non-trivial toroidal knots or links exists, the Hopf link [58].
In order to analyse toroidal isotopes containing a Hopf link, a similar procedure
is followed to that used in the previous section. The properties concomitant with a
polyhedral graph are used to construct two possible achiral minors of a postulated
achiral toroidal isotope containing a Hopf link. However since neither of these minors
has a planar embedding, neither can be contained in a polyhedral graph. Thus it is
shown below that any tangled toroidal isotope of a polyhedral graph must be chiral.
Suppose we have a polyhedral graph that contains no tangling more complex than
a Hopf link, i.e. a pair of loops of homotopy type (1, 1). Since the graph must be
simple to be polyhedral, rather than a multigraph, it must contain at least 6 vertices
(3 per loop). Since it is also by definition 3-connected, it can be drawn as a twisted
ladder with at least 3 rungs (Figure 3.16); any fewer rungs would allow splitting of the
ladder into a pair of disconnected loops by removal of two rung vertices. However a
192 Chirality of graphs on the torus
trivial extension of a result of Simon shows that a twisted ladder of this type is chiral
provided the number of rungs is at least three [143], so embedded polyhedral graphs
with a Hopf link as a minor must contain a chiral component. Just as before, in order
to obtain an achiral isotope that contains chiral components, the enantiomeric partner
of the chiral component must also be present. So there must either be a second twisted
ladder enantiomeric to the first as in Figure 3.17; or alternatively extra rungs must
be added to the ‘rails’3 of the Hopf link ‘twisted ladder’, giving both right- and left-
handed twisted ladders as graph minors as in Figure 3.16. The first case can be readily
dismissed since there is no cycle of length shorter than four in Figure 3.17(b), null-
homotopic or otherwise. It therefore violates the positive curvature condition and the
underlying graph is non-planar, so the isotope is not polyhedral.
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Figure 3.16: (a) The simplest polyhedral graph embedding with a single Hopf link: the
chiral three-rung twisted ladder (an isotope of the triangular prism). (b) Alternative
embedding of the isotope in (a). (c) The three-rung ladder enantiomeric to (a) and (b).
(d) Alternative embedding of isotope (c) with Hopf link presentation common to that
of (b).
The second possibility, consisting of an enantiomeric pair of twisted ladders
contained on a single pair of Hopf link ‘rails’ - an inclusion which minimally requires
one additional rung - can be addressed by considering the planar embedding of the
graph of such an isotope. This graph must be drawn as two cycles joined by three
3Rails are the vertical components of a ladder which support the rungs, also known as ‘stiles’ (UK)
or ‘stringers’ (USA) [144].
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(a) (b)
Figure 3.17: (a) An isotope composed of two ‘orthogonal’ sets of Hopf links, with
homotopies 2{1, 1} ⌦ 2{1, 1} shown in blue and brown respectively. (b) A part of
the universal cover of the isotope; each set of Hopf links is shown by blue (dashed)
and brown (full) lines, with vertex colours corresponding to image (a). From either
image it can be determined that there is no cycle shorter than length four, so any graph
containing these elements is non-planar.
rungs, as in Figure 3.18. Note that there is no need to consider whether there are other
ways to create a twisted ladder by interchanging the role of some ‘rung’ and ‘rail’
edges. The rails are either the same - in which case they are discussed below - or they
are different, which was the first possibility discussed above.
Since the graph is assumed to be planar, in this planar embedding the rungs must
not cross, so assigning an arbitrary orientation to one component of the Hopf link
induces an orientation in the other, through the rung connectivity. Reversing the
orientation of one cycle changes the orientation of the other cycle due to the linkage
between the two defined by the rungs. There is no way to interchange the orientation of
just one of these cycles without inducing rung crossings, even if the cycles themselves
are interchanged, as shown in Figure 3.18.
From these results we can see that any isotope which contains an enantiomeric pair
of twisted ladders with at least three rungs on the same or different rails cannot have
a planar embedding and cannot be a polyhedral graph. Consequently, the presence of
the simplest toroidal entanglement mode in an embedding of a polyhedral graph – a
mere Hopf link – is sufficient to induce chirality in the resulting toroidal isotope.
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Figure 3.18: The planar embedding of both handed three-rung twisted ladders shown
in Figure 3.16. For any orientation of the Hopf link ‘rails’, at least one of the left- or
right-handed components must have an unremovable crossing.
3.8 Discussion
All the toroidal polyhedra built in Chapter Two that contain knots or links are
chiral. This chapter has shown that the chiral toroidal polyhedra of Chapter Two
are representative of all polyhedra minimally embedded on the torus. This finding
is analogous to the simpler well-known result for knots and links on the torus where
all knots and links with more than three crossings are chiral. Here we have shown that
all knotting and linking in toroidally embedded polyhedral graphs are chiral. Further,
this chapter has shown that graphs that are simple, planar and 3-connected – defining
features of the class of polyhedral graphs – have precisely the required features to
induce chirality.
Are these requirements too strong? Can any of the requirements of being simple,
planar and 3-connected be removed and still be guaranteed to generate chiral tangled
toroidal isotopes? It turns out that these three requirements are all vital to ensure
chirality, and thus polyhedral graphs are the precise class of graphs to which the
chirality result of this chapter applies. To see this, consider the following achiral
examples with one of the restrictions to being planar, 3-connected or simple removed.
Non-planar. We have encountered many examples of 3-connected, simple graphs
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that form achiral toroidal isotopes, but have no planar embedding. An example is the
enantiomeric pair of trefoils illustrated in Figure 3.13.
Less than 3-connected. Relaxing the 3-connectivity condition to 2-connectivity
allows an ‘almost polyhedral’ graph with eight vertices of degree three, that embeds
achirally on the torus to give Hopf links as shown in Figure 3.19.
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Figure 3.19: (a) Universal cover of an 8-vertex, degree-3 achiral toroidal isotope of a
(b) planar 2-connected graph. (c) An embedding of the isotope in E3 that contains a
mirror plane (containing the square face 1546).
Non-simple. Examples of achiral 3-connected, planar multigraphs can be found
whose minimal embedding is on the torus. A simple case is illustrated in Figure
3.20. Like the previous example, this isotope contains a Hopf link. This achiral
toroidal isotope is a sub-graph of the example in Figure 3.19, retaining only the four
vertices connecting distinct loops of the Hopf link. It demonstrates the necessity of the
condition of simplicity to induce chirality.
Lastly, note that it is easy to generate achiral examples of knotted polyhedral graphs
on multi-handled tori. For example, achiral examples of bitorus (genus 2) isotopes can
be generated by placing mirror images of knotted, chiral toroidal isotopes on each
handle of the bitorus.
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Figure 3.20: (a) The universal cover of an achiral toroidal isotope of a (b) multigraph
that is (c) planar and three-connected.
The proof set out in this chapter has considered all toroidal isotopes of polyhedral
graphs containing knots and/or links. Certainly, any toroidal polyhedral graph must
contain an entanglement of some kind, since otherwise it would reticulate the sphere
rather than the torus. This is intuitively obvious, but also follows from a result due
to Whitney discussed on page 71. Alternatively, we could even use the constraint to
minimal embeddings to define entanglement in polyhedral graphs. We investigate the
entanglements that occur without the presence of knots or links in the next chapter,
but the simplest such entanglements that we can construct embed in the genus-two
bitorus. Other higher-order entanglements also occur, but they require a much higher
surface genus to embed. I strongly doubt that any of these further non-linking and
non-knotting entanglements can form genus-one toroidal reticulations, and therefore
conjecture that all toroidal isotopes are chiral.
One application of this result is in the field of chemistry. Two examples are offered
here.
First, it has been observed in numerical simulations that polymeric chains in-
evitably form knots as the lengths of the strands in solution increase [145]. A similar
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analytic result shows that as a branching chain-like structure that lies on a lattice grows
in size, every possible knot of any amount of complexity will inevitably come to be
contained within it [146]. Consequently, during the synthesis of polyhedral graphs that
contain extended graph edges, entangled structures are likely to emerge.
This idea is relevant to the field of DNA nanotechnology, where DNA strands –
either single or double – join together in a tailored and highly selective manner to make
specific designed structures. The selective connectivity is due to the complementarity
of matching base pairs of DNA, which can join together separate individual strands or
alternatively join the single-stranded ‘sticky ends’ at each end of a doubled strand.
Some DNA systems are mechanically stiff, including those composed of double
strands (or more, such as 6-helix bundles or DNA origami) as measured by their
long persistence lengths [147, 148]. These systems see little unintended tangling.
In comparison, the semi-flexible single-stranded DNA systems can bend and wind
enough to make tangling much easier, and despite the precise control over their
connections, the synthesis of these single-stranded systems typically also causes
unintended byproducts in the more flexible systems [13]. This is evidenced by
chromatography and other analyses which indicates that several structures must be
present. Other methods which appear to confirm the target structure may be insensitive
to the connectivity of that structure. A mass spectrometer (for example) detects only
fragment weight, not structure.
There are several explanations for this potential diversity of products including
interlinked spherical polyhedra; structures built from more components than designed,
resulting in conjoined spherical polyhedra (under certain synthesis schemes); as well
as entangled non-spherical polyhedra. The ‘simplest’ such entanglements are likely to
be toroidal; it is therefore of interest to note that these structures are chiral (in addition
to the possible chirality induced by the twisting of individual DNA strands).
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The second example occurs in carcerands. A carcerands is a cage-type molecule
that completely wraps around a guest molecule inside it, preventing its escape
and often its reaction or decomposition. Many carcerands can be represented as
polyhedral graphs (provided they are three-connected and simple), since they typically
surround a central guest species and are therefore topologically planar. Synthesis
of these molecules via templating on a substrate that is topologically toroidal, such
as any simple unicyclic molecule, may then induce an entangled toroidal carcerand
that is necessarily topologically chiral. Conversely, polyhedral host structures that
encapsulate annular or toroidal guests are necessarily chiral.
The result of this chapter is valid for the most general form of ambient isotopic
deformations of a graph. The relevance to chemistry, however, depends on the
particulars of the chemical system. Systems which have rigid inflexible bonds such
as covalent frameworks have little freedom to move or flex, making considerations of
isotopy a huge overkill for restricting the changes of the structures. So while the main
result of this chapter is valid for structures which are governed by issues such as steric
hindrance and resistance to changes in bond lengths and angles, chemical chirality may
be easier to achieve than is implied for my more general result [30].
Chapter 4
Ravels
4.1 Entanglement of graphs
An ‘entanglement’ is the name we give to structures that are more complex than is
necessary. As an example, a knot has entanglement that is absent from an untangled
loop. In order to describe a knot, the pattern of over- and under-crossings of its
projection must be defined, in contrast to the comparative simplicity of the untangled
loop. The same is true of links, and knots and links have been used to analyse and
describe the complexity in entangled embeddings in the previous two chapters. But
what about other entanglement modes within a graph embedding, those that might
entangle without the presence of a knot or a link?
The knots and links considered so far, in Chapters Two and Three, exist within
cycles of the graph embedding. Knot theory is a well developed mathematical area,
and deals specifically with the spatial interactions between such loops, identifying
them as knots or links. This classification of knots and links covers all interaction
between loops, thus any entanglement within a graph comprised of interacting cycles
will manifest as a knot or a link. In order to be novel, an alternative entanglement mode
must exist outside this rubric. It must be independent of cycles, or at least it must not
solely depend on the interactions between cycles.
One such entanglement that is independent of cycles is a specific form of tangling
of edges around a vertex. This entanglement mode was discovered by my PhD
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supervisor, Professor Stephen Hyde, and explored by myself and coauthors in [4].
The name we gave to these entanglements was ravels1. Subsequent to our publication
we discovered that the simplest examples of such entanglements had previously been
observed and developed in the mathematical literature by Kinoshita, Suzuki, and others
[76, 92, 149, 150]. Among this early work, Kinoshita published the picture of a ravel
shown in Figure 4.1(d)which Wolcott later proved to be chiral [151]. Thurston gives
the ravelled structure in Figure 4.1(b) as an example of a hyperbolic manifold formed
by gluing together two tetrahedra [70]. In his example he calls the structure a ‘tripus’,
but neither he nor the other researchers have given the family of entanglements a
specific name, so we persist in calling them ravels.
In fact, the study of ravels significantly predates the work of Kinoshita and Suzuki,
as well as our own; it even predates the development of the scientific method [152].
As I realised after our publication, ravels have existed for millenia as a feature of one
of the most basic exercises in rope-work, that is, in splicing the end of a cut rope. A
diagram of a ravel in this context is shown in Figure 4.1.
(a) (b) (c) (d)
Figure 4.1: (a) Three strands of a rope wrapped over and through each other to begin
many possible splices. (b) Ignoring the main piece of rope, the three strands intertwine
in a more complex way than simply radiating outward. Compare this image with (c),
an example of a ravel from the next section, and (d), the illustration of a ravel published
by Kinoshita in 1972 [76]. Images (a) and (b) are modified from [57].
1Any reader who is unimpressed with the name ‘ravel’ might wish to consider the alternative
‘scirpus’ which would have been inevitable had I been aware at the time of the Latin phrase: Nodum in
scirpo quæris can be translated to ‘the futile search for a knot’. You got off lightly.
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Ravels tangle a graph without the presence of knots or links. The following chapter
defines three types of ravels, known as ‘vertex ravels’, ‘wandering ravels’ and ‘poly-
tropic ravels’. Vertex ravels are localised entanglements within a net, and the following
section gives several examples and explores their properties. These properties include
chirality, the genus of surface on which they embed, and other properties we denoted in
[4] as ‘fragile’, ‘composite’, ‘shelled’ and ‘selective’. Wandering ravels and polytropic
ravels are arbitrarily large and complicated entanglements, and they are defined and
discussed in section 4.3 and 4.4.
At the end of the chapter further material is presented which considers the role
of ravels in chemistry, and particularly in periodic networks. Firstly, vertex ravels
(and other modular entanglements) can be inserted into a network in a periodic way.
More importantly though, the previous work in this thesis regarding the entanglement
of finite graphs on surfaces was always intended to generalise to entanglement of 3-
periodic nets. Having discovered ravels, I found a genus-three surface embedding
of the ravel, which means that ravels can be used to generate periodic nets in the
manner described in section 1.4.4 of Chapter One. These nets have unusual properties,
probably because of the unusual entanglement mode inherent to the ravels which
generate them. Several examples of ravel-generated nets are included to demonstrate
these interesting properties.
4.2 Vertex ravels
A vertex ravel is an entanglement of the edges attached to a vertex of degree three
or greater, whose presence induces no new knots or links. It can be constructed
by rearranging the edges around a vertex. Specifically, a sphere can be excised
immediately around the vertex, cutting through any edges. The portions of the edges
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inside the sphere are interwoven together and rearranged so that they exit the sphere
at the same point that they previously did, and so the edges cut by the sphere will
smoothly rejoin. To constitute a ravel, this rearrangement of edges must not change
the knotting or linking of any cycle in the graph embedding, no matter how the rest
of the graph is connected or embeds in space. If, after rearrangement, the edges
are isotopically equivalent to their untangled starting configuration then they could
be described as ‘trivially ravelled’, in general however I will call them ‘unravelled’.
Vertex ravels are possible with any number of edges greater than two, as shown in
Figure 4.2. A vertex ravel around a vertex with m edges is called a vertex m-ravel, or
just anm-ravel if the meaning is clear from its context.
Figure 4.2: Three vertex ravels with high symmetry and low crossing numbers. These
vertex ravels are all created with the same over- under- crossing patterns of each edge.
The final image is constructed in the same pattern but is not a ravel, being instead the
trefoil knot. The reason for the knotting is that in the situation with just two edges, the
clockwise neighbour of any edge is the same as the anticlockwise neighbour, thus the
edge interweaves with the other edge twice, forming a knot.
Following the paper by Farkas et al. [153], here is a more formal definition of a
vertex ravel:
Definition 1. Consider a graph G with embedding E(G) in S3. Let there be a simply
connected domain D containing an n-valent vertex v of G such that there are only
n intersections of the edges of E(G) with the boundary of D,  D, once for each
edge connecting to v. Let R(✓n) denote the graph embedding obtained by bringing
together these n points of intersection within  D at an added vertex, forming a ✓n
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graph (theta graphs are defined below). IfR(✓n) is non-planar we callR(✓n) a vertex
ravel, specifically a ravelled theta graph. We also say that E(G) contains a vertex
ravel around vertex v. This definition is made for the purpose of identifying a ravel
in an embedded graph. For the purposes of constructing a ravel in this (and later)
definition(s) the simply connected domain can be substituted by a ball.
The name ‘ravel’ was chosen because it is a word that implies entanglement. It
is consistent with the topological nature of the entanglement, unlike other alternative
names which have a more geometric flavour. The word choice is supported by the
general property of ravels that if a single edge is removed from a graph embedding,
or rerouted in an isotopically distinct way, then the whole arrangement of edges can
come undone, unravelling. This property is shared with Brunnian links, such as
the Borromean rings, which inspired and resemble ravels. A Brunnian link is an
arrangement of three or more loops that are inseparably linked together despite no pair
of the loops being interlinked. The Borromean rings are a particular example of a
Brunnian link, and are illustrated in Figure 4.3, where they are compared to a vertex
ravel.
A vertex ravel exists in the vicinity of a vertex, so it can be considered a ‘modular’
entanglement, in the sense that a small region of a graph embedding can be excised,
entangled, and then replaced, to provide a new entanglement of the original graph.
These modules can be introduced at arbitrary vertices within a graph embedding, to
change the isotopy type of the graph without introducing any knots or links. They can
even be repeatedly applied to a single vertex. The product of this repeat application
will be described later as ‘shelled ravels’ (section 4.2.3). Because a ravel is modular,
it is a simple process to introduce it into a graph embedding, as shown in Figure 4.4.
This is in contrast with tangling due to knots or links: if a specific new knot or link is
to be introduced into a graph embedding, great care must be taken to avoid inducing
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(a) (b)
(c) (d)
Figure 4.3: A ravel compared with Borromean rings. (a) Each edge of the vertex ravel
is woven with the edges clockwise and anticlockwise from it, so there is no isotopy (in
the context of the ravel in a larger graph embedding) that allows the edges to straighten
out. (b) However if one edge is removed, the remaining edges are released and can
straighten. (c) The Borromean rings form a link with every pair or rings bound together
by the third ring. (d) Without that third ring, the loops can be separated.
unintended extra tangling due to the change in the isotopy.
For a time, vertex ravels were the only kind of ravel that we had discovered, so we
called them by the generic name ravels. However, during the preparation of this thesis,
and following the publication of our paper describing ravels and their utility [4], I
discovered ‘wandering ravels’ and their variant, ‘polytropic ravels’. The entanglement
of these additional ravels works on the same basic principle as the original (vertex)
ravel, and so I now refer to this whole class of entanglement as ‘ravels’, and have
given each variant a particular name: ‘vertex ravel’, ‘wandering ravel’ and ‘polytropic
ravel’. The structures originally called ‘ravels’ in [4] are now renamed ‘vertex ravels’.
4.2.1 Vertex ravels on surfaces
A central theme of this thesis is the embedding of graphs in surfaces. This surface
embedding gives insight into the way the structure sits in space and is also useful for
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(a)
R
(b)
(c)
R
R
R
R
(d)
Figure 4.4: Examples of vertex ravels in a tetrahedral graph. The ‘modular’ nature of
vertex ravels is evident here, where an unravelled vertex is replaced by a ravel. One
vertex is ravelled in (a) and (b), while all vertices are ravelled in (c) and (d).
the periodic generalisations of the graph. In this context it is natural to ask what the
required genus for an embedding of a vertex ravel might be. However an ‘isolated’
ravel – with protruding ends – cannot meaningfully be embedded in a surface, it needs
to exist within the context of a larger graph.
A vertex ravel can only exist in the vicinity of a vertex of a graph embedding. The
examples shown in Figure 4.2 show ravel motifs tangling the edges around a vertex,
but they omit the connections between the ends protruding from a ravel that prevent
the edges from unweaving themselves. In order to ‘lock off’ the edges, a graph (and
graph embedding) is required. The simplest such graph is the theta graph, so called
because of the shape of the greek letter ✓, as shown in Figure 4.5. The theta graph has
two vertices, and three edges that link the vertices. If more than three edges join the
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pair of vertices the result is a generalised theta graph; if there are m edges, the graph
is known as a ✓m graph [149]. As well as being the simplest graph which can contain
a ravel, the theta graph is also a graph minor of most graphs which can contain a ravel
(see section 3.2 for a discussion of graph minors). This is useful because properties of
the ravel that apply to graphs in general can be explored in the theta graph.
(a) (b)
Figure 4.5: (a) The theta graph shown is the simplest graph that can have a degree three
vertex. It is shown in an untangled state. (b) This graph can contain a ravel, which can
be considered to centre on either vertex of the graph.
The bitorus has the minimum genus of any oriented surface containing a ravel. This
result, shown below, is important for two reasons. First, it proves that ravels cannot
embed on a torus, which supports the claim from Chapter Three that all tangled toroidal
polyhedra are chiral. This claim depends upon there being knots or links within the
structure that a responsible for the tangling, which is not true for ravels. Secondly, the
bitorus embedding of a ravel implies that there is a tritorus (genus three) embedding
of a ravel, which can be used to generate 3-periodic networks. These networks can
reasonably be hoped to maintain some of the unusual tangling character of ravels.
Proof that a vertex ravel cannot embed on a torus.
The first step in proving that no ravel can embed onto the torus is to show that a ravelled
theta graph cannot embed on the torus. To do this, consider a theta graph embedded
on a torus, and consider the three cycles that exist within the theta graph. Within
this torus embedding, find the cycle with the largest absolute value of a component
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of its homotopy type, and call this value n. If |n|  1, this largest homotopy type is
(±1,±1), (±1, 0), (0,±1) or (0, 0) and the isotope of the theta graph is too simple to
have any kind of tangling, given that the other cycles are no more adventurous. Let
us consider instead the situation if |n|   2. Now a ravel contains no knots, so after
torus eversion and reflections to parametrise the cycle nicely, the largest homotopy
type is (1, n). If the first homotopy component is larger than 1, the cycle would form
a forbidden torus knot such as the trefoil (2, 3). In the universal cover, this cycle with
homotopy type (1, n) corresponds to parallel vectors of type (1, n), separated in the
horizontal and vertical directions by vectors of (1, 0) or ( 1n , 0), as shown in Figure 4.6.
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Figure 4.6: (a) The labelled theta graph. (b) The ‘highly wound’ cycle with homotopy
(1, n) is shown as black diagonal lines, and one vertex (say vertex A) is shown as dots.
In this example n = 3. The second and third cycles cannot cross the first cycle, limiting
their possible homotopy types. Note that for simplicity only one vertex is shown, and
only the cycles are shown, not the edges; so the black lines correspond to (~e1   ~e2)
while the orange line shows possible locations of (~e2   ~e3) and (~e1   ~e3). (c) A more
visually complicated diagram of the same information, showing both vertices and all
edges.
Now consider the second cycle in the universal cover, which must travel between
translationally equivalent locations without crossing the first cycle. As is shown in
Figure 4.6, the only translationally equivalent copies of a vertex that the second cycle
can join without crossing itself or the first cycle are the vertices at±(1, n) or k(1, n)±
(0, 1) for some integer k. The first options of ±(1, n) can be ruled out, because in
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those cases the two cycles are homotopically equivalent, so no third edge can intertwine
between them as must be the case for the ravelled theta graph. That leaves just k(1, n)±
(0, 1) as options. Recalling that the greatest homotopy component of any cycle has
absolute value  n, these options boil down to (1, n  1) and (0, 1).
The cycles in the theta graph are made up of (pairs of) edges. Using the labelling
of Figure 4.6, one cycle goes from A to B and back to A via the edges e1 and e2, while
another uses the edges e1 and e3 and the third uses edges e2 and e3. Considering these
edges as vectors in the universal cover, we can note that (~e1 ~e2)+(~e2 ~e3) = (~e1 ~e3),
so the third cycle is equivalent to the composition of the first two cycles. By this
vector addition (or equivalently by cycle composition), the third cycle has matching
homotopies (0, 1) or (1, n 1), which just amounts to a reordering of which cycle is
considered second and third.
So for a theta graph to fit onto a torus without containing knots, null-homotopic
cycles or cycles with matching homotopies, its cycles must have the three homotopies:
(1, n), (1, n 1) and (0, 1). A theta graph with this torus embedding cannot be a ravel.
To see this consider the images in Figure 4.7. The highly wound edge (with homotopy
(1, n)) does not wind around any other edge, so when it is released from the torus
the extra loops can disappear and the path taken by the edge is equivalent to a simple
circumnavigation of the torus. This graph embedding is planar, not a ravel.
This result, showing that the theta graph cannot ravel on the torus, generalises to
show that no graph can ravel on the torus. An identical analysis shows that any theta
graph ✓m, with m > 3 edges connecting the two vertices is equally prohibited from
having a ravelled conformation embedded on the torus. Similarly, a theta graph with
extra edges that form loops (connecting to the same vertex at each end) cannot form
a ravel on the torus. A suite of such example graphs with up to six edges is shown in
Figure 4.8.
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(a) (b) (c)
Figure 4.7: (a) The only configuration of the theta graph on the torus where every
cycle has a distinct homotopy. In this example n = 4 (see text), but the number of
times the red edge can wound around the torus can be adjusted to any other value. (b)
This highly wound edge is isotopic to a simpler path in space and is in fact just (c) the
standard planar embedding of the theta graph.
Figure 4.8: Different generalisations and extensions of the theta graph for vertex degree
3, 4, 5 and 6. All of these graphs have a possible ravelled configuration, but none of
them can contain a ravel while being embedded on a torus. The leftmost images are
the generalised ✓n-graphs, while the final images in rows two and four are known as
‘bouquet graphs’.
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Another family of graphs is also included in this figure, the so-called ‘bouquet
graphs’, which are composed of loops connecting to a single vertex. This type of
closure of strands forms lobes sharing a common central vertex. A trivial analysis
shows that these too have no ravelled embedding on the torus.
Graphs of the type shown in Figure 4.8 necessarily exist as graph minors within any
hypothetical graph that contains a vertex ravel and is embedded on the torus. Because
these minors have no such ravelled torus embedding, no graph which contains a vertex
ravel centred at the central vertex of any of these minors can embed on the torus. Thus
we can be sure that if a ravelled graph is to embed on an oriented surface, then the
genus of that surface must be at least two.
In fact there is a genus two embedding of a ravel. One example of the embedding of
a ravelled theta graph on the bitorus is shown in Figure 4.9. Other ravelled embeddings
are also possible, they can be made by varying the direction and number of twists of
each pair of edges on the handles. More complex ravels with more over- and under-
crossings between different strands may require a higher genus, with the extra ‘holes’
or ‘bridges’ provided by the increased genus allowing the edges to find a way back to
the strand they next need to wrap around.
The level of complexity of ravels on high genus surfaces is essentially unbounded,
and so of limited interest to this thesis. I prefer to focus on more constrained levels
of entanglement, which are disproportionately more likely to appear in interesting
physical and chemical systems. One simple example of a ravel on a genus three surface
is shown in Figure 4.10. This tritorus embedding is isotopic to the bitorus embedded
ravelled theta graph of Figure 4.9, so the additional complexity allowed by the higher
genus is redundant, and the embedding is not minimal.
What makes this embedding interesting is that it is an example of a genus three
embedding of a simple ravelled structure. Because the embedding surface is genus
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(a) (b)
Figure 4.9: (a) A ravel on a surface of genus two. Dotted lines and grey colour indicate
that the lines and point are on the back of the surface. (b) The same ravel, with the
surface removed.
(a) (b)
Figure 4.10: (a) The ravelled theta graph embedded on the tritorus. (b) This embedding
of the ravel is isotopic to the ravelled theta graph previously seen.
three, the surface (and the ravel on it) can be opened up to form a unit cell of a genus
three minimal surface, such as the Primitive, Gyroid and Diamond. These unit cells
can be seamlessly stacked next to each other, as discussed in section 1.4.4, forming a
3-periodic structure from the ravel. This idea is developed in section 4.8.
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4.2.2 Symmetry and chirality of vertex ravels
There are many possible over- and under- crossings as the strands of a vertex ravel
wind around each other. Even among the vertex ravels with fewest windings - and
hence a low number of crossings - there are different directions in which the winding
can occur. These different options are shown for the simplest vertex 3-ravels and vertex
4-ravels in Figure 4.11. The different crossing patterns allow different symmetries
which will presumably be advantaged in different contexts. If the ravel is connected in
a way that needs all its edges to go in the same direction, then (a) or (b) from Figure
4.11 would dominate. If the ravel is centred in the middle of a tetrahedron then (c)
is favoured. In systems governed by high levels of entropy, such as those formed by
random movements, the less symmetric forms would be expected to dominate.
(a)
(b) (d)(c)
Figure 4.11: Distinct 3-ravels (top) and 4-ravels (bottom), excluding chiral enan-
tiomers. The 3-ravel marked (a) and the 4-ravel marked (b) have three- and fourfold
rotational symmetry, while (c) has 4¯ symmetry and (d) has an inversion centre.
The number of crossings in a knot diagram is commonly used as a metric for the
complexity of the diagram, and the minimum such number among all diagrams as a
metric for the inherent complexity of the knot [58]. The same perspective is valid for
graph embeddings generally, including those considered here. While the diagrams in
Figure 4.11 are a simple and symmetric way of drawing ravels, they do not minimise
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crossing numbers. If we were to minimise the number of crossings for these ravels,
they would need to be adjusted in the manner shown in Figure 4.12.
Figure 4.12: Different simple presentations of vertex 3-ravels (top) and vertex 4-
ravels (bottom). The rotationally symmetric ravels have crossing numbers 6 and
8, respectively, while the distorted versions have crossing numbers 5 and 7. The
reader who is familiar with rope-work may notice that the distorted 3-ravel looks
(unsurprisingly) like a capsized splice (see Figure 4.1), while the distorted 4-ravel
is a Carrick bend [57] fused at one crossing, and so it could be symmetrised to have
a twofold rotation axis vertically in the page. The Carrick bend can be created from
the distorted 4-ravel by replacing the vertex with two crossed strands in the way that
maintains the over-under-over-under crossing pattern of the knot.
Many ravels are chiral. This assertion is clear from observation, but also rigorously
proven by Wolcott in [151] for certain ravels. As ravels may be chiral, the introduction
of chiral ravels into an otherwise achiral structure can result in the complete structure
being either chiral or achiral, depending on the judicious placement of the ravels. This
is true for both finite graphs, such as the ravelled tetrahedrons of Figure 4.4, as well as
periodic graphs such as those explored below in section 4.7.2.
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4.2.3 Properties of vertex ravels
Fragile ravels
The winding of edges around one another is essential to maintain the entanglement
of a ravel. If an edge is removed or the way it winds around other edges is altered,
then the entanglement typically unravels, which is why we chose the name ‘ravels’.
The ravels shown in Figure 4.11 (and others like them) will devolve to an untangled
state with the removal of a single edge. In these cases, the interdependency created
by the mutual weaving of the edges of the ravel makes every edge essential to the
entanglement. These are fragile ravels. Not every ravel is fragile. Examples of robust
ravels are shown in Figure 4.13, and the ‘composite’ and ‘shelled’ ravels introduced
below can also be robust.
(a) (b)
Figure 4.13: Two robust ravels. (a) This 4-ravel is robust because it is effectively a
3-ravel with an additional unwoven edge. Alteration of this edge does not effect the
3-ravel. (b) Another ravel based on a 3-ravel, this 6-ravel has the edges travelling in
pairs. If one is removed, the other will still maintain the entanglement. Rock climbers
use a similar strategy when there is a risk of the rope being cut due to sharp rocks etc.
Composite ravels
More complex ravels can be composed from combinations of smaller ravels. This
composition can take the form of edge-contraction, where a single edge of one ravel is
identified with a single edge of another ravel, then the edge is contracted such that the
vertices of the two ravels become one. An example of such a composite ravel is shown
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in Figure 4.14. This process is reversible, so composite ravels may be decomposed into
adjacent simpler ravels. Composite ravels are not fragile, as the removal of an edge
will unravel at most one of the component ravels.
Figure 4.14: A composite ravel formed by merging a pair of adjacent ravels. The edge
connecting the two ravels is contracted so the two endpoints become one single vertex.
Shelled ravels
Ravels can also be combined by gluing strands: a connected-sum operation that can be
repeated to give chains, or networks of ravels. A general form of connected-summing
is to build ravels in concentric shells around each other, as shown in Figure 4.15. These
are constructed by replacing the immediate neighbourhood of a vertex at the centre of
a ravel with a second ravel of the same degree. The composed shell ravel will be fragile
only if each of the component ravels is fragile, as each shell will disentangle with the
removal of an edge. It seems almost certain that the entanglement within each shell of
the ravel combines to produce greater entanglement, but I have not been able to prove
that this is the case – that the interweavings between edges of adjacent shells might not
somehow cancel out.
Selective ravels
A final property of vertex ravels involves the incomplete closure of the ravelled strands.
If there exists a closure of a vertex ravel in which each dangling strand must be
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Figure 4.15: Two concentric ravels together forming a composite shelled ravel.
forbidden from connecting with at least one other strand to avoid knotting or linking,
then the ravel is selective, so named because the ravel needs to be selectively (rather
than arbitrarily) located in an appropriate graph in order to be a ravel. This contrasts
with universal vertex ravels in which all strands can connect to each other through the
wider graph, or equivalently can close by connecting to a single vertex and hence each
other.
As an example of the behaviour of selective ravels, consider a graph embedding
which has the edges around a vertex replaced by a selective ravel. The new
entanglement in the resultant embedded graph will only be limited to a ravel if the
edges leaving the altered vertex join up in the appropriate way, i.e. if certain pairs of
edges never meet. If this is not the case, the new tangling introduced into the graph
embedding will manifest as a knot instead of as a ravel.
For this reason, the definition and examples of vertex ravels given so far have been
universal ravels, in order to minimise confusion by ensuring that inserting a ravel into
an embedded graph will produce a ravelled structure. For completeness, a definition
of selective ravels follows:
Definition 2. Consider a graph G with embedding E(G) in S3. Let there be a simply
connected domain D containing an n-valent vertex v of G such that E(G) and  D
intersect at only n points, one for each connected edge of v. A new graph G0 and
graph embedding R(G0) can be created if there exists more than one ‘closure points’
§4.2 Vertex ravels 217
that can be added to  D (the boundary of D), and the edges of E(G) can be brought
together without crossing within  D to connect to these closure points such that at least
two edges terminate at each closure point. IfR(G0) is non-planar while containing no
knots, then such a graph embedding is an example of a selective vertex n-ravel around
vertex v. If there is only one required closure point, then the vertex ravel satisfies the
more stringent requirements of a universal n-ravel defined on page 202.
These selective vertex ravels are more restricted in the manner in which they can be
involved in graph embeddings, as only certain edge gluings allow the resulting graph
to remain entangled without the presence of additional knots induced by the ravelled
vertex. For example, the 4-stranded vertex ravel illustrated in Figure 4.16 can close to
form either entangled but unknotted embeddings, or knotted embeddings, depending
on how the edges are paired together.
(a) (b) (c)
Figure 4.16: (a) A selective 4-ravel whose insertion into a graph depends on the strand
closure mode. Pairing distinct strands gives an entangled but unknotted bouquet graph
(b) or a bouquet graph with a pair of trefoils (c).
Provided the vertex has even degree (  4), some selective ravels may close into
a bouquet graph. Examples for degree-4 and -6 vertices are shown in Figure 4.17.
The degree-4 example contains the (likely) minimal 6-crossing selective 4-ravel with
ends merged as shown in 4.16(b). More generally, the graphs shown in Figure 4.8 all
represent the way that the strands of a vertex 3-, 4-, 5- or 6-ravel can be connected
through the graph in which the ravelled vertex is located. Each of these different ways
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of joining together the dangling edges around a vertex can contain a ravel.
(a) (b)
Figure 4.17: Embeddings of (a) degree-4 and (b) degree-6 (right) bouquet graphs that
are unknotted, unlinked and ravelled. The graphs of these two selective ravels are
illustrated in Figure 4.8. A planar presentation of the degree-4 ravel is shown in Figure
4.16(b).
4.3 Wandering ravels
Wandering ravels are an entanglement of arbitrarily large scope which can extend
throughout an entire net. They are an entangled sequence of edges built on the pattern
shown in Figure 4.18, where each edge provides an opportunity for another edge (the
second edge) to wrap around it, then travels off to wrap around a third edge before
following its passage back through the loop provided by the second edge and thence
to its endpoint. The simplest method of doing this is shown in Figure 4.18(a). The
method illustrated in this example is used in crochet to form stitches: a hooked needle
is pushed through a loop to catch another strand which is then pulled back through
the loop [154]. The example of Figure 4.18(a) is also an enantiomeric pair of shelled
vertex ravels, but this enantiomeric pairing is not a general feature of all wandering
ravels, as evidenced by Figure 4.18(b) and (c).
Wandering ravels can extend indefinitely throughout a graph embedding. However,
for the sake of simplicity (and comprehensibility), initial diagrams will be restricted
in scope to the vicinity of a vertex. These ‘restricted’ wandering ravels will therefore
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be similar to vertex ravels, but with one important difference: they have the additional
property of being able to have exterior edges (edges not connected to the central vertex)
of the graph interpenetrate the ravel. An example of this kind of interpenetration of the
‘vertex ravel’ by exterior edges is shown in Figure 4.20. Later examples will show
wandering ravels travelling further and interacting more freely with the rest of the
graph.
(a) (b) (c)
Figure 4.18: (a) The simplest wandering ravel is actually an enantiomeric pair of
shelled vertex ravels as is emphasised in the redrawing in the second image. (b) A
wandering ravel inspired by the Brunnian rings of type 1B(3) from Baas and Seeman
[128]. (c) A third example of how edges can interlock in a wandering ravel, reminiscent
of a lasso.
The feature of wandering ravels that allows their interaction with external edges
is that in their ‘tangled portions’, the edge travels paired with itself. This feature is
illustrated in each of the different examples of Figure 4.18, but is perhaps clearest in
(a) and (c). Note that in-between where each edge is looped around by one neighbour,
and where it wraps around the next, the edge is ‘doubled’. No other edges pass between
these two parts of the edge. This means that if the strand is released by the edge that
is holding it, then it can contract back along itself – along the ‘doubled up’ portion
of the edge to its unentangled state as shown in Figure 4.19 – irrespective of where
that doubled strand passes. The ability of the doubled strand to contract is vital to the
ravel, so other edges are prohibited from threading between these parallel edges. The
potential for edge contraction in wandering ravels is quite different from the vertex
ravels illustrated previously, whose strands would have gotten caught had an exterior
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edge (i.e. an edge from elsewhere in the graph, not connected to the central vertex)
travelled through the middle of the ravel. To see the importance of the edges travelling
together, consider Figure 4.20, which shows the simple wandering ravel of Figure
4.18(a) overgrowing the exterior edges of the graph. Topologically, this configuration
is isotopic to a setup where the exterior edges (in blue) are smooth curves, and the
ravelled edges wrap around them. If the exterior edges pass between the doubled
strands, then knots and links will result.
(a) (b)
Figure 4.19: (a) The simplest wandering ravel. (b) Every strand must mutually
interweave to maintain the ravel. If a strand is not locked in place by other edges
of the ravel, it can retract to an unstretched state, and in doing so release the next edge.
A wandering ravel is composed of a sequence of edges, with each edge stretched
to wrap around the next in a way that will allow it to contract to its initial state if
it is released by that holding edge. All the topological entanglement in a wandering
ravel will unravel if any one of the constituent edges is removed. This gnome2 is
illustrated in Figure 4.19, using the example of the wandering ravel in Figure 4.18(a).
This requirement means that all wandering ravels are ‘fragile’, in the sense introduced
for vertex ravels in section 4.2.3. However the concept is a little different here: a
vertex ravel necessarily involves all the edges connected to a vertex, but as shown
in Figure 4.13, not all these edges are essential to the entanglement. In contrast, a
wandering ravel is composed of the entanglements between a sequence of edges, so
there is no need to consider as part of the wandering ravel anything that is extraneous
to the entanglement. Thus, in the spirit of Antoine de Saint Exupe´ry3, every component
2gnome (noun): a short statement encapsulating a general truth; a maxim. ORIGIN late 16th cent.:
from Greek gno¯me¯ ‘thought, opinion’ (related to gigne¯skein ‘know’ ) [155]
3Il semble que la perfection soit atteinte non quand il n’y a plus rien a` ajouter, mais quand il n’y a
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(a) (b) (c)
(d)
(e)
Figure 4.20: (a) A tetrahedral graph, ready to be made more exciting. (b) A wandering
ravel in the black edges of the tetrahedral graph. The blue edges are not part of the
ravel. (c) The ravelled graph redrawn to emphasise that the wandering ravel is the
same as has been shown in Figure 4.18(a). An analysis of the cycles of length three,
(d), and four, (e), in the graph show that there are no knots or links present. Recall
from Figure 4.19 that the black edges can sequentially retract to straight lines if they
are not latched on to another edge. The non-planarity of the embedding confirms that
it is a ravel, since it is knot-free yet entangled.
(edge) of a well defined wandering ravel is essential to its entanglement.
The requirements to create a wandering ravel are quite simple. As described above,
they are composed of a sequence of entangled edges which will unravel to their initial
state if any edge is released by its holding edge. In common with all ravels, wandering
ravels cannot contain knots or links. If a knot or link is introduced into a graph
embedding in the creation of a putative ‘wandering ravel’, then the new entanglement
plus rien a` retrancher [156].
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is not – by definition – a ravel. So a challenge in creating ravels is to avoid cycle-
based entanglements (knots and links). An example of how a knot could exist within
an ‘attempted’ wandering ravel is the case where one single cycle could traverse each
edge of the ravel, finding its way between the endpoints of each edge through the rest
of the graph in a way that never crosses any vertex or edge more than once. Such a
cycle would be entangled, and an entangled cycle is better known as a knot. Similarly,
if there were multiple cycles that between themselves traverse all edges of the ravel in
a similar disjoint way, then these cycles would be linked. An example of an ‘attempted
wandering ravel’ that is not actually a ravel because it contains a link is shown in Figure
4.21. For a wandering ravel to exist, it must contain a structural feature that forbids the
existence of such cycles.
The ‘unravelling’ nature of a wandering ravel makes it possible to avoid such
cycles, and hence the possibility of knots or links. Because a ravel will unravel with
the omission of a single component edge, in order for a subgraph of the embedded
graph to be tangled, every edge of the ravel must be included, along with enough of
the rest of the graph to maintain the isotopy of the wandering ravel. So there are two
ways to avoid knots and links in the formation of the ravel. The first is simply to make
the ravel pass through edges of the graph in such a way that no cycle (or cycles) can
include all edges of the wandering ravel without intersecting themselves or the other
cycles. A wandering ravel which avoids knots and links in this way is analogous to a
selective vertex ravel, which relies on the (lack of) connectivity of the graph around
the ravel to prevent the formation of knots or links. This is a specific requirement
which is unlikely to be satisfied in all but the smallest graphs, or in those with an odd
topology that heavily restricts connections. For this reason I will not develop such
‘selective’ wandering ravels further, although they are likely to be very similar to the
more universal class of wandering ravels explored below.
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Anchors
One requirement on the location of the edges of a wandering ravel is enough to
guarantee the absence of knots or links in such a ravel, irrespective of the paths
available to connect the edges of the ravel in the wider graph. This requirement is
that at least three edges of the wandering ravel must connect to a single vertex, known
as its anchor. Any cycle or set of cycles that traverse all edges of the ravel must
pass through the anchor vertex more than once, in order to traverse all of the anchor’s
connecting edges. In doing so, the anchor vertex becomes a point of intersection of
this cycle (or cycles), prohibiting knotting or linking. Thus the presence of an anchor
in a wandering ravel guarantees that it is indeed a ravel: an entanglement that contains
neither knots nor links. Figure 4.21 illustrates the role of an anchor.
(a)
A
B
FE
C
D
(b) (c)
A
B
FE
Figure 4.21: (a) A false wandering ravel around two adjacent vertices. (b) It is not a
ravel because of the link formed by the cycles ACEA and BDFB. (c) If CD contracts
so the two vertices merge to become a single vertex (marked by an anchor icon),
the coloured cycles cease to be a link as both cycles pass through the central vertex.
Similarly, knots are also prohibited, so the resulting structure is a valid ravel. The
reason that (a) is not a valid ravel and (c) is, is solely due to the absence or presence of
an anchor. Figure 4.22(a) shows a valid ravel that follows from the introduction of an
anchor into (a) above.
Anchors are a common feature of all universal ravels, not just wandering ravels.
The existence of an anchor is what prohibits potentially knotted or linked cycles. The
central vertex of a vertex ravel functions as an anchor, because all vertex ravels are
composed of at least three edges, and by definition an anchor is a meeting of at least
three edges of a ravel. This is the reason why an attempt to build a vertex ravel with
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just two edges back in Figure 4.2 failed, due to the existence of a knot. The next class
of ravels that I introduce in section 4.4 – ‘polytropic ravels’ – will also contain anchors.
The examples of wandering ravels introduced above have not wandered far, but
now we are in a position to justify the claim at the beginning of this section that
wandering ravels can have an arbitrarily large scope. Figure 4.22 shows ravels
doing more than circumnavigating a single vertex, while Figure 4.23 shows a still
more adventurous wandering ravel. The third example, in Figure 4.24, illustrates the
coexistence of three vertex ravels with a wandering ravel, all inserted into a square grid.
In terms of knots and links, there is no entanglement present in this final configuration
that is absent in the relaxed square grid.
(a) (b)
Figure 4.22: (a) A wandering ravel containing five edges. Note that the upper vertex
anchors this ravel. (b) The edges in a wandering ravel do not have to come from an
adjacent vertex. The interloping edge marked in blue could represent any edge of
the embedded graph, without its involvement in the ravel inducing knots or links (as
long both ends of the blue edge take a common path back to their original placement,
without wrapping around other edges).
In the examples of Figures 4.20, 4.23 and 4.24, we see that wandering ravels can
be arbitrarily large and complex. The arbitrary size follows from the requirement that
there be a cyclic arrangement of looped edges, with no upper bound on the number of
edges, provided that the ravel has an anchor. The arbitrary complexity follows from
the existence or validity of the ravel being unaffected by the placement or location of
its edges: the knot in the wandering ravel of Figure 4.23 (specifically, the purple edge)
illustrates that as long as the ‘doubled up’ sections of the edges can fully retract if they
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Figure 4.23: A wandering ravel, showing some of its possibilities. Note that there are
a mixture of edge wrapping techniques, a´ la Figure 4.18, and that the ravel itself is tied
in a Figure-8 knot [57, 58]. There is nothing to prohibit this ravel from being linked
with other wandering ravels also in the graph. Nonetheless, regardless of how this
ravel exists within a graph embedding, provided that the edge pairs follow the same
path through the embedding, this ravel induces no knots or links.
(a)
2
2
1
0 1 1 0
1
0
0010
1
(b)
2 2
22
1
0 1 1 0
1
1
0110
1
Figure 4.24: A wandering ravel and a failed attempt at a wandering ravel, both marked
by a dashed green line. The number of edges of the ‘wandering ravel’ that connect
to each vertex are marked in red. Those cases where the number is   3 are marked
with an anchor icon. (a) A wandering ravel enclosing three vertex 4-ravels on a square
grid. Despite the complexity, this graph embedding contains no extra knots or links
than the equivalent untangled section of a square grid. (b) Despite the similarity to
(a) this entanglement does not contain a wandering ravel. None of vertices have three
edges involved in the attempted wandering ravel, so there are no anchors. Both knots
and links are introduced by the attempted wandering ravel. The four individual vertex
ravels are still viable, and do not contribute to the knotting and linking.
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are released by the holding edge, the conformation in space of the extended loop is
unimportant for the presence of the ravel. Additional complexity might be introduced
by the reuse of a single edge multiple times, as shown in Figure 4.25. Reused edges
have multiple loops extending from them, which are latched onto by multiple other
edges; the entanglement that is involved is simply a repetition of the entanglement in
an edge that is used just once. If the ravel unravels, each part of the multiply utilised
edge will retract to its relaxed conformation independently, in an order which will
depend on its place in the sequence of interlocking edges.
Figure 4.25: A modified version of Figure 4.23 with two edges merged (in red). This
edge is now ‘reused’ by the ravel, as the ravel passes through it twice.
4.4 Polytropic ravels
All the wandering ravels illustrated so far have taken the overall form of a circuit. There
is a sequence of intertwined edges, each one cyclically wrapping around its neighbour
in one direction along the cycle. If one edge is removed, the wandering ravel will
unravel in the opposite direction to the direction in which it was constructed, as will
be evident from observation of the diagrams in Section 4.3 (particularly 4.19), or to
anyone who has ever clumsily attempted crochet. The circuit form is essential, because
in a wandering ravel each loop holds one neighbour and is held by one neighbour, and
a cycle is the only topology that can achieve this. An indication of how the edges
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hold each other is given in Figure 4.26, which abstracts the looping information from
Figure 4.23. For the ravel to avoid knots and links it is vital that the sequence of arrows
circumnavigates the entire ravel without interruption, indicating that if one edge is
removed then all other edges will retract to their relaxed state.
Figure 4.26: A reproduction of Figure 4.23 together with the edge entanglement
information abstracted from it. Each grey arrow is inset with the colour of the edge
that it represents. The pommels of the grey arrows show where each edge is held by
the next edge in the cyclic sequence, while the arrowheads indicate the direction the
edge will retract if it is released.
The blue edge in the upper right corner of Figure 4.26 loops around its neighbours
in a qualitatively different way from the rest. It retracts in both directions. It is an
example of the interweaving between edges shown in Figure 4.18(b), inspired by a
Brunnian chain. The link between a Brunnian chain and this kind of interweaving
of edges is shown in Figure 4.27. This retraction in both directions allows for
fundamentally different types of wandering ravels, more general than that of the cyclic
wandering ravels. I call them polytropic ravels4.
The versatility of polytropic ravels comes from the way the Brunnian chain on
which they are based needs to be supported at both ends. Recall that the fundamental
principle of wandering ravels is that they fall apart if a single edge is omitted, while also
being ‘anchored’ in such a way that any (self-) disjoint cycle(s) passing through the
ravel must always omit an edge. Because polytropic ravels unravel in both directions
if one edge is released, the restriction to a cyclic form no longer holds. The unravelling
4Polytropic: ‘Capable of taking various courses of action; adaptable, versatile’ [157]. The word is
also cognate with ‘polytrophic’, which means to be rich in options and possibilities.
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(a) (b)
(c) (d)
Figure 4.27: (a) A Brunnian chain. (b) A single link of the chain is isotopic to an
untangled circle when removed from its neighbouring links. (c) The terminal links of
a Brunnian chain need to be tethered to prevent the links from coming undone. (d) A
linear wandering ravel (i.e. a polytropic ravel), based on the Brunnian chain. Images
modelled after Figure 5 of Baas and Seeman [128], and previously reported in Figure
9 of [11].
process reaches all edges by travelling ‘outwards’, away from the released edge,
instead of being limited to travelling ‘around’ as is the case for wandering ravels.
Figure 4.27(d) shows a wandering ravel that is not cyclic, being instead a linear
wandering ravel. Because of this difference, it is a polytropic ravel. Its edges are
based on the links of a specific Brunnian chain, but any type of link from a Brunnian
chain should serve as well.
The versatility of polytropic ravels is not restricted to permitting linear ravels. They
can also branch. This gives polytropic ravels similar properties to a graph embedding:
they can travel through space following an arbitrary path, just like edges; they can
terminate (c.f. the ends of the Brunnian chain of Figure 4.27(d)), like degree-1 vertices;
two edges of the ravel can weave together just like two edges sharing a degree-1 vertex;
and multiple edges can intertwine just like a vertex of degree > 2. Figure 4.28 shows
one way these branches can occur, first in a Brunnian chain and then trivially adapted
for the edges of a polytropic ravel.
The development of branching is the final step in allowing polytropic ravels to
achieve a huge variety of forms. It allows all the previous features to combine together
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(a) (b)
(c) (d)
Figure 4.28: (a) A 3-fold branch in a Brunnian chain. (b) A fourfold branch in a
Brunnian chain, with an extra link attached (purple). They can be converted to 3-fold
(c) and 4-fold (d) branches made from edges of a polytropic ravel in the obvious way.
within a ravel in a manner deserving the title ‘polytropic’5. Just as is the case in
wandering ravels, adjacent edges can be interwoven in a variety of ways (retracting
towards its neighbour on the left, the right, or both sides), so long as the relaxation
associated with the release of one edge will propagate through the entire structure.
The topology of a polytropic ravel can include curving paths, cycles, branches, dead
ends. The only requirements for the construction of a polytropic ravel within a graph
embedding are that it contains at least one anchor, and that it will completely unravel
with the removal of a single component edge.
Polytropic ravels are graph embeddings. Alternatively, from a different perspective
you could say that they are features within a graph embedding. However, they are
also more than this. The list of features (above) of a polytropic ravel (curving paths,
cycles, branches, dead ends) is precisely the same list of features that can be present
5The word ‘polytropic’ is often used as an epithet for Odysseus: the versatile, cunning, duplicitous
and well-travelled character recorded by Homer. [157].
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within a graph embedding. The only real difference is that wandering ravels require
an anchor. In this sense a polytropic ravel is a meta-graph embedding. This means
that a polytropic ravel can have the same configurations as a graph embedding, and
in particular it can have a ravelled configuration. At the risk of getting a little too
meta, Figure 4.29 shows a vertex ravel contained within the structure of a polytropic
ravel. Except that it is daunting to illustrate, there is nothing to stop a polytropic ravel
from taking on other more complex forms, such as a meta-wandering ravel, or meta-
polytropic ravel.
Figure 4.29: A small part of a polytropic
ravel has a configuration analogous to a vertex
ravel (c.f. Figure 4.1). The central vertex is
an anchor, and the three outer loops marked
with diamonds must be looped around the
next edges of the polytropic ravel to stop the
assembly from unravelling.
◊
◊
◊
The only thing stopping a polytropic ravel from being a complete meta-graph
embedding (as well as a standard graph embedding) is its need for an anchor to prevent
the introduction of knots and links. If this requirement is lifted, the result will be a
‘polytropic tangle’ which has the potential to introduce knots and links unless it is
located within a graph in such a way as to prevent the knotted or linked cycles forming
(c.f. selective ravels, page 215). Because polytropic tangles can involve knots and
links I will not discuss them further here, except to reiterate that their derivation via
polytropic ravels allows for a true meta-graph embedding.
§4.5 Detection of ravels 231
4.5 Detection of ravels
The presence of entanglement in a network can vastly change its structure and
function. In order to properly understand a network, you must understand the
entanglement modes that it contains. TOPOS, the computer program created by Blatov,
identifies knots and links within a network by examining the interpenetrations of the
network’s cycles with themselves and with other cycles [67]. In this way it can
identify interpenetrating networks such as the metal organic framework built from
interpenetrating sheets that is illustrated later in Figure 4.37. However, because its
identification of entanglement is based on an analysis of cycles, TOPOS is limited to
finding knots and links. Ravels are beyond its (current, unmodified) capability6.
Wandering ravels and polytropic ravels are potentially very complex. I cannot
currently give an algorithm that is guaranteed to detect these ravels in a graph
embedding. However vertex ravels are simpler due to their limited scope, and I
describe how to detect them below.
Identifying vertex ravels
The detection of vertex ravels within a graph embedding is a straightforward task.
Because each vertex ravel is centred at a vertex, all that is required is to examine the
vicinity of each vertex of a graph embedding to identify whether the characteristic
entanglement of a vertex ravel is present. While this identification may be more
arduous than e.g. identifying a link between two given cycles, it avoids the difficulties
of needing to consider a large combination of possibly interacting graph elements,
such as in the case when multiple cycles in an embedding together form a Brunnian
entanglement.
6In a personal communication with Stephen Hyde, Blatov suggested that TOPOS could be modified
to detect vertex ravels.
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The identification of a ravel varies according to how that ravel is located within a
graph. The important distinction between the different possibilities is how the different
edges of the ravel connect to each other away from the central vertex. If there is a cycle
within the graph through every pair of the vertex ravel’s edges then the ravel must be
a ‘universal ravel’ and the analysis is simpler7. In contrast, if the ravel has pairs of
edges which cannot be part of a cycle then the possible ravels can have a wider range
of configurations than would otherwise be possible. These extra possibilities are the
‘selective ravels’ and their analysis is slightly more complicated.
The information about how the edges of the ravel can join up in the wider graph
to form cycles is encoded in the ‘closure graph’. The closure graph is a graph that
represents how the neighbours of a (ravelled) vertex v can connect to each other by
following a sequence of edges through the graph, but without passing through v. Once
the closure graph around a ravelled vertex has been determined, for the purpose of
analysis of that ravel the rest of the graph embedding away from the ravel can be
replaced by an untangled embedding of the closure graph, with no change in the
character of the ravel. Examples of the use of closure graphs are given below. The
closure graph of a vertex ravel is one of the ensemble of graphs shown in Figure 4.8 (for
vertices of degree  6). A universal ravel can have any of these graphs as its closure
graph, while the closure graph of a selectively ravelled vertex must be consistent with
that ravel. The link between the closure graph and the knottedness of potential selective
ravels from Figure 4.16 is illustrated in Figure 4.30.
Universal vertex ravels
By definition, in order for a vertex to be ravelled, there must be entanglement in the
vicinity of the vertex caused by features other than knots or links. To investigate this, I
7See section 4.2.3 for a reminder about the definitions of universal and selective ravels.
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(a) (b)
(c) (d) (e)
Figure 4.30: (a) Depending on how the dangling edges are joined up, this motif can
form a vertex ravel or a pair of trefoil knots, see Figure 4.16. (b) A long strip of this
repeating motif has no knots, just vertex ravels. Any self-disjoint cycle (in red) is
unknotted. (c) The closure graph of a vertex in this strip. (d) If the repeating motifs
form a band instead of a strip the entanglement is full of knots. (e) The corresponding
closure graph of each vertex in the ‘band’. The former closure graph (for the strip)
has changed to a theta graph, indicating the presence of a cycle involving each pair of
edges around a vertex.
reuse the notation and ideas of Definition 1. For the vertex v, construct an appropriate
simply connected domain D around v that encompasses the relevant entanglement
(Figure 4.31(a)). If no such domain exists (due perhaps to the interpenetration of
external edges), then any entanglement present is not a ravel. Once D is constructed,
build the ‘closure graph’ by joining the other endpoints of the edges within the
boundary of D ( D), without the edges crossing (Figure 4.31(b)). This closure graph
will be a theta graph. The presence of entanglement can be verified by whether
the resulting graph embedding is planar or not, and the presence of ravels depends
on whether that entanglement is due to knots or links. In this scenario there is no
possibility of linking, as there are no disjoint cycles within a theta graph. There is
however a possibility of knotting.
Certain configurations of knots can coexist with ravels. The allowed knots are
those that can be separated from any other entanglement, i.e. any putative ravel,
within the simply connected domain D. There are two ways that this separation can
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(a)
∂D
(b)
∂D
Figure 4.31: (a) A vertex ravel within a simply connected domain D. (b) The closure
of the ravelled strands within  D.
be achieved: the knot can be slid out of D (or equivalently D can be indented along
the knotted strand far enough to exclude the knot), or alternatively the knot can be
located within the ravel by creating a (simply connected) void in D around the vertex
that encompasses the knot. Figure 4.32 shows both these options. Note that creating
this void leaves D simply connected, but requires that Definition 1 be extended to
include the untangled closure of the ‘inside’ ends of the edges at a replacement central
vertex within the void. When this replacement occurs, it is important that each edge
of  D around the void intersects each edge only one single time. This extension of
the definition allows shelled ravels such as the one illustrated in Figure 4.15 to be
constructed from the inside out (with each successive layer encapsulating the inner
ravels) as well as from the outside in as was previously allowed (with each successive
ravel being inserted in the untangled region inside the last layer of ravelling).
(a)
∂D
(b)
∂D
∂D
Figure 4.32: (a) Some knots can be slid along the strand away from the central vertex,
outsideD. (b) Alternatively, a void can be created inD around the vertex and the knot.
Once any knots have been excluded from D as much as is possible, any remaining
entanglement is fundamental to the vertex. If any knots remain, the vertex is not
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ravelled (because ravels are an entanglement mode involving neither knots nor links).
If the embedding of closure graph is non-planar, some entanglement remains which is
due to neither a knot nor a link, and thus a ravel is present. Naturally, if the embedding
of the closure graph is planar then no entanglement is present, so there is no vertex
ravel.
Selective vertex ravels
Selective vertex ravels require a more complex analysis. Recall that the closure graph
of a selective ravel is one of the ensemble shown in Figure 4.8, excepting the theta
graphs (in the left column of that figure). Working out which graph is the appropriate
closure to a given vertex is the reason that identifying a selective vertex ravel is more
challenging than identifying a universal one. To construct the closure graph it is
necessary to determine whether there is a cycle in the graph that passes through each
pair or edges. The length of such a cycle is immaterial, only its presence or absence
matters. If an edge has no path back to any other endpoint then it can be omitted from
the analysis of ravels, as that edge is not able to maintain any weavings. This type of
edge is equivalent to the edge marked in red in Figure 4.13(a). If just two edges share
a common external vertex in the closure graph, then that vertex can be omitted, and the
edges merged to form a lobe attached to v.
Once the closure graph has been determined, the analysis proceeds similarly to
the case of the universal ravel. The potentially ravelled contents of the domain
D (from Definition 2) around the central vertex replace the central vertex of an
untangled embedding of the closure graph, with the edges joining appropriately. If
this embedding is non-planar then there is entanglement present. If all knots present
are removed from D, any remaining non-planarity indicates the presence of a vertex
ravel.
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4.6 Ravels in chemistry
The material in this chapter relating to vertex ravels has been published in The New
Journal of Chemistry [4]. The ideas about ravels as a new form of entanglement were
always intended to apply in scientific fields such as chemistry, biophysics, condensed
matter physics etc., rather than remaining abstruse ideas available only to knot
theorists. Indeed, during the development of our ideas about ravels, and subsequent to
the publication of [4], we discovered that there had already been several explorations
into the structure and properties of ravels that were published in mathematics journals
[76, 149]. So it was gratifying that the publication of our paper quickly led to the
topological identification of a ravelled metal-ligand complex, synthesised by chemists
who had read our paper [9].
Li et al. synthesised a ligand, 1,1’-(oxybis(1,4-phenylene))bis-4,4-dimethyl-
pentance-1,3,-dione (LH2) and reacted it with ferric chloride under various conditions
to produce either Fe2L3 or Fe8L12. The chemical structures of the ligand and the Fe2L3
compound can be seen in Figure 4.33, where it should be noted that the iron atoms act
as vertices and the ligands act as edges, which together form a theta graph. The notable
structural features of the ligand are that the pairs of nearby oxygen atoms attach to the
iron atom, while the central oxygen atom joins the two halves of the ligand at an angle.
After a relatively short time, and following a particular chemical protocol, the Fe2L3
compound - which embeds as a simple theta graph - was formed.
In contrast, the same reagents form a different structure under different chemical
conditions and a much longer time (⇠ three months). This structure Fe8L12 has the
graph topology of a theta graph, but with two additional vertices added to the middle
of each edge so that the theta graph exists as a graph minor. This theta graph is ravelled,
as is shown in Figure 4.34. Despite the inherent ‘loopiness’ required to form a ravel,
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(a)
(b)
(c)
Figure 4.33: (a) Three ligands and two iron atoms assemble together in a simple way.
The green and grey molecule in the middle is a solvent molecule. (b) The chemical
structure of the ligands. (c) Viewing the iron atoms as vertices and the ligands as edges,
the graph topology of Fe2L3 is a theta graph. Images (a) and (b) are from [9].
the structure packs together compactly, filling space and forming a crystal from the
packing of adjacent ravels.
The identification of this structure suggests that more vertex ravels are likely to
be found in other similar chemical systems, although, to my knowledge, none have yet
been reported. It also shows that the ‘loopiness’ required for the interweaving of vertex
ravels does not contraindicate a final compact form in quite different systems that are
drawn towards compact configurations.
Vertex ravels require significant curvature to form, as evidenced by the ‘fish-hook’
or ‘walking stick’ shape of edges around the central vertex in e.g. Figures 4.1 and 4.11.
In the metal-ligand complex discovered by Li et al. (above) this shape is achieved by
significant changes of direction occurring at the iron atoms, as well as the ligands
themselves being bent.
Other smoother curves could also form vertex ravels, and this is largely the domain
of polymer chemistry. Branching polymers that have a consistent curl in the vicinity of
the branch point could spontaneously assemble into vertex ravels. The occasional ravel
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(a) (b) (c)
(d) (e) (f)
Figure 4.34: (a) The atomic locations in Fe8L12. (b) The ligands represented as edges.
(c) The graph of Fe8L12 (black and grey) has a theta graph as a minor (black). (d) The
ravelled form is apparent in the graph minor. (e) The ravel shape allows for a compact
packing that fills the space. (f) These ravels fit together, forming a hexagonal array of
channels. All images except (c) are from [9].
could be expected to occur in any branched system with adequate flexibility, due to a
fortunate coincidence of random fluctuations. However, they are more likely to occur
if the stubs of branches exist first, and the branches are then lengthened. Without a
guiding force encouraging orderly self-assembly, vertex ravels could only be expected
to form at low yields in such conditions. Two additional features that would encourage
vertex ravel formation in such a system are for the strands to be tilted towards each
other as they leave the branch point (e.g. Figure 4.34(b) and (d) ) as well as there being
an attractive force between each strand encouraging the strands’ proximity and hence
encouraging the passage of each strands’ ends through the others’ loops. Another
factor that could increase the likelihood of a vertex ravel forming is the possibility of
isotopy alterations, i.e. strands passing through each other. This can occur with DNA
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due to the activity of topoisomerase enzymes, which typically act to reduce tangling.
Wandering ravels and polytropic ravels also require a high degree of flexibility.
They seem unlikely to exist by random chance, as their conformations are quite precise,
in the sense that a misplaced strand is unlikely to result in a valid wandering ravel or
polytropic ravel. In contrast, an extra twist between two strands in a vertex ravel will
typically yield a slightly more complex vertex ravel. In a wandering ravel or polytropic
ravel the strands need to be able to travel in pairs – in order to avoid other strands
weaving between them – but also to turn sharply in isolation as they wrap around those
other strands.
One chemical system which matches these requirements is DNA. Single strands
are moderately flexible, while the DNA double helix is bonded together with hydrogen
bonds, making it tightly wound enough to prevent other strands from passing through.
The twisted nature of the double helix is unimportant in this context. Figure 4.35 shows
the structural scheme by which a wandering ravel may be built using the standard
techniques of DNA nanotechnology c.f. the design of a DNA lattice in [158]. Once
constructed, the double strands may be separated in the standard ways (by varying
temperature, pH, etc.).
The synthesis (and experimental detection) of wandering ravels and polytropic
ravels may be more difficult than vertex ravels, but their novel properties could make
them a tempting synthesis target. Their ‘unravelling’ property ensures that if such a
ravel is damaged or altered, then a cascade of topological relaxation can follow. This
release of the topological constraints allows different geometries, so the system can
take on an entirely new conformation.
This could be useful for purposes such as specific carcerands that initially separate
a large captured species from the outside environment, but can be ‘activated’ to allow
the influx of smaller molecules while keeping the large species bound within the cavity.
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Figure 4.35: The scheme by which a wandering ravel may be built from DNA. Double
helices are represented by cylinders and distinct strands have different colours. (a) The
‘clasp and hook’ motif of a wandering ravel. The cylinders marked ‘L’ have the DNA
coiled to the left, all others are coiled to the right (standard form). (b) A more complex
arrangement has all double strands coiled to the right. (c) A reminder of the form of a
wandering ravel.
In this situation, a wandering ravel would form part of the carcerand wall. Much of
the length of the individual edges in the ravel is used doubling back and forth between
adjacent edges in the ravel. Once the ravel is released, these edges can straighten,
greatly increasing the size of particles which can pass between the edges, and hence
through the wall of the carcerand. Nonetheless, the edges will still span their former
positions (except presumably the edge that was destroyed to allow the unravelling of
the wandering ravel) preventing the egress of the caged species. Polytropic ravels
could be used in a similar manner, to achieve a more complex cascade of topological
relaxation.
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4.7 Entanglements in nets
4.7.1 Nets
Three-periodic nets are connected graphs which permit embeddings having a threefold
periodicity [159]. A net can be more narrowly defined as a loop-free, 3-connected8
graph without extra edges [46], but while these extra requirements apply to the nets
in this chapter, they are unnecessary in this context. The principle feature of a net is
its ‘net topology’, which describes the way the edges connect to the vertices of the
net. However a net is also a geometric entity, in the sense that in any embedding the
vertices must have specific locations and the edges trace out specific paths between
vertices. Thus one net topology can have multiple different ways of embedding in
space, with or without entanglement.
A (relatively) untangled geometric placement of the vertices can be recovered from
the net topology using the barycentric placement method. This method, discussed
earlier (page 51) can be used to fix the locations of the vertices, which are then
connected by straight edges. This placement of vertices and edges is valid for most
nets, excepting only some examples which have collisions between edges and vertices
[97]. This placement has a high symmetry, which is typically further adjustable by
varying the unit cell parameters to transition between space groups. These appealing
qualities of barycentric placement lead some to define the resulting placement as the
‘least tangled’ configuration of a graph [4, 160, 161]9.
As an example of this approach, consider the diamond net shown in Figure 4.36(a).
It is a good example because it is a familiar infinite 3-periodic network, with a simple
structure. This structure can be encoded in its quotient graph, which is a graph that
8The term ‘3-connected’ is defined on page 3.
9Although I’m a coauthor of two of these papers, the idea belongs to Stephen (my coauthor and
supervisor) and I’m happy to let him have it. I think that ‘least tangled’ might not be a well defined
quality for a net configuration.
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has one vertex for each distinct vertex within the primitive translational unit cell, as
well as edges that denote the connection diagram between distinct vertices [46, 47].
The quotient graph of the diamond net has two vertices connected by four edges. This
is the familiar theta graph with four edges. Following Klee, we can label edges with
the translation vector that corresponds to the adjacent vertex, giving a compact symbol
that encodes the topology of the diamond net in its entirety [46]. The quotient graph for
the diamond network is shown in Figure 4.36(b). The diamond net of Figure 4.36(a)
can be completely recovered from this quotient graph via barycentric embedding, with
a cubic unit cell generating a Fd3m space group.
(000)
(001)
(010)
(100)
1 2
Figure 4.36: (a) The symmetric geometric embedding of the crystalline diamond net
in 3-space. (b) The labelled quotient graph of its topological structure.
Nets that are isotopic to their barycentric embedding can still be tangled. Some
crystalline networks are composed of multiple interpenetrating nets [37], so however
simple each individual network is under barycentric placement, its cycles will
still necessarily be interlinked with the cycles of other nets. Examples of this
‘polycatenation’ – where the layers of a network interpenetrate each other – were
found by Carlucci et al. in a metal-organic framework in [27], shown in Figure 4.37.
A detailed review of such threading and catenation of cycles within nets was published
[12] and polycatenation is now regularly reported in the scientific literature for new
systems. This polycatentation is simply one example of the huge variety of ways in
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(a) (b)
Figure 4.37: A metal organic framework with complex interpenetrating or ‘poly-
catenating’ rings discovered by Carlucci et al. [27]. The molecular formula is
[Ni6(bpe)10   (H2O)16](SO4)6x · H2O, where bpe = 1,2-bis(4-pyridyl)ethane. Image
(a) shows the chemical structure, including the serpentine channels of sulfate ions and
solvated water molecules. Image (b) shows just the MOF in isolation, with each ligand
simplified to an edge of the graph.
which nets can tangle, however I will now turn my attention to a different type of
entanglement that can be present: entanglements localised to a small part of the net.
4.7.2 Modular entanglements
Modular entanglements can be introduced into a graph by replacing part of an
untangled (or less tangled) graph with a more tangled variety. There are other
possibilities, but within the context of this thesis there are two natural candidates for
the tangled replacement: graphs containing knots and/or links (tangled in the manner
described in Chapter Two), and ravels.
Knots and links
An untangled portion of a graph embedding can be replaced by a graph with the
same connectivity, but which contains knots or links. In this case recall the argument
from Chapter Two that the level of the entanglement induced by the presence of
these knots and links can be quantified by the genus of the surface on which it can
be embedded. The original, untangled, portion of the graph embedding is typically
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sphere-embeddable, so replacing that portion of the structure with a torus-embedded
entanglement is a first step to ensuring that the level of complexity in the introduced
entanglement is not too high. (Recall also from Chapter Two that as well as limiting the
genus of the embedding surface of the entanglement, there are also other requirements
that need to be placed on the inserted entanglement to restrict its complexity.) If a
desired level or type of entanglement is not possible on the torus, a higher genus
entanglement can be inserted instead of a torus entanglement, in a way exactly
analogous to the toroidal case.
This approach is particularly appropriate to ‘decorated’ or ‘augmented’ nets.
Augmented nets are standard nets ‘augmented’ by the replacement of a single vertex
by a set of vertices and edges identified as the boundary of a notional polyhedron
or polygon. A decorated net is a more general case, where a vertex is replaced
by a set of connected vertices. To produce modular entanglements, the untangled
(sphere embedded) polyhedron of an augmented net is interchanged with a higher
genus tangled variety, producing a net containing a tangled module. This tangled
net is probably best called a ‘decorated net’ as the wording for the definition of an
augmented net typically intrinsically assumes untangled polyhedra e.g. [49]. Figure
4.38 shows two augmented nets and the manner in which the sphere-embedded solid
can be replaced by a torus or bitorus. The specific pattern of edges on the torus and
bitorus is left blank to indicate that any torus- or bitorus-entangled embedding of the
replaced portion of the graph can be used while maintaining the connectivity of the
initial net. Any knots and links present in the entangled polyhedra will automatically
be present in the net after replacement.
Figure 4.39 illustrates the replacement of a sphere-embedded polyhedron in an
augmented graph with a specific torus-embedded polyhedron. The untangled cubes
are replaced by a torus embedded ‘B-type’ tangled cube, from Chapter Two. This
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(a) (b) (c) (d)
Figure 4.38: Examples of the introduction of modular entanglement into a net. (a) The
augmented structure of a ReO3 crystal, denoted reo-a, considers the net as an array
of connected cubes. (b) These individual cubes can have any kind of entanglement
described in Chapter Two. (c) The augmented net known as acs-a contains triangular
prisms. (d) These prisms could be replaced by an entangled version of the triangular
prism graph embedded on the bitorus. Image and net names in (a) and (c) are from
[49].
replacement maintains the connectivity but disrupts the symmetry of the net, which
is typical for modular entanglements of this type. The symmetry disruption occurs
because the tangled polyhedra cannot in general have the same symmetries as their
untangled variants. (The point group symmetries of tangled torus-embedded polyhedra
are described in Chapter Two, in sections 2.2.5, 2.3.3, 2.4.4 and 2.5.3.) Irrespective of
the polyhedron that is replaced, and hence the graph embedded on the surface of the
torus, the torus has restricted symmetries, with its axial direction being fundamentally
distinct from its equatorial dimensions. This is in clear distinction to the untangled
(platonic) solids. Thus if certain symmetries of the space group are to be maintained,
the orientation of the tori replacing the cubes must be appropriately chosen, as well as
the particular entanglement. For example, the cubes in Figure 4.39 can be replaced by
tori with three distinct orientations relative to the cube they are replacing, each of which
is capable of preserving different symmetries of the original net. The orientations
of the tori in Figure 4.39 allow the inversion centre at the centre of the image to be
maintained, among other symmetries of the net. The chiral nature of the entangled
cubes (see Chapter Three for details) ensures that most mirror planes are lost. It would
be possible to match enantiomeric cube isotopes across certain mirror planes of the
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reo-a net of Figure 4.39(a), but it is impossible to maintain all the reflections of reo-a
when these particular chiral modules are introduced.
(a) (b)
Figure 4.39: (a) The augmented structure of a ReO3 crystal, denoted reo-a in [49, 50,
101]. Image from [49]. (b) These individual cubes can be entangled, in this case with
‘B type’ cube entanglement from Chapter Two.
I have given examples of modular entanglements being introduced while lying
on surfaces, however they do not need to do so. For example, the diamond net of
Figure 4.36(a) can have modular entanglements introduced into it in several ways.
The diamond net can be augmented by identifying (three-dimensional) adamantane
tiles within the net, as shown in Figure 4.40. These adamantane tiles can then be
entangled without the aid of an intermediate surface, simply by knotting cycles within
the adamantane motif. Both examples of knotted adamantane tiles in Figure 4.40(c)
and (d) could have been constructed on a torus, considering the net as a tetrahedron
with intermediate vertices at the centre of each edge, but the intermediate surface is
not necessary.
Vertex ravels
Vertex ravels are also a natural candidate for a modular entanglement. Ravels are of
interest because they are a form of entanglement that avoids both knots and links.
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(a) (b) (c) (d)
Figure 4.40: (a) The diamond net. (b) Adamantane tiles can be identified within the
diamond net. These tiles can then have their cycles knotted, with e.g. (c) trefoils or (d)
cinquefoil knots.
Almost by definition they describe any entanglement that does so: if there are other
entanglement modes that do not introduce knots or links then they have not been
brought under the umbrella of ravels only because I have not thought of them. Vertex
ravels can be introduced into a net in the obvious way, by changing the interweaving
of edges around a vertex or more generally, depending on the type of ravel.
Because vertex ravels can exist so locally – in a way that knots and links cannot
– there is no need to replace a block of vertices and edges as was done above with
augmented graphs. Instead a vertex ravel can be inserted around any or every vertex.
Figure 4.41 shows this replacement for a single vertex of the diamond net.
(a) (b)
Figure 4.41: A single vertex and its attached edges in the diamond net, marked in red
(a) and an alternate ravelled configuration (b).
Vertex ravels can be placed into a diamond net in a systematic way. Figure 4.42(a)
shows the result when every vertex of the diamond net is ravelled, while Figure 4.42(c)
shows a systematic (i.e. symmetric) partial ravelling of the vertices of the diamond net.
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This partial ravelling is again based on an adamantane tile: recall that the packing of
adamantane tiles that generates the diamond net has an edge graph of a tetrahedron with
intermediate vertices at the mid-edges, as shown in Figure 4.42(b). In this example,
the 3-valent vertices of the adamantane are ravelled together while the fourth edge of
the diamond net is not involved in the ravel, exactly as in Figure 4.13(a). The vertices
at the mid-edges of the tetrahedral graph are left unravelled.
(a) (b)
R
R
R R
(c)
Figure 4.42: (a) A diamond net with every vertex ravelled. (b) The graph of an
adamantane tile can be ravelled around the 3-valent vertices, marked with a ‘R’. (c)
A collection of such ravelled adamantane tiles produces this ravelled diamond net.
4.8 Ravels generating networks
Repeating patterns in the hyperbolic plane can be used to generate repeating patterns
in three-dimensional Euclidean space [6, 7, 60, 61, 74, 75, 162]. The hyperbolic plane
is the universal cover of any oriented, boundary-free surface of genus two or higher, so
this is equivalent to saying that a pattern made by a graph embedding reticulating such
a surface can be used to generate a periodic pattern in Euclidean three-dimensional
space. As we have seen in Figures 4.9 and 4.10 of Section 4.2, ravels have embeddings
on the bitorus and tritorus, and so can generate periodic patterns. The embedding onto
a surface of genus three generates a 3-periodic pattern.
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4.8.1 Mapping from the tritorus and H2 to Euclidean space
The manner in which the 3-periodic pattern in Euclidean space is generated from
a tiling of the hyperbolic plane was described in the introductory chapter (section
1.4.4). In brief, the fundamental polygon of the tritorus (section 1.4.2) is cut open
to tile the hyperbolic plane in a {12,12} tiling. The hyperbolic plane can then be
wrapped onto a triply periodic minimal surface (TPMS) such as the Primitive, Gyroid,
Diamond or Hexagonal. In this mapping, the dodecagon is wrapped up to form a single
translational unit cell of the TPMS, as shown in Figure 4.43. Adjacent dodecahedra
in the hyperbolic plane map to adjacent translational unit cells. Figure 4.44 shows
a ‘tidied up’ version of how eight adjacent translational unit cells fit together. The
same-shaped unit cells are shown packed together in Figure 5 of [60]. There are two
different ways of mapping the dodecagon to the gyroid, as discussed in [163], so the
same pattern in the hyperbolic plane can map to two different structures in 3D space
via the gyroid surface.
This mapping from the hyperbolic plane to Euclidean 3-space is what motivates
the approach in EPINET [5] to generate different crystals in three-dimensional space
by tiling the hyperbolic plane, then mapping that tiling into Euclidean space. The
tilings that are currently considered in EPINET are 2-cell tilings (see Chapter Two for a
discussion of 2-cell tilings). These tiles are small, relative to the translational unit cells,
and so they have short sides, which in the context of their mapping to Euclidean space
means that they are not capable of much entanglement 10 In contrast, the embeddings
of ravels in the hyperbolic plane can have much longer edges which can wend their way
through space, wrapping around other edges, and consequently producing eminently
tangled structures.
10In principle, EPINET is not limited in the types of tilings that it can produce. However the
production of tangled nets is much more computationally complex than generating the current tilings.
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Figure 4.43: The fundamental polygon of the tritorus is dodecagon. This dodecagon
can be folded up into the cubic TPMS’s as shown: the Primitive (P), Gyroid (G) and
Diamond (D). There are two different (but related) maps between the hyperbolic plane
and the Gyroid. All surfaces are tiled identically, for clarity, with tiles representing
the *246 orbifold. With different symmetries (not shown), the dodecagon can also be
folded into a translational unit of the Hexagonal (H) surface. Image credits: tritorus is
from Stuart Ramsden, H surface is from [8], other images from [163].
(P) (G) (D) (H)
Figure 4.44: Four different genus three minimal surfaces. A 2⇥2⇥2 array of the
translational unit cells of Figure 4.43 is shown, adjusted to have planar boundaries.
Images from [8].
4.8.2 Periodic structures generated by a ravel
The possibility of forming periodic tangled structures derived from the embedding of
ravels is worth investigating, because interesting patterns on the tritorus (and hence
in the hyperbolic plane) can be expected to produce interesting patterns in Euclidean
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space. In order to investigate these structures I will outline the method used for the
mapping from a tritorus to Euclidean space, and then present the nets generated by this
embedding onto four different triply periodic minimal surfaces (TPMS).
The process to transform the ravel in to a set of nets in Euclidean space is as
follows: The ravel is embedded onto the tritorus, the tritorus is mapped into the
Hyperbolic plane, the Hyperbolic plane is mapped onto the triply periodic minimal
surfaces11, then the surfaces are removed, leaving the vertices and edges embedded in
space in a conformation inherited from the initial structure of the ravel. In practice,
there is a modification to the above sequence that is not strictly necessary, but which
makes the mapping much easier. Instead of being arbitrarily mapped from the tritorus
onto H2, the ravel is instead mapped onto a ⇤246 tiling12 of H2. Hyde et al. have
mapped the ⇤246 tiling of H2 onto various triply periodic minimal surfaces [60], so
this tiling acts as a convenient guide for the location of the ravel within the surface.
The ravelled theta graph can be embedded on a tritorus as demonstrated in Figure
4.45(a). Following the procedure outlined in [60], the location of its vertices and edges
can be mapped onto the hyperbolic plane as shown in Figure 4.45(b) (note the presence
of the ⇤246 tiling). In the hyperbolic plane, the ravel decoration produces a forest
of trees, which define the edges of infinite tiles. A tree is a connected graph which
contains no cycles, it just branches without having those branches ever meet [19]. A
forest is a collection of trees. The location of one tree next to another in the hyperbolic
plane corresponds exactly to the adjacency of the edges in neighbouring translational
unit cells (and sometimes within the same unit cell).
Again following the procedure used by Hyde et al. [60], the ⇤246 tiling is mapped
onto various triply periodic minimal surfaces, carrying with it the ravel embedding.
Being located at points with threefold rotational symmetry in H2, the vertices of the
11See section 1.4.4 for an introduction to minimal surfaces.
12For a refresher on orbifold notation, see section 1.4.5.
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(a) (b)
Figure 4.45: (a) A tritorus with a ravelled theta graph embedded within it. (b) This
pattern of edges on the tritorus generates a forest in its universal cover, the hyperbolic
plane. The image here is the Poincare´ disc representation of H2, with the tree shown
overlaid on a ⇤246 tiling. Images by Myf Evans.
ravel map to certain well defined positions on the minimal surfaces with the same
surface symmetry. The edges between those points are geodesics within the surface
that wrap around various handles within those surfaces in a manner defined by the
location of the tree in H2. Just as was the case in Chapter Two, the surfaces are
scaffolds for the nets, so once they have achieved their purpose in carrying the ravel
embedding into E3 they can be removed. This leaves the vertices and edges as a net in
space, with characteristics inherited from the ravel.
The following tangled periodic structures are based on the tritorus ravel embedding
of Figure 4.45(a). They were built by myself and a fellow PhD. student, Myf Evans.
She then developed the idea to a much greater extent, by considering a much larger
family of forests in H2, as shown in her thesis [8] and more recently [74]. Her forests
correspond to a family of theta graph embeddings on the tritorus with a greater or lesser
degree of winding on the tritorus than for the example presented here.
Primitive TPMS
Figure 4.46(a) shows the reticulation of the P -surface by the hyperbolic forest of
Figure 4.45(b). It creates a curling interwoven framework, shown in Figure 4.46(b).
Topological analysis of the graph connectivity of the resulting framework by Delgado-
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Friedrich’s topological analysis program, Systre [164], identifies the structure as
parallel sheets of the 2-periodic honeycomb net, known as hcb in RCSR [49].
One layer of the structure is shown in Figure 4.46(c), but it is difficult to visually
identify so a second version is also provided in Figure 4.46(d), which has the same
vertex locations but the edges straightened. This straightening action preserves
ambient isotopy within a single honeycomb layer, but requires that the curled edges
retract through the edges of the layers above and below, thus changing the ambient
isotopy of the whole structure. The interthreading of adjacent layers can be seen in
Figure 4.46(e) and (f).
This example shows that a single-component graph on the tritorus can generate
frameworks with multiple distinct connected components. The hoped-for echo of
some characteristic of the original generating ravel materialises on the P surface as
links between adjacent layers. The linking between layers is a consequence of the
interweaving of edges that characterises the ravel’s embedding on the tritorus.
Diamond TPMS
In a similar manner theD-surface can be reticulated by the same forest, corresponding
to the ravelled theta graph on the tritorus (Figure 4.47(a)). The graph embedding is
again complex, too complex to allow a visual identification of the entanglement (Figure
4.47(b)). The structure is again composed of layers, but even taking just a single layer,
as in Figure 4.47(c), the structure of the layer is difficult identify. It can however still
be analysed with Systre, which once again identifies the connectivity of the layer as
being a hcp (honeycomb) sheet, as was the case on the reticulated P -surface.
Despite understanding the connectivity of each layer, the whole framework
of interlocking layers is still too difficult to analyse, so once again we fix the
vertices while straightening the edges. This changes the entanglement of the net,
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(a) (b) (c)
(d) (e) (f)
Figure 4.46: (a) The P -surface decorated by the forest shown in Figure 4.45. (b) The
same edge embedding shown without the surface is composed of intertwined layers.
(c) One 2-periodic layer of the framework shows how much the edges curl. (d) If
the edges are straightened, each layer can be seen to be topologically equivalent to a
graphite sheet. (e) Two adjacent layers of the framework showing the nature of the
entanglement, (f) three adjacent interwoven layers. Images by Myf Evans.
as edges necessarily pass through each other during their straightening. While some
entanglement is lost during this process, some very interesting entanglement remains.
Figure 4.47(d) shows three adjacent layers, which are interlinked despite there being
no link between any pair of them. This kind of linking is known as ‘Brunnian’, as
discussed in section 4.2, and this kind of linking between three layers is analogous to
Borromean rings. This Brunnian entanglement is directly derived from the properties
of the ravelled theta graph, as shown in Figure 4.3. Interestingly, the straight-edge
framework from the D-surface reticulation is equivalent to that shown in the paper by
Carlucci et al. [12] which has been synthesised as a real chemical net.
Even once we understand the entanglement in the straight-edged framework, it
is difficult to elucidate the full entanglement of the initial D-surface reticulation. A
careful examination of Figure 4.47(c) shows that when the edges of a single layer
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contract to straight lines they do not pass through each other, maintaining the ambient
isotopy of that layer. However the process of straightening the edges does pass the
edges of adjacent layers through each other. This probably introduces extra interlinking
between layers beyond the Brunnian interthreading of the straight-edge simplification,
which will negate the Brunnian characteristic of the linking as adjacent layers will
instead be directly interlinked.
(a) (b)
(c) (d) (e)
Figure 4.47: (a) One unit cell of theD-surface reticulated with the hyperbolic forest of
Figure 4.45. (b) The extended framework formed by translational repeats of the unit
cell, shown without the surface; the graph connectivity is parallel layers of graphite
nets. (c) One layer of the framework, an entangled graphite sheet. (d) The straightened-
edge net, a Brunnian entanglement. (e) Three adjacent entangled layers, a different
perspective to (b). Images by Myf Evans.
Gyroid TPMS
Recall that there are two distinct mappings from the hyperbolic plane to the gyroid
surface [163]. The first mapping decorates the G-surface with a trellis of repeating
finite structures as shown in Figure 4.48. The basic unit of this arrangement is an
untangled theta graph. These theta graphs interlock via Hopf links to form a 1-periodic
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chain as shown in Figure 4.48(c). The full framework consists of parallel chains, where
components of each chain also interlink with theta graphs from neighbouring chains
by Hopf links as shown in Figure 4.48(d) and (e).
(a) (b) (c)
(d) (e)
Figure 4.48: (a) One unit cell of the G-surface containing the hyperbolic forest of
Figure 4.45. (b) The basic unit of the structure is a curly but untangled theta graph.
(c) The theta graphs link up in 1-periodic chains. (d) Neighbouring chains have each
theta graph linked with theta graphs from neighbouring chains via Hopf links. (e)
The cross-section of the parallel chains have a triangular arrangement. Images by Myf
Evans.
The second of the two distinct covering maps of the G-surface is given by a
reflection of the ravel forest through any of the mirror lines in H2 that reflect the
dodecahedron onto itself [163]. This second mapping gives a quite different framework
from the first, as shown in Figure 4.49. Similarly to the D-surface embedding, the
graph connectivity is parallel layers of graphite nets, and the straight-edge net has
Brunnian entanglement between layers. In the original unstraightened net, the weaving
of the edges between and within components defies textual description, as illustrated
by Figure 4.49(c).
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(a) (b)
(c) (d)
Figure 4.49: (a) One unit cell of the G-surface containing the hyperbolic forest shown
in Figure 4.45, using the second covering map of the G-surface. (b) The structure
contains connected components aligned along three different parallel axes. These
components interweave in an extremely complex way. (c) Components aligned along
a single axis of the framework. Despite only one third of the network being present,
there is still a lot of complexity and interlinking. (d) The edge-straightened graph
embedding has Brunnian entanglement between layers. The structure is equivalent to
the edge-straightened net of the D-surface, Figure 4.47(d). Images by Myf Evans.
Hexagonal TPMS
The cubic TPMS’s discussed so far are consistent with the ⇤246 tiling. However,
other TPMS’s are not commensurate with the ⇤246 tiling, so another tiling must be
used. In the case of Schwarz’s Hexagonal minimal surface, the appropriate tiling has
symmetries ⇤2226. So while the forest/tiling combination used so far cannot be used
for the Hexagonal TPMS, a second forest can be constructed inH2 that fits with ⇤2226
symmetry and is analogous to the first forest: if it is wrapped up onto the tritorus it
generates the same ravelled theta graph. Figure 4.50 shows this forest superimposed
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on ⇤2226.
Figure 4.50: The ravelled theta graph on a ⇤2226
tiling of H2. This forest corresponds to the
same tritorus embedding of the ravel as for the
previous cases, as shown in Figure 4.45(a). Just
as the ⇤246 tiling can be used to locate the
forest onto the P, D and G minimal surfaces, the
⇤2226 tiling can carry the forest onto Schwarz’s
H surface. Images by Myf Evans.
The forest reticulates the H-surface to produce the net shown in Figure 4.51(a).
The topological structure of each connected component, as confirmed by Systre, is
once again parallel layers of graphite nets. This structure is the most visually complex
yet, see Figure 4.51(b). As in the previous cases, the edges are straightened which
changes the ambient isotopy and produce a simpler structure. This process produces
entangled layers, but what sets it apart from the previous reticulations of TMPS’s is the
large number of linked layers, Figure 4.51(c).
In this edge-straightened framework, no two connected components interpenetrate,
so all entanglement is of a Brunnian nature, and hence at least three components are
required in order to entangle. Similarly to the interpentrating layers on the Diamond
and Gyroid TPMS’s, the original unstraightened framework has further weaving of
edges between distinct components, adding further complexity. This weaving induces
interpenetrations, so again this most complex structure is tangled, but not in a Brunnian
way.
Observations
This was a triumph13. The prediction that an interesting structure on the tritorus would
generate interesting periodic frameworks in three dimensional space has been borne out
13I’m making a note here: Huge success.
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Figure 4.51: (a) The H-surface decorated with the hyperbolic forest shown in
Figure 4.50. (b) The extended framework with one connected component highlighted
in green. It is a twisting form of one layer of 2-periodic graphite. (c) Three
non-adjacent layers of the edge-straightened framework are highlighted, forming a
Brunnian entanglement. There are multiple distinct ways of choosing three such layers.
Images by Myf Evans.
by the creation of creatively interlinked hcp nets and others. The interweaving of edges
on the tritorus leads to the same interweaving on the TPMS’s, while the similarity
between vertex ravels and Brunnian links has led to a situation where many of the
frameworks that are formed are layers linked together by Brunnian entanglements.
Chapter 5
Conclusion
In the space between topology and geometry, rich structures can flourish. For systems
that are built out of strands, the richness of structure can manifest as entanglement, as
edges wrap around each other and themselves. In the absence of an orderly guiding
force and the presence of a random buffeting force, entanglement happens almost all
the time. This has been shown from a variety of perspectives, including tumbling
a length of rope in a box with almost inevitable formation of knots under the right
conditions [53], to an analysis of a random walk on a lattice in which it is shown that
almost all long-enough closed curves contain any given knot [146]. Another common
feature between these two studies is that when the situation is not stacked so heavily in
favour of tangling, but there is still some disorder, then only simpler knots emerge. This
is an important result in a natural and chemical context, as it highlights the relevance
of systems with limited levels of complexity.
In this thesis I have developed a variety of such tangled structures with a small
and controlled level of entanglement. These structures take several forms, as described
below. I generate a variety of tangled structures, but more importantly I also describe
the processes to generate these structures and others like them. Using the methods in
this thesis it is possible to introduce different types of entanglement into an untangled
or less-tangled structure, as well as understand and analyse such tangled structures.
In Chapter Two I show how to introduce a limited amount of entanglement into a
planar graph by embedding the graph on a torus without crossings. Untangled varieties
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of planar graphs can be embedded on the sphere, so the significance of the torus as the
embedding substrate for the planar graph is that the hole in the centre of the torus
allows the passage of edges from one part of the graph to another, in a way that is
not possible in a spherical embedding. A family of tori can be defined by their genus,
which is precisely the number of extra holes that they have compared to a sphere. Each
additional hole that is added to the torus increases the freedom of edges to wrap around
each other and themselves, increasing the level of entanglement possible. Thus in
comparison to the bitorus (2 holes), tritorus (3 holes) and other tori with higher genus,
the standard torus with just one hole enables the most limited amount of entanglement.
The presence, but limited scope, of entanglement in torus-embedded structures is
best shown in the graphs of polyhedra. Polyhedral graphs (i.e. graphs of the vertices
and edges of a polyhedron) are planar, simple and 3-connected. These properties of the
graphs make them ideal examples to use to demonstrate tangling via torus embeddings.
The planarity indicates that the graph could embed on the sphere (in the form of
the standard polyhedra), so a torus embedding introduces new entanglement options.
Being simple and 3-connected indicates that there are no extraneous vertices or edges
‘decorating’ the graph that could be distractions to the analysis of the entanglement
of the structure. With this in mind, the Platonic polyhedra – the tetrahedron, cube,
octahedron, dodecahedron and icosahedron – were chosen to be examples of the kinds
of entanglement that a torus embedding can bring to a planar graph.
Using the method of Chapter Two, the toroidal polyhedra can be tangled to contain
knots and links. These knots and links are necessarily limited to being torus knots
and torus links, which are a simple class of knots and links. It is the restriction to
these simple entanglements that limits the entanglement in a torus embedded graph.
Different tilings of each polyhedron on the torus allow different combinations of knots
and links to be present. The tangling of the polyhedra with these knots and/or links
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has several consequences for the properties of the toroidal structures. Even when
freed from the surface of the torus, but with edges prohibited from passing through
one another, the graph embeddings – now known as ‘isotopes’ because they are free
to explore all the isotopies available to them – still have several differences between
their possible configurations and the untangled (i.e. sphere embedded) polyhedra. The
first difference is a reduction in symmetry, with the tangled toroidal structures unable
to match the high levels of symmetry of the regular polyhedra. The second is the
unavoidable introduction of chirality into the structure.
Chapter Three proves that tangled toroidal polyhedra must be chiral. All three
of these terms, ‘tangled’, ‘toroidal’ and ‘polyhedra’, are vital to the proof. Untangled
isotopes can take the same configuration as their sphere-embedded source, while all the
properties of a polyhedral graph (discussed above and in the text) are vital to ensure
chirality. Equally, the single-holed nature of a regular torus is essential to the presence
of chirality. The limitation to torus knots and torus links as potential entanglement
modes in these structures is key to the proof of their chirality. Other more complex
entanglement modes could exist in a tangled structure if the allowed genus of the
embedding surface was higher than one, e.g. if the torus was replaced by a bitorus.
Simple examples of these kinds of entanglement which could be present include non-
torus knots and links, but there are other quite distinct possibilities such as the novel
entanglement mode introduced in this thesis known as ravels.
Ravels are discussed in Chapter Four and are the second family of entanglement
introduced in this thesis. They are a type of entanglement independent of knots and
links. While knots and links are entanglements of loops, and thus entanglements of
cycles in an embedded graph, ravels cannot exist in cycles and instead are anchored at
vertices of the graph with at least three attached edges. The simplest kind of ravel is a
vertex ravel, which is a particular type of weaving of edges in the immediate vicinity
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of its anchoring vertex.
Just as knot theory demands that a knot be tied in a closed loop in order to be
amenable to analysis (so the strand can’t be manipulated to make the knot come undone
e.g. by sliding the knot off the end of the strand), the analysis of ravels requires
that other elements of the graph are present, enough to prevent the ends of the ravel
sliding through the loops of the other edges that are holding them in their entangled
configuration. The simplest and most general way to do this for a vertex ravel is to
bring all the edges together at a second point, forming a theta graph. This configuration
can ‘lock in’ the ravelled entanglement around a vertex, or at least between the two
vertices. A vertex ravel in a three-edged theta graph can embed on a bitorus, but not
a standard torus, indicating that it is an entanglement motif that is not available to the
torus embedded polyhedra considered earlier.
Other more complex ravels, known as wandering ravels and polytropic ravels are
also introduced, and they are free to travel away from the vicinity of their anchoring
vertex (or vertices). Despite their large scope, they also introduce no knots or links
into a graph embedding. Wandering ravels have the form of a circuit in space, and so
may do similar things to any other circuit in space. Thus a wandering ravel can have a
knotted form – still without introducing any knots or links into the underlying graph –
and two or more wandering ravels can be linked – also without introducing any knots
or links into the underlying graph.
Polytropic ravels are even more remarkable. With only the minor encumbrance of
needing to connect to their anchor vertex at some place, and despite existing within a
graph embedding, they themselves can possess all the properties of a graph embedding.
Polytropic ravels trace out trajectories through space (analagous to the edges of a graph
embedding), they have meta-vertices where the paths of the ravel branch, and the edges
can end without looping back (like a degree-one vertex). In this way they are a meta-
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graph embedding. Despite having such an extensive scope, being a type of ravel,
polytropic ravels introduce no new knots or links into the underlying graph.
The toroidal embeddings and the ravels both provide a way to introduce entangle-
ment into periodic structures. It is common in crystallography to consider appropriate
assemblies of atoms as polyhedra, to better understand the overall structure. In these
‘augmented’ structures, standard polyhedra can be replaced with tangled toroidal
polyhedra without effecting the connectivity of the crystal, introducing a controlled
level of entanglement into the structure. Alternatively, if the edges are flexible enough,
parts of an untangled structure can be replaced with ravelled variants.
The embedding of a vertex ravel onto the tritorus opens a door into a deeper way
of generating tangled structures in E3. The tritorus embedding maps onto a TPMS in
a natural way, and the ravel can generate a triply periodic structure by following this
mapping. The use of an embedded theta graph as the starting point of this process
restricts the repeating pattern in E3 to those structures that have the theta graph as
their translational quotient graph [46, 47]. In combination with the symmetry of
the TPMS’s considered, this results in the graph structure of all 3-periodic nets so
generated being either hcp nets or translationally repeating theta graphs. The idea of
embedding ravelled theta graphs has been taken further since the work presented in
this thesis, generating a huge variety of deeply entangled structures [74].
Applications
The primary anticipated application of the minimally entangled structures and motifs
in this thesis is in the area of chemistry. Direct applications of each kind of structure
are described in the body of the text, in sections 2.9, 3.8 and 4.6. Entangled
structures are already studied by chemists. Molecular and extended framework
materials, from proteins to catenanes and metal-organic frameworks, can assume
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knotted configurations in their bonding networks (the chemical graph). Organic
chemists are aware of the possibility of entangled or knotted embeddings of finite
molecular graphs in 3-space and this has provoked interesting explorations on the
part of knot theorists of the role of knotted and linked cycles in molecular chirality
[30, 143, 165].
The structures in this thesis open the doors to a tantalising new class of chiral finite
graphs that offer a substantial challenge to the organic synthetic chemist. Vertex ravels
have been synthesised and identified by Li et al. [9], but their creation was not targeted.
The targeted synthesis of both toroidal polyhedra and ravel-containing structures is
akin to the syntheses of knotted organic species [31, 32, 33, 40, 41]. Can the simplest
toroidal cubes or tetrahedra from Chapter Two, or the simplest vertex ravels (shown in
Figure 4.17) be deliberately realised as molecules?
However, the implications of ravels go beyond that challenge. Vertex ravels may
well be found in extended molecular frameworks, such as MOF’s, in the future. The
method of section 4.8 shows how triply periodic structures can be generated by ravels,
and the generalisations of this method by Evans et al. [74] has produced a family
of entangled structures which may be found in MOF’s and other extended molecular
frameworks.
Lastly, the simple acknowledgement of ravels as an entanglement mechanism
means that a complete analysis of entanglement in graphs such as biochemical graphs,
including proteins and DNA-protein complexes, must be broadened to embrace ravels
as well as knots and links.
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