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Abstract
The Lefschetz and the Nielsen periodic point theorems are developed for compact absorbing
contractions on ANRs. These results are reformulated in terms of discrete multivalued semi-
dynamical systems. They are also applied to Carathéodory differential inclusions on tori for obtaining
the existence and multiplicity results for boundary value problems.
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1. Introduction
Periodic points of mappings are fixed-points of their iterates. It can apparently happen
that after several iterates some new periodic points appear which are not fixed-points of the
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former iterates. Since the fixed-point techniques are often insufficient to deal appropriately
with periodic points, specific approaches should be developed for this purpose.
Periodic point problems were systematically studied since the beginning of fiftieths
(see, e.g., [6–12,14,16,18–20,22–39]). Various methods were employed for obtaining
the existence and the multiplicity results, when using the homotopic invariants like the
Lefschetz number (see, e.g., [6,19]), the fixed-point index or the Conley index (see,
e.g., [27,35,36,32]), the Nielsen number (see, e.g., [8,14]), etc. So far, only single-valued
maps have been practically treated (for few exceptions, see [2,1]).
In our paper, we are interested in the multivalued case. However, also in the single-valu-
ed case some of our results are new. Following the (single-valued) ideas of Bowszyc [6], we
obtain by means of the generalized Lefschetz number an existence periodic point theorem,
jointly with its relative version, for so-called compact absorbing contractions on metric
ANR-spaces. These maps are not necessarily compact, but they have only a certain amount
of compactness.
For the lower estimate of the number of periodic points with a minimal period, it is
convenient to consider the associated periodic orbits, as already pointed out in [2]. Defining
the generalized Nielsen number for the irreducible essential periodic orbits on compact
ANR-spaces, we are able to formulate a multiplicity periodic point theorem.
The obtained results can be easily reformulated in terms of multivalued discrete
dynamical systems. On tori, the computation of the Lefschetz, and especially the Nielsen
number, become much easier. Therefore, our applications are just related to Carathéodory
differential inclusions on tori. We also add two illustrating examples.
For fixed-points, the noncompact as well as the relative versions of the multivalued
Nielsen theory have been already developed by ourselves in [4,5]. In the single-valued case,
the relative versions of the Nielsen theory for periodic points were obtained in [21,24]. So,
it is also quite natural to treat the noncompact and the relative versions of the multivalued
Nielsen theory for periodic points. This will be considered by ourselves elsewhere.
2. Compact absorbing contractions
All topological spaces are assumed to be metric. A space X is called an absolute
neighbourhood retract (absolute retract) if, for any space Y and any closed subset B ⊂ Y ,
any continuous map f :B→X has a continuous extension over any neighbourhood U of
B in Y (over Y ) f˜ :U →X (f˜ :Y →X), where f˜ (x)= f (x), for every x ∈B . We let:
X ∈ ANR ⇐⇒ X is an absolute neighbourhood retract,
X ∈ AR ⇐⇒ X is an absolute retract.
Of course, if X ∈AR, then X ∈ ANR.
A continuous map p :Y →X is called Vietoris, when:
(i) p is onto, i.e., p(Y )=X,
(ii) p is proper, i.e., p−1(K) is compact, for every compact K ⊂X,
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(iii) p−1(x) is an acyclic set, for every x ∈X, where acyclicity is understood in the sense
of ˇCech homology functor with compact carriers and coefficients in the field Q of
rationals (for details, see [17]).
The symbol p :Y 
⇒ X (or Y p
⇒ X) is reserved for Vietoris maps. Note, that the
composition of two Vietoris maps is a Vietoris map, too (see [17]).
For given two pairs of metric spaces (X,A) and (Y,B), by a map f : (X,A)→ (Y,B),
we understand a continuous map from X to Y such that f (A)⊂ B .
If f : (X,A)→ (Y,B) is a map of pairs, then we denote by fX :X→ Y and fA :A→B
the induced mappings by f , i.e., fX(x) = f (x) and fA(x) = f (x), for every x ∈ X and
x ∈A, respectively.
A map p : (Y,B) → (X,A) is called a Vietoris map of pairs if B = p−1(A) and
pY : Y 
⇒X is Vietoris. Then also pB :B 
⇒A is Vietoris.
Similarly as above, we reserve the symbol
p : (Y,B)
⇒ (X,A)
for Vietoris maps of pairs.
In what follows, by a multivalued map ϕ :X Y we understand a map such that, for
every x ∈ X, the values ϕ(x) are compact nonempty subsets of Y . A map (ϕ :X Y is
called u.s.c. (l.s.c.) if, for every open U ⊂ Y , the set:{
x ∈X | ϕ(x)⊂U} ({x ∈X | ϕ(x)∩U = ∅})
is open. An u.s.c. map ϕ :X Y is called compact if there exists a compact subset K ⊂ Y
such that
ϕ(X)=
⋃
x∈X
ϕ(x)⊂K,
ϕ is called locally compact if, for every x ∈X, there exists an open neighbourhood Ux of
x in X such that the restriction ϕ˜ :Ux  Y of ϕ to Ux is a compact map.
Assume that we have a diagram:
X
p⇐
 Γ q−→ Y
in which q is a continuous map. The above diagram induces a multivalued map ϕ =
ϕ(p,q) :X Y by the following formula:
ϕ(x)= q(p−1(x)), for every x ∈X.
It is easy to see (cf. [17]) that ϕ(p,q) is an u.s.c. map. Moreover, ϕ(p,q) is compact,
whenever q is a compact map, i.e., q(Γ ) is contained in a compact subset K ⊂ Y .
We shall identify the pair (p, q) with the induced map ϕ(p,q) and we call it an
admissible map (cf. [17]).
The following two notations are equivalent:
X
p⇐
 Γ q−→ Y and (p, q) :X Y.
Consider a multivalued map (p, q) :X X. Denoting the sets of coincident points and
fixed-points as
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C(p,q)= {z ∈ Γ | p(z)= q(z)},
Fix(p, q)= {x ∈X | x ∈ q(p−1(x))},
we have:
Proposition 2.1. p(C(p,q)) = Fix(p, q). In particular, C(p,q) = ∅ if and only if
Fix(p, q) = ∅.
If ϕ :X → Y and Ψ :Y → Z are two multivalued mappings, then the composition
ψ ◦ ϕ :X→ Z of ϕ and ψ is a multivalued map defined by:
(ψ ◦ ϕ)(x)=
⋃
y∈ϕ(x)
ψ(y).
It is well known (see [17]) that the composition of admissible maps is admissible. In
particular, for iterates, the respective construction is briefly presented below.
For a given admissible map (p, q) :X  X, by (p, q)n :X  X we denote its nth
iterate, i.e.,
(p, q)n = (p, q) ◦ . . . ◦ (p, q)︸ ︷︷ ︸
n-times
, n= 1,2, . . . .
Obviously, (p, q)1 = (p, q).
Recall that for given two pairs:
X
p⇐
 Γ q−→ Y p1⇐
 Γ1 q1−→ Z
we define its composition as a pair
X
p¯⇐
 Γ q¯−→ Z,
where Γ = {(u, v) ∈ Γ × Γ1 | q(u) = p1(v)} and p¯(u, v) = p(u), q¯(u, v) = q1(v) (for
details, see [17]). Then p¯ is a fiber product or a pullback of p1 and q .
Evidently, if ϕ :X→ Y is an acyclic map, then Γ = Γϕ = {(x, y) ∈X × Y | y ∈ ϕ(x)}
and p :Γϕ →X, q :Γϕ → Y are natural projections.
Note that the class of admissible maps is quite large, in particular, it contains acyclic
mappings and their compositions.
Definition 2.2 (cf. [15]). An admissible map (p, q) :XX is called a compact absorbing
contraction (written (p, q) ∈ CAC(X)) if:
(2.2.1) there exists an open subset U ⊂X such that the restriction (˜p, q) :U  U of (p, q)
to the pair (U,U) is a compact map, where (˜p, q)= (p˜, q˜) and p˜ :p−1(U)→X,
p˜(x)= p(x), q˜ :p−1(U)→U , q˜(x)= q(x), for every x ∈ p−1(U),
(2.2.2) for every x ∈X, there exists n= n(x) such that (p, q)n(x)⊂ U .
From (2.2.2) follows that U absorbs compact sets, i.e., for any compact set K ⊂X there
exists n such that (p, q)n(K) ⊂ U . Therefore, we are calling the considered mappings
“compact absorbing contractions”.
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Let us note that the class of compact absorbing contractions contains compact,
eventually compact, asymptotically compact and compact attraction mappings, provided
they are locally compact (for more details, see [15] or [17]).
We also consider multivalued mappings of pairs. Namely, a diagram
(X,A)
p⇐
 (Γ,Γ0) q−→ (Y,B)
is called an admissible map of pairs. We shall denote it as follows:
(p, q) : (X,A) (Y,B).
Then
(p, q)X = (pΓ , qΓ ) :X Y
and
(p, q)A = (pΓ0, qΓ0) :X B
are induced mappings by (p, q).
Definition 2.3. An admissible map (p, q) : (X,A)  (Y,B) is compact (a compact
absorbing contraction) if both (p, q)X and (p, q)A are compact (compact absorbing
contractions).
Let ϕ :XX be a multivalued map. A point x ∈X is called a periodic point for ϕ with
period n if x ∈ ϕn(x).
Let us recall that if p :Γ 
⇒ X is a Vietoris map, then the induced linear map on the
ˇCech homology p∗ :H(Γ )→H(X) is an isomorphism (see [17], for details). The above
result allows us to define for any pair:
X
p⇐
 Γ q−→ Y
the induced linear map:
(p, q)∗ :H(X)→H(Y)
as follows:
(p, q)∗ = q∗ ◦ p−1∗ .
Note that if p = idX and q = f :X → Y , then (p, q)∗ = f∗. We would also like to
add that two pairs (p, q), (p˜, q˜) :X→ Y are called homotopic, whenever there exists a
commutative diagram:
X
i0
Γ
p
f
q
X× [0,1] Γp¯ q¯ Y
X
ji
Γ˜
p˜
q
q˜
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in which i0(x)= (x,0), j1(x)= (x,1) and f,q are continuous (see [17] or [3] or [15], for
details). We shall use the symbol
(p, q)∼ (p˜, q˜)
for homotopic pairs. If (p, q)∼ (p˜, q˜), then:
(p, q)∗ =
(
p˜, q˜
)
∗.
In other words, the functor H of the ˇCech homology with compact carriers extends to
admissible multivalued mappings (cf. [17]). Of course, any continuous single-valued map
is admissible. In particular, the identity idx over X is admissible. Since H is a functor,
iterates are transformed onto iterates.
3. Homological invariants
In this section, we shall define homological invariants for admissible mappings which
will guarantee the existence of periodic points.
We shall start with some algebraic operators. We recall that, for an endomorphism
ϕ :E → E of a vector space E (over Q), we let ϕ˜ : E˜ → E˜ be induced by ϕ on
E˜ = E/N(ϕ), where N(ϕ) =⋃∞n=0 kerϕn; ϕ is called a Leray endomorphism, provided
dim E˜ <+∞.
For a Leray endomorphism ϕ :E→E, the map ϕ˜ : E˜→ E˜ is an automorphism and we
denote by w(ϕ) the characteristic polynomial of ϕ˜ (see [13] or [6], for details).
Since N(ϕ)=N(ϕn), we have:
(3.1) ϕ is a Leray endomorphism if and only if ϕn is a Leray endomorphism.
Assume that ϕ = {ϕq} is an endomorphism of a graded vector space E = {Eq}; ϕ
is called a Leray endomorphism of graded vector spaces if ϕq :Eq → Eq is a Leray
endomorphism, for every q, and E˜q = 0, for almost all q .
Recall (see [13] or [6]) that if ϕ = {ϕq} is a Leray endomorphism, then the Lefschetz
number Λ(ϕ) of ϕ is defined as follows:
Λ(ϕ)=
∑
q
(−1)q tr(ϕ˜q),
where tr(ϕ˜q) is the trace of ϕ˜q and the Euler characteristic χ(ϕ) of ϕ is defined by:
χ(ϕ)= χ(E˜)=∑
q
(−1)q dim(E˜q).
Now, from (3.1) immediately follows
(3.2) ϕ = {ϕq} is a Leray endomorphism if and only if ϕn = {ϕnq } is a Leray endomorphism
and in that case χ(ϕ)= χ(ϕn).
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Let Q{x} denote the integral domain consisting of all formed power series:
a0 + a1x + a2x2 + · · · =
∞∑
n=0
anx
n
with coefficients an ∈ Q. Then Q{x} contains the polynomial ring Q[x], the field Q
and 1 ∈Q.
Definition 3.3 [6,13]. The Lefschetz power series L(ϕ) of a Leray endomorphism ϕ = {ϕq}
is an element of Q{x} defined by
L(ϕ)= χ(ϕ)+
∞∑
n=1
Λ
(
ϕn
)
xn =
∞∑
n=0
λ
(
ϕ˜n
)
xn,
where λ(ϕ˜n) stands for the ordinary Lefschetz number of ϕ˜n.
We have the following (see [6])
Proposition 3.4. The Lefschetz power series L(ϕ) of ϕ admits a representation of the form:
L(ϕ)= u · v−1,
where u and v are relatively prime polynomials with degu < degv (u = 0).
Proposition 3.4 allows us to define an algebraic invariant P(ϕ) of a Leray endomor-
phism ϕ = {ϕq} to be the degree of the polynomial v, i.e.,
P(ϕ)= degv,
where L(ϕ)= u · v−1.
We shall summarize our considerations in the following:
Proposition 3.5 (see [6] or [13]). Let ϕ = {ϕq} be a Leray endomorphism. Then we have:
(3.5.1) χ(ϕ) = 0 implies P(ϕ) = 0;
(3.5.2) P(ϕ) = 0 if and only if Λ(ϕn) = 0, for some natural n;
(3.5.3) P(ϕ)= k = 0, then for any natural m, one of the coefficients
Λ
(
ϕm+1
)
,Λ
(
ϕm+2
)
, . . . ,Λ
(
ϕm+k
)
is different from zero.
We recall that an admissible map (p, q) :X X ((p, q) : (X,A) (X,A)) is called
a Lefschetz map if (p, q)∗ :H(X)→ H(X) ((p, q)∗ :H(X,A)→ H(X,A)) is a Leray
endomorphism (see [17] for details). We shall consider admissible maps of the form
(p, q) :X X, for simplicity, but all formulations remain the same for pairs of spaces.
We let:
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Λ(p,q)=Λ((p, q)∗),
χ(p, q)= χ((p, q)∗),
L(p,q)= L((p, q)∗),
P (p,q)= P ((p, q)∗),
whenever (p, q) is a Lefschetz map.
Then statement 3.2 can be formulated as follows:
Proposition 3.6. When ϕ = (p, q) :XX is a Lefschetz map, then so is every iterate ϕn
of ϕ and we have that:
χ(p,q)= χ((p, q)n).
Finally, the preceding discussion can be summarized as follows (cf. Proposition 3.5).
Theorem 3.7. Let (p, q) :XX be a Lefschetz map. We have:
(3.7.1) χ(p,q) = 0 implies P(p,q) = 0;
(3.7.2) P(p,q) = 0 if and only if Λ((p,q)n) = 0, for some natural n;
(3.7.3) P(p,q)= k = 0 implies that, for any natural m, at least one of the coefficients
Λ
(
(p, q)m+1
)
,Λ
(
(p, q)m+2
)
, . . . ,Λ
(
(p, q)m+k
)
of the series L(p,q) must be different from zero.
4. Existence of periodic points
In this section, we shall apply Theorem 3.7 to demonstrate the existence of periodic
points. At first, we shall recall two fixed-point theorems.
In [15], it is proved:
Theorem 4.1. If X ∈ ANR and (p, q) ∈ CAC(X), then the generalized Lefschetz number
Λ(p,q) of (p, q) is well-defined and Λ(p,q) = 0 implies that Fix(p, q) = ∅.
Theorem 4.1 is taken up in [5] to the following
Theorem 4.2 (The Lefschetz fixed-point theorem for pairs of spaces). LetX,A∈ANR such
that A⊂X and (p, q) : (X,A) (X,A) be an admissible compact absorbing contraction
mapping on pairs. Then
(4.2.1) the generalized Lefschetz number Λ(p,q) of (p, q) is well-defined, and
(4.2.2) Λ(p,q) = 0 implies Fix(p, q) ∩ X \A = ∅, where X \A denotes the closure of
X \A in X.
Now, we are able to prove
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Theorem 4.3 (Periodic point theorem). Let X ∈ ANR and (p, q) :X  X be a CAC-
map. If χ(p,q) = 0 or P(p,q) = 0, then (p, q) has an n-periodic point, for some
m+ 1 nm+ P(p,q) and an arbitrary natural m 1.
Proof. It follows from Theorem 4.1 that (p, q) is a Lefschetz map. Consequently, χ(p,q)
and P(p,q) are well-defined. In view of Theorem 3.7, it is sufficient to assume that
P(p,q) = 0.
Applying (3.7.3), for any m 1, we get n such that m nm+P(p,q) and such that
Λ((p,q)n) = 0. Since the composition of CAC-maps is a CAC map again, we can apply
Theorem 4.1 to (p, q)n, and we get Fix((p, q)n) = ∅. Of course, any x ∈ Fix((p, q)n) is
an n-periodic point, for (p, q), and the proof is completed. ✷
If we use Theorem 4.2, instead of Theorem 4.1, we get
Theorem 4.4 (Relative periodic point theorem). Let X,A ∈ ANR such that A ⊂ X and
(p, q) : (X,A) (X,A) be a CAC-map on pairs. If χ(p,q) = 0 or P(p,q) = 0, then
(p, q) has an n-periodic point in X \A, for some m + 1  n  m + P(p,q) and an
arbitrary natural m 1.
The proof of Theorem 4.4 is quite analogous to the proof of Theorem 4.3.
Remark 4.5. It can be easily checked that χ(p,q) as well as P(p,q) are homotopic
invariants.
5. Periodic coincidences
Consider a pair:
X
p⇐
 Γ q−→X.
A sequence of points (z1, . . . , zk), satisfying zi ∈ Γ, i = 1, . . . , k, q(zi) = p(zi+1), i =
1, . . . , k − 1, q(zk)= p(z1), will be called a k-periodic orbit of coincidences for the pair
(p, q).
Let us note that, for (p, q)= (idX,f ), a k-periodic orbit of coincidences equals the orbit
of periodic points for f . In what follows, we shall consider periodic orbits of coincidences
with the fixed first element (z1, . . . , zk), unless otherwise stated. Then (z2, z3, . . . , zk, z1)
is considered as another periodic orbit. We say that two orbits (z1, . . . , zk), (z′1, . . . , z′k) are
cyclically equal if(
z′1, . . . , z′k
)= (zl, . . . , zk; z1, . . . , zl−1) for an l = 1, . . . , k.
Otherwise, we call them cyclically different. Let us also note that, in the single-valued
case, a k-periodic point x determines the whole orbit {x,f x,f 2x, . . . , f k−1x}, but for a
multi-valued map X p⇐
 Γ q−→X, there can be distinct orbits starting from a given z1 (the
second element z2 satisfies only z2 ∈ q−1(pz1), so it may be not uniquely determined).
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Let us denote Γk = {(z1, . . . , zk); zi ∈ Γ, qzi = pzi+1, i = 1, . . . , k−1}. We define the
maps pk, qk :Γk →X by the formulae pk(z1, . . . , zk)= p(z1), qk(z1, . . . , zk)= q(zk).
Remark 5.1. A sequence of points (z1, . . . , zk) ∈ Γk is an orbit of coincidences if and only
if (z1, . . . , zk) ∈ C(pk, qk).
Thus, the study of k-periodic orbits of coincidences reduces to the coincidences of the
pair X pk←− Γk qk−→ X. In this paper, we shall try to find an estimation of the number of
k-orbits of coincidences of the pair (p, q). We shall do this by generalizing the Nielsen
theory for periodic points from Section III in [8]. However, to lift the multi-valued map
X
p⇐
 Γ q−→ X to covering spaces, we need the following assumption. Let X be a
compact ANR and let pX : X˜→X denote a fixed universal covering (cf. [3]).
(A) p :Γ 
⇒ X is a Vietoris map and there exists a map q˜ making the following
commutative diagram
X˜
pX
Γ˜
p˜
pΓ
q˜
X˜
pX
X Γ
pk q
X
(Γ˜ = {(x˜, z) ∈ X˜ × Γ ; pX(x˜) = p(z)} is the pullback with natural projections
p˜(x˜, z)= x˜, pΓ (x˜, z)= z).
We assume that (p, q) satisfies (A) and we fix such a lift q˜ .
Remark 5.2. In [3], in assumption (A), we used a condition which implies the above
condition (A). However, the whole theory in [3] works under the present (A) as well.
Lemma 5.3. If (p, q) satisfies (A), then so does (pk, qk).
Proof. We prove that pk :Γk → X is Vietoris. In fact, we note that pk equals the
composition Γk
rk−→ Γk−1 rk−1−→ · · · r2−→ Γ1 p−→ X, where ri (z1, . . . , zi) = (z1, . . . , zi−1).
Now, each ri is Vietoris, because
r−1i
(
z01, . . . , z
0
i−1
)= {(z01, . . . , z0i−1, zi); p(zi)= q(z0i−1)}≈ p−1(q(z0i−1))
is acyclic. Thus, pk is Vietoris as the composition of Vietoris maps.
It remains to prove that (pk, qk) admits a lift to covering spaces. Let us denote
Γ˜k = {(x˜, (z1, . . . , zk)) ∈ X˜ × Γk; pX(x˜)= pk(z1, . . . , zk)} the standard pullback making
the diagram
X˜
pX
Γ˜k
p˜k
pΓk
X Γk
pk
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commutative with p˜k(x˜, (z1, . . . , zk))= x˜, pΓk (x˜, (z1, . . . , zk))= (z1, . . . , zk).
Now, it is possible to give a formula of the required lift q˜k . However, it will be more
convenient to replace the above pullback by another (isomorphic) diagram and then to
define an appropriate lift (denoted by q¯k).
We show that the above diagram is isomorphic to the diagram
X˜
pX
Γkp¯k
pΓk
X Γk
pk
where Γk = {(z¯1, . . . , z¯k); z¯i ∈ Γ˜ (i = 1, . . . , k) q˜z¯i = p˜z¯i+1 (i = 1, . . . , k − 1)},
pΓk (z¯1, . . . , z¯k)= (pΓ (z¯1), . . . , pΓ (z¯k)) and p¯k(z¯1, . . . , z¯k)= p˜z¯1.
More precisely, we show that there exists a bijective map ϕ : Γ˜k → ϕ : Γ˜k making the
following diagram commutative:
Γ˜k
p˜k
pΓk
ϕ
X˜
pX
Γ˜k
p˜k
pΓk
X Γkpk
This will follow from the following lemma. Thus, in the sequel, we can consider, instead
of the first diagram, the second one which turns out to be more convenient in calculations.
Lemma 5.4. For any point (x˜, (z1, . . . , zk)) ∈ Γ˜k , there exists a unique point (z¯1, . . . , z¯k) ∈Γk satisfying p˜(z¯1) = x˜ and pΓ (z¯i ) = zi (i = 1, . . . , k). The map ϕ : Γ˜k → Γk given by
this correspondence (ϕ(x˜; z1, . . . , zk))= (z¯1, . . . , z¯k)) is a bijection for which the second
diagram commutes. The opposite mapψ : Γk → Γ˜k is given by the formulaψ(z¯1, . . . , z¯k)=
(p˜z¯1;pΓ z¯1, . . . , pΓ z¯k).
Proof. We define (z¯1, . . . , z¯k) ∈ Γk by induction. Let z¯1 = (x˜, z1). Suppose that z¯i is
already defined. We put z¯i+1 = (q˜(z¯i), zi+1). Then, we check:
(1) z¯i+1 ∈ Γ˜ .
This follows from pX(q˜(z¯i ))= qpΓ (z¯i )= q(zi)= p(zi+1).
(2) (z¯1, . . . , z¯k) ∈ Γk .
This follows from the equalities p˜(z¯i+1)= p˜(q˜(z¯i ), zi+1)= q˜(z¯i).
The sequence is unique, because pΓ (z¯i) = zi is determined by the given sequence
(z1, . . . , zk) and p˜(z¯i)= q˜(z¯i−1) is determined by the preceding element z¯i−1.
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One easily checks that the map ψ is well-defined and ϕψ and ψϕ are the identities. It
remains to check that the diagram commutes, i.e., pΓkϕ = pΓk and p¯kϕ = p˜k.
But pΓkϕ(x˜, (z1, . . . , zk))= pΓk (z¯1, . . . , z¯k)= (z1, . . . , zk)= pΓk (x˜, (z1, . . . , zk)) and,
moreover,
p¯kϕ
(
x˜, (z1, . . . , zk)
) = p¯k(z¯1, . . . , z¯k)= p˜(z¯1)= x˜
= p˜k(x˜,
(
z1, . . . , zk)
)
. ✷
Proof of Lemma 5.3 (continued). By the above, we may consider (in the pullback dia-
gram) Γk, instead of Γ˜k . Now, the map q¯k : Γk → X˜ given by the formula q¯k(z¯1, . . . , z¯k)=
q˜(z¯k) makes the following diagram commutative:
X˜
pX
Γkp¯k
pΓk
q¯k
X˜
pX
X Γk
pk qk
X
✷
Lemma 5.5. If a multivalued map ϕ :X→X satisfies CAC, then so does ϕk .
6. Induced homomorphism q¯k!p¯!k
Let OX,OΓ ,OΓk denote the groups of transformations of coverings: X˜→X, Γ˜ → Γ
and Γk → Γk , respectively.
By the arguments in [3], the lifts p¯k , q¯k define homomorphisms p¯!k :OX → OΓk and
q¯k! :OΓk →OX by the commutative diagrams:
X˜
α
Γkp¯k
p¯!k(α)
X˜ Γkp¯k
Γk
α
q¯k
X˜
q¯k!(α)
Γk q¯k X˜
Hence, we can define the action of OX on itself by the formula α ◦ β = α · β ·
[(q¯k)!(p¯k)!(α−1)]. The quotient set will be called the set of Reidemeister classes and will
be denoted by R(p¯k, q¯k) (cf. [5]). Notice that the lifts p¯k, q¯k, are fixed, because the lifts
p˜k, q˜k were fixed. The composition (q¯k)!(p¯k)! is a generalization of the homomorphism
ρ# :OX → OX induced by a (single-valued) map ρ :X → X (or, equivalently, to the
homomorphism of the fundamental group ρ# :π1X→ π1X). In fact, if (p, q) represents a
single-valued map ρ (i.e., ρ(x)= qp−1(x)), then ρ# = q!p! [3,4].
Lemma 6.1. Let α ∈ OX and let (z¯1, . . . , z¯k) ∈ Γk , z¯i = (x˜i , zi ). Let us denote
p¯!k(α)(z¯1, . . . , z¯k)= (z¯′1, . . . , z¯′k), where z¯′i = (x˜ ′i , zi ). Then
x˜ ′i =
[
q˜!p˜!
]i−1
(α)(x˜i ).
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Conversely, if (z¯1, . . . , z¯k), (z¯′1, . . . , z¯′k) ∈ Γk satisfy the above equality, then
p¯!k(α)(z¯1, . . . , z¯k)=
(
z¯′1, . . . , z¯′k
)
.
Proof. It is enough to show that the map Γk " (z¯1, . . . , z¯k)→ (z¯′1, . . . , z¯′k) ∈ Γk is
(1) well-defined, i.e. (z¯′1, . . . , z¯′k) ∈ Γk ;
(2) a natural transformation of the covering space; and
(3) the above diagram on the left commutes.
Ad. (1). We check that q˜(z¯′i )= p˜(z¯′i+1). We have:
q˜
(
z¯′i
) = q˜(([q˜!p˜!]i−1(α))(x˜i), zi)= q˜(p˜!([q˜!p˜!]i−1(α))(x˜i , zi))
= (q˜!p˜!([q˜!p˜!]i−1(α))q˜(x˜i , zi))= ([q˜!p˜!]i (α))(q˜(z¯i ))
= ([q˜!p˜!]i (α))p˜(z¯i+1)= ([q˜!p˜!]i (α))(x˜i+1)= x˜ ′i+1 = p˜(z¯′i+1).
Ad. (2). This follows from pΓ z¯i = zi = pΓ z¯′i .
Ad. (3).
p¯k
(
p¯!k(α)
)
(z¯1, . . . , z¯k) = p¯k
(
z¯′1, . . . , z¯′k
)= p˜(z¯′1)= x˜ ′1 = αx˜1
= αp˜(z¯1)= αp¯k(z¯1, . . . , z¯k). ✷
Corollary 6.2. (q¯k)!(p¯k)!(α)= [q¯!p¯!]k(α).
Proof. Let us notice that
q¯k
(
p¯!k(α)(z¯1, . . . , z¯k)
) = q¯k(z¯′1, . . . , z¯′k)= q˜(z¯′k)
= q˜([q˜!p˜!]k−1(α)(x˜k), zk)= q˜(p˜!([q˜!p˜!]k−1(α))(x˜k, zk))
= q˜!
(
p˜!
([
q˜!p˜!
]k−1
(α)
)
q˜(x˜k, zk)
)
= [q˜!p˜!]k(α)q¯k(z¯1, . . . , z¯k).
On the other hand, by the commutativity of the right diagram,
q¯k
(
p¯!k(α)(z¯1, . . . , z¯k)
)= q¯k!p¯!k(α)q¯k(z¯1, . . . , z¯k),
which proves the equality
(q¯k)!(p¯k)!(α)=
[
q˜!p˜!
]k
(α). ✷
Corollary 6.3. (q¯k)!(p¯k)! = [(q˜l)!(p˜l)!]k/ l for l|k.
Lemma 6.4. Let jk,l :C(pl, ql)→C(pk, qk), ik,lOX →OX be given by the formulae
jkl(z)= (z, . . . , z)︸ ︷︷ ︸
(k/ l)-times
,
ikl(α)= α
(
q¯!p¯!
)l
(α)
(
q¯!p¯!
)2l
(α) · · · (q¯!p¯!)(r−1)l(α).
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Then jkl(pΓl (C(p¯l, αq¯l)))⊂ pΓk (C(p¯k, ikl(α)q¯k)).
Proof. Let z¯ = (z¯1, . . . , z¯l) ∈ C(p¯l, αq¯l) and let z = pΓl (z¯). We define an element zˆ ∈
(Γ˜ )k for which we show that
(1) zˆ ∈ Γk ;
(2) zˆ ∈C(p¯k, ikl(α)q¯k);
(3) pΓk (zˆ)= jkl(pΓl (z¯)).
We define zˆ= (p!(γ1)z¯1, . . . , p!(γk)z¯k), where we put z¯j = z¯i , for i  l congruent to j
modulo l. Moreover, γi ∈OX are defined inductively as follows.
Let us denote, for the sake of simplicity, ρ = q˜!p˜!. We put γ1 = id and then, for i > 1,
if i does not divide l, then we put γi+1 = ρ(γi) and,
if i divides l, then we put γi+1 = ρ(γi)α−1.
Then the sequence γ1, . . . , γk is of the form
id, id, . . . , id;
α−1, ρ
(
α−1
)
, . . . , ρl−1
(
α−1
);
ρl
(
α−1
)
α−1, ρl+1
(
α−1
)
ρ
(
α−1
)
, . . . , ρ2l−1
(
α−1
)
ρl−1
(
α−1
);
. . .
ρ(r−2)l
(
α−1
)
ρ(r−3)l
(
α−1
) · · ·ρl(α−1)α−1, . . . ,
ρ(r−1)l−1
(
α−1
)
ρ(r−2)l−1
(
α−1
) · · ·ρl−1(α−1)
(in each line, there are l elements).
Ad. (1). To show that zˆ ∈ Γk, we check that q˜(p˜!(γi)z¯i) = p˜(p˜!(γi+1)z¯i+1). Let us
assume that i is not a multiplicity of l. Then
q˜
(
p˜!(γi)z¯i
) = q˜!p˜!(γi)q˜(z¯i)= q˜!p˜!(γi)p˜(z¯i+1)
= γi+1p˜(z¯i+1)= p˜
(
p˜!(γi+1)z¯i+1
)
.
Now, we suppose that i  l is a multiplicity of l. Then
q˜
(
p˜!(γi)z¯i
) = q˜!p˜!(γi)q˜(z¯i)= q˜!p˜!(γi)α−1p˜(z¯i+1)
= γi+1p˜(z¯i+1)= p˜
(
p˜!(γi+1)z¯i+1
)
.
Ad. (2). Now,
p˜!(γk)= p˜!
((
q˜!p˜!
)(r−1)l−1(
α−1
)(
q˜!p˜!
)(r−2)l−1(
α−1
) · · · (q˜!p˜!)l−1(α−1))
(see the form of γk given above).
Moreover, p¯k(zˆ)= p˜(z˜1) and
q¯k(zˆ) = q˜
(
p˜!(γk)z¯k
)= q˜!p˜!(γk)q˜(z¯k)
= q˜!(p˜!
[(
q˜!p˜!
)(r−1)l−1(
α−1
) · · · (q˜!p˜!)l−1(α−1)])q˜(z¯k)
= (q˜!p˜!)(r−1)l(α−1) · · · (q˜!p˜!)l(α−1)α−1p˜(z¯1).
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Thus,
α
(
q˜!p˜!
)l
(α) · · · (q˜!p˜!)(r−1)l(α)q¯k(zˆ)= p˜(z¯1),
and subsequently ikl(α)q¯k(zˆ)= p¯k(zˆ).
Ad. (3).
pΓk (zˆ) = pΓk
(
p¯!(γ1)z¯1, . . . , p¯!(γ¯k)z¯k
)= (z1, . . . , zl; . . . ; z1, . . . , zl)
= jkl(z1, . . . , zl)= jkl(z)= jkl
(
pΓl (z¯)
)
. ✷
7. Nielsen classes
In this part, we show that, as in the single-valued case, the set of periodic coincidences
splits into disjoint clopen subsets (Nielsen classes).
Since periodic coincidences are exactly coincidences of the map X pk⇐
 Γk qk−→X, we
may apply Lemma (2.8) from [3] to this map (and the covering X˜ p˜k⇐
 Γk q˜k−→ X˜).
Lemma 7.1. Let the multi-valued map X p⇐
 Γ q−→X satisfy (A). Then
(1) C(pk, qk)=⋃α∈OX pΓk (C(p¯k, αq¯k)).(2) If pΓk (C(p¯k, αq¯k))∩ pΓk (C(p¯k, α′q¯k)) = ∅, then [α] = [α′] ∈R(p¯k, q¯k).(3) If [α] = [α′] ∈R(p¯k, q¯k), then pΓk (C(p¯k, αq¯k))= pΓk (C(p¯k, α′q¯k)).
Thus, C(pk, qk)=⋃pΓ (C(p¯k, αq¯k)) is a disjoint sum, where the summation runs one α
from each Reidemeister class in R(p¯k, q¯k).
Thus, any Reidemeister class [α] determines a subset pΓk (C(p¯k, αq¯k)) which will be
called the Nielsen class. The set of all (nonempty) Nielsen classes will be denoted by
N (pk, qk). Thus, we have a natural injectionN (pk, qk)→R(pk, qk).
Let us notice that following [3], we can reformulate all the above, when replacing the
universal coveringpX : X˜→X by any finite regular covering; i.e., for any normal subgroup
H $OX of a finite index we take a covering pXH : X˜H →X determined by this group. This
allows us to define the spaces Γ˜H , Γ˜kH , ΓkH and the homomorphisms p˜!H , q˜!H , p¯!H , q¯!H .
This generalization works once we assume the condition
(AH) p :Γ 
⇒ X is a Vietoris map and there exists a map q˜H making the following
diagram commutative
X˜H
pXH
Γ˜H
p˜H
pΓH
q˜H
X˜H
pXH
X Γ
p q
X
Notice that (A) implies (AH) for any normal subgroup of a finite index H $OX .
In particular, Lemma 7.1 becomes
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Lemma 7.2. Let the multi-valued map X p⇐
 Γ q−→X satisfy (AH). Then
(1) C(pk, qk)=⋃α∈OXH pΓkH (C(p¯kH ,αq¯kH )).(2) If pΓkH (C(p¯kH ,αq¯kH ))∩ pΓkH (C(p¯kH ,α′q¯kH )) = ∅, then
[α] = [α′] ∈R(p¯kH , q¯kH ).
(3) If [α] = [α′] ∈R(p¯kH , q¯kH ), then pΓk (C(p¯k, αq¯k))= pΓk (C(p¯kH ,α′q¯kH )).
Thus, C(pk, qk)=⋃pΓ (C(p¯kH ,αq¯kH )) is a disjoint sum, where the summation runs one
α from each Reidemeister class from R(p¯kH , q¯kH ).
8. Essential classes
Since the spaces Γ˜ , Γk can be quite arbitrary, we are not able to follow the case of
polyhedra or ANRs to define essential classes. We have to follow [3]. We fix a normal
subgroup H $OX of a finite index satisfying q˜!p˜!(H)⊂H and we say that an H-Nielsen
class pΓ (C(p˜,αq˜)) is essential if Λ(p˜,αq˜) = 0. The last (Lefschetz) number is defined
since the map is CAC as the finite covering of (p, q).
Observe that we have a natural map
ν :R(pk, qk)→R(pk, qk)
given by ν[α] = [q˜!p˜!(α)]. One can check that this is well-defined and, moreover, νk[α] =
[q˜!p˜!(α)] = [α]. Hence, we get an action of Zk on R(pk, qk). We can talk about orbits of
Reidemeister classes. On the other hand, we define a map ν′ :C(pk, qk)→ C(pk, qk) by
ν′(z1, . . . , zk)= (z2, . . . , zn, z1).
Lemma 8.1. The following diagram commutes:
N (pk, qk) ν ′
µ
N (pk, qk)
µ
R(pk, qk) ν R(pk, qk)
where µ denotes the natural inclusion.
Proof. Let (z1, . . . , zk) ∈ C(pk, qk) be of the form (z1, . . . , zk) = pΓk (z¯1, . . . , z¯k), for an
(z¯1, . . . , z¯k) ∈ C(p¯k,αq¯k)⊂ Γk . Then, νµ([z1, . . . , zk])= ν(α)= [q˜!p˜!(α)].
On the other hand, ν′[z1, . . . , zk] = [z2, . . . , zk, z1]. Hence, it remains to show that
(z2, . . . , zk, z1) ∈ pΓk (C(p¯k, q¯!p¯!(α)q¯k)). But this is true since(
z¯2, . . . , z¯k, p˜
!(α−1)z¯1) ∈ C(p¯k, (q˜!p˜!(α))q¯k)
and
pΓk
(
z¯2, . . . , zk, p¯
!(α−1)z¯1)= (z2, . . . , zk, z1).
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Since the last equality is evident it remains to show the inclusion.
We notice that p¯k(z¯2, . . . , z¯k, p˜!(α−1)z¯1)= p˜z¯2 while(
q˜!p˜!(α)
)
q¯k
(
z¯2, . . . , z¯k, p˜
!(α−1)z¯1)
= ((q˜!p˜!(α))(q˜p˜!(α−1))z¯1)= ((q˜!p˜!(α))(q˜!p˜!(α−1))q˜z¯1)= q˜z¯1.
Now, the both sides are equal since (z1, . . . , zk) ∈ Γk . ✷
Corollary 8.2. The map jkl :C(pl, ql)→ C(pk, qk) sends the Nielsen class corresponding
to [α] ∈ R(p˜l, q˜l) to the Nielsen class corresponding to [ikl(α)] ∈ R(p˜k, q˜k). In other
words, the following diagram commutes
N (pl, ql) jkl N (pk, qk)
R(p¯l, q¯l) ikl R(p¯k, q¯k)
Corollary 8.3. If the Nielsen classes A, A′ ⊂ C(pk, qk) contain cyclically equal orbits
(x1, . . . , xk) ∈ A, (xi+1, . . . , xk;x1, . . . , xi) ∈ A′, then µ(A), µ(A′) belong to the same
orbit of the Reidemeister classes.
Proof. Since (xi+1, . . . , xk;x1, . . . , xi) = ν ′i (x1, . . . , xk), we have A′ = νi(A). Now,
µ(A′)= µν ′i (A)= νiµ(A). ✷
An orbit of the Reidemeister classes will be called essential if
Λ(p¯k,αq¯k) = 0,
for an α from this orbit. By the above lemma, the coincidence set is nonempty for the lift
corresponding to any Reidemeister class from an essential orbit.
9. Irreducible classes
The last corollary of Section 6 makes the following definitions consistent.
Definition 9.1. A k-orbit of coincidences (z1, . . . , zk) is called reducible if
(z1, . . . , zk)= jkl(z1, . . . , zl), for an l < k dividing k.
Definition 9.2. A Reidemeister class [α] ∈ R(p˜k, q˜k) is called reducible if it lies in the
image of ikl :R(p¯l, q˜l)→R(p¯k, q˜k), for an l < k dividing k.
Definition 9.3. An orbit of Reidemeister classes in R(p¯k, q˜k) is called reducible if it
contains a reducible element.
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Lemma 9.4. Let [α] ∈R(p¯k, q¯k) represent an essential irreducible orbit of Reidemeister
classes. Then pΓk (C(p¯k, αq¯k) = ∅. Moreover, if
(z1, . . . , zk) ∈ pΓk
(
C(p¯k,αq¯k)
)
,
then (z1, . . . , zk) = (z1, . . . , zl; z1, . . . , zl; z1, . . . , zl), for any l | k, l < k.
Proof. pΓk (C(p¯k, αq¯k)) = ∅ follows from the essentiality of [α] and Lemma 8.1.
Suppose that (z1, . . . , zk)= (z1, . . . , zl; z1, . . . , zl; z1, . . . , zl). Then
(z1, . . . , zl) ∈ C(pl, ql) and jkl(z1, . . . , zl)= (z1, . . . , zk).
Assume that
(z1, . . . , zl) ∈ pΓk
(
C(p¯l, βq¯l)
)
.
Lemma 6.4 implies (z1, . . . , zk) ∈ pΓk (C(p¯k, jkl(β)q¯l)). Now,
(z1, . . . , zk) ∈ pΓk
(
C(p¯k,αq¯k)
)∩ pΓk (C(p¯k, jkl(β)q¯k))
which implies [α] = [ikl(β)] = ikl([β]). Thus, [α] is reducible which contradicts to the
assumption. ✷
Let Sk(p˜, q˜) denote the number of irreducible and essential orbits in R(p¯k, q¯k).
Theorem 9.5. The multivalued map (p, q) satisfying condition (A) and CAC has at least
Sk(p˜, q˜) irreducible cyclically different orbits of coincidences.
Proof. We choose an orbit of points from each essential irreducible orbit of the
Reidemeister classes. By Corollary 8.3, they are cyclically different. By Lemma 9.4, they
are also irreducible. ✷
Remark 9.6. Since the essentiality is a homotopy invariant and irreducibility is defined in
terms of Reidemeister classes, Sk(p˜, q˜) is a homotopy invariant.
10. Reformulation in terms of multivalued semi-dynamical systems
The obtained periodic point theorems can be easily reformulated in terms of discrete
multivalued semi-dynamical systems.
Let X be a metric ANR-space and denote by Z+0 the set of nonnegative integers. By an
interval in Z+0 , we mean the intersection of a closed real interval with Z
+
0 .
Definition 10.1. A multivalued map ϕ :X×Z+0 X is called a discrete multivalued semi-
dynamical system (dmss) if the following conditions are satisfied:
(i) ϕ(x,0)= {x}, for all x ∈X;
(ii) ϕ(ϕ(x,n),m)= ϕ(x,n+m), for all m,n ∈ Z+0 and all x ∈X.
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Using the notation ϕn(x) := ϕ(x,n), one can see that
ϕn(x)= ϕ1(x) ◦ . . . ◦ ϕ1(x)︸ ︷︷ ︸
n-times
, n ∈N.
Observe also that in order to show, for ϕ satisfying (i), (ii), that ϕ( . , n) is a CAC-
mapping, it is sufficient to assume that ϕ1(x) ∈ CAC(X).
Therefore, such a ϕ1 is a generator of a dmss.
Definition 10.2. Let I be an interval in Z+0 containing the origin 0. A single-valued
mapping σ : I →X is a solution for ϕ through x if σ(n+1) ∈ ϕ(σ(n)), for all n,n+1 ∈ I,
and σ(0) = x, i.e., σ(n) ∈ ϕn(σ (0)), for all n ∈ I. A solution σ : I → X of ϕ through x
is called k-periodic, k ∈ N, on an interval I if σ(n)= σ(n+ k), for all n,n+ k ∈ I, i.e.,
σ(n) ∈ ϕk(σ (n)) or, in particular, x ∈ ϕk(x), and the related orbit {x,σ (1), . . . , σ (k − 1)}
is then called a k-orbit of ϕ through x on an interval I .
Now, we can immediately reformulate the main results, the periodic point theorems, in
terms of dmss as follows.
Theorem 10.3 (cf. Theorem 4.3). Let ϕ :X × Z+0  X be a dmss. If its generator ϕ1(x)
satisfies χ(ϕ1) = 0 or P(ϕ1) = 0, then there exists an n-periodic solution of ϕ, on an
interval I, for some m+ 1 n P(ϕ1) and an arbitrary natural m 1, provided there is
some k ∈ I with (k + P(ϕ1)) ∈ I.
Theorem 10.4 (cf. Theorem 4.4). Let ϕ : (X,A)×Z+0  (X,A) be a dmss on pairs, where
A⊂X. If its generator ϕ1(x, a)= (ϕ1(x),ϕ1(a)) satisfies χ(ϕ1) = 0 or P(ϕ1) = 0, then
there exists an n-periodic solution σ of ϕ with σ(0) in X\A, on an interval I, for some
m + 1  n  P(ϕ1) and an arbitrary natural m  1, provided there is some k ∈ I with
(k + P(ϕ1)) ∈ I.
We conclude by
Theorem 10.5 (cf. Theorem 9.5). Let ϕ :X × Z+0  X be a dmss, where X is compact.
If its generator ϕ1(x) satisfies condition (A), then there exist at least Sk(ϕ˜) k-periodic
solutions of ϕ, on an interval I, forming irreducible cyclically different k-orbits on I,
provided there is some m ∈ I with (m+ k) ∈ I.
11. Periodic orbits on tori
For single-valued maps f :X→X, the following notation is standard:
Pn(f ) := Fix(f n)= {x ∈X | x = f n(x)},
Pn(f ) := Pn(f )\
⋃
k<n
P k(f ).
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Defining the Nielsen number of n-periodic points NPn(f ) by
NPn(f )= n ·On(f ),
where On(f ) is the number of irreducible essential n-orbits of f, it can be easily checked
that
NPn(f ) 8Pn(g), for every g ∼ f,
where 8S denotes the cardinality of the set S.
Moreover, if f is a self-mapping on a torus (or, more generally, on a compact
nilmanifold), then (see, e.g., [21,37])
N
(
f n
)= ∣∣Λ(f n)∣∣=∑
k|n
NPk(f ), provided Λ(f n) = 0,
and
NPk(f )=
∑
m|k
µ(k/m)
∣∣Λ(f m)∣∣, provided Λ(f k) = 0,
where µ(d), d ∈N, is the Möbius function, i.e.,
µ(d)=


1 if d = 1,
(−1)k if d is a product of k distinct primes,
0 if d is not square-free,
and m|n means that m divides n, or
NPk(f )=
∑
τ⊂P(k)
(−1)#τN(f k : τ )= ∑
τ⊂P(k)
(−1)#τ ∣∣Λ(f k : τ )∣∣,
provided P(k) denotes the set of prime divisors of k and k: τ = k/∏p∈τ p.
In [3] (cf. Theorem 6.2), the following theorem has been proved.
Theorem 11.1. Any admissible self-map (p, q) on a torus is admissibly homotopic to a
pair representing a single-valued map, say f .
It follows from the invariance under homotopy that (cf. [3])
Sk(p˜, q˜) = Ok(f )
[
1
k
NPk(f )
]+
=
[
1
k
∑
m|k
µ(k/m)
∣∣Λ(fm)∣∣]+
=
[
1
k
∑
m|k
µ(k/m)
∣∣Λ((p, q)m)∣∣]+ = [1
k
∑
τ⊂P(k)
(−1)#τ ∣∣Λ((p, q)k : τ )∣∣]+,
provided Λ((p,q)k) = 0, where Sk(p˜, q˜) is the number of irreducible and essential
(cyclically different) k-orbits in Theorem 9.5, [r]+ = [r] + sgn(r − [r]) and [r] denotes
the integer part of r .
Hence, we arrive at
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Corollary 11.2. The admissible pair (p, q) on a torus satisfies
Sk(p˜, q˜) 
[
1
k
∑
m|k
µ(k/m)
∣∣Λ((p, q)m)∣∣]+
=
[
1
k
∑
τ⊂P(k)
(−1)#τ ∣∣Λ((p, q)k : τ )∣∣]+,
provided Λ((p,q)k) = 0, k ∈ N, where µ is the Möbius function P(k) denotes the set of
prime divisors of k and the used symbols have the same meaning as above.
Remark 11.3. Since on an n-torus, n ∈N, we have (see, e.g., [26])
Λ
(
fm
)= det(I −Am), m ∈N,
where A is the associated (n×n)-matrix with integer coefficients, representing the induced
endomorphism of the fundamental group, which corresponds to f and which is called the
linearization of f , we obtained in fact that
Sk(p˜, q˜) 
[
1
k
∑
m|k
µ(k/m)
∣∣det(I −Am)∣∣]+
=
[
1
k
∑
τ⊂P(k)
(−1)#τ ∣∣det((I −A)k : τ )∣∣]+,
provided det(I −Ak) = 0, k ∈N.
12. Application to differential inclusions on tori
In this last chapter, the obtained periodic theorems will be applied to differential
inclusions on tori.
Let us recall that, on tori, Theorem 4.3 takes the following form.
Theorem 12.1 (cf. Theorem 4.3). The multivalued self-map (p, q) on a torus, satisfying
P(p,q) = 0, has a k-periodic point, for some m+ 1 k m+ P(p,q) and an arbitrary
natural number m 1, where P(p,q) is defined in Section 3.
In view of Corollary 11.2 and Remark 11.3, Theorem 9.5 can be reformulated as
follows.
Theorem 12.2 (cf. Theorem 9.5). The multivalued self-map (p, q) on an n-torus, n ∈ N,
has at least[
1
k
∑
m|k
µ(k/m)
∣∣det(I −Am)∣∣]+ = [1
k
∑
τ⊂P(k)
(−1)#τ ∣∣det((I −A)k : τ )∣∣]+
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irreducible cyclically different k-orbits, provided det(I − Ak) = 0, k ∈ N, where µ is
the Möbius function, P(k) denotes the set of prime divisors of k, k : τ = k/∏p∈τ p,
[r]+ = [r] + sgn(r − [r]) and [r] denotes the integer part of r , and A is the associated
(n × n)-matrix with integer coefficients, representing the induced endomorphism of the
fundamental group.
Now, let us consider the (upper) Carathéodory differential inclusions
x ′ ∈ F(t, x), (12.3)
where
(i) F :Rn+1 Rn has nonempty, compact and convex values;
(ii) F(·, x) is measurable, for all x ∈Rn;
(iii) F(t, ·) is u.s.c., for a.a. t ∈R.
Working on the torus Tn =Rn/Zn, we shall still assume that F is bounded and
F(t, . . . , xj , . . .)≡ F(t, . . . , xj + 1, . . .), j = 1, . . . , n, (12.4)
where x = (x1, . . . , xn).
Then it is well-known (see, e.g., [17]) that the Carathéodory solutions x(t) ∈
ACloc(R,Rn) exist on R, satisfying (12.3), a.e.
If x(t, x0) := x(t,0, x0) is a solution of (12.3) with x(0, x0)= x0, then we can define
the Poincaré translation operator (at the time ω > 0) along the trajectories of (12.3) as
follows:
Φω :R
nRn,
Φω(x0)=
{
x(ω,x0) | x(t, x0) satisfies (12.3), a.e.
}
.
It is well known (see, e.g., [17]) that Φω = eω ◦ ϕ, where ϕ is an Rδ-mapping (i.e. u.s.c.
with Rδ-values) and eω is a continuous (single-valued) evaluation mapping. Thus, Φλω
considered on Tn satisfies condition (A) (cf. [3,4]) as well as Φλω ∈ CAC(Tn), for every
λ ∈ [0,1]. Moreover, Φ0(x0) = x0, i.e., Φω is homotopic to identity, and subsequently
H◦Φω :Tn Tn is a CAC-map, satisfying condition (A), which is homotopic to a (single-
valued) homeomorphismH :Tn → Tn.
In what follows, we can identify Φω or its composition with H, H ◦Φω , with the pair
(pϕ, eω ◦ qϕ) or (pϕ,H ◦ eω ◦ qϕ), i.e., we let
Φω = (pϕ, eω ◦ qϕ), or H ◦Φω = (pϕ,H ◦ eω ◦ qϕ), respectively.
One can easily check that the k-periodic points x0 to (pϕ,H ◦ eω ◦ qϕ), i.e., fixed-points
x0 of (pϕ,H ◦ eω ◦ qϕ)k ∈ CAC(Tn), are those such that
H ◦ x(ω;H ◦ x(ω; . . .H ◦ x(ω︸ ︷︷ ︸
k-times
;x(0, x0) . . .
)))= x(0, x0) (mod 1), (12.5)
where x(t, r) are solutions of (12.3) with x(0, r)= r.
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Moreover, there is a one-to-one correspondence between the number of irreducible
cyclically different k-orbits to (pϕ,H ◦ eω ◦ qϕ) and the number of geometrically distinct
k-tuples of solutions of (12.3) appearing in (12.5), where k is minimal.
In view of the above arguments, Theorem 12.1 can be immediately applied to (12.3) as
follows.
Theorem 12.6. Let there exist a homeomorphism H :Tn → Tn such that P(H) = 0.
Then the Carathéodory system (12.3), satisfying (12.4), admits, for some k ∈ N with
m+ 1  k  m+ P(H) and an arbitrary natural number m  1, a k-tuple of solutions
x(t) of (12.3) such that (12.5) holds, where ω > 0 is a given real number.
The following example is rather trivial, but it demonstrates well the meaning of
Theorem 12.6.
Example 12.7. For H=−id :Tn → Tn, we have (cf. Remark 11.3)
Λ
(
(− id)m)= det(I − (−I)m)= {0, for m-even,
2n, for m-odd,
m ∈N,
by which
∞∑
m=1
Λ
(
(− id)m)xm = 2n ∞∑
m=1
(m-odd)
xm = 2
nx
1− x2 .
Furthermore, since χ(− id)= χ(Tn)= 0, we obtain
L(− id)= χ(− id)+ 2
nx
1− x2 =
2nx
1− x2
and subsequently P(− id)= 2, because 2 is the degree of the denominator (cf. [6]).
Therefore, the Carathéodory system (12.3) with (12.4) admits, for some k ∈ N with
m+ 1 k m+ 2 and an arbitrary natural number m 1, a k-tuple of solutions x(t) of
(12.3) such that (12.5) holds with H=− id, where ω > 0 is a given number.
In particular, for m= 1, we have either a pair or a triad of solutions, satisfying
−x(ω;−x(ω;x(0, x0)))= x(0, x0) (mod 1),
or
−x(ω;−x(ω;−x(ω;x(0, x0))))= x(0, x0) (mod 1),
respectively.
Thus, assuming additionally that F(t,−x)≡−F(t, x), by which x(t) are solutions if
and only if so are −x(t), one can easily deduce that system (12.3) with (12.4) admits
at least two (Carathéodory) solutions x(t) such that either x(2ω) = x(0) (mod 1) or
−x(3ω)= x(0) (mod 1). This is in accordance with the results in [3], where anti-periodic
solutions on tori were studied (cf. also Remark 12.10 below).
We can also immediately obtain the following multiplicity result, when applying
Theorem 12.2 to system (12.3).
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Theorem 12.8. Assume that det(I −Ak) = 0, for some k ∈ N, where A is the associated
(n × n)-matrix with integer coefficients, representing the induced homomorphism of the
fundamental group, which corresponds to H and which is called the linearization of H.
Then the number of geometrically distinct k-tuples of solutions of (12.3) with (12.4),
satisfying (12.5) with the minimal k, is at least
Sk 
[
1
k
∑
m|k
µ(k/m)
∣∣det(I −Am)∣∣]+ = [1
k
∑
τ⊂P(k)
(−1)#τ ∣∣det((I −A)k : τ )∣∣]+,
where µ is the Möbius function, P(k) denotes the set of prime divisors of k, k : τ =
k/
∏
p∈τ p, [r]+ = [r] + sgn(r − [r]) and [r] denotes the integer part of r , and ω > 0
in (12.5) is a given real number.
We conclude by the following examples.
Example 12.9. If
H=A=
(
0 1
1 1
)

⇒ A5 =
(
3 5
5 8
)
,
then det(I −A)= det ( 1 −1−1 0 )=−1 and det(I −A5)= det (−2 −5−5 −7 )=−11.
Since µ(1)= 1 and µ(5)=−1, we obtain that
1
5
∑
m|5
µ(5/m)
∣∣det(I −Am)∣∣= 1
5
(−1| − 1| + 1| − 11|)= 2.
Therefore, there exist at least two geometrically distinct 5-tuples of solutions of the planar
system (12.3) with (12.4) such that
A ◦ x(ω;A ◦ x(ω;A ◦ x(ω;A ◦ x(ω;A ◦ x(ω;x(0, x0))))))= x(0, x0) (mod 1),
where ω > 0 is a given real number, and such that A ◦ x(ω;x0) = x0 (i.e., without the
minimal period 5).
Example 12.10. Since, forH=− id :Tn→ Tn, we have∑
m|k
µ(k/m)
∣∣det(I − (−I)m)∣∣= 2n ∑
m|k
(m-odd)
µ(k/m),
system (12.3) with (12.4) admits (for k = 1) at least 2n solutions x(t) such that
−x(ω)= x(0) (mod 1),
which is again in accordance with the results in [3].
Moreover, (12.3) has (for k = 100) at least [2n/100]+ solutions x(t) such that
−x(ω;−x(ω; . . . ;−x(ω;−x︸ ︷︷ ︸
100×
(
ω;x(0, x0) · · ·
)
︸︷︷︸
100×
= x(0, x0) (mod 1),
because, the odd-prime divisors of 100 are 1, 5, 25, and so we get
µ(100)+µ(20)+µ(4)= (−1)2 + (−1)2 + (−1)= 1.
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In particular, e.g., for n= 10, there are at least 11 such solutions, because[
210
100
]+
=
[
1024
100
]+
= [10.24]+ = 10+ sgn 0.24= 11.
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