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Components of a breaking wave [9]
I Ocean waves populating the
background of the shot,
I Main or “hero” waves in the
foreground with potentially more
complex behaviour,
I Droplets and splashes on the peak of
the wave and against the rocks,
I Mist and vapour,
I Foam and churn in front of the wave
near the short, and
I Bubbles entrained in the liquid
creating lighter areas beneath the
surface.
Artists think in layers
I Combining many physically plausible elements reinforces believability.
I A shot from American Assassin (2017) contained 78 layers.
I Many different methods used, but Particle-In-Cell drives main simulation.
Frank Harlow and the Los Alamos National Laboratory
Francis Harlow,
Jan. 22, 1928 —
July 1, 2016
One of the things about supersonic flows that I soon learned
was that there were at that time two main ways to think
about zoning space for resolving the behavior of a fluid. One
of them we call the Lagrangian approach, which means hav-
ing a mesh of computational cells that follow the motion of
a fluid through its contortions and whatever processes that
take place. The mesh could follow interfaces beautifully. The
other, the Eulerian viewpoint, has a fixed mesh of cells that
stay in one place in the laboratory frame and the fluid flows
through it. This second approach is great for looking at large
distortions; there is no movable computational mesh to get
tangled. But on the other hand, it has problems if you want
to follow a sharp interface between two fluids. Eulerian tech-
niques tend to diffuse the interface and to smear out sharp
shocks. Harlow [5]
A hybrid method
I Harlow and Welch [6] proposed Particle-In-Cell
(PIC) method and the Marker-And-Cell (MAC)
grid representation.
I Many incremental developments in following
years, e.g. FLIP[2, 4], FLIP/PIC[21], APIC[8].
I Combines “best” properties from both
Lagrangian and Eulerian methods:
I Uses particles for advection and surfacing
I Uses a grid to enforce incompressibility, resolve
viscosity etc.
I Complex properties can be resolved using finite
differencing.
Contributors to modern fluid in VFX
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Section 1
Separating the Navier–Stokes Equations
The Navier–Stokes Equations
The Navier-Stokes equation is typically defined as:
∂u
∂t
+ u · ∇u =− ∇p
ρ
+ g + ν∇2u
∇ · u =0
where
I u is the fluid velocity vector,
I p is the fluid pressure,
I ρ is the fluid density,
I ν is the kinematic viscosity coefficient,
I and ∇ and ∇2 represent the gradient differential and Laplacian operators
respectively.
Dropping Viscosity
Standard practice in VFX is to simply drop viscosity and use the Euler equations†:
Du
Dt
=− ∇p
ρ
+ g
∇ · u =0
[. . . ] most numerical methods for simulating fluids unavoidably introduce er-
rors that can be physically reinterpreted as viscosity [. . . ] so even if we drop
viscosity in the equations, we will still get something that looks like it. In
fact, one of the big challenges in computational fluid dynamics is avoiding this
spurious viscous error as much as possible. Bridson [3]
†Note the material derivative ∂u
∂t
+ u · ∇u = Du
Dt
allows further simplification
Splitting the Equations
The first step is to define a simple forward Euler integration by splitting the Equation
into separate components. This method is inspired by the approach proposed by Stam
[16] and is crucial to enforcing stability. For a separable differential equation
dq
dt
= f (q) + g(q)
we can split this with Euler integration to read:
q˜ =qn + ∆tf (qn) (1)
qn+1 =q˜ + ∆tg(q˜) (2)
which can be shown to be first–order accurate (see Appendix).
Splitting the Navier–Stokes equations
The Euler equations can now be divided into three effective steps:
1. Application of body forces ∂u∂t = g, solved according to the forward Euler method
u˜ = u + ∆tg.
2. Pressure projection while preserving incompressibility:
∂u
∂t
= −1
ρ
∇p (3)
subject to ∇ · u = 0. Covered later.
3. Advecting‡ the properties due to the velocity field DuDt = 0. Performed on the
particles, dependent on integration scheme. A forward Euler advection step:
xn+1p = xp + ∆tup (4)
‡While any properties may be advected by the velocity field, this is typically particle positions x .
Section 2
Solving on a Grid
Discretization
ui+ 12 ,jui  12 ,j
vi,j+ 12
vi,j  12
pi,j pi+1,jpi 1,j
pi,j+1
pi,j 1
I Properties from the particles are transfered to points on a grid.
I Velocities projected to the centre of cell faces (e.g. ui+1/2,j)§
I Pressure defined at centres of cells.
I Properties transfered using bi- or trilinear interpolation.
I This staggered grid is called the Marker-And-Cell (MAC) grid[6].
§Note: neighbouring cells share points (e.g. vi,j−1/2,k ≡ vi,(j−1)+1/2,k).
Discrete approximations
The main advantage of the grid representation is that is allows the use of finite
differencing to estimate quantities via second order accurate differences, e.g. at grid
cell (i , j) with width ∆x in R2:
∇ · u = ∂u
∂x
+
∂v
∂y
≈ ui+1/2,j − ui−1/2,j
∆x
+
vi ,j+1/2 − vi ,j−1/2
∆x
(5)
and similarly at the centre of face (i − 1/2, j),
∂p
∂x
≈ pi ,j − pi−1,j
∆x
(6)
Pressure Projection
I Must subtract the pressure gradient from the intermediate velocity field u to
ensuring incompressibility and enforce boundary conditions, e.g.
uˆ = u˜−∇p. (7)
I This method is the most common but differs from original approaches[2, 4, 6].
I The pressure projection step in Eq. 3 can be expressed as:
un+1 =u− ∆t
ρ
∇p (8)
∇ · un+1 =0 (9)
Discretizing the Pressure Projection
In the discrete sense, Eq. 8 can be written as:
un+1i+1/2,j =ui+1/2,j −
∆t
ρ
pi+1,j − pi ,j
∆x
vn+1i+1/2,j =vi ,j+1/2 −
∆t
ρ
pi ,j+1 − pi ,j
∆x
(10)
while Eq. 9 can be written as
∇ · un+1 =
un+1i+1/2,j − un+1i−1/2,j
∆x
+
vn+1i ,j+1/2 − vn+1i ,j−1/2
∆x
= 0 (11)
Poisson Formulation
I Substituting Eq. 10 into Eq. 11 and simplifying yields:
∆t
ρ
(
4pi ,j − pi+1,j − pi ,j+1 − pi−1,j − pi ,j−1
∆x2
)
=
−
(
ui+1/2,j − ui−1/2,j
∆x
+
vi ,j+1/2 − vi ,j−1/2
∆x
)
(12)
I This is the Poisson problem, reformulated as the system Ap = b where
I A is a 5 (in R2) or 7 (in R3) point Laplacian matrix,
I p is the solution vector of pressures, and
I b is the negative vector of divergence values at each cell.
I A is sparse, symmetric and positive definite, easily solved using Preconditioned
Conjugate Gradient or Multi-Grid methods.
I Dirichlet or Neumann easily incorporated by specifying ghost pressure
Similarity with Semi-Implicit Incompressible Methods
I Moving Particle Semi-Implicit [15] and Incompressible SPH [13] solve the Poisson
equation at the particle sites.
I Problem size related to particle count, not grid resolution: particle insertion
expensive.
I Resulting matrix positive definite but irregular: solving is more challenging¶.
I Recent work [20] solves the Poisson problem on a background mesh — very
similar in principle.
¶I’m no expert — based on common sense rather than experience!
Section 3
Property Transfer
Projecting Particles
I Method to project particle properties to and from grid cells determines quality of
simulation to a large extent.
I Particle in Cell (PIC), Fluid Implicit Particle (FLIP) and Affine Particle in Cell
(APIC) differ on how properties are transfered.
I Weights for property transfer determined using Bilinear (or Trilinear in 3D)
Interpolation (see Appendix).
Property transfer with PIC
I In each time step mass and momentum from each particle is transfered to the
centre of faces on the MAC grid.
I Harlow and Welch [6] transfers from particles to grid with
mni =
∑
p
wnipmp (13)
mni u
n
i =
∑
p
wnipmpu
n
p (14)
where p indicates particle property and i indicates cell property, mn is mass at
time step n, un is velocity at time step n, and wnip are the interpolation weights.
I Transfering velocity back to particles:
un+1p,PIC =
∑
i
wnipu
n+1
i (15)
The Fluid Implicit Particle FLIP Method
I Brackbill et al. [2] improved backwards transfer (Eq. 15) by updating the original
particle velocity by the difference:
un+1p,FLIP = u
n
p +
∑
i
wnip(u
n+1
i − uni ). (16)
I Minor adjustment to PIC eliminates energy dissipation resulting from transfering
to and from the grid representation.
FLIP/PIC blending
I FLIP alone is too “splashy”
I PIC simulations tend not to be splashy enough due to the energy dissipation
I Zhu and Bridson [21] proposed the linear of the results of both methods, e.g.
un+1p = (1− α)un+1p,PIC + αun+1p,FLIP (17)
I Exposes α which allows user to control “splashiness” of the fluid (little physical
justification)‖.
I Linear momentum conserved during transfers with FLIP and PIC, but
I Angular momentum given by Ltot =
∑
i x ×mu is not conserved during transfer.
‖Can be derived from numerical dissipation: α = min
(
6∆tν
∆x2
, 1
)
.
Affine Particle In Cell
I Jiang et al. [8] stores two (2D) or three (3D) vectors at particles cpa, where a
represents the x , y , z direction.
I The transfer from particles to the grid for the mass is as in Eq. 13, but to the
faces is then achieved using:
mnaiu
n
ai =
∑
p
mpw
n
aip
(
eTa u
n
p + (c
n
pa)
T (xai − xnp )
)
(18)
where eTa is the basis vector for axis a, and xai is the a-position of the grid node i .
I Ensures angular momentum is incorporated in grid velocity.
I The transfer of velocity from faces to particles is achieved using Eq. 15, but the
vectors cpa are updated using:
cn+1pa =
∑
i
∇wnaipun+1ai . (19)
Affine Particle In Cell Results
I Minimal additional storage and performance overhead for significant quality
improvement.
I FLIP/PIC is still used by VFX artists due to control they have over damping (the
parameter α in Eq.17).
I Houdini [7] refers to FLIP as “splashy” and APIC as “swirly” to assist artists in
identifying the appropriate tool.

Section 4
Implementation and Practicalities
The Volumetric Database
I Introduced by Museth [11] at DreamWorks. Academy Award in 2014 for wide
range of industry applications.
I Near infinite volumes of 3D data, adaptive, hierarchical and cache coherent.
I O(1) random access insertion, retrieval and deletion.
I Applied to many applications in Computer Graphics, including distributed PIC.
Figure: From SideFX [14].

Insights from Jones [9]
I Artists work well with particles — PIC is naturally accepted part of fluid workflow.
I Adding and modifying particles has little risk of destabilising the simulation —
important for layering effects.
I Whilst simulations are comparatively fast, they are dominated by the time to
perform the pressure projection.
I Interaction and fluid behaviour happens on the scale of the background grid, so
whilst particles are present in the model they do not represent any particular liquid
mass.
I As the particles do not interact with each other directly, they are not guaranteed
to be well-distributed.
I The simulations require manipulation of both point and volumetric data, and so
artists may require ways to interact with both of these representations.
Insights from Others
I APIC has better visual quality than SPH in comparable time [19].
I “FLIP solvers do not need a high number of substeps” [compared with SPH] [12].
“The advantage of the FLIP Solver is that you run with only a few time steps per
frame while SPH requires anywhere from 7 to 20 time steps or more per frame to
stabilize.” [7]
I “it is possible to add secondary fluids like splashes, foam, or mist” [12]. “You can
introduce new particles at any time with little to no consequence. This opens up
so many new work flows [. . . ] that were simply not possible with SPH. For
example, introducing splash particles with their own property attributes is now
possible.” [7]
Section 5
Open Problems in Visual Effects Fluid Simulation
1. Coupling of fluid solver with 2D ocean surface simulation
I Impractical and uncontrollable to simulate the entire ocean with a full fluid solver.
I A combination of heightfield ocean surface simulation with method of Tessendorf
[18] and FLIP typical.
I Linking multiple methods so resulting simulation is seamless remains open
problem.
2. Fluid authoring tools
I There is fundamentally a tradeoff between physical plausibility and artistic control.
I Amount of control varies depending on the specific shot.
I This shot from Stomakhin and Selle [17].
3. Adaptibility / multiresolution
I Currently DNEG can simulate 3 billion particles using distributed FLIP.
I Processing and storage requirements increase exponentially with particle numbers.
I Level of detail dependent of screen resolution.
I Requirement that fluid can be visualised on a high end workstation, limiting
maximum resolution
I Multi-resolution would reduce hardware requirements.
4. Multiphase simulation
I Multiphase fluid simulation is a widely relevant problem, and also crops up
sometimes in visual effects.
I A particularly common problem is the simulation of foam on ocean waves, but
there are other examples.
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Section 6
Appendices
Bilinear Interpolation
I Forward bilinear interpolation:
f (x , y) = a00 + a10x + a01y + a11xy , where (20)
a00 = f (0, 0),
a10 = f (1, 0)− f (0, 0),
a01 = f (0, 1)− f (0, 0),
a11 = f (1, 1) + f (0, 0)− (f (1, 0) + f (0, 1))
Older method resolve FLIP/PIC pressure projection
The method described by [4] uses a relaxation method to eliminate velocity diffusion,
which I include here for completeness. The Navier-Stokes equations can be
decomposed into it’s partial derivatives in each of the component dimensions (in R2):
∂u
∂t
+
∂u2
∂x
+
∂uv
∂y
= −∂p
∂x
+ gx + ν
(
∂2u
∂x2
+
∂2u
∂y2
)
∂v
∂t
+
∂vu
∂x
+
∂v2
∂y
= −∂p
∂y
+ gy + ν
(
∂2v
∂x2
+
∂2v
∂y2
)
, (21)
where u, v are velocities in the x , y directions respectively, p is the local pressure, g is
gravity and ν is the kinematic viscosity of the fluid. Terms on the left hand side of the
equations account for changes in velocity due to local fluid acceleration and
convection. The right hand terms take account of acceleration due to the force of
gravity (or any body force g), acceleration due to the local pressure gradient (∇p) and
drag due to kinematic viscosity (ν) or thickness of the fluid [4].
Older method resolve FLIP/PIC pressure projection contd
In Harlow and Welch [6], Brackbill et al. [2] and Foster and Metaxas [4], the discrete
Navier-Stokes equations can be solved by finite differencing on the discretization:
un+1i+1/2,j =ui+1/2,j + ∆t{(1/∆x)[u2i ,j − u2i+1,j ]
+ (1/∆y)[(uv)i+1/2,j−1/2 − (uv)i+1/2,j+1/2] + gx
+ (1/∆x)(pi ,j − pi+1,j)
+ (ν/∆x2)(ui+3/2,j − 2ui+1/2,j + ui−1/2,j)
+ (ν/∆y2)(ui+1/2,j+1 − 2ui+1/2,j + ui+1/2,j−1), (22)
yielding an explicit approximation of the updated velocity un+1i ,j in terms of the
projected pressure at cell centres and the projected velocities at staggered grid points.
Older method resolve FLIP/PIC pressure projection contd
The result is not divergence free / incompressible — Foster and Metaxas [4] determine
the updated pressure field by solving the mass conservation equation ∇u = 0 by
defining the fluid divergence (or “missing mass”) for a cell (i , j) according to:
Di ,j = −
(
ui+1/2,j − ui−1/2,j
∆x
+
ui ,j+1/2 − ui ,j−1/2
∆y
)
(23)
with the change in pressure given by:
∆pi ,j =
β0
2∆t
(
1
∆x2
+
1
∆y2
)
Di ,j (24)
where β0 is a relaxation coefficient within the range [1, 2]. The cell face velocities and
cell pressure properties are then updated (see Foster and Metaxas [4] for the specifics),
and the process is repeated. This iterative process converges in 3-6 iterations according
to the paper.
Solving for viscosity
As stated previously, fluids are considered by default in VFX to be inviscid, but
solutions to this are available. Batty and Bridson [1] solve viscosity as a separate step
by the following PDE:
uˆ =
1
ρ
∇ ·
(
ν
(
∇u + (∇u)T
))
(25)
which is discretized to give the following form:
uˆ = u +
∆t
ρ
∇ ·
(
ν
(
∇u∗ + (∇u†)T
))
(26)
where u∗ and u† are used to denote whether the old or current version of u are used
depending on the integration scheme. Once discretised this solution adds an additional
linear solve to the system described above.
Solving for viscosity contd
Figure: Collapsed piles of viscous armadillos. Boundary conditions of the method of Batty and
Bridson [1] (left) reduce surface detail in comparison with the method of Larionov et al. [10].
Reproduced from Larionov et al. [10].
Larionov et al. [10] combine the viscous and pressure force solve into a single coupled
system, and are able to address limitations in the decoupled approach of Batty and
Bridson [1]. However the additional computational cost is not currently considered
worth the qualitative improvement.
On the splitting of Ordinary Differential Equations
Bridson [3] demonstrates that ODE splitting is first order accurate using Taylor series
expansion. Substituting Eq. 1 into Eq. 2 yields:
qn+1 =(qn + ∆tf (qn)) + ∆tg(qn + ∆tf (qn))
=qn + ∆tf (qn) + ∆t(g(qn) + O(∆t))
=qn + ∆t(f (qn) + g(qn)) + O(∆t2)
=qn +
dq
dt
∆t + O(∆t2).
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