We study Galerkin truncations of the two-dimensional Navier-Stokes equation under degenerate, large-scale, stochastic forcing. We identify the minimal set of modes that has to be forced in order for the system to be ergodic. Our results rely heavily on the structure of the nonlinearity.
Introduction and Main Result
One basic assumption in the theory of turbulence is that of ergodicity: Under large-scale forcing, energy is transferred through nonlinearity to the small scales and the system establishes a unique statistical steady state. In numerical simulations, one typically forces very few low modes when studying the direct cascade process. Statistical properties of the turbulent flows are measured or calculated through time averaging rather than ensemble averaging. The main purpose of our work is to rigorously establish the validity of this basic assumption. We find it convenient to study this problem in a stochastic setting. Consider the two-dimensional Navier-Stokes equation with a stochastic forcing For simplicity we will work with the periodic boundary conditions on the domain [0, 2π] 2 . This two-dimensional torus will be denoted by T 2 . It is more convenient to work with the vorticity
Then (1.1) can be expressed as
with d f = ∇ ⊥ · dF. We will consider the case when the stochastic forcing has the following form:
where the B k 's and W k 's are independent standard Wiener processes defined on a probability space ( , F , P). Expectations on this probability space will be denoted by E. σ k and γ k are positive constants representing the amplitude of the forcing. K is the set of modes that are forced. We will primarily be interested in the case when K contains very few low modes. We limit ourselves to the situation when there is no mean flow. Hence we assume for the remainder that (0, 0) ∈ K . Our main purpose is to identify the minimal condition in order for the system to have a unique invariant measure. Writing ω(x, t) = k α k (t) cos(k · x) + k β k (t) sin(k · x) where the index k is in the first quadrant, we can rewrite (1. Here and in the following, we adopt the convention that the summation is done only over terms in which the indices j, k, and l are in the first quadrant. We will use · to denote the L 2 -norm on
k is the enstrophy. In this paper, we will consider finite-dimensional approximations of (1.4) and (1.5):
where N means that the sum is over first quadrant indices j, k, and l such that |j| ∞ , |k| ∞ , |l| ∞ ≤ N .
Just as (1.4) and (1.5) give the evolution of the Fourier modes α k and β k of a function ω(x, t) that solves (1.2), we can associate a function ω (N ) (x, t) whose Fourier modes solve (1.4 N ) and (1.5 N ). One sees that ω (N ) satisfies the equation
Here P N is the projection operator onto the Fourier modes less than or equal to N and f (N ) = P N f and u (N ) = P N u. From now on we will restrict our attention to (2 N ), (4 N ), and (5 N ) and omit the superscript N . (1.4 N ) and (1.5 N ) define a diffusion process on R (N +1) 2 −1 . In counting the dimension of the state space, we exclude the (0, 0) mode, as there is no mean flow. By an invariant measure π, we mean a probability measure that solves
for all measurable sets A and t > 0. Here P t (ω 0 , A) = P ω 0 {ω(t) ∈ A} is the transition kernel for the Markov process (1.4 N )-(1.5 N ). Our main result is the following:
The existence of an invariant measure follows from standard compactness arguments. The tightness needed to yield compactness is implied by a priori bounds on the enstrophy. Because the existence of an invariant measure is covered by results in the appendix, we do not dwell on it here. The proof of uniqueness uses the following result of Harris [10] : Let {x n , n = 0, 1, . . .} be a Markov process on a topological space X with Borel σ -algebra B. The Markov process {x n , n = 0, 1, . . .} is said to satisfy Harris' condition if there exists a σ -finite measure m on X such that if m(E) > 0, E ∈ B, then P x 0 {x n ∈ E infinitely often} = 1 for all starting points x 0 in X. Under this condition Harris proved that there is a measure Q, unique up to a constant multiplier, that solves the equation
where P(x, ·) is the transition probability distribution of the Markov process.
Our task is reduced to showing that (1.4 N ) and (1.5 N ) satisfy Harris' condition. This is done by proving the following:
(1) Starting from any initial position, the dynamics enters any neighborhood of the origin infinitely often. (2) The transition probability distribution has a smooth density.
The main idea for proving (1) is to observe that in the absence of forcing, solutions of (1.4 N ) and (1.5 N ) decay exponentially fast due to the viscous term. This decay still holds when the forcing is small. The main idea for proving (2) is to prove that the Fokker-Planck operator associated with (1.4 N )-(1.5 N ) is hypoelliptic. Since the work of Harris, there has been extensive work extending his basic result to continuous-time Markov processes [9, 13, 16, 22] . In particular, it is proven in [1, 9] that a diffusion process satisfying the continuous analogue of Harris' condition has at most one invariant probability measure.
The following two lemmas, proved later, will be used to establish that our diffusion process satisfies Harris' condition: By using these lemmas, ergodicity follows quickly.
PROOF OF THEOREM 1.1: To prove uniqueness, it is enough to show that the chain obtained by sampling the Markov process at fixed time intervals has a unique invariant measure. 
Let m be the normalized Lebesgue measure on A 2 . We claim that the Markov chain ω n obtained from (1.4 N )-(1.5 N ) by setting ω n = ω(nh) satisfies Harris' condition. In other words, we need to show that for any measurable subset B of A 2 such that m(B) > 0,
To see this, let t n be the n th time that {ω n } is in A 1 . By Lemma 1.3, we see that the t n are well-defined and finite with probability 1. Define # B (n) to be the number of
Since m(B) > 0, we know that δ 1 = δ 0 m(B) > 0. Now fix some positive M and n with n > M. In light of the above calculation,
Since M was arbitrary, B is visited infinitely many times almost surely. This implies that the invariant measure must be unique. This completes the proof of Theorem 1.1. 
where
It is important to remark that the constants B and r depend on the order of the approximation N used to define (1.4 N ) and (1.5 N ). The proof of this result, and an even stronger one, is given in the appendix. Even though our proof of Theorem 1.4 will imply Theorem 1.1, we give a separate proof of Theorem 1.1. We do this in hopes of highlighting the central issues in proving ergodicity in such a system without the complications of extracting a convergence rate.
Before we end this section, let us remark that the same results can also be extended with little change to the system
where α is a fixed positive constant. In fact, when considering finite-dimensional Galerkin truncations of these systems, the friction term −αω has the same effect as the viscous term ν ω. The importance of considering frictional damping in studying two-dimensional turbulence is discussed in [5] .
Regularity of the Transition Density
is a degenerate diffusion process with analytic coefficients. The regularity of the transition density of such processes can be studied using Malliavin calculus or more classical methods. If we write the Fokker-Planck operator (the generator) of a diffusion process in the form (2.1)
then the transition density is smooth if at each point of the state space R
span the tangent space [12, 15, 17, 23] . Notice that we allow the first-order terms to enter into the higher-order brackets. This condition can be restated as follows: The ideal generated by X 1 , X 2 , . . . , X l in the Lie algebra generated X 0 , X 1 , X 2 , . . . , X l must have full rank at every point. We denote by span(ω) the ideal generated by
We can now calculate
We emphasize our convention that the terms are present in the sums only if the indices are in the first quadrant. If we denote by
then the first sum in X m should be written as
and similarly for the other terms. We then have
Again the same summation convention as we discussed above applies. Fix any ω ∈ R (N +1) 2 −1 . Take m = (1, 1) and k = (0, 1); then we have (1, 2) + ∂ ∂α (1, 0) , (1, 2) − ∂ ∂α (1, 0) . (1, 2) , ∂ ∂α (1, 0) ∈ span(ω) .
Similarly, take k = (1, 0) and m = (1, 2); we find ∂/∂α (0,2) ∈ span(ω). Proceeding in this way, we find ∂ ∂α (1,l) , ∂ ∂α (0,l) ∈ span(ω) for l ≤ N .
Take k = (1, 0) and m = (1, l) ; we get ∂ ∂α (2,l) ∈ span(ω) for l > 0. Take k = (2, 1) and m = (0, 1); we get ∂/∂α (2, 0) ∈ span(ω). By induction, we obtain ∂ ∂α (k,l) ,
This proves Lemma 1.1 in the case when K 1 ⊂ K . The case when K 2 ⊂ K is proved in the same way. Another application of Malliavain calculus to the study of invariant measures of stochastic PDEs can be found in [6] .
Recurrence of Neighborhoods of the Origin
The main result of this section is the proof of Lemma 1.3. It will be based on two auxiliary lemmas given below. The first says that if one waits long enough, the chance of entering any neighborhood of the origin from any initial condition in a compact ball is uniformly bounded away from zero. The second says that this compact ball can be chosen so that the process enters it regularly. These ideas are made precise by Lemmas 3.1 and 3.2, respectively.
We begin by clarifying our setting and notation. Recall that (1.4 N ) and (1.5 N ) are defined relative to some level of approximation N . As this level of approximation will play no explicit role in this section, we will write ω(t) for ω (N ) (t) to alleviate notational clutter. In fact, if E f < ∞, then the proofs in this section hold uniformly in N and even hold for the true solution to (1.2). Defining 
We emphasize that p * is a positive constant depending only on T , h, C 0 , and C 1 .
The above lemma reflects the fact that the origin is the global attractor of the unforced dynamics. The next lemma reflects the fact that enstrophy is a classical Lyapunov function for the system when forced with a fixed deterministic body forcing. In the stochastic setting, this has the interpretation that outside of some ball the dynamics moves inward on average. We will make this observation more precise in the appendix. For the moment we need only the following result:
, and
Before proving the above two lemmas, we use them to prove Lemma 1.3.
PROOF OF LEMMA 1.3 : Define C and C as in Lemma 3.2. Since U 1 is open, we can pick a C 1 small enough so that B 1 = B(C 1 ) ⊂ U 1 . Now let T 0 be the constant given by Lemma 3.1 when B 0 = C and h is taken to be the sampling rate given in the statement of Lemma 1.3. Now let T be the smallest integer multiple of h that is greater than (T 0 + 2h) and set n * = T / h. (Notice that by construction n * ≥ 2.) Define ω n by ω(nh). By Lemma 3.1 there exists a p * > 0 so that
Define the sequence of increasing integer stopping times τ n by
By Lemma 3.2, it is clear that each τ k is almost surely finite. As in the proof of Lemma 1.3, define # U 1 (n) as the number of k ∈ [0, n] so that ω n ∈ U 1 . By (3.1), we have that for any n and M, with M < n,
By the same reasoning used in the proof of Lemma 1.3, we see that U 1 is visited infinitely often almost surely.
PROOF OF LEMMA 3.1: Define v(t) = ω(t)−f (t) wheref (t) = f (t)− f (0).
Here f (t) is the Brownian motion defined in (1.3) , which takes values in analytic functions on the two-dimensioinal torus. Using (1.2), we see that v(t) satisfies ∂v ∂t
Taking the L 2 -inner product of this equation with v and recalling that
By standard estimates on the nonlinear term (see [3] ) and the fact we are on the torus, we have
Since ∇u = ω and ω = v +f , the above estimate gives
Using the Poincaré inequality, v 2 ≤ ∇v 2 , we get
Fix any δ > 0 and define for any T > 0
If f ∈ , then there exists a constant C 4 depending only on the domain so that
Hence if ω(0) < C 0 , then given any C 1 > 0 there exists a T and a δ such that v(T ) < C 1 /2. By possibly decreasing δ, we can assume that f (t) < C 1 /2 for t ∈ [T, T + h] if f ∈ . Putting everything together, we have that for appropriate T and δ,
is an open set in the supremum topology, we know that P{ } > 0.
Applying Itô's formula to the map ω → Y (s, ω) gives
Using the Poincaré inequality on the second term allows us to obtain
Integrating up to some stopping time T and observing that by definition 2ν (Here a ∧ b = min(a, b) .) Observe that the optional stopping time lemma implies that
because the martingale is now a bounded martingale and the stopping time a bounded stopping time. Furthermore, for s ≤ τ C we know that ω(s) > C, and hence the second term on the right-hand side of (3.3) can be neglected. This produces
EY (T ) ≤ EY (0). Since ω(s)
2 is almost surely finite and continuous in time,
Rearranging things gives the result.
Concluding Remarks
Several interesting questions remain. The most obvious is the question whether the result continues to hold under the same assumption for the full Navier-Stokes equation. While we strongly believe this is so, we have not yet succeeded in giving a proof. In fact, for the full Navier-Stokes equation, the only existing result so far for the uniqueness of an invariant measure under degenerate noise is for the case when all determining modes are forced [2, 4, 14] . The number of determining modes goes to infinity as ν → 0. Previous results on uniqueness of invariant measures [7, 8] require that all modes be forced. The second question is whether the condition in Theorem 1.1 is sharp. We suspect in the case of Kolmogorov flow when only the mode (1, 0) or (0, 1) is forced, the invariant measure should not be unique at high enough Reynolds number. For small Reynolds numbers, there is a unique invariant measure regardless of the structure of the forcing [18] . It is not clear what happens if both modes (1, 0) and (0, 1) are forced. Next one might ask whether the bracket calculation correctly captures the rate of energy transfer. Work on this problem is in progress.
Appendix: Exponential Convergence
We say that V : 
The existence of a Lyapunov function will serve us in two ways. First, it is more than enough to prove that the process is bounded in probability. This in turn provides the tightness that gives the existence of invariant measures. Second, it ensures the positive recurrence needed to ensure uniqueness. In fact, it ensures a recurrence regular enough to give exponential mixing.
The enstrophy is a Lyapunov function for system (1.4 N ) and (1.5 N ).
More precisely, consider L defined by (2.2) and {(α k , β k )} |k|≤N solving (1.4 N ) and
Observe that this implies that enstrophy is a Lyapunov function with the set C defined by
, a = 2ν − , and b = E 1 where is any number in (0, 2ν). Of course, C can be viewed as a set in P N L 2 (T 2 ) given by
PROOF OF LEMMA A.1: This is just the standard enstrophy estimate. By direct calculation and using the fact that the nonlinearity disappears because of (3.2), we obtain 
Then the diffusion X t has an invariant measure π, and this measure is unique. Furthermore, there exists positive B and r so that for all x
Here · T V is the standard total variation norm and · V is the weight total-variational norm given by
PROOF OF THEOREMS 1.1 AND 1.4: We only need to show that the assumptions of Theorem A.2 are satisfied. Hypoellipticity was shown in Section 2. The needed Lyapunov function is given by Lemma A.1. Taking the origin as the distinguished point x * , the last condition is implied by Lemma 3.1.
Now we turn to the proof of Theorem A.2. With a little additional work, this theorem follows from [10, 13] , or [20, 21, 22] . Since [20, 21, 22] are closest to our setup, we will connect with the theorems contained there. These works apply to a much more general setting and the reader should not think that the proof of Theorem A.2 is overly involved. Once the the assumptions of Theorem A.2 are established, a direct proof of the theorem is rather straightforward. If one proceeds along the lines of Lemma 1.3 but with more care, one can control the frequency of visits to neighborhoods of the origin. From this one can estimate the rate of convergence; see [19] , for example.
Since realizing such an analysis does require some setup, we opt instead to connect with existing theorems in the literature. To make contact with the results in [20, 21, 22] , we need a few definitions and preliminary results. Consider the Markov chain obtained from X t by sampling at time intervals h. We set X h n = X nh . Recall the definition of ϕ-irreducibility. X h n is ϕ-irreducible if there exists a nontrivial, finite measure ϕ such that the following holds for any initial x and measurable set B:
The following lemma will be the bridge between the measure-theoretic irreducibility defined above and the more topological irreducibility implied by the results of Section 3. PROOF OF LEMMA A.3: By hypoellipticity, we know that
where m is Lebesgue measure an (B) . By the second hypothesis of Theorem A.2, for any x ∈ R d , there exists a n so that P x {X h n ∈ B 1 } > 0. Setting n = n + 1, we have the desired estimate to prove irreducibility. Namely, by the Markov property,
Since by construction P x {X h n ∈ B 1 } > 0, we know that P x {X h n ∈ B} > 0 whenever m A (B) > 0. Hence, X h n is ϕ-irreducible. Before turning to the proof of Theorem A.2, we recall a last definition and an associated result from [20] . A set C is said to be petite for a Markov chain with transition kernel P if there exists a probability measure µ, a constant c ∈ (0, 1), and a positive sequence {a i } ∞ i=1 with a i = 1 such that ∞ n=1 a n P n (x, · ) ≥ cµ( · ) for all x ∈ C.
Being petite amounts to a strengthening of the idea of being ϕ-irreducible on a set in that it provides a degree of uniformity. This is needed to gain control of the mixing rate. However, as the next lemma shows, in our setting the two ideas are essentially equivalent.
LEMMA A. [20] . The result is simply a restatement in different language of the fact that the transition density p t (x, y) is continuous in x. The second lemma shows that given this continuity, all compact sets being petite is equivalent to ϕ-irreducibility.
We now quote a result from [22] which, together with the above lemmas, will yield Theorem A.2. PROOF OF THEOREM A.2: Since X t is an Itô diffusion, we know it has a rightcontinuous version. Lemma A.1 establishes the existence of a Lyapunov function. The nonexplosiveness follows easily from the Lyapunov structure (see [11] or theorem 2.1 of [21] ), and hence Lemma A.5 implies that all compact sets are petite. Thus Theorem A.6 concludes the proof.
