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Abstract
Current well control practice for land or bottom-supported marine rigs 
usually calls for shutting-in the well when a kick is detected if  sufficient 
casing has been set to keep any flow underground. In addition, the working 
pressure of the casing and surface equipment is maintained high enough to 
insure that formation fracture occurs before a failure of these items. Even if 
high shut-in pressures are seen, an underground blowout is preferred over a 
surface blowout. On the other hand, an operator will put the well on a diverter 
if  he believes that the casing is not set deep enough to keep the underground 
flow outside the casing from breaking through the sediments to the surface. 
Once the flow reaches the surface, craters are sometimes formed which can 
lead to loss of the rig and associated structures. Cratering also increases the 
difficulty and time required to kill the blowout.
The principal objective of this dissertation is to examine cratering 
mechanisms with the purpose of better understanding the processes involved. 
This work reviews various failure mechanisms that can lead to cratering and 
the shallow sediment conditions which are favorable for each mechanism. The 
c ra te r in g  m ech an ism s  d iscu ssed  inc lude  b o reh o le  e ro s io n ,  fo rm atio n  
liquefaction, piping, and formation caving. Several mechanisms for upward 
fluid migration are also discussed. Improved methods to estimate overburden 
pressure and fracture pressure gradient are also proposed. Several case histories 
are presented to illustrate some of the more common failure mechanisms and 
situations that should be avoided through improved well planning. Finally, 
suggestions and conclusions are presented.
Chapter 1 - Introduction
In some marine environments where abnormal formation pressures may 
be encountered at very shallow depths, conventional blowout prevention 
equipment and procedures are likely to be of no benefit. Such a situation can 
lead to serious well control problems when permeable, gas bearing formations 
are drilled. There have been numerous disastrous accidents due to uncontrolled 
gas flow (blowouts) resulting from loss of well control after drilling into shallow 
abnormally pressurized gas formations.
Shallow gas accumulations are always at least slightly overpressured in 
the upper portion of the reservoir due to the density difference between the gas 
and the surrounding water. Abnormal formation pore pressures that are 
approaching the formation fracture pressure are thought to be possible in sand 
lenses due to gas migration along fault planes from below. Fig. 1.1 shows a 
recently discovered crater (Prior, Doyle, and Kaluza, 1989) in the floor of the 
Gulf of Mexico that is thought to be the result of a naturally occurring shallow 
gas blowout. It was discovered by a Shell Oil Company survey team in 2,176 
meters (7,139 ft) of water, about 115 km (71 miles) southeast of the Mississippi 
River delta. The crater was elliptical in shape, 58 m (190 ft) deep, 280 m (920 
ft) across, and about 400 m (1300 ft) long. Slow seepage of the abnormally 
pressured gas was thought to be blocked by the formation of gas hydrates in 
the near surface sediments.
Even when the formation pore pressure is nearly normal, it is generally 
not feasible to shut-in a shallow gas flow when drilling from a bottom-supported 
vessel. By the time the rig crew can recognize that the well has started to flow, 
the gas has already traveled a considerable distance up the open borehole. If
1
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the blowout preventers are closed, the pressure at the casing seat will generally 
build to a value exceeding the formation fracture pressure. If the upward 
m igrating  flow reaches the surface, the resulting flow can destroy  the 
foundations of a bottom-supported structure and ultimately lead to the formation 
of a crater.
Fig. 1.1- Side view of a naturally formed crater on the sea floor. This crater was 
believed to be the result of a natural shallow gas blowout (after Prior, Doyle, and 
Kaluza, 1989).
1.1 - D escription o f Kick, Blowout and Cratered Well
Aspects as those discussed above make drilling wells a generally quite 
expensive and often risky operation. The total cost of a well can be extremely 
high if accidents such as kicks and blowouts occur. A kick is the invasion of 
formation fluid (water, oil or gas) into the well, a common but very unwelcome 
situation. Traditional well control in case of a kick consists basically of closing 
the well at the surface, reading drill-pipe and casing pressures, circulating the
3
well under pressure to remove the formation fluids, increasing the mud density, 
moving the drill string under pressure and diverting flow away from rig 
personnel equipm ent (Bourgoyne, 1986). To shut-in the well, a blowout 
preventer (BOP) is used. However, sometimes during a kick, it happens that 
the well is not properly shut-in or the BOP fails. In such a case, control of the 
well is completely lost, leading to a “blowout” or an “underground blowout” , 
both potentially hazardous situations.
In case of a blowout, the formation fluid reaches the surface through the 
casing, completely expelling the drilling fluid from the well. While a gas 
blowout puts drilling personnel at risk and can cause extensive damage to 
equipment, an oil blowout can cause serious damage to the environment as 
well.
In case of an underground blowout, mainly in shallow formations, the 
pressure inside the well (usually close to the casing shoe) reaches a value 
greater than the minimum formation initiation fracture gradient causing potential 
migration of formation fluids to shallow formations.
The shallow blowout, mainly the shallow gas blowout, has been notorious 
as one of the worst problems in the oil industry. Drilling surveys for the 
period between 1971 and 1991 for the Outer Continental Shelf of the Gulf of 
Mexico, pointed out that one well out of every 359 drilled had experienced 
shallow gas blowouts, shallow gas blowout reached a dramatic percentile of 
67% of all blowouts occurring in that area (Danenberger, 1993). Similar 
statistics have been developed for different parts of the world, showing results 
much higher than these. The reasons for this are generally related to short 
casing string configurations and low formation strength existing near the well 
surface which favors upward formation fluid migration toward shallow and
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unconsolidated formations. In such a case, the chance of cratering can be 
extremely high. Fig. 1.2 shows schematically a well situation before and after 
cratering. Fig. 1.3 shows a crater which occurred in a onshore well (the rig is 
inside the crater.) Fig. 1.4 shows an offshore example of gas broaching where 
the rig eventually collapsed into a large crater in the sea floor.
It*-'.
'® ^ - > : G a s  Kick-;
Mud Filled 
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Fig. 1.2- Schematic view of cratering accident. Left, a typical well configuration 
and respective sedimentary strata. Right, a blowout followed by cratering.
1.2 - The Severity o f Shallow Gas Blowouts and Cratering
Although cratering while drilling a well is not a frequent occurrence in 
the oil industry, when a crater does occur the consequences are catastrophic. 
Large rigs and platforms have been lost in craters with no sign of the rig 
remaining at the surface. The chance of environmental disaster can be great. 
Losses can reach hundreds of millions of dollars. Two typical extreme cases of 
cratering accident occurred in the Main Pass 299 (U.S. Gulf of Mexico) and in 
the Cabinda Field (Angola). In both incidents, the jack up rigs sank into the 
huge crater that was formed on the sea floor by upward flowing gas.
Fig. 1.3 - Example of onshore underground . The rig and related equipment sank 
in the huge crater (after Walters, 1991).
i  ,  i  y  , l *K/&&$&&&
■"’* ' 3 r,.
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Fig. 1.4 - Example of offshore underground blowout. The rig collapsed into a 
large crater in the seafloor.
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Specific , updated and complete sta tis tics  about cra tered  wells or 
broaching incidents are difficult to find in the literature. However, as cratering 
is often related to shallow blowouts, statistics about shallow blowouts can be 
used to show the severity of such problems. Relatively recent blowout statistics 
were found in Hughes (1986), Adams (1991), Tracy (1992), and Danenberger 
(1993).
Hughes (1986) compiled information on 425 Gulf Coast blowouts (242 
in Texas, 56 in Louisiana, 121 in Outer Continental Shelf (OCS), 3 in 
Mississippi and 3 in Alabama), events that covered the period between July 
13, 1960 and January 1, 1985. Although certain important information, such as 
water depth, was not available in her records, Hughes' work is used here to 
illustrate blowout problems. Hughes states that information on some blowouts 
admittedly was not complete; for instance, some records consist only o f the 
name and location of the blowout occurrence.
According to Hughes (1986), the 221 Texan blowouts that listed the 
type o f fluid involved showed that gas influx was the main cause of the Texan 
blowouts, 82% (46% only gas and 36% gas and water). The two major 
operations that caused most Texas well blowouts were coming out of hole 
(27%) and drilling (25%). Seventeen Texan blowout reports (7.02% of total of 
242) noted that the well blew out around the casing. A total of twenty events 
(8.26%) reported that the blowout led to the formation of crater around the 
well, subsequent blowout of nearby waters wells, or nearby surface eruptions. 
All the blowouts that caused water wells to blowout or surface eruptions had 
the drilling depth to casing depth ratios greater than 4.00.
The study of 56 Louisiana blowouts by Hughes (1986) showed that gas 
blowout (73% of 46 wells that reported type of blowout fluid) was far the
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main type of blowouts. Gas alone was responsible for 43% of the Louisiana 
blowouts. A total of 38 wells reported the type of operation in progress at time 
the well blew out: Workover (37%), coming out of hole (21%), circulating 
(13.2%) and drilling (13.2%). The majority of the blowouts were killed or 
bridged. Hughes does not give details about flows around casing or cratering 
for the Louisiana blowouts.
The statistics about the 121 OCS blowouts reported by Hughes (1986) 
showed again that gas blowouts (77%) were far the leader in terms of type of 
blowout. Only 46 wells had the operation described when the blowout occurred: 
W orkover (28%), coming out of hole (24%), and drilling (20%) were the 
operations going on when most blowouts occurred. A total of 66 wells described 
the procedure used to control the blowout. The majority of the blowouts bridged 
(55%), the rest were killed by different procedures. Only one well with drilling 
depth to casing depth ratio equal to 3.60 reported flow around the surface 
pipe. In this incident, the drill pipe was coming out of the hole when gas 
began to flow from the well. Fracture near the casing shoe at 1100 ft occurred 
and gas migrated around the surface pipe. This well bridged later on. About 
49% of the 70 wells that listed both date of occurrence and date the well was 
killed were controlled in one day.
The above blowout statistics apply to events for all depths. However, a 
great deal of attention has been given to shallow blowouts; that is, blowouts 
that occurred at shallow part of the well. Danenberger (1993) performed a 
study of 87 blowouts that occurred on the Outer Continental Shelf of the 
United States. Fig. 1.5 displays blowout events versus depth for the OCS (87 
wells). According to Danenberger (1993), 58 (67%) of the blowouts occurred 
for depths above 5,000 ft and were not triggered by hydrocarbon influxes from
8
commercially productive intervals. These blowouts were originated from shallow
gas zones that were overpressured, undetected, or improperly controlled.
*
Deeper than 5,000 ft(33%)
Shallower than 5,000 ft(67%)
Fig. 1.5 - Shallow blowouts versus depth (after Danenberger, 1993)
The effect of the water depth was also analyzed by Danenberger (1993). 
An average of 334 wells were drilled per blowout for water depths of 200 ft or 
less. The blowout frequency increased to 176 wells per blowout for water 
depth greater than 200 ft. Danenberger (1993), gives two possible explanations 
for this increase in the blowout rate. The first is the increase of shallow gas 
reservoirs in the thick, overlying organic-rich recent sediments in the Pleistocene 
trend of the Gulf of Mexico (see Table 1.1), much of which is in water depths 
of more than 200 ft. The other possible explanation for the higher blowout rate 
is related to the fracture pressure gradient that decreases as water depth 
increases.
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Table 1.1 - Shallow gas blowouts by geologic age of well production (based on 
Danenberger, 1993)
Geologic Age o f Production Wells Drilled Shallow Gas Blowouts Wells per Blowout
Pleistocene 9892 37 267
Pliocene 3832 12 319
Miocene 6723 8 840
Shallow blowout statistics were found also in Hughes (1986). These 
statistics were based on 58 wells of Texas, 24 of the Outer Continental Shelf 
and 6 of Louisiana. Here, a blowout is said to be a shallow blowout if it 
occurred in depths above 3,300 ft.
Fig. 1.6 displays the number of events versus type of operation in 
progress when the blowout occurred. Note that coming out of hole and drilling 










Fig. 1.6 - Number of shallow blowout events versus operation at the time the 
blowout occurred (based on Hughes, 1986)
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Fig. 1.7 shows number of blowout events versus fluid type. Note that 
gas is present in about 97.5% of events. Gas alone and gas and water were
responsible for 55.4% and 37,3% of the blowouts respectively (Hughes, 1986).
60
50





Fig. 1.7 - Blowout events versus type of fluid (based on Hughes, 1986).
A total of 73 wells reported duration of blowout. Among these wells, 
67%, 53% and 32% were controlled in less than two days, one day and half­
days respectively (Hughes, 1986). As shown in Fig. 1.8, most of these shallow 
blowouts (51.4%) bridged or were self controlled. The rest were killed by the 









Bridge Killed Killed Killed Killed Killed 
(mud) (cement) (relief well) (BOP) (valve)
Mode of Control
Fig. 1.8 - Blowout events versus mode of control (based on Hughes, 1986).
Table 1.2 shows a great variation in the number of events versus drilling 
depth to casing depth ratio for 32 shallow blowouts. Four events, that is, 
12.5% of the 32, noted that a crater was formed around the well. These four
3Z4%
5SA%
Gas Gas and Gas. Oil Gas and Oil Water Oil 
Water and Water
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events had drilling depth to casing depth ratios equal to 11.13, 6.49, 4.53 and
1.00 (Hughes, 1986). However, it is possible that craters were formed in other 
incidents such as those that reported that the well blew out around the casings, 
had casing with no cement, blew out when drilling the conductor pipe hole, or 
even for those with no information.
Damage caused by shallow gas blowouts has been tremendous. Reports 
such those published by Tracy (1992) show that shallow gas blowouts have 
caused death to personnel and complete destruction of the drilling equipment. 
Adams (1991) gives four tables displaying a total of 60 cases of shallow blowout 
occurred during the period 1957-1989. Tables 1.3-1.7 are grouped by rig type 
and year. Tables 1.8-1.10 show a summary of the data. Note the high percentage 
of total loss and extensive damage. Note also that even if damage is classified 
as light, indirect costs such as equipment and well repairs must be added to the 
total cost. A recent event damaged a rig, resulting in losses of $200 million.
1.3 - Goals o f Well Control Research P ro g ram
The goal of the LSU research program is to increase the safety of drilling 
operations, to reduce accidental discharges of hydrocarbons and saline formation 
waters to the environment, and to better conserve our natural resources through 
the development of improved well design procedures, blowout prevention 
systems, and well control procedures. A new area of research not previously 
undertaken at LSU is the development of improved well design procedures for 
preventing blowouts that reach the surface through the sediments outside of 
the well rather than trough the well itself. This new area of research requires 
know ledge of scientific literature not traditionally studied by petroleum 
engineers. It will require coordination with disciplines of rock mechanics, 
geology and civil engineering.
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Table 1.2 - Blowout events related to drilling depth to casing depth ratio (based 
Hughes, 1986)
Description Drilling Depth Casing Depth Ratio Well
3179 3173 1.00 1
Flow between surface
2995 2988 1.00casing/conductor
Crater 1763 1763 1.00 3
354 354 1.00 4
3150 3108 1.01 5
Flow  between surface 
casing/conductor
1535 1500 1.02 6
2194 1525 1.44 7
Casing and no cem ent 1400 927 1.51 8
935 556 1.68 9
2600 1515 1.72 10
1694 883 1.92 11
2545 1200 2.12 12
Blew out when drilling for 
conductor pipe 1210 540 2.24 13
2735 1167 2.34 14
1889 778 2.43 15
860 337 2.55 16
2495 920 2.71 17
Set 4  1/2-in casing at 1210 
after controlling the well 1210 300 4.03 18
Crater 1584 350 4.53 19
2540 549 4.63 20
582 119 4.89 21
Cement blowing out o f 1042 200 5.21 22
2100 345 6.09 23
1100 180 6.11 24
Crater 980 151 6.49 25
1428 218 6.55 26
1928 180 10.71 27
Crater 1425 128 11.13 28
2300 205 11.22 29
1470 105 14.00 30
2065 135 15.30 31
2830 135 20.96 32
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Table 1.3 - Bottom-supported rigs (jack-ups and submersibles) damaged by 
shallow gas blowouts
Year Contractor Rig Damage Location
1958 Odeco N/A N/A Gulf of Mexico
1968 Fluor Little Bob Total Loss Gulf of Mexico
1972 Reading & Bates M. G. Hulme Total Loss Java Sea
1972 Marine J. Storm II Total Loss Gulf of Mexico
1974 Offshore Meteorite Total Loss Nigeria
1975 Zapata Topper III Total Loss Gulf of Mexico
1978 Penrod Penrod 61 Light Gulf of Mexico
1979 Odeco Ocean Patriot N/A Gulf of Mexico
1980 Reading & Bates Ron Tappmeyer Extensive Arabian Gulf
1981 Sedco Sedco 250 Total Loss Angola
1983 Penrod Penrod 52 Total Loss Gulf of Mexico
1983 Santa Fe Santa Fe 134 Moderate Kalimantan
1985 Beaudril Moiikpaq Moderate Beaufort Sea
1988 Sedco Sedco 251 Total Loss Java Sea
1989 Sedco Sedco 252 Total Loss India
1989 Teledyne Teledyne 16 Total Loss Gulf of Mexico
1989 Beaudril Moiikpaq Light Beaufort Sea
Table 1.4 - Platforms damaged by shallow gas blowouts
Year Platform Damage Location
1957 South Pass 27 Light Gulf of Mexico
1962 Grand Isle 9 Extensive Gulf of Mexico
1962 Middle Ground Shoals Extensive Cook Inlet, Alaska
1965 S. Marsh Island 48 Extensive Gulf of Mexico
1967 S. Timbalier 67 Extensive Gulf of Mexico
1974 E. Cameron 338 Light Gulf of Mexico
1974 High Island A-563 Total Loss Gulf of Mexico
1976 Fateh L Total Loss Arabian Gulf
1976 High Island A-511 Extensive Gulf of Mexico
1976 Eugene Island 380 Moderate Gulf of Mexico
1977 S. Marsh Island 96 Moderate Gulf of Mexico
1977 S. Marsh Island 96 Light Gulf of Mexico
1978 West Cameron 180 Total Loss Gulf of Mexico
1978 West Delta 79 Light Gulf of Mexico
1978 Vermilion 23 Light Gulf of Mexico
1980 High Island 368 Total Loss Gulf of Mexico
1981 Khafji 156 Extensive Arabian Gulf
1982 Eugene Island 361 Extensive Gulf of Mexico
1982 Campeche Moderate Bay of Campeche
1983 Forties Delta Extensive North Sea, UK
1983 East Breaks Extensive Gulf of Mexico
1985 Grayling Moderate Cook Inlet, Alaska
1987 Steelhead Extensive Cook Inlet, Alaska
Table 1.5 - Semi-submersibles damaged by shallow gas blowouts.
Y ear C o n trac to r Rig D am age L ocation
1971 Odeco O cean Drille Light Gulf of Mexico
1973 ■Santa Fe Mariner I Total Loss Trinidad
1973 Santa Fe Blue W ater 2 Light Gulf of Mexico
1975 Santa Fe Mariner II Light Gulf of Mexico
1978 Sedneth Sedneth 1 M oderate Gulf of Mexico
1980 Sedco Sedco 135C Total Loss Nigeria
1981 Wilhelmsen T reasure Saga Moderate North S ea, Nor.
1981 Odeco O cean Scout Light Gulf of Mexico
1984 Wilhelmsen Treasure S eeker Moderate North S ea , Nor.
1985 Smedvig W est Vanguard Extensive North S ea , Nor.
Table 1.6 - Drill ships/barges damaged by shallow gas blowouts.
Year C ontractor Rig D am age Location
1964 Reading & Bates C.P.Baker Total Loss Gulf of Mexico
1969 Reading & Bates E. W. Thornton Moderate Malaysia
1970 Offshore Discover II Light Malaysia
1970 Offshore Discover III Moderate Java S ea
1971 Fluor Wodeco II Total Loss Peru
1971 Atwood OceanicsBig John Big John Total Loss Brunei
1975 Offshore Discover II Light Nigeria
1981 Petromarine Petromar V Total Loss S. China S ea
1982 Global Marine Conception Moderate Kalimatan
1988 Viking Offshore Viking Explorer Total Loss Balikpapan
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Table 1.7 - Summary of platforms damaged by shallow gas blowouts (period of 
1957 to 1987).
Type of Damage Number of 
Events
Percentage





Table 1.8 - Summary of bottom-supported rigs damaged by shallow gas blowouts 
(period of 1958 to 1989).
Type of Damage Number of Events Percentage







Table 1.9 - Summary of semi-submersibles damaged by shallow gas blowouts 
(period of 1957 to 1987).
Type of Damage Number of 
Events
Percentage





Table 1.10 - Summary of drill-ships/barges damaged by shallow gas blowouts 
(period of 1957 to 1987).
Type of Damage Number of 
Events
Percentage





1.4 - O bjectives o f Current Study
The principal objective of this work is to examine cratering mechanisms 
with the purpose of better understanding the processes involved. The objective 
of current study can then be summarized as:
(a) To determine most important mechanisms involved in crater formation 
associated with exploration and development of oil and gas fields through well 
drilling,
(b) To develop an improved method for predicting the fluid pressure 
required for hydraulic fracturing of shallow sediments, especially for shallow 
sediments found in water depths greater than 400 m (1312 ft),
(c) To develop approximate numerical models for predicting the onset 
of cratering for the most important cratering mechanisms found.
1.5 - M ethodology of Current Study
The methodology used to perform this study was by:
(a) Study case histories and interview with technicians from the industry,
(b) Establish the most probable upward fluid migrations paths,
(c) Propose cratering mechanisms, and
(d) Study the main aspects of each d iffe ren t p roposed  cra tering  
mechanism.
Chapter 2 - Well Conditions Leading to Crater Formation
This chapter deals with aspects of the drilling process important to this 
study. A summary of the drilling process, well design, problems and well 
completion are given below.
2.1 - A spects o f Well Drilling Important to Study
Rotary drilling is a complex process in which a bit is used to drill 
various lithologic formations with widely ranging characteristics. In order to 
simplify understanding, study of the drilling process usually divides it into a 
number of systems. According to Bourgoyne (1986), although drilling rigs 
differ greatly in outward appearance and method of deployment, all rotary rigs 
have the same six basic drilling components. Briefly, these six basic systems 
and their main functions are: (1) The power system, which has the function of 
suppling energy to the entire rig; (2) The hoisting system, which provides a 
means of lowering or raising drill strings, casing strings, and other subsurface 
equipment into or out of the hole; (3) The circulating system, which removes 
rock cuttings from the hole as drilling progress; (4) The rotary system, which 
transmits rotation and torque to the bit; (5) The well control system, which 
prevents uncontrolled flow of formation fluids from the wellbore; and (6) the 
well-monitoring system, which provides constant monitoring of the well in 
order to detect drilling problems quickly.
Many aspects of the process are important and must be considered when 
planning and drilling a well. Fig. 2.1 shows schematically a typical well 
configuration and the lithologic sedimentary sequence. In this hypothetical 
case, the very shallow part of the sedimentary sequence is composed of recent 
and probably unconsolidated sediments. Just below these recent sediments a
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section o f clay lies on a relatively thick carbonate section. The underground 
below these carbonate sections is composed basically of shale/clay sections.
Fig. 2.1 - Typical well and sedimentary sequence.
Drilling different types of formations requires different drilling fluid 
properties. Mud cake and mud weight are two particularly important drilling 
fluid properties when drilling permeable strata such as sandstone. The formation 
of the mud cake on such formations is important because it increases the 
effective stress normal to the borehole wall and helps to prevents caving of 
poorly consolidated strata. Mud weight may easily be considered the most 
important mud property in terms of safety of the well. The mud weight must 
maintain a higher hydrostatic pressure inside the well than the pressure of the 
pore fluids in order to prevent flow of the formation fluid into the wellbore 
(kick). Adequate mud weight also prevents caving of the borehole wall.
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Mud w eight plays an im portant role when dril l ing  im perm eab le  
formations such as clays and shales. These formations are known as having 
high in-situ stresses which normally lead to instability of the borehole wall. 
The mud, in particular the mud weight, therefore must be adequate to prevent 
caving of the borehole wall.
2.2 - Selection of Casing Setting Depths
Casing point selection is one of the most important parts of any well 
design. Fig. 2.2 shows a typical well design configuration. In this particular 
case, the casings, the lithologic column and four pressure gradients, namely 














1210 14 16 18 208
Gradients (ppg)
Fig. 2.2 - Typical well design and the respective pressure gradients, namely, 
pore, mud, fracture and overburden pressure gradients.
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Formation pore pressure gradient is the pressure gradient inherent in the 
fluids in the rock pores space. Generally, pore pressure gradient is said to be 
normal when its value is equal to the salt water pressure gradient, that is, 
0.465 psi/ft. If a zone displays pore pressure gradient values higher than 0.465 
psi/ft, the zone is said to have abnormal pore pressure. On the other hand, if 
the zone displays pore pressure gradient values lower than 0.465 psi/ft, the 
zone is said to be subnormal. Fracture pressure gradient is pressure gradient 
that causes fracture of the formation. The overburden pressure gradient is the 
pressure gradient generated by the overlying weight of the rock layers and 
fluids. A more complete discussion of these pressure gradients is given in 
Chapter 5.
The knowledge of pore pressure and fracture pressure gradients is of 
fundamental importance when designing and drilling a well. When drilling 
permeable strata, as noted above, mud density must be increased (if necessary) 
as drilling progresses in order to generate a mud pressure higher than the pore 
pressure. On the other hand, the mud density cannot be so high that an exposed 
formation will fracture. When a situation where the mud weight reaches a 
value that no longer can prevent both flow of the formation fluid toward the 
wellbore and fracture of the formation, a new casing string must be set.
Fig. 2.2 also shows four casing strings, from the shallowest to the 
deepest; namely the drive or structural pipe, the conductor pipe, the surface 
casing, and the intermediate casing. As noted, casing point selection is generally 
based on the pore pressure and fracture pressure gradients, if they are available. 
However, as lack of data in the shallow part of the well does not allow the 
determination of these gradients, the casing point setting depth for shallow 
depths  are norm ally based on past experience and by fo llow ing MMS
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regulations. MMS regulations (MMS, 1990) for the drive or structural pipe 
and surface casing, which often are used as guideline, are quoted below:
MMS regulation for the drive or structural pipe:
“shall be set by driving, jetting, or drilling to a minimum depth as may 
be prescribed or approved by the District Supervisor, in order to support 
unconsolidated deposits and to provide hole s tability  for initial drilling 
operations. If this portion of the hole is drilled, a quantity of cement sufficient 
to fill the annular space back to the mud line shall be used.”
The MMS requirements for the conductor and surface casings are:
“Conductor and surface casing setting depths. Conductor and surface 
casing design and setting depths shall be based upon relevant engineering and 
geologic factors including the presence or absence of hydrocarbons, potential 
hazards, and water depths. The approved casing setting depths may be adjusted 
when the change is approved by the District Supervisor to permit the casing 
shoe to be set in a competent formation or below formations which shoul. be 
isolated from the wellbore by casing for safer drilling operations. However, 
the conductor casing shall be set immediately prior to drilling into formations 
known to contain oil or gas or, if the presence of oil or gas is unknown, upon 
encountering a formation containing oil or gas. Upon encountering unexpected 
formation pressures, the lessee shall submit a revised casing program to the 
District Supervisor for approval. The District Supervisor may permit a lessee 
to drill a well without setting conductor casing provided the information from 
approved logging and mud-monitoring programs for wells previously drilled in 
the immediate vicinity combined with other available geologic data are sufficient 
to demonstrate the absence of shallow hydrocarbon or hazards”
2.3 - Special C onsidera tions  for Bottom  S u p p o rted  Rigs
A typical shallow kick scenario is composed of short casing strings and 
low fracture gradients which prohibit holding back-pressure, and normally wells 
can only be diverted. Current well control practice for land or bottom-supported 
marine rigs usually calls for shutting-in the well when a kick is detected, if 
sufficient casing has been set to keep any flow underground. In addition, the 
working pressure of the casing and surface equipment is maintained high enough 
to insure that formation fracture occurs before a failure of these items. Even if 
high shut-in pressures are seen, an underground blowout is preferred over a 
surface blowout. On the other hand, an operator will put the well on a diverter 
if  he believes that the casing is not set deep enough to keep the underground 
flow outside the casing from breaking through the sediments to the surface.
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Once the flow reaches the surface, craters are sometimes formed which can 
lead to loss of the rig and associated structures. Historical cases giving examples 
of cratering are presented in Chapter 4.
Developing contingency plans must be the natural approach to face 
shallow gas flows. Contingency plans often call for use of a diverter system 
prior to setting surface casing. Since 1975, MMS has required the use of 
diverter system for rigs drilling on the Outer Continental Shelf of the Gulf of 
Mexico. The function of the diverter system is to divert flow from the well 
overboard, away from the drilling personnel and rig structure. A diverter system 
can be divided basically into the following elements:
(a) A vent line for conducting the flow away from the structure. This 
line must be large enough to prevent pressure buildup in the well to values 
above the fracture pressure gradient.
(b) A means for closing the well annulus above the vent line during 
diverter system operations, and
(c) A means for closing the vent line during normal drilling operations.
Normally, all diverter systems consist of some type of annular preventer,
one or more large-diameter flow lines extending from beneath the preventer, 
and a system of valves or other piping designed to permit selective system 
activation. Fig. 2.3 shows two typical equipment designs used for surface 
installations.
The most important and basic operational aspect of using a diverter is 
to insure that the flow line or lines coming out under the annular preventer are 
open before the annular preventer is closed. This may be accomplished in 
several ways. The left side of Fig. 2.3 displays an arrangement where a full 
open line used for discharging is placed at a higher elevation than the regular
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bell nipple flowline. In this case, closing the annular preventer automatically 
diverts the flow to the open lines. The right side of Fig. 2.3 shows another 
arrangement that uses a full opening valve on the diverter line itself. This 
valve, that should be rigged for remote control operation, is normally part of a 
system designed in a such way that closure of the annular preventer always 
occurs after opening the full-opening valve. In addition, automatic valves that 
open at a selected pressure on the upstream side of the diverter valve have 
been used. This opening pressure is set as low as necessary to avoid fracture 
of the formation.
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Fig. 2.3 - Typical diverter system configuration - surface installations (API, 1984).
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Control of a typical shallow gas kick in bottom-supported rigs using a 
diverter system can be summarized as: (a) the gas kick is detected by mud 
being expelled from the well, (b) the diverter system is actuated; that is, the 
vent line is opened and the annular preventer is closed, both automatically, (c) 
if  the well plan calls for a dynamic kill operation, mud is pumped at the 
maximum flow rate to attempt to regain control. However, diverted kicks tend 
to produce large amounts of abrasive solids at high velocity which often leads 
to destruction of surface equipment. Available records indicate a diverter failure 
rate of approximately 46 percent (Danenberger, 1993). Table 2.1 lists recent 
statistics on the use of diverter systems during blowout events that occurred 
between 1971 and 1991. Note the high percentage of diverter failure for 
platforms and jackups (Danenberger, 1993).
The most common types of well control operation failure using diverter 
systems have been damage to the line, failure of the valve, plugging of the 
line, failure of the annular preventer, ignition of the flow, and failure of 
sediments outside of the casing. (Danenberger, 1993).
Table 2.1 - Diverter failures by rig type (based on Danenberger, 1993).
Type of Rig Diverter Uses Failure Percentage of Failure
Platform 24 8 33.3
Jackup 11 8 72.7
Semisubmersible 4 3 75.0
Submersible 1 0 0.0
Drillship 1 0 0.0
Total 41 19 46.3
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In the past, the design of the diverter system was primarily based on 
surface pressure considerations. Simulations based on equations for single­
phase flow of gas were performed to select a vent line size that would result in 
a maximum acceptable wellhead pressure for a maximum anticipated gas flow 
rate. A general assumption was that the exit pressure of the vent line was 
atmospheric pressure. Until recently rigs equipped with 6-in diverter lines 
were normally accepted by many offshore operators and regulatory agencies. 
However, blowout accidents in which the entire rigs sank into subsea craters, 
showed that larger diverter vent lines were sometimes needed.
2.4 - Special C onsidera tions  for F loating Vessels
Drilling from floating vessels offers more options for handling shallow 
gas kicks than drilling from bottom supported platforms. As a floating vessel 
is not supported from bottom, the risk of losing the vessel is not a problem. If 
the well is shut-in and formation failure occurs, the vessel can be moved away 
from the hazardous location. While the risk of environmental damage remains, 
the risk to the vessel and personnel is not as great as for a bottom-supported 
rigs. For this reason, some operators elect to shut-in a well when drilling from 
a floating vessel even when a kick is taken prior to setting surface casing 
(Bourgoyne, 1989).
Fig. 2.4 displays other available options for controlling a shallow gas 
kick from a floating vessel. Fig. 2.4a illustrates a well control system similar 
to that used with bottom-supported rigs. During normal drilling operations, the 
drilling fluid is returned to the surface through the marine riser. If shallow gas 
kick occurs, an annular preventer or diverter located at the top of the marine 
riser is closed, and the gas flow is circulated out through a conventional diverter 
system. An annular blowout preventer with the associated choke and kill lines
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also may be deployed below the marine riser. The use of a surface diverter 
system has the advantage of increasing the ability to prevent a shallow gas 
flow by the use of higher drilling fluid density. The use of this system, however, 
has also the disadvantage of bringing gas on board at a high rate, which 
som etim es forces personnel to abandon the vessel i f  the d iverte r  fails  
(Bourgoyne, 1989).
Fig. 2.4b shows a riserless or open system. In this case, drilling fluid 
(normally sea water) and drilling cuttings are discharged through an open 
wellhead directly at the sea floor. A characteristic of this type of arrangement 
is that the pressure at the wellhead is always maintained at the hydrostatic 
pressure for a given ocean water depth. This wellhead pressure causes higher 
wellbore pressure than the surface diversion system causes. This, in turn, leads 
to a reduction of the gas flow rate but also reduces the likelihood of wellbore 
failure (collapse) by pressure release. Naturally this effect is magnified for 
wells in deep water. This approach has the advantage of avoiding all problems 
related to drilling fluid returning to the surface without causing fracture of the 
shallow formations. However, it also has the disadvantage of not allowing the 
drilling fluid density to be increased to avoid shallow gas kick.
Fig. 2.4c shows an arrangement that uses a subsea diverter system 
between the wellhead and the marine riser. In this system the drilling fluid 
density can be controlled and the hazard of bringing a high rate gas flow on 
board the vessel is eliminated. However, as the vent line is short, a problem of 
a gas boil migrating under or very close to the vessel remains. In addition, the 
time necessary to leave the location is slightly greater than with use of an open 
system (Bourgoyne, 1989).
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2.5 - Advantages and Disadvantages o f Using Diverters
The decision of shutting-in a well in case of kick, shallow or deep, 
should be based on the possibility of formation fluid causing a fracture in the 
formation, broaching to the surface and forming a crater. The main advantages 
of shutting-in a well when a failure at the casing seat does not occur are: (a) 
Further progress of the kick is stopped and the kick volume is held to a 
minimum; (b) Formation pressure and kill weight mud can be determined; (c) 
The kick can be killed by use of more conventional well control methods: 
Thus, a successful shut-in could retain pressure control of the well (LSU - 
Well Control Manual, 1993).
The main disadvantages of such an approach are: (a) The well is much 
more difficult to kill if cratering does occur; (b) Handling the large flow rate 
of gas and/or water at the surface can present a safety hazard; (c) The well is 






















(a) Surface Diversion (b) Open System (c) Subsea Diversion
Fig. 2.4 - Various methods for handling shallow gas flow on floating drilling 
vessels (Bourgoyne, 1989).
30
2.6 - The Decision to Divert or Shut-in a Shallow Gas Kick
The possible consequences of shutting-in a shallow kick are: (a) 
Formation fracture does not occur, leading to a stable shut-in drill pipe and 
casing pressures (preferred result); (b) Casing seat fractures on shut-in, causing 
an underground blowout that stays underground (generally acceptable); (c) 
Casing seat fractures on shut-in, causing broaching to the surface and the 
formation of a crater (worst situation).
The above consequences of diverting or shutting-in a shallow gas kick 
illustrate that sometimes the decision of diverting or shutting-in a shallow gas 
kick can be very difficult.
Broaching and cratering can be avoided if the casing shoe is set deep 
enough. At present there is very little understanding of the mechanisms of 
upward fluid migration and crater formation. A rule of thumb is sometimes 
used for critical casing seat depth for relatively young sediments similar to 
those found in the Louisiana Gulf Coast. The rule of thumb calls for diverting 
when the casing is set with less than 1,000 ft of penetration and shut-in when 
there is more than 1,500 ft. Ideally, a better method for taking into account 
local sediment properties is needed.
If an operator decides to divert to prevent possible cratering, then further 
analysis of the diverter system must be performed. On the other hand, if  the 
decision to shut-in is made, the operator needs to understand the risk of 
broaching and formation of a crater by the formation fluid. In this case, one 
must (1) understand the mechanisms of upward fluid migration, (2) understand 
the mechanisms of crater formation, (3) be able to avoid possible casing failure 
or cement failure, and finally (4) know the properties of the shallow formations 
in order to properly select casing seat depths.
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2.7 - Final Remarks about Well Conditions Leading to Cratering
Because of the difficulties in handling gas flows originating from shallow 
depths, considerable attention should be given to prevent or to protect against 
such flows when planning a well. Preventing shallow gas from flowing coincides 
with normal drilling practices such as keeping the well full during trips and 
reducing trip velocities to avoid swabbing the well. Protecting the well against 
shallow flow is more related to well design, which in turn is linked to knowledge 
of the formation pore pressure, overburden pressure, and fracture pressure 
gradients.
Although cratering problems have generally been related to blowouts, 
or more specifically shallow gas blowouts, the analysis of a number of historical 
cases has shown that cratering results from a wide variety of situations.
As described in Chapter 4, cases of cratering have occurred due to 
casing leaks. This type of casing failure allows highly pressurized gas to 
migrate to the shoe of the previous casing. As oftentimes the previous casing 
is neither designed nor set to face such a situation, the highly pressurized gas 
may fracture the formation, migrate upward through the previous casing- 
formation annulus, and eventually lead to the formation of a crater. For 
completed wells, the use of tubing strings provides additional protection. Cases 
of cratering reported in the early development of gas fields in Louisiana led to 
the routine use of tubing in these wells.
Chapter 3 - Literature Review
A literature review was conducted to obtain insight into mechanisms 
possibly involved in establishing a flow path to the surface and in the formation 
of a crater at the surface. This was done by studying and analyzing a number 
of historical cases, and later establishing and proposing mechanisms for 
cratering formation. However, the literature review showed that there are few 
specific petroleum-related articles about underground blowout followed by 
cratering. With the exception of very old reports (early 1900s) and the excellent 
paper written by Walters (1991), most of the petroleum-related literature 
contains no specific information about cratering mechanisms. Much of the 
pertinent literature was found outside of petroleum engineering publications. 
The scarcity of literature led this author to look for information by contacting 
a number of organizations such as oil companies and firefighting and blowout 
specialists. These contacts, the obtained literature, and the personnel of 
Louisiana State University, Colorado School of Mines, and University of 
Oklahoma supplied important information that allowed this work to draw 
important conclusions about possible cratering mechanisms.
The following sequence was chosen to present the information collected 
from the sources listed above: The discussion will include (a) mechanisms for 
upward fluid migration, in order to explain how formation fluid can migrate 
upward from the wellbore and reach shallow unconsolidated sediments, and
(b) proposed mechanisms for crater formation.
3.1 - M echanism s for Upward Fluid M igration
The main mechanisms for upward fluid migration as found in the 
literature were: failure of cement bond or channeling, rock failure (hydraulic
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and shear fracture) and migration along faults. Detailed explanations of these 
mechanisms follows:
3.1.1 - Upward Fluid M igration Through Cement Channeling
While drilling a hole in a virgin formation, the natural barriers to upward 
fluid migration are replaced by the cement sheath left by the cementing of the 
casing string. Removing the mud film from casing can be effective and bonding 
between cement and casing can be established. However, at the formation face 
it is probably impossible to remove completely the mud film. Many borehole 
wall irregularities  are left by the drilling, vertical pipe m ovem ent, and 
circulating. In addition, as drilling fluids are thixotropic, they will start to gel 
immediately when pumping is stopped, and it is unlikely that this gelled drilling 
fluid will be removed from wellbore wall washouts when cementing a casing 
string. Consequently, natural barriers will not always be replaced by cement, 
and a micro-annulus (or channeling) exists when cement has set (Lukkien, 
1985).
Although the micro-annulus may be filled with gelled drilling fluid, its 
hydrostatic head is reduced, or eliminated, if cement has formed a hydraulic 
seal at a shallower depth in the annulus. When pressure differentials occur 
within such an interval, gas may commence to flow upward and accumulate 
below the cement seal. Since expansion is not possible, gas will maintain its 
confined pressure. Depending on in-situ gas pressure, strength of cement 
hydraulic seal, hydrostatic support above it, formation integrity, etc., this 
process may lead to an uncontrolled gas flow through the cemented annulus 
(Lukkien, 1985).
Upward fluid migration through cement channeling has been responsible 
for a number of blowouts. Numerous cases (see Chapter 4) have indicated that
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an initial small amounts of gas seeping around the casing caused erosion of the 
borehole-casing annulus leading to a crater. Thus, the cementing job is one of 
the most important operations of drilling and production. One of the main 
functions of placing cement between casing and formation or between casings 
is to provide hydraulic isolation against the possible upward formation fluid 
migration. Therefore, proper design and planning of cement jobs are basic 
requirements to prevent upward gas migration around casing.
It seems that there is unanimous agreement that cement channelling 
must be minimized if good isolation is to be achieved. For this, a great deal of 
effort has been spent by the petroleum industry to solve channeling problems. 
However, the mechanisms involved in the channeling process have been poorly 
understood and although a variety of solutions to the problem have been 
proposed, none has been consistently successful (Lockyear, 1989).
According to Grinrod and Vassoy (1988), “adequate displacement of 
drilling fluid by cement plays an important role in achieving the objectives of 
cementing, i.e. zone isolation by good bonding at the cement/casing and cement/ 
formation interfaces plus casing support. If the bonding requirement is not 
fulfilled, gas migration can take place along these interfaces.” These authors 
point out also that: (a) gas migration will not occur through a cement column 
if cement pore pressure exceeds the gas formation pressure, (b) immediately 
a fter its placem ent behind casing, cement looses its ability  to transm it 
hydrostatic pressure due to gel development in the setting process. The degree 
of gel buildup as a function of time varies for different types of slurries, and
(c) cement pore pressure may also be reduced due to loss of water from cement 
matrix. Loss of water may occur by free water channeling, fluid loss to 
permeable formations, and biding of water by cement hydration reactions.
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As noted, if cement pore pressure drops to values below gas formation 
p re ssu re ,  gas flow may occur. “Gas flow occurs  th rough  the cem ent 
interconnected pores and starts while pores are still interconnected and pore 
water present” . This normally occurs between 4 to 10 hours after cement slurry 
is in place, depending on the cement setting time at ambient temperature and 
gas pressure. In addition, in shallow hole sections where ambient temperatures 
are low, and low densities are required, most cement slurries have long setting 
times (Grinrod and Vassoy, 1988)
According to Lockyear (1989) the following conditions must be satisfied 
to successfully place cement around the entire annulus:
(a) Mud displacement: the mud gel must be broken down so that mud is 
moving on the narrow side of the annulus. Ideally this should be done during 
mud conditioning prior to cementing,
(b) Overcoming Yield Stress: The yield stress of each fluid (mud, spacer, 
and cement) must be overcome to allow the fluid to flow in the narrow side of 
the annulus,
(c) Channelling: The velocity of the interface between two fluids in the 
annulus should be the same on the wide and narrow sides. If the interfacial 
velocity on the wide side is substantially greater than on the narrow side 
severe channeling will result.
Fig. 3.1 shows an example of gas channeling through the micro-annulus 
formed between cement and formation face. In this particular case, the gas 
began to migrate upward, broke the seal between the cement and formation 
and reached the surface.
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Fig. 3.1 - Schematic example of cement channeling
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3.1.2 - Upward Fluid M igration Due to Rock Failure
Upward fluid migration due to rock failure has been described as one of 
the causes that lead to formation of a crater (Walters, 1991). This can be 
understood when we analyze a typical kick control operation in which the well 
is partially or totally closed in order to control the kick. Closing the well or 
restricting the fluid flow in the chock lines will cause the pressure in the well 
to increase. If the pressure in the well reaches a limiting value, failure of the 
formation surrounding the well may occur, leading to an underground blowout. 
The confinement of the highly pressurized formation fluid in the underground 
will depend on many factors including underground conditions (in-situ stresses, 
etc.), rock properties (rock strength, permeability, degree of consolidation, 
etc.), lithology type, fluid type, fluid flow rate, and others (Haimson, 1967, 
Jaeger, 1979, Warpinski, 1987, Wang, 1991, Walters, 1991, Fjaer, 1992).
The objective of this section is to discuss the possible mechanisms of 
upward fluid migration related to rock failure. For this discussion, the section 
was divided into two parts; namely (a) an overview of basic rock mechanics, 
where important definitions and aspects related to rock behavior are emphasized, 
and (b) a review involved in possible mechanisms of upward fluid migration.
3.1.2.1 - Rock M echanics - Important Aspects
This brief overview of rock mechanics was compiled from various 
sources with the objective of giving appropriate background to support following 
parts of this work. For more information or details, the reader may use the 
references or the bibliography accompanying this work.
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A - A Basic Summary of Stress and Strain in Rocks
Suppose that Fig. 3.2 represents a body sectioned by three planes, form­
ing three different areas, A l ,  A2 and A3. For simplicity it is also assumed that 





Fig. 3.2 - Schematic representation of stresses.
The stress <x, can be defined as the ratio between a force F and the 
cross section A in which it is acting, or
F
< 7  =  —
A (3.1)
From Fig. 3.2 it is realized that the stresses will be different for different 
sections. In the limiting case in which a section becomes a point (bottom part 
of Fig. 3.2), Eq. 3.2 gives a more formal definition of stress
AF
a  = lim —
M -»0 A A
(3.2)
The force, as shown in Fig. 3.2, may not be normal to the cross section 
over which it acts; thus it is often common to divide it into two components,
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namely normal and tangential or shear components. Finally, in this work it is 
assumed that compressive stresses are positive and tensile stresses are negative.
A complete definition of the stress state acting in a body can be made 
only by the use of a tensor quantity with nine components (Jaeger, 1979) as 
shown in Fig. 3.3. The nine stress components that are acting in the body are 
composed of 3 normal components and 6 shear components.
These nine components can then be rearranged in a matrix format that 






Fig. 3.3 - Schematic representation of the nine stress components acting in a 
cubic element.
However, it is always possible to find a coordinate system based on 
three directions, called principal directions, in which all the shear stresses 
vanish. In this coordinate system, the principal directions, «r3, <r2, and <r, are 
called the minimum, intermediate, and maximum normal stresses respectively. 
The stress tensor then becomes:
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'<*1 0 ( p
<7 = 0 °2 0 (3.4)
, 0 0 °3y
Many important conclusions come from the examination of the matrices 
in Eqs. 3.3 and 3.4. For example, the trace of a matrix (sum of the components 
of the principal diagonal) remains unaltered during any change in coordinate 
axes, and so does the mean normal stress defined as:
_  (cr, + a 2 + rr3)
mean ^ (3.5)
The mean normal stress, a  , sometimes referred to as invariant of
mean
stress, is a nondeviatoric stress. Nondeviatoric stress is a stress equally applied 
in all directions; that is, a hydrostatic state stress. A characteristic of a 
nondeviatoric stress is that it essentially causes only uniform compression or 
extension of the body without deforming it (Goodman, 1989). The so-called 
deviatoric  stresses are the normal and shear stresses that remain after 
subtracting a hydrostatic stress, equal to the mean normal stress, G , from
mean
each normal stress component of the stress tensor (Goodman 1989 , and Fjaer 
1992).
&dev ~








Therefore, a tensor stress can always be written as the sum of a deviatoric 
and a nondeviatoric term.
Even though a body underground may be immobile, it still may have a 
number of forces acting upon it. Body forces such as gravity act on the body 
as well as the force exerted by overlying sediments. These sets of forces at a 
particular point underground will generate a particular stress state. For instance,
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two points located underground at two different depths are submitted to different 
weights of overlying sediments. Therefore, the stress states at each point (or at 
each depth) may be different.
For a stressed body to remain immobile it is necessary that all the 
forces acting on it cancel out. A stress balance analysis will generate a set of 
equations to determine this physical state. This set of equations is called the 
equations of equilibrium. The development of such equations is found in Love 
(1944), Sechler (1952), Jaeger (1979) and Fjaer et al. (1992). When studying 
stress around wells it is convenient to express the equations of equilibrium in 
cylindrical coordinates. Then for a body subjected to a body force with 
components R, 0 and Z the equations of equilibrium become:
d o r . d z rd . a r - G a . S t ,j- + .
s e  r d e + ■ + — ^  + /? = 0*
S o 0 . dxrS _ 2xr0 . Sx,r9 +  —^ + 0  =  0 
Szrdd dr
So . dxft, dx„ x„ „ _— -*■ + — Ss- + — s- + -a . + Z = 0
Sz rSQ dr r
(3.7)
In this case “r” is the distance from a point to the origin of the coordinate 
system, 0 is the angle between the x-axis (horizontal) and the projection of the 
straight line passing through the origin and the point P (see Fig. 3.4).
y
Fig. 3.4 - Cylindrical coordinate system.
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Note that Eq. 3.7 is composed of three equations and six unknowns. 
Therefore, the number of equations given in Eq. 3.7 are not enough to determine 
the stress state in a body. To make such a determination, stress-strain relations 
are used.
Every stress acting in a body, even if very small, will cause in that body 
deformation that may or may not remain after the stress ceases acting on the 
body. This deformation can be understood also as the displacement of particles 
within the body. Often, strains, that are the ratio between the displacement in a 
certain direction and the original length of the body in that direction, are used 
in the calculation instead of the displacement (Love 1944, Sechler 1952, Jaeger 
1979 and Fjaer et al. 1992).
The relations between displacement and strain in cylindrical coordinates 
are given by:
(3.8)
r * 2 [ r d 6 + dz
1 (1 dw dv
B - Strength o f Rocks
Generally the strength o f rocks is studied by analysis of the so-called 
stress-strain curve (Fig. 3.5). These types of curves are obtained by performing
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uniaxial or triaxial tests on rock samples. In an uniaxial test, a cylindrical 
rock sample is axially loaded and the axial and lateral strains are measured. In 
a triaxial test, the rock sample is initially confined isotropically at certain 
confining pressure. Later, an axial loading is added to the initial stress state. 
Fig. 3.5 displays typical stress-strain curves for elastic materials. Top of 
figure shows a specimen being compressed by a variable force, F, which 
generates a variable stress, o. Fig. 3.5 (a) a shows a linear elastic material, (b) 
perfect elastic material and (c) elastic material and hysteresis effect (after 
Jaeger, 1979).
A material is said to be elastic if after loading and subsequent unloading 
to zero, the strain returns to zero, but possibly by a different path. This effect 
is called hysteresis and is shown in Fig. 3.5 (Jaeger 1979). Note also that 
increase in stress is limited by the strength of the rock. Rock strength is 
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Fig. 3.5 - Typical stress-strain curves for elastic materials (based on Jaeger, 1979).
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T riax ia l  tests are im portan t because they enab le  us to s im ulate  
approximately underground situations. Triaxial tests also enable us to study 
the influence of different parameters such as confining pressure, temperature, 
etc., on rock strength. Some of these factors are described next.
According to Jaeger (1979), the effect of increased temperature is to 
decrease the strength of rock (Fig. 3.6). Jaeger pointed out that as temperature 
increases, brittle-ductile transition pressure is lowered and the material tends 




Fig. 3.6 - Typical stress-strain curve showing the effect of temperature on the 
strength of rock (after Jaeger, 1979).
Strength of rock increases as confining pressure increases. According to 
Jaeger, 1979, Goodman, 1989 and Fjaer et al. 1992, as confining pressure 
increases, the peak in the stress-strain curve increases and the rock becomes 
more ductile. At higher confining pressure the stress peak observed in the 
stress-strain curve (Fig. 3.7) increases continually with increasing strain after 
the yield point has been passed. This effect is called work-hardening. According 
to Goodman (1989), most rocks are significantly strengthened by confinement, 





Fig. 3.7 - Typical stress-strain curve showing the effect of confining pressure on 
the strength o f rock (after Goodman, 1989).
According to Goodman (1989), “some rocks are weakened by the addition 
of water, the effect being a chemical deterioration of the cement or clay binder. 
A friable sandstone may typically lose 15% of its strength by mere saturation. 
In extreme cases, such as montmorillonitic clay shales, saturation is totally 
destructive” . However, Goodman emphasizes that rock strength is much more 
affected by pore and fissure water pressure. During the period of the deposition, 
if  drainage cannot take place, the pore pressure will increase and the strength 
of rock will decrease. A similar effect may be observed if a formation is 
loaded due to the invasion of a highly pressurized migrating fluid. This is the 
typical case in zones that become interconnected in case of failure of the 
production casing.
A good example of the effect of pore pressure on rock strength 
(Pennsylvanian shale) is shown in Fig. 3.8. Two separate triaxial compression 
test results are displayed in this diagram. The curve with circles represents the 
compression of a saturated sample (initial water content, w.=10.7%) under 
drained conditions (the excess of the pore pressure drained away). Note that
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the shape of the curve is similar to that shown in Fig. 3.4; that is, the curve 
displays a peak and then a descending tail. The curve with triangles represents 
the compression of a saturated sample (initial water content, w ^lO .6% ) under 
undrained conditions (the excess of the pore pressure that develops cannot 
drain away). Note how the load peak is dramatically lowered and the post peak 
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Fig. 3.8 - Typical stress-strain curve showing the effect of pore pressure on the 
strength of rock (after Goodman, 1989).
According to Fjaer et al. (1992), “cracks occur in all types of rocks, and 
they generally have a large impact on the elastic properties of the material.” 
Fig. 3.9a shows schematically a stress-strain test of a rock sample. Note that 
the Young’s modulus (the slope of the curve in Fig. 3.9b) increases when the 
stress reaches a value equal to (a xf , that is the needed stress to close the 
crack. Such closure of cracks as stress increases may explain the typical feature 
that elastic constants of rocks normally increase with increasing hydrostatic 
stress (Fjaer et al. 1992).
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(a) 0»)
Fig. 3.9 - Typical example of crack presence affecting rock properties. In this 
case, Y oung’s modulus measurement is affected by the presence of cracks (after 
Fjaer et al, 1992).
Fig. 3.10 also shows a rock sample with a crack. The difference now is 
that the crack is closed and forms a certain angle with the applied stress. Any 
value of applied stress will correspond to a value for shear stress due to the 
friction o f the two crack surfaces.
a*
(a) (b)
Fig. 3.10 - Opening of two new cracks due to the presence of an initial crack 
(after Fjaer et al, 1992).
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Note that when the applied stress reaches a certain value the shear 
stress becomes higher than rc (shear stress above which slide occurs) and the 
crack surfaces start sliding. The sliding of the crack surfaces is followed by 
the opening of two other cracks oriented in the same direction as the applied 
stress. This crack opening causes an increase in the volume of the material that 
is called dilatancy. Fjaer et al (1992) point out also that another consequence 
of such a phenomenon is a stress-induced anisotropy.
C - Stress-Strain Relations 
A material is described as linearly elastic if  a linear relationship exists 
between stress and strain, or
Eq. 3.9 is known as Hook’s Law. Coefficient E is called Young’s modulus, 
and it is a measure of the stiffness of the sample (Fjaer et al. 1992). Note also 
from Fig. 3.11 that the action of applying a uniaxial force F on the body 
decreases the length L (axial contraction) and increases the width D (lateral 
elongation). The ratio between these two strains is called Poisson's ratio, and 
is given by:
The deformation caused by shear stress has the same treatment, in that 
it is also assumed that the material will deform linearly due to shear stress. 
The general relation between shear stress and strain is given by:
Eqs. 3.9, 3.10 and 3.11 form the basis of the so-called one-dimensional 
theory of linear elasticity. However, according to Love (1944), Sechler (1952), 
Jaeger (1979), Fjaer et al. (1992) this concept may be expanded to a more
o - E e (3.9)
(3.10)
t = G T (3.11)
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general (three dimensional) case. These authors assume that each component 
of stress is a linear function of the component of the strains. We will restrict 
this discussion to isotropic materials, that is, materials whose properties are 
independent of direction. For such materials the principal axes of stress and 
the principal axes of strain must coincide. According to Love (1944), Sechler 
(1952), Jaeger (1979), and Fjaer et al. (1992), the general relations between
stresses and strains for a linear elastic material may be written as:
<rr = (A + 2G)er + +  £?)
0 0  = (A + 2G)ee + A(er +  £z)
<xz — (A + 2G)ez + A(cr + j 2 )
7r0 = 2GT 
^  =  2 G T n
.'tzb = 2GT\e
The above study of behavior of an elastic body was done without taking 
into account the influence of pressure of fluid inside the pores. In other words, 
it was done by assuming that the studied body was composed of a continuum 
of solid material with no porous inside. This is not the case with soils and 
rocks. Soils and rocks are composed of a solid phase (grains) and a liquid 
phase (sometimes more than one liquid phase is present). The agents of force 
transmission, in the case of soils and rocks, are solid grains and pore fluids 
(Al-Khafaji, 1992). If an apparently continuous area A A of soil or rock as 
shown in Fig. 3.11, is enlarged, it will be shown that the stress applied on such 
area will be distributed between the solid and liquid phases.
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AA s
Fig. 3.11 - Stress In Rock or Soil (based on Al-Khafaji, 1992).
The net stress acting on soil or rock grains is less than the total stress 
applied on the soil or rock mass. Based on the above, one can see that the 
concept of stress as defined in Eq. 3.12 needs to be modified to take into 
a cco u n t  the ex is t in g  pore space o f soil and rocks. T e rzag h i  (1923), 
experimentally showed that the stress acting on the grains of a water-saturated 
soil mass is equal to the total stress acting on the soil mass minus the pore 
pressure. This concept, that defines the principle of effective stress, can be 
described by Eq. 3.13 as follows:
= <*-<*. pp (3.13)
The concept of effective stress was further expanded to rocks by Biot 
(1941 and 1956). Biot's studies have been used by many other authors such as 
Nur (1971), Bratli (1981), Risnes (1982), Detournay (1986), Wang (1991), 
Boone (1991), etc. and have been called the “Theory of Poroeiasticity” .
According to Biot (1941 and 1956), fluid pressure acting in the pores of 
a rock alters the stress state present in the rock. To develop his theory, Biot 
made a number of assumptions, which are used also in this work. These 
assumptions are: (a) isotropy of the material, (b) reversibility of the stress- 
strain relations under final equilibrium conditions, (c) linearity of the stress- 
strain relations (d) small strain, (e) the fluid contained in porous rock is 
incompressible, (f) the water may contain bubbles, and (g) water flows trough
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the porous skeleton according to Darcy's law. Based on these assumptions, 






The component of the stress, crp is given by the product of the pore 
pressure pp and a constant a ,  that is
GP ~ a -PP (3.15)
Biot also stated that the “new” stress state will change the elasticity 
equations, Eq. 3.12, as follows:
a r -  (X + 2G)er + A(eg + ez) - a p 
G g = (A + 2 G)ee + A(er + ez) -  o p 
g z =  (A + 2G)ez + A(er + eg) -  g p (3.16)
trB  ~
=  2 G r rz
S «  = 2 G rze
According to Biot, the equilibrium equation, Eq. 3.16, is also affected 
and becomes:
| a , - a .  t dzn t R _ 0
d6 rdO r dz
d ( ° e - ° P) d t 9 2 r g d t6z a .
 —  4 -— — + — — + — &. + 0 = 0
rdO dr r dz
A A + : k + z = 0
dz rdO dr r
(3.17)
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The stress o p due to fluid pressure can be obtained by solving the 
continuity equation as follows (Holden, 1992):
= (3. i 8)
P f l u i d ' k  d t
Finally, according to Biot, the solution of Eqs. 3.16, 3.17 and 3.18 
gives the answer to any poroelastic problem.
D - Stresses A round  the W ellbore
When a well is drilled, part of the underground rocks are removed and 
replaced by drilling fluid with properties quite different from those of the 
existing rocks. Since this drilling fluid will seldom match the original stress 
state acting on the underground rock, one can conclude that the presence of 
the well will cause stress alteration of the wellbore's surrounding formations 
(Jaeger, 1979 and Fjaer et al 1992). Fig. 3.12 shows schematically the stress 
state of the original formation and the formation with a well. The type of fluid 
in the well, the geometry of the well, the type of formation, etc. (Haimson, 
1967, Jaeger, 1979, Fjaer, 1992) all lead to stress concentration around the 
borehole.
As noted, the presence of the well disturbs the original underground 
stress state. Sometimes stress alteration caused by the presence of the well can 
be great enough to cause failure of the formation around the wellbore. As will 
be seen, failure of the formation can cause problems such as lost circulation, 
instability of the well and others.
The difficult task of studying stress behavior at and around a wellbore 
has been the objective of many authors (Love, 1944, Hubbert and Willis, 1957; 
Haimson, 1967; Jaeger et al, 1979; Risnes et al, 1982, and Fjaer et al, 1992). 
Different articles give different expressions for the stresses around the wellbore,
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and each expression is based on a different set of assumptions, boundary 
conditions and rock type. All expressions are based on hard-to-m easure 
parameters such as in-situ stresses and in-situ rock properties. Generally, studies 
of the stresses around a wellbore are performed by (a) applying equilibrium of 
forces in an element (equilibrium equations), (b) using stress-strain relations 
to reduce the number of unknowns, (c) solving the set of equations in functions 
of strains, and (d) applying the principle of superposition. The literature review 
presented next emphasizes concepts concerning stress around a wellbore that 
are applicable to this work.
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Fig. 3.12- Original in-situ stress in a virgin formation (left). Stress concentration 
due to the wellbore (right).
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Haimson and Fairhurst (1967) proposed a criterion for the initiation of 
vertical hydraulic fracturing taking into account the three stress fields around 
the wellbore. According to Haimson and Fairhurst these stress fields arise 
from (1) non-hydrostatic regional stresses in the earth, (2) the difference 
between the fluid pressure and the formation fluid pressure, and (3) the radial 
fluid flow through porous rock from the wellbore into the formation. These 
authors also took into account whether the fluids were penetrating or non­
penetrating. A fluid is said to be penetrating if there is flow from the well to 
the formation or vice-versa. A fluid is said to be non-penetrating if there is no 
flow from the well to the formation or vice-versa (Campos, 1983). Figs. 3.13 




Fig. 3.13 . Possible distribution of pore fluid pressure around wellbore of radius 
rw for a penetrating fluid (after Haimson, 1967).
Fig. 3 .14- Possible distribution of pore fluid pressure around wellbore of radius 
rw for a non-penetrating fluid (after Haimson, 1967).
A detailed analysis of Haimson and Fairhurst's work was performed by 
Campos (1983) and Polillo (1990) and is reproduced in Appendix B. Based on 
these works, the stress around and at the wellbore is given by the superposition 
of three different fields as follows:
Stress Field 1:
.cos20 + pt
\  r  r  J
(3.19)
cos20 + pe







r(3) -a a - 2  v) i
(1 -  v) r2
. 2  r >
j r .A p .d r -  jr.Ap.dr)
cr<3) = - a
r — rc h» r,
-  „ 0 - 2 v )  1 I r2 + r2 rf
CT<3) =
n  ̂ 2 l ~2— r- f  \r.Ap.dr +( 1 - v) r 2 [ r 2- r 2 J
r
^r.Ap.dr - r 2 .Ap
r"
(3.21)
The resultant stress is given by the superposition of the above stress 
fields as follows:
G r = o f  + o f  + <J<3) 
G e =  G (J } +  G ie2) +  G f
vat = o f  + o f  + o f
(3.22)
Deily and Owens (1969) studied stress around a wellbore by studying a 
physical model composed of a large porous elastic body with a cylindrical 
cavity in the center. The cylindrical cavity was assumed to be filled with fluid 
at a pressure Pm. In addition, the porous body is acted upon by external stresses
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(in-situ stresses), <rx, o y and o z , which are the tectonic stresses. Santos (1989), 
when studying well stability, based his studies on Deily and Owens's work.
Deily and Owens then approached the problem by analyzing the two 
subsystems independently and by applying the principle of superposition to 
arrive at the final solution. The following expressions of the stresses around 
and at the wellbore were obtained by Deily and Owens (see Appendix B for 
more details):
a r = ( h - l ) . ( p m- p 0)
<jr = (5, + 5,) -2 .(5 ,  -  5y).cos20 +
(1 + h.rl).(pm- p 0) + 2.p0 
a Z=SZ + v[(5, + Sy) -  2.(5, -  5y ).cos20] +
h.rv (pm- p 0) + r2.p0 (3.23)
h ^ L L l P o .
Pm Po
v + p - 2 .  v.j3
r, = ----------   —
1 1 - v
r2 = 1 + 2. v
Note that for non-penetrating fluid the value of pa is equal to pressure in 
the wellbore. Therefore the value of “h” in Eq. 3.23 is 1.0. If the fluid is 
penetrating, the value of pa is equal to the pore pressure close to the wellbore. 
Therefore the value of “h” is equal to zero.
Risnes et al (1982) also studied stress around a wellbore. These authors 
were particularly interested in understanding mechanisms of sand production. 
For this reason, they limited their analysis to the case of an isotropic and 
homogeneous completely saturated sand body subjected to radial displacement 
only. They established equations for the stress around the wellbore by solving
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the equilibrium equation for a vertical cylindrical hole through a horizontal 
layer of porous and permeable material.
E - Failure Criteria
The previous section discussed stress with emphasis on stress around 
the wellbore; however, nothing was said about the maximum stress a rock can 
tolerate. Criteria of failure are “equations that link the limiting combinations 
o f stress components separating acceptable from inadmissible conditions” 
(Goodman, 1989). A rock specimen fails differently under different conditions. 
The mode of failure will depend on stress state, the type of material and the 
geometry of the rock specimen (Fjaer, 1992).
The main modes of rock failure are shear failure, direct tension and 
crushing. “Shear failure refers to formation of a surface of rupture where the 
shear stresses have become critical, followed by release of the shear stress as 
the rock suffers a displacement along the rupture surface”. Direct tension occurs 
in convex upward slope surfaces (sheeted granites for instance) and in 
sedimentary rocks on the flank of an anticline. Direct tension failure also 
occurs when the circumference of a borehole is stretched owing to internal 
water or gas pressure. This situation arises when a drill hole is hydraulically 
fractured by pumping fluid to a high pressure in a section isolated by packers. 
Crushing occurs in intensely shortened volumes or rock penetrated by a stiff 
punch, as by drill bits and disk cutters of boring machines (Goodman, 1989).
Many authors have proposed different failure criteria. Normally the 
criteria are expressed as mathematical functions of the principal stresses. If 
plotted, in a principal stress space cr,,<x2 and cr3, these functions would generate 
failure surfaces. These failure surfaces can be mathematically expressed as 
(Jaeger et al, 1979 and Fjaer et al, 1992):
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/ ( c7,,cj2,<x3) = 0 (3.24)
Various empirical assumptions about the form of the failure criterion 
have been made. The maximum tensile stress failure criterion assumes the 
material will fail by brittle fracture in tension if the least principal stress, 
reaches a value equal to the uniaxial tensile strength of the material. In this 
case, the function described in Eq. 3.24 depends only on the minimum principal 
stress and can be expressed as:
= ~To (3-25)
Naturally, this criterion would be applied in very limited cases of tensile 
stresses.
The maximum shear stress, or Tresca’s criterion, assumes the material 
will fail when maximum shear stress is equal to a value, S0, characteristic of 
the material. The failure function, Eq. 3.25, depends on the minimum and 
maximum principal stresses and can be expressed as:
<71-< x3 =2.S0 (3.26)
According to Jaeger (1979) this is definitely not accurate. The von Mises 
or maximum octahedral shear stress criterion is based on a failure function 
that depends on the three principal stresses. It assumes a cylinder surface as a 
failure surface. Therefore, this criterion can be expressed as:
(o', - a 2f +  (cr, -  cr3)2 + (cr2 -  tx3)2 = c2 (3.27)
The term on the left side of Eq. 3.27 is called octahedral shear stress, 
Therefore, failure will occur when the octahedral shear stress reaches a 
value of “c” , that is a characteristic of the material (Howard, 1970 and Jaeger, 
1979).
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The Drucker-Prager criterion, which uses a cone as a failure surface, 
can be expressed as:
(<r, -  <t2 f  + (<r, -  a ,)2 + {a2 -  a ,)2 = 
c(ax + cr2 + <r3 + A f
(3.28)
Like the von Mises failure criterion, the Drucker-Prager criterion also 
depends on the three principal stresses. Fig. 3.15 displays the two failure 
surfaces representing von Mises and Drucker-Prager criteria.
Fig. 3.15 - von Mises and Drucker-Prager criteria in principal stress space (after 
Fjaer, 1992)
According to Jaeger et al (1979), the criteria of failure which have 
proved most useful have not been obtained, as above, by m athem atical 
assumptions, but by physical hypothesis. These criteria are the Griffith and 
Mohr-Coulomb failure criteria.
Griffith in 1921 developed a failure criterion from the study of elliptical 
microcracks in a two-dimensional model (Fjaer, 1992). Different from the above 
models, the Griffith failure model does not take into account the intermediate
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principal stress, c 2. In this model, failure is caused by stress-concentration at 
the tips of minute cracks which are supposed to pervade the material, and then 
fracture is initiated when the maximum stress near the tip of the most favorably 
oriented crack reaches a value characteristic of the material (Howard, 1970 
and Jaeger et al , 1979). Mathematically, the Griffith criterion is expressed as:
The Mohr-Coulomb failure criterion is one of the most simple and best 
known failure criteria (Goodman, 1989). Many works (Bratli 1981, Risnes 
1982, Wang 1991A and 1991B, Walters, 1991, and others) have been based on 
this criterion. The Mohr-Coulomb failure criterion, as shown in Fig. 3.36, 
consists of a linear envelope tangent to all Mohr’s circles representing critical 
combinations of principal stresses. The necessary stress to generate the Mohr- 
Coulomb envelope can be easily obtained from triaxial tests. The Mohr-Coulomb 
failure criterion can be mathematically expressed as:
Note that in the above equation, C0, the cohesion, indicates the degree 
o f cohes ion  a certa in  rock has. The value o f C 0 approaches  zero  for 
unconsolidated rocks. If C0 is equal to zero, the material can be considered 
cohesionless.
Note in Fig. 3.16 that the minimum principal stress can be tensile as 
long as the total stress remains compressive. However, the Mohr-Coulomb 
criterion looses its physical meaning if the normal stress acting on the failure 
plane crosses into the tensile region. In this case another criterion, the maximum 
tensile stress criterion, is superimposed on the Mohr-Coulomb criterion. If this
(cr, - a 3f  =S.T0.(a l + of) i f  (o, + 3.o f ) > 0  
°3 = To i f  (ct1+3.<j3) < 0
(3.29)
^peak C0 + cr.tan(0/nc,ion) (3.30)
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is done, the final Mohr-Coulomb criterion as shown in Fig. 3.16 can be stated 
as:
f ̂ peak C0 + <T.tan(0/ricIion) for  <x3 > r o 
l - 7 i  fo r  a ,  < r„ (3' 31)
Finally, the Mohr-Coulomb, criterion can be rewritten in terms of 
minimum principal stress, <r3, and the maximum principal normal stress, a r  
as follows (Jaeger, 1979):
.2(7, = 2S0 tan Pfailure + ct3 tan2^ /a,ure 
and
f t_____$ friction (3.32)
H  failure ^  2
The author has noted that some o f the above c r i te r ia  take into 
consideration all three principal stresses, CTj, <t2 and <J3. However this has 
been the subject of many debates and controversy that are outside the scope of 
this work.
friction
Fig. 3.16 - Mohr-Coulomb failure criterion.
F - Hydraulic Fracturing from the W ellbore
Every formation rock has certain strength that is a function of its 
structure, compaction and rock type. Rock has tensile strength in both vertical
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and horizontal directions. The forces tending to hold the rock together are the 
strength of the rock itself and the in-situ stresses on the rock. High-pressurized 
fluid inside a wellbore generates hydraulic pressure at the wellbore wall or 
even in the pore spaces of the rock. This hydraulic pressure is applied equally 
in all directions. If the pressure increases, the force applied by the fluid pressure 
in the rock will become equal to the forces tending to hold the rock together. 
Any additional pressure applied will cause the rock to split or fracture (Martinez,
1990). Thus, from a macroscopic point of view, hydraulic fracturing occurs 
when the minimum effective stress at the wellbore becomes tensile and splits 
the formation apart (Fjaer et al, 1992). The fracture will extend as long as 
sufficient pressure is being applied by injection of additional fluids (Haimson, 
1967 and Martinez, 1990). Although this is not a welcome situation in drilling, 
hydraulic fracturing has become a frequent occurrence in production.
The hydraulic fracturing operation consists of pumping special fracturing 
fluid into the pay zone at sufficient rates and pressures to wedge and extend a 
fracture hydraulically (Veatch, 1989). Fracture propagation is a function of 
several factors such as: "(a) variation of in-situ stresses existing in different 
layers o f  rock, (b) relative bed thickness of formations in the vicinity of the 
fracture, (c) bonding between formations, (d) variation in mechanical rock 
properties (including elastic modulus, Poisson's ratio, toughness), (e) fluid 
pressure gradients in the fracture, and (f) variation in pore pressure from one 
zone to another” (Veatch, et al 1989).
Local stress fields and variations in stresses between adjacent formations 
are often considered the most important factors to dominate fracture orientation 
and fracture growth. Regional stresses can impact the azimuthal trend of 
hydraulically  created fractures. Evidence from production logs and other
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evaluation techniques has suggested that hydraulic fractures often terminate 
before propagating far into the bonding, impermeable (usually shale) layers. 
Soft, clay-rich materials normally have high stresses and often act as bonding 
layers. “Such material should have large stresses because the material will be 
in near hydrostatic equilibrium; the horizontal stresses should be close to the 
overburden stress” (Harrison et al, 1954 and Warpinski, 1989).
The hydraulic fracturing operation has been performed successfully in 
all formations except those that are very soft. Sand, limestone, dolomitic 
limestone, dolomite, conglomerates, granite washes, hard or brittle shale, 
anhydrite, chert, and various silicates are example of rocks where hydraulic 
fracturing operations were successful. The plastic nature of soft shales and 
clays makes them difficult to fracture (Martinez, 1990).
Finally, hydraulic fracture will usually propagate perpendicularly in the 
direction of the minimum principal stress (Warpinski, 1984, 1987 and Veatch, 
et all 1989).
Based on the above, it is possible to describe a typical situation as 
shown in Figs. 3.17 and 3.18. Fig. 3.17 shows a vertical hydraulic fracture. 
The directions of the principal in-situ stresses ( cr, > a 2 > cr3) are also shown. 
Note that the fracture grew vertically and propagated perpendicular to minimum 
horizontal stress, probably under the Mode I (see next section) situation. 
However, its growth was limited at the top and at the bottom by higher-stressed 
formation layers. In this case, the fracturing fluid may spread between the two 
formations. Upward fluid migration through the sealing layer depends on the 
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Fig. 3.17- Vertical fracture propagating perpendicular to the minimum horizontal 
stress.
Fig. 3.18 displays a fracture that propagated vertically perpendicular to 
minimum vertical stress, that in this case is the overburden pressure.
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Fig. 3.18 - Horizontal fracture propagating perpendicular to the minimum 
vertical stress (overburden pressure).
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G - Joints and Cracks in Rocks
Hydraulic fracture as discussed above is essentially a tensile failure. 
However, “ this classical approach neglects the fact that real material such as 
rocks contain preexisting fractures, into which pressurizing fluid can penetrate 
and contribute to the stress intensity at the crack tips prior to fracture” (Rummel 
1987). In fact, the wellbore has many “defects” along the wellbore wall. These 
“defects” can be natural or induced by the drilling process and the resultant 
stress release at the borehole wall (Daines, 1982). These defects have usually 
been modeled as cracks, but they could be pores or other nonlinear defects. 
Differences also exist between microcracks and mesoscopic cracks. Microcracks 
are very small planar discontinuities. The typical microcrack is a penny-shaped 
(planar) opening with long dimensions less than the diameter of individual 
grains within the host rock. Their longest dimension is of the order of 100 to 
1000 microns. Microcracks may be isolated planar discontinuities or may be 
connected by many jogs or sharp bends. A crack or an isolated jo in t is a rock 
discontinuity left by a complicated rupture event cutting a large number of 
rock grains (Engelder, 1987). Mesoscopically, a crack may appear as continuous 
rupture that propagated smoothly without stopping. However, if the same rupture 
is seen microscopically it may appear that it propagated discontinuously 
following many branches of microcracking. Sedimentary rocks such as clays 
often contain many small cracks (Engelder, 1987). Feather fractures are 
microcracks found with a preferable orientation within an intact rock next to a 
shear fracture or fault zone (Conrad and Friedman, 1976). Microcracking may 
occur due to stress concentration at grain boundaries or from stress concentration 
around cavities (Kranz, 1983). Also, microcracks can be a precursor of massive 
shear fracture (Engelder, 1987).
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The terms “joints” , “cracks” , “veins” , or “extension fractures” are used 
by som e au thors  (Badgley, 1965 and Engelder, 1987) to m ean p lanar 
discontinuities (breaks), visible on the mesoscopic scale, that show opening 
displacement with no appreciable shear displacement. “Rupture nucleation” or 
simply “nucleation” is a small rupture (or joint) that starts from a particular 
point. Nucleations can be followed backwards along surface irregularities called 
barbs to a focus point at the origin, that is, the initiation point (Engelder, 
1987). Nucleations in homogeneous rocks such as granites are likely to be one 
of the main microcracks or slightly larger fractures commonly distributed 
throughout the body. In sandstones or shales, which are less homogeneous 
rocks, barbs originate from either a bedding plane discontinuity or an inclusion 
within the bed such as fossil, concretion or clast (Engelder, 1987).
Within bedded shales and siltstones nucleation may vary for different 
beds. Ripples or sole marks are likely to be the cause of joints initiated along 
the bedding surface. Fossils or concretion may be the point of the origin for 
most joints in adjacent beds. In sedimentary rocks the flaw from which fracture 
propagation initiates is normally one larger than a microcrack. “The close 
association between points o f  origin and small cracks, irregularities, or 
inclusions within the rock leaves little doubt that these are the points of 
microscopic stress concentration where far-field stress is magnified to locally 
exceed the tensile strength of the rock at the point of stress concentration” 
(Engelder, 1987).
Certain parameters, such as the distance measured from the crack tip, 
applied load and shape of the body, characterize the stress and strain intensity 
near the crack tip, and can be used to describe the influence of applied loads 
on crack extension (Atkinson, 1987).
6 8
The study of crack tip behavior has led to three basic modes for crack 
tip d isp lacem ent. Fig. 3.19 shows the three basic m odes o f crack  tip 
displacement of an ideal flat, perfectly sharp crack of zero thickness. These 
are termed “Mode I”, tensile or opening; “Mode II” , in-plane shear or in-plane 
sliding, and “Mode III”, anti-plane shear or anti-plane sliding of the crack 
surface. Solutions of the most general cases of crack tip deformation and 
stressed field related to problems concerning crack loading can be obtained by 
superposing these three basic modes. Related to these modes are the so-called 
stress intensity factors, Kj , K„, Kin. These factors are the magnitude of the 
crack tip stress field for a particular mode in a homogeneous linear elastic 
material. However, for most problems in hydraulic fracturing, only the tensile 




Fig. 3.19 - Schematic drawing illustrating the three fundamental modes of 
fracture. Mode I, tensile or opening mode; Mode II, in-plane shear or sliding 
mode; Mode III, anti-plane shear or tearing mode (after Atkinson, 1987).
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H - S hear  F ra c tu re  in Rocks 
The steps leading to shear fracture include the formation of individual 
microcracks, propagation and linking of these cracks, and large-scale shear 
failure often but not exclusively with accompanying cataclasis of a zone within 
the host rock (Engelder, 1987).
Shear fracture occurs when the applied stress is compressive. However, 
the compressive stress at the microcrack tips is modified to become tensile. 
This process causes the microcracks to propagate further under Mode I 
(Engelder, 1987). This seems to be confirmed by Wang (1991) when studying 
borehole breakdown in impermeable media. Wang (1991) states that tensile 
rupture can immediately follow a shear rupture disturbance if the original 
tensile strength is greatly reduced due to the shear rupture.
The behavior of a shear fracture depends on many factors. Lithology 
and in-situ stresses are probably the most important. The influence of lithology 
on shear fracture can be noted, for instance, within lightly cemented sandstones 
where zones of highly milled gouge interfinger with bits and pieces of intact 
rocks. However, if the shear fracture zone passes into finer-grained shales 
with strong bedding-plane anisotropy the shear zone may slip along the bedding 
planes. The influence of the in-situ stress reflects on the fact that decreasing 
confining pressure requires decreasing differential normal stresses, which can 
be understood as smaller shear stress (Engelder, 1987).
Massive shear failure leading to granulation of the host rock may occur 
in intact rocks having little or no cohesion, with a cloud of microcracks on 
either side of the gouge zone and parallel with the direction of maximum 
compression. In this case, failure occurs with the formation of a cataclastic 
gouge zone which grows in width and becomes finer-grained (Engelder, 1987).
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3.1.2.2 - Upward Fluid M igration Due to Rock Failure
Upward fluid migration during an underground blowout is a process 
that starts with failure at the wellbore wall and follows different paths depending 
on underground existing conditions. The first natural step is therefore to express 
the existing stresses around the wellbore and analyze the circumstances under 
which failure is likely to occur. This can be done by applying a representative 
failure criterion. The stress state around the wellbore, already discussed, can 
be expressed in cylindrical coordinates as a radial stress, <7r , a tangential 
stress, <7e , and vertical stress, <7Z. However, the respective effective stresses 
( ° ’re’<Tfe’CT̂ )  must be used in any analysis (Haimson, 1967; Jaeger, 1979; 
Campos, 1983, and Fjaer, 1992). Also, for the analysis to be acceptable, the 
same assumptions used to formulate the stresses around the wellbore must be 
used.
Following Haimson (1967) and Campos (1983), the minimum and 
maximum stress state at the wellbore for a linear elastic formation are given
by:
M inimum Effective Stresses:
® re  Pw Pp
(3.33)
M aximum Stresses:
Gre = P w ~ P p
(3.34)
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If analysis is based on the minimum stresses at the borehole wall, the 
above equations can be modified to take into account whether the fluid is 
penetrating or non-penetrating, as follows:
M inimum Effective Stresses o f Penetrating Fluid:
Pp =  Pw
M inimum Effective Stresses o f Non-Penetrating Fluid:
P w = P e  
®re ~  P w  ~  P e
V  (3.36)
G 0e ~  &he 1 +  P e  P w
^ = ^ - 2 v ( < T Ae2-<TAel)
Mohr-Coulomb and the tensile failure criteria can be used simultaneously 
to analyze situations that can lead to failure of the wellbore wall.
A - Upward Fluid M igration in Permeable Rock Top Sealed by 
Im perm eable Formations
Permeable formations are characterized by fluid flow to or from the 
wellbore. The stresses at the wellbore wall for permeable formations can be 
estimated using Haimson (1967) and assuming a penetrating fluid. A good way 
of visualizing problems related to stresses around the wellbore is to represent 
the stresses given in Eq. 3.20 by Mohr circles. This is shown in Fig. 3.20, 
where three Mohr circles represent the stress states generated by the different 
normal stress combinations, <rre-crfe, a re - - a ie. The failure line given
by the Mohr-Coulomb failure criterion for this particular rock is also shown. 
Fig. 3.20a shows Mohr circles for a typical drilling situation. In a normal
(3.35)
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situation as shown in this figure, the circles do not touch the failure line, 
indicating that no failure is occurring. An increase of the pressure in the well 
generates a new stress state at the wellbore wall as shown in Fig. 3.20b. This 
figure, still representing a non-failure situation, indicates that (a) the Mohr 
circles had their diameter changed unequally because the pressure in the 
wellbore affects the stresses differently, and (b) the circles were moved to the
P im ln iln g  Fluid
To C.
p w = P3 »  P2 
O o e - C J n - 0  and<Jw  > 0
P an  a t  ra  Un g  F lu id
p* = p« > p*
G q c  <  -  0 and > 0
Fig. 3.20 - Typical example showing rock failure by hydraulic fracture.
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left, reflecting the increase of the pressure in the well. Fig. 3.20c shows the 
situation where an additional increment of pressure in the well made the 
tangential effective stress, vanish. If the pressure in the well is further 
increased a situation as shown in Fig. 3.20d can occur. In this case, the 
tangential effective stress, a ge, became tensile (negative) and reached the tensile 
strength of the rock. In this case, a hydraulic fracture is likely to occur. This 
example is also based on the fact that the vertical effective stress, oze, is the 
greatest stress. Therefore, the fracture will likely be vertical and perpendicular 
to Ofe as displayed in Fig. 3.21.
[ „ K l g K „ l  4  
 1
Fig. 3.21 - Hydraulic fracture and fracture propagation during a kick, that is, an 
underground blowout.
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Fig. 3.22 shows the continuation of this example. In this particular case, 
the upward migrating fluid was capable of causing propagation and vertical 
growth of the fracture through to a point where it reached the interface between 
the permeable and the impermeable formations. That means the pressurized 
formation fluid is in direct contact with the top-sealing layer. Fig. 3.23a shows 
schematically the formation fluid traveling through the interface of the two 
formations. Vertical propagation of the fracture into the impermeable formation 
will be a function of a number of factors such as formation characteristics and 
mainly differential in-situ stresses. For instance, many shales have very high 
horizontal stresses (sometimes equal to the overburden) which would confine 
the hydraulic fracture in the permeable layer (Warpinski, 1987). Also, according 
to Engelder (1987) and Walters (1991), the interface between two formations 
is not smooth. In fact, as already noted, it has many nucleations that can act as 
weak points due to the very high stress concentration. Once these weak points 
are exposed to the highly pressurized fluid they may act as nuclei for vertical 
fracture propagation. Fig. 3.23b displays an example of a nucleon (modeled as 
a spherical cavity) and the stresses (in spherical coordinates) concentrated 
around it. As noted before, these nuclei can be modeled as cracks and can have 
different shapes, which will affect the stress concentration around them. The 
type of failure (hydraulic or shear fracture) depends on the stresses and the 
strength of the rock, and this can be expressed by representative failure criterion. 
If the minimum tensile stress is less than the tensile strength of the rock, a 
hydraulic fracture is likely to occur. However, the direction of the hydraulic 
fracture will be mainly a function of the in-situ stresses.
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Fig. 3.23 - (a) Hydraulic fracture that propagated and reached the top-sealing 
layer, (b) Schematic example of nucleon (modeled as a spherical cavity).
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B - M assive Shear Fracture in Permeable Form ation
The previous example showed a typical case of hydraulic fracturing 
during an underground blowout. In that example the rock failure envelope was 
such that the Mohr circle reached the tensile strength of the rock without 
touching the failure line. Fig. 3.24 shows a similar case where the only 
difference is that the rock uniaxial compressive strength, C0, is lower than that 
of the rock in the previous example. Basically, all the explanation presented 
above to describe fracture in impermeable formations still applies here.
Fig. 3.24d, however, shows a different situation. Note that as the 
pressure in the well increases the Mohr circle moves to the left and touches the 
Mohr-Coulomb failure line, leading to a probable shear fracture (Fig. 3.25). 
The consequences of shear fracture depend on several factors, one o f which is 
rock type. Rocks displaying high shear strength are more likely to suffer 
hydraulic fracture rather than shear fracture (Wang, 1991). In addition, shear 
failure can lower the rock tensile strength and this process can lead to a shear- 
induced hydraulic fracture (Wang, 1991). This probably will not occur in 
shallow, poorly cemented rocks which generally already have low or no cohesion 
strength (cohesionless rocks). In such a case, massive shear failure is always 
more likely to occur than shear-induced hydraulic fracture. The consequences 
of a massive shear failure are: (a) possible loss of load-carrying capability and 
compaction shallow layers, (b) increase in sand production of wells producing 
from the same layer, and (c) change of rock drillability of these layers (Walters,
1991).
X P« net rating Flu M
Pan at ra tin g Fluid
ve
Fig. 3.24 - Typical example showing rock failure by shear fracture.
A Massive 
^  Shear 
j  Failure
Fig. 3.25 - Massive shear failure of a permeable bed.
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C - Hydraulic Fracture in Impermeable Formation
The analysis of the stress around a wellbore for impermeable formations 
is somewhat similar to the one made for permeable formations. Fig. 3.26a 
shows a typical Mohr circle for an impermeable formation. In this particular 
case, the radial effective stress is positive, indicating that the pressure in the 
wellbore is greater than the formation pressure (see Eq.3.21). Fig. 3.26b shows 
the new Mohr circle reflecting a situation where the pressure in the well 
increased. The consequences of pressure increase in the wellbore within an 
impermeable formation are (a) the radial effective stress increases, (b) the 
tangential effective stress decreases and (c) the vertical effective stress is 
unaltered. Fig. 3.26c shows a typical case of so-called stress reversal. The 
pressure in the wellbore was further increased, causing the radial effective 
stress to increase and the tangential effective stress to decrease and vanish. In 
this particular situation, a further small increase of the pressure in the wellbore 
will make the effective tangential stress become tensile (negative). Fig. 3.26d 
shows a limiting case where further increase in the wellbore pressure made the 
tangential effective stress reach the rock tensile strength. As in this situation 
where the vertical effective stress is the greatest, a vertical hydraulic fracture 
is likely to occur leading to direct upward fluid migration.
If  the rock of this last example had a lower compressive shear strength 
or the stress state were such that had led to shear failure instead of hydraulic 
fracture, the situation would be quite different. In such a case, probably the 
wellbore wall would yield. This situation would lead to inward displacement 







. 3.26 . Typical case of hydraulic fracture in an impermeable formation.
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D - Fluid M igration Along Fault Planes and W edging Open of 
Faults
Fig. 3.27 displays schematically a typical case of fluid migration through 
a faulting. In this example, the well, which is having a kick, was drilled 
through a sand/shale sequence. The well was shut in which caused the pressure 
inside it to built up. However, the main feature is the presence of a fault that 
crosses the wellbore below the casing shoe and goes all the way to shallow 
unconsolidated sediments. Note that if the strength of a fault plane is greater 
than the surrounding formation, it will probably act as a sealing barrier to 
lateral fluid migration. However, if a fault plane is weaker, failure of the 
wedging open of the fault plane may occur before failure of the rock. In 
addition, fault planes filled with permeable formation may also act as fluid 
migration paths. For instance, a fault plane containing sand/shale streaks (Fig. 
3.27) could allow along-fault and crossing-fault fluid migration (Walters, 1991). 
Therefore, when planning and drilling a well it is extremely important to 
understand the potential consequences of drilling through a fault plane.
Fig. 3.27 - Typical example of a well drilled through a fault plane
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Upward fluid migration through impermeable formations (or sealing 
layers) traversed by a sealing fault will be possible only by fracturing the 
sealing layer as described above, by wedging open of the fault at pressures 
below the fracture pressure of the formation, or by causing an increase in fault 
plane permeability by localized shear dilatancy within the fault plane (Walters,
1991).
According to Walters (1991), if  the tensile across the fault is not 
accounted for, the wedging open of a fault will occur if the upward migrating 
fluid pressure exceeds the total normal stress acting across the fault plane. 
This can be expressed as
<V» -  (3.37)
Eq. 3.37 can be also expressed in terms of vertical and horizontal total
stresses as
<V, ^  a 0 co s2  efauu + O’* sin2 6faull (3.38)
Also, <Jopen must be less than the pressure required to initiate rock failure; 
that is, the minimum normal stress plus the tensile strength of the rock.
(J3 + T0 > <yo cos2 6fauk + a h sin2 6fault (3.39)
If the horizontal to vertical stress ratio, Fa, is inserted in Eq. 3.39, a 
relation between rock tensile strength, T0, horizontal to vertical stress ratio, Fa, 
and the angle between the fault plane and the vertical, 0fault, is obtained.
To *  * o ( c o s 2  efadt + Fasin2 efaull -  Fa) (3.40)
By assuming that the horizontal stress is equal to the minimum normal 
stress and using a typical value of 6fault equal to 60°, Eq. 3.40 reduces to
T0 > 0.25(oo -<Jh) (3.41)
8 3
This indicates that the tensile strength of the sealing layer has to be 
greater than 25% of the original differential stress if wedging open of a fault is
to occur preferentially to rock fracture (Walters, 1991).
According to Walters (1991) “the wedging open of faults, as described
above, is an extreme condition which requires that the fault normal total stress
reduce to zero. In practice, the fault plane will probably experience localized
shear failure (in the fault plane proper)” . Shearing within the fault plane by
shear failure can result in local dilation (a porosity/permeability creating
process), allowing along-fault fluid migration.
E - Com paction and Subsidence 
When fluid is produced from a reservoir during an underground blowout, 
the fluid pressure in the reservoir will generally decline causing the rock itself 
to shrink. Ultimately, this behavior can cause the reservoir to compact which, 
in turn, can lead to subsidence at the surface (Morita, 1988 and Fjaer, 1992). 
Fig. 3.28 shows schematically compaction and subsidence effects in a well.
According to Fjaer et al (1992), reservoir compactions are normally 
small and the corresponding subsidence at the surface will be negligible. One 
or several of the following conditions must exist for a considerable degree of 
subsidence to occur: (a) The reservoir pressure drop must be considerable. 
Therefore reservoir underwater-drive mechanisms will experience minimal 
subsidence effects, (b) The reservoir rock must be highly compressible, therefore 
a reservoir must be composed of weak and poorly consolidated rocks, (c) The 
reservoir must have considerable thickness. However, the whole depleted zone 
(such an adjacent aquifer) must be considered, (d) The extent of the reservoir's 
area must be comparable with the reservoir thickness in order that the overlying 







Fig. 3.28 - Schematic view of reservoir compaction and subsidence.
Morita (1988) presented a quick method of estimating subsidence, 
compaction and in-situ stress induced by pore pressure change. According to 
Morita, this method will give good results when applied to highly porous and 
high-pressure North Sea reservoirs and tight sand formations surrounded by 
soft shales. In his work, Morita assumed a disk-shaped reservoir composed of 
rock that deformed linear elastically during the period of pore pressure decline.
According to Morita’s method, reservoir compaction and ground surface 
subsidence may be estimated as follows:
Compaction at the reservoir center:
compaction
( l + u r) ( l - 2 u r) 1_____
HAp (3.42)
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Subsidence at the top o f the reservoir center:




The term bm is zero for permeable rocks. The constants Mx and M2 are 
given graphically as functions of reservoir Young’s modulus, Er, reservoir 
Poisson ratio, v r , cap rock Young's modulus, Ec, and cap rock Poisson ratio, 
vc (see Morita, 1988).
As an example, consider a reservoir and cap rock with the following 
characteristics: £ r = 0.1 x 106 psi, v r = 0.1, Ec = 2 x 106 psi, and vc = 0.17.
Table 3.3 shows results of reservoir compaction and subsidence for 
different pressure drops, Ap, for a reservoir depth, D = 6000 ft, reservoir 
thickness; H = 600 ft; and reservoir radius, R = 3000 ft.
Note that a maximum subsidence value equal to 0.1796 ft occurs for a 
reservoir drawndown equal to 800 psi. For a normally pressurized reservoir 
(0.433 psi/ft), the reservoir pressure in this condition would be equal to 2598 
psi. Therefore such a pressure drop would correspond to a very high pressure 
drop percentage, 30.79%, which seems unlikely during a blowout.
Table 3.4 shows results of reservoir compaction and subsidence for 
different pressure drops, Ap , for a reservoir depth, D = 2000 ft; reservoir 
thickness, H = 100 ft; and reservoir radius, R = 3000 ft. Note that a maximum 
subsidence value equal to 0.1263 ft occurs for a reservoir drawndown equal to 
800 psi. Again, for a normally pressurized reservoir (0.433 psi/ft), the reservoir 
pressure in this condition would be equal to 8 6 6  psi. Therefore such pressure 
drop will correspond to an extremely and unreal high pressure drop percentage, 
92.38%, which seems unlikely during a blowout.
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Based on the above conditions, it appears that subsidence exclusively 
due to fluid production may not directly play an important role in a blowout. 
However, subsidence could have an indirect effect on the development of faults 
and fractures above the producing zone. In addition, one must consider 
subsidence due to sand and silt production.
Table 3.3 - Results after applying Morita's method (D = 6000 ft)









Table 3.4 - Results after applying Morita's method (D = 2000 ft)










3.2 - M echanism s for Crater Formation
The previous section on upward fluid migration showed the different 
paths for upward fluid migration. As noted, if the highly pressurized fluid 
reaches shallow unconsolidated sediments they can create a crater that 
eventually  can lead to the total destruction of the rig or platform. The 
investigation of literature presented in this section showed that possible 
mechanisms of crater formation include borehole erosion, formation liquefaction 
(fluidization), piping and caving. These mechanisms were studied by analyzing 
a number of historical cases that are summarized briefly below and discussed 
in more detail in Chapter 4.
3.2.1 - A Summary o f Some Historical Cases o f Cratering
Very good reports (Bell and Cattell 1921, Bell et al 1923 and Hills 
1932) were published in the early 1900s. These reports are rich in information 
such as well localization, formation characteristics and historical data.
Hills (1932) gives a very well illustrated report about cratered wells in 
Richland Gas Field in Louisiana. According to Hills, “the unconsolidated 
formations in the fields of northern Louisiana and Arkansas are favorable to 
blowouts, crater conditions, and underground losses." Other contributing factors 
are the water sands at shallow depths and the absence of, or poorly defined 
nature of, marker beds. Hills gives also a very well detailed lithologic column. 
It can be seen that the underground is composed of sequences of shale and 
filled water sands. These water reservoirs extend up to a depth of 600 ft. Gas 
sand reservoirs exist at an average depth of 2200 ft . Based on the data of the 
well Thomason No. C - l ,  we can estimate a reservoir pressure gradient of 8.74 
ppg (1125 psi at 2475 ft). The sequences of events leading to a crater are very 
similar to those reported by Bell et all (1921). The well Thomason No. C -l  is
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a good example (see Chapter 4 for more details). This well was drilled, 
completed, gaged and shut in; soon 550 psi pressure developed between the 6  
5/8 in and 10 in casing. Shortly, gas also began to seep around the 20 in 
surface casing. An attempt to release the pressure in the well was done by 
opening the well to the atmosphere. Water started to flow around the surface 
casing, which caused the formation to cave. On the fifth day after the well 
began to crater the derrick fell in. The well caught fire twice. After it caught 
fire for the second time it burned continuously until the crater was killed 
months later.
Cudd and Grace (1985) describe another blowout that occurred in the 
well Key No. 1, in the Key Field, Texas. The authors do not give information 
about lithology, type of formation or localization of water or gas reservoirs. 
However, the well began cratering with gas escaping around the 7 5/8-in 
intermediate casing.
A crater problem also occurred in the Main Pass area in the U.S. Gulf. 
In this accident gas was observed bubbling from the seafloor at a certain 
distance from the well. The gas flow increased and later on the platform 
collapsed and sank into the sea.
Interesting cases of crater due to natural oil seeps in deepwater Gulf of 
Mexico are described by Brooks (1993). Similar cases involving water also 
have been seen by a number of companies.
Walters (1991) also studied problems of surface blowout and underground 
blowout. In his paper, Walters gives a very good explanation of several 
processes of movement of fluids through the formations toward the surface. 
He also mentions soil liquefaction as a mechanism of cratering (see Chapter 
7). According to Walters, the key to avoiding upward fluid migration (and
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therefore cratering) is to determine whether the formation fluid is likely to 
stay confined in the underground or if it will continue to move vertically (for 
instance by rock failure or by wedging open fault planes). Walters also lists a 
number of site-specific parameters that will govern the mechanisms that may 
follow an internal blowout. According to Walters, these parameters are: (a) 
fluid pressure at the blowout depth, (b) formation fluid density, (c) length of 
the open hole section, (d) in-situ-stress values and the orientation of the 
minimum stress, (e) fracture propagation pressure of an induced hydraulic 
fracture, (f) location of fault planes and sealing versus non-sealing faults, (g) 
rock strength characteristics at each lithology horizon above the blowout 
location, (h) consolidated intervals, and (i) unconsolidated intervals.
3.2.2 - Proposed  M echanism s for C ra te r in g
The study of historical cases (see Chapter 4) revealed most (if not all) 
important mechanisms of the cratering process. As noted, these mechanisms 
are: (a) erosion of form ation due to upward fluid flow, (b) form ation 
liquefaction, (c) piping and (d) caving. These mechanisms and the following 
documented occurrences (see Chapter 4) are believed to be linked:
C r a te r  Due to Borehole Erosion - erosion of the shallow formations 
around the surface casing is trigged by the initial “small” amount of gas seeping 
around the surface casing (Bell et all, 1923, Hill, 1932, Cudd and Grace 1985).
C aving - slumping of borehole wall or overlying sediments that have 
been undercut by borehole enlargement and sediment removal due to sand and 
silt production (Bell et all, 1923 and Hill, 1932);
F o rm atio n  Liquefaction o r  F iu idization - upward flow of formation 
fluid through the shallow cohesionless or poorly cemented sediments causes 
liquefaction of the shallow sediments (Walters, 1991 and Kuhlman, 1993);
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P ip ing  - flow of water, oil and gas through channels on tunnels has 
been observed in deep water areas of the U.S. Gulf Coast (Brooks et al, 1993);
It is important to realize that the mechanisms noted above, that can 
occur individually or collectively, will dictate the type and size of the crater. 
For instance, craters due to only borehole erosion by gas are likely to be less 
than 1 0  feet in diameter, while liquefaction can generate craters that are as 
larger as several hundred feet in diameter.
Although the above proposed cratering mechanisms are not well known 
in petroleum industry, some of them have been studied in other fields such as 
civil engineering. Therefore, at this point the literature review will include 
additional relevant aspects of these cratering mechanisms found in literature 
outside the petroleum industry. The investigations described below will form 
the basis for the mathematical models described later.
3.2.2.1 - Borehole Erosion 
As noted in the description of historical cases, gas seeping around the 
surface casing is a typical occurrence leading to cratering reported in the 
literature. Gas or liquid flowing at high velocity around surface casing can 
cause erosion of shallow formation layers, and is one of the mechanisms of 
cratering. Note that this process not only can create a crater but also, as will 
be shown later, can be the responsible for the flow of formation fluid (normally 
water) into the well, following a pressure release. Although, erosion of the 
shallow formation by fluid flow has not been addressed by blowout related 
literature, it has been studied in civil engineering problems such as erosion of 
river bottoms by moving fluids (water and water-solids).
Kampuis (1982) studying the erosion of consolidated clay material by a 
fluid containing sand, concluded that: (a) fluid containing sand will cause
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erosion of a consolidated cohesive bed at much lower fluid velocity or shear 
stress than if the fluid were clear, (b) the erosion rate decreases with increased 
consolidation pressure of the sediments.
Kampuis and Hall (1983) designed an apparatus to study erosion of 
cohesive material by a unidirectional current. They concluded that: (a) the 
capability of a cohesive soil to resist erosion increases with clay content and 
plasticity index, (b) the shear stress required to initiate erosion of a cohesive 
soil increases with consolidation pressure, (c) once a critical shear stress for a 
certain soil is reached, erosion increases rapidly and (d) once the initial clay 
surface has been altered, erosion progresses at a more rapid rate due to an 
increase in hydrodynamic roughness at the soil surface. Gaylord (1983), 
Lefebvre et al (1985) and Lefebvre et al (1986), although having different 
objectives, built similar apparatus to study erosion due to fluid flow. In their 
experiment they used clay samples having a cylindrical hole drilled through 
them. Fluid at measured rates of flow was circulated through the axial hole. 
The eroded material was collected at certain time intervals and weighed. Gaylord 
also used a confining pressure of 1 0 0 0  psi on the specimen to simulate 
underground conditions.
In his experiments, Gaylord performed laboratory studies with fluids 
c o m p o se d  o f  f re sh  w ater  and v a ry in g  p ro p o r t io n s  o f b e n to n i te  and 
microcellulose fibers as the flowing fluid. Different test fluids having bentonite 
concentration between 2 % and 1 0 % and microcellulose fibers content varying 
between 0% and 7% were used. Gaylord, who was particularly interested in 
determining the relationship of rheological variables to borehole erosion, used 
both swelling and non-swelling clays. Fig. 3.28 illustrates the testing apparatus, 
the test specimen compaction apparatus and the fluid circulating system used
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by Gaylord. The testing apparatus is basically composed of a cylinder in which 
the reconstituted shale specimen is placed. The test specimen is a 2-in x 2-in 
cylinder that has a borehole running through its center. Two different borehole 
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Fig. 3.28 - Schematic of the apparatus used by Gaylord (1983). (a) The testing 
apparatus, (b) the test specimen compaction apparatus, and the fluid circulating 
system (after Gaylord, 1983).
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The main conclusions obtained by Gaylord were: (a) the erosion rate 
increases slowly (sometimes is even constant) with flow rate up to a certain 
level (critical flow rate), (b) above the critical flow rate, the erosion increases 
rapidly, (c) the erosion is much higher for swelling clays, (d) the accelerated 
erosion rates in turbulent flow may be correlated to fluid rheological parameters 
(density, viscosity), velocity, and hole diameter. Gaylord also developed a 
mathematical correlation to calculate erosion as a function of rheological 
parameters (density, viscosity), velocity, shear stress and hole diameter for 
each particular clay. Although Gaylord's experiments were done with liquid- 
solid systems, it is believed that this model can be used as a first approximation 
for gas-solid systems. Fig. 3.29 shows some of the results obtained by Gaylord. 
Note that the erosion rate is small and practically constant up to a value of VD 
(velocity x diameter), after that the erosion rate increases rapidly. Gaylord 
proposed the following correlations for the accelerated erosion regime:
. . .  _  { m f ' 2p g'~l
W = C2 -— ’ o „ , t  ( 3  4 4 )2 / .  v g}Dg4 ’•***)
In his experiments, Gaylord found the following values (Table 3.5) for 
the constant derived from the regression analysis:
Table 3.5 - Gaylord's results (after Gaylord, 1983)
91 92 93 93
Swelling Shale 1.850 1.00 0.9130 1.770













Velocity x  D iam eter (ftA2 /sec )
Bulk Clay
Quartz 54% Smectite 6%
Feldspar 3% llllte 46%





YP 13 lb/100 ftA2
Density 8.67 PPfl
N 0.654
Sw elling S h a le
Bulk Clay
Quartz 20-25% Montmorillonlta 25-30%
Feldspar 1-5% llllte 15-20%
Calclte 5-10% Kaolinlte 35-40%




YP 39.1 lb/100 f r e
Density 8.64 PPS
N 0.443
Fig. 3.29 - (above) Erosion rates versus velocity x diameter for nonswelling and 
(below) swelling clays (after Gaylord, 1983).
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Lefebvre et al (1985), proposed a new laboratory technique for the study 
of the erodibility of natural intact clays. In their studies, Lefebvre et al (1985) 
concluded that (a) homogeneous structured clays are extremely resistant to 
erosion; (b) the high resistance to erosion of homogeneous structured clays 
confirms the existence of cohesion or bonding between particles of structured 
clays; (c) erosion due to failure of the bonds between clay particles does not 
appear significant compared with the pulling out of silt or sand particles 
contained in the clay matrix, and/or failure of aggregate or chunks of clay 
material along fissures or planes of weakness. According to Lefebvre et al 
(1985), “one can expect to find these defects in natural soils, especially in 
shallow weathered clay” ; (d) as with Gaylord, erosion tests showed that the 
erosion rate is constant up to a certain level of velocity (critical velocity); 
after that, the erosion rate increases rapidly. Fig. 3.30 shows results obtained 
by Lefebvre et al (1985). Note that for values of shear stress less than a 
certain critical shear stress, the erosion rate is practically constant.
Lefebvre et al (1986) performed experiments in intact clay to evaluate 
the influence of the clay's natural structure. They concluded that (a) when a 
clay is remolded it becomes weaker and (b) the resistance to erosion increases 
with pore water salinity.
500
S am ple 1
400







Fig. 3.30 - Erosion x shear stress (after Lefebvre, 1985).
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Studies performed by Shaikh et al (1988) confirmed the previous authors 
(Gaylord 1983, Lefebvre et al, 1985 and 1986). Shaikh et al (1988) also studied 
erosion rates of unsaturated compacted Na-montmorillonite clays. They mixed 
clay with ground silica to obtain samples with various percentages of clay. 
Samples of 100, 70, 40 and 10 % clay content by dry weight were tested. The 
samples were compacted under 700 Pa into sample containers with 160-cm2 
surface area and were subjected to flowing water in a flume. The results of the 
study showed that the erosion rate of Na-montmorillonite soil samples increases 
when clay content decreases and is independent of compaction water content. 
These authors concluded also that the relationship between erosion rate and 
shear stress at the sample surface is linear for all Na-montmorillonite samples; 
however it also is a function of the shale content. The following formula for 
erosion and erosion coefficient was proposed by these authors:
W = Cet  (3.45)
Shaikh et al (1988) in studying the erosion rate of dispersive and 
nondispersive clays concluded that (a) erosion rate varies linearly with shear 
stress, (b) the erosion of calcium montmorillonite (a non dispersive clay) is 
two orders of magnitude higher than that of sodium m ontm orillonite  (a 
dispersive clay). This also confirms the results obtained by Gaylord (1983).
3.2.2.2 - Formation Liquefaction
As noted earlier, formation liquefaction can be a mechanism for cratering 
(Walters, 1991). The phenomenon of liquefaction of shallow formations due to 
fluid flow was found in the literature concerning dams and earthquakes 
(Terzaghi et al 1967, Scott 1969, Zeevaert 1973 and Bell 1983). According to 
the Committee on Soil Dynamics of the Geotechnieal Engineering Division
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(ACSDGED, 1978), the term liquefaction means “ the act or process of 
transforming any substance into a liquid.”
Formation liquefaction may occur in cohesionless soils, that is, soils 
that do not become plastic when mixed with water (Al-Khafaji, 1992). The 
distinction between cohesive and cohesionless soils is based on the assumption 
that the soil in question contains a dominant particle size. Sand, gravel and, to 
a lesser extent, silt are considered cohesionless, while clay is considered 
cohesive. Physical properties of cohesionless soil depend on a number of 
geological factors such as particle shape, packing, and particle size (Al-Khafaji,
1992).
According to Terzaghi et al. (1967), Scott (1969), Zeevaert (1973), Bell 
(1983), Seed (1981), Lee (1983) and Clough (1989), liquefaction (or quicksand 
or boiling) occurs when the vertical effective stresses vanish; hence the shear 
strength of cohesionless soils in the liquefied state is zero. Therefore, zero 
vertical effective stress, defined as the overburden pressure minus a fraction of 
the pore pressure, may be used as the formation liquefaction criterion for 
cohesionless material. Mathematically this can be expressed as follows:
o z - a a p = 0 (3.46)
Liquefaction of loose, saturated sand may be caused by cyclic or static 
(monotonically increasing) undrained loading. Liquefaction due to cyclic load 
has been the subject of many articles (Seed 1972, Finn 1977, Frydman 1980, 
Seed 1981, Lee 1983, Obermeier 1988, Clough 1989) and is considered a 
relatively well understood phenomenon (Kramer, 1988). Cyclic stress may have 
a regular amplitude variation with time, such as in soils under machine 
foundations, or may vary almost randomly with time, such as in soils subjected
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to earthquakes (Bell, 1983 and Lee, 1983). In either case, the type of soil plays 
an important role. Clays will maintain all or a high portion of their initial 
strength for a very large number of cycles. On the other hand, loose or 
cohesionless soils tend to shrink in volume (reduction of void size) under 
repeated stress reversals because the strains induced over a loading cycle are 
not recovered when the load is removed. In an undrained condition where fluid 
is prevented from escaping, a decrease in void size increases the pore pressure. 
If cyclic loads occur in a short period compared to the necessary time for pore 
pressure to dissipate, the pore pressure will tend to increase cumulatively with 
the number of cycles. As cyclic load stresses continue, the pore pressure 
eventually increases rapidly, with a consequent rapid increase in deformation. 
In extreme cases, the pore-water pressures developed during cyclic load stresses 
may increase until all the intergranular or effective stresses have been eliminated 
from the system. In this case the soil loses its strength (or has no significant 
shearing resistance) due to zero effective stress, and deforms like a liquid; that 
is, it liquefies. This type of liquefaction commonly occurs during earthquakes 
(Finn 1977 and Lee, 1983).
Liquefaction can also occur due to seepage where the overburden stress 
is small and the hydraulic gradient is high (Bell, 1983, Lee 1983 and Kramer 
1988). This type of liquefaction is caused by different mechanisms of the 
liquefaction process discussed above, but reduction of the effective stress is 
common to both (Lee, 1983).
Liquefaction or fluidization of unconsolidated formations is also very 
well described in Bell (1983). According to Bell, when water flows through 
the soil it loses pressure, or in other words, it loses part of its energy. This 
water energy loss is then transferred to the soil particles, which in turn creates
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a drag effect on the soil particles. If the drag effect is in the same direction as 
is the force of gravity, then the effective stress is increased and the soil is 
stable. Indeed, the soil tends to become more dense. Conversely if water flows 
toward the surface, then the drag effect acts against gravity thereby reducing 
the effective pressure between particles. If the velocity of the upward flow is 
great enough, it can buoy up the particles so that the effective stress is reduced 
to zero. This represents a critical condition where the weight of the submerged 
soil is balanced by the upward acting seepage force. This critical condition is 
also commonly referred to as a sandboil condition or quicksand condition 
(liquefaction of sand deposits). The water pressure gradient at critical condition 
is called critical pressure gradient.
According to Bell (1983), “quick conditions brought about by seepage 
forces are frequently encountered in excavations made in fine sands which are 
below the water table as, for example, in cofferdam work. As the velocity of 
the upward seepage force increases further from a certain critical gradient the 
soil begins to boil more and more. At such a point the structures fail by 
sinking into the quicksand”. Bell also points out the possibility of a quick 
condition developing in a layered soil sequence composed of individual beds 
with different permeabilities. According to Bell, hydraulic conditions are 
particularly unfavorable where water initially flows through a very permeable 
layer with little loss of pressure. In such a case, (a) a quick condition can 
develop in shallow sand due to the increase of pore pressure, or (b) hydraulic 
uplift can occur if the water reaches clay deposits (Moore and Longworth, 
1979).
Factors affecting formation liquefaction have been investigated by many 
authors. Durham and Townsend (1973) performed an examination of factors
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affecting the liquefaction susceptibility of a representative point bar sand from 
the Mississippi River. The material examined was obtained from Reid Bedford 
Bend, located south of Vicksburg, Mississippi. This material is a typical uniform 
fine sand which has been loosely deposited in the upper layers of point bars 
(Durham and Townsend, 1973). Completely water-saturated specimens were 
made using these sands. The equipment used by Durham and Townsend was a 
pneum atically  operated triaxial cell (Fig. 3.31) having the capability  of 
controlling and measuring axial load, pore pressure, chamber pressure and 
axial deformation. Two axial loading cells with a force range of 0 to 1000 lb 
and 0 to 500 lb or 0 to 3000 lb were used for testing 1.4-in and 2.8-in diameter 
specimens respectively. In an effort to duplicate field conditions, the specimens 
were incrementally consolidated anisotropically under different major and minor 
principal stresses. After consolidation under the desired confining pressure 
was obtained, varying uniaxial loads (2  to 2 0  lb) were applied on the specimens.
Fig. 3.31 - Schematic of test equipment for evaluating liquefaction potential 
(after Durham and Towsend, 1983)
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The influence of relative density on liquefaction was one of the main 
goals of Durham and Townsend's work. Relative density is defined as (Lee 
1983 and Khafaji, 1992):
Dr = -£™s_ZiL (3.47)
e. — p  .m ax v'm in
However, these authors also pointed out a wide range of relative density 
values can be obtained for the same material using different methods. For this 
purpose, three test procedures namely, methods “A”, “B” and “C” , were used 
for determining maximum and minimum void ratio necessary to calculate 
material relative density. However only method “A” was used in the final 
report.
Minimum density determinations for method A were performed by 
pouring oven-dried material into a 0 . 1 -ft2 mold from a height of 1 in, through a 
4 in funnel with a 1/2 in diameter spout. For maximum density determinations 
by Method A, the mold plus sand was fitted with a 2-psi surcharge and vibrated 
at 60 Hz with an amplitude of 0.049-in for 8  min on a vibratory table. The 
values o f minimum and maximum relative densities were 0.529 and 0.816, 
0.562 and 0.816 and 0.589 and 0.842 for Methods A, B and C respectively.
Fig. 3.32 shows a plot of the deviator stress ( =  cr, -  (T3) versus 
axial strain in percentage. Note that the deviator stress reached a peak of 2.66 
kg/cm2 for a axial strain equal to 0.4 percent. The pore pressure at this moment 
is about 0.729 kg/cm2. Further increments in the axial load cause a decrease 
of the deviatoric stress and an increase of pore pressure to liquefaction occurs. 
Fig. 3.33 shows a photographic sequence of complete liquefaction failure similar 
to tests performed by Durham and Townsend. The time zero represents the 
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Fig. 3.32 - Deviatoric stress versus axial strain.
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Fig. 3.33 - Picture showing liquefaction sequence (after Durham and Towsend, 
1973).
Fig. 3.34 shows relationships between void ratio after consolidation and 
effective confining pressure. Data representing points which liquefied, partially 
liquefied and only showed dilation without liquefying are also presented. Points 
above line “L” indicate liquefaction; points below line “LL” will not liquefy. 
Note that soils under high confining pressure will liquefy if they have a small 
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Fig. 3.34 - Effect of confining pressure and void ratio on liquefaction (after 
Durham and Towsend, 1973)
Kramer and Seed (1988) made an evaluation of soil liquefaction potential 
under static loading conditions. The laboratory investigation described in their 
work (similar to Durham and Townsend, 1973) had the objective of studying 
the effects of relative density, confining pressure, and initial shear stress on 
static liquefaction resistance. Like Durham and Townsend (1973), Kramer and 
Seed state that relative density and confining pressure affect the liquefaction 
potential. However, they state also that other factors, such as initial shear 
stress, grain angularity, overconsolidation ratio, previous strain history, length 
of time under sustained pressure, and grain structure or fabric (known to 
influence cyclic liquefaction resistance), will also affect the static resistance 
of a sand to some degree.
According to Kramer and Seed (1988), the liquefaction potential 
decreases as relative density increases. Fig. 3.35 shows the plot of deviatoric 
stress at liquefaction versus axial strain for different relative density. It can be 
seen that the necessary stresses for a formation to liquefy decrease with relative 
density. Fig. 3.36 shows the effect of confining pressure on liquefaction 















Fig. 3.35 - Effect of relative density on deviator stress at liquefaction (based on 













Fig. 3.36 - Effect of confining pressure on deviator stress at liquefaction (based 
on Kramer and Seed, 1988)
The above discussions about formation liquefaction refer basically to 
water flowing through cohesionless soil. However, studies of fluidization of 
fine particles (powders) by gas flow were done by Harriot and Simone (1983) 
and Wen and Chen (1983). Based on their studies, one can conclude that soil 
can liquefy also by the action of upward gas flow (Walters, 1991).
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3.2.2.3 - Piping
The previous section  d iscussed  the po ten tia l  o f  l iq u e fa c t io n  of 
cohesionless soils by high-pressurized formation fluid. However, if during an 
underground blowout the formation fluid reaches a cohesive soil layer, another 
phenomenon called “piping” may occur. As the formation fluid flows through 
the soil there is a transfer of energy to the soil skeleton, which in turn causes a 
seepage force to act on the skeleton. According to Harr (1962), Bell (1983) 
and Ian et all (1983), increase of the seepage force can lead to erosion of the 
soil, termed “piping” . Bell (1983), in describing piping due to flow of water, 
points out that “when water percolates through heterogeneous soil masses it 
moves preferentially through the most permeable zones and generally issues 
from the ground as springs” . Note that although piping is also a type of 
formation erosion, it is not the same kind of erosion discussed before. According 
to Bell (1983) piping refers to the erosive action of some such springs, where 
sediments are removed by seepage forces, thus forming subsurface cavities 
and tunnels. Bell states also that in order for piping to form, the soil must have 
some cohesion; the greater the cohesion, the wider the tunnel. Also, for internal 
erosion (piping) to occur in cohesive materials such as clay, it is necessary for 
a crack or flow channel to be present to allow a concentrated fluid flow to 
develop. This could occur because of differential settlements, fracturing, or 
solutioning of chemicals (Ghuman et all, 1977). According to Bell (1983), fine 
sands and silts (containing some clay) also are susceptible to piping failure.
The term tunnel erosion was found in the literature related to piping in 
dispersive clays. According to Crouch (1977), “for tunnel erosion to occur, 
water must be moving in the soil with sufficient volume and velocity to transport 
clay particles. This flow may be in a supersaturated layer with an under-layer
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of impermeable material or along cracks in relatively impermeable soil” . Fig. 
3.37 shows an example of the erosive action of piping.
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Fig. 3.37 - Erosive action of piping (after Decker, 1977).
Piping occurs when there is a rapid loss of pressure over a short distance 
(Bell 1983), which in turn implies having a high fluid velocity (Harr, 1962). If 
soil erosion due to piping reaches a critical value, entire structures (dams, 
houses or drilling rigs) can collapse due to lack of support. Harr (1962) 
recognizes that piping can be minimized by decreasing fluid velocity. Finally, 
piping may develop by backward erosion. In such a case, soil erosion may 
grow and tend toward the source of water supply (Bell, 1983).
An interesting historical case reported by Phillips (1977) is shown in 
Fig 3.38. The case is related to a 13-meter-high dam constructed at Kilmore,
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Victoria, in 1966, to provide a reservoir for the town water supply. When the 
reservoir was first filled with water to a depth of 7 meters, the dam failed by 
piping at its deepest section, rapidly emptying the reservoir and leaving a 1 - 
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Fig. 3.38 - Example of failure of dam by piping (Based on Phillips, 1977)
Dascal et al (1977), in studying erodibility of a sensitive cemented clay 
state that “certain clays are highly susceptible to piping by the process of 
colloidal erosion. These clays have a predominance of dissolved sodium cations 
in the pore water, where as ordinary, erosion-resistant clays have calcium and 
magnesium as the dominating dissolved cations. These clays erode easily in 
the presence of water when the repulsive force (electrical surface) acting 
between clay particles exceeds the attractive force (van Der Waals), so the 
particles are progressively detached from the surface and go into a colloidal 
suspension. For this reason, they are called “deflocculated,” “dispersive,” or 
“erodible,” clays.
Decker (1977) states that erodible soils contain much more sodium than 
nonerosive soils. Decker (1977) also recognizes that two conditions are 
necessary for a structure to fail in dispersed soils: (a) the existence of cracks
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or other large voids, and (b) the presence of enough clay-sized material to 
allow enlargement of cracks and passages after erosion begins.
Landau et al (1977) in studying the conditions causing piping in 
compacted clay concluded that the erosion potential was found to be strongly 
dependent upon the soil type and its chemical properties, the compaction water 
content, and the chemical composition of the eroding water. Interaction among 
the variables was important. The combination of wet side compaction and low 
ion concentration in eroding water was found to produce extrem ely low 
resistance to erosion for some soil. In their studies, Landau et al (1977), 
performed some experiments that simulated the real situation of high-pressurized 
gas and/or water forced through an impermeable shallow zone during an 
underground blowout. In their experiments, water pressure was applied to the 
top of soil specimens compacted to a 1-in thickness within 3.5-in diameter 
lucite permeameters. The soil specimens were placed on lucite bases through 
which twenty-five 1/4-in diameter holes had been drilled. The holes acted as 
areas of nucleation for piping and served to diminish the influence of piping 
around (in contrast to through) the soil. No artificial holes were drilled through 
the soil. Landau et all (1977), defined piping failure quantitatively in terms of 
the hydraulic gradient at which a hole could be observed passing completely 
through the soil. These authors, based on other works, state that “piping is 
initiated when the viscous friction o f the flowing water combined with the 
submerged soil weight exceeds the cohesive resistance to separation of the soil 
particles.” Fig. 3.39a shows the bottom of some specimens after failure. Fig. 
3.39b shows the top view of two specimens, one highly eroded and the other 
less damaged.
Fig. 3.39 - Above, bottom of six specimens after failure by piping. Below, 
comparison of highly eroded and less damaged specimens (after, Landau 1977).
In summary, the following may be stated about piping:
(a) Soil erosion (piping) is a complex phenomenon the mechanisms of 
which involve many factors such as: structure of the soil, nature of the iteration 
between the pore and eroding fluids at the surface, amount and type of clay,
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pH, organic matter, temperature, fluid content, thixotropy, and type and 
concentration of ions in the pore fluids and the eroding fluids (Heinzen and 
Arulanandan, 1977 and Landau, 1977).
(b) Three conditions may be visualized as being necessary before piping 
can occur within a clay mass. First, a passageway filled with pressurized fluid 
must exist or be formed. This conduit, that probably starts in a crack or results 
from a small fracture, needs to be large enough to allow individual clay particles 
to be carried along by flowing fluid without clogging. Second, a zone of 
expansion needs to form on the surface clay wall of the conduit. This is a zone 
of extremely low shear strength, composed of the clay (or sand or other material) 
particles which are available for removal. The limiting case of a zone of 
expansion is the repulsion of particles from the surface of the clay mass. 
Finally, the shear stress applied to the wall of the conduit by flowing fluid 
must be greater than the shear strength of the zone of expansion (Nickel, 
1977).
(c) Piping erosion occurs when the external forces acting to abrade a 
soil exceed the internal forces holding the soil together. These causative 
mechanisms can be due to either a large external force, such as concentrated 
seepage, or to a degradation of the internal forces, such dispersion of clay. 
Ghuman also emphasizes that erosion is a time-dependent phenomenon which 
generally continues until external and internal forces balance.
The term “quick shale” was also found in the literature. However, its 
meaning is more related to chemical action leading to piping or decreasing in 
strength due to remolding. According to Al-Khafaji (1992), quick clays are 
easily disturbed. Such soils undergo significant strength reduction when 
disturbed or remolded.
I l l
3.2.2.4 - C aving
This section deals with caving as a mechanism of crater formation. In 
this work, caving is defined as the collapsing of the borehole wall or a portion 
of the formation that has been undercut by a local borehole enlargement. As 
will be seen, this collapsing can be due to reduction of the hydrostatic pressure 
in the wellbore or due to excessive production of formation solids that have 
been carried away by water production. Although caving has been included as 
a cratering mechanism, it probably will not act alone, but simultaneously with 
other factors such as formation erosion (discussed previously).
As noted in previous sections, underground formations at a given depth 
are exposed to vertical and horizontal compressive stresses that generally are 
not fully compensated by the drilling fluid pressure after the well is drilled. 
Therefore, in case of elastic formations, the load originally carried by the 
removed rock is partially transferred to the formations surrounding the borehole, 
creating a stress concentration around the borehole. Stress concentration 
generally does not represent a problem if the well is drilled through competent 
rock. However, stress concentration in weak rocks can lead to failure of the 
borehole (Fjaer et al, 1992).
Borehole failure, as studied in foregoing sections, was related to the 
increase of pressure in the well. However, borehole failure due to drop in 
pressure in the well and high fluid production can also occur. This type of 
failure, which can lead to caving, occurs mainly in shale sections (known as 
shale instability) and in weak sandstones (known as sand production). In any 
case, this type of wellbore failure can be modeled by using the equations for 
the stress around the wellbore as given in previous sections, and a representative 
failure criterion (Mohr-Coulomb for instance).
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A - Caving Due to P ressure  D rop in  the Well
Although caving due to pressure drop in the well has normally been 
related to certain types of lithologies such as unstable shales, experience has 
shown that caving as the result of an insufficient mud weight or pressure drop 
in the well also occurs in other lithologies.
Shales generally exhibit quite broad variations in mechanical behavior 
(Warpinski, 1987 and Fjaer 1992). They can vary from soft and ductile normally 
consolidated clay rocks, to hard and brittle overconsolidated shales. Caving 
problems also depend on shale/clay type. Break-outs are common in brittle 
rocks and large deformations are characteristic of ductile rocks.
On the other hand, many reservoirs are composed of extremely weak 
sandstones which would be expected to cause stability problems. Fortunately 
this is not always the case, and even high-angle wells have been drilled without 
displaying any significant problem (Fjaer, 1992). According to Guenot (1990), 
rock strength alone is not sufficient to characterize the potential problems of 
particular formation. The density and wall-cake forming characteristics of the 
drilling fluid also play an important role.
B - Caving Due to Sand Production
According to Fjaer (1992), “sand production is the production of small 
or large amounts of solids together with the reservoir fluid. This amount can 
vary from a few grams or less per ton of reservoir fluid to large amounts 
possibly leading to complete filling of the borehole (sanding up)” .
Sand production problems include: (a) wear and erosion of production 
equipment, such as valves (Fjaer, 1992) and drilling equipment, such as diverter 
lines and blowout preventers (Santos, 1988), (b) creation of cavities which can
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lead to the collapse of casing and surface equipment (Fjaer, 1992), and (c) 
environmental problems related to disposition of the dirty sand (Fjaer, 1992).
According to Morita et al. (1987), the two main sand production 
mechanisms are: (a) shear failure due to drop of pressure inside the wellbore 
and (b) tensile failure due to high production rate. In the latter case, sand 
production is related to fluid drag forces on the grain of the formation (Fjaer, 
1992). In fact, although these two mechanisms probably act simultaneously, 
shear failure can lead to generation of large amounts of sand. Sand production 
by tensile failure in general tends to cause less of a problem because as the 
cavity around the wellbore grows, the fluid pressure gradient becomes smaller 
leading to a drop (or even to a complete stop) of sand production. However, 
sometimes migration of fines, such as clay, can block the pore space leading to 
a decrease of the permeability of the borehole surrounding formation, leading 
to an increase of the drag forces, which in turn may initiate sand production 
(Fjaer, 1992).
Risnes et al. (1982) studied sand production by determining the sand 
stress around a wellbore and applying a Mohr-Coulomb failure criterion. In 
their study they (a) used a cylindrical well model, (b) assumed axial symmetry,
(c) applied theory of elasticity and plasticity, and (d) solved the equilibrium 
equation in cylindrical coordinates.
Initially, the stress-strain relations used were based on the linear theory 
of elasticity as described in section 3.1.2. In addition, from the outset, these 
authors assumed that the rock was very weak and behaved in a type of plastic 
state given by the previously discussed Mohr-Coulomb failure criterion and 
repeated below as:
114
{<*e ~ PP) = 2 ^  tanp  + (<Tr -  p„)tm2p (3.48)
In the case of permeable formations, the radial stress and the pore 
pressure at the borehole wall are equal. Therefore Eq. 3.48 reduces to:
According to Risnes et al. (1982), typical values of S0 and ft for poorly 
consolidated sands are 14.5 psi and 60° respectively. In this case the right side 
would be equal to 62.4 psi. Under normal conditions, the left side of Eq. 3.49 
will be much greater than that amount which implies that elastic solutions near 
the wellbore wall do not hold. Thus, like Gnirk (1972), these authors concluded 
that a plastic zone existed around an uncased wellbore, The expression for the 
stresses in the plastic zone (closer to the borehole) and in the elastic zone (far 
from the borehole) was obtained by (a) solving the equilibrium equation given 
previously, (b) using the theory of the linear elasticity for the elastic zone, (c) 
assuming that the material followed the Mohr-Coulomb relation (Eq. 3.48) in 
the plastic zone, and (d) comparing both solutions for the stresses in the plastic 
and elastic zone to determine the radius of the plastic zone. Restricting our 
analysis to the case where the tangential stress is equal to the vertical stress 
and greater than the radial stress, the following expressions for the stresses 
were obtained:
Stresses in the plastic zone:
(^e -/>„) = 2S0 tan/? = C0 (3.49)
(3.50)
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Risnes et al. (1982) pointed out that for the above equation for the 
stresses in the plastic and elastic zones to hold simultaneously, the following 
term must be greater than zero, that is
(3.57)
In the limiting case, this term will be equal to zero. This leads to a 
stability criterion as follows:
Also, in order to avoid sand failure (sand production) by tensile failure, 
the radial stress must be smaller than the tensile strength of the rock. This can 
be expressed as
Fig. 3.40 shows schematically the above stresses plotted against radial 
distance. Note that the radius of the plastic zone increases when the flow rate 
increases provided that all other rock properties remains the same. As the 
plastic zone is composed of weak rocks, in an uncontrolled blowout situation, 
where high formation fluid flow rates are presented, the plastic zone will be 
extended and probably large amounts sand will be produced. It is also likely 
that initially the majority of caving will originate from the production of sand. 
The reason for this is that during the blowout the pressure in the borehole does 
not drop so dramatically; this would avoid caving in shale sections. However,
(3.58)
P p - ° r  =  T0 (3.59)
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as borehole erosion proceeds or the blowing zone is depleted, the pressure in 













Fig. 3.40 - Stress versus radial distance for two situations. Note that the radius 
of the plastic zone increases with increases of the flow rate.
Fig. 3.41 - Kick initiation (left). Typical caving scenario caused by excessive 
sand production during a blowout (right).
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Fig. 3.41 shows probable wellbore conditions after sand production 
occurred. Note that in this case large cavities were formed in front of producing 
water and gas reservoirs and under clay/shale intervals. This lack of support 
experienced by clay/shale due to the presence of the cavities may lead to high 
stress concentrations under the clay/shale zone with subsequent undercutting 
and slumping of clays and shales (Fig. 3.42). Finally, as shown in Fig. 3.43, 










Fig. 3.42 - Typical undercutting and slumping caused by caving (above and 
below).
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Fig. 3.43 - Growth of a crater caused by caving.
3.3 - Piping and Liquefaction o f Poorly Cemented Rocks
The previous literature review focused on the fact that upward flow of a 
pressurized fluid through a cohesionless soil can cause formation liquefaction. 
The following focuses on: what would happen if a pressurized fluid migrates 
toward the surface throughout a porous material that has some cementation. In 
this case, the material cannot be considered as a cohesionless soil, but instead 
will be classified as a poorly cemented rock or friable rock.
It seems logical that a highly-cemented rock will never liquefy. It will, 
perhaps, fail by shear fracture or by tensile fracture. However, poorly cemented 
rocks, as some friable sands found near the surface, may have their structure 
destroyed by the action of migrating fluid. According to Engelder (1987), rock 
failure accompanies the propagation of microcracks during shear fracture due 
to compressive stresses. Engelder states that compressive stress is locally
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modified at the microcrack tips to become tensile, which process causes the 
microcracks to propagate further under Mode I loading. The microcracks 
normally propagate in the direction of the least principal stress. Further increase 
in compressive stress increases the number of microcracks to a point that they 
start to link. This is described by the author as a feedback process, because the 
largest stress risers are at the tip of the longest crack. This feedback process, 
in fact, can result in a cloud of microcracks along the plane where shear 
fracture will occur. Engelder states also that “massive shear failure occurs 
with the formation of a zone of cataclastic material having little or no cohesion. 
During further slip the cataclastic gouge zone will grow in width and become 
finer grained” . If this happens during an underground blowout close to the 
surface, the poorly cemented rock may fragment and ultimately liquefy. 
Therefore, the term rock fragmentation will be used in this work as the process 
in which a poorly cemented rock becomes loose due to the action of a 
compressive load. Walters (1991) based on Clough (1989) concluded that a 
minimum of cohesion would avoid formation liquefaction. Based on the above 
discussion, it appears that a rock mechanics approach is necessary to study 
formation liquefaction in poorly cemented rocks.
Jaeger (1979), Wang (1991) and Fjaer et al. (1992), give a good basis 
for understanding the process of rock failure due to fluid flow. Based on these 
authors, the procedure to be followed to study and understand the mechanism 
of rock fragmentation due to upward fluid migration can be outlined as follows:
(a) the stress state in the rock will be affected by the fluid flow, and therefore 
needs to be determined, (b) once the stress state is determined, it will be 
necessary to use a representative failure criterion in order to identify the stress 
state limit; that is, the stress state that causes rock failure (for example, the
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Mohr-Coulomb failure criterion). This process is also valid for studying well 
stability or rock fracture.
3.4 - Prelim inary Discussion of Events Leading to a Crater
Despite its catastrophic consequences, over a long period of history, 
cratering is neither a well understood nor well documented phenomenon in the 
oil industry. (This applies also to shallow blowouts.) Consequently, a review 
of the literature indicates that cratering is still a poorly understood phenomenon 
today. However, based on the literature review and the historical cases presented 
in Chapter 4, it was concluded that:
(a) The erosion of a shallow formation (by gas or gas-solids flow) causes 
enlargement of the wellbore-casing annulus, this decreases the pressure loss 
and ultimately leads to a pressure drop in the well. The result is the flow of 
water from the water zones to the well.
(b) Homogeneous clay deposits have higher resistance to erosion than 
heterogenous clays.
(c) Erosion resistance increases with consolidation. Since consolidation 
also increases with depth, resistance to erosion also increases with depth.
(d) Erosion studies have shown that erosion is a function of fluid velocity, 
shear stress, fluid density and viscosity. During a blowout the gas velocity will 
be much higher close to the surface. Thus one would expect formation erosion 
also will be much higher close to the surface.
(e) Erosion will be higher for solid-liquid flow or solid-gas flow than 
for just liquid or gas flow. Sand and silt probably will be the normal solid 
components.
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(f) Erosion rate (eroded mass/time) is almost constant and normally 
small for low fluid velocities or shear stresses. However, after fluid velocity 
or shear stress reaches a critical value the erosion rate increases rapidly.
(g) Past events have shown that the pressure inside the well sometimes 
is released due to a broken valves or, by the direct action of rig personnel in 
trying to prevent the seep and erosion of gas around the surface casing. In any 
case, a combination of an underground gas blowout followed by upward flow 
of water is the ideal scenario for cratering to take place.
(h) P ip in g  and l iq u e fa c t io n  (or f lu id iz a t io n )  o f sh a l lo w  and 
unconsolidated formations are important mechanisms related to cratering.
(i) According to the literature, formations composed of cohesionless 
material (sands for instance), having low permeability which will allow build­
up of pore pressure, are good candidates for liquefaction by the formation 
fluid.
(j) Even in formations having some cohesion, a high pressure fluid 
gradient can increase piping extension. This also can cause soil instability.
(1) Poorly cemented rocks can fragment, granulize and ultimately liquefy. 
However, a small degree of cementation may avoid such a problem.
(m) Depending of the degree of cementation, if high compressive stresses 
are imposed on poorly compacted shallow rocks. They can break into many 
small pieces. Then when a path for the upward fluid flow is opened, these 
pieces can be ejected.
(n) Rock behavior will be function of many parameters such as in-situ 
stresses, Young’s modulus, cohesion, etc.
(o) Although not formally included as a cratering mechanism, hydraulic 
uplift also may be responsible for initiation of a crater. However, in such a
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case, the upward flowing fluid must migrate initially through a zone of high 
permeability and concentrate under an impermeable and thin shallow formation. 
If the shallow impermeable formation is of low strength, it can break due to 
fluid pressure (Nadai, 1942 and Bell, 1983). Moore and Longworth (1979) 
described such a situation that resulted in a blowout through the basement 
floor of a house.
(p) Finally, geological events (such as faults), formation characteristics 
(permeability, fracture gradient) and well characteristics (casing depth) may 
determine the localization of a crater.
3.5 - F inal Com m ents
It is important to emphasize that this literature review was based on the 
opinion of different specialists in different areas to widen the scope of the 
review. Work was done at three engineering schools, namely The University 
of Oklahoma (summer of 1992) and Colorado School of Mines (fall of 1992) 
as well as Louisiana State University. At The University of Oklahoma most of 
the time was spent in the rock mechanics laboratory and in the library. Also, 
an experiment showing formation liquefaction was performed. The study at 
The University of Oklahoma was extended at Colorado School of Mines. There, 
studies in rock mechanics (Petroleum and Mining Departments) and soil 
mechanics (Engineering Department) were performed. Most of the studies 
focused on the stress state and failure of poorly cemented rocks (friable rocks) 
due to fluid flow. An experiment to analyze the behavior of a poorly cemented 
rock after being shocked by high pressurized fluid also was performed in the 
Petroleum Department of the Colorado School of Mines.
Chapter 4 - Selected Historical Cases Related to Cratering
This section presents descriptions of a number of blowout accident and 
natural shallow seeps that resulted in cratering. These selected examples 
illustrate the severity of underground blowouts leading to cratering. Most of 
the related accidents resulted in extensive loss or complete loss o f  the rig.
These selected historical cases, which will be divided into onshore and 
offshore groupings, were collected from published materials complemented by 
interviews with personnel involved in the respective accidents.
4.1 - Onshore Cases o f Cratering Accidents
Cratering is not a new problem. In fact, onshore underground blowouts 
leading to craters have been documented since the early 1900s. The old reports 
are rich in information such as well location, formation characteristics and 
historical data. Some recent cases of cratering also have been documented, 
although in less detail. Selected onshore cases are described below.
4.1.1 - Cratered W ells in the Monroe Gas Field, Louisiana  
The Monroe Gas Field is spread across a 25-township area in northeastern 
Louisiana. The field is located in northern Ouachita, western Morehouse, and 
eastern Union Parishes. Its center is approximately 15 mi north of Monroe and 
the southern limits of the field extend almost to the northern edge of that city 
(Berryhill, 1968). Today the Monroe Gas Field ranks as the largest gas field in 
Louisiana and has produced more than 7.3 trillion cubic feet of gas since it 
was discovered in 1916 (Zimmerman, 1993).
Although by 1924 the reservoir pressure of the Monroe gas field had 
dropped dramatically from 1050 psi to about 500 psi, documented cases of gas 
showing from sands located near or at the surface were reported in the Monroe 
area many years prior to the discovery of large amounts of gas (Meyerhoff,
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1968 and Meyer, 1972). Cases of cratered wells were reported by Bell and 
Cattell (1921) in the early years of the life of this gas field. Bell and Cattell 
(1921) po in ted  out that high pore pressure, artesian  w ater reservo irs ,  
unconsolidated formations and apparent absence of definite marker beds make 
efficient drilling operations difficult in that area.
The subsurface geology could not be well defined at that time. However, 
more recent works (Berryhill 1968, Meyer 1972 and Zimmerman 1993) describe 
the Monroe stratigraphy as shown in Table 4.1. Table 4.2 displays characteristics 
of the productive reservoirs, that is the “Monroe Gas Rock”.
Table. 4.1 - Monroe Gas Field general stratigraphic column.
S y s t e m S e r ie s L ith o lo g y G r o u p /F o r m a t io n D e p th I n t e r v a l
P le i s to c e n e s a n d /g r a v e l /g u m b o
R ecen t a llu v iu m  and  
P le is to c e n e  te r ra c e
1 5 0 0 - 150
M id d le  E ocene s a n d s to n e / l ig n i te  b ed s S p a r ta 6 5 0 150 - 650
T e r t i a r y M id d le s a n d y  s h a le /s i l ty /s h a le C ane R iver 9 5 0 650  - 950
L a te  P a leo cen e- 
low er E ocene
san d y , s lig h tly  sha ly , 
l ig n itic
W ilco x 1 5 5 0 9 5 0  - 1550
P a le o c e n e m icace u s  sh a le M id w a y 2 0 0 0 1 5 5 0 - 2 0 0 0
C r e ta c e u s U p p er C re taceu s h a rd .w h ite .c a lc it ic  ch a lk "M onroe G as R ock” 2 3 0 0 200 0  - 2300
Table 4.2 - Summary of gas-field data for the Monroe Gas Field.
Av. Depth 2 1 2 5 ft
P roved  area 2 3 3 0 0 0 a c re s
Av. pay thickness 4 0 f t
O riginal Res. Pressure 1 0 3 5 p s ia
R es. T em perature 115 °F
P o ro s ity 0 .2 5
P e rm e a b ili ty 7
C onnate W ater 0 .2 5
Sp. gr. of gas 0 .5 9 9 5
Initia l gas in-place 7 7 5 M C F /ac re -ft
D rive factor GAS expansion
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According to Bell and Cattell (1921), formations near the surface are 
unconsolidated beds of sand and gravel interbedded with clay, and these change 
with depth into hard shale and layers of sandstones. Artesian fresh water 
reservoirs are found in sand or gravel at interval depths varying from 250 to 
800 feet. The deepest one of these fresh water reservoirs was considered as 
having high pressure and producing large volumes of water. Below these fresh 
water reservoirs, at depths varying from 900 to 1050 feet, lies a thick bed of 
gumbo that acts as a seal for the first and most troublesome artesian salt water 
reservoir. The depth range for this gumbo layer is between 1100 and 1400 feet. 
It is believed that every bed of sand below this gumbo interval to 1750 (the 
deepest one) is filled with artesian salt water. Many of these salt water reservoirs 
are also charged with gas. Another shale and gumbo interval exists between 
1750 and 2000 feet. Finally, gas is found in sands with varying hardness at 
depths ranging from 2000 to 2300 feet.
Bell and Cattell (1921) state that trouble developed for a number of 
wells in that area. These authors described the following cratering related 
accidents:
4.1.1.1 - Lieber Well N o.l
About June 24, 1918, the 6 -in casing in the well named Lieber No. 1 
developed a leak. Gas began to blow around the 10-in casing and soon formed 
a small crater (Fig. 4.1a). A string of 4 1/2-in tubing with two packers was set 
inside the 6 -in casing in order to stop the gas flow (Fig. 4.1b). This procedure 
apparently solved the problem because gas stopped blowing around the 1 0 -in 
casing and the well was reconnected to the line. Information about casing 
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Fig. 4.1 - Schematic view showing Lieber Well No. 1.
The description of this accident indicates that gas migrated upward 
through the cement, eroded the borehole and formed a small crater. Based on 
that description, it appears that high gas flow rates were not present, probably 
because the leaking in the 6 -in casing was not extensive enough. This probably 
explains the absence of water and the formation of only a small crater.
4.1.1.2 - Smith Well N o.l 
On August 2, 1918, a valve located in the 10-in casing head of the 
Smith Well No. 1 failed. Gas began to flow out through the valve and around 
the 10-in casing forming a small crater around the casing. The well was opened 
up and allowed to blow until the gas around the 10-in casing had stopped. In 
October 1918 the small crater was filled with dirt. Even with some gas still 
bubbling around the 1 0 -in casing, the well was again connected to the production 
lines. By February, 1919, the gas bubbling around the 10-in casing had formed 
a cavity which became a small crater that was filled with dirt. However, by
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November, 1919, the gas again formed a small crater under the derrick and 
one more time the crater was filled with dirt. On December 27, 1919, gas 
again blew around the 10-in casing. Soon water and large amount of sand were 
also being expelled around the 10-in casing. To stop the escaping gas, the well 
was allowed to flow but this attempt failed. The 10-in casing settled, a crater 
was formed and the derrick fell in. Wave action of the water plus gouging of 
the banks by floating derrick timbers enlarged the crater rapidly. The crater, 
shown schematically in Fig. 4.2, reached 200 feet in diameter.
Crater 
(200  ft in Diameter)
Water
Erosion
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(a) Smith N° 1





Fig. 4.2 - Schematic view of Smith No. 1. (a) Flow around casing may have 
caused erosion and liquefaction of shallow formations, (b) Crater 200 ft in 
diameter formed and rig fell in.
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4.1.1.3 - Sandidge Well No. 1
The Sandidge Well No. 1 was spudded on March 10, 1919. Six days 
later, a gas-water blowout occurred at a depth of 561 ft when drilling into an 
artesian fresh water sand which probably was heavily charged with gas. 
Evidence indicates that attempts to close the well caused gas and water to 
blow around the 1 0 -in casing which formed a crater and the derrick fell in.
The blowouts in Smith No.l and Sandidge No. 1 seem to be definitely 
related. This can be confirmed by two different events, (a) At the same time 
that the Sandidge No. 1 blowout occurred, gas stopped seeping around the 10- 
in casing in the Smith No. 1. (b) When a 10-in pipe fell down and partially 
blocked the gas flow in the Sandidge No. 1 the gas flow rate around the 10-in 








Sandidge N° 1 S m ith  N° 1
Fig. 4.3 - Schematic view of the Sandidge No. 1 and the Smith No. 1 wells.
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4.1.1.4 - Perry Well N o.l
In June, 1919, a blowout occurred in Perry Well N o.l before the 6 -in 
casing was set. The subsequent underground blowout formed a crater 125 feet 
in diameter. The derrick, rotary rig, and a complete string of drill pipe were 
lost in the crater. No further details about this accident were given.
4.1.1.5 - Smith Well No. 3
An interesting accident occurred with Smith Well No. 3. The 10-in and 
6 -in casings were set and cemented at 446 and 2087 feet respectively. The 
producing zone was at 2100 ft. This well was completed, capped and kept 
closed-in until September 16, 1919, when a blowout occurred. The description 
of the accident says that the well was being tested (open flow test of 10,335 
MCFD) when the flow subsided showing signs that the well had bridged over. 
However, dry gas started flowing again from inside the casing throwing out 
large pieces of rock. The well was closed in again and three days later gas 
began leaking at the casing head. The pressure inside the 6 -in casing was 
released in an attempt to stop the gas leaking at the casing head. Water and 
sand began to blow around and out of the casing head of the 6 -in casing. 
Another attempt, similar to that used in Lieber No. 1, to control the gas-water 
flow was also tried by running a 4 1/2-in tubing string with a packer. The 
packer was set and only dry gas was produced through the 4 1/2-in tubing. 
Unfortunately, the packer did not set correctly and was not able to hold the 
back pressure. An attempt to reset the packer caused the tubing string to break. 
The packer and tubing string fell to the bottom at the site of the 6 -in casing 
and shut off a large part of the gas flow. A probable leak in the 6 -in casing 
caused gas migration around the 6 -in and the 10-in casings. Soon, gas also 
began to blow around the 10-in casing, which caused its settlement. A crater 
was formed and the derrick fell in.
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4.1.1.6 - Guthrie W ell N o.l
Guthrie Well No. 1 was completed on February 1, 1920. The initial 
casing strings used in this well were: 1 0 -in at 2 0 0  ft, 8 -in at 810 ft and 6 -in at 
2095 ft. However, the 6 -in casing was damaged during the drilling below the 
6 -in casing shoe. In order to isolate this damaged casing, an extra 4 1/2-in 
casing string was landed at 2117 ft. Open flow tests were performed with no 
evidence of production of salt water. However, the 4 1/2-in casing also 
developed a leak. Gas also began to blow out around both the 4 1/2-6-in and 6 - 
10-in casing annulus. Later, gas and some water were blowing around the 10- 
in casing. A 10-ft diameter crater was formed.
4.1.2 » Cratered Wells in the Eastern Sm ackover Field, Arkansas
Bell et al (1923) described cratering problems in the Eastern Smackover
Oil and Gas Field. This field is located in Union and Ouachita Counties, 
Arkansas. These authors described drilling through the formations to depths of 
about 1300 ft as difficult due to the gas-charged artesian water reservoirs. This 
occasioned the flow of large volumes of water and gas under high pressure 
from several loose sands between depths of 230 ft and 1000 ft. Only one 
cratering accident, in Murphy Well No. 1, is reported in this field. It occurred 
while drilling a water-bearing sand at the 525-ft depth. The authors say that 
the formation fluid (gas and water) pressure at 525 ft was 400 psi (14.65 ppg). 
The blowout that occurred in Murphy No. 1 formed a crater 450 ft in diameter 
by 50 ft deep.
4.1.3 - Cratered W ells in the Richland Gas Field, Louisiana
The now abandoned Richland field, which was in Richland Parish, 
Louisiana, about 10 mi southeast of the Monroe gas field, also had a number 
problems of cratering. A very comprehensive and well illustrated report about 
cratered wells in the Richland Gas Field, Louisiana was found in Hills (1932).
132
The geology of this field is described in Gordon (1931) and Berryhill (1968) 
and a generalized section is shown below in Table 4.3.
Table 4.3 - Geologic section of the Richland Gas Field (after Gordon, 1931)
System Series Group/Formation Lithology Depth (0 Interval (ft)
Quaternary Recent sediments sand/gravel/clay 0 0 - 100
Tertiary Claibome/St. Maurice Sand/clay 100 100 - 700
Eocene Claiborne/Sparta Sand 700 700- 1300
Claiborne/Cane River Clay 1300 1300- 1600
Wilcox Sand/shale/clay 1600 1600 - 2600
According to Hills, the shallow unconsolidated formations of north 
Louisiana and Arkansas gas fields are favorable to cratering and underground 
losses. These characteristics are magnified by contributing factors such as the 
water sands at shallow depths and the absence of, or poorly defined nature of, 
marker beds. Typical underground is composed of sequences of shale and 
water sands that extend up to varying depths of 600/1000 feet. The hydrocarbon 
producing zone is a gas sand reservoir at an average depth of 2200 ft. Based 
on data from one of the wells, the Thomason No. C - l ,  the reservoir pressure 
gradient can be estimated at 8.74 ppg (1125 psi at 2475 ft). However, Hills 
states that shallow zones (ranging from 300 to 600 ft) were charged with high 
pressurized gas from cratered wells producing from lower formations.
Three recorded blowouts leading to cratering occurred in the Richland 
Gas Field. These blowouts were in wells Thomason No. C - l ,  Pardue No. 1 and 
Boykin No. 1. The dates on which these wells cratered were February 1, 1928, 
September 12, 1928 and June 15, 1929, respectively. Blowouts leading to 
additional (secondary) craters occurred while drilling relief wells. These 
blowouts occurred during drilling of shallow sand horizons located between
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290 and 600 feet below the surface. The sequences of events leading to these 
craters were very similar to those reported by Bell et all (1921) and are described 
next.
4.1.3.1 - The Thomason Well No. C -l Crater
The Thomason Well No. C-l was drilled, completed, gaged and shut in; 
soon thereafter, 550 psi pressure was observed between the 6  5/8-in and 10-in 
casing. Soon, gas also began to seep around the 20-in surface casing. An 
attempt to release the pressure in the well was made by opening the well to the 
atmosphere. Water started to flow around the surface casing and the formation 
caved. Unsuccessful attempts to kill the well were made by pumping mud and 
water into the casing. On the fifth day, the well began to crater and the derrick 
fell in. The well caught fire twice. After it caught fire for the second time it 
burned continuously until the crater was killed on April 10, 1931. Top view 
and profile of this crater are shown in Fig. 4.4. The crater was 390-ft in 
diameter and approximately 1 0 0 -ft deep.
S u rfa c e390 ft
Surface of Fluid
100 ft
Fig. 4.4 - Plan and top view of the Thomason C -l crater (after Hills, 1932)
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Fig. 4.5a shows the Thomason crater C-l on September 25, 1928. Muddy 
water is overflowing from the crater. Figs. 4.5b and 4.5c show the crater on 
May 10, 1929 and June, 11 1930, respectively. It is possible to see that the 
turbulence in the crater has calmed down. A well defined wall (about 30 feet 
high) has also formed around the crater due to subsidence of the fluid and the 
remaining sediments in the crater.
Fig. 4.5 - Thomason C -1 crater on different dates, (a) Stub derricks (“a” and “b”) 
are still visible on September 25, 1928. (b) The fluid level dropped and a rim was 
barely defined by May 10, 1929. (c) A clear wall about 30 ft high appeared around 
the crater on June 11, 1930 (after Hills, 1932).
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The killing operation of this active crater was basically by drilling relief 
wells and allowing them to flow until the pressure in the reservoir dropped and 
the flow extinguished. The first attempt to kill the underground blowout began 
on February 12, 1928, with the spud of the relief Thomason well C-2. 
Unfortunately, on May 19, 1929, this well also blew out and cratered when 
drilling at 290 ft. The diameter of this crater was approximately 70-ft. Fig. 4.6 
shows pictures of the Thomason well C-2 crater at different times.
Fig. 4.6 - (a) Thomason C-2 crater on May 10, 1929 and (b) on April 10, 1931 
when the Thomason C -l blowout was killed, (c) The crater situation on June 22, 
1931. Note the drop in water from point "a" as shown in pictures B and C.
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The severity and strength of the Thomason well C -l and C-2 blowouts 
may be measured by the amount of sand expelled from these two craters. The 
letter “a” shown in Fig. 4.7a indicates the interface point between the original 
soil surface and the sediments blown out from the cratered Thomason well C- 
1. The deposit was approximately 40-in thick (letter “b” in Fig. 4.7a) at the 
edge of the well C -l and covered an area of about 99.7 acres.
Fig. 4.7 - (a) Edge of Thomason C-l crater. Note the flow of water from the 
Thomason C-2 crater. The letter “a” represents the interface point between the 
original soil and the expelled material. The thickness (“b” ) of the expelled layer 
was estimated to be 40 in. (b) Rotary table destroyed by sandblast action (after 
Hills, 1932).
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The other two wells, namely Thomason wells C-3 and C-4, also were 
drilled as relief wells. The initial plan was to pump mud or water into the gas 
flowing zone. This was done through wells C-3 and C-4 without any success 
and so this procedure was discontinued.
The last relief well, Thomason well C-5, which was located as close as 
possible to the edge of the cratered well C - l ,  was spudded on March 2, 1931 
and reached a total depth of 2462 ft during the first part of April, 1931. On 
April 10, all three wells were opened to atmosphere at a total estimated gas 
flow rate of 40 MCF/day with little, if  any, water production. The intention 
was to deplete the blowing reservoir and so kill the blowout. The plan succeed 
and the blowout was killed on the same day. Figs. 4.8, 4.9, and 4.10 show the 
condition of the Thomason well C -l crater during the killing operation. Fig. 
4.11 shows a schematic view of the two cratered wells, the two relief wells, 
namely Thomason wells C-3 and C-4. Lithology and the main water reservoir 
are also shown.
Based on the above description one can conclude that the most likely 
mechanisms involved were formation erosion and formation liquefaction 
followed by caving. These mechanisms probably occurred simultaneously and 
in the following manner:
(a) Gas seeping around the wellbore, leading to the conclusion that the 
wellbore was definitely eroded and enlarged.
(b) Simultaneously, high pressure in the initially tight wellbore-casing 
annulus caused gas flow from the wellbore to the shallow, poorly cemented 
formations. This flow, that occurred through fractures or through the pore 
media, was responsible for the liquefaction of the cohesionless soil and 
granulation and liquefaction of the poorly cemented rocks.
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(c) The enlargement of the wellbore by gas erosion caused the pressure 
to drop in the well with consequent caving of the surrounding formations. It is 
important to point out that high fluid turbulence and wave action at the surface 
also contributed to the enlargement of the crater.
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Fig. 4.8 - Thomason C -1 crater during the killing operations, (a) Crater situation 
at 4:45 p.m., April 10, 1931. The agitation is diminishing due to the action of the 
relief wells, (b) Crater condition at 5 p.m. on April 10, 1931 (after Hills, 1932).
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Fig. 4.9 - Thomason C -1 crater during the killing operations, (a) Crater situation 
at 5:09 p.m., April 10, 1931. Some agitation still can be seen at the center of the 
crater, (b) Crater condition at 5:17 p.m. on April 10, 1931 (after Hills, 1932).
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Fig. 4.11 - Cross section of Thomason well C-1 (after Hills, 1932).
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4.1.3.2 - The Feazel-Pardue Crater
The Feazel-Pardue area is located in the south end of the Richland gas 
field. The subsurface conditions are similar to those described for the Thomason 
crater area. The underground formations are basically composed of: (a) loose 
sandy formations that extend from the surface to 2 0 0  ft, (b) loose sands and 
gravels intercalated by shale between 200 and 400 feet, (c) impervious shales 
between 400 and 600 ft, (d) loose sand between 600 and 800 feet, and (e) 
impervious shales intercalated by sand and gravels between 800 and 2450 ft. 
The existing water-filled sands between 200 and 800 feet were believed to be 
charged by gas from leakage through earlier wellbores.
The Feazel-Pardue well N o .l ,  was completed August 3, 1928 at a total 
depth of 2450 feet, with initial gas production of 47 MMSCFD. The reservoir 
pressure was estimated at 1100 psi (8.63 ppg). This well cratered in September, 
1928, about one month after completion. The crater shape was described by 
Hill as a funnel-shaped hole about 100 ft in diameter by 30 ft deep, and 
completely filled with fluid. Violent action, probably due to the high gas flow 
rate was observed in this crater. Large quantities of white, fine sands and other 
sediments were expelled from the well. Deposition of this material was visible 
on the surface of the ground and on bushes up to a distance of 700 ft from the 
well crater. The effect of ground movement due to the violent crater action 
was shown by a tree stump split almost vertically, so that the two sections 
were approximately 42 inches apart.
Fig. 4.12 shows an overview of the Feazel-Pardue well N o .l  on June 
11, 1930, 22 months after the blowout. Note that gas was still bubbling from 
the crater.
On July, 18, 1929 the relief well Feazel-Pardue No. 2, was being drilled 
at a depth of 832 ft when a blowout followed by cratering occurred. The 
blowout formed a crater 120 ft in diameter (see Fig. 4.13a).
9m
Fig. 4.12 - (a) Section of pipe used as an attempt to kill the well, (b) The Feazel- 
Pardue No. 1 crater on June 11, 1930 (after Hills, 1932).
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In November, 1928 the Ouachita-Pardue well No. 2 blew out and cratered. 
The area of the damage was estimated to be about 6  1/2 acres. The blowout 
occurred during the course of drilling a shallow zone at a depth of 467 ft. 
Records of this accident show that gas and water began to flow after having 
expelled all mud from the well. A few minutes later the well bridged. Later on 
an explosion hurled up the earth, wrecked the derrick, and threw the boiler 2 0  
ft into the air. Fig. 4.13b shows picture of the Ouachita-Pardue well No. 2 
crater.
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Fig. 4.13 - (a) Feazel-Pardue No. 2 crater situation on May 10, 1929. (b) 
Ouachita-Pardue No. 2 crater situation on May 10, 1929 (after Hills, 1932).
Fig. 4.14 shows schematically the three cratered wells, the lithology 
and the water and gas reservoirs. Little or no information was given about the 
mechanisms or how the craters were formed. However, as the first crater 
occurred after completion, one can assume that: a) gas migration occurred 
through cement channeling in the wellbore-casing annulus, b) simultaneous 
erosion and liquefaction of the shallow surface sediments caused the crater to 
expand quickly, and c) caving immediately followed.
Feazel Pardue No. 2 Feazel Pardue No. 1 Ouchita Pardue No. 2
Cratered a t 4 6 7  ft 
August 3, 1928
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Fig. 4.14 - Cross section of the Pardue crater area (after Hills, 1932).
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4.1.3.3 - The Boykin Crater
The Boykin area is in the north end of the Richland gas field. The 
lithologic section of this area is very similar to the areas described in section 
C2.
The Boykin Well No. 1, had cratered at a depth of 2350 ft completion. 
The blowout was killed almost one year later (May 9, 1930), by three relief 
wells. A second well, the Boykin No. 2, also blew out and cratered during the 
drilling of a shallow sand zone at a depth of 535 ft.
Fig. 4.15 shows an overview of the Boykin No.l crater on October 22, 
1930, after it was killed.
Fig. 4.16 shows a view of outlet ditch from crater; tree stump “a” in 
ditch indicates original ground level. Fig. 4.17 displays schematically the two 
craters, the lithology and the water and gas reservoirs (Hills, 1932).
The source materials from which the above descriptions were excerpted 
do not provide substantial information about the mechanisms of crater formation. 
However, the accidents described previously strongly suggest that the same 
mechanisms, namely erosion of the shallow sediments, liquefaction and caving 
acted collectively.
Fig. 4.15 - View of the Boykin crater area on October 22,1930, five months after 
it was killed (after Hills, 1932).
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Fig. 4.16 - Boykin crater area, (a) Boykin wells No. 3 and 4. (b) The tree stump 
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Fig. 4.17 - Cross section of the Boykin crater area (after Hills, 1932).
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4.1.4 - Cratered Well Near Piney W oods, M ississippi
Bruist (1972) presented a case of blowout followed by cratering in the 
Shell Cox No. 1 well near Piney Woods in Rankin County, Mississippi. 
According to Bruist (1972) the Cox No. 1 had been drilled and cored at a 
depth of 21,122 ft. The 13 3/8-in surface casing had been set at 2,541 ft and 
cemented to the surface. A 9 5/8-in protective casing was set at 15,811 ft, and 
a 7-in liner was set from 15,444 to 20,697 ft. A 17.0 ppg mud was used to drill 
the 5 13/16-in diameter open hole interval.
According to Bruist (1972), the well blew out and caught-fire on March 
25, 1970 while coming out of the hole with a core. At the time the kick was 
detected, 2:30 a.m.,115 stands had pulled out and 109 were still in the hole. 
The decision to shut the well in was made, but unfortunately no circulation 
was possible because of a plugged core barrel or drill pipe. The circulation 
was regained after clearing the drill pipe by backflow. However, in the meantime 
a considerable amount of mud was displaced from the well. At 8:00 a.m. the 
choke cut out and the large amount of gas that came out of the well forced the 
drilling personnel to shut down the pumps and engines and close the pipe 
rams. Another large head of gas forced the drilling personnel to shut the well 
in. This caused the pressure in the well to increase resulting in 6000 psi at the 
gauge of the choke manifold. Shortly thereafter, the blowout-preventer stack 
rose and fell over, releasing a je t  stream of gas and mud. The gas ignited, and 
the derrick fell.
According to Bruist (1972), although gas and water were being produced 
during the blowout, only water production was measured, at rates of 14,000 to
20,000 bbl/day. An estimated 100-ft crater formed around the blowing well.
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Fig. 4.18 is a photograph of the large crater that was formed. Note some of the 
remaining rig equipment and trailers in the foreground.
No details were given that provide insight into the cratering mechanisms 
involved in this accident. However, based on the narrative it appears that 
erosion, liquefaction and caving must have acted collectively.
Fig. 4.18 - Photograph of the Cox No. 1 crater. The crater is still burning and 
mud and sand are being expelled (after Bruist, 1972).
4.1.5 - C ra te red  Well in the Key Field, Texas
Cudd and Grace (1985) describe an incident that occurred in Key Well 
No. 1, in the Key Field, Texas. The authors do not give information about 
lithology, type of formation or localization of water or gas reservoirs. Their 
description says that the Apache Key No.l blowout occurred on October 4,
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1981, after the well had been completed in July 1981. The wellhead, 12 ft of 
10 3/4-in surface casing and two full joints of 7 5/8-in intermediate casing 
with 2 7/8-in tubing inside had blown off the well.
A first attempt to control the well was made by: (a) Digging a hole to 
locate the 10 3/4-in casing which was still intact. It was found approximately 
12 ft below ground level, (b) Uncovering and cutting the 20-in conductor pipe 
to expose the 10 3/4-in casing. This was possible only after digging a hole 25- 
ft deep, (c) Capping the 10 3/4-in casing and directing the gas the into the 
pipeline. These operations and the installation of a new control head and relief 
lines were performed in one week. However, about 36 hours following these 
operations, drilling personnel noticed gas bubbles in a water well located 250 
ft from Key No. 1. These gas bubbles disappeared after the 250-psi back­
pressure was released.
As the 10 3/4-in casing lacked the integrity necessary for production 
operations, another plan to cap the 7 5/8-in casing was decided. A conventional 
snubbing unit was rigged up and the top of the 7 5/8-in casing was found 108 
ft below the ground level. A 7 5/8-in snubbing string was reattached to the 
7 5/8-in casing with an overshot packer. Special production equipment was 
installed and the flow lines were connected. The Key No. 1 was basically 
producing clean gas at rates between 26 and 30 MMcfd at line pressure of 910 
psi.
Three days later, on November 3, 1981, gas escaping around the 7 5/8- 
in intermediate casing began to form a crater. The well-control personnel cut 
off all braces from the wellhead, cut the 7 5/8-in casing, and removed the tree. 
The well now was producing gas and large volumes of solids. The well again 
began to flow through the 7 5/8-in casing.
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Another attempt to cap the 7 5/8-in casing was begun. An overshot 
packer was snubbed into the well and an additional 20 ft of eroded 7 5/8-in 
casing below the dummy patch was found. An attempt to run in another joint 
of 7 5/8-in casing failed. The well began producing large pieces of rock. Then 
it bridged, and finally cratered.
4.1.6 - C ra te re d  G eotherm al Well in N evada
An interesting case of underground blowout leading to cratering occurred 
in a geothermal well in Fallon, Nevada (Adams, 1989). Well 14-6 was begun 
on January 9, 1989. On January 12, the well had been drilled to 882 ft when a 
severe mud loss of 250 bbl occurred. According to Adams (1989), the lost 
circulation, which was assumed to be caused by an unexpected fault, was 
controlled after an additional 250 bbl of mud was mixed and pumped into the 
well. Drilling was resumed and proceeded for about 4 ft when a hard drilling 
section, believed to be the top of the reservoir, was reached.
The well was stopped and a plan was set to solve the lost circulation 
problem. The idea was to spot a sand plug on top of the reservoir cap and then 
to set a cement plug in the open hole before running the casing. However, 
when the drill string was coming up from the hole, a blowout occurred leaving 
one stand of drill collars in the hole and another one hanging in the derrick.
According to Adams, the following is the sequence of events in this 
accident. Steam coming up was noticed in the cellar area and the flow coming 
out of the flowline was carrying clumps of gumbo. The annular preventer was 
closed, causing the flow to start through the earth around the rig. A crater 
quickly developed (1 1/2 hr) and the derrick and related equipment fell in. The 
final crater dimension was 105 ft x 115 ft with an average estimated depth of
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75 ft. The flow from the well, composed basically of hot water and steam, was 
estimated at 5,000 gal/min.
Although this case history did not provide much information about 
cratering mechanisms, it is a good example of upward fluid migration through 
faults. Due to the severity of the accident one can assume also that the fault 
had a very high transmissibility, that is, a very high overall permeability.
4.2 - O ffshore Cases o f Cratering
Cratering in offshore areas can be caused by natural phenomena as well 
as by drilling. Normally, those naturally caused do not lead to serious problems. 
On the other hand, craters caused by drilling often can lead to catastrophe.
4.2.1 - Natural Fluid Seepage in Deep W ater o f the U.S. G ulf Coast 
Cases of natural shallow flow of oil, gas and brines have been reported 
by many authors (Neurauter 1990, Cook 1991, and Sassen 1993). Hydrocarbon 
has migrated vertically several kilometers from deep Mesozoic carbonate source 
rocks to shallow Miocene to Pleistocene sands. This natural upward fluid 
migration through the thick sedimentary section, which probably started during 
the Miocene, has occurred by different paths, such as salt-dome-related fractures 
and faults. These vertical flows of the formation fluid (frequently oil) often 
bypass traps or even leak after being deposited in traps and finally reach the 
sea floor (Sassen 1993).
Recognition of these formation fluid macroseeps is based on different 
factors such as (a) free gas, episodical leaks of oil and gas to the water, (c) 
ice-like hydrates generated due to very low temperatures present in the deep, 
cold sea floor, (d) authigenic carbonate rock formed by carbon dioxide which, 
in turn, was generated by bacterial oxidation of oil and gas, and finally, (e) 
presence of hydrocarbon-based bacteria for which hydrocarbon seeps have 
created a favorable life environment (Sassen 1993).
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Research submarines have been observed sea floor features that are the 
direct result of hydrocarbon seeps. Dark oil-stained sediments along steeply- 
dipping fault scarps and near fault-vents in outcropping masses of carbonate 
rocks, continuous gas bubbling due to active gas seepage, and gas hydrate 
formed due to hydrocarbon gas migration from below to a fractured or permeable 
zone in cold sediments, are some of examples of relevant sea floor features. 
One striking sea floor feature is the “mud volcanoes” that result from rapid 
fluid migration. These mud volcanoes, which often discharge gas, oil and brine 
to the water, are spectacular seepage sites associated with faults and shallow 
overpressured zones. Some time ago, a “miniature mud volcano” in Green 
Canyon (U.S. Gulf Coast) was noted expelling gassy brine that flowed 
downslope from a small pockmark located at its apex. Craters are another type 
of observed sea floor feature associated with macroseeps. Craters are normally 
the result of sea floor erosion by upward-migrating brines and gases from 
shallow overpressurized zones (Sassen 1993).
Previous knowledge of these macroseeps in the deep gulf may be not 
only a good indication of good hydrocarbon source rocks, but also may be 
used as an alert for future cratering problems. Macroseeps have been reported 
in many U.S. G ulf  Coast fields. Most large traps in the deep gulf  are 
characterized by formation fluid seepage located on geophysically obvious 
conduits from depths to the sea floor. For example, oil, gas and brine seeps as 
well as chemosynthetic communities have been documented over shallow salt 
and faults in the proximity of the deep-water Auger, Cooper, Jolliet, Popeye, 
Vancouver, and Ram-Powell finds and in the vicinity of the Mars and Bullwinkle 
discoveries (Sassen 1993).
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As noted, these macroseeps are the result of fluid migration to shallow 
sediments through faults. However, craters formed by the macroseeps are 
probably the result of piping followed by formation erosion. It is also possible 
that many of the macroseeps experience caving action, which can lead to the 
total collapse of these natural conduits.
4.2.2 - Shallow Flows in the Green Canyon. G ulf o f M exico 
The Green Canyon is about 125 miles offshore Louisiana, and 170 miles 
southwest of New Orleans. The sediments in the Green Canyon field originated 
from submarine fan deposits laid down on a smoothly dipping submarine ramp. 
“Sediments were delivered to the outer shelf by the prograding Mississippi 
River delta during sea level low stands and redistributed across the shelf edge 
and upper slope through numerous feeder channels” (Cook and D'Onfro, 1991).
Like most of the U.S. Gulf Coast, the Green Canyon area is characterized 
by long, highly pressurized shale-sand sequences that can began as shallow as
1,000 ft below the mud line. These shallow overpressurized zones tend to 
force underground oils to leak rapidly (that is, at high flow rates) along salt 
and fault conduits to the sea floor. Oil from sea floor sediments, sea surface 
and tar balls have been geochemically identified as produced from the reservoir 
of Jolliet field (Sassen 1993).
Cases of wells that experienced shallow flow of brine have been relatively 
common when drilling deep-water wells of the Green Canyon area. Flows have 
been noted during the drilling of the hole for the 2 0 -in casing and after 
cementing the 20-in casing in deep-water wells of this field. Sediment mounding 
around the subsea wellhead, gas hydrate buildup on subsea equipment, and 
casing failures caused by loss of structural pipe integrity are the main problems 
associated with these flows.
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The flow of brine experienced in a 3,900 ft deep-water well was first 
observed at the end of the cementing job on the 20-in casing. Slightly 
overpressurized sands that are believed to exist at depths ranging from 900 to 
1,800 ft may explain the flow of brine to the sea floor. A record of 9.3 ppg 
formation pressure gradient at 1,300 ft below sea floor was registered by an 
operator involved in a deep-water conductor cementing project. Such pressure 
gradient compared to a normal sea water pressure gradient o f 8.5 ppg gives a 
differential pressure of 215 psi at a 5,875 ft (depth of these sands). Although 
small, this pressure could have been responsible for this upward fluid flow. 
Another important aspect that seems to support this thought is that the flow 
began following the cementing job. During cement hardening, hydrostatic 
pressure generated by cement density drops to values very close to water 
hydrostatic. This would have allowed channeling and flow of more pressurized 
brines through the cement. Others factors such as poor cement job, inadequate 
mud properties used to drill the hole, and low mudline temperatures which 
make difficult the design of a lightweight slurry with short transition time, all 
can contribute to upward fluid migration.
An interesting case of shallow flow that occurred in another well had 
the following sequence:
(a) The 30-in conductor pipe was jetted to 4,100 ft (230 ft below mud 
line) without any evidence of flow.
(b) The 20-in surface casing was run to 5,900 ft. No flow was observed 
before, during and after casing run operations.
(c) The 20-in cementing job was performed by pumping 180 bbls of 
seawater, followed by 800 bbls of 12.1 ppg lead slurry. No flows were observed.
(e) Thirty after job ended, returns were observed from two discharge 
ports on the GRA. The flow was estimated at 1-2 BPM. This estimate was
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made visually by comparing to known flow during the cement job. No flow 
around 30-in pipe from sea floor was observed.
(f) Twenty four hours after the job ended, the situation shown by the 
ROV camera indicated that a thin stream of gas was flowing from one discharge 
pipe. The other discharge port had iced up, and ice was observed below the 
bullseye mounted on the GRA. No flow around 30-in pipe from sea floor was 
observed.
(g) Two days after the job ended, flows continued from the one discharge
pipe.
(h) Three and half days later, no flows were observed from discharge 
pipes, gimbal or from around the outside of the 30-in pipe or sea floor.
(i) Four and half days later, flow was observed at two locations on the 
sea floor, one at approximately 35 ft and other at approximately 30 ft and 90 
from the other. No flow around 30-in pipe was observed.
(j) Six days later, flow from the two seafloor locations decreased. Logs 
(noise, temperature and water flow logs) indicated flow from 5,750 ft. However, 
these results are questionable due to rig heaves.
(k) Thirteen days later, reduced flow is observed only from the crater 
located 30 ft from the well.
(1) Twenty four days later, a new crater has formed 10 ft from the well. 
The flow now is best described as similar to a lava flow from a volcano.
(m) Forty four days later, the crater located 10 ft from the well stopped 
flowing and a new broach formed 35 ft from the well. Crater located 30 ft 
from the well was about 8  ft in diameter.
(n) Fifty one days later the crater 35 ft has grown 2 or 3 ft in height.
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(o) Seventy eight days later, all drilling operations were finished. Final 
inspection shows light flow from the crater.
Fig. 4.19 displays a typical estimated fracture pressure gradient (EFPG) 
curve for the shallow depths of the Green Canyon area. The pressure gradient 
in the well was obtained by assuming a 9.3 ppg formation pressure gradient at 
1300 ft below sea floor and reducing it by a 8.5 ppg pressure gradient (sea 
water). Note that fracture of the formation near the 30-in casing shoe is likely 
to occur.
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Fig. 4.19 - Fracture gradient for shallow depths of the Green Canyon. Note that 
fracture of the formation near 30-in casing shoe is likely to occur.
Fig. 4.20 shows schematically the well configuration in this case and 
the small crater produced away from the wellhead. The cratering mechanism 
involved in this example appeared to be due to piping followed by formation 
erosion. Also, upward migrating water can occur through more than one tunnel 
(piping). However, the available pressure must be able not only to drive the 
upward-migrating fluid but also must keep the tunnels open. If such is not the 
case, some of the tunnels may collapse (by caving action), which ultimately 
will lead to the closure of the crater. This could explain the fact that different 
craters appeared and disappeared in this example.
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Fig. 4.20 - Schematic view of water flow around the 20-in casing. Fracture of the 
formation near to the 30-in casing shoe followed by piping action led to the 
formation of a small crater away from the well.
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4.2.3 - Flows in the Mississippi Canyon, L ouis iana
Shallow flows have been common in areas of Mississippi Canyon (U.S. 
Gulf Coast). Although these flows have not led to catastrophic disasters such 
as one that occurred in the Main Pass area, they do lead to serious problems. 
Drilling statistics supplied by an operator for an area of the Mississippi Canyon 
show that nine out of a total of twelve wells experienced water flows from a 
shallow sand located approximately 1050 to 1600 ft below the mudline. Of the 
nine, three experienced casing failure directly related to the water flows. As a 
result, two of the wells had to be abandoned and new wells were drilled. Other 
less-serious problems related to water flow include soil mounding and in some 
cases hydrate buildup. The total cost of this operator's water-flow problems 
was about $ 1 2 ,0 0 0 ,0 0 0 .
A shallow water flow that was observed when drilling one well, caused 
erosion of the formations around a 2 0 -in conductor pipe and caused it to buckle 
under wellhead loads due to lack of support of the surrounding soil. Once 
buckled, the 20-in casing could not be pressurized. Other casing problems 
have occurred. Continuous water flow around 2 0 -in conductor pipe has eroded 
lateral soil support causing the 2 0 -in casing to buckle and to press against the 
9 5/8-in and causing it to bend. Finally, this excessive dogleg and drill pipe 
action led to premature wear on the 9 5/8-in casing.
Well design has played an important role in solving shallow water flow 
problems in wells of the Mississippi Canyon. Fig. 4.21 shows typical well 
design configuration of a well that experienced casing failure due to shallow 
water flow. In this particular case, the well design had the 30-in conductor 
pipe jetted to approximately 2 2 0  ft below sea floor and the 2 0 -in casing set 
below the shallow water flowing sand. Note that in this case, water flow around
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the 2 0 -in casing caused the problems described before; that is, erosion of the 
shallow formation with subsequent settlement and buckling of the 2 0 -in casing. 
A new well design was attempted in a well drilled about 140 ft away from the 
previous one. In the new design the 20-in casing was set above the water 
flowing zone to improve the cementing job and thereby minimize erosion of 
supporting surrounding formations. The new well design was successful and 
no water flow around the 20-in casing was observed. However, the new well 
experienced total loss of circulation during drilling through the water flowing 
zone. Interestingly, the loss of circulation occurred at the same time water was 
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Fig. 4.21 - Schematic view of shallow casing designs used in the Mississippi 
Canyon area, (a) Shows old design where the well experienced shallow flow, (b) 
New design where well did not experienced flow.
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As the new design succeeded in eliminating water flow around the surface 
casing, the same concept was applied to design of future wells. Fig. 4.22 
shows further variations of the new well design. Note that a packer and a 
wellhead seal were incorporated into the new well design. No flow around the 
2 0 -in casing or cratering due to piping action were observed in the well drilled 
using the new approach. This indicates that the new well design solved the 
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Fig. 4.22 - New well design having a packer and a seal at the wellhead.
4.2.4 - The M ain Pass, G ulf  of Mexico
The Main Pass Block 299 well 11 in the U.S. Gulf Coast area was 
begun by a jack up rig on January 6 , 1989. Drilling reached the 10 3/4-in 
casing depth (1387 ft) with no apparent problems. On January 8 , 1989, while 
nippling up the BOP, gas was noted outside the surface casing. The imminent
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danger forced the evacuation of the rig. Later on, H2S was detected in the air 
by nearby rigs. The well blew out and caught fire. Gas also broached around 
the casing as schematically shown in Fig. 4.23. Cratering of the sea floor 
caused the rig to list 10°. On the second day after the blowout, the jack up rig 
collapsed and sank into the crater. On the 21st day, that is January 28, 1989, 
the well bridged and the flow ceased (Tracy, 1992, and personal communication 
with individuals present during the incident).
The material available on the incident described above does not give 
enough inform ation  to lead to definite conclusions about the cratering  
mechanisms involved. However, as the shallow subsurface formations found in 
the Gulf of Mexico are normally composed of clay/shale, piping may have 
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Fig. 4.23 - Schematic view of the piping action close to the wellbore in the Main 
Pass blowout.
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4.2.5 - Cook Inlet Accidents, Alaska
Cook Inlet is located in southern Alaska and extends about 170 miles 
inland from the Gulf of Alaska (Figs. 4.24 and 4.25). Due to the shape of Cook 
Inlet and its location (northern latitudes), tides are very high, reaching up to 
30 ft. This leads to strong currents that keep water turbulent most of time, and 
so much sand and glacial flour is in suspension that underwater visibility is 
usually zero. In addition, ice covers the inlet during the winter months (Visser, 
1992). Drilling in areas that are heavily iced over requires application of highly 
specialized techniques. One technique used in Cook Inlet is to drill through 
the leg of the rig. The sturdy structure of the leg thus protects the well from 
damage by shifting ice (See Fig. 4.26).
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Fig. 4.25 - Area of oil activity in Cook Inlet (after Visser, 1992).
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Fig. 4.26 -Example of offshore platform used in the Cook Inlet (after Visser, 
1992).
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Bottom and subsurface soil conditions range dramatically from soft 
unconsolidated clays on the west side of the inlet to boulder-covered, extremely 
stiff clays in the middle and on the east side (Visser, 1992). In the upper inlet, 
soil conditions generally can be classified as deep, firm alluvium (Bea, 1992).
4.2.5.1 - The Grayling Crater 
Problems in Cook Inlet began in 1985 when the Grayling platform blew 
out and formed a large crater that encompassed three of its four legs (Bea, 
1992). Fig. 4.27 shows schematically the platform through the blowout crater.
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Fig. 4.27 - Schematic view of crater under Leg 1 (after Bea, 1992).
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Below is a brief description of this accident, based on conversation with 
a number of technicians who were present during the blowout:
A sidetrack well was being drilled when the blowout occurred. The 
well and 16-in casing depths at the time of the accident were 3,929 ft and 643 
ft respectively. The blowout occurred when the drill string was coming out of 
the hole. With 18 stands out and bit at 2,190 ft, gas bubbles were observed in 
the bell nipple. The kelly was reconnected and the annular preventer closed. 
Mud was pumped down and return was observed through the diverter. Later 
on, the flow through the diverter stopped, indicating bridging in the diverter or 
in the casing. Gas boils were observed in the inlet 100-150 ft east and west of 
platform. Gas was detected in Leg 1. The gas flow increased and could be 
observed from another platform located about 2.2 miles away. Observation 
taken from a helicopter showed a gas, water, and mud plume 1 0 0  ft above 
derrick crown coming from Leg 1 where no well had been drilled. The gas, 
water, and mud plume increased to about 500 ft above the inlet water level 
through Leg 1. Later on, a gas boil was observed outside platform. Two days 
later no more gas was detected, indicating that the well had bridged or the gas 
reservoir had depleted.
Shallow seismic surveys were run and indicated gas at 300 ft below sea 
level, or 2 0 0  ft below sea floor.
The crater dimensions were estimated to be 150 ft x 170 ft x 100 ft 
deep (below sea floor). The crater center was about 35 ft west of Leg 1.
Post-blowout analysis indicated that abandonment of the well was made 
by setting cement plugs. However, according to a number of technicians, these 
cement plugs may have failed and left the gas from deeper sands in direct 
communication with shallow sediments near the mud line. Also, additional gas
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could have been flowing through the original well into shallow permeable 
zones. If such were the case, it might explain also the cause for the blowout 
that occurred at a nearby (Steelhead) platform as described below.
Based on the above description and also on the soil type (basically stiff 
clay and gravel) it seems that piping and borehole erosion could be among the 
crater mechanisms occurred in the Grayling incident.
4.2.5.2 - The Steelhead Crater 
The Steelhead platform, located only about 4000 ft from the Grayling 
platform, blew out in December 1987. A summarized description given by 
technicians who were working on that platform states that:
A slight gas kick, killed with 9.5 ppg mud, occurred at 2265 ft when 
tripping out 17 1/2-in bit. The 13 3/8-in casing was run and set at 2255 ft. The 
well began to flow during the cementing job of the 13 3/8-in casing. Control 
of the well was attempted by closing the diverter and pumping fluid at high 
rate, but was unsuccessful. At that time large volumes of debris leaving the 
diverter exit caused its failure and the kick became a blowout. Well flowed 
uncontrolled for a few days and bridged. However, unnoticed gas flow under 
the ice began again under Leg B-l and formed a crater. Fire and debris caused 
extensive damage to the platform structure.
The technicians description gave very few details about the causes of 
the blowout and the involved cratering mechanisms. No information about 
flowing gas zones or upward gas migration was available. Fig. 4.28 displays 
soil shear strength profile at Leg 1. Soil conditions at this site consist of very 
strong stiff clays at about 125 ft below sea floor, overlain by lower-strength 
stiff clays and the gravel used to fill the blowout crater (Bea, 1992). Based on
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this type of soil and analysis of both blowouts, one may assume that piping 
and erosion of formation played important roles in this incident as well.
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Fig. 4.28- Soil profile and strength at Leg 1, Steelhead Platform (after Bea, 
1992).
4.2.6 - The Angola Accident, Africa
The Cabinda Field is located in the Atlantic Ocean, near the Congo 
river in Angola. In 1981, a jack up (one year old and costing about $200 
millions) began a well in 140-ft water depth. The 24-in drive pipe was set
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down to about 100 ft. The 13 3/8 -in casing was set at about 800 ft. An annular 
preventer having 3-in lines under it and connected to a high pressure choke 
manifold was nippled up on the top of the 13 3/8-in casing. A diverter system 
with larger-diameter lines was not hooked up.
Information recorded by drilling personnel present during the incident 
state that a kick occurred when drilling with 9.0-ppg mud at a depth of about
1,000 ft. This kick was controlled with 10.0-ppg mud weight and drilling was 
continued. At about 2,000 ft, the well began to flow when coming out of the 
hole with the bit. The annular preventer was closed and the flow was diverted 
to the gas buster through the choke lines. The deviated gas began to invade 
different parts of the rig such as the silt shaker area. Soon, the entire rig was 
covered by gas. The well was then shut-in after 100-ppm of H,S, which can be 
fatal, was detected. However, shutting-in the well also led to gas broaching 
through two different points about 300 ft away from the rig (Fig. 4.29 and 
4.30). The erosion of the sea floor by the flowing gas eventually extended the 
craters underneath the rig (Fig. 4.31). An estimated 300-ft in diameter by 100- 
ft deep crater was formed on the sea floor. Finally, the rig collapsed and sank 
into the huge crater (Fig. 4.32).
Although the information cited above did not give precise details about 
the incident, it is believed that piping and caving were the main cratering 
mechanisms present in this event.
Fig. 4.29 - Shutting-in the well caused gas to broach. View of gas broaching at 
two different points about 300 ft away from the rig.
Fig. 4.30 - View of showing gas broaching is extending in the direction of the
Fig. 4.31 - View of gas broaching extended from the two distant broaches back 
underneath the rig.
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Fig. 4.32 - View of the rig collapsing and sinking into the huge crater.
Chapter 5 - Methods for Estimating Fracture and Overburden
Pressure Gradients
The purpose of this chapter is to develop improved correlations for 
overburden pressure and fracture pressure for shallow sections of a well being 
drilled. The improved correlations can then be used to better define the minimum 
casing depth needed to prevent cratering during a threatened shallow gas 
blowout. A number of well control situations will be investigated for typical 
deep water casing programs. The available kick margins for these typical casing 
programs will be determined.
5.1 - Well Design C onsidera tion
Fig. 5.1 shows a typical case of well design and the accompanying pore 
pressure, fracture pressure gradient curves. Note that in a typical situation the 
weakest point is the casing shoe. Therefore, establishing correct values of the 
formation pore pressure and the fracture pressure is of fundamental importance 













Fig. 5.1 - Typical well design.
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The fracture pressure gradient can be directly measured (leak-off tests) 
or indirectly estimated. Direct measurements are normally performed just after 
setting and cementing a new casing. As will be discussed later, leak-off tests, 
although an important source of data, have certain problems such as lack of 
standard procedures and requirements that they be performed only below certain 
depths.
Although many different methods to indirectly predict formation fracture 
have been published, none of them can be considered as a final solution for 
such a difficult problem. In most cases, indirect estimations of fracture pressure 
gradient are based on estimates of the overburden and pore pressure gradients. 
These methods usually assume that the overburden pressure gradient is either a 
constant (1.0 psi/ft) or based on Eaton's published formation density versus 
depth curve. In reality, overburden pressure gradient is generally imprecise 
because the lack of data requires substitution of assumptions.
Pore pressure is classified as normal when its value is equal to 0.465 
psi/ft (hydrostatic of salt water), and abnormal or subnormal when its value is 
higher or lower than 0.465 psi/ft respectively. Pore pressure gradient, which is 
generally assumed as normal for shallow formations, also can be obtained by 
direct measurement, such as in the case of drill string or RFT tests, or indirectly 
by interpreting seismic, drilling or well log data. Direct measurements have 
the advantage of giving a precise value of the pore pressure. However, they 
also have the drawback of being expensive and limited to permeable intervals. 
Indirect measurements are based on methods which generally try to predict 
compaction behavior of shales. Although indirect methods have the main 
advantage of providing a continuous pore pressure curve along the entire section 
of the well, their accuracy will be a function of the quality of the data and
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also, importantly, the ability and experience of the technician responsible for 
their interpretation. In addition, as most of the pore pressure methods require 
an estimate of the overburden pressure, one can conclude that fracture pressure 
estimation is a strong function of the overburden pressure.
Finally, it is important to emphasize also that overburden pressure, pore 
pressure and fracture pressure are region dependent. Correlation obtained in 
one region might not give accurate results in another. This probably results 
from the fact that each geographic area may have a different geological history. 
Therefore any study involving determination of overburden, pore and fracture 
pressures should be performed by individual area. Probably the smaller the 
area the better the result. Simple extrapolation of localized studies to other 
areas can lead to serious errors.
5.2 - Procedure Used in Chapter
The procedure used in this Chapter was (a) to study different methods 
of estimating overburden pressure gradients and (b) to propose a reliable method 
(or methods) to estimate fracture pressure mainly for shallow sections of a 
well. In order to perform such a task, several contacts were made in the oil 
industry. These contacts resulted in the acquisition of data on more than 1,000 
leak-off tests. Unfortunately it was noted that for many of the tests much 
important information such as overburden pressure gradient, and lithology were 
often missing. Because true overburden pressure is rarely available, this 
parameter had to be estimated by correlation.
The proposed fracture estimation method presented in this work was 
based on a new concept called “pseudo-overburden pressure” . This method, 
developed from information supplied by a number of companies, has the 
following main objectives: (a) give fracture results better than or at least equal
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to those obtained by existing methods, (b) require relatively small amounts of 
information, and (c) be simple enough to enable easy calculation. To accomplish 
such objectives, the following subjects are discussed in this work: (a) 
compaction mechanisms of different lithologies, (b) methods for estimating 
overburden pressure, (c) overview of existing methods to estimate fracture 
gradient, (d) proposed method to estimate fracture gradient, (e) examples for 
testing the new method, and finally (f) conclusions and recommendations. This 
work will be restricted to offshore wells, and estimation of formation pore 
pressure is not part of it. All the leak-off test data sources used in this work 
are listed in the Appendix.
5.3 - Review o f Formation Compaction Mechanisms
Compaction is the reduction in volume of sediments due to compression, 
the firs t stage being marked by a reduction in pore volume. Generally, 
compaction results from the mechanical action of the overburden pressure during 
the subsidence period (Serra, 1986). If the overburden is the only stress agent, 
the maximum principal stress will be vertical and the minimum stresses will 
be horizontal. However, further compressive tectonics movements can occur 
which can alter the directions of the principal stresses. This kind of compression 
occurs only after compaction (Serra, 1986).
The understanding of compaction mechanisms of different lithologies is 
important because they help to explain possible behavior of pore, overburden 
and fracture pressure gradients.
5.3.1 - Compaction of Sands
According to Serra (1986), the compaction of sands follows a general 
sequence. This author points out that, “the first stage of the consolidation is a 
mechanical rearrangement of the grains. During this stage they roll or slide
176
over each other easily depending on their shape and sorting, because of the 
vertical stress exerted by the overlying sediments at the time of burial. This 
produces a tighter or more compact arrangement and hence a reduction of 
porosity, leading to an increase in density. This rearrangement will cause the 
number of lower and total contacts for each grain to increase.”
Compaction of sands depends of several factors. It is a function of: (a) 
Type of contact which changes with depth; (b) Sorting. Poorly sorted sand is 
less porous than sand which is well sorted. However, the reduction in porosity 
is faster for well sorted sands; (c) Sand composition. Porosity for clean sands, 
that contain no shale or mica, decreases less rapidly with depth than does a 
shaly sand; (d) Temperature. Porosity decreases more rapidly with depth when 
the temperature gradient increases.
5.3.2 - C om paction o f Shales
Serra (1986) made a comprehensive review of several shale compaction 
models. Based on those models one can conclude that the following processes 
(not necessarily in this order) may occur during compaction of shales: (a) 
Mechanical rearrangement and expelling of interstitial fluids, which result in a 
porosity  decrease (porosity falls from 70-85% to 45%); (b) M echanical 
rearrangement of grains and continued expulsion of fluid (porosity falls to 
about 25%); (c) Mechanical deformation of the particles and expulsion of 
adsorbed water. Also soft minerals sink into the interstices between harder 
minerals (porosity falls from 35 to 10%), and (d) Recrystallization with 
porosities below 1 0 %.
Serra (1986), points out also that “shales are well-suited for studying 
compaction because of their high initial porosity and the lower importance of 
other diagenetic phenomena”. Thus, pore and fracture pressure predictions in
177
shale tends to give good results if applied in small homogeneous areas. 
Therefore, it is not surprising that many authors have chosen shale among all 
other lithologies for their study of pore and fracture pressure estimations. As 
compaction was defined as reduction in volume (and therefore in porosity) as 
well as increase in density, any well log used to estimate porosity may be used 
to analyze compaction behavior of any formation. Fig. 5.2 shows typical 
behavior of a sonic log in a normally compacted shale/sand sequence. Note 
that the sonic log decreases almost linearly with depth, indicating a continuous 
decrease in porosity and therefore an increase in density with depth.
5.3.3 - Com paction  of Limestones
Compaction of carbonates depends primarily on three principal factors 
(Serra, 1986): (a) Original composition of the carbonate (mineralogy) and 
texture (grain and crystal size and shape, sorting, packing). These are called 
Inherited Factors and are related to the depositional environment, (b) Physically 
and biologically induced chemical changes during preburial lithification. These 
are also known as Inhibitory Factors, (c) Depositional, diagenetic and tectonic 
environment, overburden pressure, subsurface temperature, time interval of 
burial stress, pore pressure and pore fluids. These are known as Dynamic 
Factors.
“Completely contrary to shales and quartz, the carbonate minerals 
(fundamentally calcite and dolomite), are very soluble, their solubility depending 
greatly on the pH and Eh conditions, and the temperature and pressure” (Serra, 
1986).
Generally, depositional porosity of carbonates is very high (between 40 
and 80 %). If it is associated with high permeability, it will allow the circulation 
of fluid which may interact with the surrounding rocks. In addition, the
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interstitial waters are not always in chemical equilibrium with the surrounding 
rock. This can create ionic exchanges between the solutions and the minerals 
composing the rock. Also, high dispersion of the size of the particles and 
crystals leads to different levels of dissolving and recrystallizing. Collectively, 
these factors can result in: (a) early diagenesis which can lead to lithification 
of the rock by cementation and/or recrystallization, which in turn can generate 
a very strong rock, or (b) dissolution of the rock, which will generate a weak 
rock.
Compacted carbonate rocks behave differently depending on the original 
facies and type of diagenetic process occurring since the deposition. Fig. 5.3 
shows an example interval transit time versus depth plot that was generated 
from seismic data. In this example, a long interval of limestone extends from 
the surface to as deep as 10,000 feet. Abnormally pressurized shales cut by 
sand intervals are the predominant lithologies between 1 0 , 0 0 0  ft to 16,000 ft. 
Note that the seismic interval transit time displays two peaks, between 4,000 
and 5,000 ft and between 6,000 and 6,200 ft, indicating intervals possessing 
high porosity. These highly porous and vugular limestones have been responsible 
for severe loss of circulation. Since compaction theory is of no assistance in 
predicting the location of these vugular zones, this example illustrates the 
difficulty in predicting fracture pressure in limestone intervals.
Based on the above, one can conclude that normally compacted sand 
and shale intervals follow a continuous process that generally is not affected 
by other factors such as chemical interaction between water and the rock itself. 
Also, both sand and shale formations may experience a compaction anomaly or 
undercompaction; that is, the state of a sediment which has been unable to 
expel its interstitial water during burial (Serra, 1986). In this case shale and
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sand will display high pore pressure values and fracture pressures that will be 
expected to follow overburden and pore pressure trends.
On the other hand, limestones can be greatly affected by factors such as 
chemical dissolution or lithification. These two processes themselves can explain 
many cases where limestone formations display high fracture gradient (16 ppg 
or higher) at relatively shallow depths (above 2 , 0 0 0  meters) and low fracture 
pressures or lost circulation zones at deeper levels.













Interval Transit Time (micro sec/ft)
40 100 200
3000
L oss Circulation Z on es
L oss Circulation Z on es
10000
Abnormal P ore P ressu re  
Z on es
16000
Fig. 5.3 - Interval transit time 
generated by seismic data in 
limestone intervals.
Fig. 5.2 - Sonic 
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5.4 - Overburden Pressure Gradient - Definitions and Im portant Aspects
Overburden pressure gradient is defined as the pressure variation by 
depth due to the weight of the rocks' matrix and fluids in the rock pore spaces. 
If the bulk density ( p b) is a known function of depth, the overburden pressure 
for each depth can be calculated by integrating bulk density function versus 
depth as follows.
In the offshore case, the water density, p w, and the water depth, Dw, are 
normally known. This means that calculation of the overburden pressure at a 
given depth is a function only of the formation density of overlaying sediments 
which therefore must be evaluated. Formation density evaluation normally is 
made by use of a well log, such as a formation density log, which gives the 
value of the density at each depth interval. Although these intervals can be as 
short as 2 0  cm (depending on the logging tool), the measurement is not 
continuous and therefore the integral given in Eq. 5.1 must be evaluated as a 
summation of average density values as follows:
D




It is a common practice in the oil industry to work in terms of pressure 
gradient. In this case the overburden pressure gradient can be expressed as 
follows:
181
Although the overburden calculation is generally easy to perform, lack 
of data, mainly those related to the shallow part of the well, make overburden 
pressure estimation imprecise. There are many technical and economical reasons 
for lack of formation density data. The main reasons for not collecting data in 
shallow formations (normally above surface casing) most likely are: (a) at 
shallow depths large-diameter bits are used which make formation density 
measurement imprecise, (b) shallow formations are normally unstable, which 
can cause loss of the logging tool, (c) common problems related to shallow 
sediments may not justify the cost of collecting data, (d) “interpretation of 
downhole logs from shallow, near surface boring is com plicated by the 
unconsolidated nature of the sediments. Experience in the interpretation of 
such logs is generally lacking and examples from the literature are rare” (Ewing 
et al 1969).
Based on the above, the following discussion of overburden estimation 
will be presented in two parts, namely overburden estimation for shallow zones 
of the well where no data are available, and overburden estimation for lower 
depths where well logs are normally available. The objective of this work is to 
study and propose methods to better estimate the overburden gradient for 
shallow formations. For that purpose, methods to determine formation density 
are discussed next.
5.4.1 - M ethods to Estim ate Formation Density
Next will be discussed several methods to estimate the formation density 
for shallow formations, with emphasis on the advantages and disadvantages of 
each method. The methods will be grouped under two headings: Indirect 
Methods and Direct Methods.
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5.4.1.1 - In d irec t  Methods 
Following the indirect methods, formation density is obtained by applying 
an equation that is based on data that are normally already collected. Thus, 
indirect methods tend to be less expensive than direct measurements.
A - Formation Density as an Average Value 
Probably the easiest method to evaluate overburden gradient for shallow 
formations is to assume an average value for the formation density of the 
entire depth interval of interest. Shallow density values often range from 1.4 
to 2 . 1  gr/cm3, and an average value of 1 . 8  gr/cm 3 is commonly assumed. 
However, this sometimes may result in overestimating the overburden gradient 
for the shallow part of the well.
Fig. 5.4 shows typical examples of overburden evaluation based on 
average formation density and for different water depths. All depths and the 
overburden pressure gradients as well are vertical depths below the kelly 
bushings. Note that for this particular example, the density log was available 
only for depths below 200 meters measured from the sea floor. Thus, average 
density values equal to 1.4, 1.8 and 2.0 gr/cm3 were used to calculate overburden 
gradient for the shallow part of the well. Note the discrepancies among the 
overburden curves. However, the difference in the curves becomes less evident 
as the water depth decreases.
In addition, overburden pressure gradient decreases as water depth 
increases. This behavior, that is particularly important for deep water wells, 
will be one of the factors responsible for the very low fracture pressure gradient 
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Fig. 5.4 - Overburden gradient curves for different water depths and average 
shallow density values, 1.4, 1.8 and 2.0 gr/cm3 respectively.
B - Formation Density Based on Correlations
The overburden gradient can also be estimated based on correlations 
such as one proposed by Cesaroni (1983). This correlation has been used by 
AGIP, an Italian Oil Company, and in this report it will be called AGIP 
correlation. This correlation is based on the interval transit time which is
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commonly available from seismic data and well logging data. The AGIP 
correlation also takes into account whether the formation is consolidated or 
u n co n so lid a ted .  The c r i te r io n  for de te rm in ing  when the fo rm atio n  is 
unconsolidated is based on the interval transit time. The AGIP correlation is 
described as follows:
The AGIP correlation can be used also for the shallow part of the well. 
In such a case, the interval transit time provided by the sonic log can be 
substituted for the interval transit time supplied by seismic data. Also, high- 
resolution shallow seismic data can be used when available.
The AGIP correlation was developed applying data from Europe. It is 
often applied to other areas because of a lack of available data in the area of 
interest. Fig. 5.5 shows a comparison of the AGIP density log calculated for 
shales and the respective formation density from the density log for a well in 
Brazil. In this particular case only values of interval transit time greater than 
1 0 0  microsec/ft were selected in order to study the more unconsolidated 
sediments. Note that the values calculated from the AGIP density are always 
less than the values measured by the density log. The use of the AGIP 
correlation in this case definitely will generate an incorrect figure for overburden 
pressure gradient. Ultimately this will generate incorrect pore and fracture 
pressure calculations. Other problems encountered when using the AGIP 
correlation include: (a) For consolidated formations, the matrix transit time 
must be known. In the case of formations where the interval transit time can
At
p b = 3.28 fo r  At > 100 //sec/ f t
8 8 .95
or (5.4)
matrix fo r At < 100 // sec/ f t
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also vary with depth (shale for instance) this can be a problem, (b) It implicitly 
assum es that shallow  form ation densities always have the same linear 
relationship between density and sonic travel time, (c) For shallow formations 
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Fig. 5.5 - Comparison between density log and AGIP density.
C - Density Based on Local Correlation
The above section discusses the application of the AGIP correlation to 
estimate the overburden gradient. As noted, correlations developed for one 
area may often fail if  applied in other areas. Therefore, the next logical step 
would be to develop similar local correlations between density and the sonic 
log. However, this generally is not an easy task because many factors affect 
sonic and density tools differently . Attempts can be made to estab lish  
correlations however, by relating density and sonic porosities.
Formation porosity can be calculated by use of the following formulas 






(p =  - £ * - 1  Pmatrix (5.5)
P  matrix P fluid
Or based on sonic log:
At -  At,matrix (5.6)
matrix
Assuming that both density and sonic log tools give the same value for 
porosity, a simple relation can be obtained. This relation, however, will be 
valid only if fluid density, fluid interval transit time and matrix interval transit 
time are known. In this case, the relation can be written as:
If we restrict our analysis to a given lithology and if we assume that 
fluid density and fluid interval transit time are known, Eq. 5.7 can be rewritten 
as:
If the density and sonic logs are available for a certain lithology, the 
above linear relation between formation density and interval transit time can 
be adjusted (curve fitting) to become a useful relation for a given area. The 
analysis can be further divided to take into account only unconsolidated 
sediments (interval transit time greater than 1 0 0  microsec/ft) and consolidated 
sediments (interval transit time less than 1 0 0  microsec/ft).
The above method, although simple, has many disadvantages related to 
sonic and density log interpretations such as: (a) Density and sonic log are 
affected differently by different factors such as borehole enlargement, (b) A
i^Pmatrix P fluid  ̂ matrtxmatrix
matrix
(5.7)
p b = a + bAt (5.8)
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knowledge of the lithology is required, (c) The behavior of such logs may be 
unknown in unconsolidated sediments, (d) Onshore shallow sediments that are 
not 1 0 0  % liquid-saturated will affect density and sonic log differently.
D - Bourgoyne M ethod
B ourgoyne  (1986) developed a m athem atica l m odel to es tim ate  
overburden pressure. His method is based on the observation that formation 
porosity often declines approximately exponentially with depth according to 
the following relationship (Serra, 1986 and Bourgoyne 1986):
<l> = ^ e ~ k*D‘ (5-9)
The constant 0O (surface porosity) and (porosity decline constant) 
are the two formation characteristics necessary to apply this method. However, 
this problem can be easily solved if an actual porosity versus depth curve is 
available. The values of <f>0 and K p can then be determined graphically or by 
the least-square method. In any case the value of surface porosity will be 
obtained by extrapolation of the porosity versus depth curve to the surface. 
Fig. 5.6 displays an example where porosity is plotted versus depth below the 
sea floor and the two constants used in the Bourgoyne method were estimated.
The formation bulk density can be calculated by rearranging Eq. 5.5 as 
follows:
Pb =  P flu iA  + (1  “  <t>)pma,rix  (5.10)
The substitution of Eq. 5.9 in Eq. 5.10 leads to the following expression: 
P t =  P fu ,A o e ',,D‘ <5 - u >
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Finally, if Eq. 5.11 is substituted in Eq. 5.1 and the resulting integral is 
solved, a final expression for the overburden pressure is obtained as follows 
(Bourgoyne, 1986):
To use Eq. 5.12 one needs to know the water density, water depth, 
surface porosity and porosity declining constant. For offshore cases, water 
density and water depth generally are known without any problem. The other 
two parameters need to be obtained and, as noted, an entire porosity versus 
depth curve must be available.
=8PwDw+gpmalrixDs
( p  matrix P fluid ) s P o (5.12)
o.i Porosity
2000
CQ 4 0 0 0
6 0 0 0
Porosity = 0.517 * e ( '1 •43E-4‘DBSF)
Fig. 5.6 - Porosity versus depth below sea floor curve. The values of 0  (surface 
porosity) and Kt (porosity declining constant) are 0.517 and 1.43'4 respectively.
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Fig. 5.7 displays an example of overburden estim ation using the 
Bourgoyne method and the density log. Formation density for shallow depths 
were obtained by extrapolation of the density log curve. As shown in the 
“Error Curve”, that is the difference between overburden calculated from the 
density log and Bourgoyne method, the divergence increases slightly below 
8,000 ft. This can be attributed to existing abnormally pressurized intervals.
Overburden Pressure Gradient (ppg) Error (ppg)









Fig. 5.7 - Overburden pressure gradient calculated from the density log and 
Bourgoyne method.
One of the main advantages of Bourgoyne's method is that it provides a 
relatively simple analytical model that can be used in many calculations such 
as those performed in computer programs. It is also possible to characterize 
different areas by storing the surface porosity and porosity declining constants. 
The main disadvantages are: (a) This method implicitly assumes that porosity 
decreases exponentially with depth. This is approximately the case with 
normally pressurized shale-sand sequences found in the Gulf Coast area. 
However, this procedure may not accommodate areas with complex Ethologies, 
or areas where abnormal pore pressure zones are present, (b) The Ethology of 
shallow and unconsolidated sediments in given well may be different from the
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lithology in wells where logs are available. This means that extrapolating a 
curve to the surface can give surface porosity values that are not representative.
5.4.1.2 - Direct M easurements o f Formation Density  
The above methods were developed based on the assumption that no 
direct measurements of formation density were available. As noted, all of them 
use data that are normally collected and therefore are inexpensive to apply. 
However, they cannot be expected to give results as accurate as could be 
achieved through direct measurements. Therefore in critica l cases direct 
measurement of formation density may be necessary. These measurements can 
be done by use of the techniques discussed below.
A - C oring  and  Drilling C uttings 
Formation density can be obtained by taking formation samples and 
measuring their density in the laboratory. One way of doing this is by (a) 
taking soil borings or cores between the surface and the conductor shoe depth 
and (b) measuring density of the rock cuttings from below conductor shoe 
depth. However, coring shallow sediments can sometimes be expensive, the 
recovery may be very low, and the sample density may be altered by the 
recovery process. Also, rock cuttings may be altered by the drilling process 
and by contact with the drilling fluid.
B - Density M easurement Using Gamma-Gamma Density  
Measurement of formation density can be done in-situ by use of a gamma- 
gamma density log. A technique based on the gamma-gamma density was 
proposed by Wilder (1983) to evaluate formation relative density.
To use a conventional gamma-gamma density log that is run on wireline, 
it is necessary first to drill the well, circulate to clean it, then run the gamma- 
gamma density log. Although this technique is the most straightforward it does
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have some drawbacks. Normally, the upper part of the well is composed of 
unconsolidated sediments which can cause well instability and loss of the 
logging tool. In addition, borehole enlargement can cause false readings.
C - Density from Logging-W hile-Drilling Tools 
Logging-while-drilling (LWD) tools have been developed to provide 
density and porosity logs comparable in quality to those obtained with wireline 
techniques. Some LWD tools are capable of measuring formation bulk density 
and neutron porosity by using nuclear measurements (Schlumberger, 1989).
In the Schlumberger version, the LWD tool equipped for nuclear logging 
is called the CDN log. In the CDN the density/neutron devices are housed in a 
drill collar 20 ft long. A 10-ft short collar is generally placed on the top of the 
LWD tool to bring the total length up to 30 ft. As in the case of gamma- 
gamma tools, density measurements are performed using gamma ray detectors. 
These LWD tools have diameters that can vary from 6.5 inches to more than 8  
inches (Wraight 1989 and Best, 1990).
One of the limitations of the LWD tool is that it does not give good 
results in a hole larger than 14” in diameter, which would restrict the use of 
LWD in the upper parts of wells. However, these problems can be easily 
solved by drilling a “pilot” well having the LWD tool in the drill string. After 
the measurements are taken the well can be enlarged to the desired diameter.
LWD tools have several advantages such as: (a) all the measurements 
are made while drilling, which minimizes borehole interferences (enlargement, 
etc.), (b) the measurements are made before the formation has been altered 
greatly by interaction with the drilling fluid, and (c) logging speeds are faster 
than with the usual wireline logs. The main disadvantage of this method is the 
cost related to (a) the tool itself and (b) time required to drill the pilot well 
(Wraight 1989 and Best, 1990).
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5.5 - M ethods to Estim ate Fracture Pressure Gradient
The fracture pressure gradient is defined as the pressure gradient that 
will cause fracture of the formation. In other words, if  a formation is exposed 
to a pressure higher than its fracture pressure limit, the formation will fracture 
and a loss of circulation will occur. Extreme problems related to loss of 
circulation can vary from well collapse (due to the decrease in hydrostatic 
pressure), to a quite severe gas kick (also due to the decrease in hydrostatic 
pressure) followed by a underground blowout. The consequences of an 
underground blowout are unpredictable. In the best scenario, the formation 
fluid can stay confined underground; however, it may migrate toward shallow 
and unconsolidated sediments resulting in a crater. Collectively, these aspects 
make formation fracture pressure knowledge fundamental when drilling oil 
wells.
Methods for estimating fracture pressure gradient can be classified as 
“direct” and “indirect” . The direct method relies on determining the pressure 
required to fracture the rock and the pressure required to propagate the resulting 
fracture. The indirect method uses stress analysis or correlations to predict 
fracture gradient.
5.5.1 - Direct Methods -  Leak-off Test
The direct method that is based on a field procedure called a “leak-off 
test” uses mud to pressurize the well until formation fracture is initiated. The 
test can be made in an open hole section, below surface casing, or intermediate 
casing, using the drill string. The hole is first filled with fresh mud and the 
annular preventer is closed. The value of the surface pressure at fracture is 
noted and is added to the hydrostatic pressure of the mud inside the hole to 
determine the total pressure required to fracture the formation. This pressure
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sometimes is called the formation breakdown pressure and is used as the 
maximum pressure that may be imposed on that formation.
Fig. 5.8 shows a typical leak-off test curve. It is composed of the surface 
pressure versus volume pumped. Note that the curve has a linear behavior up 
to a point where leaking of drilling fluid (through a crack, for instance) into 
the formation starts. Further pumping of fluid can sometimes lead to an 
enlargement of the fracture beyond the local stress concentration around the 
wellbore. The pressure required to propagate the fracture is sometimes less 
than the fracture initiation pressure. However, this is usually not the case 








Fig. 5.8 - Typical leak off test curve.
A leak-off test is a normal procedure in wildcat wells where the formation 
fracture gradient is not well established. However, if the area is very well 
known and the casing design requirements are not d ifficult to achieve, 
sometimes the pressure test is stopped before reaching the formation fracture 
gradient. In such a case the test is called “pressure integrity test or PIT” and 
has the objective of checking cementation condition and casing integrity.
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Although leak-off tests are very important because they will determine
the fracture gradient of a given area, their execution cannot be considered
standard in the petroleum industry. Often, different operators have different 
leak-off test procedures. For instance, some operators can opt to perform leak- 
off tests dynamically, that is register pressure and volume while pumping, or 
statically, that is by pumping a small amount of fluid and waiting for pressure 
stabilization. There are a number of factors other than use of different operator 
techniques that can definitely affect leak-off test results. Some of these factors 
include: (a) inaccuracy of equipment (gage and pumps), (b) misinterpretation 
of the leak point, (c) lithology changes and (d) mud properties.
The importance of leak-off test data on the determination of fracture
pressure has been recognized by many companies. It has been recognized that 
the leak-off test is relatively simple and inexpensive, and its results often 
provide data to evaluate formation integrity. For this reason, many companies 
have opted to create data bases to have leak-off test information readily 
available. However, due to the complexity of the factors that can affect leak- 
off test results, probably few companies (if any) routinely determine and save 
all the desirable  inform ation for developing improved fracture gradient 
correlations. Most of the time information such as vertical depth, lithology 
type, overburden pressure, pore pressure, and mud properties, are not all 
available. In addition, leak-off test data obtained from old wells drilled in 
periods where different procedures existed or poor equipment was available 
are often mixed with more reliable recent information. Sometimes it is difficult 
to tell if a leak-off test or a pressure integrity test was used. Collectively, 
these factors make determination of a good fracture gradient correlation a very 
difficult task.
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A new leak-off test tool has recently become available which can be run 
on a wireline. Packers are used to isolate a short interval of open hole and a 
small downhole pump slowly pressurizes the section of borehole isolated 
between the packers. The pressure between the packers is sensed and this data 
is transmitted to the surface by wireline. Use of this tool in the future may 
greatly improve the quality of leak-off test data that are available.
5.4.2 - Indirect M ethods for Estim ating Fracture Pressure
Many indirect methods rely on the use of stress analysis models for 
predicting the fracture gradient. Several of these models will be discussed in 
this section.
Harrison and McGuire (1954), in studying the mechanics of fracture 
induction and extension states that hard, well consolidated rocks can be 
considered as existing in the elastic state of stress to depths penetrated in 
present oil well operations. However, soft shales and unconsolidated sands 
that are frequently found in the Texas and Louisiana G ulf Coast can be 
considered to exist in a plastic state of stress and to possess horizontal stresses 
in excess of 0.33 psi/ft of depth. Warpinski (1989), in a similar opinion, points 
out that soft, clay-rich materials like shale often act as bonding formations due 
to their large stresses. Shale should have high stresses because the material 
will be in near hydrostatic equilibrium i.e., the horizontal stresses should be 
close to the overburden stress.
H ubbert and W illis  (1957) in d iscussing  m echanics of hydraulic  
fracturing noted that the rock tensile strength in a well close to intervals having 
joints and bedding planes is near zero. They conclude that in order to have a 
frac ture  the w ellbore pressure must be at least equal to the minimum
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compressive stress and the pore pressure existing in the joint. According to 
these authors, this can be expressed by the following:
Hubbert and Willis concluded that in regions of normal faulting, such 
as the U.S. Gulf coast area, the horizontal matrix stress is the minimum stress. 
They conclude that the minimum matrix stress in areas such as the U.S. Gulf 
coast is approximately one third of the overburden pressure. In their explanation 
they assumed that the overburden pressure gradient was near to 1 . 0  psi/ft for 
all intervals. The above can be expressed mathematically as:
In their work, Matthews and Kelly (1967) concluded that fracture 
pressure was higher than pore pressure due to rock matrix cohesive forces. 
According to them, these cohesive forces can be interpreted as rock stress that 
changes with the compaction degree. They replaced the assumption that the 
minimum matrix stress was constant and equal to one-third the overburden 
stress by
®frac ^ m in (5.13)
Gfrac =  CTmin +  Gp 3 (5.14)
Since the matrix stress is given by
(5.15)




Matthews and Kelly (1967) presented an empirical correlation, for Fa 
for South Texas Gulf Coast and Louisiana Gulf Coast. For simplicity, they 
also assume an overburden pressure gradient equal to 1 . 0  psi/ft and pore pressure 
gradient equal to 0.465 psi/ft.
The Pennebaker correlation is similar to the M atthew s and Kelly 
correlation in that Eq. 5.17 is used to compute the minimum matrix stress by 
calculating Fa. Pennebaker correlated Fa with depth regardless of the pore 
pressure gradient. Pennebaker did not assume a constant overburden pressure 
gradient. Instead he developed an overburden pressure gradient taking into 
account formation age.
Eaton (1969), in studying fracture pressure gradient, based his work on 
Eqs. 5.15 and 5.17. By assuming an elastic rock behavior and a lateral strain 
that could be related to the vertical stress by Poisson's ratio, he derived an 
equation for the effective stress ratio, Fa, as a function of “Poisson's ratio” as 
follows
According to Breckels and Eekelen (1982) and Fjaer et al (1992), this 
procedure is an “unnecessary and somewhat dangerous complication because it 
might create the wrong impression that Fa can be accurately determined by 
measuring Poisson's ratio v on a core”. In his work, Eaton used density logs 
to calculate overburden gradient and observation of drilling fluid density when 
lost circulation problems occurred and correlated both the overburden pressure 
gradient and “ v ” with depth for West Texas and the Gulf Coast areas of Texas 
and Louisiana. Poisson's ratio was calculated from Eqs. 5.17 and 5.18 for the 
observed fracture pressure.
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Christman correlated the stress ratio Fa to the bulk density of the 
sediments. Christman concluded that bulk density of the sediments tends to 
in crease  with increasing  depth, overburden  stress, and geo log ica l age 
(Christman, 1973).
Based on observations of data from the literature and supplemented by 
field data, Breckels and Eekelen (1982) proposed correlations for fracture 
gradient and depth formations in the U.S. Gulf coast region, Venezuela and 
Brunei. These authors plotted hydraulic fracturing and leak-off test data versus 
depth and drew lower bound curves which were assumed as representing the 
minimum horizontal stress for particular areas. According to these authors, 
curves of minimum horizontal stress versus depth for the U.S. Gulf coast can 
be used also in other tectonically relaxed areas such as the North Sea and The 
Netherlands.
Brennan and Annis (1984) proposed a method also based on Eq. 5.17. 
These authors based their work on shallow soil boring density and density log 
to estimate overburden pressure gradient, and on 57 leak-off tests of the Central 
and Western Gulf of Mexico to estimate fracture pressure gradient. Initially, 
these authors tried to develop a correlation between Fa, horizontal to vertical 
ratio and depth, but soon concluded that this procedure generated very poor 
correlations. According to these authors, the reason for this poor correlation 
can be attributed to variation in the depth of the of the top of the abnormal 
pore pressure zone and the rate of change of the pore pressure. To minimize 
these factors, effective horizontal stress gradient versus effective vertical stress 
gradient was plotted. The following relation was then obtained for the fracture 
pressure gradient in psi/ft.
(5.19)
199
Constant and Bourgoyne (1989), following Eaton's method, proposed a 
method for fracture gradient. Their work was based on Bourgoyne's method to 
calculate overburden as mentioned above. The stress ratio Fa was obtained by 
fitting an exponential function into data published by Eaton (1969).
Aadnoy and Soteland (1989), studied fracture gradient at shallow depths. 
They stated that at shallow depth, the rocks are not fully compacted or 
consolidated. Therefore, lithology may not play the same role as for deeper 
depths. These authors gave a good analysis of the factors that affect leak-off 
tests. These factors include absence of measurement standards, lithology, faults, 
intact versus non-intact, boreholes, and mud properties.
Aadnoy and Larsen (1989), developed a method to estimate fracture 
pressure gradient for deep wells based on principle mechanics that are adjusted 
by curve fitting. The authors point out that their method is based on observed 
behavior and is not always rational from a rigorous continuum mechanics point 
of view.
Zamora (1989) developed a practical empirical technique to estimate 
fracture pressure gradient. In Zamora's method, that is somewhat similar to the 
Constant and Bourgoyne method (1986), formation bulk density is represented 
by the following function:
A , = ( c , + c2A ) D ;  ( 5 . 2 0 )
The parameter “A” in Eq. 5.20, which varies between 0.0 and 14.0, is a 
function o f formation age. Older formations correspond to larger values of 
“A” . The substitution of Eq. 5.20 in Eq. 5.1 leads to the following expression 








The stress ratio, F0, is similar to one defined by Constant and Bourgoyne 
(1986) and is given by the following expression:
F0 = M { \.0 -c 5eCtD’) (5.22)
The value of “M” in Eq. 5.22 is also related to formation age. The value 
of “M ” generally increases for younger and more plastic sediments. According 
to Zamora, “M ” values are close to 1.0 for most of the Gulf Coast. For older, 
more elastic formations, values of “M” range between 0.3 and 0.5.
Fig. 5.9 shows results after applying three of the above described methods 
in the Green Canyon area. In this case, leak-off test, pore pressure and density 
log data were available. The overburden curve used in Brennan and Constant 
(Eaton) methods was estimated with the Bourgoyne method and is shown in 
Fig. 5.6. The values of “A” and “M” used in Zamora's method were 5.0 and 
1.0 respectively. Note that all these methods give results that do not agree 
very well with the actual leak-off test value.
7Brennan et
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Fig. 5.9 - Fracture pressure gradient prediction results after applying different 
methods.
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5.4.3 - Proposed Method to Estimate Fracture Pressure
The above sections discussed the importance of both overburden and 
fracture pressure gradients and different methods to calculate these two 
important pressure gradients. This section deals with a new and easier way of 
estimating fracture pressure gradient. The proposed method is based on the 
assumption that fracture pressure is a strong function of depth as shown in 
Figs. 5.10 and 5.11. These figures show the plot of 6 6  leak-off tests collected 
in the Mississippi Canyon, in the U.S. Gulf area. The leak-off tests were 
plotted versus depth and depth below sea floor respectively. Note that in this 
particular example the correlations of fracture pressure versus depth and depth 
below sea floor display correlation coefficients of 0.905 and 0.876 respectively. 
These high correlation coefficients can be seen as a good indication that depth 
is the most important factor affecting fracture pressure. Other important aspects 
are:
(a) Most of these leak-off tests were performed in clay or shales. Some 
(probably not many) points were registered on different lithologies such as 
sand, but in this analysis, due to lack of information about lithology, it will be 
assumed that all values were obtained from clay or shale.
(b) Most of these leak-off tests were performed in sections displaying 
abnormally high pore pressure gradients.
(c) The water depth varied greatly.
(d) The power function used to fit the data was chosen arbitrarily and 
does not have any physical meaning. However, if  the exponent o f  this function 
becomes equal to one, the function reduces to a simple straight line crossing 
the origin.
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Fig. 5 .10- Leak off test pressure versus depth for the Mississippi Canyon Area, 
U.S. Gulf Coast.
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Fig. 5 .11- Leak off test pressure versus depth below sea floor for the Mississippi 
Canyon Area, U.S. Gulf Coast.
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The proposed method presented in this work relies on the assumption 
that a carefully chosen function of depth can be used to correlate fracture 
pressure. This special function has to be carefully chosen because it has also 
to take into account the influence of the pore pressure. For this, one may begin 
the analysis using the basic relation between fracture, overburden and pore 
pressure.
0ftac = <rp + Fa(o o - 0 p )  (5.23)
The above equation has been used in many different methods. Most of 
them assume that overburden and pore pressure are well known functions. The 
value of Fa is then correlated with different parameters such as depth or 
formation density. However, for plastic formations such as those shales found 
in the U.S. Gulf, the value of Fa should be very close to 1.0. If this is true, 
fracture pressure would be a function only of the overburden pressure; that is, 
fracture pressure would be almost independent of pore pressure.
In line with the above, in the proposed method it is assumed that: (a) all 
formations behave plastically; that is Fg is equal to the unity, and (b) the 
overburden pressure will be represented by another function called “pseudo­
overburden pressure” . Therefore, pseudo-overburden pressure of a given 
formation (or area) is defined as the overburden pressure function that a given 
formation (or area) would have if it were plastic. Naturally, if a formation has 
a real plastic behavior, the overburden and pseudo-overburden pressure should 
be very close.
The next step is to find the pseudo overburden pressure function. A 
strong candidate is the overburden function developed by Bourgoyne and 
discussed earlier. This function has the merit of being based on a compaction
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model and also it takes into account characteristics such as water depth of 
each particular well. As in the Bourgoyne method, the pseudo-overburden 
pressure is also defined by two constants, namely pseudo-surface porosity, 
<j>po, and pseudo-porosity decline constant, Kp(p. These two constants probably 
will be functions of formation age and lithology type. However, if a sufficient 
number of leak-off tests ( 1 0  or more) are available for a given lithology, the 
method can be applied directly.
The method presented in this work consists of three steps. First a number 
of leak-off tests (10 or more) must be collected. As noted, these leak-off tests 
must be divided by lithology and preferably be performed following the same 
procedure. Shale or clay probably will give the best results. Second, a function 
of the form y=axb or y=ax+b is fitted between actual leak-off test and pseudo­
overburden pressure. Finally, values of pseudo-surface porosity and pseudo­
porosity constant used to calculate pseudo-overburden pressure are chosen to 
make both coefficients (“a” and “b”) of the fitting function to become equal to 
1.0. Note that in this case, fracture pressure and pseudo-overburden pressure 
will be equal. Therefore, fracture pressure will be independent of pore pressure. 
In this case, the fracture pressure can be estimated as
5.5 - Selected Examples o f Pseudo-Overburden Method
Shown next are several examples of the pseudo-overburden pressure 
method involving data collected in different regions of the world. As lithology 
was not available in any of the areas, it will be assumed that most of the leak-
V frac =  8 P „ D *  + 8 P m a tr ixe s
{ p  matrix P  fluid) 8 $ (5-24)
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off test data were obtained in clay or shale. Some data were obtained for large 
areas which probably could have been divided into smaller segments if more 
information were available. It is reasonable to expect that the application of 
any method to data originating in relatively small and homogeneous areas, 
such as certain subregions of the U.S. Gulf, would give better results than 
application in larger areas. The latter likely would have large discrepancies in 
the depositional history and lithology as well. It is expected however that most 
of the time drilling engineers must deal with data of such quality.
5.5.1 - Fracture Pressure in Areas of U.S. G ulf Coast
The several delimited areas of the U.S. Gulf Coast are basically composed 
of shale-sand sections. Most of these areas have in common intervals displaying 
abnormally pressurized sediments. The tops of these highly pressurized intervals 
vary for different areas. In the Mississippi and Green Canyon areas for instance, 
the transition zone generally starts at average depths located below 4,000 ft 
measured from the sea floor. The water depth varies greatly from area to area. 
Another important characteristic of the Gulf Coast area is the presence of 
plastic shales that are in a near hydrostatic state (Warpinsk, 1989).
Fig. 5.12 shows the plot of actual leak pressure (psi) versus pseudo 
overburden pressure (psi) in the Mississippi Canyon area. The values of the 
pseudo-surface porosity and pseudo-porosity decline constant were estimated 
as 0.66 and 0.0000166 ft'1 respectively. In this case, an excellent correlation 
(correlation coefficient equal to 1 .0 ) between actual leak-off pressure and 
pseudo-overburden pressure was obtained.
The result of pseudo-overburden pressure method in terms of gradient is 
shown in Fig. 5.13. Note that again a good correlation was obtained.
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Fig. 5.12 - Pseudo-overburden gradient versus leak off gradient for areas of 
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Fig. 5.13 - Pseudo-overburden versus leak off pressure for areas of Mississippi 
Canyon, U.S. Gulf Coast.
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Fig. 5.14 shows the application of the pseudo-overburden pressure 
method in the Green Canyon area. Note the excellent correlation between actual 
leak-off  pressure (90 points) and the pseudo-overburden pressure. Good 
agreement was obtained also in terms of pseudo-overburden pressure gradient 
and actual leak-off test. It is important to note that no information about 
lithology was available. Probably the worst results are related to lithologies 
different from shale.
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Fig. 5.14 - Pseudo-overburden pressure versus leak off test pressure for the 
Green Canyon Area, U.S. Gulf Coast (above). Results in terms of pressure 
gradient (bottom).
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Fig. 5.15 displays results of the pseudo-overburden method in the Main 
Pass area of the U.S. Gulf Coast. Although few data (only 8  points) were 
available for this area, the available data indicated a good correlation was 
achieved.
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Fig. 5 .15- Pseudo-overburden pressure versus leak off test pressure for the Main 
Pass Area, U.S. Gulf Coast (above). Results in terms of pressure gradient 
(bottom).
209
Fig. 5.16 - shows results obtained after applying the method in the 
Ewing Bank area in the U.S. Gulf Coast. Again, a general trend and good 
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Fig. 5.16 - Pseudo-overburden pressure versus leak off tests pressure for the 
Ewing Bank area, U.S. Gulf Coast (above). Result in terms of pressure gradient 
are below.
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5.5.2 - Fracture Pressure in Areas of Brazil
Fig. 5.17 displays the plot of the pseudo-overburden pressure versus 
actual leak-off test pressure for the entire area of the Rio de Janeiro, Brazil. A 
total of 107 leak-off test data points were used to estimate the pseudo­
overburden pressure. Only information about leak-off test results, leak-off test 
depths and water depths was used to make these plots. Therefore, it is important 
to note that although clay/shale are believed to be the predominant lithology, 
other lithologies such as sandstone and limestone are probably present in these 
plots. In spite of these facts, a good correlation was obtained between actual 
leak-off pressure and pseudo-overburden pressure (bottom of Fig. 5.17). The 
correlation between expected leak-off test gradient and actual leak-off test 
gradient also shows a good general tendency. It is believed that the if the 
pseudo-overburden  method is applied for small areas having the same 
characteristics it will give very good results.
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Fig. 5.17 - Pseudo-overburden pressure gradient versus leak off test pressure 
gradient for entire Rio de Janeiro Area, Brazil (left). Results in terms of pressure 
gradient are right.
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5.5.3 - F ra c tu re  P ressu re  in A reas o f W estern  E urope  
Figs. 5.18 and 5.19 display results obtained after applying the pseudo­
overburden pressure in the Alba field, Western Europe. Although only a total 
of 1 0  leak-off test data points were used in this study, the results obtained 
were encouraging. Again, only information about leak-off test, depth and water 
depth were available.
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Fig. 5.18 - Pseudo-overburden pressure versus leak off test pressure for Alba 
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Fig. 5.19 - Pseudo-overburden pressure gradient versus leak off test pressure 
gradient for Alba Field, Western Europe Area.
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Table 5.1 displays some simple statistical data related to the selected 
examples discussed above. The absolute error is the absolute value of the 
difference between actual leak-off test (LOT) and the expected LOT (in ppg). 
The percentage error is the ratio between the absolute error and the actual 
LOT (in ppg). The error is the difference between the actual LOT and the 
expected LOT (in ppg). The percentage error is the ratio between the error and 
the actual LOT.
Table 5.2








Mississipi Canyon - USA Average 0.38 2.98 -0.06 -0.54
(66 Wells) Maximum 1.22 8.75 0.70 5.20
Minimum 0.01 0.06 -1.22 -8.75
Green Canyon - USA Average 0.46 3.36 0.00 -0.25
(89 Wells) Maximum 1.46 12.63 1.09 7.74
Minimum 0.01 0.07 -1.46 -12.63
Main P ass  - USA Average 0.49 3.54 -0.04 -0.45
(8 Wells) Maximum 1.06 8.02 0.78 5.44
Minimum 0.08 0.56 -1.06 -8.02
Ewing Bank - USA Average 0.79 5.44 0.23 1.39
(13 Wells) Maximum 1.37 9.09 1.37 9.09
Minimum 0.04 0.34 -0.94 -6.94
Rio de Janeiro - Brazil Average 0.68 5.69 0.01 -0.14
(106 Wells) Maximum 2.60 23.50 2.60 18.99
Minimum 0.01 0.08 -2.51 -23.50
Alba - W estern Europe Average 0.19 1.38 0.04 0.28
(10 Wells) Maximum 0.79 5.39 0.79 5.39
Minimum 0.06 0.47 -0.21 -1.51
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5.5.4 - Analysis o f Some Shallow Well Design
Problems associated with drilling very shallow intervals often arise from 
the uncertainties due to the lack of information, short casing strings and low 
formation strength. In addition, and as pointed out in previous sections, shallow 
gas kick has been one of the main causes of catastrophes. A correct well 
design calls for predictions of well flows and estimations of pore and fracture 
pressure gradient that provide especially for the drilling of shallow sections of 
the well safely and economically. In this present section an analysis of a 
number of shallow well designs based on the pseudo-overburden pressure 
gradient and on the kick tolerance is presented. Of particular interest is the 
ability for a floating vessel to safely shut-in a kick taken prior to setting 
surface casing.
5.5.4.1 - Kick Tolerance
Fig. 5.20 displays two typical kick situations. Fig. 5.20a shows a typical 
kick that occurred during drilling and with the drill string at the bottom. Fig. 
5.20b shows a typical kick situation while coming out of the hole with the drill 
string off the bottom. According to Wilkie (1981) and Redmann (1991), “shut- 
in kick tolerance” can be defined as the difference between mud weight in use 
and formation pressure gradient (in EMW) against which the well could be 
safety shut-in without breaking down the weakest formation (generally the last 
casing shoe).
According to Redmann (1991), kick tolerance can be derived from its 
own definition. For a given mud weight, the casing-shoe pressure-integrity test 
defines the maximum available shut-in pressure that will cause fracture of the 
formation at the casing shoe.
Pcmax = 0.052(p/rac - p mild)D ltoe (5.25)
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Fig 5.20 - Two typical kick situations, (a) Kick occurring during drilling and (b) kick 
occurring while coming out of hole.
In case of a kick, one can assume that the influx will mix with mud and 
form a mixed zone. It is also assumed that the volume of the mixed zone will 
be composed of f k percent of kick fluid and ( l - / * )  percent of mud. In this 
case, the volume of the mixed zone can be calculated by
V ■ =v mix
fk
(5.26)
The volume of mud mixed with the kick fluid is given by
Vmud ~  ^mix (5.27)
The density of the mixed zone can be calculated as
P m ix




The length of the kick will depend on the situation. Whether the drill 
string is at the bottom or not when kick occurred.
If the drill string is at the bottom the length of the mixed zone is given
by
t -  1028 v  r  v  - 1'‘-'mix / ,2  ,2  \  mix lJ  ''mix ^  'd c
{“bit ~  <*dc )
or
J  1028 „  1028 ... <5 -2 9 )
‘-‘mix / ,2  ,2  \  “c + ( j 2 j 2  \  1 mix ' d c ' v  'm ix  — ’ dc
[ d b i t - d d c )  ( d b i , - d d p )
If the drill string is off bottom the length of the mixed zone is given by
j  1028
mix ~ d 2 mix (5.30)
a bit
Note that in the case of a kick occurring at a depth, D T , the maximum 
pressure at the bottom to avoid fracture at the casing shoe will be given by
Pbottom ~ Pcmax ^  0.052^Pmudi^T Lmix ) Pmix^mix ] (5.31)
Combining Eq. 5.23 and 5.31 yields
Pbottom — 0.052(Pfrac ~ Pmud)^shoe
0-052\pmodify ~ Lmix) + PmixLmix\ (5.32)
The equivalent mud weight, peq, necessary to balance the pressure given 
in Eq. 5.22 is
-1 — Pbottom
e? “  0.052A- (5-33)
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Combining Eqs. 5.32 with 5.33 yields
_ _ , (Pfrac Pmud ̂ ^slioe \Pmix Pmud j^mix
Peg = Pmud + “ ----------------------------------------------- (5.34)
l J T
Following the definition of kick tolerance yields
ry (Pfrac Pmud^Dghoe \Pmix Pmud j^mix
KT = Peg -  Pmud = ~ -------------------    (5.35)
For a given kick fluid density and kick volume that can be readily 
detected and shut-in by a certain rig and for a given well configuration, the 
shut-in kick tolerance can be calculated as drilling progresses.
Observing Eq. 5.35 one can see that for a given condition, kick tolerance 
decreases as mud weight and depth increase. As generally mud is increased to 
balance pore pressure, kick tolerance will decrease as pore pressure increases. 
However, for shallow and normally pressurized formations, kick tolerance will 
vary only with depth; that is, kick tolerance will decrease as depth increases. 
The decrease of kick tolerance indicates an increasing chance of fracturing the 
formation near to the casing shoe in the case of a kick. For this, limiting 
values for kick tolerance, K ^ B, are assigned as the minimum acceptable value 
for which drilling must stop and a new casing be set. The greater the limiting 
kick tolerance, K ^ ,  the lower the risk one is willing to take, and the deeper 
the last casing string must be set.
An implicit assumption in the above definition of shut-in kick tolerance 
(Eq. 5.35) is that the drilling personnel will always be able to circulate out the 
kick without fracturing the weakest formation (generally the last casing shoe). 
If this is not the case, another definition of kick tolerance can be used. 
“Circulating kick tolerance” is defined as the kick intensity that can be
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circulated out without rupturing the formation or bursting the casing after a 
given gas kick volume has been allowed to enter the borehole. A complete 
analysis of the circulating kick tolerance must take into account many factors 
such as formation characteristics, magnitude of the pressure load in the well 
during the killing operation, wellbore configuration, shut-in drill pipe pressure, 
and kill procedure used to kill the well (Wessel, 1991).
5.5.4.2 - Analysis o f  Selected Exam ples of Shallow Well Designs 
A method for casing design based on kick tolerance aspects seems to be 
a good choice when drilling shallow weak formations. In this case, the value 
of the minimum acceptable kick tolerance must take into account the shut-in 
situation (shut-in kick tolerance) and the subsequent kill operations (circulating 
kick tolerance). Next, a number of well designs will be analyzed as examples 
of the use of the kick tolerance and of the pseudo-overburden fracture methods.
The objective of these examples is to analyze the influence of different 
variables such as water depth, kick volume, kick fluid type on the kick tolerance. 
These example will ultimately help the understanding of different situations in 
which a well can be or not shut-in in case of a shallow kick occurs.
The area to be analyzed is the Mississippi Canyon and the Green Canyon 
in the U.S. Gulf Coast. In all the examples the pore pressure was assumed to 
be slightly abnormal (8 . 8  ppg). In this case, if a kick occurs, it will be due to 
insufficient hole fill, swab during a trip or insufficient mud weight. The same 
drill string composed of 450 ft of 9.5-in drill collars and 5-in drill pipe was 
used in all the examples.
Fig. 5.21 displays a number of typical well designs used by different 
operators in the Mississippi Canyon and Green Canyon areas for different 
water depths.
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13 3 /8 " *
Fig. 5.21 - Typical shallow well designs used in the Green Canyon and Mississippi 
Canyon, U.S. Gulf Coast. Note that the surface casing (13 3/8 in or 16 in) are set 
on the top of the abnormal pressure zone.
Fig. 5.22 shows a hypothetical example of well design used in 3900-ft 
deep water Mississippi and Green Canyon wells. In this case, the 30-in pipe 
was driven to 240 ft BML, the 20-in conductor pipe was set to 2000 ft BML 
and the 13 3/8-in surface casing was set at 3350 ft BML. The pore pressure is 
assumed slightly abnormal (8 . 8  ppg) and the fracture gradients (estimated using 
the Pseudo-Overburden Pressure method) for the Mississippi and Green Canyons 
are also shown.












Canyon 13 3/8 in
7500
3450 ft BML
Fig. 5.22 - Typical well design, pore pressure and fracture gradient curves for 
the deep water well of Mississippi and Green Canyons.
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The importance of taking into consideration whether a kick is likely to 
occur is shown in Fig. 5.23. In this figure, kick tolerance was calculated for 
different gas kick influxes (having a density of 1.0 ppg) and for the Mississippi 
and Green Canyon areas. The calculation assumes that the kick was taken just 
prior to reading the depth of the surface casing, which corresponds to the 
largest internal of open borehole. Note that kick tolerance decreases as influx 
volume increases. Also, the well cannot be shut-in for kicks greater than 65 
bbl and 95 bbl for the Green Canyon and Mississippi Canyon areas respectively. 
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Fig. 5.23 - Kick tolerance versus volume influx.
Fig. 5.24 shows another important aspect of kick tolerance. In this case, 
kick tolerance was calculated based on a 50-bbl influx and for different kick 
densities. Note that kick tolerance increases as fluid density increases, indicating 
that a gas kick represents the worst scenario when drilling shallow sediments.
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Fig. 5.24 - Kick tolerance versus kick density
Fig. 5.25 shows the plot of kick tolerance versus depth for the same 
hypothetical wells of the Mississippi and Green Canyon areas. The kick 
tolerance was calculated based on a 20-bbl 1.0-ppg gas kick. As expected, kick 
tolerance decreases as depth increases. However in both cases the initial values 
of kick tolerance, 0.1929 ppg and 0.4080 ppg for Green Canyon and Mississippi 
Canyon respectively, are already small in terms of industry standards. A 
common value for limiting kick tolerance is 0.5 ppg for deeper casing strings 
(Redmann, 1991).
Kick Tolerance (ppg)
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Fig. 5.25 - Kick tolerance versus depth curve. Note that kick tolerance decreases 
as depth increases and their values are well below the 0.5 ppg normally used as 
a kick tolerance limiting value.
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The next example was selected to illustrate the effect of water depth on 
fracture gradient and well design. All the casings are set at the same depth. 
However, now the two wells are located at 1500-ft water depth of the 
Mississippi Canyon and Green Canyon areas.
Fig. 5.26 shows the fracture gradient estimated by using the Pseudo- 
Overburden Pressure method and pore pressure is again assumed slightly 
abnormal.
Pressure Gradient (ppg)












Fig. 5.26 - Typical fracture pressure gradient curve for a well located in a 1500- 
ft water depth in the Mississippi Canyon and Green Canyon areas.
Fig. 5.27 displays the influence of the kick volume on the kick tolerance. 
Note that now the values of kick tolerance are higher (for the same volume) 
than the previous example. This is the direct result of the higher fracture 
pressure gradient normally existing in this range of water depth.
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Fig. 5.27 - Kick tolerance versus influx volume.
Fig. 5.28 shows the plot of kick tolerance versus kick density. As in the 
previous example, kick tolerance increases as kick density increases. However, 
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Fig. 5.28 - Kick tolerance versus kick density.
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Fig. 5.29 displays the plot of kick tolerance versus depth. Note that 
although kick tolerance decreases as depth increases, all values are well above 
the 0.5 ppg normally used by oil industry as the limiting kick tolerance 
(Redmann, 1991). This is a good indication that in this case the well can be 
shut-in without leading to fracture of the formation.
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Fig. 5.29 - Kick tolerance versus depth.
Shallow water flows have been experienced by different companies in 
the deep-water regions of the U.S. Gulf. Fig. 5.30 shows a typical well design 
used in the Green Canyon area which has experienced such a water flow 
phenomenon. In this particular case, the water depth is 3900 ft and the first 
casing, the 30-in pipe, was set and cemented at 4140 ft, that is 240 ft below 
mud line (BML). Several slightly pressurized (8.5 to 9.3 ppg EMW) and high 
permeable water zones are believed to exist between 1500 and 2000 ft BML. 
To isolate such water flowing zones, the 20-in casing is normally set and 
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Fig. 5.30 - An example of kick tolerance near 30-in pipe for a well drilled in the 
Green Canyon area (right), U.S. Gulf Coast. Fracture and pore pressure gradient 
(left),
3 0 ” Wellhead Housing
30" x 2 0 ” Annulus Bridged Off
Small
C ra te r
30” a t 24 0  f t  BML
. r ; .....; ....... ■>■...
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'  1 •*.'. > •>
2 0 ” at 2000  ft BML
Fig. 5.31 - Schematic example of shallow water flow leading to formation of a 
small crater in the Green Canyon area, U.S. Gulf Coast.
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Kick tolerance was calculated by assuming a 8.7 ppg pore pressure 
gradient and water (8.5 ppg) as the kick fluid. A volume of only one bbl was 
used in the calculation. Fracture pressure gradient estimation using the pseudo­
overburden pressure gradient method leads to a value equal to 8.78 ppg at the 
30-in casing shoe. The surface porosity and porosity decline constants were 
estimated previously. Note that the kick tolerance curve is zero indicating that 
the rupture of the formation will occur in any situation.
In an incident with similar characteristics, water initially began to flow 
through the return ports to the 30-in x 20-in annulus. The exhaust ports were 
subsequently plugged, causing the flow to go around the 30-in shoe, broach at 
the sea floor and form a small crater 35 ft from the wellhead (Fig. 5.31).
5.6 - Final Remarks
The selected examples presented in the previous section illustrate the 
applicability of the pseudo-overburden pressure method to estimate fracture 
gradient. Note that in all the examples no information about lithology or pore 
pressure was used. Only leak-off tests that showed leaks were used. As this 
method is based on clay/shale compaction model, it probably will show better 
results when applied in such a lithology. Therefore, when most of the leak-off 
tests are performed in clay/shale, predicted values when plotted against actual 
values of leak-off tests probably will indicate a very well defined trend. In this 
case, leak-off test values performed in formations other than shale will tend to 
show discrepant values. These values probably can be eliminated in order to 
improve the correlation.
Another important aspect regards application of this method in regions 
displaying abnormal pore pressure zones. It would be a good idea to apply this 
method separately in both normal and abnormal zones. In this case two
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correlations, one for the normally pressurized intervals, and other for highly 
pressurized intervals will be available.
Although no distinction between shallow and deep zones was mentioned 
in this work, it is believed that this method can be applicable in both poorly 
cemented and unconsolidated rocks and consolidated rocks.
The examples showed also the effect of (a) water depth, (b) kick volume 
and (c) kick type (gas, oil or water), on the fracture gradient and the kick 
tolerance. As noted, the increase of water depth generally leads to decrease of 
the fracture gradient and ultimately decrease of the kick tolerance for a same 
formation type. Kick tolerance decreases with increasing kick volume. Also, 
kick tolerance is dramatically affected by the type of kick fluid, with gas 
creating the worst situation.
Finally, it is important to realize that although the formation fracture 
pressure gradient can be used as a parameter to take the decision of shutting-in 
the well or not, it does not guarantee that if  fracture of formation occurs it will 
be confined in the underground. Upward fluid migration leading to a crater is 
a process that depends not only on the fracture gradient, but also on other 
parameters such as the presence of fault planes, in-situ stresses, reservoir 
pressure, formation type, etc. Therefore, as noted, the decision of shutting-in 
or diverting a well must be based on additional parameters, such as formation 
type, which also includes fracture pressure gradient.
Chapter 6 - Cratering Due to Erosion of Shallow Formations
This present chapter deals with cratering mechanism due to erosion of 
the hole-casing annulus due to upward fluid flow. Erosion of borehole walls 
usually starts when pressurized fluid (generally gas) reaches the shallower 
casing shoes, normally the surface, conductor pipe or structural pipe, and finds 
or creates a path through the wellbore-casing annulus. The process of fluid 
migration around shallower casing was discussed in Chapter 3. As noted, flow 
around a casing occurs due to a poor seal between casing-cement or cement- 
formation, canalizations in the cement itself, or fracture of the nearby wellbore 
formation.
Fig. 6.1 shows a shallow gas kick. In this particular and simplified case, 
only the conductor pipe and the surface casing were set. Well control operations 
in situations like that call for closing the well or diverting the flow.
Fig. 6.2 shows the sequence of this process. Although the well had been 
diverted, the high pressure loss in the diverter lines caused the pressure at the 
surface casing shoe to increase, the annulus cement bond to fail, and gas to 
migrate upward through the casing annulus. This is one of the worst situations 
possible, because control of the well was completely lost.
Fig. 6.3 shows the situation where the gas not only has reached the 
conductor pipe, but also flows around it, erodes the formation and forms a 
crater.
Fig. 6.4 shows another case of cratering due to erosion of the borehole 
wall. In this case, the problem was caused by a leak in the intermediate casing, 
which allowed highly pressured gas to flow to the surface-intermediate casing 
annulus, increase the pressure at the surface casing shoe, and cause the annulus 
cement bond to fail. The subsequent upward gas migration in this hypothetical
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incident then becomes similar to the previous one. In addition, leaks in casing 
or in tubings can lead to very serious problems of cratering because flowing 
gas can come from deeper abnormally pressurized reservoirs.
The literature review showed that formation erosion is a function of 
formation erosion resistance, fluid type, and flow regime. In the case of a 




Flowing G as Zone
Fig. 6.1 - Typical shallow kick situation after kick occurred and the well was 
diverted.
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Fig. 6.2 - After well deviated, the pressure buildup caused failure of formation 
or cement bond around the casing.
Water Zone
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Fig. 6.3 - Crater due to borehole erosion. Gas reached shallow sediments and 
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Fig. 6.4 - Crater due to borehole erosion. Underground blowout and crater due 
to leak in the intermediate casing.
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In this section , a sim plified  m athem atica l-com puter  m odel was 
developed to simulate cratering due to borehole erosion by upward fluid 
movement. The model is divided into four modules: namely, gas reservoir, 
water reservoir, formation erosion and well data. The four modules were 
connected by performing a nodal analysis. The description of these modules 
follows.
6.1 - The Gas Reservoir Module
The function of the gas reservoir module was to estimate the reservoir 
pressure and gas flow rates during the underground blowout. The gas reservoir 
model presented here was based partly on methods to predict gas well 
performances as described in Russel et al (1965). Basically, the gas reservoir 
used in this work consists of a single well located in the center of a bounded, 
cylindrical, homogeneous reservoir. The reservoir gas flow rate was calculated 
by the use of the gas potential method developed by Al-Hussain et al (1965). 
Finally, material balance analysis was used to calculate reservoir pressure by 
coupling produced gas and remaining gas in place. The gas reservoir module 
presented in this work was based on the following assumptions: the gas
reservoir is isotropic and homogeneous, the gas reservoir is isothermal, the gas 
reservoir dimensions are known, the gas reservoir rock properties are known, 
the gas reservoir is a gas dry reservoir, the gas reservoir is volumetric, gas 
flow is radial, the flow regime is pseudo-stead state, gas production is constant 
for each time step.
According to Craft and Hawkins (1991), the initial gas in place, Ggas, of 
a gas dry reservoir having a bulk volume Vb , porosity <t>, initial water saturation 
Sw , and volume formation factor Bgi , can be calculated by the following 
expression:
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G -  43560V ^ q - S J
D ( 6 . 1 )
An average reservoir pressure can be determined at any time by material 
balance. The development of the general material balance equation for gas dry 
reservoir was found also in Craft and Hawkins (1991) and is presented in 
Appendix 6 . The final expression for the balance equation follows:
Most shallow gas deposits are normally pressurized; that is, they have 
their pressure in the range o f that given by a hydrostatic column of water 
(between 0.433 psi/ft and 0.465 psi/ft). In this case, according to Craft and 
Hawkins (1991), the gas compressibility is much greater than water and 
formation compressibility. This allows us to disregard the second term of Eq. 
6.2. Therefore, Eq. 6.2 reduces to
In our model we assumed that no water is encroached (We) or produced 
( Wp), this leads to further simplification of Eq. 6.3.
(6.3)
(6.4)
Gas volume factor, Bg, relates the volume of gas in the reservoir to the 
surface where standard conditions are present. Applying the real gas law and
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taking into account the definition for Bg, the following expressions representing 
initial conditions, “i” , and certain time, “ t”, are obtained:
^ 6 *surface J
V ^ s u r fa c e  J  t
P z-T-x scS* i
Pfisjsc
PscZT
■ \  i n :  sc
\  /
Pz T Jv ŜC sc  / (
(6.5)
(6 .6)
Substituting Eqs. 6.5 and 6 . 6  in Eq. 6.4 and assuming a gas deviator 
factor (zsc) of unity for the standard conditions, Eq. 6.4 becomes
( P  zT )sc^“ -  g I'  w ,  1 ( p  z T \  -  GJ sc
P T\ r l  sc ) P t s c T s c ) Pl  P T . J
Finally, based on the assumption that the reservoir temperature remains 
constant during production, Eq. 6.7 can be further simplified and rearranged 
leading to
z Zi gas J
(6 .8)
Note that only the initial gas in place, G, initial reservoir pressure, Pj , 
and the initial gas deviation factor, z., in Eq. 6 . 8  are known. However, the gas 
cumulative volume, Gp, can be determined by assuming that (a) at each time 
step the gas flow rate is constant and (b) the gas reservoir pressure declines 
equally in all points of the reservoir; that is, the reservoir is under the pseudo
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steady state regime. In this case, the gas flow rate can be calculated by use of 
the real gas pseudopressure, m(p), as follows (see Appendix C for more details):
The total cumulative produced gas, Gp , at a certain time “t” is given by 
the summation of the product of gas flow rates and the respective time intervals 
as follows:
Eq. 6 . 8  now has only two unknowns, namely the desired gas reservoir 
pressure at a certain time and the respective gas deviation factor. However, as 
the reservoir temperature was assumed constant, the gas deviation factor is a 
function only of the reservoir pressure. In this case, the gas deviation factor 
can be obtained by solving iteratively Eq. 6 .8 .
6.2 - The W ater Reservoir M odule
This module describes possible existing water reservoirs located between 
the gas reservoir and the surface. The presence of permeable zones (water 
reservoirs) can affect upward gas flow in the well in two different ways: First, 
if  the pressure in the well is higher than the pressure in a certain water zone, 
gas will flow into these water zones. Therefore, the total gas flow rate leaving 
the gas reservoir will be equal to the gas flow rate observed at the surface plus 
the gas flow rate into the water zone. The amount of gas going into the water 
zone will depend on many factors, notably the permeability of the water
_ c K h T sc rn(P)-m (Pwf)
r r - n  \  n  n iTPsc [_ln(re / r J - 0 . 7 5 (6.9)
(6 . 10)
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reservoirs. In addition, the pressure of the water zone near to the wellbore will 
increase, which can lead to fracture of the permeable receiving formation. 
Also, this can further increase the amount of gas going into the water zones. 
Second, if the pressure of the water zone is higher than the pressure in the 
well, flow of water into the well is likely to occur. The amount of water going 
into the wellbore will depend of the water reservoir characteristics such as 
permeability. In this case two-phase upward flow (gas-water) will develop in 
the wellbore. The following assumptions were made in simulating the water 
reservoirs: the water reservoirs are isotropic and homogeneous, the water 
reservoir dimensions are infinite, the water reservoir rock properties are known, 
the water reservoirs are hydraulically connected to the sea, radial water flow 
from the formation to the well can be expressed by Darcy's law, the flow 
regime is steady-state, gas flowing into the water reservoir displaces 1 0 0 % of 
the water.
Based on the above assumptions, the reservoir module can be modeled 
as follows:
If the pressure inside the well within a water zone is higher than the 
pressure of the water zone, gas will flow into the water zone at the following 
rate (Craft and Hawkins, 1991):
c,k hT  x'V * w r  * sc
TP,.
m {P )-m {P wf) 
ln(r / r J - 0 . 7 5 (6 . 11)
Note that in this case all the gas potential must be evaluated at the 
water reservoir conditions. If the pressure inside the well within a water zone 
is less than the pressure of the water zone, water will flow into the well at the 
following rate:
236
c2K rh(Pwe ~ P j )
6.3 - The F o rm atio n  Erosion  Modules
The function of the erosion modules presented in this section is to 
estimate the wellbore diameter for each time step. As noted previously, the 
models found in the literature are generally based on the fluid velocity or 
shear stress at the wellbore. An exact erosion model representing the real 
situation of gas flowing inside the well within shallow and unconsolidated 
formations was not found, and probably does not exist. Therefore, certain 
assumptions were necessary in order to describe the problem: The Gaylord 
model was adapted to represent formation erosion due to gas flow or gas- 
liquid flow, erosion caused by formation particles was neglected, the eroded 
formation was composed of non-swelling clays.
According to Gaylord (1983), the erosion rate (eroded formation weight 
divided by the time interval to cause it) at which a formation erodes due to 
action of fluid flowing into the hole is a function of many parameters, and can 
be expressed as
w  =  < 6 I 3 >
To calculate the new well profile after formation erosion occurred, the 
well was divided into small intervals and the erosion of each interval was then 
estimated by using Eq. 6.13. Note that Eq. 6.13 gives the formation eroded 
weight per time step interval. Therefore, in order to estimate the wellbore 
eroded volume and the new wellbore diameter, formation density for each
depth interval must be known. Methods to estimate formation density for 
shallow intervals is described in Chapter 5. In this case the corresponding 
eroded volume after a certain interval time step can be calculated as follows:
(6.14)
Estimating the new wellbore diameter was done by assuming that the 
eroded wellbore was composed of small cylindrical elements with the following 
volume:
The new wellbore diameter can be calculated by rearranging Eq. 6.15 as
Finally, the new wellbore diameter can be directly expressed in terms of 
erosion rate and formation bulk density by substituting Eq. 6.14 in Eq. 6.16 as 
follows:
6.4 - Nodal Analysis
The blowing zone (gas reservoir module), the water reservoir zone (water 
reservoir module) and the erosion of shallow formations by the action of the 
formation fluid flow (erosion module) were described separately in the three
ev = n{r2j - r 2caiiag)&h (6.15)
casing (6.16)
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previous sections. The next natural step is to link those three modules. This 
can be accomplished by performing a so-called nodal analysis.
The nodal analysis used in this work was composed of an outflow 
performance, namely calculation of the pressure in the wellbore and borehole- 
casing annulus; and an inflow performance, namely calculation of the pressures 
in the gas reservoir (Beggs, 1991). However, the nodal analysis used in this 
work differs from the common nodal analysis described in Beggs (1991) because 
borehole erosion and loss (or gain) of fluid to (or from) the water zone is also 
considered.
The node of this nodal analysis was put at the bottom of the hole within 
the kicking zone. By rationally varying gas flow rate, an outflow performance 
curve (flow rate versus bottom hole pressure) was built. Similarly, an inflow 
performance curve was also built. The gas flow rate that matches both the 
inflow performance and the outflow performance was then determined. Other 
important characteristics of this nodal analysis included:
(a) The inflow performance curve; that is, bottom hole flowing pressure 
versus reservoir gas flow rate was generated using Eq. 6.9.
(b) The outflow performance curve was generated by assuming an initial 
gas flow rate at the surface and then calculating the flowing pressure from the 
top downward. The pressure inside the well at each depth was always compared 
to formation pressure within the respective permeable zones. In cases in which 
the pressure in the well was greater that the pressure in the permeable zone, 
the gas flow rate going into the permeable zone was calculated and added to 
the total gas flow rate. On the other hand, if formation pressure within the 
water zone happened to be greater than the pressure inside the well, the water
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flow rate going into the well was calculated and used in the two-phase flow 
analysis.
(c) A critical situation may occur in the beginning of the gas flow 
around the casing. Sonic velocity may be present if high gas flow rates through 
a tight microannulus reach the surface. To anticipate such situations, values of 
gas velocity were compared to sonic velocity at each depth. If the value found 
for the gas velocity were higher than the correspondent sonic gas velocity, that 
would represent a physically unreal situation and therefore should be corrected. 
In such a case, the pressure at that particular depth was recalculated using the 
sonic velocity. Sonic velocity can be calculated using the following expression 
(Churchill, 1983):
6.4.1 - Pressure Drop in the W ellbore
The pressure drop in the wellbore that upward flowing gas, water or 
gas-water mixtures will experience can be expressed as (Beggs, 1991)
According to Beggs (1991), “the acceleration component is many times 
completely ignored by some investigators. When it is considered, various 
assumptions are made regarding the relative magnitude of parameters involved 
to arrive at some simplified procedure to determine the pressure drop due to 




The pressure in the well due to friction was based on Beggs (1991) and 
Bourgoyne (1993). Next, the equations to calculate the pressure drop due to 
friction are described. Note that most of the equations are related to flow 
through annulus. However, if the flow occurs in pipe, the only change will be 
to consider the internal diameter equal to zero.
The pipe equivalent diameter is defined as
d  — d, , — d
e  ^ h o l e  ^ c a s m g
The area of flow is calculated as
area = dhole ~ dea™*'>
4
The liquid fraction is defined as
I —
f qwBw+qt Bg
The no-slip liquid holdup or input liquid content is defined as the ratio 
of the volume of liquid in a pipe element that would exist if  the gas and liquid 
traveled at the same velocity (no slippage) divided by the volume of the pipe 
element (Beggs, 1991). If the in-situ gas and liquid flow rate are known, the 
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Superficial gas velocity is the velocity that the fluid would have if it 
flowed through the total cross sectional area of the pipe alone. In this case the 




The liquid superficial water velocity is
(6.25)area
The two-phase or mixture velocity is calculated based on the total in- 
situ flow rate from equation
&sl = #*» + #«  (6.26)
Liquid properties (in this case involving only water) used in this work
were plastic viscosity, yield point, and viscosity, These properties were
calculated by the following equations:
PV = 06OO — 03OO (6.27)
Y P = 0 3OO- P V  (6.28)
Pliquid =  P va ter = PV  (6.29)
Gas deviation factor and gas viscosity were based on Hall e t al. (1973) 
and Lee et al. (1966), respectively. Gas density and gas volume factor were 
calculated as follows:
_  sgfg.P 
z.TPgOS _ rj, (6.30)
-  p s c - T . z
8 P T  7 (6.31)
The viscosity of the flowing fluid is given by
Pmixture ~ f̂Pliquid + (  ̂~ ̂ fPgas) (6.32)
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The total mass flow rate and Reynold's number were calculated as 
^  = P A + P A  (6.33)
d  wv.de
R e = „  (6.34)
H'mixture
The friction factor was calculated iteratively using the following 
expression (Bourgoyne, 1993):
^ g rough K 39W 1  
de + R e . / (1~n/2) (6.35)
The pressure drop due to friction is calculated as 
f .w v.& sL
S f , = ~ 2 5 i r  (6-36>
or
u ft YP  A*mixture' si. I
^ --------5 F ~ + m Z  <6 -37>
Depending on which expression gives the lower value, the transition 
from laminar to turbulent flow is asssumed to occur when the frictional gradient 
from Eq. 6.36 becomes greater than the frictional gradient computed from Eq. 
6.37.
The pressure drop due to friction still needs to be corrected to account 
for liquid holdup effects. The liquid holdup was estimated by assuming a 







(6 .3 8 )
e y
In case of water holdup smaller than 0.0001, no correction was applied 
to the pressure drop due to friction. In this case the value of g f3 was used as 
the pressure drop due to friction. However, for water holdup greater than 
0 .0 0 0 1 , the following relationship was used:
d p )  _
dL ) fric
gfs-es (6.39)
The exponent “s” was calculated as follows:
log(—  -1 .2 )  if  Hl > 0.83333
H l
s =
(0 .01853/ - 0 .8 7 2 5 /  +3.182};-0.0523)
if H l <0.83333
and y = log| ^
(6.40)
Finally, the pressure drop due to elevation is given by the following 
relation (Bourgoyne, 1993):
d p )  =
d L / el
P w ^ L  "1"  ^L^'Pgas (6.41)
6.5 - Sim ulation o f Crater Formation Due to Borehole Erosion
This section deals with a computer simulation of borehole erosion due 
to upward fluid flow during an underground blowout. A computer program
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was augmented in order to exemplify a borehole erosion mechanism. Although 
the data used in this simulation were not collected from a site where cratering 
had occurred, it is believed that the results obtained are representative of a 
real situation. It is also important to keep in mind that all the modules, namely 
gas reservoir, water reservoir, and erosion were based on simplified models. 
T herefore , a lthough the resu lts  shown in this section have qualita tive  
significance, they would not be expected to accurately model a given field 
situation.
A simple well configuration composed of two casing strings was chosen
to represent the well configuration used in this simulation. The data used in
this simulation were:
SGFG = 0.65,
PMAX(Gas Potential)= 1015.025 psi,
PB(Gas Potential) = 15.025 psi,
BHFT(F) = 70 °F,
Number of Intervals (Gas Potential)= 200,
Total Depth = 2000 ft,
Reservoir Pressure (EMW) = 9.5 ppg,
RE = 2000 ft,
K = 1000 md,
H = 10 ft,
Porosity = 0.25,
Formation Compressibility = 3E-6 psi'1,
Hole Diameter 1 = 9.875 in,
Casing Diameter = 8.0 in,
Hole Diameter 2 = 6.825 in,
Standard Temperature = 60 °F,
Standard Pressure = 15.025 psi,
Formation rugosity = 0.00065 ft,
Casing Rugosity = 0.00055 ft,
Well Deviation = 0.0 °,
Casing Depth = 800 ft,
Time = 5. days,
Number of Time Intervals = 20,
Permeable Zones:
Zone = 1
Top = 50 ft 
Bottom = 100 ft 
Permeability = 1000 md
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Reservoir Pressure Gradient (EMW) = 8.5 ppg 
Water Viscosity = 1
Zone = 2
Top = 200 ft 
Bottom = 300 ft 
Permeability = 1 0 0  md
Reservoir Pressure Gradient (EMW) = 8.5 ppg 
Water Viscosity = 1
Zone = 3
Top = 600 ft 
Bottom = 700 ft 
Permeability = 100 md
Reservoir Pressure Gradient (EMW) = 8.5 ppg
Water Viscosity = 1
Zone = 4
Top = 1200 ft
Bottom = 1300 ft
Permeability = 100 md
Reservoir Pressure Gradient (EMW) = 8.5 ppg 
Water Viscosity = 1
The formations used in this schematic borehole erosion situation were 
composed of cohesive and impermeable formations (shales) crossed by water- 
filled sand layers. Only the gas reservoir was assumed slightly over pressured, 
all the existing water reservoirs were assumed normally pressured. It is assumed 
that the well was shut in which led to increase of pressure in the wellbore and 
a subsequent leak around the casing. The time analyzed was 5 days divided 
into intervals of 0.25 days or 6  hours.
Fig. 6.5a shows the well situation after 6  hours of gas flow around the 
casing. The wellbore diameter enlarged from 9 7/8 in (original diameter) to 
about 13 in (external diameter) at the surface. Wellbore erosion, that can be 
noted occurring up to a depth of 380 ft, left the wellbore with an inverted cone 
shape. The pressure profile after 0.25 days (Fig. 6.5b) indicates a decrease in 
the overall borehole pressure. Note that such high annular pressure near to the 
surface could lead also to cratering by two different mechanisms, namely ( 1 ) 
formation liquefaction, in case of cohesionless soils or poorly cemented rocks
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or (2) piping, in the case of cohesive soils. No water production was detected 
for this time period. Fig. 6 .6 a shows well conditions after 1 day and 1 day and 
6  hours (1.25 days) respectively. The fluid flow erosion enlarged the wellbore 
to 52 in (external diameter) at the surface. The erosion, that can be seen to a 
depth about 600 ft, left the casing completely loose in the wellbore. The pressure 
profile displayed in Fig. 6.5b indicates that the pressure dropped close to 
atm ospheric values near and at the surface. This pressure behavior was 
responsible for the production of water from all three water zones. The 
cumulative water flow rate at the surface after 1 day and 6  hours was about 
1433 bbl/day (Fig. 6 .6 c). In order to analyze formation erosion due to upward 
fluid flow, it is assumed that all water flowed to the surface through the 
wellbore.
Fig. 6.7a shows the wellbore profile after 2.5 days and 2.75 days. The 
wellbore diameter at the surface stabilized at 52.4 in with the wellbore cone 
shape enlarged more toward the bottom. The pressure profile shown in Fig. 
6.7b now is affected more by pressure decline in the gas reservoir than by 
borehole erosion. This pressure behavior is characteristic of shallow gas 
reservoirs which are quickly depleted by uncontrolled flow during a blowout. 
Note also that further pressure drop in the wellbore leads to an increase of 
water production (1587 bbl/day).
Fig. 6 .8 a shows the wellbore profile after 5 days. Note that the wellbore 
diameter is completely stable at the surface because fluid velocity drops to 
very low values close to the wellbore wall. However, small enlargements are 
still occurring at the bottom part of the cone. As the wellbore erosion reaches 
almost to its maximum extent, the pressure profile in the wellbore (Fig. 6 .8 b) 
is almost completely due to decline in the reservoir pressure. Fig. 6 .8 c shows a
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further increase in cumulative water flow rate at the surface (now 1860 bbl/ 
day).
Fig. 6.9a displays the behavior of gas flow rate with time (days). The 
gas flow rate initially increases due to pressure drop in the wellbore, which 
was caused by borehole erosion. However, the reduction in pressure loss in the 
wellbore is balanced by the reduction of the reservoir pressure. This causes the 
gas flow rate to decrease.
Fig. 6.10a shows cumulative production of gas and water. Note that 
although water starts being produced only after the pressure opposite this sand 
fell below its pore pressure (about 1 2  hours), its production keeps increasing 
steadily. Fig. 6.10b displays “gas recovered ratio”, that is the total gas produced 
divided by original gas in-place.
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Fig. 6.5 - (a) Original wellbore profile (internal diameter) and 0.25 days later 
(external diameter), (b) Pressure profile when gas just reached the surface, and 
after 6  hours of borehole erosion.
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Fig. 6 . 6  - (a) Wellbore profile 1 day later (internal diameters) and 
1.25 days later (external diameters), (b) Pressure profile and (c) 
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Fig. 6.7 - (a) Wellbore profile 2.5 days later (internal diameters) and 2.75 
days later (external diameters), (b) Pressure profile and (c) Cumulative water 
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Fig. 6 . 8  - (a) Wellbore profile 5 days later, (b) Pressure profile and
(c) Cumulative water flow rate for the same periods reflect mainly 
pressure drop in the gas reservoir.
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Fig. 6.9 - (a) Gas flow rate versus time (days). Borehole erosion causes 
initial increase in gas flow rate, (b) Reservoir Pressure, RP, and Bottom Hole 
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Fig. 6.10 - (a) Gas and water production versus time, (b) “Recovery 
ratio” ; that is, the total gas produced divided by original gas in-place, 
versus time.
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6.6  - Final Remarks about Cratering Due to Borehole Erosion
Cratering due to borehole erosion as described in this work is mainly a 
function of type of fluid, formation properties and well configuration. Naturally, 
every formation has different erosion resistance which will also effect crater 
formation. Therefore, for a given formation and fluid type, erosion will be 
principally a function of fluid velocity. The inverted cone shape of a crater is 
due to two factors: (1) Initial fluid velocity is high and erosion resistance of 
the shallow formation is low, and (2 ) at increasing depths, the fluid velocity is 
lower and the erosion resistance of the formation is higher. Later on, in times 
with dropping fluid velocity, the diameter of the eroded borehole will tend to 
stab ilize  (considering only the erosion mechanism). As indicated in the 
simulation, the diameter of the crater will be relatively small compared to 
those of craters caused by other mechanism. This was also concluded by 
Kuhlman (1993). However, this does not imply that cratering due to formation 
erosion is less dangerous than the other types of cratering. The simulation 
showed that the erosion may run deep, completely destroy the support of the 
casing and blowout preventers, cause them to fall in a matter of hours, and 
prevent any type of direct access to the wellbore. In addition, flowing gas can 
greatly increase the chance of fire.
As the simulation showed, cratering due to borehole erosion in wells 
drilled through water-filled sands can lead to uncontrolled water production. 
Large volumes of water will quickly flood the entire location and probably 
will also cause the crater to grow due to caving. This sort of incident can lead 
to a large, water-filled crater that will look much like a lake. Environmental 
problems are not a remote chance in this case. Again, depending of the amount 
and type of water (salt water for instance), location of the well (far from
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cities) and procedures followed after water starts flowing, large areas may be 
affected. For example salt water might leak to damage crops or freshwater 
lakes or rivers. Another important aspect of cratering accidents relates to high 
uncontrolled gas flow rates. Although in the simulation the maximum flow 
rate reached about 42 MMSCF/Day, rates can go much higher. Also, such 
uncontrolled gas production from unconsolidated and poorly cemented rocks 
often found in shallow gas reservoirs can result in tremendous production of 
sand. This can lead to total erosion of the casing and surface equipment.
Chapter 7 - Liquefaction Model
This chapter deals with of the study of formation liquefaction (or 
fluidization) as one of the mechanisms of crater formation. Liquefaction or 
fluidization of shallow unconsolidated formations can occur if the pressure of 
the upward migrating fluid is high enough and provided there is sufficient 
flow of fluid (Walters, 1991).
Although formation liquefaction has been the subject a number of articles 
on earthquake and failure of dams, this subject is still new in the petroleum 
industry. Most of the articles basically describe soil failure due to cyclic load 
(earthquake) or upward water flow through soils. However, they do not approach 
this problem from a petroleum engineering point of view.
A typical example of formation liquefaction during an underground 
blowout accident is illustrated in Fig. 7.1. In this particular case, the highly 
pressurized formation fluid migrated through the fault zone (see Chapter 3), 
reached the two shallower zones, which are composed of poorly cemented 
rocks and cohesionless soils, respectively, and finally formed a mud-filled- 
crater that run deep through the two shallower zones. The main aspects of this 
example that are related to the petroleum industry are: (a) flow and pressure 
distribution of the upward migration of gas, oil or water, (b) soil and rock 
properties, (c) depth of the crater.
In order to understand these aspects, a study of formation liquefaction 
is performed in this section. The study was made from two different approaches. 
First, liquefaction of cohesionless soils was studied, based on a soil mechanics 
point of view. Second liquefaction of poorly cemented rocks was addressed, 
based on rock mechanics theories.
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Fig. 7.1 - Upward fluid migration through a fault plane followed by formation 
liquefaction and cratering.
7.1 - Crater Due to Liquefaction o f Cohesionless Soil
Formation liquefaction may occur in cohesionless soils; that is, soils 
that do not become plastic when mixed with water (Al-Khafaji, 1992). The 
distinction between cohesive and cohesionless soils is based on the assumption 
that the soil in question contains a dominant particle size. Sand, gravel and, to 
a lesser extent, silt are considered cohesionless, while clay is considered 
cohesive (Al-Khafaji, 1992). According to Al-Khafaji, the physical properties 
of cohesionless soil depend on a number of geological factors such as particle 
shape, packing, and particle size.
According to Terzaghi et al. (1967), Scott (1969), Zeevaert (1973) and 
Bell (1983), a cohesionless soil can liquefy if the vertical effective stress 
vanishes. Therefore, zero vertical effective stress, defined as the overburden
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pressure minus a fraction of the pore pressure, may be used as the formation 
liquefaction criterion for cohesionless material.
The assumptions used in this work are: (a) the cohesionless soil is 
homogeneous and isotropic, (b) the upward-migrating fluid flows spherically 
and radially in all directions from small nuclei that exist at the intersection 
between the two formations (see Fig. 1), and (c) the small nuclei have spherical 
shapes with radii equal to Rt , (d) steady state flow.
Fig. 7.2 shows an idealized situation where highly pressurized fluid 
reached the bottom of a cohesionless formation, and continued its upward 
migration through a small spherical cavity.
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Fig. 7.2 - Upward fluid flow idealization in cohesionless formation.
The problem then can be divided into two steps: (1) to calculate the 
pore pressure distribution and, (2) to calculate the overburden pressure. The 
use of a spherical coordinate system ( r , 0 ,q?) with its center at a point at the 
crater initiation is convenient once it is assumed that the flow departs from a 
small nucleus (see assumption “c” above).
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M uskat (1937), discussed upward spherical fluid flow in partially 
penetrating  wells. According to Muskat gravity can affect the pressure 
distribution and the use of a potential function rather than with pressure pp is 
more appropriate.
<7 - »
The constant in Eq. 7.1 indicates the direction of the flow, that is 
when I, = -1 the flow is upward. Based on the assumption of steady state and 
using a potential function <j>, the continuity equation in spherical coordinates 
is expressed by Laplace’s equation as
r —-   -I s in0 —— +•
d 2̂
sin<v r o <7 -2>r 2 dr v dr J r2 sin 0 dO )  r2 sin2 6
In case of strictly radial flow, the above equation reduces to 
1 d (  2 <90^ n
W ^ r r 0  <7 -3>
It follows at once that 
, A n
<]> = —  + B (7.4)
r
Where A and B are two constants to be determined by the following 
boundary conditions
^  = ^ = - - ^ ~ ( Ppl-b yg z l) at r = Rl ( 7  5)
r^ liqu id
k  ( \
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(7.7)
The differential of the potential function with respect to radius r, gives 
the fluid velocity, &r, and is expressed by
by
_ 2 
r ~ dr ~ 1 1 (7.8)
/?! R2
The total fluid flow rate q, is then given by
2f f 2 • ,0 0 -, 2  » ($ ,-<& ,)Qû id = ~ |  J r  sin 6&rd<p = -  > —  t
0 0 ----------
/?, R}








r 2 nr2 (7.11)
The depth z can be expressed as function of radius r and the angle Q as
z = r cos# (7.12)
Using equations 7.1, 7.10 and 7.12, the expression for fluid pore pressure 
at any radius r and angle 0 can be expressed as
'  1 r
Pp - brygcos0 = ?Uqû quid-- + -b R xygco&0) (7 . 1 3 )
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Taking into account that the value of b=-l (upward flow) and q = -q 
(flow leaving the initiation point), the fluid pore pressure at any radius r can 






+ (/?! - r )y g  cos 0 (7.14)
Eq. 7.14 could also be easily determined by the use of D arcy’s law as
follows
k dpp
P  liquid d f
(7.15)
and
^    Qliquid   liquid
Area 2 nr (7.16)
Therefore, from Eqs. 7.15 and 7.16
Pp r  "j
f   _ _ f tfliquidt l̂iquid Or Q.liquidP'liquid
- 1 - 2 5 - 7 “ — —
Ppi
2kn
f l 1 N
v r RXJ
(7.17)
Recalling that q is negative when the flow leaves the initiation point 
and that the fluid hydrostatic pressure ( ^  -r )y g c o sd  ) must also be taken 
into account, Eq. 7.14 is again obtained. The use of Darcy’s law itself, however, 
entails very important assumptions. It implies that the fluid flow will be laminar 
and that inertial forces do not exist. In case of an underground blowout, high 
fluid flow rates may be likely and non-Darcy fluid flow regimes may be present 
very near the initiation point. However, according to Graves (1992) the use of 
Darcy’s law in turbulent flow regimes gives values that are very close to 
actuality and therefore Darcy’s law still can be considered valid. This problem 
can be solved if we use Forchheimer’s equation; that is, a fluid flow equation
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defined by a “Darcy-term” and a “non Darcy term” (inertial term). While the 
laminar term may be expressed by Eq. 7.14, the inertial term may be expressed 
by Eq. 7.18 that has the inertial factor Pinenia, which is also considered a rock 
property (Jones 1987 and Graves 1992).
The final equation of the fluid pore pressure in terms of the fluid flow 
rate and expressed in spherical coordinates finally becomes
The above equation gives us the fluid pore pressure. To calculate the 
total vertical effective stress, o v , it is necessary to know the overburden 
pressure, <r0 at any depth. Methods to calculate overburden pressure gradient, 
p z, are discussed in Chapter 5. In this case, if the overburden pressure gradient, 
p z , expressed in equivalent mud weight is a known function of depth, the 
overburden pressure, a0, is given by the following expression
visco -  initia term = Pinenia yg ti2r (7.18)
The expression of the fluid pressure then becomes
—  +(Rl -r )y g  cos e  + p ^ y g ^ r  (7 . 1 9 )
(*i ~r)ygcos0  +P in e r t ia  7S\
(7.20)
cr0 = 0.052p z(Depth -  rcos 0) (7.21)
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The total effective vertical stress is defined by Biot (1956) as
(7.22)
rock
The final expression of the total effective stress is then given by the 
following equation
= 0.052p z (Depth -  r cos 0 ) -
Having in mind that the formation we are analyzing is a cohesionless 
soil, one can draw important conclusions based on Eq. 7.23, as for example: a) 
If  a fluid reaches the interface between two formations with a high pressure Pj 
the chances of formation liquefaction increases, b) The chance of formation
The chance o f formation liquefaction will be higher close to the initiation 
point for the formation with lower permeability. In this case a high pressure 
zone may build up close to the initiation point and then propagate toward the 
surface through a succession of local failures, d) The chance of formation 
liquefaction increases tremendously in a formation with very high permeability 
sealed by an impermeable layer. In this case the pore pressure may build up 
because the highly pressurized migrating fluid will not be able to have its 
pressure released. Therefore the effective overburden pressure can drop to 
zero, increasing the chance of formation liquefaction. In this case, once the 
upward migrating fluid reaches the sealing formation without losing a substantial 
amount of pressure, the chance of formation uplift may increase.
—  + (/? ! -  r)yg cos 0 + p-mertiayg
(7.23)
liquefaction will be higher close to the initiation point for higher flow rates, c)
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A good visualization of the formation liquefaction mechanism described 
above  may be done by use of “bubble ch a r ts ,” i .e . ,  tw o-d im ens iona l 
representations of three variables. In this particular case, the bubble chart is 
composed of: (a) x and y axes representing respectively the horizontal and 
vertical distances of a point in relation to the crater initiation point (origin), 
and (b) a circle (bubble) representing the ratio between the fluid pore pressure 
and the overburden pressure. “Big bubbles” represent high ratios and therefore 
high risk of formation liquefaction. Note that the presence of a bubble already 
indicates that the pore pressure is greater than the overburden pressure, and 
therefore, for a true cohesionless sediment the liquefaction risk already exists. 
However, if the volume of fluid is great enough to liquefy a large area, the soil 
will liquefy and will lose its support capability.
The bubble chart shown in Fig. 7.3 represents a permeable formation 
invaded by an upward-migrating fluid. The bubble chart representation gives a 
good idea of the flow direction and the points where the formation will likely 
liquefy. The chance of formation liquefaction is greater in the center (y-axis) 
and closer to the surface. Initially no chance of formation liquefaction exists 
for points close to the horizontal (x-axis). Fig. 7.4 shows another example, in 
which a permeable formation up-sealed by an upper impermeable one was 
invaded by an upward-migrating fluid. Identical data (fluid pressure, rock 
properties, fluid properties and so on) were used in both examples. The larger 
bubbles in Fig. 7.4 indicate that the pore pressure is higher than the pore 
pressure of the previous example. This increase in pore pressure results from 
the inability of the pore fluid to escape. If the pore pressure increases above a 
certain value, the sealing formation can either be uplifted or be shear-fractured. 
In such a case, the invading fluid will probably be able to flow freely through 
the newly created channels toward the surface.
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Permeable Zone
Hccootftl Distance ftots the C m aing  Inili&liiAton (ft)
Fig. 7.3 - Bubble chart schematically showing an upward fluid migration. (Rock 
permeability, 500 md; fluid viscosity, 8  cp; flow rate, 1,700 bpd, and P -1,216 
psi).
Permeable and Impermeable 
Zones
HoriaonUl Distance b o a  the Q rs tan g  liutulizMion (ft)
Fig. 7.4 - Bubble chart schematically showing an upward fluid migration in 
permeable zone sealed upward by an impermeable zone. (Rock permeability, 500 
md; fluid viscosity, 8  cp; flow rate, 1,700 bpd, and Pj-1,216 psi).
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7.2 - Experiment No. 1
Formation liquefaction due to upward fluid migration was also illustrated 
in a laboratory model. To describe this phenomenon, a simple apparatus (Fig. 
7.5) was devised. The apparatus consists of a plexiglas box with a small orifice 
at the bottom. The experiment was videotaped with a camcorder, and the tape 
is available on request.
Two Dimensional Flow
n je c t io n
P o in t
Fig. 7.5 - Schematic view of the apparatus used to study formation liquefaction.
Initially the box was filled only with sands of different grain sizes to 
simulate permeable formations. Afterwards, a layer of sand overlaid by a layer 
of clay were used to simulate a sealed permeable formation. Fluid was then 
“pumped” through the small orifice. A small piece of metal was put on the top 
of the formation to simulate a drilling rig and observe the effect of formation 
liquefaction on it.
Two different types of fluid, namely air and water, were used as the 
upward-migrating fluid. The main goal of the experiment was to help visualize 
the model assumed in this work.
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Air was used as migrating fluid in the first three experiments. It was 
noted that the formation lost its support capability (liquefied) with high gas 
flow rate and fine sand grain size (lower permeability). In fact, the effect of 
formation liquefaction was not observed for the sand of high grain size.
The spherical flow was clearly observed when using a colored (blue) 
liquid. However, in order to simulate a fluid flow in a laterally infinite medium, 
it was necessary to decrease the height of the sand to delay boundary effects. 
Formation liquefaction was observed mainly when using fine sand. Also, 
formation uplift was observed when using sand/clay layers.
7.3 - L iquefaction  of Poorly Cem ented Rocks
The previous approach was based on the fact that a pressurized fluid 
migrating upward through a cohesionless soil can cause formation liquefaction. 
The next question was: what would happen if a pressurized fluid migrates 
toward the surface throughout a porous material that has some degree of 
cementation. In this case, the material cannot be considered as cohesionless 
soil, but instead will be classified as a poorly cemented rock or friable rock.
It seems logical that a well-cemented rock will never liquefy. It will, 
perhaps, fail by shear fracture or by tensile fracture. However, poorly cemented 
rocks, as some friable sands found near the surface, may have their structure 
destroyed by the action of migrating fluid.
According to Engelder (1987), rock failure accompanies the propagation 
of microcracks during shear fracture due to compressive stresses. Engelder 
states that compressive stress is locally modified at the microcrack tips to 
become tensile, which causes the microcracks to propagate further under Mode 
I loading. The microcracks (on average) propagate in the direction of the least 
principal stress. Further increase in the compressive stress increases the
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microcrack number to a point at which they start to link. This is described by 
the author as a feedback process, because the largest stress risers are at the tip 
of the longest crack. This feedback process, in fact, is a cloud of microcracks 
along the plane where shear fracture will occur. Engelder states also that 
“massive shear failure occurs with the formation of a zone of cataclastic material 
having little or no cohesion. During further slip the cataclastic gouge zone will 
grow in width and become finer grained”. If this happens during an underground 
blowout close to the surface, the poorly cemented rock may fragment and 
ultimately liquefy. Therefore, the term rock fragmentation will be used in this 
work as the process in which a poorly cemented rock becomes loose due to the 
action of a compressive load.
The procedure to be followed to study and understand the mechanism of 
rock fragmentation due to upward fluid migration can then be divided as follows:
1 - The stress state in the rock will be affected by the fluid flow.
2 - Once the stress state is determined, it will be necessary to use a 
representative failure criterion in order to identify the stress state limit; that is, 
the stress state that causes rock failure. Representative failure criterion means 
a criterion that will satisfactorily describe the mode of failure that is believed 
to occur. In the case of upward fluid flow, the most probable mode of failure 
seems to be by shear fracture due to an increase in the compressive tangential/ 
radial stresses. The probability of tensile fracture may also be high and therefore 
this possibility needs to be investigated. However, in either, case, it is believed 
that poorly cemented rock may fragment.
3 - Normally a failure criterion only predicts if  the rock will fail. The 
Mohr-Coulomb failure criterion takes into account the angle of internal friction 
of the material, the inherent shear strength of the material and the normal
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stress acting on the body (Jaeger, 1979, Fjaer et al., 1992). This criterion will 
predict shear failure of the material, but it will not predict the extension of the 
damage caused by a massive shear fracture associated with a high-pressure 
fluid flow. It seems logical then that a combined effect such as shear fracture 
(or tensile fracture) and erosion by fluid flow may occur. Then the third step 
would be an experimental one. In this case, rock properties, stress state and 
fluid flow would be analyzed together in the lab by use o f some apparatus. 
Initially for example, one could analyze the effect of cementation on rock 
liquefaction.
Bratli’ s approach (1981), used to describe sand production, can be used 
to estimate the stress state. The main difference between Bratli’s approach and 
the case in point is the flow direction. In problems of sand production, the 
sand has a place to which it will flow, namely the perforations and the well. 
This process creates a cavity behind the casing due to the sand production.
On the other hand, for the present case, the fluid flows only through the 
rock pores (Fig. 7.6). In this case two different phenomena may occur: (1) 
Increase of the compressive load on the bottom of the invaded formation, 
particularly close to the nucleus, will progressively break the nearby poorly 
cemented rock. The many small shear fractures that will appear and the high 
fluid flow rate (not necessarily vertical) may fragment the material. This will 
cause loss of support of the upper formations which may eventually collapse. 
(2) A large fracture (shear fracture or tensile fracture) may occur and the 
formation fluid will flow freely through the newly created fracture and reach 
the surface. Finally, the erosive action of the high-speed fluid flow will erode 
the new open channels.
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Fig. 7.6 - Upward fluid flow idealization in poorly cemented rock. The semicircles 
with radius R t and R2 represent the positions at the boundary affected by the fluid 
flow.
Some assumptions have been made to simplify the estimation of the 
stress state due to upward fluid migration. These assumptions are: (a) the 
poorly cemented rock is homogeneous and isotropic (Bratli 1981), (b) the 
upward migrating fluid flows spherically in all directions from a small nucleus 
that exists at the intersection between the two formations (Walters, 1991), (c) 
the small nucleus has spherical shape with radius equal to /?, (Bratli, 1981),
(d) there are no tectonic forces, (e) that at the radius R1, the stress state and 
the fluid pore pressure are not affected by the fluid flow, (f) there is only 
radial displacement (Bratli 1981), (g) Darcy’s law is valid, (h) the theory of 
linear elasticity is valid, (i) the horizontal stresses are equal and are also 
principal stresses, (j) the far field stress is radial and equal to the overburden
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stress, (k) a spherical symmetry exists (Bratli, 1981), and (1) all the stresses 
are caused only by the original in-situ stress.
The equilibrium equation in spherical coordinates (Love 1944, Sechler 
1952), the strain-displacement relations and the stress-strain relations in 
spherical coordinates are described in Appendix A (Love 1944, Sechler 1952). 
Based on the assumptions that only radial displacement occurs and the only 
variation in r direction exists, one concludes that




e r = ~d7' £e = e<P= ' f
r 0(p ~  =  =  0
(7.24)
The linear stress-strain relations described previously then reduces to
<rr = (A +2G)er + Kee + f ̂  = (A + 2C) %  + 2A ̂
(7q = XEr + (A + 2G)£g + XEfp - 
<Jq = Acr + Xeq + (X + IG^Ey
dr
a g = (J<p= X ^  + 2(X + 2 G ) ^
or r
(7.25)
The theory of a porous-elastic body under the action of pore pressure is 
described in Chapter 3. According to Biot (1941 and 1954) the effect of the 
pore pressure needs to be taken into account. Following Biot’s work, the above 
equations are expressed as
crr = (A -  2 G ) ^ -  + 2X —  + a p  
or r 
fxe = <r„ = A — r + 2(A + 2G)— + ocp
or r
(7.26)
Finally the above assumptions also greatly simplify the equilibrium 
equation. They reduce it to a simple differential equation as follows
d a r
dr
^  +  2 ^ ( < T r - C T e )  =  0 (7.27)
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Replacing the values of the stress given in Eq. 7.26 into the equilibrium 
equation (Eq. 7.27) one gets a differential equation in function only of the 
radial displacement ur as follows
( A . + 2 G ) j ^ ( ^ + 2 ^ + o p  = 0 (7.28)
If one assumes that the hydrostatic and the inertial terms in Eq. 7.20 are 
negligible, the solution of the above differential equation is easily found to be
u = A r + B _ ^  ( ? 2 9 )
Replacing the above value of the radial displacement in the equations of 
the stresses (Eq. 7.26) one gets the following expressions for the stresses 
(Bratli 1981).
<rr =(3A + 2 G ) -  + X - - ^ -  + ap 
3 r r
Ge — (3/1 + 2 G)— I- (2 + G)--------r— h ccp
3  r r (7.30)
y  _  ^fluidQfluid
~ 4(2 + G)kn
The boundary conditions used to determine the constants “A” and “B” 
are those used by Bratli (1981) :
(a) at r  = Rj the radial stress ( a r) is equal to the pore pressure px at that
point.
(b) at r = R2 the radial stress (<rr ) is equal to the overburden pressure 
S2 at that point.
Solving Eq. 7.30 and using the above boundary conditions we have the 
following expressions for the radial and tangential stresses:
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(7.31 )
<*e = PPi +
^2 U  j
+■{Si -Ppi -P^jz fyppi -Ppi
(7.32)
The next step is to apply a representative failure criterion on the above 
stress state. The Coulomb failure criterion appears frequently in the literature 
for soils and granular materials (Zeevaert 1973, Scott 1969, Bratli 1981). 
According to Jaeger (1979) the Coulomb method can be expressed as a function 
of the principal stresses as follows:
As noted before, the above failure criterion predicts rock failure by 
shear fracture. Coexisting with this criterion there is the hydraulic fracture 
(tensile fracture) criterion. Tensile fracture will occur when one of the above 
stresses (the tangential component) becomes tensile and reaches the tensile 
strength of the material. Therefore, use of these two failure criteria will enable 
establishment of the necessary limiting parameters to avoid rock failure. The 
problem now is to establish when rock fragmentation will occur. Laboratory
(<*, "  PP) = 2S0 tana friction + (<r3 -  p p) tan2 a 'friction
and
(7.33)
cc = — + ^ f ric,ionfriction ^  ^
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tests will determine the conditions in which a poorly cemented rock will 
fragment after rock failure initiates.
7.3.1 - Analysis o f  the Model
The above model was based on Love (1944) and Bratli (1981). The 
model assumes that the fluid flow is strictly radial and that the far field stress 
is composed of one radial component with magnitude equal to the overburden 
stress (Bratli 1981). A similar result may be obtained if one assumes an isotropic 
( CTj = <x2 = Oj = cr0) far field stress with magnitude equal to the overburden stress.
The assumption that only a radial stress field is present and only radial 
displacement occurs dramatically simplifies the problem to a level that allows 
analytical treatment. However, these assumptions lead also to stress equations 
(see Eqs. 7.31 and 7.32) that: (a) are angle free, and (b) do not take into 
account a possible anisotropic far field stress state. A total anisotropic stress 
state ( Oj > <r2 > er3) or at least an isotropic horizontal stress state ( <Tj > cr2 = 0 3 ) 
is likely to exist.
This model also does not take into account the influence o f the small 
cavity  or nucleus (as it was assumed) on the stress state. According to 
Westergaard (1952), such a hole will cause a concentration of stress. Thus, 
this small cavity or nucleus, ideally assumed as having a spherical shape, will 
be the weakest point in the interface between the two formations. As a result, 
the formation fluid will depart its upward migration exactly from this point.
On the basis of the above discussion, it becomes evident that the model 
needs to be extended in order to take into account a more general case.
7.3.2 - Extension of the Model
The next step of the analysis involved examining solutions of the 
mathematical model for boundary conditions of interest.
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In this work the following mathematical procedures will be followed:
(a) the stress field will be written in matrix form, (b) addition of matrices will 
be used to represent different stress fields, (c) each stress state field will have 
a physical representation and will be solved using stress-strain relation (linear 
theory of elasticity and Biot’s theory) and the equation of equilibrium, and (d) 
the final solution will be the superposition of particular solutions of the equation 
of equilibrium (principle of superposition).
Following the above procedure, one can start by representing the stress 
tensor (Biot, 1941 and 1956) as in Eq. 7.34. The stress tensor may then be 
divided into two stress fields by applying one of the many matrix properties, 
namely, addition of matrices. This process is also shown in Eq. 7.34. Physically, 
this operation is represented also in Fig. 7.7. In other words, the real problem, 
a porous elastic body having a small spherical cavity and subjected to a fluid 
flow starting at the spherical cavity, was separated into two others, namely, (a) 
an elastic porous body with a spherical cavity having fluid flowing through it 
and, (b) an elastic porous body having no fluid inside.
Such a procedure was also used by Deily (1969) when studying the 
stresses around a wellbore. However, in Deily’s case the body rather than 
having a small spherical cavity, had a cylindrical hole in the middle representing 
a wellbore.
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Idealzcd Mode) x 
Non* Deviatoric Term + Deviatoric Term
Porous Elastic Body 
with R iid  inside stressed by a ~ (o ,  * oa  + o «  V3'  meaa * w 9
Porous Elastic Body 
with no Ruid Inside
Fig. 7.7 - Schematic Representation of a stress acting on a small cavity. Note that 
this stress field may be divided into two stress fields as shown in the figure.
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The next step is to analyze the two bodies separately. The subscripts 
Field 1 and Field 2 will be used to indicate the elastic porous body having 
fluid inside, and the elastic porous body with no fluid inside, respectively.
A - Solution for S tress Field 1 
In this work the assumptions used for Stress Field 1 are those used in 
Bratli (1982). The only difference is that the far field stress assumed here, 
rather than being equal to the overburden stress as Bratli, is a non-deviatoric 
stress field with o mean = {ox + oy + <xz) / 3. According to Goodman (1989), a 
non-deviatoric stress field causes only expansion or contraction of the body. In 
the particular situation of a body having a spherical shape, this type of stress 
field will therefore produce exclusively radial displacements. This seems also 
reasonable once that the fluid flow is assumed to be strictly radial. On the 
basis of the above, one can conclude that the solution found by Bratli (1982), 
and extensively discussed previously, may be adapted for this problem. In this 
case, Eqs. 7.31 and 7.32 having <Jmean in the place of the overburden pressure, 
<T0, can be used to represent the Stress Field 1 as follows:
.(field\)
(7.35a)
11= ° = p „ + / { t - p „ )
- p » "''■Ifc&I'
(7.35b)
Therefore the stress relative to Stress Field 1 is given by
field l)
'G ( field I)




B - Solution for Stress Field 2
The next stress field, Stress Field 2, results from the presence of a small 
spherical cavity in an elastic porous body. Such a problem was studied by 
Southwell et al. (1926), Westergaard (1952), and Lur’e (1964). Southwell et 
al. (1926) and Westergaard (1952) obtained the solution of this problem by 
using superposition of different stress fields.
The procedures to obtain the analytical solution for the present work 
were based on Southwell et. al. (1926) and Westergaard (1952), and the 
fundamentals are described in appendix D.
According to Westergaard, “the stress state in an extended solid would 
be uniform if it were not for the disturbing influence of a small spherical 
hole” . Westergaard states that it was demonstrated in the study of Lame’s 
problem of hollow spheres that such a hole will cause a concentration of 
stress. Westergaard, following the solution obtained by Southwell et. al. (1926), 
again divided the total stress field into three stress fields and used stress 
functions. The procedure follows:
a) The first stress field is a uniform simple compression due to the far 
field stress. This far field stress is composed of four components, one radial, 
two tangential and one shear stress. These com ponents resu lt from the 
coordinates transformation (Cartesian to spherical) of the vertical stress, oz 
(overburden stress), and the two horizontal stresses, that are assumed to be 
equal, <JX = <Jy. These four stress components are given as follows:
a ae = l^ax + n ^ c y + n la i 
<%=%<rx +m}<Ty +f%at
»
a° = %ox + m%<jy + n]az (7.37)
+ nln3a z
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The values of the direction cosines 1., mj and n( ( i= l ,  2, 3) are given in 
Fig. A l in appendix A.
b) The second stress field is a combination of Love’s strain function 
and G alerkin’s vector. The Love’s strain function suggested by Westergaard 
(1952) has the following shape:
<&{b) = 5cos0  (7-38)
The above stress function when substituted in Eq. A. 14 in Appendix A, 
leads to a set of stress formulas as follows:
cr(b) =
2B^2(2 -  v)cos2 0 -  vsin2 0] 
r3
(b) Z?[-2 cos2 0 + 4 vcos2 0 + sin2 0 -  2(2 -  v) sin2 0]
r (b) = BLr8 D
Z?[-2cos2 0 - 4 ( 1 -  v)cos2 0 - sin2 0 + 2 (1 - v)sin2 0] _ _
sin 2 0
(7.39)
( 1 - v) [ 1- 2 ( 1 - v)
c) The third stress field is obtained by use of stress functions. These 
stress functions are based on the so-called spherical harmonic functions that 
were derived from Legendre’s Polynomials (see Appendix A for more details). 
The stress functions formed by two spherical harmonic functions were chosen 
as follows (Westergaard, 1952):
,M c , . p ( W e - i )
(7.40)
The substitution of Eq. 7.36 into Eq. A. 14 in appendix A leads to the 
following stress field
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,(C) _  - C  3Psin2 9
^(c) _  1 2 D sin2 0
Stress Field 2 is obtained by superposing these three stress fields, as 
follows:
As already noted, the total stress is obtained by superposing the stresses 
generated by Field 1 and Field 2 as follows:
The calculation to obtain the final expression, given in Eq. 7.43, was 
done using Mathematica, a software based on symbolic language, and then 
transformed into a FORTRAN program.
In order to arrive at the final answer it is still necessary to calculate the 
values of the three constants B, C, and D, introduced by Eqs. 7.39 and 7.41. 
The values of these constants, that are implicit in Eq. 7.43, were calculated 
using the boundary condition at the initiation point; that is, at the small spherical 
cavity (r = R:). This was based on the fact that: (a) at the initiation point the 
values of the radial stress must be equal to fluid pore pressure for any value of
|c r f/ieW2)} = .
=  o t;>  +  o t» + < s 1; '  
a if«*V = a t-> + a (» + at;>
r (field2) _  J a )  J b )  J c )  
*'r0 ”  LrO T  Lr6 T  Lr6
(7.42)
_  |  1) J + 2>J (7.43)
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liquid flow rate, and (b) the shear stress at r = vanishes for all values of 
liquid flow rate.
The final expression of Eq. 7.43, with the values of the constants B, C 
and D determined, was also obtained using Mathematica. These expressions 
were also used in a Fortran program and the results are shown later in several 
examples.
7.4 - Selected Examples o f Stress-State Due to Upward Fluid Flow
The previous section gave the theoretical model for the stress state due 
to upward fluid flow. The following applies the above model in some examples 
that may be used to approximate real cases. The data used in the following 
examples were collected from the literature and are believed to represent shallow 
formations subjected to cratering. To facilitate understanding, the examples 
will be shown in a standard order as follows: (a) First, the data used in the 
simulation will be presented in tabular for (b) A graph of stresses versus angle 
at the cavity will be displayed. This important graph shows the angles at 
which shear fracture caused by compression of the rock, or hydraulic fracture 
caused by tension of the rock, are more likely to occur. It is assumed in this 
work that compressive stresses are positive and tensile stresses are negative. 
For instance, if  the normal stresses are positive in all directions, only shear 
f rac tu re  may occur, (c) The last three graphs show the M ohr C irc le  
representation (total stresses and effective stresses) in three directions, at angles 
of 0°, 45° and 90° respectively. The Mohr-Coulomb failure criterion, also shown, 
will indicate if rock failure will or will not occur and also the type of rock 
failure, that is shear fracture or hydraulic fracture.
281
7.4.1 - Examples Based on Low-Consolidated Rocks
These initial examples deal with a consolidated sandstone. According to 
Fjaer et al. (1992), unconfined compressive strengths for sandstones vary from 
145 - 36,259 psi (1 - 250 MPa). Based on that, it will be considered that rocks 
possessing values of unconfined compressive strength less than 1 , 0 0 0  psi and 
higher than 145 psi are low-consolidated rocks. Tensile strength for Red 
Wildmoor sandstone ranges between 58 - 101.5 psi (0.4 - 0.7 MPa), and these 
values will be used as references.
Table 7.1 shows the data used in the first example. Note that for this 
particu lar case, the ratio between the horizontal stress and the vertical 
(overburden stress) far field stress is less than 1 . 0  and the rock permeability is 
1.0 md. Note also that the 800 psi value assigned for the unconfined rock 
compressive, C0, (Fjaer, 1992) leads to a cohesion, S0 equal to 166 psi (based 
on 45° angle of internal friction). The sandstone tensile strength used in this 
example is 1 0 0  psi.
Fig. 7.8 shows the graph of the effective stresses versus angle. Note 
that while is always tensile (negative), o g only becomes tensile for angles 
higher than 25°. The effective radial stress is zero at the cavity for all angles. 
According to the Mohr Circles and the assumed Mohr-Coulomb failure criterion 
(see Figs. 7.9, 7.10 and 7.11), this rock, under the problem circumstances 
(which includes the direction in which the analysis is being made), will not 
fail for 0° and 45° directions. However, hydraulic fracture is just about to 
occur for the 90° direction. Note that no shear failure will be experienced by 
this rock under these stress situations.
Table 7.1 - Table with data used in Example N o.l.
DATA UNITY
DEPTH 300 FT
FLOW RATE 1000 BBL/D A Y
ROCK PERM EABILITY 1 MD
FLUID VISCOSITY 1 CP
C AV ITY RADIUS 1 FT
EXTERNAL RADIUS 10 FT
OVERBURDEN GRADIENT 0.8 PSI/FT
VERTICAL/H ORIZONTAL 0.8
POISSON RATIO 0.25





TENSILE STRENGTH 100 PSI
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Fig. 7.8 - Stresses at the initiation point (cavity) versus angle (direction). Note
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Fig. 7.9 - M ohr Circles and M ohr-Coulomb failure criterion for angle equal to
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Fig. 7.10 - M ohr C ircles and Mohr-Coulomb failure criterion for angle equal to
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Fig. 7.11 - M ohr C ircles and M ohr-Coulomb failure criterion for angle equal to
90°. Note that hydraulic fracture is about to occur.
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The main difference between the second example and the previous one 
is related to rock permeability and unconfined compressive strength that as 
shown in Table 7.2 now are 1,000 md and 400 psi, respectively. Note that the 
stress distribution at the cavity, that is the curve stress versus angle shown in 
Fig. 7.12, was also altered. The stress difference now dropped indicating that 
rock failure possibility also decreases. However, a final analysis must be 
performed by applying a failure criterion. Figs. 7.13, 7.14, and 7.15 show 
Mohr Circles for the three directions namely, 0°, 45° and 90°. Note that neither 
tensile nor compressile failure occurs.
Table 7.2 - Data used in Example No. 2
DATA UNITY
DEPTH 300 FT
FLOW RATE 1000 B BL/D AY
ROCK PERMEABILITY 1000 MD
FLUID VISCOSITY 1 CP
C AV ITY RADIUS 1 FT
EXTERNAL RADIUS 10 FT
OVERBURDEN GRADIENT 0.8 PS I/FT
VERTICAL/H ORIZONTAL 0.8
POISSON RATIO 0.25





TENSILE STRENGTH 70 PSI
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Fig. 7.12 - Stress versus angle at the cavity. The Oy is always compressive 
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Fig. 7.13 - Mohr Circle and Coulomb failure criterion at the cavity. Above, the 
Mohr Circle was calculated using total stresses. Below, Mohr Circle (based on 
effective stresses) moved toward the left, without touching the failure line.
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Fig. 7.14 - Mohr Circle and Coulomb failure criterion at the cavity for a 45° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
Circle (based on effective stresses) moved toward the left, without touching the 
failure line.
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Fig. 7.15 - Mohr Circle and Coulomb failure criterion at the cavity for a 90° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
Circle (based on effective stresses) moved toward the left, without touching the 
failure line.
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The third example points out the influence of the in-situ stresses given 
by the overburden pressure gradient (0 . 8  psi/ft) and the vertical-horizontal 
stress ratio which changed to 1.8 from 0.8 (Table 7.3) used in the two previous 
examples. These changes caused the stress versus angle curve as shown in Fig. 
7.16 to reverse. Note that while the now is always positive (compressive 
stress) and the a e becomes compressive for angles greater than 35°. This 
difference in the stress magnitudes also affected the rock failure. According to 
Figs. 7.17, 7.18 and 7.19, shear failure will occur for angles equal to 0° and 
90°.
Table 7.3 - Data used in Example No. 3.
DATA UNITY
DEPTH 300 FT
FLOW RATE 1000 BBL/D AY
ROCK PERMEABILITY 1000 MD
FLUID VISCOSITY 1 CP
C A V ITY  RADIUS 1 FT
EXTERNAL RADIUS 10 FT
OVERBURDEN GRADIENT 0.8 PSI/FT
VERTICAL/H ORIZONTAL 1.8
POISSON RATIO 0.25





TENSILE STRENGTH 70 PSI
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Fig. 7.16 - Stress versus angle at the cavity. The cr^ is always compressive 
(positive). The a e becomes compressive for angles greater than 35°.
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Fig. 7 .17- Mohr Circle and Coulomb failure criterion at the cavity for a 0° angle. 
Above, the Mohr Circle was calculated using total stresses. Below, Mohr Circle 
(based on effective stresses) moved toward the left, crossing the failure line. 
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Fig. 7.18 - Mohr Circle and Coulomb failure criterion at the cavity for a 45° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
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Fig. 7.19 - Mohr Circle and Coulomb failure criterion at the cavity for a 90° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
Circle (based on effective stresses) moved toward the left, almost touching the 
failure line.
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7.4.2 - Examples Based on Unconsolidated Rocks
The rock classification found in Fjaer (1992) does not give explicit 
values for unconsolidated sands. In this case, we will assume that sandstones 
having unconfined com pressive strength less than 145 psi (1 MPa) are 
unconsolidated.
Table 7.4 and Fig. 7.20 show the data used in this fourth example (first 
in unconsolidated rocks) and the stress versus angle curve at the cavity, 
respectively. Basically, the main difference between this example and the 
previous is related to the failure line that now is lower. Note that in this 
particular case, as shown in Figs. 7.21, 7.22, and 7.23, failure is occurring in 
two analyzed directions, namely 0° and 90°. Shear failure is the failure mode 
in all cases.
Table 7.4 - Data used in Example No. 4.
D A T A U N IT Y
D E P T H 300 F T
F L O W  R A T E 1000 B B L /D A Y
R O C K  P E R M E A B IL IT Y 1000 M D
F L U ID  V IS C O S IT Y 1 C P
C A V IT Y  R A D IU S 1 F T
E X T E R N A L  R A D IU S 10 F T
O V E R B U R D E N  G R A D IE N T 0.8 P SI/FT
V E R T IC A L /H O R IZ O N T A L 0.5
P O IS S O N  R A T IO 0.25
A N G L E  O F  IN T E R N A L 45 DEG REES
U N C O N F IN E D  C O M P. 
ST R E N G T H
100 PSI
C O H E SIO N 21 PSI
T E N S IL E  S T R E N G T H 10 PSI
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Fig. 7.20 - Stress versus angle at the cavity. The cr^ is always compressive 
(positive). The <Jq becomes tensile (negative) for angles greater than 50°.
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Fig. 7.21 - Mohr Circle and Coulomb failure criterion at the cavity for a 0° angle. 
Above, the Mohr Circle was calculated using total stresses. Below, Mohr Circle 
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Fig. 7.22 - Mohr Circle and Coulomb failure criterion at the cavity for a 45° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
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Fig. 7.23 - Mohr Circle and Coulomb failure criterion at the cavity for a 90° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
Circle (based on effective stresses) moved across the failure line.
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Table 7.5 displays the data used in this last example. As it can be seen 
only the vertical to horizontal stress ratio was changed. This again led to a 
stress reversal as shown in Fig. 7.24. According to Figs. 7.25, 7.26 and 7.27, 
failure by shear occurs for 0° and 90° angles and is about to occur for 45° 
angle,
Table 7.5 - Data used in Example No. 5.
DATA UNITY
DEPTH 300 FT
FLOW RATE 1000 BBL/DAY
ROCK PERMEABILITY 1000 MD
FLUID VISCOSITY 1 CP
CAVITY RADIUS 1 FT
EXTERNAL RADIUS 10 FT
OVERBURDEN GRADIENT 0.8 PSI/FT
VERTICAL/HORIZONTAL 1.5
POISSON RATIO 0.25




TENSILE STRENGTH 10 PSI
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Fig. 7.24 - Stress versus angle at the cavity. The is always compressive 
(positive). The <J6 becomes tensile (negative) for angles greater than 30°.
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Fig. 7.25 - Mohr Circle and Coulomb failure criterion at the cavity for a 0° angle. 
Above, the Mohr Circle was calculated using total stresses. Below, Mohr Circle 
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Fig. 7.26 - Mohr Circle and Coulomb failure criterion at the cavity for a 45° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
Circle (based on effective stresses) moved toward the left, almost touching the 
failure line.
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Fig. 7.27 - Mohr Circle and Coulomb failure criterion at the cavity for a 90° 
angle. Above, the Mohr Circle was calculated using total stresses. Below, Mohr 
Circle (based on effective stresses) moved toward the left, crossing the failure 
line.
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7.5 - Experim ent 2 —  Rock Failure Due to Upward Fluid Flow
The previous sections discussed the stress state in rocks due to upward 
fluid flow. As noted, the rock behavior when failure occurs may vary depend­
ing on whether the rock in question is a hard rock (well-consolidated rock) or 
if the rock is poorly cemented (unconsolidated rock). This section deals with a 
set of experiments done on poorly cemented synthetic rocks to study their 
behavior when pressurized fluid flows through them. Details about the experi­
ment procedure, equipment, and rock preparation are discussed in appendix D. 
Below, is a summary of the experiment and discussion of the results.
7.5.1 - Sample with 99% Sand and 1% Cement
This first test was performed using a 99% sand/1 % cement sample (see 
Table 7.9). Although the sample could be classified as rock, it could also be 
easily granulized by finger action. Such behavior is expected for very uncon­
solidated rocks (very poorly cemented rocks) because the strength of the ce­
mentation bond is very low. The pressures used to flow fluids through the 
sample were 100, 200, 400, 800, 1,600 and 2,400 psi.
Table 7.9 - 99% sand/1% cement sample components.





Fig. 7.28 displays the slope of the flow rate versus pressure curve, 
which, as noted earlier, may be used as an indicator of rock permeability 
behavior. It seems that rock permeability increases as pressure shock increases; 
however, in this case, no clear rock permeability trend is visible. The increase 
in rock permeability may be associated with opening of small fractures in the 
rock caused by excessive pore pressure. This excessive pore pressure reduced 
the effective stress to values less than the tensile strength of the rock. The 
decrease in rock permeability may be related to the compaction of the loose 
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Fig. 7.28 - Plots of slope of pressure versus flow rate pressure shocks.
Fig. 7.29 displays photos of the sample after the experim ent. Note that 
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Fig. 7.29 - Views of the 99% sand/1% cement sample after the experim ent. Note, 
above and below, that the sample has no cohesion.
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7.5.2 - Sample with 98% Sand and 2% Cement
The second test was performed using a 98% sand/2% cem ent sample. 
Like the 99% sand/1 % cement, the sample was poorly cemented rock that 
could be easily granulized by finger action (see Fig. 7.31). The pressures used 
to flow fluids through the sample were 100, 200, 400, 800, 1,000, 1,300 and 
1,600 psi.
Table 7.10 - 98% sand/2% cement sample components.
Components Weight (grams) Dry Percentages Total Percentages
Sand 845.1 98 95.99
Cement 17.25 2 1.96
Water 18.05 2.05
Total 880.4 100 100
Fig. 7.30 displays the slope of the flow rate versus pressure curve. Note 
that, except for pressure drops equal to 1 0 0  and 1 ,0 0 0  psi, the slope curve 
shows a more defined increasing behavior as fluid pore pressure drop increases. 
The same explanation applied to the previous experim ent applies here. How­
ever, the obstruction of the line by cement particles or sand grains seems to be 
quite im probable because a paper filter was placed on the top of the sample to 
prevent particle movement.
Fig. 7.31 displays photo of the sample before and after the experim ent. 
In this experim ent only the top part of the sample became loose. The bottom 
part was found to be almost intact and still cemented. A small am ount of loose 
m aterial was found in the bottom part of the sample.
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Fig. 7.30 - Plots of slope of pressure versus flow rate pressure shocks.
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Fig. 7.31 - View of the 98% sand/2% cement sample used in the experim ent 
Sample after the experim ent (left) and sample granulized by finger action (right)
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7.5.3 - Sample with 97% Sand and 3% Cement
Although not previously mentioned, the percentile of w ater used to pre­
pare the sample may also affect the results. If more w ater is added, the chance 
of segregation of the cement during the compaction of the sand also increases. 
The segregation of the cement would lead to a heterogeneous rock sample, that 
is, a sample well cemented in some parts and very poorly cem ented in others.
The 97% sand/3% cement sample was among all others the one with the 
low est percentile o f water, only 0.74%. This sample, like the others, could be 
classified as rock although it also could be easily granulized by finger action 
(see Fig. 7.33).
The pressures used to flow fluids through the sample were 100, 200, 
400, 600, 800, 1,200, 1,600 and 2,000 psi. Fig. 7.32 displays the slope of the 
flow rate versus pressure curve. Note that, except for pressure drops equal to 
2 0 0  psi, the slope curve shows a very well-defined increasing behavior as fluid 
pore pressure drop increases. Fig. 7.33 displays photos of the sample before 
and after the experiment. In this experim ent the sample became ju st a loose 
sand.
Table 7.11 - 97% sand/3% cement sample components.
Components Weight (grams) Dry Percentages Total Percentages
Sand 525.9 97 96.28
Cement 16.26 3 2.98
Water 4.04 0.74
Total 546.2 100 100
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Fig. 7.32 - Plots of slope of pressure versus flow rate pressure shocks.
Fig. 7.33 - View of the 97% sand/3% cement sample after the experim ent.
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7.5.4 - F inal R em arks ab o u t L iquefaction
Cratering caused by upward fluid migration through porous material 
was addressed. The study was divided in two parts: (1) cratering due to the 
liquefaction of the cohesionless material and (2 ) liquefaction of poorly ce­
mented rock after its fragmentation.
The study of rock liquefaction seems to be possible only if rock granu­
lation occurs and then only for very poorly cemented rocks. The granulized 
m aterial will then behave as cohesionless soil does and the cohesionless ap­
proach can be used. However, three steps need to be followed to study the 
effect o f upward fluid flow in poorly cemented rocks: ( 1 ) to establish  the total 
stress state (non-deviatoric term plus deviatoric term), (2 ) to use some repre­
sentative failure criterion and (3) to perform experim ents in the lab.
Finally, cratering may occur also if shallow form ations are fractured 
(shear or tension) and the fluid flows freely by the new and open channels.
Chapter 8 - Final Remarks and Conclusions
This work treated many factors related to cratering problems. As often 
no ted , underground blow outs leading to c ra tering  can reach d isastrous 
proportions. Therefore, cratering mechanisms must be well understood and all 
efforts should be taken in order to avoid or minimize such incidents. This 
chapter intends to point out im portant aspects and to offer different solutions 
to prevent or minimize cratering problems.
8.1 - Predicting and Preventing Shallow Kicks
As has been noted, gas flows from shallow reservoirs can lead to very 
serious problems when drilling a well. For this reason, both during the planning 
phase and when drilling the shallow portion of the well, considerable em phasis 
should be placed on predicting and preventing shallow gas flows. Available 
drilling data from nearby wells can sometimes help to identify shallow gas 
hazard zones and thereby reduce the risk of having a shallow gas kick. However, 
as good shallow data are not often available, other methods must be addressed. 
Seismic methods offer the advantage of indicating shallow gas reservoirs before 
the well is drilled. The use of seismic techniques to detect shallow gas anomalies 
has been successful in various parts of the world. In the Green Canyon for 
instance, strong amplitude anomalies at or near the sea floor indicated by the 
use o f 3D-seismic amplitude analysis, are believed to be related to low-velocity 
gas-charged zones associated with seeps. However, poor data quality and the 
presence of thin sand layers sometimes make shallow seismic methods unreliable 
(Lukkien, 1985).
Statistics presented in Chapter 1 point out different causes of blowouts. 
Shallow blowouts, mainly shallow gas blowouts, accounted for alm ost 60% of
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the total blowouts occurring in the period 1971-1991 on the Outer Continental 
Shelf of the United States (Danenberger, 1993). Shallow gas reservoirs are 
likely to be overpressured and are likely to have high perm eability; in such a 
case, shallow gas kicks are also likely to generate high kick volumes. Kick 
tolerance sim ulations performed in Chapter 5 showed that in certain cases the 
well could be shut-in after gaining large amounts of form ation fluid. However, 
shutting-in the well in time to prevent fracture of the formation depends on 
several additional factors, such as gas reservoir perm eability. Table 8.1 shows 
an exam ple in which time needed to shut-in a well is compared to different 
perm eabilities. The numbers were obtained after applying Eq. 8.1, radial flow 
of compressible fluids for steady-state regime (Craft et al, 1990), and calculating 
the necessary time to flow 1 0 0  bbl of gas. 
o.omsTjhjp1, - pp
—  ] C8-1)
In this particular example, the flowing gas reservoir and surface data 
used were: reservoir external radius, 1,000 ft; wellbore radius, 17.5 in; bottom 
hole flow ing temperature, 61 °F; surface hole tem perature, 60 °F; reservoir 
gradient pressure, 8.9 ppg EMW; bottom hole gradient pressure, 8 .8  ppg EMW; 
gas viscosity, 0 . 2  cp; gas deviation factor, 1 .0 ; reservoir thickness, 1 0  ft; 
standard pressure, 14.7 psia. Although the effect of some factors such as friction 
of the upward flow on the wellbore wall were not considered in this calculation, 
the results still give an approximate value of the time needed to shut-in a well 
before a 100-bbl shallow gas kick occurs. Note that the available time to shut- 
in a 1 0 0 -bbl kick drops dramatically as the kicking zone perm eability increases. 
It should be noted also that the gas reservoir pressure gradient used in the
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above example was only 0.1 ppg EMW above the wellbore pressure gradient 
when the kick occurred.
Fig. 8.2 shows the gas pressure gradient expressed in EMW at the top 
of gas reservoirs for different reservoir thicknesses versus depth of the bottom 
part of the reservoir. Gas pressure equal to 0.1 psi/ft was used in this calculation, 
The pressure gradient at the bottom of the gas reservoir was assumed to be 
0.465 psi/ft. Note the dramatic increase of the pressure gradient as the thickness 
of the gas reservoir increases. For instance, a gas reservoir having a thickness 
equal to 2 0 0  ft at depth of 1 , 0 0 0  ft would have a pressure gradient at its top 
equal to 10.2 ppg EMW.
Table 8 .1- Time needed to shut-in a well versus perm eability.




1 0 0 45.21
1 0 0 0 4.52
1 0 0 0 0 0.45
Based on the above, and also keeping in mind that shallow gas zones 
often have high perm eabilities, one can conclude that the time to shut-in a well 
in a shallow gas kick event can be so brief that it will be im possible to avoid
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fracturing the formation. This definitely indicates that preventing shallow gas 
kicks from occurring should always be the first priority of any drilling operator.
Pressure Gradient in EMW (ppg)
8 9 10 11 12
10 50 100 200
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4000-
R eservoir Thickness, ft
5000
Fig. 8.2 - Gas pressure gradient in EMW at the top of the gas reservoir versus 
depth.
Addressing the main causes that have led shallow gas flows to occur 
also may help in preventing future shallow gas kick events. Swabbing when 
coming out of the hole, a perennial cause of kicks, was by far the leading 
factor contributing to shallow blowouts (Hughes, 1986 and Danenberger, 1993). 
Therefore, all efforts should be made to avoid swabbing a w ellbore during a 
kick. Using pre-elaborated charts that show the maximum acceptable velocity 
to prevent swabbing the hole, installing equipment to measure the trip velocity, 
using alarms to alert if  trip velocity is higher than maximum adm issible trip 
velocity, im proving rig communication, using LWD tools on the drill string, 
etc., all can help in the process of detecting shallow gas invasion. However 
one m ust keep in mind that LWD tools are restricted to small diam eters. 
A dditional action should target other causes of shallow gas kick, such as lost 
circulation zones, improper hole filling, and the like. Finally, all the procedures
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m ust be thoroughly explained to the rig crew members in order to make all 
responsible for the success o f the operation.
8.2 - Planning W ells for Critical Environments
The above m aterial presented basic normal procedures to prevent and 
m inim ize shallow  gas flows. However, som etim es drilling  operators face 
situations that require more aggressive approaches. An example is the drilling 
in certain environm ents, such as Gullfaks area (Block 34/10) o f the Norwegian 
sector o f the North Sea. This particular area has gas sands at very shallow 
depths, that have often been penetrated. Gas zones have been encountered 
within the Pliocene form ations from 985 to 1,475 ft below mean sea level. 
Sand porosity and w ater saturation are about 30% and 50% respectively. 
Perm eability tests in core indicate perm eability values above 1 Darcy (1,000 
md). The sands seem fine-grained, well sorted and unconsolidated. The gas 
sands have thicknesses that vary from about 3.3 ft to 16.4 ft (Lukkien, 1985).
A total of 22 exploration wells had been drilled by 1985, of which 13 
penetrated shallow gas sands. Well No. 22 was drilled about 395 ft west o f the 
center of the future drilling and production platform location where 42 new 
wells could be drilled. Gas sand was detected at about 1,970 ft. A velocity 
survey perform ed in this well, later indicated that these gas sands may extend 
to below and east of the intended future platform location. A nother well also 
faced a severe problem of shallow gas flow at 820 ft below sea floor, which 
forced moving the rig off location. Three weeks later the gas flow stopped and 
the well was plugged (Lukkien, 1985).
The main mechanisms that allow gas to escape and to develop into 
uncontrolled flow were lost circulation, formation fracture after shutting-in the 
well to a gas kick, failure of the diverter system, and loss of the hydrostatic
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head in the uncemented section or micro-annulus when cem ent fails to bond 
with form ation or casing (Lukkien, 1985).
The developm ent of a drilling plan for gas handling in the Gullfacks 
area included the above-discussed procedures to prevent and minimize shallow 
gas flows. However, studies performed for platform and soil settlem ent suggest 
that super com paction of sand lenses may occur if  gas is bled off in an 
uncontrolled fashion. Also, uncontrolled gas production (for instance through 
the diverter) could lead to sand-grain rupture, which could lead to sand 
production and undesirable, abrupt platform settlem ent. High production of 
sand and silt during shallow gas blowouts has often been reported in documented 
cases of shallow gas blowouts.
In summary, with the future platform (640,000 tons, oil production 
capacity o f 255,000 bpd of oil and 125 MMcfd of gas) located above very 
shallow  gas pockets, where 20 to 30 wells would be drilled, a foolproof and 
absolutely reliable solution (zero failure) should be found to prevent gas from 
escaping in an uncontrolled manner. The alternatives to handling the gas include: 
(1) Do not attem pt to bleed off nor to deplete, or (2) attem pt, in a controlled 
way, to bleed off the gas and deplete the reservoir.
The first alternative im plies that all techniques to prevent and minimize 
shallow  gas flow must be applied in the 20 to 30 future wells and also must 
alw ays succeed, i.e,: ( 1 ) swabbing never occurs, (2 ) lost circulation never 
occurs, (3) hydrostatic control always succeeds, (4) cement always seals, (5) 
cem ent bonds never fail, (6 ) m icro-annuli never exist, (7) borehole never plugs 
or bridges, (8 ) pipe never sticks or prevents circulation, (9) gas flow both 
inside and outside the conductor never occurs, ( 1 0 ) accum ulation of gas within 
the drill shafts must be avoided. Various studies were performed in order to 
control these factors.
320
One of the studies ju st referred to related to the im portant area of 
cem enting. Various aspects studied included: (1) Cement and its ability to 
transm it hydrostatic pressure, (2 ) cement in its gel stage and the consequence 
of reduction in hydrostatic head, (3) gas flow through cement as result o f free 
mobile water, (4) latex cements; viscosifiers to immobilize water, (5) sequential 
setting of cem ent and negative effect of a hydraulic seal close to a gas sand, 
(6 ) loss of hydrostatic pressure when cement sets, and (7) stage cementing; 
that is, setting of a short cement column while a predeterm ined mud column 
height provides the necessary hydrostatic head to prevent gas flow through the 
cem ent (Lukkien, 1985).
The second alternative to prevent gas from escaping in an uncontrolled 
fashion, that is, to drill a well (or wells) to bleed off the gas and deplete the 
reservoir in a controlled way, was based on many factors discussed under the 
first alternative. Drilling a shallow well had the follow ing objectives: (1) 
investigate whether shallow gas will be penetrated, (2 ) im prove seismic data 
acquisition by carrying out a geophone survey covering 360° area around the 
well, using VSP (vertical seismic profile), (3) attempt to bleed off and deplete 
the gas sand, and (4) use the m ultistage cement technique to seal off the gas 
sand (Lukkien, 1985). Fig. 8.3 shows a schematic view of the test well planned 
for use in the second alternative. Note completion details such as gravel pack 
to avoid sand production.
8.3 - Kick Tolerance Levels and Procedures.
Kick tolerance, that is, the difference between mud weight in use and 
formation pressure gradient (in EMW) against which the well could be safely 
shut-in w ithout breaking down the weakest formation, was discussed in Chapter 
5. Examples illustrating the influence of different param eters such as kick
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fluid and kick volume were also addressed. In this section, the use of kick 
tolerance will be divided into levels which will be linked to procedures to be 
taken in determined phases o f the well.
BOP stack P ipe  ram s 
30-in.







Fig. 8.3 - Wellbore schematic of test well to evaluate the potential of depleting the gas 
pockets (after Lukkien, 1985).
The philosophy of predeterm ining a kick tolerance has been around for 
many years (Pilkington, 1975). The main idea is to minimize the possibility of 
an underground blowout, by ensuring that a kick can be taken w ithout losing 
returns at the casing shoe (W ilkie and Bernard, 1981).
The use of kick tolerance often has been restricted to interm ediate and 
production casings. In this case, kicks occurring below conductor and surface 
casing would be diverted, and posterior action as drilling a relief well would
322
be taken to control it. However, as shown in Chapter 5, there are situations in 
which the well could be shut-in w ithout fracturing the surface casing shoe. 
Such a situation requires immediate action and preestablished procedures to 
execute minim izing kick size and thereby prevent fracture of the weakest 
form ation (normally the casing shoe).
Tables 8.2 through 8.5 display guidelines for kick tolerance, alternate 
levels and procedures to be followed according to kick tolerance value and 
kick volume used in the calculations. Level 1 (based on 25 bbl kick), would 
indicate a situation in which the interval was well known. Level 2 (17.5 bbl) 
introduces a certain degree of uncertainty, and therefore the kick m ust be 
detected earlier. Finally, Level 3, would indicate a situation in which uncertainty 
dem ands a rigid control of the operation. It is im portant to note that these 
guidelines can be changed according to the area and the risks one is w illing to 
take. Therefore, they can be adapted for use below the conductor and surface 
casings.
Table 8.2 - Kick tolerance, alternate levels and procedures - General safety 
(after W ilkie, 1981).
1. G enera l safety
L evel 1 Level 2 L evel 3
Vk  =  25 bbl Vk  =  17.5 bbl Vk  = lO bbl
Kl G reate r than  ze ro G reate r than  ze ro G rea te r than  ze ro
(a )  B O P  drills W eekly  (each  crew ) W eekly  (each  crew ) E ach  tour
(b ) D og  house safety m eeting A s required E ach  tour E ach  to u r  w ritten  instruction
(c )  D rilling  rate By cu ttings in hole B y cu ttings in hole 9  m eters  p e r  ho u r o r  less
(d ) T ripp ing  speeds  (casing  and 
o pen  hole)
C alcula te  fo r each  trip  based  on 
sw ab/surge
C alcu la te  fo r each  trip  based  on 
sw ab/surge
C alcu la te  fo r each  trip  based  on 
sw ab/surge
(e )  B arite  p lug  p repara tion
P ilo t te s t  R ev iew  procedures. 
M easure chem icals
P ilo t le s t  R ev iew  procedures. 
M easure chem ica ls
P repare m ix  w ater. L ine  o u t 
cem en t un it
(f)  W eather/ice cond itions N orm al forecast Favorable fo recast 48  hours F avorab le fo recast 4 8  hours
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Table 8.3 - Kick tolerance, alternate levels and procedures - Kick detection 
(after W ilkie, 1981).
2. Kick detection
Level 1 Level 2 Level 3
(a) Active pit volume Normal Reduced Minimum
(b)PVT (while circulating) Sensitivity +- 1600 Li Sensitivity +-1100 Li Sensitivity +- 600 Li Man on 
pits continuosly
(c)On drilling breaks How check How check Shut in well
(d) Hole fill procedures
Follow nonnal hole fill/trip 
record procedures
Follow normal hole fill/trip 
record procedures
Supervisors check procedures 
and records during trips
(e) Mud weight Check every 1 hour. Check every 30 min. Check every 15 min.
(f) Communications Nonnal Open from mudlogger to floor Open from mudlogger to floor
Table 8.4 - Kick tolerance, alternate levels and procedures - Pressure detection 
(after W ilkie, 1981).
3. Pressure detection
Level 1 Level 2 Level 3
(a) General procedures
Observe normal * indicators. 
Report significant trends.
Observe all indicators. Report 
significant trends.
Observe all indicators. Report 
all trends.
(b) Gas units
i) Calibrate daily ii) Run 
degasser if necessary iii) 
Observe and report trends
i) Calibrate hourly ii) Run 
degasser to check response iii) 
Limit max. gas units
i) Calibrate every four hrs. ii) 
Run degasser. iii) Limit max. 
gas units.
(c) Cuttings in hole Less than 30 rn Less than 18 m Less than 9 m
(d) Wireline logs At casing point
Approx. every 762 m or as 
required for overpressure 
confirmation (wellsile team 
recommendation)
Approximately every 305 m
(e) Dummy connections As required As required
As required; every 5 m if 
increasing pore pressures are 
indicated.
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Table 8.5 - Kick Tolerance, alternate levels and procedures - O ther m easures 
(after W ilkie, 1981).
4. Other measures
(a) On tripping
(b) Short Trip (Dummy Trip)
Level 1 Level 2 Level 3
Flow check after first 5 stands, 
at shoe and before pulling 
collars into BOP stack.
Flow check every 5 stands, at 
shoe and before pulling collars 
into BOP stack.
Consider increasing mud weight 
for tripping. Flow check every 5 
stands, at shoe and before 
pulling collars into BOP stack.
As dictated by hole conditions As dictated by hole conditions
Make 5 stand short nip and 
circulate bottoms up before 
tripping out of hole
8.4 - E stab lish in g  A ccurate  F ra c tu re  G rad ien t C urves
A lthough the knowledge of fracture pressure does not guarantee that 
form ation fluid will stay underground after fracture o f the form ation has 
occurred, it still can be used as a good pressure lim it reference to avoid upward 
fluid m igration. The obvious reason for that is the if  fracture does not occur 
fluid will be confined in the well.
The problems of establishing accurate fracture pressure gradient for the 
shallow  part of a well are discussed in Chapter 5, including m ention of lack 
and poor quality of data. In this regard, the use of the pseudo-overburden 
pressure method developed in Chapter 5 can be an attractive option.
8.5 - In v estig a tin g  the P resence of N earby  F au lt P lanes
A num ber o f historical cases have reported that fau lt planes were 
responsible for either upward fluid migration or lost circulation. E ither of 
those events can represent a potential situation for surface blow outs or 
underground blowouts which in turn can also lead to cratering. Therefore, 
prior recognition of the presence of these natural conduits is very im portant in 
avoiding their potential negative consequences.
Many times, recognizing the presence of fault planes, mainly those 
located at shallow depths, can be made by analyzing seismic data. This task
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should be done by a team composed of geophysicists, geologists and drilling 
engineers.
The presence of a fault plane while drilling may be detected also by 
analyzing m ud-logging and logging data. The detection of fault planes by the 
use of mud logging or MWD relies on analyses of abrupt changes of rate of 
penetration, bit torque, or other parameters that may indicate abrupt form ation 
changes. The use of normalized rate of penetration curves may make this task 
easier and more precise because theoretically these param eters are free of the 
effects of weight on bit, bit rotation, mud weight, etc. A good, normalized rate 
of penetration should be a function only of lithology and pore pressure.
The use of well-logging tools offers a certain advantage over mud logging 
because they can identify changes in formation properties more accurately. 
The use o f logging while drilling (LWD) tools in addition can give all the of 
well-logging advantages while drilling the well (see Chapter 5). LWD tools 
with a resistivity device also can be used to detect possible gas invasion more 
quickly.
8.6 - Investigating Piping Possibilities
The possibility of piping is directly related to the type of existing 
cohesive shallow formations. As noted, very homogeneous cohesive formations 
(homogeneous clays, for instance) possessing no (or few) perm eable pockets 
would prevent or minimize piping development because the form ation fluid 
would not be able to form a fluid path.
Investigating casing set depths that prevent piping would require: (1) 
The determ ination of existing permeable pockets within im perm eable form a­
tions, and (2 ) establishm ent of a method to assure that intercom m unications 
among them will not be formed.
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Determ ining permeable pockets can be done by use of m ud-logging and 
w ell-logging tools as described above. In such a case, form ations displaying 
re la tiv e ly  high frac tu re  p ressu re  g rad ien t, and long im p erm eab le  and 
hom ogeneous intervals would be an attractive choice. However, sometimes 
form ations displaying such characteristics are not available. Another option 
would be to set the casing in deep impermeable intervals crossed by relatively 
thick permeable formations that would act as a “bleeding valve” to the formation 
fluid. In this case, the formation fluid would migrate into and stay in the 
perm eable formation. In other words, the underground blowout would stay 
underground.
8.7 - Improving Cement Jobs
As noted in various places throughout this work, a good cem ent job will 
prevent migration of the formation through the casing annulus. A num ber of 
alternatives that can be used to improve cementing job operation were presented 
and discussed in Section 8.1.
8.8 - D rilling a Pilot Hole
Drilling a small pilot hole is an alternative that can be used when shallow 
gas zones are suspected to exist. After the pilot hole is drilled and no gas is 
detected, the wellbore is enlarged and conductor pipe is set. D rilling a pilot 
hole has many advantages such as: small holes are more likely to bridge than 
large holes; with sm aller holes, chances are greater for success of dynamic kill 
operations, due to higher pressure loss, and LWD tools work better in small 
diam eters. Among the main disadvantages of drilling sm all-diam eter holes are 
that in case of a shallow gas kick the time to unload the w ellbore can increase 
trem endously, and obviously the cost of drilling two holes.
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8.9 - Using Larger-Diam eter Diverters
Using a diverter system is an alternative for cases in which shutting-in 
a shallow gas kick will lead to an underground blowout followed by broaching 
o f the form ation fluid at the sea floor. On the other hand, diverter systems 
having low -diam eter lines can lead to a sim ilar effect, that is gas broaching at 
the sea floor, because they can act as a choke which will increase the pressure 
in the well and cause the form ation fluid to m igrate upward through the 
form ation Griffin, 1986, Santos, 1989 and M ills and Dyhr, 1991). Thus, using 
larger-diam eter diverters during shallow gas diverting operations have been 
the procedure followed by a number of operators to reduce back-pressure on 
the wellhead, and therefore to minimize the risk of causing fracture of the 
shallow formation.
8.10 - Using Subsurface Safety Valves
A nother im portant aspect of cratering is when such an accident occurs 
in production platform s where a number wells are producing and could be 
affected if a crater develops. In such a case the risk of envirom ental disaster 
can be great. This problem can be minimized by using subsurface safety valves 
set below the predicted maximum cratering depth. This technique could effec­
tively isolate the producing wells while controlling the blowout (W alters, 1991).
8.11 - M easuring, Collecting and Storing Data
Research for this project indicates that many com panies have not fully 
developed various techniques for measuring, collecting and storing data. These 
three areas o f data management are basic to any successful effort in blowout 
prevention and control.
M easuring the various parameters such as leak-off test, in-situ stress, 
form ation density, etc. needs to be improved and standardized. Collecting and
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storing data through an efficient database system can add im m easurably to 
achiving this goal.
8.12 - Conclusions
Upward fluid m igration and cratering mechanisms when drilling a well 
were discussed in this work. This task was accom plished by collecting and 
analyzing a number o f historical cases. It was concluded that upward fluid 
m igration can occur due to: (a) cement channeling, (b) rock failure (hydraulic 
and shear fracture) and (3) wedging of a fault plane. Cratering could be caused 
by borehole erosion, formation liquefaction, piping and caving.
Two simplified models were developed to study cratering due to borehole 
erosion and formation liquefaction. The borehole erosion model was composed 
of three modules, namely, (a) a gas reservoir module, (b) a water reservoir 
module, (c) a formation erosion module. The three modules were linked by 
perform ing a nodal analysis. Two different approaches were used to study 
form ation liquefaction. In the first approach, the form ation was assumed to be 
cohesionless soil, and in the second, the formation was assumed to be a poorly 
cem ented rock. Two experim ents were perform ed. The first, w hich was 
qualita tive , had the objective of allow ing the v isualization  of form ation 
liquefaction. The second had the objective of analyzing the effect o f flow of 
highly pressured fluid through poorly cemented rock.
A com prehensive study of different published methods of calculating 
overburden and fracture pressure was performed. It was realized that the existing 
methods to estim ate formation fracture were developed for specific areas and 
none of them could be considered as universal. All existing methods are based 
on the knowledge of both pore pressure and overburden pressure. This involves 
collecting large amounts of data with no guarantee of success.
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An analysis of a number of examples relating typical design of wells of 
the M ississippi Canyon and Green Canyon areas of the U.S. G ulf C oast was 
also performed. These analyses were based on the kick tolerance and the pseudo 
overburden pressure method. Also shown was the effect of water depth, kick 
volume and kick density on the fracture pressure gradient. The decision of 
shutting-in or diverting a well was also addressed.
A new method to estim ate fracture pressure gradient was proposed in 
this work. This method was based on a new concept called pseudo-overburden 
pressure, which is defined as the overburden pressure that a sim ilar plastic 
form ation would have. A characteristic of com pletely plastic form ations is that 
the ratio of the horizontal to vertical stress is 1.0. In this case, fracture pressure 
is a function of only the overburden pressure; that is, the fracture pressure is 
independent of pore pressure.
The pseudo-overburden pressure method was applied in different regions 
of the world with very encouraging results. Even when applied in large areas 
com posed of different fields (or subareas), the overburden-pressure method 
showed a well defined trend.
List of Variables
F  - force,
A  - area,
<7 - stress,
<7, - normal stress in the “i” direction, where i = x, y,  z, r , 9 ,  <P, 1 ,2 , 3.
crie - effective normal stress in the “i” direction, where i = x,  y ,  z> r,  9 ,  <P, 1,2,  3.
o hi - normal horizontal stress where “i” = 1 or 2,
<7ftei - effective normal horizontal stress where “i” = 1 or 2,
Gopen - stress to open a fault plane,
<Jtn - normal stress acting on the fault plane,
'  minimum normal stress,
T;,. - shear stress normal to “i” and in the “j ” direction, where i= x,  y,  z> r> $,  <PA,
2, 3, and j = x, y, z, r ,  0 , (p, 1, 2, 3,
R, 9, Z and (p - body forces,
Cfmean " mean normal stress, 
c dev - deviatoric stress,
êffective '  effective normal stress, 
o p - stress due to pore pressure,
<T0 - overburden stress, 
o frac - fracture stress,
r  - distance between a point “P” and the origin of the Cartesian coordinate system,
Q - angle between the projection r on xy plane and the x-axis,
®fault - angle between vetical direction and the fault plane,
<p - angle between r and z-axis, 
u - displacement in the x-axis direction,
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V - displacement in the y-axis direction, 
w - displacement in the z-axis direction, 
e  - normal strain,
F  - shear strain, 
eaxiai '  axi&i strain,
£f - normal strain in the r-direction, where i = x , y ,  z, r , Q, <P, 1 ,2 , 3.
T tj - shear strain normal to “i” and in the “j ” direction, where i = x , y ,  z> r, 0, <P,
1, 2, 3, and j = x, y ,  z, r,  0 , <P, 1, 2, 3,
L - length of the specimen, 
d - diameter of the specimen,
Ta, Tb and Tc - temperatures,
Pa, Pb and Pc - pressures,
W; - saturation,
E  and Eeff - Young's Modulus and Effective Young's modulus respectively,
Er and Ec - Young's Modulus reservoir and cap rock respectively,
G - shear modulus,
X - Lamd's coefficient, 
a  - Biot's coefficient,
Tc - critical shear stress, 
v - Poisson's ratio,
vr and vc - Poisson's ratio of the reservoir and cap rock respectively, 
pp - pore pressure,
Pj fracture pressure,
Pi - fluid viscosity, where = fluid, water, oil or gas,
Pi - density, where = formation, rock, fluid, water, oil or gas,
Pmud ~ mud density, 
p w - water desnity,
p b or p0 - formation bulk density,
Pmatrix '  rock matrix density, 
pk - kick volume, 
pmix - mixed zone density, 
k - permeability,
<j> - rock porosity,
0 O - surface porosity,
<t>po - pseudo-surface porosity, 
kt - porosity decline constant,
kp<t> - pseudo-porosity decline constant, 
t - time,
<j> - potential function, 
rw - wellbore radius, 
p w - wellbore pressure, 
pe - static reservoir pressure,
T0 - uniaxial rock tensile strength,
S0 - rock shear strength,
C0 - rock cohesion, and also Q  = ^/rc/ ' l - s i n <j>f ti j-
c - octahedral stress used in von Mises's criterion and Drucker-Prager criterion, 
Tpeak - peak shear stress,
$  friction = angle of internal friction,
Fa - horizontal to vertical stress ratio,
H - reservoir thickness,
compaction ~ reservoir compaction.
^dence ~ surface ground subsidence,
D  - depth,
Ds - sediment depth,
Dw- water depth,
Dshoe - shoe depth,
Ml and M 2 - Morita’s costants.
W - weight of the eroded materail,
V - fluid velocity, 
f  - friction coeffecient,
8v  82- 83* and 84 - coefficients used in Gaylord's erosion model,
o
yy - erosion rate in weight loss per unit area,
Ce - erosion coefficient (min'1* = (%clay content)'0 91 
Dr - relative density,
e, e ^ ,  and - void ratio, maximum void ratio and minimum void ratio,
4fluid* an(l %as flow rate, fluid flow rate and gas flow rate respectively, 
At ~ interval transit time,
Atmatrix '  matrix interval transit time,
At fluid " fluid interval transit time, 
a, b - constants
cj,c2,c3,c4 ,c5,c6, a n d M  - Zamora coefficients,
Pcmsx '  maximum surface pressure to prevent formation fracturing,
Vk - kick volume,
Vmix -volume of the mixed zone,
f k - percent of kick fluid, or kick fluid fraction,
Vmud - mud volume,
Lmix - length of the mixed zone,
- wellbore-drill collar annular volume,
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- drill collar diameter,
dbit - drill bit or wellbore diameter, 
dhole - drill bit or wellbore diameter,
Pbonorn " bottom hole pressure, 
peq - equivalent mud weight,
Dt - kick depth,
Kt - kick tolearnce,
Ggas - initial gas in-place,
Vb - bulk volume,
Sw and Swi - water saturation and initial water saturation, respectively,
Bg and Bgi - gas volume formation factor and initial gas formation factor, respecively, 
cw - water compressibility, 
cf  - formation compressibility,
- average reservoir pressure drop,
We - encroached water,
Wp - produced water,
Gp - produced gas,
Bw - water volume formation factor,
Greservoir " gas volume at reservoir conditions,
ŝurface * gas volume at surface conditions,
Psc - standard pressure,
Tsc - standard temperature,
z - gas deviation factor,
zsc - gas deviation factor at standard conditions,
Zj - initial gas deviation factor,
T  - temperature,
r , and Pj - initial temperature and initial pressure, respectively, 
re - reservoir external radius,
At]; - time steps,“i” = 1, 2, 3 ,... 
m (P ) - gas potential at distance “r” 
m(Pwf) - gas potential at the wellbore,
Pwe - water reservoir pressure,
kwr and kgr - water reservoir and gas reservoir permeabilities, respectively, 
ev- eroded volume,
r-} - radius of eroded cylindrical element,
rcasiDg - casing radius,
Ah - thickness of eroded element, 
p  - pressure,
$  sonic'  sonic velocity, 
dp
~  - total pressure loss,
- pressure loss due to acceleration,
d p \
- pressure loss due to elevation,
pressure loss due to friction,
de - equivalent pipe diameter, 
lf  - liquid fraction,
- no-slip liquid holdup, 
i}sg - gas superficial velocity,
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- liquid superficial velocity,
&sL - mixture velocity,
PV - plastic viscosity,
YP - yield point,
sgfg - specific gravity for gas,
wv - total mass flow rate,
A*mixture ~ mixture viscosity,
Re - Reynold's number,
/  - friction factor,
g f3 - pressure drop due to friction,
Hl - liquid holdup, 
s - friction pressure loss exponent,
Y - specific gravity,
- radial velocity,
/?, and R, - cavity radius and far stress field radius,
<E>j and 0 2 - potential function at cavity and at far stress field radius, 
Pl and P2 - pressure at x=cavity and at radius Rj, 
fiincma - inertial factor,
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Appendix A - Solutions of the Equilibrium Equation
The equations of equilibrium, as already noted, are based on balance of 
forces acting on a body. The development of such equations is done in Love 
(1944), Sechler (1952), Jaeger (1979), Fjaer et al. (1992). In a Cartesian coor­
dinate system with x, y and z-axes, the equations of equilibrium for a cubic 
element of density, p ,  and subjected to the body force with X- and Z 
components, have the following form:
d o x dx dx v  _
_ _ — |— - — j— —2 .  + p x  =  0 
ox dy dz
d x  d o  d x
- r ^  + - r i  + - r £  + p f  = 0 
dx dy dz
d x x7 d x  d o ? „  „
+  _ j * .  +  _ _ l  +  p z  -  0  
dx dy dz
(A .l)
However, when studying wells it is convenient to express the equations 
of equilibrium in cylindrical coordinates. Then for a body subjected to a body 
force with components r , (p, and z  the equations of equilibrium become
do, . dxrtp o r - o m dx.
-=■ + + — L + ̂ s -+p/? = 0
r dzdr rdcp 




+ p ( p - 0
(A.2)
.  +  + -£L+pZ = Q
dz rd(p dr r
In this case, r is the distance from the point to the origin of the coordi­
nate system, (p is the angle between the x-axis and the straight line passing 
through the origin and the point.
3 5 0
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Finally, the equation o f equilibrium can be also expressed in spherical 
coordinates (Fig. A .l). According to Love (1944) and Sechler (1952) this set 
of equations become:
d o r | 1
dr r 
dTrg . 1
2cr -  <jB + -^2- + xecot0 + - . —  ^5  
r 8 dd 8 sind dtp




(<T0 -CTp)cOt0 + —f  + -
1 dt.8ip
dd  sin 6 dtp
+ 3r,rB +pe = o (A-3)
dr
+  -
1 d a B dx,
sin d dtp dd
^ + — 21 + 3 ^ + 2 ^ 001© +ptp = 0
z
0
Fig. A .l - Spherical Coordinate System representation.
The types of solutions for the equilibrium equation used in this work 
will be based on stress functions. More specifically, discussion of stress func­
tions will be based on spherical harmonic functions, that is, functions for 
which the Laplacian is zero.
As can been seen, the equations of equilibrium are composed of six 
unknowns and only three equations. Thus, certain methodology must be ap­
plied in order to obtain the values of the stresses. The normal approach to 
solve such a problem is to assume that (a) the theory of linear elasticity is
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valid and (b) the body forces are zero. In this case, the equilibrium equation 
will be expressed in the terms of displacements and will be reduced to a 
system of equations with three unknown (three displacements) and three equa­
tions. In Cartesian coordinates this system becomes (Love 1944, Sechler 1952, 
Jaeger 1979, Fjaer et al. 1992):
u v  u H-----------— = 0
G V2v  +
G ¥ 2w +
1 -  2 v dx 
G de 
1 - 2  V dy 
G de 




V2 = gx 2 + *.2 + a.2dy1 dz




Eq. A.4 may also be presented as follows:
V2 77 + — -—  VdivT] = 0 
l - 2 v
and (A.5)
77 = (u, v,w )
Before continuing, it is appropriate to state a very important principle, 
namely, the “principle of superposition” . According to Westergaard (1952), if  
77j and rj2 are two solutions of Eq. A.4 then rf2 is also solution of
Eq. A.5. That is, the second solution may be superposed on the first. Another 
no less important principle of superposition deals with linear operators and has
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similar properties. This means that linear solutions such as those obtained by 
assuming that the theory of linear elasticity is valid, may also be superposed. 
A . l  - Solution o f E q u il ib r iu m  E qua tion  Using S tra in  Po ten tia l.
Initially a solution of restricted form will be explored, namely
» = (A.6)
Here, F is a potential function expressed in Cartesian coordinates x, y 
and z. In other words, F is function of the position vector R. In this case F 
defines displacements and strains directly; thus it is a strain function. This 
type of solution was used by Lamd (1852) and is described by Westergaard 
(1952).
By using Eq. A.6, the components of the displacement become
(A.7)
1 d<S> 1 d$> 1 d$>
U 2G dx ' V 2G d y ’ W~ 2 G  dz
Two important relations also will be used, namely
diVT]= 2 ^ V2°  (A'8)
and
VdivV  = VV2 = V2V (A.9)





l - 2 v




vv2o  = 0
1
\ - 2 v
) = 0
(A.9)
A means of satisfying Eq. A.9 and also Eq. A.4 is to use harmonic 
functions of the form
divr] = V2<f> = 0 (A. 10)
In this case the strains in Cartesian coordinates and in terms of <j> 
become
_  du _  1 d 
£x ~ dx ~ 2G dx2 
_  d v  _  1 d 2&
y dy 2G dy2
du 1 d 2$>e, =
dz 2 G dz
(A .l 1)
and the stresses become
r)u
gx =  2 Gbx + X[ex +  £y +  Ez j =  2G—  + Xdivrj —d 2<b
dx ' dx2
<jy = 2 Gey + %  + ey + et ) =  2 G ^  + M v rj  =
<rz = 2 Gez +  £x +  £y + £z j = 2G —— (- Xdivrj =
dz2
du , d o ^ _ d2<& 
v  dx j dxdy
r  _ o r f d u ^ d w )  d 2&
t w = 2  G
dw dv  
+




In cylindrical coordinates, Eqs. A. 11 becomes
w,
1 d® 1 d<$> 1 dd>
2G d r ' V e ~ 2 G d d ' Wz~ 2 G dz 
d 2® d<D 1 <?2<J> d 2d><7.
drdd ' 6z rdddz ’ v drdz
dr2 ’ 9 rdr r2 dd2 ’ z dz2 
d 2 d 2d> <?2d>
  r  = -- - - - - - - - - - - - - - - -  r  = - - - - - - - - - - - - - -
(A. 13)
Finally the strain and the stresses of Eq. A. 11 when expressed in spheri­
cal coordinates become
We next consider solution of Eq. A. 10, that is, solutions of Laplace’s 
equation.
A.2 - Solutions o f the Laplace Equation.
Although Laplace’s equation had different types of solutions, we focus 
on a special kind of solution applicable to problems of equilibrium of elastic 
spheres, spherical harmonic functions. First, le t’s express Eq. A. 10 in spheri­
cal coordinates as follow (Solkolnikoff 1956 and Kreyszig 1988):
ur = —
2 u  dr z u  d d  ~ zcj dz
d 2<b cM> 1 d 2<& d<t> cot 6 d&
(A. 14)
d 2
Tr8 A - M r .
but-—  = 0, then 
dtp (A. 15)
A p p l y i n g  t h e  m e th o d  o f  s e p a r a t i o n  o f  v a r i a b l e s  o n e  m a y  w r i t e
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O ( r , 0 )  =  / ( r ) y ( 0 ) ( A .  1 6 )
Substituting Eq. A. 16 in Eq. A. 15 we have
d (.2 df (r)}  1 d ( . . d Y ( 0 )
d r \  dr sin 6 dd I
sin0^-rr~^Jde (A. 17)
f { r )  Y(6)
By the usual argument, the two sides must be equal to a constant, say 




~ K f ( r )  = 0
J L  ± U e ^ m + K y(e)
sin0</0l, dd J ” v '
(A. 18) 
(A. 19)
According to Solkolnikoff (1956) and Kreyszig (1988) two solution of 
Eq. A. 18 are
f ( r ) = rn
and (A. 20)
f ( r ) = r~n~l
Inserting the first of the solutions of Eq. A.20 in Eq. A. 18 we get an 
infinite number of values of kn, namely where n is still arbitrary.
kn = n(n + 1) (A.21)
Eq. A. 19 can be cast in the standard form by (a) substituting the new 
value of kn (Eq. D.21) in Eq. A. 19 and (b) setting c = cosq (sin2q = 1 - c2). 







+ n(n + l)Y(9) = 0
(!"  X ) ^ P P -  ~ + n(n +1 )Y(0) =  0
dX dx
(A.22)
According to Solkolnikoff (1956) and Kreyszig (1988), Eq. A .22 is 
known as Legendre’s equation and the solutions are given in terms of Legendre 
polynomials, namely
Y(6)=P„(x) = P„(cose) 
where 
X = co&0 
and
P « ( x ) =  f  ( - t)  ii ,.(2"~ .2,7 )! -  v x " ~ 2mm=o 2 m!(n -  m)\(n -  2m)!
M  - n l  2 or M = (n -  1) /  2, whichever is an i n t e g e r
(A.23)
Below some values of the Legendre polynomials (n = 0, 1, 2, 3, 4, 5) 
are given
po{x) = 1. pi{x) = X
P 2 { X )  =
„ , , { r f - l x )  pAx) = - 2 
(A.24)
Based on Eqs. A.20 and A.23 we may present the final solution as 
follows:
®n = rnPn(cos0) and ( A .2 5 )
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A.3 - Solutions of Equilibrium  Equation Using G alerkin Vector and 
L ove’s Functions.
ous section are of restricted form; that is, the displacement is a constant times 
the gradient of a scalar function F, which means, the solutions were based on 
operators of order one. According to Westergaard (1952), two operators of 
order two occur in the equilibrium equation. Therefore it is rational to seek 
solutions of the equilibrium equation based on operators of order two, instead 
of V, which is of order one. Operators of order two, namely v 2 and Vrf/v* a ŝo 
possess the desirable property of independence of the directions of the axes of 
coordinates. In this case a possible solution of the equilibrium equation may 
be as follows (Westergaard 1952):
The constant “c” needs to be determined and the vector FCaIerkin, as will 
be discussed later, is the so-called Galerkin vector.
The equation of equilibrium in terms of displacements and neglecting 
body forces is given by Eq. A.4. However, if body forces are considered, Eq. 
A.4 becomes
The proposed solution of the equation of equilibrium, that is, Eq. A.25, 
may be inserted in (Eq. D.4). In so doing, one gets
The solutions of the equilibrium equation presented in the previ-
2 Gr] = (cV2 -V d iv )F c




( y 2  + I ^ W / v ) ( cV2 +  V d iv Y Gale* in +  1 Fbody =  0 (A.28)
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Eq. A.27 may be further expanded as follows: 
^cV4 -  V2 Vdiv + ~ y  VdivV2 -  VdivVdivjF,Galerkin
body =  0
Having in mind the following relations,
cV 4FGaUrt!n + V2V div(-1 + -  Y ^ y , Galerkin
+2Fbody = 0
( A .2 9 )
V 2Vdiv = Vfif/vV2 = VdivVdiv (A. 30)
one can rewrite Eq. A.28 as follows:
(A.31)
The second term of Eq. A.30 vanishes if
c = 2(1 -  v) (A.32)
In this case, the Galerkin vector, FCaJerkin, can be obtained from Eq. A.30
as follows:
(1 -  v)V4 FGalerkin + Fbody = 0 
or
V“FGa,e,Un = ^ T  (A.33)
(1 — V)
Taking into account Eq. A.32, the proposed solution of the equilibrium 
equation in terms of FGalerkin, expressed by Eq. A.25, may be stated as follows:
2 0 n  = [2 (.\-v)V 2 -V div]F r M in (A. 34)
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Eq. A .33 gives the displacement in terms of the Galerkin vector. In this 
case, if  FGalerkin has Cartesian components equal to {FGx̂ G y^G i) the compo­
nents of the displacements based on Eq. A.33 are given by
2Gu = 2(1 -  v)V2FGx -  £ divFcdeM„
2Gv = 2(1 -  v)V2FCy -  £ d iv F Gdertin
W  (A.35)
2Gw = 2(1 -  v ) V 2 F G; -  £ d iv F GaleMn
Rewriting the stress-strain relations based on Hooke’s law (Eq. D.12), 
yields the following:
du
gx — 1Gb x + X(bx + By + ez j = 2G -^—i- Xdivrj,
Gy =  IGBy +  X^£x +  By +  bz j = 2G—  + Xdivt],
dw
gz = 1Gbz + X(bx + By + bz j = 2G— + Xdivr},
f xz = 2 G
ryz = 2 G
dz dx ) '
f du dw 
+ •
y -
f  dw t dv ̂  
dy dz
(A.36)
One can substitute the values of the displacements given by Eq. A.34 in 
Eq. A.35 and get the values of the stresses in terms of the Galerkin vector. The 
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< > - v ) V * - |L ) z
As can be noted from Eq. A.36, each of the components of the stresses 
in the directions of x, y, and z, when expressed in terms of the Galerkin vector
are independent of the other two components.
If one can disregard the effect of the body forces, Eq. A.32 that ex­
presses the Galerkin vector becomes
W o * * ,  = 0 <A-38)
A scalar function that satisfies Eq. A.37 is called a biharmonic func­
tion, and a vector function that satisfies Eq. A.37 is called a biharmonic 
vector function. In the case that no body forces are present, the Galerkin 
vector, FGalerkin, must be a biharmonic vector function.
As noted in the definition given by Eq. A.32, the Galerkin vector is a 
function of body forces. Generally, if  body forces exist, they must be in the
vertical direction, or in the direction of z. In this case le t’s now assume a
Galerkin vector that has a component only in the direction of z as follows:
3 6 2
FGalerkin ~ (°’0’ FGz) -  Z (A.39)
Z, in Eq. A.38, is a function that can be expressed in any system of 
coordinates. Based on Eq. A.38 and assuming body force having only the 
vertical component (component in the direction of z), equal to (Fbody)z , one can 
conclude that
Also, if  (Fbody)z = 0, Z is biharmonic.
Substituting Eq. A.38 in A.36, and also recalling that we are assuming 
a Galerkin vector having only a component in the direction of z, one gets the 







Westergaard (1952) states also that Love (1944), using cylindrical coor­
dinate system, arrived at identical equations when studying the problem of a 
solid of revolution strained symmetrically by forces applied at its surface. In 
this case, according to Love (1944) the displacement is the same in all planes 
through the axis of revolution. Therefore, if Eq. A.40 is expressed in cylindri­
cal coordinates and if Z is a function of r and z only, Z becomes Love’s strain 
function. Eq. A.40 expressed in cylindrical coordinates as
drdQdz V r (A.42)
It is also desirable to express Eq. A.41 in spherical coordinates. Ac­
cording to Westergaard (1952), Eq. A.41 expressed in spherical coordinates 
becomes
(A.43)
Appendix B - Stress Around the Wellbore
This appendix deals with the determination of the stress around a well­
bore by using the principle of superposition. The two methods are discussed 
were developed by Haimson (1967) and Deily et al. (1969).
Campos (1983), like Haimson (1967), assumed that total field stress is 
the result of the superposition of three stress fields. These field stresses are (1) 
nonhydrostatic regional stresses in earth, (2) the difference between the fluid 
pressure in the wellbore and the formation fluid pressure, and (3) the radial 
fluid flow through porous rock from the wellbore into the formation due to 
this pressure difference. The assumptions used were: the rock was assumed 
e las tic ,  porous, hom ogeneous and isotropic. The form ation  is under a 
nonhydrostatic state of regional stress with one of the principal regional stresses 
acting parallel to the vertical axis of the wellbore.
Stress Field 1:
1 - 4 — + 3—■ cos2 6 + pe
l + 3-~ cos2 8  +  p e
(B .l)
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_ rl>rl{p<- ~ Pw)  r lp w- r ] p e 
r2{ r ]~ r l )  ( r ] - r l )
2)   2V(rlPw- rePe)
( K - r l )
er(2) = u e
Stress Field 3:
(3) _ a ( l - 2 v) 1
\
'  “  r2{ \ - v ) 2 2 r  — r_ e w
_o) _  « ( l - 2 v) r 2 2 r  — r tvc 1
t—» 1 2 2 r — r - e
w 1 1 £ 1 K
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2 v
(1 - v )
' \  ‘p{r)rdr -  fr p(r)r</r -  p(r)rz
— Jr‘p(r)rrfr-p(r)• r Jrw
(B.2)
(B.3)
The pressure function p(r), is equal to the difference between the fluid 
pore pressure and the reservoir static pressure.
p(r) = p  - p e (B.4)
Finally, formation pore pressure, pp, can be evaluated by the use of 
Darcy's law.
The mathematical model chosen by Deily et al. (1969) was a large 
porous body containing fluid at a particular pressure, P. The body (shown in 
Fig. B .l)  has a cylindrical hole which contains fluid at particular pressure pw. 
The body was acted upon by tectonic stresses, Sx, Sy and Sz. The vertical 
stress, Sz, was assumed equal to the overburden pressure, and the horizontal 
stress were assumed not equal. No strain vertical strain was considered.
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Fig. B .l  shows the body and the respective stresses. Note that the body, 
that is the stress field, was divided into two components (simplified stress 
fields); namely a hollow cylinder acted upon tectonic stresses, Sx, Sy and Sz 
with no fluid inside (Stress Field 1 ), and hollow cylinder with pressured fluid 
inside and no tectonic forces (Stress Field 2). The final stress field is given by 
the superposition of solution for the stress fields for the two simplified stress 
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Fig. B1 - Body model used by Deily et al. (1969)
Appendix C - Gas Flow Rate Equation
The gas reservoir model discussed in Chapter 6  was based on the reser­
voir mass balance assuming the reservoir was under the pseudosteady state 
regime. In this case, gas flow rate can be found by solving the continuity 
equation. This appendix deals with the solution of the continuity equation 
based on real gas pseudopressure that was proposed by Al-Hussainy et al
In deriving the flow equation and establishing the solutions, the follow­
ing assumptions were made.
- the medium is homogeneous.
- the flowing gas is of constant composition.
- the flow is laminar and isothermal.
- permeability for gas is independent of the pressure.
-l*gas(p)-z(p) changes slowly with pressure.
The general form of the continuity equation is given by:
Based on the assumption that permeability for gas is independent of 
pressure and using Darcy's law, gas velocity can be calculated as:
Substituting Eq. (C.2) in Eq. (C .l)  yields:
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k dt ziP). (C.5)
A gas pseudopressure is defined as; 










dm(p)  _  
dx;
2p
\P g a s  i p ) '  z i p )
dp
— , X i = x , y , z
dX; (C.8 )
Eq. (C.5) can then be rewritten in terms of the variable m(p) as:
V2m(z?) = ^ • ^ i P ) ' cgasip) dmjp) 
k dt (C.9)
In case of strictly radial flow Eq. (C.9) becomes:
d  ffl(p) ^  dftl{p) f t  gas ip )• (.P)
dr2 r dr k dt ( C .1 0 )
According to Al-Hussainy, R. et al. (1965), approximated solutions of 
Eq. (C.10) can be used for engineering purposes. In the case of bounded reser­
voir with no flow across outer boundary, constant mass rate production and 
when the rate of pressure decline becomes constant everywhere in the reser­
voir, the following approximated solution applies:
( C . l l )
Eq. ( C . l l )  can be rearranged to a final form as:
Appendix D - Experiment with Poorly Cemented Rocks
D .l - Introduction
This appendix describes the experiment performed to observe the effect 
of fluid pressure on poorly cemented rocks having different degrees of 
cementation. The basic apparatus used to perform the experiment was (a) a 
core holder, (b) a liquid pump, and (c) a plotter. More details are given in D.3, 
below.
In line with the brief description of rock preparation, as found in Clough 
(1989), the rocks used in the experiment were synthetic rocks composed of a 
mixture of different percentages of sand and cement. No laboratory procedure 
to make a standard program for rock sample preparation was attempted because 
that was not the goal of the experiment. However, it seems that such a program 
w ould not be a problem  for fu tu re  work. The exp ress ion  “ degree  of 
cementation” , used in this work, refers to the percentile weight of the cement 
in relation to the total weight of the sample; that is, the weight of cement used 
to prepare the sample divided by the total dry weight of the sample multiplied 
by 100 (Clough 1989).
D.2 - Some Aspects o f Sample Preparation
As previously noted, the synthetic rocks were composed of sand (80# 
Silica and 30 Mesh) and cement (Portland Type I) making up different 
percentages of weight. It is important to note that different laboratory procedures 
will generate poorly cemented rocks that may have quite different compositions 
but that may have similar behaviors. Note also that a higher percentage of 
cement does not necessarily mean stronger rocks. For instance, at the very first 
attempt, the best poorly cemented rock sample was obtained using 12.34% of
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cement and 87.66% of sand. At the end, after having established a better rock 
preparation procedure, samples having 1 % of cement and 99% of sand were 
easily obtained. In this case, both samples were poorly cemented rocks having 
very low rock strength.
The technique used in this work to prepare the sample was to add small 
amounts of water while mixing the sand and the cement (Clough 1989). When 
large amounts of water were added to the sand-cement mixture, it was found 
that the cement segregated, leaving part of the sample without cementation 
and resulting in: (a) a quite heterogeneous synthetic rock sample, or more 
frequently, (b) a completely loose sand sample. Below are listed the necessary 
steps used in this work to obtain a poorly cemented rock (xs% of sand and 
xc% of cement).
D.2.1 - Steps Used to P re p a re  Poorly C em ented  Rocks
a) The sand was weighed. Say for instance that “ws” grams of sand 
were obtained. The total dry weight, “tdw”, of the sample may be calculated as 
follows
w.ytdw = (D .l)
1 0 0  xs
b) W eight of the cement was based on the percentage of cement.
Therefore, “xc” percent of cement will yield a weight of cement equal to 
(xc)(tdw)
wc = ------------  m  21
100 K }
c) The sand and cement were mixed to a point at which the mixture 
became (at least visually) homogeneous.
d) The amount of water used was held to a minimum and was added 
while stirring the mixture. The goal was just to lightly moisten the sand- 
cement mixture to the extent that the cement particles did not segregate but 
created a bond between sand particles. The type of cement used was based on
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availability. In any case, the strength of the bond will depend o f the amount 
and type of cementing material used.
The total percentage of each component in a mixture having ws% of 
sand, wc% of cement and ww% of water (see Table D .l) ,  may be calculated 
using the following formulas:
, wssand percentage = ■
WS +  W C  +  ww 
wccement percentage =
ws + wc + ww (D 3)
wwwater percentage =
ws +  wc 4- ww
Table D .l-  Makeup of a sample having 3% cement.
Material Weight
(grams)
Dry Percentage Total Percentage
Sand 525.90 97.00 96.28




D.3 - Some Aspects o f the Apparatus
Fig. D .l shows a general view of the apparatus used in the experiment. 
The numbers indicate the position of the valves and the arrows indicate the 
direction of fluid flow. Fig. D.2 shows a more detailed view of the core holder 
and the expected fluid flow pattern for each pressure shock. Details of the 










Fig. D .l — Schematic view of the apparatus. Numbers indicate valves and 
arrows indicate fluid flow direction.
D.4 - Experim ent Procedure
The procedure used to perform the experiment was as follows:
a) The sand-cement mixture was placed inside the core holder. The 
sample was left to dry out for about three days.
b) The core holder (Fig. D.2) was carefully installed in the apparatus as 
it appears in Fig. D .l .
c) 1 0 0  psi confining pressure was used to prevent fluid flow around the 
sample. After applying the confining pressure, Valve 3 was kept closed.
d) Fluid Pressure was applied to the rock. This was done by (a) closing 
Valves 1, 2, 4, and 5, (b) slowly increasing the fluid pressure to the desired 
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Fig. D.2 - Cutaway view of the core holder. Arrows indicate the fluid flow 
direction and fluid flow pattern.
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procedure” was done to simulate high pressure fluid flow (probably at high 
velocity) in the rock, more specifically at the bottom part of the sample.
e) The initial rock permeability and the rock permeability after each 
pressure shock were measured to observe any change. This was done after 
applying a small confining pressure ( 1 0 0  psi) and pumping fluid at different 
flow rates. Fluid pressure and fluid flow rate were then measured for four 
different flow rates. However, as the rocks and the environmental conditions 
probably would be different at each test, only the slope of the Pressure versus 
Flow Rate curve was calculated. This procedure was based on the assumption 
that for lower flow rates the fluid flow through the sample was linear. Therefore, 
any variation of the slope of the curve would be due to variation of rock 
permeability only. Theoretically this may be seen by use of D arcy’s law for 
linear fluid flow as follows. Consequently, if for instance, the slope of the 
curve flow rate versus pressure decreases, then the rock permeability decreases 
(see Fig. D.3).
The slope of the curve fluid flow rate versus pressure differential is 
given by
kA
Q = — Ap = slope Q x A p  
fiL
A (D.4)
k —  = k(cons tan t) ==> Q = k(cons tan f)Ap
D.5 - Important Aspects o f the Experiment
In order to obtain a good interpretation of the results of the experiment, 
it is important to keep in mind the limitations and possible sources of error of 
the experiment. As noted earlier, the main goal of the experiment was to 







Fig. D.3 — Schematic flow rate versus pressure plot showing the slope and its 
relation with rock permeability.
In a real underground blowout situation, the flowing fluid probably will 
be at high flow rate and high pressure. Therefore, in order to duplicate such 
conditions in the laboratory it would be necessary to have a pump capable of 
providing correspondingly high fluid flow and pressure. Because such a pump 
was not available, it was necessary to adapt the test to perform something 
similar. As described previously, this was achieved by closing certain valves, 
increasing the fluid pressure, and letting the fluid flow “instantaneously” 
through the rock. Although, this procedure had the merit of giving a fluid flow 
behavior similar to that found in underground blowouts, it did not allow the 
measurement of the flow rate (or instantaneous flow rate) at the time.
Another important consideration to be noted is the confining pressure 
used during the test. As stated earlier, the main objective of applying a confining 
pressure was to prevent fluid flow between the sample and the internal core 
holder wall. However, applying lateral and axial pressures also helped to 
simulate the condition of rock located underground. The main experimental 
problem was how to apply such a set of pressures to rock in a laboratory.
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Ideally, the confining pressure needs to be applied uniformly (or isotropically) 
around the sample, and after that an axial stress may be applied. The reason 
for this can be seen by the use of the Mohr Circle representation that follows:
a) Applying an isotropically compressive stress field in the rock will 
generate a simple point on the normal stress (zero shear stress) axis in the 
shear stress versus normal stress diagram (Fig. D.4). This simple point will 
move toward the right side of the graph as confining pressure is raised. In this 
case, no failure will occur as confining pressure is raised because the point 





Fig. D.4 —  Shear versus normal stress plot. Note that for an isotropic stress 
field, the Mohr Circle becomes just a single point.
b) After a certain amount of confining pressure is applied isotropically, 
the axial stress may be superposed. In this case the axial stress value must be 
such that does not allow the Mohr circle to grow and touch the failure line. 
This will generate a Mohr circle as shown in Fig. D.5. After that, the experiment 
may begin.
c) However, the available apparatus was not set up to allow application 
of an initial isotropic stress field. Instead, a small axial stress (the actual value
380
was not measured) was applied and then, a 1 0 0  psi confining pressure was 





Fig. D.5 — Shear versus normal stress plot. Note that in this case no failure 
occurs.
c . l )  Applying zero confining stress and an axial stress may have created 
a Mohr circle that touched the failure line and caused an initial damage in the 




Fig. D . 6  — Failure occuring after applying axial stress and zero confining 
stress.
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c.2) Likewise, applying 100 psi confining stress and small axial stress 
may have created a Mohr circle that touched the failure line and caused initial 
damage in the sample (Fig. D.7).
Coulomb Line
X
Pa = axial stress 
Pc = confining stress
Pc aPa
Fig. D.7 — Failure occuring after applying confining stress.
d) Although, the above scenarios may have developed, the confining 
and axial stresses were applied in such a way to prevent initial damage in the 
rock. Again, translating into terms of Mohr circle the following situation shown 
in Fig. D 8  was attempted. The small Mohr circle represents the application of 
the axial stress under zero confining pressure. The larger Mohr circle represents 
the final situation after applying confining pressure. Note that neither of the 
circles touched the failure line, and therefore no initial damage was imposed 
on the sample.
As noted, certain situations may lead to an initial damage of the rock. 
Flowever, it is believed that even an initial rock damage will not necessarily 
compromise the experiment. An initial rock damage may cause the creation of 
shear fractures. However, such shear fractures are not believed to be able to 
granulize the sample. If the sample granulizes completely or partially, the
3 8 2
main factor to lead to such behavior is probably the fluid pressure acting on 
the sample.
Coulomb Line
Pa = axial stress 
Pc = confining stress
Pa Pc
Fig. D . 8  —  Ideal situation when an initial isotropic stress field is not available.
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