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$(0, \theta)$ Graybill and Conne11(1964),













(Al) $f_{X}(x)$ $(a, b)$
$f_{X}(x)\{\begin{array}{l}>0 (a<x<b) ,=0 ( ).\end{array}$
(A2) $f_{X}(x)$ $(a, b)$ $c_{1}$ , c2 $>0$
;
$\lim_{xarrow a+0}f_{X}(x)=c_{1}, \lim_{xarrow b-0}f_{X}(x)=c_{2}.$
$(A3)\gamma>-1$ $f_{X}(x)$ $g_{1,92}>0$ ;
$fx(x)\approx g_{1}(x-a)^{\gamma} (xarrow a+0)$ ,
$fx(x)\approx g_{2}(b-x)^{\gamma} (xarrow b-0)$ .
” $\approx$” $x$ 1 (A3)
(A2) $\gamma=0$ (A2) (A3)
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;$X_{(1)}:= \min_{1\leq i\leq n}X_{i}, X_{(n)}:=\max_{1\leq i\leq n}X_{i},$
$S’:= \frac{n\{(b+a)-(X_{(n)}+X_{(1)})\}}{2},$
$T’:= \frac{n\{(b-a)-(X_{(n)}-X_{(1)})\}}{2}.$
2.1 (Koike(2007)). $f_{X}(x)$ (Al), (A2) $(S’, T’)$
$f_{S}^{(n)}(s,t)$ $narrow\infty$ ;




$=\{\begin{array}{ll}4c_{1^{2}}te^{-2c_{t}} (t>0, c_{1}=c_{2}) ,\frac{2c}{c_{2}}\underline{\iota}^{c}c_{1}r(e^{-2c_{1}t}-e^{-2c_{2}t}) (t>0, c_{1}\neq c_{2}) ,0 (t\leq 0)\end{array}$ (2)
$f_{X}(x)$ (Al) (A2) (Al) (A3)
$U’:=n^{\frac{1}{\gamma+1}}(Y_{(1)}-a) , V’:=n^{\frac{1}{\gamma+1}}(Y_{(n)}-b)$
$(U’, V’)$
2.2 (Koike(2007)). $f_{X}(x)$ ($AI$ ), (A3) $(U’, V’)$
$f_{U,V’}^{(n)}(u, v)$ $narrow\infty$ ;






$f_{X}(x)$ (Al), (A2) (2) $c_{1}=c_{2}$
$c_{1}\neq c_{2}$
2.2.1
$f_{X}(x)\ovalbox{\tt\small REJECT}^{\vee}\cdot(A1),$ $(A2)$ $c_{1}=c_{2}$ $c_{1}=c_{1}(b-a)$
$c_{1}(x)$ $x=b-a$ $0<x\leq b-a$ $c_{1}(x)\geq c_{1}(b-a)$
(2) $T’$
$f_{T’}(t)=4c_{1^{2}}te^{-2c_{1}t} (t>0)$







$0<\alpha<1$ $\alpha=(l+1)e^{-l}$ $l$ $l_{0}$ $*$ 1, $n_{1};=$
$l_{0}/c_{1}(b-a)d$ $\kappa_{1}(n)$ $n$ $n\geq n_{1}$
$\kappa_{1}(n)\geq\kappa_{1}(n_{1})=1-\alpha.$
$n\geq n_{1}$ $n$ $n_{1}$ $c_{1}(b-a)$
$b-a$
;







$( i)\frac{\tau_{1}}{n_{1}}arrow-1a.s.$ $(darrow 0+)$ ,
(ii) $\lim_{darrow 0+}P(|b-a-R_{\tau_{1}}|\leq d)=1-\alpha$ ( ),
(iii) $\frac{E(\tau_{1})}{n_{1}}arrow 1$ $(darrow 0+)$ ( ).
2.4. $X_{1},X_{2},$ $\ldots$ $U(a, b)$
$f_{0}(x)=\{\begin{array}{ll}\frac{1}{b-a} (a\leq x\leq b) ,0 ( )\end{array}$
$c_{1}(b-a)=1/(b-a)$ $c_{1}(b-a)$ $x=b-a$


















$x=b-a$ $0<x\leq b-a$ $l_{0}(x)\leq l_{0}(b-a)$
$n_{2}:=l_{0}(b-a)/d$ $\kappa_{2}(n)$ $n$ $n\geq n_{2}$
$\kappa_{2}(n)\geq\kappa_{2}(n_{2})=1-\alpha.$
$n\geq n_{2}$ $n$ $n_{2}$ $l_{0}(b-a)$
$b-a$ $R_{n}$
;
$\tau_{2}:=\inf\{n\geq n_{0}|l_{0}(R_{n})\leq dn\}$ . (5)
$n_{0}\geq 2$
2.5. $\tau_{2}$ ;
$( i)\frac{\tau_{2}}{n_{2}}arrow 1a.s.$ $(darrow 0+)$ ,
(ii) $\lim_{darrow 0+}P(|b-a-R_{\tau_{2}}|\leq d)=1-\alpha$ ( $|$ ),
(iii) $\frac{E(\tau_{2})}{n_{2}}arrow 1$ $(darrow 0+)$ ( ).
2.6. 1 $(c_{2}=2c_{1})$
$f_{X}(x)$ ;
$f_{X}(x)=\{\begin{array}{ll}\frac{2}{3(b-a)^{2}}x+\frac{2(b-2a)}{3(b-a)^{2}} (a\leq x\leq b) ,0 (f\mathfrak{g}) .\end{array}$ (6)
$X_{l}$ , X2, . . . $T’=n(b-a-R_{n})/2$





$\alpha,$ $c_{1}$ , c2 $l_{0}$
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$x=b-a$ $0<x\leq b-a$ $l_{0}(x)\leq l_{0}(b-a)$
$l_{0}(x)$









$f_{U’}(u)=g_{1}u^{\gamma} \exp\{-\frac{g_{1}}{\gamma+1}u^{\gamma+1}\} (u>0)$ ,
$f_{V’}(v)=g_{2}(-v)^{\gamma} \exp\{-\frac{g_{2}}{\gamma+1}(-v)^{\gamma+1}\} (v<0)$






$l$ 10 $l_{0}=l_{0}(b-a)$ 10 $(x)$
$x=b-a$ $0<x\leq b-a$ $l_{0}(x)\leq l_{0}(b-a)$







$\tau_{3}:=\inf\{n\geq n_{0}|l_{0}(R_{n})\leq dn^{\frac{1}{\gamma+1}}\}$ . (8)
$n_{0}\geq 2$
2.7. $\tau_{3}$ ;
(i) $\frac{\tau_{3}}{n_{3}}arrow 1a.s.$ $(darrow 0+)$ ,
(ii) $\lim_{darrow 0+}P(|b-a-R_{\mathcal{T}_{3}}|\leq d)=1-\alpha$ ( $|$ ),





$f_{X}(x)=\{\begin{array}{ll}\frac{2}{3b^{2}}x+\frac{2}{3b} (0\leq x\leq b) ,0 ( )\end{array}$
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1. $(\tau_{2}, [R_{\eta_{2}}, R_{\tau_{2}}+d])$
2. $(\tau_{2}, [R_{\mathcal{T}2}, R_{\tau_{2}}+d])$
3. $(\tau_{2}, [R_{\mathcal{T}2}, R_{\tau_{2}}+d )$
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