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Abstract
The problem of arbitrary decomposition of a graph G into closed trails i.e. a decomposition into closed trails of prescribed
lengths summing up to the size of the graph G was first considered in the case of the complete graph G = Kn (for odd n) in
connection with vertex-distinguishing coloring of the union of cycles.
Next, the same problem was investigated for other families of graphs.
In this paper we consider a more general problem: arbitrary decomposition of a graph into open and closed trails. Our results
are based on and generalize known results on decomposition of a graph into closed trails. Our results also generalize some results
concerning decomposition of a graph into open trails. We here emphasize that the known results on the closed case are basic
ingredients for the proof of the open and closed case.
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1. Introduction
Here and in subsequent sections, we identify a trail T of length r with any sequence (v0, v1, . . . , vr ) of vertices of
T such that vivi+1 are distinct edges of T for i = 0, 1, . . . , r − 1. Recall that we do not require the vi to be distinct.
A trail T is closed if v0 = vr and T is open if v0 6= vr .
A graph G is said to be even if the degrees of all its vertices are even. By Euler’s theorem, a connected even graph
is Eulerian (i.e. contains a closed trail passing through all its edges exactly once). Thus a closed trail of length n is
often regarded as an Eulerian graph (or subgraph) of size n.
Consider a simple graph G = (V, E), whose size we denote by e(G).
Let τl = (l1, . . . , lk) and τt = (t1, . . . , tp) be two finite sequences of positive integers. We shall write these
sequences in the following short form τ = (l1, . . . , lk; t1, . . . , tp), and call it just a sequence.
We allow the situations where k = 0 or p = 0. In these cases we use the notation τ = (−; t1, . . . , tp) or
τ = (l1, . . . , lk;−), respectively.
A sequence τ = (l1, . . . , lk; t1, . . . , tp) is called admissible for a graph G if the following conditions hold:
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1.
∑k
j=1 l j +
∑p
i=1 ti = e(G),
2. there exists an open trail of length l j in G for each j and a closed trail of length ti in G for each i , 1 6 j 6 k,
1 6 i 6 p,
3. k, p > 0, k 6= 1 and∑kj=1 l j > 3 for k > 2.
If τ = (l1, . . . , lk; t1, . . . , tp, ) is an admissible sequence for G and G can be edge-disjointly decomposed into open
trails L1, . . . , Lk of lengths l1, . . . , lk respectively, and closed trails T1, . . . , Tp of lengths t1, . . . , tp respectively, then
τ is called realizable in G and the sequence (L1, . . . , Lk; T1, . . . , Tp) is said to be a G-realization of τ or a realization
of τ in G.
If for each admissible sequence τ for a graph G, there is a realization of τ in G, then we say, that the graph G is
arbitrarily decomposable into open and closed trails.
Somewhat artificial condition 3 is to avoid exceptions in the statements of theorems. In particular, it is easy to see
that the possibility k = 1 would imply that any Eulerian graph G would not be arbitrarily decomposable into open
and closed trails.
If for each admissible sequence τ = (−; t1, . . . , tp) for a graph G, there is a realization of τ in G, then we
say, that the graph G is arbitrarily decomposable into closed trails; whereas, if for each admissible sequence
τ = (l1, . . . , lk;−) for a graph G, there is a realization of τ in G, then we say, that the graph G is arbitrarily
decomposable into open trails.
Remark. By definition, a graph which is arbitrarily decomposable into open and closed trails is also arbitrarily
decomposable into closed trails as well as arbitrarily decomposable into open trails.
Problems of arbitrarily decomposable graphs into closed trails were first investigated by P.N. Balister. The
motivation and application of Theorem 1 can be found in problems concerning vertex-distinguishing proper edge-
coloring of graphs [2], because for a graph G of maximal degree 2, the vertex-distinguishing coloring problem can be
translated into a problem of packing the line graph L(G) of G into a complete graph.
Let Ka,b be the complete bipartite graph with bipartition (A, B) such that |A| = a and |B| = b, a 6 b. We let I
denote a 1-factor in Kn with n even (in Theorem 1) or in Ka,a with a odd (in Theorem 3).
Theorem 1 ([1]). The graphs G = Kn for odd n or G = Kn− I for even n, are arbitrarily decomposable into closed
trails. 
The following theorem was proved by M. Hornˇa´k and M. Woz´niak.
Theorem 2 ([7]). If a, b are even, then the complete bipartite graph Ka,b is arbitrarily decomposable into closed
trails. 
Other families of graphs that are arbitrarily decomposable into closed trails are given in the following two theorems.
Theorem 3 ([5]). If a is odd, then the graph Ka,a − I is arbitrarily decomposable into closed trails. 
Theorem 4 ([3]). If n is a positive integer, then the complete tripartite graph Kn,n,n is arbitrarily decomposable into
closed trails. 
We shall show that all above mentioned graphs that are arbitrarily decomposable into closed trails are actually
arbitrarily decomposable into open and closed trails. These results will be given in Section 3. The main tool will
be results proved in the next section. We add that Lemmas 9 and 10, which will be proved in Section 3, may be of
independent interest.
2. Some tools
We start with the following simple lemma.
Lemma 5. Let a, b be positive integers, and G be an Eulerian graph, such that e(G) = a+b. Then, we can decompose
G into two open trails A and B of lengths a and b.
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Proof. Write G = (x0, x1, . . . , xa+b−1, x0). If x0 6= xa , we are done with A = (x0, x1, . . . , xa) and B =
(xa, . . . , xa+b−1, x0). If x0 = xa , then x1 6= xa+1 (as a consequence of x0x1 6= xaxa+1) so that we can define
A = (x1, . . . , xa+1) and B = (xa+1, . . . , xa+b−1, x0, x1). 
Theorem 6. Let a, b, c be positive integers, and G be an Eulerian graph, such that e(G) = a + b + c. Then, G can
be decomposed into open trails A, B and C of lengths a, b and c, respectively.
Proof. Let l = a + b + c. Write G = (x0, x1, . . . , xl−1, x0). Let A = (x0, x1, . . . , xa), B = (xa, . . . , xa+b) and
C = (xa+b, . . . , xl−1, x0). If all these trails are open, we are done. Without loss of generality we may suppose that A
is closed i.e. x0 = xa . Then a > 3.
Now, by assuming that no decomposition is possible, we will reach after some steps a final contradiction. We
proceed as follows:
Claim 1. xa+b+1 = xa+1.
Suppose that xa+b+1 6= xa+1. Since x1 6= xa−1, we have xa+b+1 6= x1 or xa+b+1 6= xa−1. If the
latter inequality holds, then A′ = (xa−1, xa−2, . . . , x1, , x0, xa+1), B ′ = (xa+1, xa+2, . . . , xa+b+1), C ′ =
(xa+b+1, xa+b+2, . . . , xl−1, x0, xa−1) is a decomposition with the described properties, a contradiction. We may now
assume xa+b+1 6= x1. Then, by putting
A′′ = (x1, x2, . . . , xa, xa+1),
B ′′ = (xa+1, xa+2, . . . , xa+b+1),
C ′′ = (xa+b+1, xa+b+2, . . . , xl−1, x0, x1),
we get a contradiction.
It follows from Claim 1 that b > 3 and xa+b 6= xa+2. Note that we can write the closed trail G as
(x0, x1, . . . , xa, xl−1, xl−2, . . . , xa+1, x0). Applying Claim 1 to this last closed trail, with the roles of b and c replaced
by each other, we obtain:
Claim 2. xa+b−1 = xl−1.
By Claim 2 we have c > 3 and xa+b 6= xl−2. We can now write G as
(x0, x1, . . . , xa, xa+1, . . . , xa+b−2, xl−1, xl−2, xl−3, . . . , xa+b, xl−1, x0).
Applying Claim 1 to such a graph G we obtain:
Claim 3. xl−3 = xa+1 (it is possible that l − 3 = a + b + 1).
Claim 3 implies xl−2 6= xa+2. We write G as
(x0, x1, . . . , xa, xa+b+1, xa+b, xa+b−1, xa+b−2, . . . , xa+2, xa+b+1, xa+b+2, . . . , xl−1, x0)
Applying now Claim 2 to graph G we get:
Claim 4. xa+3 = xl−1 (it is possible that a + 3 = a + b − 1) (see Fig. 1).
But then we write G as
(x2, x3, . . . , xa, xl−1, xl−2, xa+1, xa+2, xa+3, . . . , xa+b−1, xa+b, xa+b+1, . . . , xl−3, x0, x1, x2).
We consider three vertices xa+2, xa+b and xl−2. Recall that xa+2 6= xa+b 6= xl−2 6= xa+2. Note also that the paths
(xa+1, xa+2, xa+3), (xa+b−1, xa+b, xa+b+1) and (xl−3, xl−2, xl−1) have the same set of end vertices. Hence the roles
of xa+2, xa+b and xl−2 are symmetric. Since they are distinct, at least two of them are different from x2. Without loss
of generality, we may assume that, for instance, x2 6= xa+b and x2 6= xl−2. Now it is easy to see that the following
trails
A˜ = (x2, x3, . . . , xa, xl−1, xl−2),
B˜ = (xl−2, xa+1, xa+2, xa+3, . . . , xa+b−1, xa+b),
C˜ = (xa+b, xa+b+1, . . . , xl−3, x0, x1, x2)
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Fig. 1. A possible graph G.
Fig. 2. An Eulerian graph without decomposition into four open trails
define a desired decomposition, a contradiction. 
Remark. Theorem 6 is best possible in the sense that there is an Eulerian graph which is not arbitrarily decomposable
into four open trails. For instance, the graph drawn in Fig. 2 having 12 edges cannot be decomposed into four open
trails of length three. Any decomposition of the edge set of the graph in Fig. 2 into four 3-element subsets contains
a set with all three edges outside the triangle xyz; thus, it induces either a disconnected graph or a 3-cycle (that
corresponds to a closed trail of length three).
Proposition 7. Let l1, . . . , lk be positive odd integers and let G be a bipartite trail of size e(G) = l1+ . . .+ lk . Then,
G can be decomposed into k open trails of lengths l1, . . . , lk .
Proof. Let l = l1 + . . . + lk . Write G = (x0, x1, . . . , xl) and define the decomposition of G as follows: L1 =
(x0, . . . , xl1), L2 = (xl1 , . . . , xl1+l2), . . . , Lk = (xl1+...+lk−1 , . . . , xl).
Because in a bipartite graph there is no closed trail of odd size, all trails defined above are open. 
3. Results
We collect all results in one theorem.
Theorem 8. The following families of graphs are arbitrarily decomposable into open and closed trails:
1. complete graphs Kn for n odd,
2. the graphs Kn − I for n even,
3. complete bipartite graphs Ka,b for a and b even,
4. bipartite graphs Ka,a − I for a odd,
5. complete tripartite graphs Kn,n,n for any positive integer n.
We establish the theorem by proving two lemmas.
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Lemma 9. Let G be an Eulerian graph, and suppose that for each integer t with 3 6 t 6 e(G) − 3, G has a
closed trail of length t. Suppose further that G is arbitrarily decomposable into closed trails. Then G is arbitrarily
decomposable into open and closed trails.
Proof. The proof is by induction on k, the number of open trails in the decomposition corresponding to an admissible
sequence τ = (l1, . . . , lk; t1, . . . , tp).
For k = 0, the desired conclusion immediately follows by the assumption. Thus, let k > 2 (recall that, by definition,
k cannot be equal to one).
Without loss of generality, we may assume that l1 6 l2 6 · · · 6 lk .
Consider first the case where k > 4.
Then the sequence τ ′ = (l3, . . . , lk; l1 + l2, t1, . . . , tp) is admissible except for the case where l1 + l2 = 2. Thus,
suppose that l1 + l2 > 3.
Observe that τ ′ has less open trails lengths than τ . Hence, by the induction hypothesis, τ ′ is realizable. Now, by
using Lemma 5, we can decompose the closed trail of length l1 + l2 into two open trails of length l1 and l2. Finally,
we get a realization of the sequence τ .
If l1 + l2 = 2, we define τ ′ by τ ′ = (2, l3, . . . , lk; t1, . . . , tp). Again, τ ′ has less open trails lengths than τ . As
above, in order to get a τ -realization, we apply first the induction hypothesis and next we decompose the trail of length
two into two edges.
In the case k = 3, we replace the sequence τ by the the sequence τ ′ = (−; l1 + l2 + l3, t1, . . . , tp) and use
Theorem 6 instead of Lemma 5.
Finally, if k = 2, then, by definition, l1 + l2 > 3 and the sequence τ can be replaced by the sequence
τ ′ = (−; l1 + l2, t1, . . . , tp). Since τ ′ is admissible, we can again use the induction hypothesis and Lemma 5 to
get the realization of τ . 
Lemma 10. Let G be a bipartite Eulerian graph, and suppose that for each even integer t with 4 6 t 6 e(G) − 4,
G has a closed trail of length t. Suppose further that G is arbitrarily decomposable into closed trails. Then G is
arbitrarily decomposable into open and closed trails.
Proof. Let τ = (l1, . . . , lk; t1, . . . , tp) be an admissible sequence for G. We proceed by induction on k. If k = 0, then
the realization of τ follows from the assumption.
Suppose k > 2. Let us observe that all the numbers t j are even and, since the size of G is even too, the number of
odd terms in the first part of the sequence τ is even. Therefore, we may assume without loss of generality that l1+ l2 is
even. We may further assume that if k = 4 and l1+ l2 > 4, then we also have l3+ l4 > 4. Consider now the sequence
τ ′ defined as follows: for k > 4, τ ′ = (l3, . . . , lk; l1 + l2, t1, . . . , tp) or (l1 + l2, l3, . . . , lk; t1, . . . , tp) according to
whether l1 + l2 > 4 or l1 + l2 = 2. τ ′ = (−; l1 + l2 + l3, t1, . . . , tp) for k = 3 and τ ′ = (−; l1 + l2, t1, . . . , tp) for
k = 2.
In all cases, the sequence τ ′ is admissible and has less open lengths terms than τ . Therefore, the realization of τ ′
in G follows from induction and the realization of τ can be easily obtained from the realization of τ ′ by applying
Lemma 5 or Theorem 6. 
Proof of Theorem 8. As to 1, 2 and 5, the theorem follows from Theorems 1 and 4 and Lemma 9; as to 4, it follows
from Theorem 3 and Lemma 10. Thus it suffices to consider the case where G = Ka,b with a, b even. If a, b > 4,
the desired conclusion follows from Theorem 2 and Lemma 10. Instead, if for example a = 2, then G contains only
closed trails of length divisible by 4, whence Lemma 10 is not applicable. Therefore, let us now assume that a = 2.
As above, let τ = (l1, . . . , lk; t1, . . . , tp) be an admissible sequence for G = K2,b. We again proceed by induction
on k. If k = 0, then the realization of τ follows from Theorem 2.
Suppose k > 2. Let us observe that all the numbers t j satisfy t j ≡ 0(mod 4). Since the size of G is divisible
by four, the number of odd terms in the first part of the sequence τ is even. Denote by l˜ the sum of all odd terms
li . If all l1, . . . , lk are odd, then l˜ ≡ 0(mod 4) and the sequence τ ′ = (−; l˜, t1, . . . , tp) is admissible. Hence, by
induction and Proposition 7 we can obtain a realization of τ . If there are some (but not all) even terms li , we define
τ ′ = (l˜, l ′1, . . . , l ′k′; t1, . . . , tp) with l ′i even, and we proceed as above.
Consequently, we may assume that all li terms are even. Thus, for each li either li ≡ 0(mod 4) or li ≡ 2(mod 4).
We observe that the number of terms satisfying the latter congruence is even.
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Fig. 3. A graph arbitrarily decomposable into closed trails which is not arbitrarily decomposable into open and closed trails
Therefore, it is possible to choose the first two terms in τ in such a way that l1+l2 ≡ 0(mod 4). Then, the sequence
τ ′ defined as follows: τ ′ = (l3, . . . , lk; l1 + l2, t1, . . . , tp) for k > 4 and τ ′ = (−; l1 + l2, t1, . . . , tp) for k = 2 is
admissible. If k = 3 then of course we have l1+ l2+ l3 ≡ 0(mod 4) and the sequence τ ′ = (−; l1+ l2+ l3, t1, . . . , tp)
is admissible, too. The remaining part of the proof is analogous to the proof of Lemma 10. 
As a corollary of the above theorem we get the following result concerning decomposition into open trails. Some
of these results were obtained earlier by using more direct methods (see for instance [4]).
Corollary 11. The following families of graphs are arbitrarily decomposable into open trails:
1. complete graphs Kn for n odd,
2. the graphs Kn − I for n even,
3. complete bipartite graphs Ka,b for a and b even,
4. bipartite graphs Ka,a − I for a odd,
5. complete tripartite graphs Kn,n,n for any positive integer n. 
We finish this section by giving (in Fig. 3) an example of a graph G which is arbitrarily decomposable into closed
trails (this fact was first observed in [6]) but is not arbitrarily decomposable into open and closed trails. Indeed, let us
consider the sequence (2, 3; 3, 3). It is evidently admissible for G but is not realizable. It is sufficient to observe that
each triangle of G has to contain the edge xy.
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