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Abstract
It is shown that a Gaussian measure in a given inﬁnite-dimensional Banach space always admits an
essentially unique Gaussian disintegration with respect to a given continuous linear operator. This covers a
similar statement made earlier in [Lee and Wasilkowski, Approximation of linear functionals on a Banach
space with a Gaussian measure, J. Complexity 2(1) (1986) 12–43.] for the case of ﬁnite-rank operators.
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1. Introduction
Professor Henryk Wozniakowski’s contribution to the theory of information-based complexity
(IBC) is widely known. Our interest in this area was also stimulated by him. We both (especially
the elder one of us) many times had the pleasure to meet Professor Henryk Wozniakowski in
our country, in both of his countries, and in other places. We have been having the impression
that a mathematical statement used by him to obtain a result in his research was not only a
tool to achieve the result but also, at the same time, it had an independent interest for him as a
mathematical statement itself: he appreciates and loves beauty in mathematics.
Our main motivation was the fundamental monograph [24], in which signiﬁcant applications
of the theory of inﬁnite-dimensional probability distributions are given for studying a wide range
of problems of numerical analysis and approximation theory.
We deal with the concept of a disintegration of a given probability measure relative to a mea-
surable mapping, and its use for the study of average-case optimal algorithms in the sense of the
theory of IBC.
The general problem of disintegration for the needs of Ergodic theory was posed and solved in
[15] (see historical notes to [3, Chapter 6]).
Usually, a disintegration is deﬁned and studied for not necessarily ﬁnite measures in the context
of topological spaces (see [3]; see also [1] where a gap from [3] is repaired). We refer interested
readers to the works [4,6–11,13,14,17,23] related to disintegration. The concept of disintegration
(with the name ﬁbering) was successfully used in [5] to study functionals of stochastic processes.
By means of disintegrations in [24] the concepts of local average radius of information, local and
global average errors, and central algorithms are introduced and studied.
We study disintegration of measures in Banach spaces with respect to continuous linear op-
erators. It is shown, in particular, that if  is a Gaussian measure in a separable Banach space
X, Y is an another separable Banach space and  : X → Y is a continuous linear operator, then
there always exists a disintegration q : B(X) × Y → [0, 1] of  with respect to  and, moreover,
the measures q(·, y), y ∈ Y are Gaussian. A similar result for ﬁnite-dimensionalY was obtained
earlier in [12] (see also [24, Appendix, Lemma 2.9.6] and [20, Theorem 3.4.1]); however, in the
proof of [12] (as well as in [24]) a statement was used that later turned out to be not correct in
general (see Remark 3.14). Our proof is based on a different auxiliary statement.
Finally, in the last section the Gaussian disintegration is applied for the proof of the existence
of average-case optimal algorithms in the sense of [24].
2. Transition measures and disintegration
2.1. Measurable mappings
Let X be a set, (Y,F) be a measurable space; for a mapping  : X → Y we write A :=
{−1(F ) : F ∈ F}. If A is a -algebra of subsets of X, then the mapping  will be called
(A,F)-measurable, if A ⊂ A.
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For a topological space Z we denote B(Z) the Borel -algebra of Z.
If (X,A) is a measurable space and Z is a topological space, then a mapping  : X → Z will
be called A-measurable, if it is (A,B(Z))-measurable.
If X and Z are topological spaces, then a mapping  : X → Z will be called Borel measurable
if it is (B(X),B(Z))-measurable.
A topological space Zwill be calledPolish if it is homeomorphic to a complete separable metric
space.
Let (X,A) be a measurable space,  be a positive measure on A, (Y,F) be an measurable
space and  : X → Y be an (A,F)-measurable mapping. It is easy to see that the set function
 :=  ◦ −1 is a positive measure on F . The measure  is called the image of  with respect
to .
We shall use frequently the following well-known statement.
Lemma 2.1. Let (X,A, ) be a measure space, (Y,F) be a measurable space,  : X → Y be
an (A,F)-measurable mapping,  be the image of  with respect to  and g : Y → C be a
F-measurable function. Then g ∈ L1(Y,F, ) ⇐⇒ g ◦  ∈ L1(X,A, ).






g(y) d(y), ∀B ∈ F .
2.2. Transition probabilities
Let (X,A) and (Y,F) be measurable spaces. A mapping q : A× Y → [0, 1] will be called a
transition probability relative to (X,A) and (Y,F) if it has the following properties:
(TP1) for a ﬁxed y ∈ Y the set function q(·, y) is a probability measure on A,
(TP2) for a ﬁxed A ∈ A the function q(A, ·) is measurable with respect to F .
Lemma 2.2. Let (X,A) and (Y,F) be measurable spaces, q : A × Y → [0, 1] be a transition
probability relative to (X,A) and (Y,F) and f : X → C be a A-measurable function.
Write qy(·) := q(·, y) for y ∈ Y and
Yf,q =
{
y ∈ Y :
∫
X
|f (x)| dqy(x) < ∞
}
.
Then Yf,q ∈ F , the function y →
∫
X
f (x) dqy(x) is F-measurable on Yf,q .
In particular, if f : X → C is a bounded A-measurable function, then Yf,q = Y and y →∫
X
f (x) dqy(x) is a F-measurable function on Y.
Proof follows in a standard way from (TP2).
Let q : A × Y → [0, 1] be a transition probability relative to (X,A) and (Y,F) and  be a
probability measure on F . Then it is easy to see that the set function q   : A → [0, 1] deﬁned
by the equality
q  (A) :=
∫
Y
q(A, y) d(y), A ∈ A
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is a probability measure on A. The measure q   is called a mixture of the family q(·, y), y ∈ Y
with respect to the mixing measure .
Lemma 2.3. Let (X,A) and (Y,F) be measurable spaces, q : A × Y → [0, 1] be a transition
probability relative to (X,A) and (Y,F),  be a probability measure on F ,  := q   and
f ∈ L1(X,A, ;C).
Write qy(·) := q(·, y) for y ∈ Y and Yf,q = {y ∈ Y :
∫
X
|f (x)| dqy(x) < ∞}. Then:
(1) Yf,q ∈ F and (Yf,q) = 1,
(2) the function y → ∫
X
f (x) dqy(x) is -integrable on Yf,q and the following equality holds:
∫
X








Proof. The measurability statements follow from Lemma 2.2; the remaining part coincides with
[16, Corollary 2 to Proposition III.2.1]. 
2.3. Disintegration of general probability measures
In this subsection we shall give a deﬁnition of a disintegration and formulate some related
results.
Let (X,A) be measurable space,  be a probability measure on A, (Y,F) be a measurable
space and  : X → Y be an (A,F)-measurable mapping,  =  ◦ −1 be the -image of . A
disintegration of  on A with respect to  is a mapping q : A × Y → [0, 1] with the following
properties:
(Dis1) q is a transition probability relative to (X,A) and (Y,F),
(Dis2) there exists Y0 ∈ F with (Y0) = 1 such that for all y ∈ Y0 we have {y} ∈ F and for
each ﬁxed y ∈ Y0 the probability measure q(·, y) is concentrated on the “ﬁber” −1({y}) (i.e.,
q
(
−1({y}), y) = 1),
(Dis3)  coincides with the mixture of the family (q(·, y))





q(A, y) d(y), ∀A ∈ A. (2.2)
We note that for this concept instead of the name “a disintegration” the name a regular conditional
probability distribution given  [18, p. 146] or a conditional measure [24, p. 198] is also used.
For the sake of completeness we formulate the following known result.
Theorem 2.4. Let X, Y be Polish spaces,  be a probability measure on B(X),  : X → Y be a
Borel measurable mapping. Then there exists a disintegration of  on B(X) with respect to  and
it is unique in the following natural sense: if q1, q1 are disintegration of  on B(X) with respect
to , then there exists a set Y1 ∈ F such that (Y1) = 1 and
q1(A, y) = q2(A, y), ∀y ∈ Y1, ∀A ∈ B(X).
Aproof can be found in [18, Theorem 8.1] or [19, Proposition 46.3] (cf. also [21, Theorem 5.3.7]).
V. Tarieladze, N. Vakhania / Journal of Complexity 23 (2007) 851–866 855
3. Disintegration of Gaussian measures in Banach spaces
3.1. Vector-valued functions
Let (X,A, ) be a probability space, G be a normed space over R, 0 < p < ∞.
As usual, Lp(X,A, ;G) will stand for the set of all equivalence classes of (A,B(G))-
measurable mappings  : X → G such that (X) is a separable subset ofG and ∫
X
‖(x)‖pG d(x)






,  ∈ Lp(X,A, ;G).
It is known that if p1, then the functional ‖ · ‖p is a norm on Lp(X,A, ;G) and if G is a
Banach space then
(
Lp(X,A, ;G), ‖ · ‖p
)
is a Banach space too.
For a normed space G its conjugate (or dual) space will be denoted by G∗. For an element
g ∈ G and a functional g∗ ∈ G∗ instead of g∗(g) we shall also write 〈g, g∗〉.
If  : X → G is an (A,B(G))-measurable mapping, then for every g∗ ∈ G∗ the mapping
g∗ ◦  : X → R is (A,B(R))-measurable. The following converse of this statement is true: if
 : X → G is a mapping such that for every g∗ ∈ G∗ the mapping g∗ ◦  : X → R is (A,B(R))-
measurable and (X) is a separable subset of G, then  : X → G is an (A,B(G))-measurable
mapping (Pettis measurability theorem).
An (A,B(G))-measurable mapping  : X → G is said to be of weak order p with respect to
 if g∗ ◦  ∈ Lp(X,A, ;R), ∀g∗ ∈ G∗.
If  ∈ Lp(X,A, ;G), then  is of weak order p with respect to . The converse statement is
true if and only if G is ﬁnite-dimensional [26, Theorem 2.2.1].
We will say that an (A,B(G))-measurable mapping  : X → G has the integral with respect
to  on a set A ∈ A if∫
A
|g∗ ◦ | d < ∞, ∀g∗ ∈ G∗, (3.1)
and there exists an element mA ∈ G such that∫
A
g∗ ◦  d = g∗(mA), ∀g∗ ∈ G∗. (3.2)
If  : X → G has the integral with respect to  on a set A ∈ A, then the unique element mA ∈ G








We will say that an (A,B(G))-measurable mapping  : X → G is (Pettis) integrable with
respect to  if  is of weak order 1 with respect to  and it has the integral with respect to  on
every set A ∈ A.
It is known that if G is a separable Banach space, then every  ∈ L1(X,A, ;G) is integrable










3.2. Characteristic functionals and mixtures of measures
Let X be a separable Banach space over R with the conjugate space X∗.
856 V. Tarieladze, N. Vakhania / Journal of Complexity 23 (2007) 851–866
For a ﬁnitemeasure  given on the Borel -algebraB(X) its characteristic functional ˆ : X∗ →




exp{ix∗(x)} d(x), x∗ ∈ X∗.
Lemma 3.1. Let X be a separable Banach space, (Y,F) be ameasurable space, q : B(X)×Y →
[0, 1] be a transition probability relative to (X,B(X)) and (Y,F).Write qy(·) := q(·, y), y ∈ Y .
Then for each ﬁxed x∗ ∈ X∗ the mapping y → qˆy(x∗) is a bounded (F,B(C))-measurable
function.
Proof. Fix x∗ ∈ X∗ and consider the function x → f (x) := exp{ix∗(x)}. Clearly, |qˆy(x∗)| =
| ∫
X
f dqy |1, ∀y ∈ Y and the measurability of y → qˆy(x∗) =
∫
X
f (x) dqy(x) follows from
Lemma 2.2.
Proposition 3.2. Let X be a separable Banach space,  ⊂ X∗ be a separating vector subspace,
 be a probability measure on B(X), (Y,F) be a measurable space, q : B(X) × Y → [0, 1] be
a transition probability relative to (X,B(X)) and (Y,F) and  be a probability measure on F .
Write qy(·) := q(·, y), y ∈ Y . TFAE:
(i)  = q  ; i.e.,  is the mixture of probability measures qy, y ∈ Y with the mixing measure
.
(ii) ˆ(x∗) = ∫
Y
qˆy(x
∗) d(y), ∀x∗ ∈ X∗.
(iii) ˆ(x∗) = ∫
Y
qˆy(x
∗) d(y), ∀x∗ ∈ .
Proof. (i) ⇒ (ii). Fix x∗ ∈ X∗ and apply the equality (2.1) of Lemma 2.3 to the function
x → f (x) := exp{ix∗(x)}. (ii) ⇒ (iii) is evident. (iii) ⇒ (i). Write  = q  . Then from
the already proved implication (i) ⇒ (iii) we have ˆ(x∗) = ∫
Y
qˆy(x
∗) d(y), ∀x∗ ∈ . From
this equality and (iii) we get ˆ(x∗) = ˆ(x∗), ∀x∗ ∈ . From the last relation via unique-
ness theorem for characteristic functionals [26, Corollary 2(b) to Theorem 4.2.2] we obtain
 =  = q  . 
3.3. Moment functionals and covariance operators
Let, as in Section 3.2, X be a separable Banach space,  be a probability measure on B(X) and
0 < p < ∞.
We say that  is of strong order p if
∫
X
‖x‖pX d(x) < ∞ and  is of weak order p if∫
X
| 〈x, x∗〉 |p d(x) < ∞, ∀x∗ ∈ X∗.
Clearly, if  is of strong order p then  is of weak order p as well; the reverse implication is not
true if X is inﬁnite-dimensional [26, Theorem 2.2.1].
We say that a measure  has mean or baricenter if  is of weak order 1 and there exists an





d(x) = 〈m, x∗〉 , ∀x∗ ∈ X∗.
In other words,  has mean or baricenter if the identity mapping  : X → X, (x) = x, ∀x ∈ X
is of weak order 1 with respect to  and has integral over X with respect to .
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If X = c0, then a weak ﬁrst-order probability measure  given on B(X) may not have the mean
[26, Example, p. 115]. If X is an arbitrary separable Banach space and a probability measure 
given on B(X) is either of strong order 1 or of weak order p with 1 < p < ∞, then  has the
mean [26, Proposition 2.3.2, Theorem 2.3.1].
If X is a separable Banach space and  is a weak second-order probability measure given on











x − m, x∗1
〉 〈
x − m, x∗2
〉
d(x), x∗1 , x∗2 ∈ X∗.
More information about covariance operators can be found in [26, Chapter III, §2]. The following
lemma can be proved easily.
Lemma 3.3. Let X be a separable Banach space and  be a weak second-order probability
measure given on B(X) for which C is a ﬁnite-rank operator. Then
(m + C(X∗)) = 1.
In particular, if C = 0, then ({m}) = 1.
3.4. Symmetric positive operators
We ﬁx a real Banach space X.




〉 = 〈Rx∗2 , x∗1 〉 , ∀x∗1 , x∗2 ∈ X∗,
positive if 〈Rx∗, x∗〉 0, ∀x∗ ∈ X∗.
It is known that a symmetric mapping R : X∗ → X is linear and continuous. Moreover, if
R : X∗ → X is a symmetric positive mapping, then〈
Rx∗1 , x∗2






, ∀x∗ ∈ X∗. (3.4)
If X is a separable Banach space and  is a weak second-order probability measure given on
B(X), then its covariance operatorC : X∗ → X presents a basic example of a symmetric positive
operator.
For mappings R1, R2 : X∗ → X we write R1R2 if 〈R1x∗, x∗〉  〈R2x∗, x∗〉 , ∀x∗ ∈ X∗.
The relation  is a partial order in the set of all symmetric operators from X∗ to X (see [26,
Chapter III, §1]).
Let R : X∗ → X be a non-zero symmetric positive operator; a non-empty family (x∗i )i∈I of





= i,j , ∀i, j ∈ I (where i,j stands for Kronecker delta),




〉2 = 〈Rx∗, x∗〉 , ∀x∗ ∈ X∗. (3.5)
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Lemma 3.4. Let X be a Banach space, R : X∗ → X be a non-zero symmetric positive operator,
(x∗i )i∈I be a ﬁnite or countably inﬁnite R-orthonormal family. Then:
(a) ∑i∈I 〈Rx∗i , x∗〉2  〈Rx∗, x∗〉 , ∀x∗ ∈ X∗.
(b) For every x∗ ∈ X∗ the series ∑i∈I 〈Rx∗i , x∗〉Rx∗i is convergent in X and the mapping








Rx∗i , x∗ ∈ X∗
is a symmetric positive operator satisfying the relation RI R.












Rx∗i , x∗ ∈ X∗.











〉2 = 〈Ry∗, y∗〉 0.
This implies (a) in case of a ﬁnite I. The case of a countable I follows from ﬁnite case by taking
the limit.



































〉2 = 0.we have limn,m ‖∑n im 〈Rx∗i , x∗〉Rx∗i ‖ = 0.
(c) The “if” part is easy to verify. To show the “only if” part, ﬁx a ﬁnite non-empty subset I0 of

















From this equality and (3.5) we get (c). 
Lemma 3.5. Let X be a Banach space, R : X∗ → X be a non-zero symmetric positive opera-
tor for which R(X∗) is a separable subset of X. Then there exists a ﬁnite or countably inﬁnite
R-representing family (x∗i )i∈I . Moreover, if dimR(X∗) < ∞, then card(I ) = dimR(X∗) and if
R(X∗) is an inﬁnite-dimensional, then I is countably inﬁnite.
V. Tarieladze, N. Vakhania / Journal of Complexity 23 (2007) 851–866 859
Proof. It is easy to see that on R(X∗) ⊂ X the equality




, x∗1 , x∗2 ∈ X∗
deﬁnes a scalar product. Denote by the H thus obtained inner product space (R(X∗), (·|·)).
If n := dimR(X∗) < ∞, then we can ﬁnd functionals x∗i ∈ X∗, i = 1, . . . , n, such that
Rx∗i , i = 1, . . . , n, is an orthonormal basis for H. Clearly, x∗i ∈ X∗, i = 1, . . . , n, is an
R-representing sequence.
If R(X∗) is inﬁnite-dimensional, then the separability of R(X∗) implies that the inner product
space H is separable as well (see [26, Corollary 1 to Lemma 3.1.1]). Since any separable inner
product space has an orthonormal basis, we can ﬁnd x∗i ∈ X∗, i = 1, . . . , such that Rx∗i , i =
1, 2, . . . , is an orthonormal basis for H. Clearly, x∗i ∈ X∗, i = 1, 2, . . . , is an R-representing
sequence. 
3.5. Gaussian measures
Let X be a separable Banach space. A probability measure  on B(X) is called Gaussian if
for every ﬁxed x∗ ∈ X∗ the image x∗ is either a Dirac measure or a non-degenerate Gaussian
measure on B(R).
Clearly a Gaussian measure  on B(X) is of weak order 2, therefore it has mean and covariance
operator. The following statement can be proved easily.
Lemma 3.6. Let X be a real separable Banach space and  be a probability measure on B(X).
The following statements are valid.
(a) If  is Gaussian, then
ˆ(x∗) = exp{i 〈m, x∗〉− 12 〈Rx∗, x∗〉}, ∀x∗ ∈ X∗, (3.6)
where m = m is the mean and R = C : X∗ → X is the covariance operator of .
(b) Conversely, if ˆ has form (3.6) with some m ∈ X and some symmetric positive R : X∗ → X,
then  is a Gaussian measure with mean m = m and with the covariance operator C = R.
Corollary 3.7. Let X, Y be real separable Banach spaces,  be a Gaussian measure on B(X),
 : X → Y be a continuous linear operator and  :=  ◦ −1. Then  is a Gaussian measure on
B(Y ) with mean m = m ∈ Y and with covariance operator C = C∗ : Y ∗ → Y .
Proof. This follows easily from Lemma 3.6. 
Let X be a real separable Banach space; a mapping R : X∗ → X is called Gaussian covariance
if it coincides with the covariance operator of some Gaussian measure given on B(X).
Lemma 3.8. Let X be a real separableBanach space andR : X∗ → X be aGaussian covariance.
Then for every m ∈ X there exists a Gaussian measure 	 on B(X) with mean m	 = m and with
the covariance operator C	 = R.
Proof. Since R : X∗ → X is a Gaussian covariance, there is a Gaussian measure  on B(X)
with some mean m ∈ X and with the covariance operator C = R. Fix m ∈ X arbitrarily. Let
	 be the image of  under mapping x → x − m + m. It follows easily from change of variable
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formula and Lemma 3.6 that then 	 is a Gaussian measure on B(X) with mean m	 = m and with
the covariance operator C	 = R. 
We will not enter here into discussion of a rather delicate problem of description of the class
of Gaussian covariances; however, we will need the next statement.
Proposition 3.9. Let X be a separable Banach space, R : X∗ → X be a Gaussian covariance
and R1 : X∗ → X be a symmetric positive mapping such that R1R. Then R1 is a Gaussian
covariance as well.
Proof. In view of Lemma 3.6 the needed conclusion is a particular case of [26, Corollary 2 to
Proposition 6.3.4]. 
Remark 3.10. A statement similar to Proposition 3.9 is derived in [25, p. 115] from the following
result:
(*) Let X be a separable Banach space, 
 : X∗ → C be characteristic functional of a probability
measure given on B(X) and 
1 : X∗ → C be a positive deﬁnite functional such that |1 −

1(x
∗)| |1 − 
(x∗)|, ∀x∗ ∈ X∗. Then 
1 is also a characteristic functional of a probability
measure given on B(X).
This assertion is formulated without proof in Tortrat’s paper [22, §3, p. 4975] as a result of A.
Badrikian. However, later it turned out that in general (∗) is not true; from [26, Theorem 6.2.4]
and [26, Proposition 6.2.4], it follows that if for a Banach space X the assertion (∗) is true, then
X is of cotype 2. Since, for example, the space X = lr , r > 2, is not of cotype 2, we get that for
X = lr , r > 2, (∗) is not true. It is known that (∗) is true for Banach spaces which have Sazonov
property (see [26, Theorem 6.2.4]). For example, the space X = lr , 1r2, has Sazonov
property (see [26, Corollary to Theorem 6.2.1], and, therefore, (∗) is true for X = lr , 1r2.
3.6. Gaussian disintegration
In this subsection we will establish the existence of a disintegration of a Gaussian measure with
respect to a continuous linear mapping.
Theorem 3.11. Let X, Y be real separable Banach spaces,  be a Gaussian measure on B(X)
with mean zero and covariance operator C : X∗ → X. Let also  : X → Y be a continuous
linear operator and  :=  be the image of  under . Then there exist a Borel measurable
mapping m : Y → X, a Gaussian covariance R : X∗ → X with RC and a disintegration
(qy)y∈Y of  on B(X) with respect to  such that for a ﬁxed y ∈ Y , qy is Gaussian measure on
B(X) with mean m(y) ∈ X and covariance operator R. Moreover:
(a) If C = C∗ : Y ∗ → Y is a ﬁnite-rank operator, then (C(Y ∗)) = 1 and the mapping
m : Y → X is a continuous linear operator with the property (m(y)) = y, ∀y ∈ C(Y ∗).
(b) If C = C∗ : Y ∗ → Y is not a ﬁnite-rank operator, then there exists a vector subspace
Y0 ⊂ Y such that Y0 ∈ B(Y ), (Y0) = 1 and the restriction of the mapping m : Y → X to Y0 is
a Borel measurable linear operator with the property (m(y)) = y, ∀y ∈ Y0.
Proof. Clearly,  is a Gaussian measure on B(Y ) with mean m = m = 0 and covariance
operator C. We consider separately three cases and show that in each of these cases conditions
from Subsection 2.3 are satisﬁed.
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Case 1: C = 0. In this case the conclusion of the theorem is satisﬁed with identically zero
mapping m : Y → X and with the Gaussian covariance R = C.
Case 2: 1dim(C(Y ∗) < ∞. We have (C(Y ∗)) = 1 by Lemma 3.3. By Lemma 3.5 we
can select from Y ∗ a ﬁnite C-representing sequence y∗i , i = 1, . . . , n and write x∗i = ∗y∗i , i =









i , ∀y ∈ Y and







∗〉Cx∗i , ∀x∗ ∈ X∗.
Clearly m : Y → X is a continuous linear and the equality (m(y)) = y, ∀y ∈ C(Y ∗) holds
because y∗i , i = 1, . . . , n, is a C-representing sequence.










∗〉Cx∗i , ∀x∗ ∈ X∗.
Clearly, the C-orthonormality of y∗i , i=1, . . . , n, implies C-orthonormality of x∗i , i=1, . . . , n.
Hence by Lemma 3.4(b),R1 : X∗ → X is a symmetric positive operator andR1C. This shows
that the operator R = C − R1 is also symmetric positive and satisﬁes the condition RC.
Therefore, by Proposition 3.9 R is a Gaussian covariance.
SinceR is a Gaussian covariance, according to Lemma 3.8, for every y ∈ Y we get the existence
of the Gaussian measure qy on B(X) with the mean m(y) and with the covariance operator R.
Now we show that the family (qy)y∈Y is a disintegration of  with respect to . Fix A ∈ B(X).
The function y → qy(A) is B(Y )-measurable as composition of the B(X)-measurable function
x → q0(A−x) with the continuous linear mapping m : Y → X. Consequently, condition (Dis1)
is satisﬁed.
(Dis2) is also satisﬁed with Y0 := C(Y ∗). In fact, ﬁx y ∈ Y0. As we have noted, (C(Y ∗)) = 1
and the equality (m(y)) = y holds. The Gaussian measure qy ◦ −1 has the mean (m(y)) = y
and the covariance operator R∗ = 0, hence (see Lemma 3.3) qy ◦ −1({y}) = 1 and therefore
qy(−1({y})) = 1.
Let us check now (Dis3); we must show that  is equal to the mixture of (qy)y∈Y with respect to
the mixing measure . Taking into account implication (ii) ⇒ (i) of Proposition 3.2 it is sufﬁcient





∗) d(y), ∀x∗ ∈ X∗. (3.7)
Fix x∗ ∈ X∗. Since
qˆy(x












exp{i 〈m(y), x∗〉} d(y).
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Clearly,∫
Y







Since m∗x∗=∑ni=1 〈Cx∗i , x∗〉 y∗i and y∗i , i = 1, . . . , n, are C-orthonormal, we have 〈Cm∗x∗ ,
m∗x∗〉=∑ni=1 〈Cx∗i , x∗〉2 = 〈R1x∗, x∗〉. Therefore, we get∫
Y
qˆy(x























and consequently relation (3.7) is proved.
Case 3: dim(C(Y ∗) = ∞. By Lemma 3.5 we can select from Y ∗ an inﬁnite C-representing
sequence y∗i , i = 1, 2, . . . , and write x∗i = ∗y∗i , i = 1, 2, . . . . For a ﬁxed natural number n









i , ∀y ∈ Y.







i ‖Y = 0}. Introduce then a mapping m : Y → X as follows: m(y) = 0 for

















i , ∀y ∈ Y2.









∗〉Cx∗i , ∀x∗ ∈ X∗, R = C − R1. (3.8)
Since C-orthonormality of y∗i , i = 1, 2, . . . , implies C-orthonormality of x∗i , i = 1, 2, . . . ,
by Lemma 3.4(b) the equality (3.8) deﬁnes a symmetric positive operator R1 : X∗ → X with
R1C. This shows that the operator R = C − R1 is also symmetric positive and satisﬁes the
condition RC. Now we will see that the conclusion of the theorem is satisﬁed with these m
and R.
First we will prove the following statement.
Claim. We have (Y2) = 1 and (Y3) = 1.
Proof. As above we can see that∫
Y





















∗〉2} , ∀n ∈ N, ∀x∗∈X∗.














, ∀x∗ ∈ X∗. (3.9)
Since R1C, by Proposition 3.9 R1 is a Gaussian covariance. From this according to Lemma
3.8 we get the existence of mean-zero Gaussian measure 1 onB(X) with the covariance operator





exp{i 〈mn(y), x∗〉} d(y) = ˆ1(x∗), ∀x∗ ∈ X∗. (3.10)
Observe now that, since  is a mean-zero Gaussian measure, the C-orthonormality of y∗i , i =
1, 2, . . . , implies that y∗i , i = 1, 2, . . . , are independent standard Gaussian random variables on
the probability space (Y,B(Y ), ). This observation and relation (3.10) according to Ito–Nisio’s
theorem (see implication (c) ⇒ (a) of [26, Theorem 5.2.4]) imply (Y2) = 1.
The equality (Y3) = 1 can be veriﬁed analogously and our claim is proved. 
Now we continue the proof of the theorem. Since RC, by Proposition 3.9 R is a Gaussian
covariance. From this according to Lemma 3.8 for every y ∈ Y we get the existence of the
Gaussian measure qy on B(X) with the mean m(y) and the covariance operator R.
We now show that the family (qy)y∈Y is the disintegration of  with respect to .
(Dis1) Clearly m is a Borel measurable mapping. Hence, (Dis1) can be veriﬁed as in Case 2.
(Dis2) is also satisﬁed with Y0 := Y2 ∩ Y3. In fact, according to our claim we have (Y0) = 1.
Fix y ∈ Y0. The equality (m(y)) = y holds because on the one hand limn mn(y) = m(y)
(as y ∈ Y2), hence limn mn(y) = m(y); on the other hand, limn ‖mn(y) − y‖Y = 0 (as
y ∈ Y3). Using this, we get that the Gaussian measure qy ◦ −1 has the mean (m(y)) = y
and the covariance operator R∗ = 0, hence (see Lemma 3.3), qy ◦ −1({y}) = 1, therefore
qy(−1({y})) = 1.
(Dis3) Note ﬁrst that according to relation limn mn(y) = m(y), ∀y ∈ Y2, from (Y2) = 1 and
(3.9) we get∫
Y






, ∀x∗ ∈ X∗. (3.11)
Now (Dis3) can be veriﬁed using implication (ii) ⇒ (i) of Proposition 3.2 and relation (3.11) as
in Case 2. 
Remark 3.12. (1) It follows from the uniqueness part of Theorem 2.4 that the disintegration
described in Theorem 3.11 is unique.
(2) (Suggested to pay attention to by one of the referees.) If in Theorem 3.11 the mapping 
is injective, then (X) ∈ B(Y ), there exists a vector subspace Y0 ⊂ (X) such that Y0 ∈ B(Y ),
(Y0) = 1 and m(y) = −1(y), ∀y ∈ Y0; moreover, qy = m(y), ∀y ∈ Y0.
Corollary 3.13. Let X be a real separable Banach spaces,  be a Gaussian measure on B(X)
with mean zero and non-zero covariance operator C : X∗ → X. Let also n be a natural
number, x∗i , i = 1, . . . , n be a C-orthonormal sequence and  : X → Rn be the linear mapping
induced by the sequence x∗i , i = 1, . . . , n. Then  =  is the standard Gaussian measure
on B(Rn) and there exists a disintegration (qy)y∈Y of  on B(X) with respect to  such that
for a ﬁxed y = (y1, . . . , yn) ∈ Rn, qy is Gaussian measure on B(X) with mean m(y) =
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∑n
i=1 yiCx∗i ∈ X and covariance operator R : X∗ → X deﬁned by the equality Rx∗ =
Cx
∗ −∑ni=1 〈Cx∗i , x∗〉Cx∗i , ∀x∗ ∈ X∗.
Remark 3.14. (1) Corollary 3.13 was obtained earlier in [12]; this result is presented also in [24,
Appendix, Lemma 2.9.6] and in [20, Theorem 3.4.1]. One of the key points of the proof in [12]
is Proposition 3.9, which was derived there from the statement which later turned out to be not
correct for the general case (see Remark 3.10).
(2) Note ﬁnally that the conclusion of Corollary 3.13 remains valid also when  is a Gaussian
Radon measure in a Hausdorff locally convex space X and  : X → Rn is a -measurable linear
mapping induced by a ﬁnite sequence of -measurable and -orthonormal linear functionals [2,
Proposition 6.11.4].
4. The existence of average-case optimal algorithms
4.1. IBC-formulations
Let us describe brieﬂy the best approximation problem in terms of the theory of IBC as it is
presented in [24].
Let X, Y be non-empty sets, G a (real or complex) normed space, S : X → G,  : X → Y be
mappings and  be a non-empty set of mappings  : Y → G. Let us agree to call S the solution
operator,  the information operator,  the set of admissible algorithms.
Moreover, ﬁx a mapping e : GX × GX → [0,∞] and call it the error criterion.
Problem. Compute an approximation of S by means of the given information  and the given
algorithms  ∈  in such a way that to make the error e(S, ◦ ) as small as possible.
An algorithm 0 ∈  which achieves the smallest possible error (whenever it exists) will be
called the optimal algorithm.
Traditionally as an error criterion the functional e∞ is chosen deﬁned by the equality
e∞(S, T ) = sup
x∈X
‖Sx − T x‖G, S, T ∈ GX.
For a given  ∈  the quantity e∞(S, ◦ ) is called the worst-case error. An algorithm 0 ∈ 
which achieves the smallest possible worst-case error (whenever it exists) will be called the worst-
case optimal algorithm. We refer to [24] for the justiﬁcation of such a terminology and illustrating
examples.
To introduce a different error criterion, let us assume further that the set X is endowed by a
-algebraA on which a probability measure  is given, the setY is endowed by a -algebraF, the
solution operator S : X → G belongs to L2(X,A, ;G), the information operator  : X → Y is
(A,F)-measurable and  : F → [0, 1] is the distribution of  associated with . The set  of
admissible algorithms is contained in L2(Y,F, ;G).
As an error criterion let us choose the functional e2, deﬁned by the equality
e2,(S, T ) =
(∫
X
‖Sx − T x‖2G d(x)
)1/2
, S, T ∈ L2(X,A, ;G).
For a given  ∈  we have that  ◦  ∈ L2(X,A, ;G), hence the quantity e2,(S, ◦ ) is
well deﬁned and it is called the average-case error. An algorithm 0 ∈  which achieves the
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smallest possible average-case error (whenever it exists) will be called the average-case optimal
algorithm.
4.2. Average-case optimal algorithms via disintegration
In this subsection we shall see that by using disintegration it is possible to prove the existence
and, at the same time, to ﬁnd an explicit form of the average-case optimal algorithm.
Proposition 4.1. Let X,G, Y be separable Banach spaces and  be a mean-zero Gaussian mea-
sure on B(X). Let, moreover, S : X → G be a continuous linear solution operator;  : X → Y
be a continuous linear information operator; (qy)y∈Y be the Gaussian disintegration of  with
respect to  and ﬁnally m : Y → X be the mapping from Theorem 3.11.
Then 0 = S ◦ m : Y → G is an average-case optimal algorithm for S and .
Proof. As it is well known every Gaussian measure in a separable Banach space is of strong order
2. We have S ∈ L2(X,B(X), ;G) because S is continuous linear and so  ◦ S−1 is a Gaussian
measure on B(G). Since qy, y ∈ Y are also Gaussian measures we also have∫
X
‖Sx‖2G dqy(x) < ∞, ∀y ∈ Y.
From the last relation and  = q by Lemma 2.3 we can conclude that0 ∈ L2(Y,F, ;G).
Fix arbitrarily y ∈ Y . Since the Gaussian measure qy has mean m(y) and S is a continuous
linear operator, we have




From the last equality, since the Gaussian measure qy ◦S−1 is symmetric with respect to its mean
0(y), we get∫
X
‖S(x) − (y)‖2G dqy(x)
∫
X
‖S(x)−0(y)‖2G dqy(x), ∀∈L2(Y,F, ;G). (4.1)
Let Xy := −1({y}) for y ∈ Y . By property (Dis2) we can ﬁnd Y0 ∈ F with (Y0) = 1 such
that qy(Xy) = 1, ∀y ∈ Y0. Fix arbitrarily y ∈ Y0 and  ∈ L2(Y,F, ;G). Using inequality
(4.1) and Lemma 2.3 we obtain∫
X



























‖S(x) − 0((x))‖2G d(x)
and the proof is ﬁnished. 
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Remark 4.2. Proposition 4.1 for the case Y = Rn and  : X → Rn is a linear mapping induced
by some C-orthonormal sequence x∗i , i = 1, . . . , n, was obtained earlier in [24].
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