Abstract-We adjust the node and edge weightings of graphs using convex optimization to impose bounds on their Laplacian spectra. First, we derive necessary and sufficient conditions that characterize the feasibility of spectral bounds given positive node and edge weightings. Synthesizing these conditions leads naturally to algorithms that exploit convexity to achieve several eigenvalue bounds simultaneously. The algorithms we propose apply to many graph design problems as well as multi-agent systems control. Finally, we suggest efficient ways to accommodate larger graphs, and show that dual formulations lead to substantial improvement in the size of graphs that can be addressed.
I. INTRODUCTION
A well-studied tool for characterizing the interconnection topology of a network of distributed agents is the graph Laplacian matrix [1] . In particular, the spectrum of the Laplacian contains useful information about the dynamics of the network. For example, the smallest positive eigenvalue of a Laplacian, known as the algebraic connectivity, or Fiedler eigenvalue [2] , is a common measure of how well connected a network is [3] - [6] . On the other hand, the largest eigenvalue must be sufficiently small for stability of discrete-time consensus algorithms [4] , [7] , and for continuous-time formation control algorithms when agent dynamics can be destabilized by high gain feedback [8] .
We present a scheme to enforce constraints on the Laplacian spectrum by treating both node and edge weights as decision variables.
Let i be the ith-smallest eigenvalue of the Laplacian, whose eigenvalues are ordered from least to greatest. Given m 2 f2; . . . ; ng and m > 0, the lower eigenvalue bound assignment problem is to guarantee m m . Likewise, given p 2 f2; . . . ; ng and p > 0, the upper eigenvalue bound assignment problem is to guarantee p p .
Our goal is to achieve individual upper and lower bounds for several Laplacian eigenvalues simultaneously. We show how these bounds can be recast as linear matrix inequality constraints [9] that can be applied using semidefinite programming.
Convex optimization solutions to several graph problems are well-documented in the literature, including fastest distributed linear averaging (FDLA) [10] , minimization of total effective resistance on a graph [11] , fastest mixing Markov chains [12] and processes [13] , and Fiedler eigenvalue maximization through vertex positioning [14] . In FDLA [10] , a particular interconnection structure for a discrete system with symmetric interconnections is specified. The number of iterations required for linear averaging is minimized by finding a particular weight distribution that assigns iterative update laws for each node's state. The goal in many resistor network problems [11] is to minimize the total effective resistance on a graph by assigning different weights representing resistances to the links connecting the nodes of an electrical network. The aim for fastest mixing Markov chains [12] and processes [13] is to find the optimal transition probabilities between states to reach a stationary distribution as quickly as possible. Finally, vertex positioning [14] aims to find the optimal locations of vertices, corresponding to edge weights, in order to maximize the Fiedler eigenvalue.
Our approach is unique when compared to previous literature on optimization of the Laplacian spectrum because it is applicable to any selection of eigenvalues, and assigns weights independently to both nodes and edges. As demonstrated in the paper, joint tuning of node and edge weights is an especially powerful tool that goes beyond the commonlyused edge weighting strategies for achieving spectral constraints.
The remainder of the paper is organized as follows. Section II introduces preliminary results in linear algebra and spectral graph theory that are necessary for our analysis. Section III outlines a general optimization framework that enables upper and lower bounds on several Laplacian eigenvalues simultaneously based on node and edge weighting. Section IV presents sample problems that can be formulated and solved using the methods of Section III. Section V explores applications to multi-agent systems. Larger graphs are addressed in Section VI with dual formulations of the optimization framework developed in Sections III and IV.
II. PRELIMINARIES
We review the following results from linear algebra, which we will use in Section III. The first result concerns the eigenvalues of a product of two matrices ([15, Theor. Proof: A similarity transformation brings Lg to the symmetric form M 01=2 L e M 01=2 , and so all eigenvalues of L g are real. Furthermore, the symmetric matrices M 01=2 L e M 01=2 and L e are congruent, and hence Lemma 2.4 guarantees that all eigenvalues of Lg are nonnegative. When L e represents a connected graph, and, thus, has only one eigenvalue at zero, Lemma 2.4 implies that all eigenvalues of L g , excepting one at zero, are positive.
III. CONVEX CHARACTERIZATIONS OF UPPER AND LOWER EIGENVALUE CONSTRAINTS
Our goal is to find node and edge weighting matrices M and K, (1)
A. Bounding Eigenvalues From Below
Given m < n and m > 0,we wish to design node and edge weights M and K, respectively, such that m (L g ) m . We note that by itself, the lower eigenvalue bound m (L g ) m can be enforced by scaling M by m(L)= m or K by m =m(L). However, when the graph optimization problem imposes upper eigenvalue constraints as in (1) or objective functions, this approach would likely be infeasible. In contrast, our results make it possible to apply several upper and lower eigenvalue bounds at once. To begin, we construct a linear matrix inequality enforcing the eigenvalue constraint, making use of the following lemma:
Lemma 3.1: Suppose that m < n, Q m 2 n2(n0m+1) is a full column rank matrix whose columns are orthogonal, and S is a symmetric matrix. If Q T m SQ m 0, then m (S) 0.
Proof: The result follows immediately from Lemma 2.2: the subspace spanned by the columns of Qm is n 0 m + 1 dimensional, so m (S) 0.
The next theorem provides a sufficient condition in the form of a linear matrix inequality constraint to enforce lower eigenvalue bounds: 
implies that m (L g ) m .
Proof: First, we note by Lemma 3.1 that if (2) We now present a convex feasibility program that enforces the lower eigenvalue bound sufficient linear matrix inequality condition of Theorem 3.2, as follows: Theorem 3.3 is the basis for an iterative procedure presented in Section IV-A that allows for improved performance when the constraints of (3) are paired with an objective.
B. Bounding Eigenvalues From Above
Given p n and p 0, we wish to design node and edge weights M and K, respectively, such that p (L g ) p . We construct a linear matrix inequality enforcing this eigenvalue constraint. The analysis is similar to that of the previous section, and so the proofs are omitted. 
We now present a convex feasibility program that enforces the upper eigenvalue bound sufficient linear matrix inequality condition of Theorem 3.4, as follows: An iterative procedure presented in Section IV-B employs Theorem 3.5 and allows for improved performance when the constraints of (3) and (5) 
IV. EXAMPLES OF GRAPH DESIGN PROBLEMS
We provide two sample problems that can be addressed by combining (3) and (5), demonstrating the flexibility of our formulation to impose individual constraints on several eigenvalues simultaneously. In our numerical examples, we require that all node and edge weights be contained in [; 01 ], where < 1 is a small positive parameter that guarantees that the largest and smallest weights do not have too great a relative difference. Smaller values of increase the number of feasible M and K matrices, making it more likely that any given constraint set is feasible, but run the risk of numerical loss of precision with very large differences in individual node and edge weightings. We perform our numerical examples using CVX, a package for disciplined convex programming [17] , [18] , and the SDPT3 interior point solver [19] .
A. Minimizing the Largest Eigenvalue Given a Minimum Connectivity Constraint
In formation control problems (see, e.g., Section V), it is desirable to have a lower bound on 2 to ensure adequate convergence time while at the same time imposing an upper bound on n for stability. We present the problem of minimizing the largest eigenvalue n (L g ) of a graph given the requirement 2 (L g ) 2 , making use of (3) and (5) The problem is quasiconvex for any Q2 2 n2(n01) . To find the optimal = n (L g )= 2 for the problem, we perform a bisection on the interval [ 2 ; n (L)], where in each iteration, a convex feasibility problem is solved for the value of given by the bisection. As discussed in Section III-A, an arbitrary choice of Q 2 may lead to conservatism in the optimal achieved. To improve the value of , we propose Algorithm 1, which makes use of Theorem 3.3 and updates Q2. We note that when M and K are identity and Q 2 is initialized as in Algorithm 1, the columns of Q 2 are orthogonal both to each other and to 1n. In our implementation, we choose to be very small, and the effective stopping criteria are the conditions on M and K involving . The parameter can be tuned by being made smaller or larger to achieve improved or worsened values of with the resulting difference j i 0 i01 j relatively smaller or larger, respectively, when the algorithm terminates.
1) Numerical Example:
For an unweighted chain graph with twenty nodes obeying the structure of Fig. 1 , we have 2 (L) = 0:0246 and = 20(L)=2(L) = 161:6016. We set = 10 02 , and apply our method to reduce . For the first three experiments, (6) was solved with Q 2 set to be a matrix whose n 0 1 columns are orthogonal to 1n. The lower eigenvalue bound was set to be 2 = 2 (L). Solving for edges only, with nodes weighted to identity, produced no re-weighting of edges, and so was unchanged. In contrast, solving for nodes only, with edges weighted to identity, resulted in = 123:5286. Simultaneous optimization with both the nodes and edges as decision variables produced a marked improvement to = 52:8616. Allowing Q2 to vary in accordance with Algorithm 1 described above resulted in = 13:0499. By setting = 10 03 , we achieved = 6:3021.
B. Minimizing the Gap Between p and p+1
We consider graphs with clusters, that is, groupings of densely connected nodes with sparse external links. The Laplacian of a graph with p clusters exhibits, in addition to the first eigenvalue at zero, p01 additional eigenvalues close to zero. Thus, in such graphs, there is a gap between the first p eigenvalues and the rest. Examples of systems obeying the clustered structure have been studied in building sensor networks [20] and power systems [21] , where distributed estimation algorithms are increasingly prevalent. The gap in the eigenvalues may be undesirable because it leads to a two-time-scale behavior in the convergence of these algorithms [22] .
To obtain uniform convergence rates for nodes in different clusters, we maximize 2 while requiring p+1 p+1 , and in so doing, minimize the gap between p(Lg) and p+1(Lg). Additionally, we fix n (L g ) n , so that the rest of the spectrum of the weighted We can realize significant improvements in reducing the gap between p (L g ) and p+1 (L g ) by employing Algorithm 2, an iterative procedure similar to Algorithm 1 of Section IV-A. 
1) Numerical Example:
Consider the eight node graph with two clusters in Fig. 2 . Such a graph, with identical weights, exhibits a significant gap between 2 and 3 . We have the relation 3(L)=2(L) = 11:2931, with the eigenvalues of the unweighted graph at f0:0000; 0:3542; 4:0000; 4:0000; . . . ; 4:0000; 5:6458g.
Our goal is to reduce the gap 3 (L)= 2 (L) by increasing the second eigenvalue while bounding the third and eighth eigenvalues from above. To do so, we employ Algorithm 2, iteratively updating both Q 2 and U 3 while requiring 3 (L g ) 4:0000 and n (L g ) 5:6458 and setting = 10 02 . We find the optimal value 2(Lg) = 4:0000, with 3 (L g )= 2 (L g ) = 1.
V. APPLICATION TO MULTI-AGENT SYSTEMS
We now apply the results of Section IV-A to multi-agent systems whose feedback structure is described by a graph Laplacian.
Each of the n subsystems possesses identical dynamics, as follows:
Pi : _ x i = Fx i + Gu i y i = Hx i : (8) and is controlled according to the feedback law u i = 0M 01 i j2N K fi;jg (y i 0 y j )
where F 2 n 2n , G 2 n 2n , and H 2 n 2n , with ns and n o the dimension of the state space and input and output, respectively. N i denotes the neighbors of agent i, that is, the other agents whom agent i senses. We assume that the individual plants are stable or can be stabilized by local state feedback (see the numerical example below). Therefore, we assume that F is Hurwitz. M i denotes entry i of the diagonal node weighting matrix M, while K fi;jg denotes the entry of the edge weighting matrix K that corresponds to the edge linking nodes v i and v j . The block diagram of the system is shown in Fig. 3 , with each subsystem P i having input given by (9) . We let x = [x T 1 ; . . . ;x T n ] T , and rewrite (8) and (9) as _ x = [In F 0 Lg (GH)]x: (10) As a consequence of the identical dynamics of each subsystem, the system can be decoupled into n identical subsystems by a change of coordinates using the basis of eigenvectors of L g [3] . Let U be a change-of-coordinates matrix that diagonalizes Lg and let D be the diagonal matrix of eigenvalues of L g . Then D = U 01 L g U. Now let V = U I, and letx = V 01 x. In the new coordinates, the dynamics are given by (11) and, thus, the eigenvalues are determined from the characteristic polynomials of F 0 i(Lg)GH, i = 1; . . . ;n. This means that the multiagent system can be analyzed as n decoupled feedback systems with constant gain i (L g ), i = 1; . . . ;n. In particular, larger Laplacian eigenvalues imply higher gains for these decoupled systems, which is often undesirable. For example, if the transfer function H(sI 0 F) 01 G has non-minimum phase zeros or relative degree higher than two, high gain will result in right half plane poles, rendering the multiagent system unstable. The largest eigenvalue minimization method of Section IV-A can mitigate this instability by finding a node and edge weighting such that the spectrum of Lg spectrum falls within a range specified by design requirements.
1) Numerical Example:
We consider formation control for four planar vertical takeoff and landing, or PVTOL, aircraft, as described in [23] . We model the state of the aircraft by its lateral position, x, vertical position y, and its roll, . The equations of motion, in input-output linearized form, are given by the following: x = u 1 y = u 2 = 01 (sin + cos u 1 + sin u 2 ): (12) The zero dynamics of the system are unstable and the system is nonminimum phase = 01 sin : (13) We assume that the aircraft are in hover operation and are stabilized vertically, so we discard y and v 2 , the vertical thrust input. We set = 0:1 and see that the linearized dynamics around x = 0, = 0 are: (14) The input to each aircraft is dictated by the input term of (8) we wish to contain the eigenvalues of the weighted Laplacian in the interval [50; 125] . In particular, the upper bound of this interval guarantees a damping ratio greater than 0.6. For the unweighted Laplacian, we have = 4(L)=2 (L) = 5:8283, which means that scaling the Laplacian by a constant = 50= 2 (L) to meet the lower eigenvalue constraint 2(L) 50 will violate the upper eigenvalue constraint 4 (L) 125 and lead to instability as illustrated in Fig. 4 . In contrast, applying the node and edge weights found by applying Algorithm 1 results in an improvement to = 1:0202. We show simulation results with the new weights in Fig. 5 .
VI. DUAL FORMULATION OF THE QUASICONVEX LARGEST EIGENVALUE MINIMIZATION PROBLEM
Popular interior point methods, such as SDPT3 [19] , when applied to the convex problems derived Section IV, are limited as to the size of graph they can handle, breaking down for many graphs with more than several tens of nodes. We show how using Lagrangian dual formulations enables our eigenvalue optimization framework to accommodate graphs with several hundred nodes and edges. In the following exposition, we derive the dual of the largest eigenvalue minimization problem of Section IV-A.
We begin with the convex problem solved as part of the solution to the largest eigenvalue minimization problem. We denote by h1; 1i the trace inner product of two matrices of appropriate dimension. We set Q 2 n2(n01) to be a matrix with columns orthogonal to each other and to 1 n . The convex problem we dualize is 
We seek to obtain a finite minimization of the Lagrangian function with respect to M and K . Thus, minimizing (16) with respect to M yields the constraint:
where we have defined a new variableR = QRQ T , from which we observe thatR1 n = 0. Likewise, minimizing the Lagrangian with respect to K yields the constraint:
To express the nullspace constraint onR as a single equality constraint, we begin by defining the matrix E 2 n2n to be E = 1 n 1 T n , and state and prove the following lemma:
Lemma 6.1: Let G be a positive semidefinite matrix. Then G1 n = 0 if and only if hG; E i = 0.
Proof:
G1 n = 0 () 1 T n G1 n = 0 () tr(1 T n G1n) = 0 () hG; E i = 0:
Combining the constraints found by minimizing (16) with respect to M and K , we now write the resulting dual problem, where we have eliminated the slack variable w: The dual problem we have derived explicitly separates semidefinite matrix variables and linear variables as well as limits the growth of the number of equality constraints to scale linearly with the number of nodes and edges in the graph. Solving it using interior point methods is reasonably fast for graphs with up to 1000 edges, meaning that in addition to being substantially faster than the primal formulation, the dual formulation can accommodate significantly larger graphs.
We compare the performance of the SDPT3 algorithm on the primal and dual problems. The goal is to find feasible M and K matrices for (15) and (19) given . We characterize the performance in terms of CPU runtime in seconds on an Intel Quad Core 2 Duo 2.2 GHz system with 8 GB of RAM. In Table I , we consider random graphs with n nodes, m edges, and parameter ,while in Table II , we consider chain graphs with n nodes with = 3. While the primal formulation cannot accommodate chain graphs with more than 65 nodes, the dual formulation can accommodate graphs with more than 650 nodes, an order of magnitude improvement.
VII. CONCLUSION
The graph Laplacian is an indispensable tool for assessing the dynamics of a multi-agent system. In this paper, we have presented a novel approach to impose bounds on the Laplacian spectrum. We have shown how node and edge weights can be adjusted using convex optimization to impose individual constraints on several eigenvalues simultaneously. In future work, we will quantitatively characterize optimality gaps and convergence properties for Algorithms 1 and 2. We plan to explore related problems such as synthesis of relative sensing networks [24] . We are also examining first order methods [25] , [26] that will allow us to accommodate systems with thousands of agents.
