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Abstract 
Nowadays there are so many stores that stand where every day you have a transaction 
on selling goods. Sometimes transactions per day are not small, these many transactions can 
lead to a buildup of data. However, it is rare for business owners to realize that the data can be 
processed into various kinds of information which can later be used for the interests of 
companies and stores. The solution to this can be to use an algorithm that is often used today, 
namely the Apriori algorithm. The Priori algorithm is one of the data mining techniques used to 
find high associative patterns between products. The calculation is done by determining the 
support and confidence between the itemset set in the transaction or also called the association 
rule function. The test results with a priori algorithm get results in the form of an association 
rule, one of which is the connection of Oily Skin Clean Wash items -> Eshter Acne Toner with 
the highest support value of 1.0000. So it is expected that this can be used as a reference in 
efficient product sales going forward 
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1. INTRODUCTION 
 
 Along with the development of the era, more and more traders have also used 
information technology in their shops, both automated and manual systems for collecting data 
on sales transactions. The number of transactions that occur in one day is not small. These data 
are often only used as a recapitulation of goods input and inventory so that this data is often just 
left to accumulate like that. So the data processing is needed so that the existing data can be 
utilized for the benefit of business owners. 
 The process of data processing by extracting patterns from the data to get an added 
value which in this case is information in which the information cannot be known directly 
manually. [1] Data mining is useful to assist business owners in making decisions based on 
information obtained to assist the development of their business. [2] [10]. 
 One algorithm that can be used is a priori algorithm which is used to obtain 
associations between items contained in a database. Usually this algorithm is used to find out 
whether an item has a correlation with other items. [8] [9] This is very suitable for business 
owners who want an efficient product sales strategy because by using this algorithm the 
business owner can find out which products might be bought as a set of items with other items. 
So business owners can sell products efficiently based on the possibilities previously obtained 
from calculations using the a priori algorithm so that business owners can not only sell one 
product but also other products based on the relationship between items or items. [11] [12] 
 The scope of this research is based on research on a priori algorithms that have been 
done by several previous researchers including research conducted by Dewi Kartika Pane 
entitled Implementation of Data Mining in Electronic Product Sales with Apriori Algorithms 
(Case Study: Credit Plus) [7] which examines the relationship of data sales of electronic goods 
using a priori algorithm Research conducted by Heru Dewantara, Purnomo Budi Santosa, Nasir 
Widha Setyanto entitled "Designing Data Mining Applications with Priori Algorithms for 
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Frequency of Shopping Cart Analysis on Sales Transaction Data" [12] where the research was 
used Universitas Brawijaya KPRI self-catering sales data. 
 The results of this research are the discovery of relationships between items that can 
produce information to increase product sales and this is what underlies this research is to 
determine product sales priorities. 
 
2. RESEARCH METHOD 
 
 
 
 
Figure 1. Steps of research with CRISP-DM method [1] 
 
a. Bussiness Understanding 
The business objective of Eshter House of Beauty is to sell beauty products. Eshter 
House of Beauty's need is to find patterns of consumer transactions to determine 
associations between products so that the owner can offer products with a package 
system. 
b. Data Understanding 
At this stage, the data collection that will be used is the transaction data at the Eshter 
House of Beauty from September to October 2018 
c. Data Preparation 
At this stage there is a data processing process namely transaction data in the Eshter 
House of Beauty from September to October 2018 as many as 277 transaction data 
which will be used to build a dataset that will be used in the modeling process. 
d. Modeling 
In this modeling phase the association rules method will be used in the final data set, so 
that we can find out the associations between products in the data set. 
e. Evaluation 
In this evaluation phase an evaluation will be carried out whether the method has 
achieved the objectives set at the beginning. 
f. Deployment 
In this stage the results of data processing will be presented in the form of reports and 
graphs. 
 
Apriori Algorithm 
 A priori algorithm is a method for finding patterns of relationships between one or 
more items in a dataset. [1] A priori algorithm is commonly used in transaction data or 
commonly called market basket, in the basketball market with an a priori algorithm, the owner 
of transaction data can find out a customer's buying patterns and what is the percent chance of a 
buyer to buy a shopping item simultaneously with other items. 
 A priori algorithm is a data collection algorithm with an associative rule (Association 
rule) to determine the associative relationship of a combination of items. Association Rule in 
question is done through the mechanism of calculating the support and confidence of an item 
relationship. An association rule is said to be interesting if the value of support is greater than 
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the minimum support and also the value of confidence is greater than the minimum confidence. 
[3] 
 
The two main processes carried out in the Apriori algorithm, namely: 
1. Join (merging). 
In this process each item is combined with other items until no more combinations are 
formed. 
2. Prune (pruning) 
In this process, the results of the combined items are then trimmed using the minimum 
support specified by the user. 
 
 
 
Figure 2. A priori Algorithm Flowchart [5] 
 
Association Rule Method 
 Association rule is an analysis that aims to find out what relationships are owned 
between products purchased by consumers. In the basketball market analysis to test the validity 
of the data required a very large amount of data so that, relations and correlations between 
goods can be known more clearly. [4] [5] 
 The basic methodology of the Association Rule is divided into two stages, as follows: 
a. High frequency pattern analysis This stage looks for combinations of items that meet 
the minimum requirements of the support value in the database. An item's support value 
is obtained by the following formula: 
(1) 
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The support formula explains that the support value is obtained by dividing the number of 
transactions containing item A (one item) by the total number of all transactions. Meanwhile, to 
find the support value of 2 items using the following formula: 
(2) 
 
b. Formation of associative rules After all high frequency patterns have been found, then 
the associative rules are sought that meet the minimum requirements for confidence by 
calculating the confidence of associative rules A ®B. The confidence values of the 
rules A ®B are obtained from the following formula. 
 
(3) 
 
Application of Data Mining 
 The data that has been obtained and collected will then be entered into the analysis 
phase where this data will be processed using data mining with a priori algorithm using the 
association rule methodology. Association Rule is one way to find rules in a certain 
combination of items in data mining. 
 Association Rule has two parameters, including confidence and support. Confidence 
(value of certainty), namely the strong relationship between items in the associative and support 
rules (supporting value), namely the percentage of the combination of items in the database. [6] 
[7]. Steps in data mining: 
1. Data Selection. The data used in this study are transaction data from Eshter Beauty 
House during the period 02/09 / 2018-30 / 10/2018 or sales data for 2 months 
2. Data Preprocessing / Data Cleansing, This stage is the stage where the data that has 
been obtained is cleaned so that the data becomes consistent and no data is found that is 
blank and has duplicated data. 
3. Coding Transformation, After passing the data cleaning stage, the data will be entered 
into the transformation process where the data will be transformed as needed. 
 
Data mining 
Data mining process is the process of processing data using an algorithm. 
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Figure 3. Data mining steps [6] 
 
3. RESULT AND DISCUSSION 
 
The dataset which previously consisted of Ref Date, Ref number, WNO, Item Code, 
Item Name, CAT NO, Sub Total was then processed into 3 columns according to the association 
rule processing requirements, namely date, Transaction Id, and item description. 
 
 
 
Figure 4. Pre-Process Data 
 
 After cleaning, the data will be sorted by transaction id or transaction number, which 
will be used to make the table according to the format in the association rule. 
 
Table 1. Format of a priori data table 
TID Items 
200 X Y Z 
300 P Q Y 
400 X Y P 
500 C X Y 
 
Previously random data is then sorted by transaction id contained in the dataset. 
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Figure 5. Data Sorting Results 
 
 The data which had been sorted was processed again until it became like the format in 
Figure 3. For further processing by removing the date and reference number or transaction id. 
The results can be seen drawn below 
 
 
 
Figure 6. Formation of Itemset 
 
After processing, the data will be displayed in graphic form in the form of the most frequently 
purchased data and its correlation to other items 
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Figure 7. Frequent Items 
 
 Figure 7 shows the 5 items that appear most frequently in transaction data sets, which 
means the graph shows the items that appear most often in transaction data which can indicate 
that the item is the most salable item and then the diagram can be used as a reference for the 
main product in determining Companion products in the rule that will be sought later. 
 Then the data is processed using the association rules method to produce results in the 
form of rules. This rule is a picture of association between items where there are variables in the 
form of support, confidence and lift. 
 
 
 
Figure 8. Rules generated based on association rules 
 
 
 
Figure 9. Sample rules 
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 The above rules are obtained from the test results with parameters namely support 
0.01 or confidence 0.5, then 128 rules are generated. The rules generated above have the 
attributes in the form of, lift as the strength level of rules, support is the frequency of items 
contained in the rules in combination, while confidence is the value of strength between items in 
one rule. So, from some of the rules generated from the above test it is known that if consumers 
buy Eshter Day Cream (Intensive) then there is a possibility that customers buy Eshter Night 
Cream (intensive) with certainty of 0.6666667 and based on the lift value or the strength value 
of the rules of 27.3333 then the more it is likely that customers will buy the product. 
 
4. CONCLUSION 
Based on the results of research using a priori algorithm and testing with RStudio 
application, the conclusions can be drawn as follows: 
1. Data Mining can be implemented on beauty product sales data by finding trends in 
combination patterns or relationships between items so that it can produce information 
that is useful in supporting decision making 
2. The results obtained with a priori algorithm one of them, is a combination pattern that 
has the highest support value, namely Clean Wash Oily Skin -> Eshter Acne Toner with 
a support value of 1.00000 
3. The more amount of data that is owned, the more accurate the values of the rules 
produced. 
 
5. SUGGESTIONS 
In data processing, it is better to use more data so that rules can be found more 
accurately in addition to the need for comparison with other algorithms in order to measure the 
level of accuracy that can be generated a priori algorithm. 
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