We have already survey many significant approaches for many years because there are many crucial contributions of the sentiment classification which can be applied in everyday life, such as in political activities, commodity production, and commercial activities. We have proposed a novel model using a Latent Semantic Analysis (LSA) and a Dennis Coefficient (DNC) for big data sentiment classification in English. Many LSA vectors (LSAV) have successfully been reformed by using the DNC. We use the DNC and the LSAVs to classify 11,000,000 documents of our testing data set to 5,000,000 documents of our training data set in English. This novel model uses many sentiment lexicons of our basis English sentiment dictionary (bESD). We have tested the proposed model in both a sequential environment and a distributed network system. The results of the sequential system are not as good as that of the parallel environment. We have achieved 88.76% accuracy of the testing data set, and this is better than the accuracies of many previous models of the semantic analysis. Besides, we have also compared the novel model with the previous models, and the experiments and the results of our proposed model are better than that of the previous model. Many different fields can widely use the results of the novel model in many commercial applications and surveys of the sentiment classification.
Introduction
In this survey, our novel model is performed as follows: Firstly, we use the Dennis Coefficient (DNC) to identify the valences and polarities of the sentiment lexicons of the basis English sentiment dictionary (bESD). Then, the Latent Semantic Analysis (LSA) is improved by using the sentiment lexicons. All the positive documents of the training data set are transferred into one LSAV, called the positive LSAV group. All the negative documents of the training data set are transferred into one LSAV, called the negative LSAV group. Each document in the documents of the testing data set is transferred into one LSAV. We use the DNC to cluster this LSAV into either the positive LSAV group or the negative LSAV group. One similarity measure between the LSAV and the positive LSAV group is calculated certainly, called Measure_1 and one similarity measure between the LSAV and the negative LSAV group is calculated certainly, called Measure_2. If Measure_1 is greater than Measure_2, it means that the LSAV being close to the positive LSAV group is greater than the LSAV being close to the negative LSAV group, so sentiment lexicons of the bESD a sequential environment and a distributed network system; (3) Third sub-section: Using the LSA and a DNC to cluster the documents of the testing data set into either the positive or the negative in both a sequential environment and a parallel distributed system.
We built our the testing data set including the 11,000,000 documents in the movie field, which contains the 5,500,000 positive and 5,500,000 negative in English. We also built our the training data set including the 5,000,000 documents in the movie field, which contains the 2,500,000 positive and 2,500,000 negative in English. All the English documents in our testing data set and training data set are automatically extracted from millions of the documents of English Facebook, English websites and social networks; then we labeled positive and negative for them.
Creating the sentiment lexicons of the bESD
Calculating a valence of one word (or one phrase) in English Figure 1 : Overview of identifying the valence and the polarity of one term in English using a Dennis coefficient (DNC) In this part, we calculated the valence and the polarity of one English word (or phrase) by using the DNC through a Google search engine with AND operator and OR operator, as the following diagram in Figure 1 shows. According to [1, [13] [14] [15] [16] [17] [18] , Pointwise Mutual Information (PMI) between two words wi and wj has the equation P M I(w i , w j ) = log 2 P (w i , w j ) P (w i ) × P (w j )
and SO (sentiment orientation) of word wi has the equation SO(w i ) = P M I(w i , positive) − P M I(w i , negative)
In the research [1] , the authors generate several Norwegian sentiment lexicons by extracting sentiment information from two different types of Norwegian text corpus, namely, news corpus and discussion forums. The methodology is based on the Point wise Mutual Information (PMI),
with a and b are the vectors. In this study, we chose n=1. Therefore, we had eq. (4) as follows:
From the eq. (1), (2) , (3), we proposed many new equations of the DNC to calculate the valence and the polarity of the English words (or the English phrases) through the Google search engine as the following equations below. In eq. (3), when a had only one element, a is a word. When b had only one element, b is a word. In eq. (3), a was replaced by w1 and b was replaced by w2.
Eq. (5) was similar to eq. (1). In eq. (2), eq. (1) was replaced by eq. (4). We had eq. (6) as follows:
V alence(w) = SO_DN C(w) = DN C(w, positive_query) − DN C(w, negative_query) (6) In eq. (5), w 1 was replaced by w and w 2 was replaced by position_query. We had eq. (7). Eq. (7) was as follows: In eq. (5), w 1 was replaced by w and w 2 was replaced by negative_query. We had eq. (8) . Eq. (8) was as follows:
with:
(1) B8=P(w,negative_query) × P(¬w,¬negative_query)-P(¬w,negative_query) × P(w,¬negative_query);
(2) A8=[P(w,negative_query)+P(¬w,negative_query)] × [P(w,negative_query)+P(w,¬negative_query)].
We had the information about w, w 1 , w 2 , and etc. as follows: (1) w, w 1 , w 2 : were the English words (or the English phrases); (2) P(w 1 , w 2 ): number of returned results in Google search by keyword (w 1 and w 2 ). We use the Google Search API to get the number of returned results in search online Google by keyword (w 1 and w 2 ); (3) P(w 1 ): number of returned results in Google search by keyword w 1 . We use the Google Search API to get the number of returned results in search online Google by keyword w 1 ; (4) P(w 2 ): number of returned results in Google search by keyword w 2 . We use the Google Search API to get the number of returned results in search online Google by keyword w 2 ; (5) Valence(W) = SO_DNC(w): valence of English word (or English phrase) w; is SO of word (or phrase) by using the Dennis coefficient (DNC); (6) positive_query: active or good or positive or beautiful or strong or nice or excellent or fortunate or correct or superior with the positive_query is the a group of the positive English words; (7) negative_query: passive or bad or negative or ugly or week or nasty or poor or unfortunate or wrong or inferior with the negative_query is the a group of the negative English words; (8) P(w, positive_query): number of returned results in Google search by keyword (positive_query and w). We used the Google Search API to get the number of returned results in search online Google by keyword (positive_query and w); (9) P(w, negative_query): number of returned results in Google search by keyword (negative_query and w). We used the Google Search API to get the number of returned results in search online Google by keyword (negative_query and w); (10) P(w): number of returned results in Google search by keyword w. We used the Google Search API to get the number of returned results in search online Google by keyword w; (11) P(¬w,positive_query): number of returned results in Google search by keyword (¬w and positive_query). We used the Google Search API to get the number of returned results in search online Google by keyword (¬w and positive_query); (12) P(w, ¬positive_query): number of returned results in the Google search by keyword (w and ( ¬positive_query)). We used the Google Search API to get the number of returned results in search online Google by keyword (w and (¬positive_query)); Latent Semantic Analysis using a Dennis Coefficient for English Sentiment Classification in a Parallel System 413 (13) P(¬w, ¬positive_query): number of returned results in the Google search by keyword (¬w and (¬positive_query)). We used the Google Search API to get the number of returned results in search online Google by keyword ((¬w) and (¬positive_query)); (14) P(¬w,negative_query): number of returned results in Google search by keyword (¬w and negative_query). We used the Google Search API to get the number of returned results in search online Google by keyword (¬w and negative_query); (15) P(w, ¬negative_query): number of returned results in the Google search by keyword (w and (¬negative_query)). We used the Google Search API to get the number of returned results in search online Google by keyword (w and (¬negative_query)); (16) P(¬w,¬negative_query): number of returned results in the Google search by keyword (¬w and (¬negative_query)). We used the Google Search API to get the number of returned results in search online Google by keyword (¬w and (¬negative_query)).
We have the information about the DNC as follows: (1) The polarity of the English word w is positive polarity If SO_DNC (w) < 0. The polarity of the English word w is negative polarity if SO_DNC (w) < 0. The polarity of the English word w is neutral polarity if SO_DNC (w) = 0. In addition, the semantic value of the English word w is SO_DNC (w). The result of calculating the valence w (English word) is similar to the result of calculating valence w by using AltaVista. However, AltaVista is no longer. In summary, by using eq. (6), eq. (7), and eq. (8), we identified the valence and the polarity of one word (or one phrase) in English by using the DNC through the Google search engine with AND operator and OR operator.
Creating a basis English sentiment dictionary (bESD) in a sequential environment
In this part, we calculated the valence and the polarity of the English words or phrases for our bESD by using the DNC in a sequential system in the algorithm 1. According to [19] [20] [21] , we had at least 55,000 English terms, including nouns, verbs, adjectives, etc. By using eq. (5), eq. (6), eq. (7) and eq. (8) of the calculating a valence of one word (or one phrase) in English in the sub-section [Overview of identifying the valence and the polarity of one term in English using a DNC], the sentiment score and the polarity of this term were identified. The valence and the polarity were calculated by using the DNC through the Google search engine with AND operator and OR operator.
5:
Add this term into the basis English sentiment dictionary (bESD) 6: end for 7: Return bESD Our basis English sentiment dictionary (bESD) had more 55,000 English words (or English phrases) and bESD was stored in Microsoft SQL Server 2008 R2.
Creating a basis English sentiment dictionary (bESD) in a distributed system
In this part, we calculated the valence and the polarity of the English words or phrases for our bESD by using the DNC in a parallel network environment in the algorithm 2 and the algorithm 3. According to [19] [20] [21] , we had at least 55,000 English terms, including nouns, verbs, adjectives, etc. This section included two phases: the Hadoop Map (M) phase and the Hadoop Reduce (R) phase. The input of the Hadoop Map phase was the 55,000 terms in English in [19] [20] [21] . The output of the Hadoop Map phase was one term which the sentiment score and the polarity are identified. The output of the Hadoop Map phase was the input of the Hadoop Reduce phase. Thus, the input of the Hadoop Reduce phase was one term which the sentiment score and the polarity are identified. The output of the Hadoop Reduce phase was the basis English sentiment dictionary (bESD).
Algorithm 2 Performing the Hadoop Map phase
1: Input: the 55,000 English terms; the Google search engine. 2: Output: one term which the sentiment score and the polarity are identified. 3: for all Each term in the 55,000 terms do
4:
By using eq. (5), eq. (6), eq. (7) and eq. (8) of the calculating a valence of one word (or one phrase) in English in the sub-section [Overview of identifying the valence and the polarity of one term in English using a DNC], the sentiment score and the polarity of this term were identified. The valence and the polarity were calculated by using the DNC through the Google search engine with AND operator and OR operator.
5:
Return this term 6: end for 7: Return this term 
Improving the LSA according to the sentiment lexicons of the bESD a sequential environment and a distributed network system
Reforming the LSA based on the sentiment lexicons of the bESD According to the Latent semantic analysis (LSA) [4, 6, 7] , it is a technique in natural language processing, that provides a theory and method for extracting and representing the contextualusage and meaning of words by statistical computations applied to a large corpus of text. It closely approximates many aspects of human language learning and understanding. LSA produces a set of concepts (themes) exposed by the document analysis, which are based on the terms contained in the documents. It assumes that words that are similar in meaning occur in similar pieces of texts. We have the basic step involved in LSA based on the LSA [4, 6, 7] as follows: Computing Term-Passage Matrix -This is the document-term matrix where each row represents Latent Semantic Analysis using a Dennis Coefficient for English Sentiment Classification in a Parallel System 415 a document and the columns represent the terms (occurrence) in the document. Typically, given two documents d1and d2 with d1= "Latent Semantic Analysis is very very useful" and d2= "Latent Semantic Analysis is slow". Then, the document-term matrix is as shown below (called one Latent semantic analysis vector -LSAV) in Table 1 . ⇒ The Latent semantic analysis vector:
As known, in one sentence, there are sometimes many terms (meaningful words or meaningful phrases) bearing the neutral sentiment, the positive sentiment, or the negative sentiment. For example, we assume that in the bESD, "useful" is the positive sentiment and its valence is +2.3. "very" is the positive sentiment and its sentiment score is +0.3. "slow" is the negative sentiment and its valence is -1.1. We see that the neutral terms are not the important role in a sentence. Thus, if we still use them in calculating the sentiment of the sentence, there are many noises for this calculating. We also see that the negative terms make many noises for calculating the sentiment of the positive polarity and the positive terms make many noises for calculating the sentiment of the negative polarity. We use the valences of the terms combined with their frequencies to remove many noises of identifying the sentiment classification of one sentence. We apply the valences of the sentiment lexicons of the bESD into the Vd1 and Vd2 as follows: According to the bESD, it is assumed that "Latent" is 0 of its valence; "Semantic" is 0 of its sentiment value; "Analysis" is 0 of its sentiment score; "useful" of +2.3 of its valence; "is" is 0 of its sentiment score; "document" is 0 of its valence; "classification" is 0 of its sentiment value; "an" is 0 of its valence; "very" is +0.3 of its sentiment score; the sentiment value of "slow" is −1.1. Therefore, we have d1 and d2 in Table 2 .
⇒ d1 = (0, 0, 0, 0, 0.6, 2.3, 0) and d2 = (0, 0, 0, 0, 0, 0, 0) ⇒ emphasizing on the positive terms and the negative terms in one sentence. ⇒ The Latent semantic analysis vector:
In one LSA vector (LSAV), the value of each element is (its valences) × (its frequency). 
Transferring all the documents of the testing data set and the training data set into the LSAVs in a sequential environmnent
In this section, we proposed the algorithm 4, the algorithm 5, the algorithm 6, and the algorithm 7 in the sequential system as follows: All the positive documents of the training data set were transferred into one LSAV, called the positive LSAV group. All the negative documents of the training data set were transferred into one LSAV, called the negative LSAV group. Each document in the documents of the testing data set was transferred into one LSAV.
We implemented the algorithm 4 to create an order list of the LSAV which comprises all the meaningful terms of both the testing data set and the training data set in the sequential system. We proposed the algorithm 5 to transfer one document of the testing data set into one LSAV in the sequential system. We built the algorithm 6 to transfer the positive documents of the training data set into one positive LSAV in the sequential system, called the positive LSAV group.
We proposed the algorithm 7 to transfer the negative documents of the training data set into one negative LSAV in the sequential system, called the negative LSAV group.
Algorithm 4
Creating an order list of the LSAV 1: Input: the documents of the training data set and the testing data set 2: Output: an order list of the LSAV − AnOrderListOfTheLSAV 3: Set AnOrderListOfTheLSAV ← ∅ 4: for all Each document into the documents of the training data set and the testing data set do
5:
Split this document into the sentences 6: for all Each sentence in the sentences do
7:
Split this sentence into the meaningful terms based on the sentiment lexicons of the bESD; 8: for all Each term in the meaningful terms do 9: if checking this term in AnOrderListOfTheLSAV is false then
10:
Add this term into AnOrderListOfTheLSAV Transferring all the documents of the testing data set and the training data set into the the LSAVs in a distributed network system
In this section, we implemented many algorithms in the distributed network system as follows: All the positive documents of the training data set were transferred into one LSAV, called the positive LSAV group. All the negative documents of the training data set were transferred into one LSAV, called the negative LSAV group. Each document in the documents of the testing data set was transferred into one LSAV.
This section comprises the algorithm 8, the algorithm 9, the algorithm 10, the algorithm 11, the algorithm 12, the algorithm 13, the algorithm 14, and the algorithm 15.
We created an order list of the LSAV which comprises all the meaningful terms of both the testing data set and the training data set in the distributed network system in the algorithm 8 and the algorithm 9. This stage included two phases: the Hadoop Map phase (M) and the Hadoop Reduce phase (R). The input of M was the documents of the testing data set and the training data set. The output of R is one term. The input of R was the output of M, thus, the input of R was one term. The output of R was an order list of the LSAV − AnOrderListOfTheLSAV.
We transferred one document of the testing data set into one LSAV in the parallel system in the algorithm 10 and the algorithm 11. This stage included two phases: the Hadoop Map phase Number := Count this term in this document
9:
Valence := Get the valence of this term based on the sentiment lexicons of the bESD 10:
Set i ← i + 1 12: end for 13: for j:=1; j < Rows; j++ do 14: for i:=0; i < Columns; i++ do Set i ← i + 1 13: end for 14: end for 15: Return PositiveLSAV 3.3 Using the LSA and a DNC to cluster the documents of the testing data set into either the positive or the negative in both a sequential environment and a parallel distributed system
Using the LSA and a DNC to cluster the documents of the testing data set into either the positive or the negative in a sequential environment
This sub-section has the algorithm 16, and the algorithm 17. In this section, we used the LSA and a DNC to cluster the documents of the testing data set into either the positive or the negative in a sequential environment.
We built the algorithm 16 to cluster one LSAV (corresponding one document of the testing data set) into either positive polarity or the negative polarity in the sequential environment.
We proposed the algorithm 17 to cluster all the documents of the testing data set into either the positive or the negative in the sequential system by using the LSA and the DNC.
Using the LSA and a DNC to cluster the documents of the testing data set into either the positive or the negative in a distributed system This part includes the algorithm 18, the algorithm 19, the algorithm 20, and the algorithm 21.
In this part, we used the LSA and a DNC to cluster the documents of the testing data set into either the positive or the negative in a distributed system. We clustered one LSAV (corresponding one document of the testing data set) into either positive polarity or the negative polarity in the distributed environment in the algorithm 18 and the algorithm 19. This stage comprised two phases: the Hadoop Map phase (M) and the Hadoop Reduce phase (R). The input of M was one LSAV (corresponding one document of the testing data set); the positive LSAV group and the negative LSAV group. The output of M was the result of the sentiment classification of one document. The input of R was the output of M, thus, the input of R was the result of the sentiment classification of one document. The output of R Latent Semantic Analysis using a Dennis Coefficient for English Sentiment Classification in a Parallel System 419 Algorithm 7 Transferring the negative documents of the training data set into one negative LSAV in the sequential system 1: Input: the negative documents of the training data set and an order list of the LSA − AnOrderListOfTheLSAV 2: Output: one negative LSAV − the positive LSAV group 3: Set Columns ← the length of AnOrderListOfTheLSAV 4: Set Rows ← the negative documents of the training data set 5: Set NegativeLSAV ← with its column is Columns and its rows is Rows 6: for j := 0; j < Rows; j++ do Set i ← i + 1 13: end for 14: end for 15: Return NegativeLSAV was the result of the sentiment classification of this document of the testing data set.
We used the LSA and the DNC to cluster the documents of the testing data set into either the positive or the negative in the distributed system in the algorithm 20 and the algorithm 21. This stage comprised two phases: the Hadoop Map phase (M) and the Hadoop Reduce phase (R). The input of M was the documents of the testing data set. The output of M was the result of the sentiment classification of one document. The input of R was the output of M, thus, the input of R is the result of the sentiment classification of one document. The output of R was the results of the sentiment classification of the documents of the testing data set.
Experiment
To implement the proposed model, we have already used Java programming language to save the 11,000,000 documents of the testing data set and the 5,000,000 documents of the training data set, and to save the results of emotion classification. The proposed model was implemented in both the sequential system and the distributed network environment. The configuration of one server is: IntelÂŽ Server Board S1200V3RPS, IntelÂŽ PentiumÂŽ Processor G3220 (3M Cache, 3.00 GHz), 2GB CC3-10600 ECC 1333 MHz LP Unbuffered DIMMs; and the operating system of the server is: Cloudera. Our novel model related to the Latent Semantic Analysis and a Dennis Coefficient is implemented in the sequential environment with the configuration as follows: The sequential environment in this research includes 1 node (1 server). The proposed model related to the Latent Semantic Analysis and a Dennis Coefficient is performed in the Cloudera parallel network environment with the configuration as follows: This Cloudera system includes 9 nodes (9 servers). All 9 nodes have the same configuration information In Table 3 , we show the accuracy and the results of our novel model in the testing data set. The average time of the classification of our new model for the English documents in testing data set are displayed in Table 4 . Split this document into the sentences 6: for all Each sentence in the sentences do
7:
Split this sentence into the meaningful terms based on the sentiment lexicons of the bESD 8: for all Each term in the meaningful terms do
9:
Return this term;//the output of the Hadoop Map.
10:
for all Each document in the documents of the testing data set do
11:
Split this document into the sentences 12: for all Each sentence into the sentences do
13:
Split this sentence into the meaningful terms according to the sentiment lexicons of the bESD 14: for all Each term in the meaningful terms do
15:
Return this term;//the output of M Add this term into AnOrderListOfTheLSAV 6: end if Number := Count this term in this document 10: Valence := Get the valence of this term based on the sentiment lexicons of the bESD Set OneRowOfNegativeLSAV ← with its column is Columns
7:
Set i ← 0
8:
for all Each term in AnOrderListOfTheLSAV do
9:
Number := Count this term in the document (j) of the negative documents of the training data set Algorithm 17 Clustering all the documents of the testing data set into either the positive or the negative in the sequential system by using the LSA and the DNC 1: Input: the documents of the testing data set and the training data set. 2: Output: positive, negative, neutral; 3: the creating a bESD in a sequential environment in the sub-section [Creating a basis English sentiment dictionary (bESD) in a sequential environment]. 4: the algorithm 4 to create an order list of the LSAV which comprises all the meaningful terms of both the testing data set and the training data set in the sequential system. 5: the algorithm 6 to transfer the positive documents of the training data set into one positive LSAV in the sequential system, called the positive LSAV group. 6: the algorithm 7 to transfer the negative documents of the training data set into one negative LSAV in the sequential system, called the negative LSAV group. 7: Results := null; 8: for all Each document in the documents of the testing data set do
One LSAV := the algorithm 5 to transfer one document of the testing data set into one LSAV in the sequential system.
10:
OneResult := the algorithm 16 to cluster one LSAV (corresponding one document of the testing data set) into either positive polarity or the negative polarity in the sequential environment.
11:
Add OneResult into Results; 12: end for 13: Return Results; Algorithm 20 Implementing the Hadoop Map phase 1: Input: the documents of the testing data set and the training data set. 2: Output: positive, negative, neutral; 3: the creating a bESD in a distributed system in the sub-section [Creating a basis English sentiment dictionary (bESD) in a distributed system]. 4: the algorithm 4 to create an order list of the LSAV which comprises all the meaningful terms of both the testing data set and the training data set in the sequential system. 5: creating an order list of the LSAV which comprises all the meaningful terms of both the testing data set and the training data set in the distributed network system in the algorithm 8 and the algorithm 9. 6: transferring the positive documents of the training data set into one positive LSAV in the sequential system, called the positive LSAV group in the algorithm 12 and the algorithm 13. 7: transferring the negative documents of the training data set into one negative LSAV in the sequential system, called the negative LSAV group in the algorithm 14 and the algorithm 15. 8: Input the documents of the testing data set, the positive LSAV group and the negative LSAV group into the Hadoop Map in the Cloudera system; 9: for all Each document in the documents of the testing data set do
10:
One LSAV := transferring one document of the testing data set into one LSAV in the parallel system in the algorithm 10 and the algorithm 11.
11:
OneResult :=clustering one LSAV (corresponding one document of the testing data set) into either positive polarity or the negative polarity in the distributed environment in the algorithm 18 and the algorithm 19. 
Conclusion
In this survey, a new model has been proposed to classify sentiment of many documents in English using the Latent Semantic Analysis and a Dennis Coefficient with Hadoop Map (M) /Reduce (R) in the Cloudera parallel network environment. Based on our proposed new model, we have achieved 88.76% accuracy of the testing data set in Table 3 , and this is better than the accuracies of many previous models of the semantic analysis. Besides, we have also compared the novel model with the previous models, and the experiments and the results of our proposed model are better than that of the previous model. Until now, not many studies have shown that the clustering methods can be used to classify data. According to Table 4 , the average time of the sentiment classification of using the Latent Semantic Analysis and a Dennis Coefficient in the sequential environment is 43,460,194 seconds / 11,000,000 English documents and it is greater than the average time of the sentiment classification of using the Latent Semantic Analysis and a Dennis Coefficient in the Cloudera parallel network environment with 3 nodes which is 13,120,064 seconds / 11,000,000 English documents. The average time of the sentiment classification of using the Latent Semantic Analysis and a Dennis Coefficient in the Cloudera parallel network environment with 9 nodes is 4,851,132 seconds / 11,000,000 English documents, and It is the shortest time in the table. Besides, the average time of the sentiment classification of using the Latent Semantic Analysis and a Dennis Coefficient in the Cloudera parallel network environment with 6 nodes is 7,360,032 seconds / 11,000,000 English documents The accuracy of the proposed model is dependent on many factors as follows: (1) The LSA − related algorithms. (2) The testing data set. (3) The documents of the testing data set must be standardized carefully. (4) Transferring one document into one LSAV. The survey presents perplexity results for different types of text and linguistic data collections and discusses an application in automated document indexing. The experiments indicate substantial and consistent improvements of the probabilistic method over standard Latent Semantic Analysis.
No mention [6] The latent semantic analysis theory of acquisition, induction, and representation of knowledge.
A new general theory of acquired similarity and knowledge representation, latent semantic analysis (LSA), is presented and used to successfully simulate such learning and several other psycholinguistic phenomena. The proposed model has many advantages and disadvantages. Its positives are as follows: It uses the Latent Semantic Analysis and a Dennis Coefficient to classify semantics of English documents based on sentences. The proposed model can process millions of documents in the shortest time. This study can be performed in distributed systems to shorten the execution time of the proposed model. It can be applied to other languages. Its negatives are as follows: It has a low rate of accuracy. It costs too much and takes too much time to implement this proposed model. To understand the scientific values of this research, we have compared our model's results with many studies in the tables below. Our novel model has more benefits than the studies in the tables, and the results of this model are better than that of the works in the tables.
In Table 5 , we present the comparisons of our model s positives and negatives the surveys related to the Latent Semantic Analysis (LSA).
The comparisons of our model s benefits and drawbacks with the studies related to the DENNIS coefficient (DNC) are shown in Table 6 . 
