Male -Female Earnings Differentials in Canada: Where in the Earnings
Distribution do they Exist?
I. Background
One of the most studied phenomena in labour economics has been the difference in pay between men and women. 1 One constantly hears media reports that women earnings are only about 70 percent of male earnings. Although this gap is narrowing over time, the gap itself persists. Generally, as data sets include a wider range of pertinent variables and empirical methodologies become more sophisticated, researchers find that they are able to explain a larger proportion of this pay gap differential on various observable characteristics. They are also able to ascertain the sources of the gap. Any unexplained proportion of the overall gap in favour of men is the result of unobservable differences in characteristics between the sexes, including possible wage discrimination against women. To date, however, we do not have an understanding of where in the earnings distribution this pay gap exists, since the usual methodologies used simply ascertain any average gap between men and women based on the mean observable characteristics of each group. As is well known to researchers, these averages can mask the size of gaps along the pay distribution. For example, it may be larger gaps at the top of the pay distribution which pull up the average, while gaps may not exist (or even favour women) at lower points in the same distribution. This makes such studies of limited use since researchers are unable to determine exactly where policy could be directed to better understand the sources of any pay differentials.
There have been a number of studies on the gender pay gap using Canadian data over the past three decades. 2 Although these studies are diverse in the data sets used, the time periods studies, etc., there are a number of 1 Throughout this paper I will use the term "gender pay gap" as a generic phrase that includes differences in annual earnings, weekly earnings, or hourly wages. Each of these has been used in the literature and will be used in this research as well. 2 The major studies, the methodologies and data sets employed, and the main findings are contained in the separate data appendix that accompanies this paper.
commonalities between them that are worthy of noting. First, most studies of the gender pay gap use the familiar decomposition technique developed independently by Blinder (1973) and Oaxaca (1973) or one of the many variants to this technique. 3 Thus, they say nothing about the pay gap at various points of the earning distribution. Second, studies on the pay gap have generally taught us that oft-quoted unadjusted pay gap of ~30 percentage points (e.g., Statistics
Canada, 2006) tends to shrink as more and better controls are used to appropriately adjust the gap. For example better measures of labour market experience (Drolet, 2002b; Kidd and Shannon, 1994) , unionization (Doiron and Riddell, 1994; Kidd and Shannon, 1996) and workplace characteristics (Drolet, 2002a) , can shrink the gap to less than 10 percentage points. This, however, still leaves some of the pay gap unexplained.
As much as these studies have added to our knowledge, they have focused on the mean pay gap. This could potentially distort the magnitude of any gap. For example, if women are subject to a glass ceiling (i.e., prohibited from advancing through the salary ranks due to discrimination, e.g., OECD, 2007), then we may see large gaps at the right tail of the pay distribution, but perhaps no gap (or even a pay premium) for those at the mean or left tail of the same distribution. This has not been addressed in the Canadian literature.
Furthermore, these studies are inherently limited and may not accurately represent what is currently happening in the Canadian labour market, especially over the past few years as the Canadian economy has expanded and unemployment rates have tumbled.
To the best of my knowledge, only two published Canadian have addressed the pay gap at different points of the earnings distribution: Drolet (2001) and Baker, et al. (1995) . Drolet (2001:9) notes that there are differences between males and females at different points of the earnings distribution and that "different wage-determining characteristics at the mean [fail] to accurately 3 Canadian studies using this methodology include, but are not limited to, Shapiro and Stelcner (1987) , Maki and Ng (1990) , Christofides and Swidinsky (1994) , Doiron and Riddell (1994) , Baker et al. (2995) , Finnie and Wannell (1996, 2004) , Kidd and Shannon (1996) , Day and Devlin (1997) , Christie and Shannon (2001) , Drolet (2001 Drolet ( , 2002b , Fortin and Huberman (2002) , Ng (2003) , Leung (2006) , Warman et al. (2006) , Frenette and Coulombe (2007) , and Myles, et al. (2007) .
represent the differences encountered along the wage distribution." [emphasis in original].
Indeed, there are theoretical reasons to believe that the gap may be narrowing recently and thus previous studies may be dated and therefore have not captured this change. In particular, factors such as the increased importance technology that favour "brain" over "brawn," increased competition in the economy due to privatization, deregulation, and globalization, all of which have increased the power of market forces and, since the "taste" for discrimination against women is costly, its perpetrators may no longer be able (or willing) to pay this price (Gunderson, 2006) .
Certainly recent evidence does suggest that the changes in the returns to education are an important factor in the pay gap over time. Frenette and Coloumbe (2007) argue that the increase in the proportion of young women holding a university degree has increased between 1981 and 2001, and this phenomenon assisted in reducing the male earnings gap among full-time, fullyear workers in the 1980s. In the 1990s, by contrast, these educated females suffered an increasing pay gap, perhaps as a result of government cutbacks in spending on health and education (female-dominated fields) while engineering and technology graduates (male-dominated fields) saw their earnings rise. Both potentially caused the earnings gap to rise. These authors, however, use census data up to 2001, a time when the economic expansion in Canada was just beginning and the government cutbacks of the previous decade were being relaxed. Furthermore, the census data utilized do not contain detailed data on a number of labour market and job characteristics which have shown to be important in addressing the gender pay gap (e.g., union status). Still, as Finnie and Wannell (1996) have shown, although the gender pay gap has generally narrowed over time, it still tends to be narrower closer to graduation compared to a few years following graduation from post-secondary education. The implication is that something is occurring in the early labour market experiences of young men and women which results in the gap increasing over time.
Still, sometimes it is argued that women are more likely to quit and be absent from work compared to their males counterparts. This is then used as an explanation for the any wage differential. Recently, however, Zhang (2007) has shown that today there is no difference between male and female quit rates, and absenteeism is only greater for females with respect to paid sick leave (only one extra day per year). Chaykowski and Powell (1999) and Finnie (2000) and Statistics Canada (2006) also find similar convergence of various female labour supply measures.
The limitations of these previous studies in terms of time period(s)
analyzed, datasets utilized, and methodologies employed will be addressed in this research. We compare two datasets almost 10 years apart, which will also allow us to see if changes occurred over this period. Since these two data sets are cross-sections, they do not allow us to address potentially important factors such as occupational segregation (Robb, 1987; Baker and Fortin, 2001) or the returns to job mobility (Simpson, 1990) .
II. Methodology
The most common methodology for determining pay differentials was independently developed by Blinder (1973) and Oaxaca (1973) . Formally, the difference in the mean log wage between males and females is: The fi rst term on the right hand side of equation (1) shows the component of the log wage differential that is due to the difference in mean endowments between males and females. This is often referred to as the justifiable pay differential since it is due to differences in endowments. The second term on the right hand side of equation (1) shows the component of the wage differential that is due to differences in the way that various characteristics are rewarded for males and females. This is usually referred to as the surplus or rent payment that is granted to males (if positive) and is the component that is commonly referred to as "discrimination" since it is unexplained by any of the wage generating controls. This component may also be the result of other characteristics that are unobservable to researchers as well. Indeed, studies that do include additional explanatory variables in the estimation generally find that this unexplained portion of the gender wage differential tends to decrease. For example, Drolet (2002a,b) finds that this is the case when better measures of workplace characteristics and labour market experience are included.
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Although this methodology provides us with a simple method to answer the hypothetical question: "What if female workers were paid the same rate of compensation as their female counterparts?", it says little about the underlying wage distribution. Such decomposition may show that the average male worker is paid economic rents, when in fact rents may be larger at the bottom of the wage distribution than at the top of the same distribution, or vice versa. In order to better understand where in the pay distribution differences exist, quantile regression analysis can be used to estimate the following:
where lnw i is the natural logarithm of the hourly wage of the i th individual, X i is a vector of individual characteristics, β is the rate of return to these characteristics, F i is a dichotomous dummy variable that equals one if the individual is female, δ is the payment (or penalty) for being female, and ε i is the classical stochastic error term.
The limitation of this technique is that it does not permit us to determine the part of the total wage differential that is due to male-female differences in labour market attributes, and the part due to different rates of return to these attributes. The drawback of including a female dummy variable into this equation
is that it constrains the returns to all other labour-market characteristics to be equal for both genders. In other words it constrains all variables (with the exception of the female indicator) to have the same coefficient or rate of return for both men and women, and this may bias the true extent of any gender wage differentials. We can, however, combine the decomposition technique with quantile regressions to determine the rent component at various points in the wage distribution. This method was introduced by Mueller (1998) .
The difference in the log wage between the males and females is:
is the mean natural logarithm of the wage for gender k evaluated at quantile j, j k b is a vector of estimated coefficients for gender k evaluated at quantile j, X k is a vector of average characteristics of gender k evaluated at the appropriate quantile j, and k = f, m denotes females and males, respectively. Finally, j = . 10, .25, .50, .75, and .90 . The first term on the right hand side is the component of the log wage differential due to differences in endowments between males and females, and is referred to as the justifiable wage or characteristics differential. The second term shows the component due to gender differences in returns to these endowments, and is called the surplus or rent payment. It is this amount that is often attributed to labour market discrimination, although it could be due to other factors such as omitted variable bias.
Since this research has the objective of determining: (1) where in the distribution of pay any gap between genders exists, and (2) how this gap has changed over time, equations (1) and (2) will be estimated using the Survey of Income and Labour Dynamics (SLID) for the years 1996 and 2005 (the latest year available when this research commenced). The estimation of equation (1) will permit this research to be compared with previous research using the standard decomposition (e.g., Drolet, 2002b) , while the estimation of equation (2) will ascertain any gender wage differentials at various points in the wage distribution. The use of two data sets will allow the determination of any changes over this nine -year period. Sinc e gender wage comparisons can be sensitive to model specification (Gunderson, 2006) as well as the choice of dependent variable (e.g., hourly wages, weekly earnings, or annual earnings), different models will be estimated to check for robustness of the results.
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III. Data
The data utilized are the Survey of Labour and Income Dynamics (SLID) from 1996 and 2005 (the latest year available at the time of writing). The SLID is a household survey that annually collects data on some 60,000 individuals, excluding residents of the three territories, residents of institutions, and those living on Indian reserves. These exclusions amount to less than 3 per cent of the overall population (1996 SLID Guide).
The sample is limited to include only those between the ages of 16 and 64 who held a paid job at any time during the reference year. We exclude those who are not paid employees (i.e., unpaid family workers and the self-employed) as well as those who were full-time students during the year. Incomplete observations were also eliminated from the sample.
The SLID data set is rich in the background variables including highest level of education obtained, number of employees at the person's employment site, union status, marital status, province or residence, as well as detailed industry and occupation codes. The dataset also includes a measure of full-time, 5 See Gunderson (2006) for a comprehensive review of the methodologies for estimating the gender pay gap as well as the limitations associated with each.
full-year work experience, a better measure of actual work experience than the familiar Mincer proxy, normally used in these types of studies (Drolet, 2002b) .
The dependent variable that will be utilized is the composite hourly wage, constructed by Statistics Canada based on the implicit hourly wage for all paid jobs.
6 Doiron and Riddell (1996) do note that inequality in the distribution of hours is responsible for some of the pay gap. Although studying the wage rate (i.e., earnings divided by hours worked) may give is a more accurate measure of the pay gap, these authors note that there is increasing correlation between hours and wage rates. This factor could potentially bias even the results that use the wage rate. We assume that any bias introduced using the hourly wage rate is stable across time, and thus will not affect our results.
The final sample contains 13,032 males and 11,728 females from 1996, and 11,086 and 11,250 females from 2005. In either year these observations represent approximately ten million Canadians. Here we find some interesting differences between males and females at various ranges of the overall wage distribution, although we find very few important differences when we compare the 1996 and 2005 results, Table 2 shows that in both years the log wage differential is higher when we compare the middle ranges of the two distributions, in contrast to when the tails are compared.
IV. Results
In the 1996 data, for example, the differential is 0. These data show that the gap has closed the most for those women at or beneath the median income level. The final row in Table 2 shows the evolution of the differences at each quantile (or the difference-in-differences compared to males. Thus, it appears that the higher education levels of females may be propelling them to the upper tail of the wage distribution, whereas for males it may be more years of experience.
These data also reveal some surprising results regarding the industry and occupation distribution related to the wage distribution. We do know that women dominate the health occupations, but the data here show that a large proportion of the women here are at the upper tail of the wage distribution during both years.
In male-dominated industries such as construction and manufacturing, it is males that predominate at the top of the wage distribution, whereas in the health care
and social assistance industry it is females who hold this position.
In sum, the data in Tables 3 and 4 show that there is heterogeneity in the male and female samples and that these differences between genders at various points of the wage distribution could be causing wages to differ in ways in which the standard OLS decompositions are not able to detect.
As a starting point it is important to link the current work with the past work that has been done on this topic. Table 6 extends these results by using the 2005 data and comparing these to the 1996 data in Table 4 . Here there is an increase in the adjusted wage differential: up to 88.9 per cent, due to a decrease in the unexplained wage differential. These results, which are quantitatively similar to those in literature, coupled with the results from these studies (e.g., Baker, et al., 1995; Kidd and Shannon, 1997, Drolet, 2002b) , indicate two important phenomena. First, the adjusted and unadjusted wage gaps are narrowing over time. Second, the unexplained component of the total differential remains substantial. This latter point implies that we are not able to ascertain why this gap conti nues to exist using observable characteristics, rather other factors such as absenteeism, work effort, work responsibilities, or even labour-market discrimination -each of which is not included in the data -may be driving this result.
Since the results in our data are stable (i.e., similar to Drolet's), and since our main intention it to gain a better understanding of how the earnings differential has changed throughout the earnings distribution, as well as the cause of these changes, we will proceed with using the PUMF rather than the more comprehensive master data file. In other words, unless there is reason to believe that the omitted variables from the current work have a differential effect on earnings in 2005 compared to 1996, the results will not be biased using the PUMF and we will be able to compare changes across the earnings distribution over time with these data. We perform a number of decompositions to check for the robustness of the results.
The statistical program STATA contains a number of programs that are capable of decomposing mean earnings differences between two or more groups, males and females in our case. Since we are interested in decomposing the earnings differential at different points in the distribution, these pre-packaged programs are of limited use, and some of the calculations must be done manually. In particular, many of the results in the STATA programs are not weighted. Furthermore, the decompositions in STATA are conducted using the coefficients from the quantile regressions, but the mean values of dependent variables from the entire group of males and females. We will overcome these limitations by performing manual calculations and weight the Figure 1 shows the main results of the exercise. These are obtained by using the decomposition method in equation (2) In each case, the model using the best data possible are used in estimating the model (i.e., augmented model 2 in Tables 5 and 6 ). The numerical results on which Figure 1 is based are contained in Tables 7 and 8 .
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There are several interesting results in this chart. First, average female hourly wages as a percentage of male wages increase by one percentage point between 1996 and 2005, from 87.9 per cent to 88.9 per cent. 11 Since these are mean hourly earnings, they do not change across quantiles and therefore are plotted as a horizontal line. These means, however, mask important differences in adjusted wages across the wage distribution. The general pattern is that adjusted wages decre ase as the quantile level increases. 12 This holds for both years in our data. For example, in 1996 adjusted female wages at the 10 th data as well as using the appropriate dependent variables values (i.e., the values at +/-five percentiles from the quantile being evaluated). The downside of doing this manually is that we are not easily able to include standard errors. Still, the estimations that were performed in STATA (despite its limitations) almost always produced coefficients that were significant at the usual levels of significance. 9 The regression coefficients used to generate these results are contained in Appendix Tables 1   through 4. 10 There are a variety of weighting schemes that can be used to calculate the differentials based what is considered to be the base (or non-discriminatory) wage for comparison purposes. We follow the convention and use the male weight (i.e., W = 1) as originally suggested by both Oaxaca (1973) and Blinder (1973) . Other weighting options are a scheme that uses relative group sample sizes (Cotton, 1988) or using the group of pooled males and females as the group to which comparisons are made (Neumark, 1988) . As the weight given to males decreases, this tends to reduce the explained component and increase the unexplained component, although the patterns observed here do no change. Using the male group as the comparator group is the most common weighting scheme in the literature are corresponds to the case where male earnings are considered to be the non-discriminatory earnings to which female earnings are compared. 11 The adjusted female-male earnings ratio here and throughout the paper is obtained by using the formula e -x *100 where x is the unexplained log difference between males and females. 12 This is equivalent to saying that the unexplained log difference (i.e., x in the formula in the previous footnote) increases as the quantile level increases. To check for the robustness of the above results, we again estimate equation (2) but this time using annual salary as the dependent variable. 13 Also, sinc e we these data show that annual hours worked tend to be higher among males, we look at the adjusted wage gap using models with and without a control for hours. These results are in Figures 4 and 5, respectively. The pattern in Figure 4 is very similar to that in Figure 3 (where we addressed only full-time and full-year workers): namely that it is generally in the tails of the distribution where the relative adjusted compensation is the lowest. The adjusted values in Figure 3 are generally higher since this sample is limited to those with the highest attachment to the labour force. These results together imply that there is something occurring regarding the annual hours of work which is influencing the gender wage differential, yet is not be captured by these estimates. Figure 5 shows the adjusted female wage differentials using annual wages and salaries, but this time without controlling for annual hours. The results are mostly as expected; the distributions generally shift down, reflecting the fact that hours worked are an important determinant of annual salaries. The exception to this is the region around the 10 th quantile in 2005, where the adjusted amount does not change when we control for hours worked. This implies that hours worked are not an important determinant of compensation at this part of the salary distribution.
To better ascertain the sources of these differentials, we further decompose the results into the individual factors that contribute to the explained part of the total differential. Here we will limit our result to include only those for hourly wages. This is because these tend to be the most reasonable estimatesat least theoretically -and as such tend to be utilized the most widely in the literature.
14 These results are contained in Tables 7 and 8 , respectively.
Experience explains about 3-21 per cent of the total differential, depending on the point in the wage distribution and the year. Education level actually worsens the gap in both years (i.e., reduces the explained component), and this educational component increases (in absolute value) between 1996 and 2005 from 2.9 to 4.5 per cent. This could be due to the changing composition of fields of study over this period of time. Drolet (2002b) , who uses detailed field of study variables, noted that males tended to be more likely to graduate from fields such as engineering and applied sciences where returns are higher, whereas women were more likely to be in health sciences or education were returns to education are lower. In our data, the negative explained effects of education, especially at the upper quantiles, is owing to the fact that women are more likely to have higher levels of education than males at these quantiles, especially at the bachelor's degree level. Part-time status adds a large contribution to the explained wage gap, but only for those at or below the median in 1996, and for all quantile levels in 2005. Industry explains an average of 22 per cent of the gap in 1996 and 16 per cent in 2005, with more of the gap explained at the tails.
The negative occupational influence of the explained component is the result of women being less prevalent than men in occupations such as natural and applied sciences, as well as protective services, all of which have lower hourly wages in our estimates relative to the comparator occupation (those in wholesale, technical, insurance and real estate sales). 15 The negative "explained" effect of part-time work is also due to the higher incidence of women in these occupations, along with a negati ve hourly wage premium (i.e., penalty) to parttime work.
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It is also worthy of note that the unexplained portion of the total wage differential fell over the period, at least in these estimates. The only exception is for those around the 10 th quantile. This continues the trend noted by Baker, et al. (1995) who observed this in their data covering the two decades between 1970 and 1990.
V. Conclusions
We have learned several interesting things in the preceding analysis. First, there has been a modest improvement in the average adjusted female hourly wage between 1996 and 2005: an increase of one percentage point to 88.9 per cent of the mean male hourly wage. Second, the male-female wage differential is not constant across the hourly wage distribution: females at the lower end of the distribution tend to do relatively better compared to their male counterparts than those at the upper tail of the distribution. Third, the pattern is sensitive to model specification regarding the choice of full -time, full -year workers, annual salary versus hourly wage, etc. Fourth, this pattern has changed in the nine -year period analyzed. In particular, in 1996 we see that the adjusted wage differential Fifth, the explained component of hourly wages tends to be higher at the lower end of the wage distribution.
The policy implications of the preceding analysis are not clear. The fact that the relative average female hourly wage has improved over the period is encouraging, especially given the fact that the male hourly wage has also increased. That adjusted relative wages tend to be lower in the upper tail of the wage distribution suggests that there is more unobserved heterogeneity here than at other parts of the distribution. This is not surprising. At the lower tail, individuals are more likely to be waged workers, with little responsibility and the protection of minimum wage laws. As we move up the distribution, there are greater adjustments to wages as the result of qualitative differences in education, experience, etc., as well as job-specific responsibilities. None of these can be controlled for in the data. Future research might delve more deeply into these factors. Notes:"--" denotes that the data cannot be calculated using the SLID PUMF. The methodology followed here is almost identical to that of Drolet (2002b) , with the exception that the detailed variables for major field of study, work responsibilities, age of youngest family member, and urban size are not included. The base models 1 and 2 include experience (whether potential or actual) and level of education; base model 3 adds major field of study. The conventional models all use potential experience and its square, education level, job tenure, marital status, union and part-time status, firm size and region. Conventional model 2 adds occupation (25 groups) and industry (16 groups). Model 3 further included work responsiblities. All augmented models identical to the corresponding conventional model but use actual experience (not potential) and field of study (in place of education level). The adjusted difference in column 8 is obtained by using the formula e -x *100 where x is the unexplained log difference in column 7. Table 8 OLS q=.10 q=.25 q=.50 q=.75 q=.90 Actual experience squared 0.023*** 0.019*** 0.020*** 0.025*** 0.024*** 0.022*** Actual experience 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** 0.000*** Less than high school -0.036*** -0.052*** -0.027*** -0.028** -Five Percentiles, 1996 & 2005 2005 Annual Salary (no hours controls)
