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Abstract: The numerical solution of a Rayleigh-Taylor instabil- 
ity problem where an inviscid liquid of finite depth is accel- 
erated into a gas of semi-infinite extent is obtained by transfor- 
ming the irregular flow domain into a rectangular domain by a 
coordinate transformation. The free surface equation is solved 
by a Crank-Nicolson procedure. The boundary condition at 
the free surface for the velocity potential + which contains the 
time derivative of + is also treated by an implicit scheme. The 
numerical results agree well with those obtained by higher 
order perturbation analysis. 
Keywords: Numerical Rayleigh-Taylor stability. 
1. Introduction 
The behaviour of the accelerated interface be- 
tween two superposed fluids is often referred to as 
the ‘Rayleigh-Taylor instability’ after two of the 
early workers in the area. For the purpose of 
analysis it has been the custom to assign an initial 
sinusoidal disturbance to the interface, and the 
early linear theory that was developed by Bellman 
and Pennington [l] predicted a cut-off wave num- 
ber below which the disturbance would grow with 
time and above which the disturbance would re- 
main stable. Experimental evidence shows that the 
linear theory is only applicable for a short time 
since deviation is observed when the amplitude is 
0(0.4X) [2] where X is the wavelength of the 
disturbance. In an effort to extend the analyses to 
larger times Emmons, Chang and Watson [3] and 
later Nayfeh [4] developed non-linear theories. The 
work of Nayfeh is of more interest here since he 
treated the case of one fluid of semi-infinite extent 
and a denser one of finite thickness while Emmons 
et al. treated both fluids as semi-infinite. Nayfeh 
calculated an amplitude-dependent cut-off of 
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somewhat larger value than the linear cut-off and 
he obtained expansions for the interface for wave 
numbers below, near, and above this value. His 
expansions are valid only for short times in the 
first case and for longer times in the other two. In 
this work numerical results are obtained using a 
combined co-ordinate transformation and varia- 
tional technique and compared to Nayfeh’s predic- 
tions. 
Some related problems have been solved 
numerically by Baker et al. [5] using a vortex 
method. 
2. Mathematical formulation 
We consider the interface between two inviscid 
and incompressible fluids and assume the flow to 
be two-dimensional. The x and y co-ordinates are 
in and normal to the undisturbed interface. We 
assume the top fluid to be a gas of semi-infinite 
extent and to have negligible density compared to 
the bottom fluid which we assume to be a liquid of 
thickness h’, and to have one surface always adjac- 
ent to a solid face. The liquid/gas interface is 
assumed to be initially corrugated in the shape of 
a standing sinusoidal wave of amplitude u, wave 
number k’; the whole system is started from rest 
and accelerated in a direction normal to the un- 
disturbed interface with acceleration g’. For in- 
stability the acceleration is directed from the liquid 
to the gas. If we non-dimensionalize distances, 
velocities and time by l/k’, (g’/k’)‘/’ and 
(g’k’) - I”, respectively, the associated non-dimen- 
sionalized quantities are then given by 
h = h’k’, x = icY, y = k’y’, 
f = ( g,k,)‘/zf and + = k’3/Ig’- I/2$,t 
where 9 is a velocity potential defined by ii = - 09 
where ii is the flow velocity. 
In terms of non-dimensionalized quantities the 
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equation to be solved for the velocity potential is 
9,, + +,8V = 0, 
-cc<X~<, ?J>yro, t20 (2.1) 
where TJ = q(x, t) is the non-dimensional displace- 
ment of the interface in the y-direction. At the 
liquid/solid interface the normal velocity vanishes 
and we have 
+,(x,y,t)=O aty=O. (2.2) 
The fact that the liquid surface moves with the 
liquid yields the kinematic condition 
~,-77.V~.r+~y=0 ony=n(x,t). (2.3) 
Neglecting the gas pressure the dynamic condition 
on the interface follows from the unsteady 
Bernoulli equation, i.e. 
-n-+,+;(&+$)=k*q,,(l+n;)-“* (2.4) 
on y = n(x, t), where 
k = k’/k, (2.5) 
and k, is the linearized cut-off wave number given 
by 
k, = ( pg/T)“2 (2.6) 
where p is the liquid density and T is the surface 
tension force. It is noted that the parameter k can 
be interpreted as the ratio of the surface tension 
force to the gravity force. Finally, the initial condi- 
tions are 
?j(X,O)=h+ECOS.X (2.7) 
and 
?J,(x. 0) = 0 (2.8) 
where 
F = ak’ (2.9) 
The basic configuration is shown in Fig. 1. 
This formulation is identical with that used by 
Nayfeh except that he puts the liquid/solid inter- 
~, V+rX+ 
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Fig. 1. Basic configuration. 
face at y = -h and he also considers the case of an 
initial travelling wave disturbance. 
3. Numerical approach 
To treat the problem numerically we must first 
remove the infinity in the x-direction. Since the 
initial disturbance is a standing wave we can do 
this by assuming that there is no lateral transfer of 
liquid (or gas) across the points on the x-axis that 
correspond to maximum and minimum displace- 
ments and that these points do not shift with time. 
Thus we can restrict the range in x to an interval 
of length 71 which corresponds to one-half the 
wavelength of the non-dimensionalized disturb- 
ance and we can impose the conditions 
~~,,(O,.~,t)=~.,,(a,??,t)=O, (3.1) 
n.\(O?t)=9.Y(~,t)=0. (3.2) 
To solve for the displacement of the interface 
we utilize a predictor-corrector method along with 
an iteration procedure that often requires several 
solutions of the potential problem at any time 
step. We solve the potential problem by applying a 
method suggested by Forsyth and Rasmussen [6]. 
(See also Forsyth [7].) Using this method we apply 
a co-ordinate transformation to yield a rectangular 
domain but we transform the variational integral 
rather than Laplace’s equation. The transformed 
variational integral is then approximated using the 
tropezoidal rule, discretized, and minimized di- 
rectly. The advantages of this method are the 
following: 
(1) The cumbersome details of applying a 
square or rectangular finite difference grid near a 
curved boundary are eliminated. 
(2) The conditions imposed on the non-moving 
sections of the boundary are simply the natural 
boundary conditions of the variational problem, 
i.e. normal derivatives are equal to zero. 
(3) A symmetric, positive-definite system of 
equations for the potential can be obtained. 
The variational integral, J(+) is simply the Di- 
richlet integral in the x-y-system, i.e. 
If we apply the co-ordinate transformation 
x = x, (3.4) 
z = y/q(x, t) (t fixed). (3.5) 
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Fig. 2. Finite difference grid 
J( 4) becomes 
+ 4.;C( x))dzdx (3.6) 
where 
A(x.z)= (z,2+z;?)r?, 
B(x. z) = 2,773 
C(x)=7), 
z, = -zr1,/9? I,. = l/V 
OlX_<lT, O<zS 1. 
If we form the finite difference grid as shown in 
Fig. 2 where y,=x,+, -x,, A,=z,+, -zI and ap- 
proximate the integrand at the centre of each 
rectangle by the first order terms in a Taylor 
expansion, then the trapezoidal rule approxima- 
tion to J(4) is 
JC4) = &,A, 
A ,+ l/2.,/+ I/2 
‘.J 
2Aj2 
x 03,,,)2 +(w+,.,)‘] [ 
3 
+ 
i+l/2./+1/2 
2YrAJ 
x [(T,4,., +T4r+,.,)(Ty4L.,+ T,4w+t)] 
+ +[(?&,.,)2+ (T,d,.J ,)2]j (3’7) 
I 
where T* and T, are operators defined by 
TV4,., = 4,+ I., - 4r.,. 
If J(4) is minimal with respect to 4, then 
aJ/a4,., = 0 (3.8) 
and we get from (3.7) 
Q,.X4/.k + R/.,4,,,+ I + R,.A- I4l.X- I 
+ &.,4,+ I,k + s,- I,&- I.k 
-B1+1/2.k+,,24,+1,k+1 - B,-~/2,k-~,2~~-~.k-~ 
+BB~-I/z.~+I/~~,-I.~+-I + B,+~/2,k-~,2~/+~.~-~ 
+O{max(y,-Y,_,,A~-A,_,,A2,,A~_,, 
Y:J:-,)}=O (3.9) 
where 
Q1.k = 
Y/A,+ I/Z,h l/2 I+,+ 1/2,k+ 1/2 
A,-, 
+ 
‘k 
+ 
Y/- ,A,- 1/2.k- I/Z + Y/- I A,- I/Z.k+ I/2 
‘k-1 Al, 
+ 
C,-,,2Ak C,+,,2Ak c,- 1,2’k- I 
+ + 
YI- I Yl Y/- I 
C A 
+ 
/+1/2 k-l 
Yl 
- B,- 1/2.k+ I/Z + B,+ 1/2./c+ I/Z 
+ B,- I/Z.!7 I/2 - B,+ I/Z,k- l/2 ’ 
R,,= - 
YIA,+ 1/2.k+ l/2 _ Y/- ,A,- 1,/2.k+ 1/2 
‘k A, ’ 
c ‘k C,+1,2Ak-l 
s,,, = - ‘+;2 - 
Y/ 
In determining the truncation error in (3.7) it 
was assumed that Ak/A, - 0( 1) and thus the use 
of long thin rectangles in the grid are prohibited. 
If the grid is variable such that at some points 
y, s y,_, or A, *A,_ ,, then (3.7) is accurate only 
to first order. It should be noted that as a conse- 
quence of the fact that we have natural boundary 
conditions on the non-interface sides of the do- 
main (3.9) still holds at points on these sides if we 
assign a value of zero to those quantities in the 
equation that fall outside the domain. On the 
interface a predicted or corrected value of the 
potential is always specified prior to the solution 
for the potential at other points. 
Let 4yk be the Nth iterate of 4,,k, then (3.9) is 
solved by the following algorithm 
s h /-I.k I-I + Q,.kA, + ‘%,kx,+, = 6.k- (3.10a) 
4::’ = (1 - o)4rk -t WA, (k fixed) (3.10b) 
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where w is a relaxation parameter and 
w,,,= - [%&+I -~,+,,2,/,+1,*~~~1.~+, 
i-B /-l/z,X+I/2 + . ;“-I k+l + R,., d:! , 
-B,- I/Z.A ,,*4Y- I 
+B,+1,2.k-,,20~~,~~~1]. 
At any row (fixed k) we regard the right-hand side 
of (3.1Oa) as a function of I only and then the 
left-hand side is solved directly by the Thomas 
algorithm. Thus the algorithm (3.10) is simply 
SOR by rows scanning either from top to bottom 
or vice versa and is terminated when a specified 
convergence criterion is met. 
After transformation the boundary condition at 
the interface (z = 1) can be written as 
(3.11) 
- {v + k’v.,.,/( 1 + vt)“‘}. (3.12) 
At x = 0, 71 we have n.r = & = 0 and we have 
& = 0 on z = 0. We discretize the spatial deriva- 
tives using fourth-order finite difference formulae 
rather than second-order formulae because it was 
found that increased accuracy was necessary to 
stabilize the calculations. Central differences were 
used throughout the interval for the quantities q,, 
7) _‘I_, and & by making use of the symmetry about 
the lines x = 0 and x = 71. Backward differences 
were used to calculate +. All of these values are, 
of course, only calculated on the interface. 
Recalling that y, = x,, , - x,, A, = zk+, - Z~ and 
that X, = 0, xLMAX = 71, z, = 0, zKMAX = 1 the grid 
we use is given by 
LMAX = 33, KMAX = 13, 
y, = ~/32 = y for I= 1,. . , 32 
( 
0.1 
A, = 
fork= 1,...,8, 
0.05 fork=9 ,..., 12. 
Defining q(x,, t) = v(1), $(x,, 1, t> = 9(j), n,(x,, 
t) = ~.~(l), etc., for t fixed, the required formulae 
are for n, 
77,(l) = 0.0, (3.13a) 
q,(2) = (-n(4) + 8n(3) - 87(l) +77(2))/12v2, 
(3.13b) 
n&)=(--(1+2)+8~(1+ 1)-8~7(1- 1) 
+71(/--2))/12y2 for 311131 (3.13~) 
11,(32) = (-~(32) + 8~(33) - 8r1(31) 
+~(30))/12~2~ (3.13d) 
?J,(33) = 0.0. (3.13e) 
We approximate n,, using 77, values rather than r~ 
values since this is found to give better results, i.e., 
the direct use of function values tends to yield 
oscillatory behaviour of nr, near the end points 
after a short time while the use of derivative values 
(which are fixed at zero at the end points) is found 
to eliminate this problem. 
Using (3.13a) to (3.13e) we have 
q,,(l) = @n,(2) -217,(3))/12~, (3.13f) 
v,,(2) = (-n,(4) +877,x(3) -71,(2))/12~. (3.13g) 
77,.,(1)=(--.,(1+2)+87)h(l+ 1)-817,(1- 1) 
+n.,(l- 2))/12y for 311131, (3.13h) 
~,.,(32) = (~~(32) - 8~,(31) +71.,(30))/12~, 
(3.13i) 
~.,,(33) = (- 1%(32) + 2%(31))/12~. (3.13j) 
The equations for +, are similar to those for n,, 
while for qZ we have 
&z(l) = 
+$#v.,~ - 4cPj.r2 + 31pl,ll - %.,0 + f+,,, 
A* 
where 1 I 1 I 33 and A* = 0.05. 
Defining t = pAt, q(x,, t + At) = r~,,,+ I and 
+(x,, 1, t + At) = +,.,+ ,’ we solve for the displace- 
ment of the interface at time t + At by an algo- 
rithm consisting of the following steps. 
Step 1. We predict 
4/,/I+ 1 = d’.,+ I = v/., + b,,., 3 
G/,,+ t = @,+ , = +/., + A%,., 3 
(3.14a) 
(3.14b) 
where qy.,+, and +y,,+, are forward difference 
approximations determined from the right-hand 
side of (3.11) and (3.12) using (3.13). 
Step 2. Using these new values we solve the 
potential problem and re-calculate the quantities 
in (3.13) which we use to calculate ~j)l.~+, and 
@I,,+ I from (3.11) and (3.12). 
Step 3. We take the first corrected values as 
T/,p+ I 
I 
= 9/.,+ I 
= (1 -BUM.,+, 
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+ a*{ q,,p +:At [ o,,,, + &,+ I]}. (3.15a) 
9,.,+ I = d.,+ 1 
= (1 - ~*>&.,+, 
where o* is a relaxation parameter. 
Step 4. We continue correction by repeating 
Steps 2 and 3, increasing the superscripts in (3.15) 
by one unit each cycle until a convergence criteria 
is met at which time the iteration is stopped. 
Step 5. Lastly. we solve the potential problem 
again in readiness for the next time step. 
The algorithm is repeated at each time step and 
involves a truncation error of O(At’ + y4). The 
convergence criterion used to stop iteration in the 
solution of the potential problem is 
maxI&: ’ - gkl < lo-4. (3.16) 
It is noted that we reverse the direction of the 
Thomas algorithm after each time step (i.e., if we 
back substitute from left to right during one time 
step we then back-substitute from right to left 
during the next and vice versa) in order to spread 
any round-off error as evenly as possible over the 
whole grid. The iteration in the predictor-correc- 
tor algorithm is stopped when both of the condi- 
tions 
(3.17a) 
(3.17b) 
4. Results and discussion 
Results were obtained for wave numbers k = 0.5, 
1 .O and 1.5 using initial amplitudes E of 0.1, 0.2 
and 0.4. The liquid was given an undisturbed 
thickness of h = 4.0 and time steps of At = 0.02 
were used. Eight of the solutions were carried out 
to f = 2 and the other to t = 8. One of the calcula- 
tions was repeated with the step size in the x-direc- 
tion halved (from &IT to AT), and the results were 
found to agree to three decimals. Results for k = 
0.5 are presented in Table 1. Note that the area of 
the domain is monitored to detect the growth of 
any instabilities in the calculations. 
From Table 1 it is seen that monotonic growth 
occurs for all three initial amplitudes and that the 
relative increase in amplitude is inversely propor- 
tional to the initial amplitude. Unfortunately di- 
rect comparison to Nayfeh’s expansion is not pos- 
sible for the value k = 0.5 since there are terms in 
it involving a quantity pL2 where 
CL’ = 2(4k2 - 1)tanh 2h 
that become infinite as k --+ 0.5. (See (3.9), (3.14a), 
(3.14b), (4.6) (4.lOa), (4.10b) and (4.1 l).) However, 
although it appears that k = 0.5 is a singular point 
in his expansion he does claim that all disturbance 
of wave-numbers less than k, where 
k; = 1 + is2 - &p” + O(E~) (4.1) 
grow with time. For 
&=o.l, k, = 1.002, 
E = 0.2, k, = 1.007, 
& = 0.4, k, = 1.029. 
Since the value k = 1.0 is so close to the cut-off 
for all these initial amplitudes we would expect to 
see little if any growth in the numerical results; see 
Table 2. 
Table 1 
Values of q(O, f) and q(n, t) for k = 0.5 with AC= (amplitude 
at origin at f = Z.O)/(initial amplitude at origin) 
t 0.1) ?I(T? 1) Area 
e= 0.1 0 4.100 3.900 12.566 
AE = 2.750 0.5 4.109 3.89 1 12.567 
1.0 4.137 3.863 12.566 
1.5 4.190 3.811 12.566 
2.0 4.276 3.721 12.563 
E = 0.2 0 4.200 3.800 12.566 
de = 2.685 0.5 4.218 3.783 12.566 
1.0 4.274 3.728 12.565 
1.5 4.377 3.621 12.561 
2.0 4.542 3.468 12.551 
E = 0.4 0 4.400 3.600 12.566 
AE = 2.508 0.5 4.433 3.567 12.565 
1.0 4.539 3.465 12.558 
1.5 4.73 1 3.283 12.542 
2.0 5.018 3.012 12.508 
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Table 2 
Values of ~(0. t) and q( 7, t) for k = 1.0 (linear cut-off) 
t a(@ 0 ?(fl, 1) Area 
e = 0.1 0 4.100 3.900 12.566 
A& = 1.010 0.5 4.100 3.900 12.567 
1.0 4.100 3.900 12.567 
1.5 4.101 3.900 12.567 
2.0 4.101 3.900 12.568 
f = 0.2 0 4.200 3.800 12.566 
AC= 1.025 0.5 4.200 3.800 12.567 
1.0 4.201 3.799 12.567 
1.5 4.203 3.797 12.567 
2.0 4.205 3.796 12.567 
e = 0.4 0 4.400 3.600 12.567 
AC= 1.090 0.5 4.398 3.602 12.566 
1.0 4.406 3.594 12.567 
1.5 4.422 3.577 12.566 
2.0 4.436 3.564 12.566 
From Table 2 we see that the relative growths 
for the larger initial amplitudes are greater, and 
Table 3 
this supports the prediction of an amplitude-de- 
pendent cut-off. Nayfeh’s expansion for the case 
k - I = O(E’) shows the transition from growth to 
stability. The error in his expansion is of the same 
order as the growth we observe numerically and 
hence no further comparison with the theory will 
be made here. 
For the case k = 1.5 which is well above cut-off 
for the initial amplitudes we use. the prediction is 
for stable oscillation with amplitude dependent 
period. 
Looking at the data for the case F = 0.2 the 
oscillatory behaviour is clear. The period of the 
oscillation appears to be approximately 5.88. The 
amplitude after one complete oscillation appears 
to have increased very slightly (from 4.200 to 
4.209). however since the oscillation is completed 
during a time of monotonic error growth in the 
calculations (as evidenced by the growth in area) it 
is reasonable to suppose that in reality, either the 
amplitude does not change or it changes very 
slowly. 
E = 0.2 
E= 0.1 0 4.100 3.900 12.566 
0.5 4.086 3.914 12.567 
1.0 4.048 3.953 12.568 
1.5 3.996 4.005 12.568 
2.0 3.945 4.056 12.568 
0 4.200 3.800 12.566 
0.5 4.172 3.828 12.567 
1.0 4.098 3.904 12.569 
1.5 3.995 4.009 12.570 
2.0 3.894 4.109 12.570 
2.5 
3.0 2*94 
3.822 
3.800 
4.178 12.569 
3.801 4.200 12.568 
3.5 3.837 4.166 12.569 
4.0 3.917 4.087 12.571 
4.5 4.022 3.982 12.571 
5.0 4.121 3.884 12.571 
t q@. 1) s(n. 0 Area 
5’5 5.88 
6.0 
4.187 3.820 
4.214 
4.209 
3.817 
12.570 
12.579 
6.5 4.250 3.915 12.689 
7.0 4.350 4.140 13.048 
7.5 4.510 4.46 I 13.630 
8.0 4.755 4.848 14.434 
E = 0.4 0 4.400 4.600 12.566 
0.5 4.345 3.655 12.569 
1.0 4.214 3.793 12.574 
1.5 4.012 3.998 12.577 
2.0 3.813 4.197 12.575 
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Fig. 3. Values of q( x. t) for k = 0.5 and e = 0.2. 
At t = 2.0 we note that for E = 0.1 the surface 
has passed through 0.775 of a half cycle while for 
E = 0.2 and E = 0.4 the corresponding values are 
0.765 and 0.734, respectively. Thus the period of 
Fig. 4. Values of q( x. t) for k = 1.5 and f = 0.2. 
oscillation appears to be directly proportional to 
the initial amplitude as predicted by the perturba- 
tion solution. 
Some representative results are shown in Figs. 3 
and 4. 
5. Conclusion 
The numerical results support the predictions of 
Nayfeh’s theory concerning an amplitude depen- 
dent cut-off and the behaviour above this value. If 
the problem of having an apparent singularity in 
his expansion at k = 0.5 can be resolved then the 
results also verify his prediction that disturbances 
below the cut-off grow. It should be noted that 
since the calculations were not carried out to times 
large enough to develop amplitudes of 0(0.4X) (at 
which the linear theory no longer applies) predict- 
ions on later stage growth have not been tested. 
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