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4.1 Introduction
Safety-critical systems have become an integral part of our life. Over the
years, new functionality and capabilities have been added to such systems, and
information and communication technologies are increasingly used to make
them more sophisticated. While additional features and sophistication bring
significant benefits, this leads to additional complexity, making the system
development and assuring safety and reliability properties more challenging.
Safety is the avoidance of harm to people and the environment, and reliability
is the ability to perform the intended function uninterrupted by a failure,
which is often a precondition for safety. Both properties are crucial, and as
systems become more complex, their prediction via analysis plays a vital role
in the successful design and development of the system. Safety and reliability
analysis are important tasks performed throughout the system lifecycle, which
systematically explore the potential safety related issues in a system to verify
whether a system is safe to use or not.
Over the years, several methodologies have been developed to facilitate
safety and reliability analysis of systems. Among them, Fault Tree Analysis
(FTA) is one of the oldest and most popular techniques widely used to perform
safety and reliability analysis of systems. In traditional FTA, systems and their
components are usually consider to have two states: working and failed. To
model the logical interaction between different failure events Boolean AND
and OR gates are used, and the causes of system failure are determined in the
form of combinations of events. To facilitate reliability analysis, each of such
component can have its probability of failure or failure rate or distribution
of time of failure or steady-state or instantaneous (un)availability defined. At
the same time, if the component can be repaired then a repair rate is defined.
However, modern large scale complex systems have the capacity to work in
different states and they can have a complex repair process. A component in
such system can work as a primary component at a particular point in time,
and in another time instance the same component can work as a secondary
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component. Moreover, if a component acts as a spare component in a system,
it can be in a different mode of spare such as cold, warm, and hot spares.
Such multi-modal operation capability of systems and complex interactions
between their components gives rise to different dynamic failure characteris-
tics like priorities among events and functionally dependent events. However,
using a classical fault tree approach it is not possible to explicitly consider
system dynamics and sequencing/timing of events while performing analyses,
which may produce inaccurate results (Kabir, 2017). The limitations of the
classical analysis techniques have not gone unnoticed and it was recognised
that methodologies with more powerful modelling capabilities are required to
take into account the dynamic behaviour of systems for a comprehensive and
accurate analysis of complex systems.
Several attempts have reported in the literature to improve the modelling
power of SFTs through augmentation to include different types of temporal
and statistical dependencies in the FT model. In 1976, the concept of Priority-
AND (PAND) gate was introduced by Fussell et al. (1976). Later, several
extensions to the SFTs such as the DFT (Dugan et al., 1992, 2000), temporal
fault trees (Palshikar, 2002; Walker, 2009), and State/event fault trees (Kaiser
et al., 2007) have been proposed. Among these extensions, DFT is the most
popular dynamic extension of SFTs. The DFT retains the PAND gate and
additionally, it introduces new dynamic gates like Functional Dependency
(FDEP), SPARE and Sequence Enforcing (SEQ) gates.
Over the years, significant advancement has been made in the area of dy-
namic system analysis using DFTs. In this chapter, we reviewed different such
development in DFT analysis, which include both qualitative and quantita-
tive analysis approaches for DFT analysis. Development in qualitative analysis
started with the extension of the concept of minimal cut sets of SFTs to the
minimal cut sequences (MCSQs) of DFTs. This was followed by the intro-
duction of approaches for the determination of MCSQs from the structure of
DFTs. On the other hand, the development in the quantitative analysis area
mainly focuses on the quantitative evaluation of the top event of the DFT
based on the quantitative failure behaviour related information, e.g. failure
rate or probability of the basic events. To accomplish this task, a number of
existing approaches such as Markov models, Bayesian networks, Petri nets,
mathematical formulations, and simulations have been utilised. In addition,
uncertainty analysis through importance measure and sensitivity evaluation
of DFTs is another important area that received noticeable attention from
both academia and industries. Regarding the uncertainty handling in DFT
analysis, application of fuzzy set theory has been reported in the literature,
a brief review of those methods will also be provided. Moreover, developed
software and applications with the ability of handling DFTs will be reviewed.
The capabilities and limitations of those applications will be addressed briefly.
In addition to reviewing the above developments in DFT analysis, as a
state-of-the-art in future trends and cutting-edge research, a combination of
machine learning with reliability models especially DFTs will be discussed.
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The combination of machine learning with reliability models can be classified
into five main categories; I) Using the reliability model as a core in Machine
Learning with the aim of fault detection and diagnosis, II) Selection of prede-
fined and co-evaluated models through Machine Learning, III) Updating the
value of failure rates through Machine learning-based algorithms, IV) Recon-
figuration of DFTs through process mining, and V) Updating the membership
functions of fuzzy models via Machine Learning. The paper will be finalized
through a concise discussion on the current challenges and potential future
trends in DFT-related research.
4.2 Overview of DFT
DFT has a similar logical structure to its static counterpart. The event at
the top of the tree is known as the top event (TE), which almost always
represents a system failure. This top event is decomposed into a combination of
intermediate events (IE). Unlike the static fault tree, DFT uses both Boolean
and dynamic gates to specify logical relationships among events to represent
the IEs. IEs are further decomposed down to lowest-level events, which are
known as basic events (BEs).
FIGURE 4.1
DFT Logic Gates
To allow the fault tree to model sequence/time dependent failure behaviour
of systems, several dynamic gates have been introduced. Fig. 4.1 shows the
commonly used DFT gates. Priority-AND (PAND) gate is a special version
of the AND gate. It delineates the priority behaviour in a dynamic system. In
this gate, the output will be true when both inputs occur and the first input
(event A) occurs sooner than the second input (event B). In other words, the
occurrence time of event A should be less than the occurrence time of event
B and both of them should fail to have the failure as the output of this gate.
Like the PAND gate, the Priority-OR (POR) gate also delineates a sequence,
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however, it defines an ordered disjunction rather than an ordered conjunction.
In this gate, first input (event A) has priority over other inputs. This event
must happen first for the POR gate output to be true, but does not require all
other events to occur (Walker, 2009). If other non-priority events occur, they
must occur after the priority input. The Sequence-Enforcing gate (SEQ) gate
represents the sequential failure behaviour of events A, B and C respectively.
It means events B and C cannot fail before the failure of event A. Also, event
C cannot fail before the failure of event B.
The SPARE gate is used to model redundancy in system design. The
inputs to the SPARE are all BEs. The leftmost of the input corresponds to a
primary event and other inputs represent spare components. In SPARE gate
of Fig. 4.1(d), the input A is the primary component and S1 and S2 are two
spare components. The behaviour of this gate is defined as such that when the
primary component (A) fails the first spare (S1) will be activated; and if S1
fails then S2 will be activated. Finally, the outcome of the gate will become
true when all of its inputs become true. A SPARE gate can represent three
different types of dynamic redundancy; I) CSP: Cold Standby Spare in which
the spare parts will be activated to be replaced when the primary unit (A)
fails. That means in the cold spare mode the spare components are deactivated
until they are required. II) HSP: Hot Standby Spare in which the spare part
starts to work in parallel with primary unit and when it fails the spare part
will be replaced immediately. III) WSP: Warm Standby Spare in which the
spare part partially works in parallel with the primary unit to be replaced
when needed. In other words, the spare components are neither on nor off,
instead they are kept in-between these two states, i.e., components are kept
in a reduced readiness state until required.
The Functional dependency (FDEP) gate represents the functional depen-
dency of some events to another trigger event. This gate helps to design a
scenario when the operations of some components of a system are dependent
on the operation of another component of the system. For example, when
many components of a system receive power from a single source of supply,
then failure of the power supply would cause all the dependent components
to fail. In the FDEP gate there is only one trigger event (either a basic event
or an intermediate event) but there could be multiple functionally dependent
events. As illustrated, the event T is the trigger event and the events A, B,
and C are the dependent events, and they will fail if T occurs. In other words,
those events (A, B, and C) are functionally dependent to event T. However,
they can have their own individual failure, which will not affect the occurrence
of the trigger events. The FDEP gate is particularly useful for modelling net-
worked systems, where communication between connected components takes
place through a common network element, and failure of the common ele-
ment isolates other connected components. This type of gate can also model
interdependencies, which would otherwise introduce loops in the fault trees.
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4.3 DFT Analysis Methodologies
As DFTs introduce dynamic gates in classical fault trees, the typical combi-
natorial analysis techniques available for classical fault tree analysis cannot be
directly applied to analyse DFTs. Several methodologies have been developed
for both qualitative and quantitative analyses of DFTs. Qualitative analysis
mainly focuses on determining cut sequences from DFTs. On the other hand,
quantitative analysis aims at determining the probability of the top event
given the failure rate or failure probability or failure probability distribution
of the basic events of the DFTs. Additionally, criticality analysis of events is
also performed as part of quantitative evaluation of DFTs. The approaches
used for developing methodologies for DFT analysis include, but not limited
to, Markov models, Petri Nets, Bayesian Networks, Analytical solution, and
Monte Carlo simulation. In the following subsections, we briefly discussed the
qualitative and quantitative analysis approaches for DFTs.
4.3.1 Qualitative Analysis of DFTs
In a qualitative analysis of traditional static fault trees, minimal cut sets
(MCSs) are determined from the fault tree structure. An MCS represents
the minimal combination of events that can cause the top event of the fault
tree. An MCS-based qualitative analysis of a DFT is possible if the dynamic
gates of the DFT are replaced by static gates. For instance, by replacing the
FDEP gates by OR gates and replacing PAND and SPARE gates by AND
gates. However, in this case, the temporal dependencies between events would
not be retained. In (Xiang et al., 2012), a method was proposed to allow
combinatorial analysis of DFT with priority-AND gate only. In their work, the
PAND gate was transformed to an AND gate by adding some conditioning
events and the new gate was called CAND. The work was later extended in
(Xiang et al., 2013).
To capture the temporal dependencies between events, the concept of min-
imal cut sequences (MCSQ) was proposed by Tang and Dugan (2004). An
MCSQ is the minimal sequence of events that is sufficient and necessary to
cause the top event of the DFT. To generate the cut sequences for a DFT,
the zero-suppressed binary decision diagrams (ZSBDD) (Minato, 2001) were
used. It was shown that the dynamic gates can be replaced by the static gates
to determine the cut sets and then cut sequences can obtained by adding
necessary sequencing information into the cut sets. Later, for cut sequence
generation, Liu et al. (2007a) proposed an algorithm called Cut sequence set
algorithm (CSSA) using the notion of sequential failure symbol (SFS). SFS
is a mechanism to describe the sequential failure between two independent
events. Later, the concept of the extended cut sequence was proposed based
on the general cut sequence by Zhang et al. (2011). In the above approaches,
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the concept of cut sequence was under the assumption of non-repairability of
system components. In (Chaux et al., 2013), a new definition of cut sequences
was provided for binary systems, i.e., the system can either be in working or
in failed states, with repairable components.
In (Walker, 2009), Walker proposed a qualitative analysis approach for the
Pandora temporal fault tree. He also provided temporal laws for to facilitate
the minimization of the temporal sequences of events. One year later, Merle
(2010) introduced an algebraic method for determining and expressing cut
sequences of dynamic fault trees. This approach was based on the extension
of the structure function used for classical static fault tree analysis. In (Rauzy,
2011), Rauzy introduced a variant of ZSBDD approach proposed in (Minato,
2001) to include sequencing information. This variant can be used for the
determination of cut sequences of DFT. In (Kabir et al., 2017), a model-based
approach was proposed for qualitative analysis of dynamic failure behaviour
of systems. Elderhalli et al. (2017) integrated theorem proving and model
checking to propose a comprehensive approach for qualitative and quantitative
analysis of DFTs. Most recently, Piriou et al. (2019) provided a new definition
of MCSQ for dynamic, repairable and reconfigurable systems. Afterwards, an
algorithm was proposed to derive the MCSQs from Generalized Boolean logic
Driven Markov Processes (GBDMP) (Piriou et al., 2017) models.
4.3.2 Quantitative Analysis of DFTs
A brief taxonomy of DFTs’ quantitative solution techniques reviewed in this
chapter is shown in Figure 4.2. The meaning of each sign has been explained
at the bottom of the figure. As an example in this figure, ‘R’ sign stands
for the ability to model and solve the repairable DFTs, ‘t’ refers to a time
consuming procedure, and ‘D’ means the solution is applicable for on-demand
safety analysis.
4.3.2.1 Algebraic Solutions for DFTs
In SFTs, mathematical formulas are often used to quantify the probability
of the Boolean gates, thus evaluating the probability of the MCSs and the
top event. However, in DFTs, the logic gates not only model the effects of a
combination of events, but also the effects of the order of the failure. By taking
the sequencing into account, at first, Fussell et al. (1976) provided an algebraic
method to find an approximate solution to the Priority-AND gate. In 2000,
Long et al. (2000) provided a solution for DFT with priority-AND gate. In
their work, they use sequential failure logic (SFL) to model the behaviour of
the PAND gate and then mathematical equations with multiple integration
was proposed to quantify the SFL model.
There are algebraic approaches which utilised the inclusion-exclusion (IE)
method to determine the MCSQs of the DFT first. Subsequently, the IE prin-
ciple is used to quantify the MCSQs to determine the probability of the top
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FIGURE 4.2
Taxonomy of solutions for DFTs
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event. One such approach is (Liu et al., 2007b), which used the similar tech-
nique like (Long et al., 2000). In this work, MCSQs are expressed as sequential
failure expressions (SFE) and SFE are solved using different multi-integration
formulas. Finally, the top event probability is evaluated by summing the prob-
abilities of different SFEs. At the same time, Yuge and Yanagi (2008) proposed
an algebraic method for computing the exact top event probability of the DFT
containing PAND gate and repeated events. This approach also assumed that
the basic events are statistically independent, exponentially distributed, and
the components associated with the events are non-repairable. Note that, the
above mentioned methods can quantify DFTs with PAND gate only, not with
other dynamic gates like SPARE gate. By considering all the dynamic gates
of DFTs, Merle et al. (2010, 2011) determined the structure function of any
DFTs and then proposed an algebraic framework for algebraically modelling
DFTs’ gates. This initial solution was only applicable to exponentially dis-
tributed data. Later, an extension was proposed in (Merle et al., 2014, 2016)
to consider non-exponentially distributed data. Based on Merle’s work, Ed-
ifor et al. (2012) proposed an algebraic approach to solve Priority-OR gate
of temporal fault trees. Ni et al. (2013) proposed a new algebraic framework
for quantitative analysis of DFTs by taking Boolean state, probability and
timing of events into account. The framework modelled the behaviour of the
gates in three steps. In the first step, the Boolean functions are converted
into the sum-of-product forms. Then the repeated events are eliminated as
much as possible. Final step reduces the structure of the complex inclusion-
exclusion formula. For implementing the concept, they used the variable array
definition. To improve the computational efficiency of the existing algebraic
approaches and to make them applicable for analyzing highly coupled DFTs,
Ge et al. (2015b) proposed an approach by using adapted K.D. Heidtmann
algorithm (Heidtmann, 1989). In (Aliee and Zarandi, 2013), stochastic logic
has been used to propose equivalent templates for static and dynamic gates
of the DFTs, and provided a fast solution to DFTs using FPGA based imple-
mentation.
Note that all the above algebraic approaches for DFT analysis require pre-
cise failure rate or failure probability data of the basic events to be able to
perform the analysis. However, in practical applications, it is difficult to ob-
tain precise failure data for all the basic events for complex systems. Fuzzy set
theory has been widely with classical SFTs to address the issue of data uncer-
tainty(Garg, 2014; Garg et al., 2014a). Fuzzy set theory based concept has also
been used by Garg et al. (2014b) and Garg and Sharma (2011) to provide a
solution to bi-objective and multi-objective reliability-redundancy allocation
problem under the condition of uncertainty, respectively. A comprehensive re-
view of fuzzy set theory based relaibility analysis approaches is available in
(Kabir and Papadopoulos, 2018). However, the application of fuzzy set theory
to facilitate DFT analysis under the condition of uncertainty is still not preva-
lent. Only a handful of approaches such as (Verma et al., 2006; Ping, 2011;
Jiang et al., 2018) utilised fuzzy set theory for uncertainty handling in DFT
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analysis. For instance, Jiang et al. (2018) proposed a method for fuzzy DFT
analysis using the concept of weakest n-dimensional t-norm arithmetic op-
erations on fuzzy sets. The authors used sequential binary decision diagram
(SBDD) to model the dynamic behaviour of systems. Subsequently, SBDD
is transformed into DFTs. In the quantitative analysis of DFTs, to handle
uncertainty in failure data, fuzzy set theory has been utilised. The weakest
n-dimensional t-norm arithmetic operations are used on fuzzy failure data of
basic events, thus allowing reducing fuzzy accumulation. There are a couple of
approaches (Kabir et al., 2014a, 2016) that utilised fuzzy set theory to handle
data uncertainty in temporal fault tree analysis. In these approaches, fuzzy op-
erators for the temporal gates have been developed first. Subsequently, fuzzy
failure rates of basic events of DFT were used in the fuzzy operators of the
logic gates to evaluate the top event probability of the DFTs. Most recently,
intuitionistic fuzzy set theory has been combined with expert elicitation by
Kabir et al. (2020) to quantify temporal fault trees with uncertain data.
4.3.2.2 Markov Models for quantifying DFTs
Solving the DFT by the use of Continuous-Time Markov Chain (CTMC) is
regarded as one of the first and most important solution methods developed
for quantitative evaluation of DFTs. This method has been employed in the
structure of software tools such as Galileo, DIFtree and HiRel (Dugan et al.,
1997; Bavuso et al., 1994).
As shown in Figure 4.3, Markov models can be categorized into five types;
I) Homogenous Continuous Time Markov Chain (HCTMC) known as a tradi-
tional CMTC and it can model failures with exponential probability distribu-
tion with constant failure rates. II) The second type is the Non-Homogenous
Continuous Time Markov Chain (NHCTMC) that can model global clock and
exponential type failures with time variant failure rates. III) Semi-Markov
Process (SMP) is the third category that enables to consider non-exponential
probability distributions and renewal processes. IV) The fourth category is
Markov Regenerative Process (MRGP) which is capable of considering oper-
ational mode changes in one transition. V) The Phased Type Markov Process
(PH) is the last category and it can model multiple general distributions
through diving the systems’ states into some degraded states (more degraded
states more accuracy) (Trivedi and Bobbio, 2017). It should be noted that
there are some other extensions of Markov models such as Input/output In-
teractive Markov Chains and Generalized Boolean logic Driven Markov Pro-
cesses (GBDMP) which are obtained from the combination of Markov theorem
and Automata. In fact, each of those introduced Markov types can be merged
with Automata or similar theories to generate the extended versions. In Fig-
ure 4.3, the modelling capability is increasing from top to bottom while the
complexity of computation is also raising. Having categorized Markov models,
the use of these models for reliability evaluation of DFTs is briefly studied as
follows. In 1991, the first concept of dynamic fault tree and its dynamic gates
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FIGURE 4.3
Classification of Markov Models
such as PAND, SPARE, SEQ and FDEP have been introduced through their
CTMCs (Boyd, 1992). The reference also recommended an automatic way for
conversion of DFT to its equivalent Markov Chain. Following this, in 1993,
evaluation of the system behaviours considering imperfect coverage has been
studied (Dugan et al., 1993). Two benchmarks named Fault Tolerant Paral-
lel Processors (FTPP) and Mission Avoidance Systems (MAS) that are used
later by many researchers, were also introduced in this article. The reliability
analysis of DFT in the presence of transient and permanent faults, failure
dependencies, recovery of a system and reconfiguration of FTPP benchmark
was studied in (Dugan, 1993). From 1993 to 2009 several studies have been
performed to address different issues such as the accuracy of conversion pro-
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cedure from DFT to CTMC (Manian et al., 1999), uncertainty analysis (Yin
et al., 2001), imperfect coverage consideration (Vesely et al., 2002), decompos-
ing DFTs into independent modules (Huang and Chang, 2007), introducing
new Markov models for components’ failures (Dominguez-Garcia et al., 2008),
considering repeated events and their effects in state-space modelling (Yuge
and Yanagi, 2008) in DFT-based reliability analysis.
In 2009, Norberg et al. (2009) presented a model for merging static fault
tree with availability CTMC, so that it could evaluate the risk parameter. By
the use of this method, reliability, risk, availability, failure rate, failure interval,
MTBF and MTTF were induced from fault tree. This paper employed this
method on drinking water supply system. Verma et al. (2010) studied different
methods for reliability modelling and then discussed the behaviour of dynamic
gates along with CTMC. In addition, they described DFT solutions by the use
of CTMC and Monte Carlo theories. Although, in general, the CTMC-based
approaches are applicable only to exponentially distributed data, Guo et al.
(2011) proposed an approach combining failure rates with Weibull distribution
with CTMC. Zixian et al. (2011) reprorted a widespread use of reliability
methods in evaluating the risk of surgery and with this purpose, they evaluated
time independent risk and time dependent risk through merging CTMC and
static fault tree. By calculating failure rate of medical facilities, they evaluated
surgery frequency, rescue timeliness and risk of gastric-esophageal surgery
using fault tree. Then by using sensitivity analysis, the effect of retrieval time
factor and rescue timeliness was measured. A Power Factor Correction (PFC)
using CTMC in DFT of power systems has been presented in (Ranjbar et al.,
2011).
In 2012, the Fuzzy-CTMC models have been proposed by Li et al. (2012)
to solve the Fuzzy DFTs and evaluate their reliability under the condition of
uncertainty. They presented an example of automatic hydraulic system cutting
machine (CNC). Their study only considered a dynamic fault tree example
with FDEP gate and fuzzy evaluation of other gates are left vague. This fuzzy
approach was also used in another paper for the reliability evaluation of driver
in array of solar cells (Huang et al., 2013). A year later, the statistical reliabil-
ity evaluation of a dynamic fault tree with PAND gate has been proposed by
Xiang et al. (2013) in which the conversion of the PAND gate into AND gate
along with considering some dependent conditional events was introduced.
Moreover, the newly introduced AND gate called CAND was assumed to be
dependent upon conditional events. In this study, CTMCs for PAND and
CAND gates were provided with a discussion about their differences and used
in the reliability evaluation of FTPP’s benchmark. The combination of BDD
and CTMC for reliability evaluation of DFTs has been introduced in (Hao
et al., 2014).
The use of Shannon’s decomposition theory has been proposed by Ge
and Yang (2015) to solve DFTs. The proposed method increased the com-
putational efficiency. However, the paper only considered PAND gate and the
method was not generalized for other dynamic gates. Brameret et al. (2015)
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proposed a framework called “AltaRica” to reduce the state explosion through
combining the Dijkstra’s algorithm and notion of the distance factor for the
DFT solution. An approximate solution for DFT through truncating Markov
chain states has been presented in 2016 by Yevkin (2016).The method was
appropriate for both repairable and non-repairable systems. In 2017, the re-
search work of Ge and Yang (2015) has been extended and published in (Ge
and Yang, 2017). The research has covered spare and sequence gates through
De Morgan theorem, and for negating a generalized cut sequences, they have
improved explicit formula. In 2018, a new state-space generation approach
for solving the DFTs has been proposed by Volk et al. (2018). The presented
method has the ability of model reduction through model checking theories. A
hierarchical and approximate solution for availability analysis in DFTs based
on equivalent two-state Markov models has been proposed by Ramezani et al.
(2016). Their approach was only tailored for exponential failure distribution
based events. An automated tool for the evaluation of repairable DFT has
been presented by Manno et al. (2014). The paper proposed a mapping from
DFT entity to adaptive transition system entity, and a conception of failure
gates for the evaluation of both reliability and availability has been illustrated.
This paper used the SMP for reliability evaluation of DFTs. A novel hierarchi-
cal SMP-based solution for reliability assessment of DFTs was also proposed
by Aslansefat (2014) in which the computational complexity and the state
explosion of the SMP have decreased significantly.
As mentioned before, Input/Output Interactive Markov Chain (I/O IMC)
is an extension for CTMC which is used for DFT solutions (refer to (Her-
manns, 2002; Crouzen, 2006; Boudali et al., 2007b,a, 2010; Arnold et al.,
2013a,b)). The use of I/O IMCs can reduce state space explosion. In addi-
tion, these models enable us to consider the standby spare behaviours in the
basic events. Generalized Boolean logic Driven Markov Processes (GBDMP)
another extension of Markov Process has been also used for qualitative and
quantitative analysis of the DFT by Piriou et al. (2017). Moreover, Sequential
Binary Decision Diagram (SBDD) and its extensions have been used in (Xing
et al., 2011; Xing et al., 2012; Tannous et al., 2011; Ge et al., 2015a, 2016)
for quantitative evaluation of DFTs. Markov process has been used by Niwas
and Garg (2018) to propose an approach to evaluate the reliability, availabil-
ity of an industrial system under the cost free warranty policy, where where
the working period of a system is followed by a rest period. To address the
issue of uncertain failure data in Markov chain based reliability evaluation,
Garg (2015) used a fuzzy Markov model of a repairable system to develop the
the nth-order fuzzy Kolmogorov’s differential equations. Later the fuzzy reli-
ability of the system both in transient and steady state was evaluated using
Runge–Kutta method. Aslansefat and Latif-Shabgahi (2019) article is one of
the recent research works that proposed a novel hierarchical SMP-based ap-
proach as a solution for reliability evaluation of DFTs. The paper presented
a number of hypothetical and industrial examples. It also has an example
related to the repair consideration in DFTs and its SMP-based solution.
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4.3.2.3 Petri Nets for quantifying DFTs
Petri nets are formal graphical and mathematical modelling scheme used
widely for the specification and analysis of complex, distributed and concur-
rent systems. Graphically a PN model is represented by a directed bipartite
graph composed of a set of places, a set of transitions, and a set of directed
arcs. PNs have been widely used in systems safety and reliability analysis
domain, and a review of PN-based safety, reliability, and risk assessment ap-
proaches is available in (Kabir and Papadopoulos, 2019).
Early application of PNs to evaluate static fault trees can be found in (Hura
and Atwood, 1988; Malhotra and Trivedi, 1995; Liu and Chiou, 1997; Bobbio
et al., 2003). The underlying reachability graph of a PN model is isomorphic
to Continuous Time Markov Chain (CTMC) and there are established ap-
proaches for mapping between CTMCs and PNs. As a result of this, similar
to Markov chains, PNs are also used to solve DFTs. In the literature, the read-
ers can find many extensions of PNs that can model transitions governed by
both exponentially and non-exponentially distributed rates. For instance, the
use of Weibull distribution in PN was shown in (Fecarotti et al., 2016; Le and
Andrews, 2016) and in addition to the Weibull distribution, the use of other
types of distributions such as normal and lognormal distribution was shown
in (Bernardi et al., 2011; Volovoi, 2004). A number of Petri net tools that
can offer the above mentioned modelling capability are reported in (Longo
et al., 2016). Therefore, while the Markov chain based approaches are appli-
cable only to systems with exponentially distributed lifetime, the PN-based
approaches can be used for the analysis of systems with both exponentially
and non-exponentially distributed lifetime. Moreover, approaches had been
developed in (Knezevic and Odoom, 2001; Garg, 2013) to address the issue of
uncertainty in failure data in PN-based reliability analysis.
The first approach to evaluate DFTs via Petri nets was provided by
Codetta-Raiteri (2005). In her approach, she provided graph transformation
rules to translate dynamic gates of DFT to Petri nets. Similar approaches
for evaluating DFTs and temporal fault trees were proposed in (Zhang et al.,
2009; Herscheid and Tröger, 2014; Kabir et al., 2015; Junges et al., 2018) as
well. In the DFT to PN transformation process, each basic events and logic
gates of a DFT is translated into a sub-net and then all the sub-nets are com-
bined together to form the PN model of the DFT. Fig. 4.4 shows the PN model
of a BE of a DFT. A token (the black dot) in the place x.up represents that
at the beginning of system operation the component associated with the BE
x is fully functional, i.e., BE has not occurred. The firing rate of the timed
transition x.f is determined according to the failure rate of the component
represented by this BE. If the component has an exponentially distributed
failure rate λ, then the probability of the transition x.f firing at time t is
1 − e−λt. As mentioned earlier, in a PN model, this kind of timed transitions
can be characterised by non-exponentially distributed failure rate as well. On
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firing of the transition x.f the place x.dn will get a token, which will mark the
occurrence of the basic event, i.e., failure of the corresponding component.
FIGURE 4.4
PN of a BE
Fig. 4.5 shows the PN models of the Boolean and dynamic gates used in
DFTs. As seen in the PN model of the AND gate in Fig. 4.5(a), all input places:
X1.dntoXn.dn are connected to the single immediate transition called AND.
That means when all the input places get a token each then the transition
AND will fire to make the AND gate output true by depositing a token to
the place X.dn. In the contrary, the PN model of the OR gate in Fig. 4.5(a)
models a disjunctive behaviour. In this model, each of the input places Xi.dn
is connected to a distinct immediate transition. This will ensure that whenever
any of the input places get a token the respective transition will fire to make
the OR gate output true by depositing a token to the place X.dn. The PN
model of the PAND gate is shown in Fig. 4.5(c). This PN model is designed in
such a way that will ensure that the place (X.dn) representing the output of
the PAND gate will get a token if and only if the input places get token in a
sequential order, i.e., the occurrence of the BEs obey the required sequencing.
If the order of occurrence of the BEs is violated, the place X.ok will get a token,
which will eventually prohibit the transition Tn from firing, thus forcing the
PAND output to be false.
It is seen in section 4.2, the FDEP gate does not have a logical output, but
the occurrence of the trigger event would force the dependent events to fail.
In the PN model of the FDEP gate in Fig. 4.5(d), the place T.dn would get
a token if the trigger event occurs, and in the presence of a token in the place
T.dn will cause all the immediate transitions to fire to deposit tokens to the
places Di.dn, thus forcing the dependent events to fail. The PN model of Fig.
4.5(e) models a hot SPARE gate with a primary component P and two spare
components S1 and S2.
At the beginning of system operation, the primary component acts as the
active component and the spare components are in passive mode, which is
represented by the tokens in places S1.passive and S2.passive. The places
S1.dn and S2.dn represent the failed state of the two spare components. It
can be seen in the figure that as the spare components are in the hot spare
mode their failed states can be reached in two different ways. Firstly, they can
go to the Si.dn state from their passive mode through the firing of transitions
Si.p f, which are the failure rates of the components in the passive mode.
Secondly, the spare components will reach to their active states (represented
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(a) PN model of AND gate (b) PN model of OR gate
(c) PN model of PAND gate (d) PN model of FDEP gate
(e) PN model of SPARE gate (f) PN model of SEQ gate
FIGURE 4.5
PN models of Boolean and dynamic gates
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by places Si.active) due to the failure of the primary component, and then
their failed state can be reached from the active state through the firing of
the transitions Si.a f.
The PN model of the SEQ gate is presented in Fig. 4.5(f). This model ensures
that the input events of the SEQ gate will occur in a predefined sequence. For
instance, in this model, the place X1.dn will get a token when the transition
X1.f fires. However, the transition X2.f would not fire to deposit a token to
X2.dn until X1.dn gets a token. This means the event X2 cannot occur until
the event X1 occurs. This way the model ensures all the events in the SEQ
gate will occur in a sequence and the occurrence of all the events will put a
token in the place X.dn, denoting the occurrence of the output of the gate.
Given the transformation rules for the basic event and the DFT’s gates, Fig.
4.6 shows a pseudocode of a function that converts a DFT to GSPN in the
course of a depth first traversal of the DFT.
FIGURE 4.6
Pseudocode to convert DFT to GSPN (Kabir et al., 2018b)
After the PN model is formed, it can be evaluated in many different ways
to perform different analysis. For instance, in the PN model, if all the timed
transitions are exponentially distributed, then the PN model can be evalu-
ated by evaluating an underlying Markov model. In this case, as the analysis
is performed based on Markov model, it is clear that its application will also
be limited only to exponentially distributed failure data. On the other hand, if
the PN model contains non-exponentially distributed timed transitions, then
simulation like Monte Carlo simulation can be used for evaluation. Due to the
use of simulation, this type analysis could be computationally time consum-
ing. Although PNs provide more flexibility in terms of using different types
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of distributions, it has many features in common with Markov model. For
instance, like Markov model based approaches PN-based approaches have to
generate the state space of the system for analysis, as a result they face state
space explosion problem while analysing moderately complex systems.
4.3.2.4 Bayesian Networks for quantifying DFTs
Bayesian networks (BNs) as a probabilistic graphical model have flexible archi-
tecture, which can make decisions under uncertainty and can provide a global
assessment about different dependability properties such as reliability, avail-
ability by combining local level information from different sources. Widespread
use of BNs for system dependability assessment had been reported in (Weber
et al., 2012; Kabir and Papadopoulos, 2019; Yazdi and Kabir, 2017, 2018).
In the pioneering work, Bobbio et al. (2001) showed how a classical static
fault tree can be evaluated by translating it to BN. Afterwards, inspired by
this approach, modelling capability of Bayesian networks has been utilized in
different methods for evaluating DFTs.
FIGURE 4.7
DFT to BN conversion process
At first, in (Boudali and Dugan, 2005), a method was introduced for quan-
titative analysis of DFTs by translating them into discrete time BNs. The
general idea of the translation process is shown in Fig. 4.7. The translation is
performed in two steps: qualitative and quantitative. Qualitative translation
involves translating the basic events, the logic gates, and the top event of a
DFT to root nodes, intermediate events, and leaf node of a BN, respectively.
On the other hand, quantitative translation requires generating prior proba-
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bilities of the root nodes based on the failure probabilities of the basic events,
conditional probability tables for the intermediate nodes and leaf node based
on the logical specification of the DFT gates. As the approach in (Boudali
and Dugan, 2005) uses a discrete time BN, it requires to decide the gran-
ularity of time-discretisation before the translation process. Similar to this
approach, Montani et al. (2005) proposed a dynamic Bayesian network based
DFT analysis method, which also considered discretised model. Later, they
performed further research in (Montani et al., 2006b) to automate the DFT
to BN generation process. In (Montani et al., 2006a), a tool named RADY-
BAN was presented for automatic conversion of DFTs to a 2-time-slice BNs
(2TBNs)(Weber and Jouffe, 2003). Other discrete-time BN based approaches
for DFT analysis could be found in (Kabir et al., 2014b, 2018a). All the above
approaches consider system components to be non-repairable. However, to al-
low the modelling of repairable systems, the concept of a repair box gate was
introduced in (Portinale et al., 2010).
In addition to the discrete-time model, continuous time BNs (CTBN) have
also been used for the quantitative analysis of DFTs. For instance, Boudali
and Dugan (2006) introduced a CTBN-based DFT analysis method. In this
approach, due to the use of a continuous model of time, probability density
functions and joint probability density functions were used instead of prior and
conditional probability tables. One advantage of such approach over discrete-
time BN-based approaches is that it can provide an exact closed form solution
to DFTs. However, analysis using such approaches may face state space ex-
plosion problem.
In (Marquez et al., 2008, 2010), both discrete and continuous nodes were
used in the same BN for DFT evaluation. As a result, it was possible to use
both empirical and parametric distributions for the time-to-failure of system
components. The recent contributions on CTBN-based DFT analysis include
(Codetta-Raiteri, 2015; Codetta-Raiteri and Portinale, 2017; Li et al., 2015),
where a Generalised Continuous Time Bayesian Network (GCTBN) was used
for the quantification of DFT in (Codetta-Raiteri and Portinale, 2017). In or-
der to solve GCTBN models, it was required to convert them to GSPN models,
which leads to state-space explosion problem. In (Li et al., 2015), CTBN was
used under fuzzy environment to quantify DFTs. Some application of BN-
based DFT analysis for fault detection, identification, and analysis could be
found in (Codetta-Raiteri and Portinale, 2015; Mi et al., 2016).
From the above discussion, it is clear that the discrete-time BN-based ap-
proaches for DFT evaluation can provide a fast non-exact solution to DFTs.
However, the accuracy of the results can be improved significantly by in-
creasing the number of discretized time intervals, but at the cost of higher
computation time. On the other hand, CTBN-based approaches can readily
provide exact solutions to DFTs, but may suffer from the state-space explo-
sion problem. To alleviate this problem, approximate algorithms instead of
exact algorithms can be used for analysis BN models. However, based on the
nature of the application, the users can always make an informed decision
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by making a trade-off between the computing time and the precision of the
results required.
4.3.2.5 Simulation Approaches for quantifying DFTs
Simulation approaches can be used when a system is too complex and an
approximate result is acceptable. The idea behind the simulation approaches
is that one I) simulates the behaviour of a system, II) determines the mission
time, III) repeats the simulation for a huge number of iterations (e.g. 10e+8)
and for each iteration check whether the system failed before the mission time
or not, and finally, IV) evaluates the system reliability by dividing the number
of failures to the number of iterations. It is also possible to I) decompose the
system into its components, II) determine the mission time, III) check whether
each component fails during this mission time, IV) provide a rule-set, or some
similar logical models such as DFT, Petri Nets, Automata, etc. V) repeat the
simulation procedure for a huge number of iterations (e.g. 10e+8) and for each
iteration check whether the overall system failed before the mission time or
not and VI) in the last step, evaluate the system reliability by dividing the
number of failures of the overall system to the number of iterations. These
two types of simulation approaches are common for reliability evaluation of
complex system. The figure 4.8 illustrates these two procedures as (a) and (b)
respectively.
FIGURE 4.8
Two Common Simulation Approaches
In 1998, Marseguerra et al. (1998) remarked the concepts and principles in
methods for evaluating dynamic reliability and then mentioned some Monte
Carlo simulating algorithms. In order to decrease calculation time and also
providing a practical simulation method for evaluating dynamic reliability,
this paper introduces memory possessing methods and effective estimators.
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Using “Time-to-failure (TTF)” tree, which is a tree that shows the time rela-
tion between system failure time and each component’s failure time, Ejlali and
Miremadi (2004) solved dynamic fault tree. In this tree, AND gate is converted
into MAX, OR and FDEP gate is converted to MIN, PAND and SEQ gate is
converted to ADDER and spare gates are converted into selector all of which
are convertible to logic circuits (Ejlali and Miremadi, 2003). In this study,
after designing time-to-failure tree, the logic circuits of the new tree are syn-
thesized by VHDL language on FPGA programmable chip and Monte Carlo
simulations are performed on this chip. Eventually, a comparison between ef-
ficiency and velocity of this method is performed using computer simulation
which indicates that evaluation using FPGA chip is almost 471 times faster
than computer simulation.
In 2006, Zonouz and Miremadi (2006) suggested fuzzy Monte Carlo method
for evaluating dynamic fuzzy fault tree (only spare gate). In this study, the
Weibull distribution is used for components’ failure and fault tree is solved
after being converted into time-to-failure tree. The comparison between sim-
ulation time in two studies shows that fuzzy Monte Carlo simulation takes
as much time as the typical Monte Carlo simulation, thus this method makes
problem solving much slower. In 2009, Kara-Zaitri and Ever (2009) dealt with
evaluating fault tree with repairable components and the implemented sim-
ulation on FPGA chips have hastened its evaluation process. In fact, in this
study, a semi-analytical method is employed, since failure rates and repair
rates are achieved through analytical method and later by using Monte Carlo
method the failure probability of the final event is calculated. This method is
introduced as a less costly and a flexible method with the ability of modelling
more complex scenarios. However, in this study only exponential distribution
is considered for failure, thus not considering different failure distributions
such as Weibull and normal is regarded as one disadvantage of this study.
Rao et al. (2009) proposed a solution process for each of the dynamic gates
using Monte Carlo simulation. In this study, time curves are considered for
each of the dynamic gates, so that time-dependent failure of each gate becomes
tangible. First of all, this paper dealt with solving and validating the proposed
method for evaluating non-repairable dynamic fault tree and also compares
its solution with integral methods. Afterwards, an example of an electricity
supply system with spare components in a nuclear power station is considered
and solved considering repairability. The results achieved from the simulations
are then compared with results obtained from solving Markov model. It was
shown that in some cases the solution of the simulation is somehow similar
to the analytical solution and in other cases significant differences exist. In
addition to reliability evaluation, this article also evaluated system availability
and performed its simulations using DRSIM tool.
Yevkin (2010) provided various methods for improving the efficiency of
Monte Carlo simulations for both static and dynamic fault trees. In this paper
variance reduction, parallel processing and enhancement based on structural
information of the tree has been used and the results are validated on an in-
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dustrial benchmark. A year later, Chiacchio et al. (2011) presented a Matlab-
based open source software for reliability evaluation using DFTs. Through
considering the four common benchmarks for validating the results, the re-
sults are compared with respect to accuracy and simulation time using Relex
commercial software, Galileo commercial-research software, and DFTSIM re-
search software. This software has appropriate relative accuracy and compare
to other software, it possesses an acceptable computing speed. Following Chi-
acchio et al. (2011)’s study, Manno et al. (2012a) proposed a toolbox, named
MatCarloRe, in the Simulink environment (Matlab) which allows the users
to solve dynamic fault tree and evaluate reliability in a specific mission time
using the Monte Carlo simulation method. In this study, for each of dynamic
and static gates a block is considered and the output of each gate consists
of failure time and failure signal is attached to inputs of the top gates in the
tree and eventually a point-to-point solution of dynamic fault tree through
simulation is achieved. Among the advantages this toolbox offers, we can re-
fer to a block, named basic event, which allows the users to consider various
failure distribution functions for system components. Also, for dynamic gate
of the spare, a general block is considered which is able to model all (hot, cold
and medium) spares. At the end of the paper, fault tree benchmark of the
Hypothetical Cardiac assist system is used for validating the toolbox.
Lindhe et al. (2012) solved dynamic fault tree through two methods such
as estimated Markov model and Monte Carlo simulation for evaluating the
risk of drinking water supply. In this method, failure rate and the average
time of system failure is evaluated at each level of the tree. This method is
employed on three water supply scenarios and the results achieved from them
are compared. In 2013, Aghassi and Aghassi (2012) presented a software based
on Monte Carlo simulation for evaluating reliability of dynamic fault tree. This
software manages to make a fault tree evaluation 310 times faster using parallel
processing in the GPU. It should be noted that this software converts a fault
tree into time-to-failure in the first place, and then performs the simulations.
A new quantitative reliability evaluation of DFTs by means of event-driven-
based Monte Carlo simulations has been proposed by Gascard and Simeu-
Abazi (2018). The approach has been implemented in a Java-based framework
called DFTEDS. Chiacchio et al. (2019) focused on MATLAB Simulink based
modelling and proposed a new solution as a library called Stochastic Hybrid
Fault Tree Object Oriented (SHyFTOO). Generally, the difference between
analytical-based approaches like CTMC and simulation-based methods like
Monte Carlo Simulation can be summarized as Table 4.1.
4.3.2.6 Modularisation Approaches for quantifying DFTs
Analysing large fault trees, including DFT is a big challenge for safety analy-
sis experts. Modularisation has been proved as a powerful method to improve
the computational performance of approaches while solving large fault trees
(Patterson-Hine and Dugan, 1992). Modularisation techniques are also known
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as hierarchical or compositional approaches. In modularisation techniques, a
divide-and-conquer strategy is followed. Under this strategy, a large DFT is
divided into smaller independent static and dynamic modules. These inde-
pendent modules are then solved using appropriate approaches depending on
their type.
In 1997, Dugan et al. (1997) proposed the first modularisation technique
called DIFtree for DFT analysis. They used Binary Decision Diagrams (BDDs)
and Markov chains to solve the static and dynamic sub-trees of the DFT.
Solution of the smaller sub-trees are combined together to obtain the solution
for the larger tree. This work was later extended in (Gulati and Dugan, 1997).
A similar solution to DFT was also proposed in (Anand and Somani, 1998).
As the DIFtree approach is only applicable to exponentially distributed failure
data, Manian et al. (1998) extended it by including Monte Carlo simulation
to allow the use of non-exponential distributions.
The limitations of the above mentioned approaches are that they cannot
perform sensitivity analysis due to modularisation and if a module is dynamic
then no further modularisation is performed in that module. To address these
issues, Huang and Chang (2007) proposed a hierarchical approach by modu-
larising the fault tree, which allows decomposition of independent sub-trees of
a dynamic module. In 2011, Yevkin (2011) also proposed an improved modu-
lar approach for dynamic fault tree by considering systems without repairable
components. He evaluated five different scenarios with the possibility of sep-
arating dynamic fault tree modules and the approach was employed on three
DFT benchmarks.
In 2012, Manno et al. (2012a) proposed a modular method where each
independent sub-tree of a fault tree is detected and solved hierarchically, as
other approaches do, a dynamic sub-tree is replaced by a single basic event
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where the probability of occurrence of the basic event is the probability of
the occurrence of the sub-tree. In 2013, Chiacchio et al. (2013) proposed an
algorithm of a hierarchical approach for the reliability evaluation of dynamic
fault trees. The approach used a parametric function (a 4-paramters Weibull)
to solve the problem of dynamic evolution of the cumulative distribution func-
tion with different gates including PAND gate. The proposed approach used
MatcarloRE (Manno et al., 2012a) tool to reduce the least square error fit-
ting. In (Amari et al., 2003), a new modular approach was proposed in which
both static and dynamic sub-modules of a DFT were solved using algebraic
formulas, i.e., using multi-level integrals. This approach is different from other
modularisation techniques in the sense that it did evaluate the dynamic mod-
ules without converting them into CTMCs.
4.3.2.7 Application of Machine Learning with DFTs
The use of Machine Learning algorithms alongside safety models is one of
the cutting-edge research topics in safety and reliability analysis area (Simen
et al., 2018). Figure 4.9 categorizes the combination of Machine learning with
safety models in five categories. I) Using the reliability model as a core in Ma-
chine Learning with the aim of fault detection and diagnosis, II) Selection of
predefined and co-evaluated models through Machine Learning, III) Updating
the value of failure rates through Machine learning-based algorithms, IV) Re-
configuration of the safety model through process mining, and V) Updating
the membership functions of fuzzy models via Machine Learning. Regarding
the third category, in 2018, Aizpurua et al. (2017b,a) proposed a method for
combining failure rate and Remaining Useful Life (RUL) as the basic event
in DFTs. As we know the RUL can be estimated through Machine Learning
approaches (Sikorska et al., 2011). For the other categories, Lampis and An-
drews (2009); Askarian et al. (2016); Chen and Ge (2018); Getir et al. (2018);
Cheng et al. (2019) can be consulted. However, none of the current researches
of those categories consider DFT as a safety model.
In addition to the above mentioned works, there exist some other works
where Machine learning has been used with DFTs. For instance, Zhou et al.
(2006) proposed an approach for designing dynamic systems using recursive
neural networks. The reliability of the system is designed based on DFTs
and neural network. The DFT is mapped into the recursive neural network
with the feed-forwards technique. Raptodimos and Lazakis (2017) proposed
a new approach for predictive maintenance of ship machinery. The proposed
approach combined DFT with machine learning to facilitate forecasting of the
health of selected system components to optimise maintenance task. The ap-
proach aims to predict and monitor the future values of different components’
physical parameters by using an autoregressive dynamic time series neural
network modelling approach. The neural network model was trained in real
time where there is no bug or fault occurred in the system. Yassmeen Elder-
halli and Tahar (2019) use machine learning to facilitate automating the proof
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FIGURE 4.9
A classification of different approaches where Machine learning can be com-
bined with DFTs
of the sub goals. The sub goals verification is performed in two steps. The first
step is evaluating the existing sub goals and the second step involves real-time
reasoning to verify the remaining sub goals. From the proposed techniques we
can understand that the use of machine learning with DFT is to come up with
a tool that can analyse dynamic system with minimum user intervention in the
formal DFT analysis. Linard et al. (2019) has provided a new evolutionary-
based approach to generate fault tree from observational data. A novel idea to
merge machine learning algorithm and update fault tree has been provided by
Gheraibia et al. (2019). In this research, a one-class support vector machine
with a decision tree has been used to update the fault tree of safety critical
systems.
4.4 Sensitivity Analysis in DFTs
Given that the reliability evaluation is an important aspect in designing safety-
critical and fault tolerant systems, the evaluation of the importance factor and
the sensitivity can be a useful tool for analyzing this parameter. With the help
of the factor of importance and sensitivity, the following can be achieved:
• Finding out the part of the system that has the most contribution in
system failure (failure bottleneck(s)).
• Finding a path (a set of sequential events in a tree) that mostly contributes
to the system failure.
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• Finding the uncertainty of the tree’s results regarding the accuracy of the
input parameters (for example, the estimated failure rate).
• Finding the most affordable way to increase system’s reliability.
• Determining the components for which investments in maintenance and
repairs have the most impact on system performance (Xing, 2004).
• Assessing the impact of the mission of a subsystem on the entire mission
risk (Zixian et al., 2011).
Table 4.2 summarizes the sensitivity and the importance analysis ap-
proaches found in the literature.
4.5 Tool Support
As already seen that the development made with DFT-based safety and relia-
bility is not just theoretical, they have practical applications as well. Moreover,
several tools have been developed as outcomes of successful researches. A list
of such DFT analysis tools including the methodologies used in these tools
and what dependability parameters can be measured by them are summarized
in Table 4.3.
In parallel with the existing academic DFT tool, there are some useful
commercial tools such as ReliaSoft (ReliaSoft, 2016), OpenFTA (Auvation,
2016), Isograph Fault Tree+ (Isograph, 2016), ITEM Toolkit (ITEM Software,
2016), EPRI CAFTA (EPRI, 2013). However, these mentioned commercial
tools have a limited functionality related to the DFT analysis. They have
PAND and POR gates, but they cannot support sequence gate, repair action
gate or spare gate. For more details regarding the existing commercial tools,
readers are referred to check section 2.7 in Ruijters and Stoelinga (2015).
4.6 Discussion and Future Research Directions
Reliability analysis is an integral part of dependable system design and devel-
opment. Over the years, several approaches have been developed for reliabil-
ity evaluation. FTA is one of the most widely used approaches for reliability
and risk assessment. To meet the increasing demand of the society, different
new and complex functionality have been continuously added to the modern
systems, thus making it difficult to analyse the failure behaviour of such sys-
tems using classical FTA. The issue of the inability of fault tree to model
the complex time dependent dynamic failure behaviour and different types
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of redundancy has not gone unnoticed. Researchers have extended the mod-
elling power of the static fault tree by proposing dynamic fault tree through
introducing new dynamic logic gates. While the inclusion of dynamic gates
improves the expressiveness of the fault tree model, it complicates the evalu-
ation of fault tree. Many approaches have been considered in the literature,
including algebraic formulas, Markov models, Petri nets, Bayesian networks,
and so on to develop different methodologies for qualitative and quantitative
analysis of DFTs. In this chapter, we have provided a high-level overview of
these methodologies.
From the review it is noticed that the DFT analysis approaches have their
own strengths and weaknesses. Although the approaches have some shared
capabilities, they do have their distinct capabilities and one approach may
perform relatively better than others in some specific situations. For instance,
if the components of a system have exponentially distributed lifetime then
classical Markov chain-based approaches can be used to anlayse the DFT
of such systems. However, system with non-exponentially distributed system
cannot be analysed using Markov chain-based approaches. On the other hand,
Semi-Markov processes, Petri Nets, Bayesian Networks, and Monte Carlo sim-
ulation based approaches can analyse DFTs having basic events with both ex-
ponentially and non-exponentially distributed lifetime. From a different point
of view, the Markov chain and Petri nets based approaches suffer from state
space explosion while evaluating DFTs of complex systems. Therefore, appli-
cation of these approaches are limited to small scale systems. As the algebraic
solutions to DFTs use mathematical formulas, they do not have the issue of
state space explosion problem. However, for a DFT of large and complex sys-
tem, defining mathematical expressions would be a difficult task. With regards
to state space explosion, the BN-based approaches show better performance
as they can avoid the state space explosion problem by avoiding the state
space generation by exploiting the local dependencies between variables while
modelling complex behaviour. Another strength of BN-based approaches over
other DFT analysis approaches is that they can perform diagnostic analysis in
addition to predictive analysis. In diagnostic analysis, BN-based approaches
can propagate new evidence through the network to obtain new beliefs about
the failure probability of the events and update prior beliefs. Unlike other
DFT analysis approaches, BNs are therefore able to adapt and refine their
diagnostic ability over time. However, if a continuous time model is used for
BNs, then for an internal node with many parents with a probability density
function, expressing the joint probability distribution would be tedious.
Although extensive research has been performed, there exist some chal-
lenges that need additional research. For instance, most of the DFT analysis
approaches reviewed in this paper perform the analysis under the assump-
tion that the DFT of a system is already available, and in most cases, a
DFT of a system is derived from a pre-defined fixed architecture of the sys-
tem. However, the advancement of technologies has brought loosely connected
systems. Typical examples of such systems are Cyber-Physical Systems and
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the Internet of Things. These are systems where temporary system architec-
tures/configurations are formed during operation by combining several smaller
systems and these architectures may cease to exist after a certain period of
time to form a new architecture. As a result, there may exist infinite possible
configurations of such a system, and it is difficult to ensure certainty about a
particular system architecture during safety and reliability assessment. This
will also affect the structure of the DFT. Therefore, assessment of such open
systems using DFT would require taking into account the uncertainty of the
system architecture at a certain point in time. This opens new research av-
enues to investigate how a meaningful safety and reliability assessment can be
performed for open and adaptive systems by taking into account the architec-
tural uncertainty.
Similar to architectural uncertainty, data uncertainty is an important, but
less researched topic in DFT analysis. In SFTs, this issue has been addressed
in many different ways. One of the prominent way is to use the fuzzy set theory
to address the data uncertainty. From the literature review, we have noticed
that there is much less research in DFT analysis involving fuzzy set theory.
Therefore, in the future, it would be worthwhile to perform more research in
this area to address the data uncertainty issue.
Another important issue worth mentioning is that even there exists tool
support for creating and analysing DFTs, it requires a lot of manual effort
for this. This could also introduce error into the analysis. Model-based safety
analysis (Sharvia et al., 2015), which attracted significant interest from in-
dustry and academia, can automate the static fault tree generation process
from system models. This offers important advantages, not least the reduction
in both effort and potential for error, and supports a more iterative design
process via automatic synthesis of fault trees. Although the auto generation
of static fault trees as part of MBSA and availability of tool supports for this
task were reported in the literature, to the best of the authors’ knowledge, lim-
ited effort has been made to replicate the same for the automatic generation
of DFTs from system models by considering dynamic behaviour. Therefore,
future research could be directed to address this issue.
In terms of application of DFTs, there are some potential to use DFT for
alarm management in different industries. For instance, Simeu-Abazi et al.
(2011) used the combination of Petri Nets and DFT for alarm filtering and
showed its capabilities for alarm nuisance reduction. In addition, the automata
models of dynamic gates with the aim alarm modelling have been introduced
by Gascard et al. (2011). Recently, Aslansefat et al. (2019); Bahar-Gogani
et al. (2017) used Priority AND gate for performance evaluation of alarm
system with variable threshold. Therefore, there is still some potential to
use other dynamic or temporal gates such as SEQ, SPARE, and pSAND for
the performance evaluation of alarm systems. Moreover, Xu et al. (2011);
Taheri Kalani et al. (2017) used Markov models to evaluate n−sample delay
timers for only one component of alarm systems. Based on the idea provided
in Kabir et al. (2019); Papadopoulos et al. (2019), in the future, such Markov
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models can be used as a complex BE in DFTs to combine and obtain the
performance of large scale dynamic alarm systems.
As mentioned in section 4.3.2.7, in safety and reliability engineering do-
main, the utilisation of machine learning (ML) algorithms with safety models
has become an emerging research topic. Therefore, there is a large scope to
use DFTs as a safety model together with ML for the safety assurance and
reliability management of complex, modern systems. One potential way of
using DFT with ML algorithms would be to use it as a core model within a
ML algorithm for fault detection and diagnosis of systems under the condition
uncertainty. Another way ML could be used with DFTs to help updating the
DFT models and failure probability of the basic events within the DFT models
by learning from the emerging behaviour and changing operation environment
of the systems. These future researches have the potential to revolutionize the
way of performance assessment for many future generation autonomous self
adaptive systems.
4.7 Conclusion
Reliability engineering and management of complex and dynamic systems is a
complicated task. There are many dynamic interactions between system com-
ponents and multiple temporal and stochastic dependencies between them
that need to be taken into account, and not all the existing safety and relia-
bility analysis formalisms are able to capture these dependencies. DFT is one
of the popular mechanisms widely used to model dynamic failure behaviour
systems to evaluate the dynamic reliability of systems. Many new develop-
ments and an upward trend is observed in DFTs’ application in reliability
engineering and management of complex systems. This chapter reviews many
such developments in DFT-based reliability analysis. The review provided in-
sights into the working mechanism, applicability, strengths, and challenges of
different DFT analysis approaches. A discussion is provided on the reviewed
methodologies and a direction to potential future research has been provided
based on the identified challenges.
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