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ABSTRACT 
This paper deals with the matrix equation f(X) = A, where A E Gnxn is a given 
matrix, and f is a complex holomorphic function defined on an open subset 9f of @?. It 
furnishes information concerning the set S of all solutions X E Gnxn of f(X) = A, the 
subset S, c S of all solutions that are polynomials in A, and the subset SD C S of all 
diagonalizable solutions. A necessary and sufficient condition for S to be nonempty is 
established. Relations among all solutions off(X) = A lying in the same similarity class 
are established. In the particular case where A E Rnx”, gf is symmetric with respect to 
the real line W c G, and f(Z) = f(z) for every z E G+, a necessary and sufllcient 
condition for S fl Rnx” to be nonempty is established. Necessary and sufficient 
conditions for S, and SD to be empty, finite, infinite, and commutative are established. 
Explicit computations of all the elements of S, and So are furnished, and the numbers 
of elements of these two sets are determined. Necessary and sufficient conditions for 
the relations S = S,, S = So, or S, = SD to be satisfied are established. Necessary and 
sufficient conditions for the existence of normal, hermitian, skew-hermitian, positive 
definite, and unitary solutions are established. It is shown that the set P(f, A) of all 
polynomials p E Q[ x] such that X = p(A) . IS a solution of f(X) = A depends only on 
the minimal polynomial of A, and not on the size of A. An example is furnished of a 
matrix equation f(X) = A that has no solution in Fnx” for any field 9, but has a 
solution in 9? “x” when 92 is a certain ring. These results are applied to the particular 
equations Xm = A, ex = A and the fixed-point equation f(X) = X. 
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INTRODUCTION 
Many results have been published on the mth root and the logarithm of a 
real or complex matrix for over a century, notably by A. Cayley [5] in 1857, by 
J. J. Sylvester [41, 421 in 1882, by H. Taber [43] in 1890, by F. G. Frobenius 
[12] in 1896, by H. Kreis [20, 211 in 1906 and 1908, by H. F. Baker [l] in 
1925, by L. E. Dickson [ll] in 1926, by W. E. Roth [36] in 1928, by R. 
Weitzenbiick [50] in 1932, by J. H. M. Wedderburn [49] in 1934, by R. P. 
Bambah and S. Chowla [2] in 1946, by F. R. Gantmacher [13], by J. H. 
Hodges [18] in 1958, by G. W. Cross and P. Lancaster [8] in 1974, by M. M. 
Urbanovid [47] in 1975, by G. R. Veldkamp [48] in 1979, by B. W. Levinger 
[27] in 1980, by J. Nunemacher [31] in 1989, and most recently by D. E. 
Otero [32] and R. A. Horn and C. R. Johnson [17] in 1990 and 1991. Short 
historical accounts are furnished in [28, Sections 47-501, [34], [36], and [32]. A 
large part of these results can be extended from the particular equations 
Xm = A and ex = A to the general equation f(X) = A, and from complex 
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matrices to matrices over an arbitrary field. Several generalized results have 
already been obtained in [24], [32], and [39], for example. Numerical matrix-root 
computations are treated in [9] and [19] for example. 
The purpose of this paper is to provide fundamental insights into the 
matrix equation f(X) = A in @” xn, and in particular, into the solutions that 
are diagonalizable or are polynomials in A. For simplicity, throughout this 
paper we shall assume f to be a holomorphic function. However, more 
general functions may be considered in this context, see [17, chapter 61 for 
example. 
Our interest in establishing these results originated from the problem of 
finding explicit formulas for the polar decomposition A = UP of a nonsingular 
n x n matrix A E Gnxn into a positive definite square root P of B = A*A and 
a unitary matrix U = AP- ‘. When n = 2, P is expressible as a linear combina- 
tion of the identity matrix I, and B; see [46] and [38]. More generally, it is 
known [16, Theorem 7.2.6(a)] that the positive semidefinite mth root of a 
positive semidefinite matrix B is a polynomial in B. 
Through the results of this paper, many differences between the scalar 
equation f(x) = a and the matrix equation f(X) = A will become apparent. 
In contrast to the properties of the solutions of a scalar equation, the solutions 
of the matrix equation are not necessarily diagonalizable, they are not neces- 
sarily polynomials in A, they do not necessarily commute, and they may be 
nilpotent. Moreover, the matrix equation f(X) = A may have infinitely many 
solutions when the corresponding scalar equations f(x) = (I have only a finite 
number of solutions for every eigenvalue a of A. For example, the solutions of 
the matrix equation 
are I, -I, and all matrices of the form 
X=P ; _; p-1, 
[ 1 
where PE@$“~” is any invertible matrix, while the scalar equation x2 = 1 has 
just two solutions. In this example, the matrix equation has not only infinitely 
many solutions in G2x2, but also infinitely many solutions in R2x2, since all 
the symmetries in R2 are solutions. Moreover, it has infinitely many orthogo- 
nal solutions, namely, the orthogonal symmetries in R2. Another example is 
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furnished by the equation 
1 0 0 
X”= I 0 10, 0 0 1  
which possesses infinitely many orthogonal solutions in R3x3, namely the 
rotations with angles 2 r/m, 2(2*/m), . . . , (m - I)(2 ?r /m) around any axis in 
W3. Furthermore, a matrix equation may have a real solution while the 
corresponding scalar equations have no real solutions. For example, 
is a real solution of the matrix equation 
x2= [ -; _:I, 
but the corresponding scalar equation x2 = - 1 has no real solution. 
In Section 2 we have collected some well-known properties of functions of 
matrices. In Section 3, a necessary and sufficient condition for the solvability 
of the equation f( X ) = A in @ “xn is established, and relations among the 
solutions lying in the same similarity class are established. In Section 4, a 
necessary and sufficient condition for the existence of a solution of f(X) = A 
in FIX” is established in the particular case where A E Rnx” and f has the 
reflection property f(Z) = f( z). In S ec ion t 5, it is proved that a nilpotent 
Jordan block has no mth root in Fnxn for any field Y, but it has an mth root 
in BYnxn when C% is a certain ring. 
Section 6 deals with the set S, of all the solutions of f(X) = A that are 
polynomials in A. Necessary and sufficient conditions for S, to be nonempty 
and for S, to be finite are established. The elements of S, are computed 
explicitly, as well as their number. 
In Section 7, a necessary and sufficient condition is established for S, to be 
equal to the set S of all the solutions of f(X) = A. 
Section 8 is devoted to the set S, of all diagonalizable solutions. Necessary 
and sufficient conditions for S, to be nonempty, finite, or commutative are 
established. The elements of S, are computed explicitly, as well as the 
number of elements in S,. 
In Section 9, a necessary and sufficient condition for So to be equal to S is 
established. In Section 10, a necessary and sufficient condition for So to be 
equal to S, is established. In Section 11, necessary and sufficient conditions 
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are established for the existence of normal, hermitian, skew-hermitian, positive 
definite, positive semidefinite, or unitary solutions off(X) = A. In Section 12 
it is shown that the set of all the polynomials p E@[x] such that p(A) is a 
solutionoff(X)=Ad p d e en s only on the minimal polynomial of A when A 
is a matrix of arbitrary size in $$lxl U Gzx2 U @3x3 U -. . . Section 13 deals 
with the fixed-point equation f( X ) = X and polynomial perturbations. 
In Sections 3, 4, 7, 8, 9, and 11 we specialize the general results for 
solutions of f(X) = A to results for the mth root and the natural logarithm of 
a matrix A. 
In Sections 2 and 4, we recall some known lemmas, and in order to make 
this paper as self-contained as possible, we furnish short proofs, especially 
when we consider only a particular case and the proof is much simpler than 
the proof of the general result. 
2. PRELIMINARIES 
In this section, we set up the notation and state some well-known basic 
theorems that we shall use repeatedly in this paper: Theorem 2.1 displays 
some properties of f( A). Th eorems 2.2 and 2.4 deal with the computation of 
f(A). Theorem 2.9 determines the difference of Jordan structures between A 
and f(A) and will play a key role throughout this paper. Theorem 2.10 recalls 
a property of cyclic matrices. 
Throughout this paper, the standard notation and terminology of [25] and 
[14] are used, with the following additions: f denotes a complex-valued 
holomorphic function defined on an open nonempty subset gf of C. 
For X E Gnxn, the matrix f(X) can be defined for more general functions 
f (see [35, 17, 251 f or example). In particular, when X is diagonalizable in an 
arbitrary field B (which may lack any topology), it is sufficient to suppose that 
f is an arbitrary mapping from a(X) into y to define f(X). Assuming that f 
is holomorphic permits us to avoid clumsy technicalities in stating our results. 
Besides, we hardly know interesting problems where it is essential to consider 
more general functions f. Indeed, the study of the matrix equation f( X ) = A 
may be reduced to the case where A has a unique eigenvalue a, and if its 
algebraic multiplicity m is 1, the problem reduces to a scalar problem. If 
m > 1, it is natural to consider nondiagonalizable solutions X, and to require 
f(Y) to be defined not only for Y = X, but also for any Y in a neighborhood of 
X. In this case it is natural to require f to be differentiable in a neighborhood 
gf of u(X), i.e., to suppose that f is holomorphic on gf. 
With the hypothesis of a holomorphic f, we can use the standard and 
seemingly natural definition for f(X): replace the complex number za by the 
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matrix X in the well-known Cauchy formula, which incidentally gives the 
standard definition of f(X) for operators X: 
f(X) = &@)(zz. - x)-‘dz, 
where I’ C !TSf is a finite union of pairwise disjoint, positively oriented, closed, 
simple, and rectifiable Jordan curves enclosing a(X). From this definition, all 
the wanted properties of the mapping X -f(X) can be established in the 
most natural way; see [15, Section 481 for example. A quite different and very 
interesting approach to computing f(X) is furnished in [37]. 
We define 
e* = KG\ {O}, La* = w\ {O}, w*,= W+\(O), RI*= W_\(O). 
If z E @?, then 1 z 1 denotes the modulus of z. If S is a finite set, then 1 S 1 
denotes the number of elements of S. If S is infinite, then ] S ] = 00. A subset 
s c @!nxn will be said to be commutative if for every A, B E S, AB = BA. For 
every m, 12, r E { 1,2, . . . }, we set 
62 rxn = (MEcmxnlrank M = r}. 
Analogous notations such as $ m xn are used on occasion to describe matrices 
of a certain rank over an arbitrary field Y. The n x n identity matrix is 
denoted by I,,, the rr x n zero matrix by 0,. For simplicity, we shall allow 
submatrices to be void. For example, if A E Gmlxnl, BE Gm1X”2, CE Gmpxnl, 
and DE@ mzX “2, then 
in case n, = 0, and if A E @PxP and BE @qxq, then 
diag[ A, B] = A 
in case q = 0. 
The spectrum of a matrix A E Gnx” is denoted by a( A), the minimal 
polynomial of A is denoted by ~1~’ and the degree of pLA is denoted by dA. For 
every a E @, mult( a, A) denotes the algebraic multiplicity of the eigenvalue a 
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of A if a E a( A), and mult(a, A) = 0 if a $ a( A). For every a E a( A), n(a, A) 
denotes the number of rows (or columns) of the largest Jordan block of A with 
eigenvalue a, which is equal to the multiplicity of a as a root of pLA( z) = 0. So, 
if a,, . . . , a, are the distinct eigenvalues of A, then 
&+) = (a - ur)+I. ‘4) . . . (z - us)“(a., *) VZEG. 
For every a E @G, the k x k Jordan block with eigenvalue a is denoted by 
a 1 0 
. . 
Jk( a) = I *I . : . . 1 0 U 
For every z E 9j, the order of the lowest derivative of f that is not zero at 
z is denoted by i(f, z): more precisely, 
1 if f(z) # 0, 
i(f, z) = z 
i 
if f(a) = a** = fciP1)( z) = 0 and f(‘)(a) # 0 
forsomeiE{2,3,...), 
00 if f(‘)(z) =OforeveryiE{1,2,...), 
where upper (i) denotes the ith derivative. 
Let a E G. A complex number x E G will be called a solution of the scalar 
equutionf( x) = a iff x E Qf and f(x) = a. The set of all solutions of the scalar 
equation f(x) = a will be denoted by S(f, a): 
S(f>U) = {rcG( xEgfandf(x) = u}. 
Let AeGnXn. A matrix XE@“~” will be called a solution of the matrix 
equationf(X) = A iff a(X) C 62Jf and f(X) = A. A solution X of f(X) = A 
will be called a polynomial solution iff X = p( A) for some polynomial p E @[ x]. 
The set of all solutions of f(X) = A will be denoted by S(f, A), the set of all 
polynomial solutions of f(X) = A will be denoted by S,(f, A), and the set of 
all diagonalizable solutions will be denoted by S,(f, A). So 
S(f, A) = (XEG”~“~O(X) C Qfandf(X) = A}, 
S,(f, A) = {x~S(f, A)IX = p(A) for some PEG[ xl}, 
S,(f, A) = {XcS(f, A)IX isdiagonalizable}. 
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THEOREM 2.1 [Properties of f(A)]. Let f and g be complex holomorphic 
functions defined on open subsets 6Sf and Qg of &+ respectively, and let 
Aecnxn be such that a( A) C gf’f” gg. Then: 
(a) For every ff, fl E 62, 
(cxf + Pg)( A) = af(A) + figcA). 
(b) lffg denotes the map .z - f( z)g( z) defined on 9f n 9,, then 
(fg)(A) =f(A)g(A). 
(c) Iff is a polynomial, i.e., zfthere are constants cO, . . , c, E @ such that 
f(z) = CEOcizi foreveryzEDf, then 
f(A) = i&A’. 
In particular, if f ( z) = c0 for every z E gf, then f( A) = c0 1,. If f( Z) = .Z for 
every z E 9~, then f( A) = A. 
(4 Vf(z) + 0 f or every x E a( A), then the function l/f is defined on an 
open neighborhood 9 c Tf of a( A), and 
[f(A)]-‘= $(A). 
In particular, I,ff(z) = zandg(z) = l/f(z) = l/zforeveryzE@\{O}, then 
g(A) = A-‘. 
(e) If h is a complex holomorphic function defined on an open subset 9t, of 
G such that u( f ( A)) C 9,,, then 
(hOf)(A) = h(f(A)). 
For a proof, see [25, Chapter 91, and [15, $481. 
THEOREM 2.2 [Computation of f(A) by block diagonalization]. Let A E 
G nxn besuch that u(A) c Df, and letA,~F2”~~“~,. . ., A,,,E@~~~“~ besuch 
that for some P E Q2Exn, 
A=Pdiag[A,,...,A,]P-‘. 
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Then 
f(A) =Pdiag[f(A,),...,f(A,)] P-‘. 
For a proof, see [25, Theorems 9.4.1 and 9.4.21. 
COROLLARY 2.3. Let XeGRX” be diagonalizable and such that a( X ) C 
6$. Then f( X ) is diagonalizable. 
Proof. By hypothesis, there exist P, D E Gnx” such that rank P = n, D is 
diagonal, and X = PDP- ‘. By Theorem 2.2, f(X) = Pf( D) P- ’ and f(D) is 
diagonal. Therefore, f(X) is diagonalizable. n 
THEOREM 2.4 [Computation of f(A) by means of the Jordan form of A]. 
Let A, D, NeGnxn be such that D is diagonal, N is nilpotent, A = D + N, and 
DN = ND. Then 
f( A) = ncl ‘,(j)(D) N”. 
jr0 i! 
In particular, for every a E .9f and k E { 1,2, . . . ), 
Explicitly, 
f 
a 1 
. . 
. . 
* 1 
0 a 
r 
fck-‘)( a) 
(k - l)! 
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The above theorem plays a key role in our work, and it forces all f that we 
can consider to be holomorphic functions as soon as A has at least one nondia 
gonal Jordan block, and we want f(B) to be defined for all B in a neighbor- 
hood of A. For a proof, see [25, Theorem 9.4.41 or [17, Theorem 6.2.81. 
The following corollary is a direct consequence of Theorems 2.2 and 2.4; 
see also [17, Theorem 6.2.9(e)]. 
COROLLARY 2.5 [Condition for f(A) to be equal to g(A)]. Let A E Gax”. 
Let f and g be complex holomorphic functions defined on open subsets 9f and 
9g of G, respectively, such that a( A) C 9f fl Qg. Then 
f(A)=g(A) * fci)(a) = g(‘)(a) tlaEa( A), ie {O,. . ., n(a, A)-‘) 
* f(/n,.,*j(a)) = g(J++,(a)) va-(A). 
In particular, if ~3 c 9f n 9g is an open neighborhood of a( A), and if 
f(z) = g(z) for every ZE 9, thenf(A) = g(A). 
The following corollary is a direct consequence of Corollary 2.5 and of the 
existence and uniqueness of Hermite interpolating polynomials; see e.g. [17, 
Section 6.1.141. 
COROLLARY 2.6. Let A E G n xn. Then there exists a unique polynomial 
p E @?[ x] of degree d c d, such that f( A) = p(A). 
REMARK. Explicit formulas to compute the polynomial p of Corollary 2.6 
are furnished in [17, Section 6.1.141. In some particular cases, the coefficients 
cg>..., cd, _ 1 E @ may be quickly obtained from the equation 
f(A) = coin + c,A + e.9 +c+rA+r. 
An obvious first attempt to simplify the computation of p would be to 
compute for the one-eigenvalue case first: For each of the distinct eigenvalues 
al,..., a, of A, find a polynomial pk E G[ x] such that 
Pk(Jn@,, *)(a&)) = f(J,c,,, .4)(ak)). 
Then use the method of [45] to find a polynomial p E @[xl such that 
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Then by Corollary 2.5, p(A) = f(A). By choosing r as the remainder of the 
division of p by pA, the minimum polynomial of A, one can thus find a 
polynomial r with r(A) = f(A) and deg r < d,. A different method leads to a 
polynomial p(A) = f(A) with deg p = d < n by using the characteristic poly- 
nomial for A instead. It can be derived as an application of the method of 
Lavoie [26], who explicitly describes every power A” as a Bell polynomial in 
LA,. . . , A”-l. 
The following corollary is a direct consequence of Corollary 2.6. 
COROLLARY 2.7. Let AEG”~“. Then f(A) commutes with every matrix 
that commutes with A. In particular, f( A) A = Af( A), and if g is a complex 
holomorphic function defined on an open neighborhood 9e c G of a( A), then 
f(A)g(A) = g(A)f(A). 
COROLLARY 2.8 (Spectral theorem). Let X E GnxW be such that a(X) C 
Qf. Then a(f(X)) = f(u(X)). 
Proof. By Theorem 2.4, if ( x1, . . . , xn) is the diagonal of a Jordan form Jx 
of X, then (f( x1), . . ..f(x.J) is the d’g la onal of the triangular matrix f(Jx), 
which is similar to f(X), by Theorem 2.2. Hence 
a(f(X)) = a(f(Jx)) = {f(+..~f(%I)I =f(a(X)). W 
THEOREM 2.9 (Splitting up of Jordan blocks under f). Let XcGnxn be 
similar to a Jordan matrix of the form 
where x1,. . . , x, E 5Sf are not necessarily distinct. Then f ( X ) is similar to 
whereforeverykE{l,..., r}, the following relations hold: 
ik = min{i(f, xk), nk}, nk=n& + “’ +nki,, 
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Observe that when i( f, xk) > nk, then i, = nk and hence nkl = . * * = 
nki, = 1. In this case, there is a complete splitting of f(Jn,( xk)) into 1 x 1 
blocks. 
For a proof, see [25, Theorem 9.4.71, or [14, Theorem 2.11.11, or [17, 
Theorem 6.2.251. 
THEOREM 2.10. lf CE@“~” is cyclic, and if M6Gnxn commutes with C, 
then there exists a polynomial p E G[ x] of degree d < n such that M = p(C). 
For a proof, see [14, Theorem 9.1.41 for example. 
LEMMA 2.11. For every kE{l,...,r}, let Ak,Bk~@?“kXnk be similar. 
Then 
diag[ A,, . . . , A,] and diag[ B,, . . . , B,] 
are similar. 
Proof. By hypothesis, for every k E { 1, . . . , r}, there exists Pk E @2~~xnk 
such that A, = Pk B, Pi ‘. Hence 
diag[ A,, . . . , A,] = P diag[ B,, . . . , B,] P-‘, 
where P = diag[ P,, . . . , P,]. m 
Our last preliminary result concerns the number of matrices in a similarity 
class. 
LEMMA 2.12. Let aEG, nE{2,3 ,... }, and x1 ,..., x,E@. Then the 
similarity class of J,( a) is infinite, and the similarity class of diag[ xi, . . . , x,,] is 
infinite if ) { x1,. . . , xJ 1 > 1. 
Proof. Let S be a one-dimensional subspace of @“. Let P E @cx” be a 
matrix whose first column belongs to S. Let A = PJ,( a) P- ‘. Then the relation 
AP = P/n(a) shows that the eigensubspace of A corresponding to the eigen- 
value a is S. Consequently, since there are infinitely many one-dimensional 
subspaces S in @” when n > 2, there are infinitely many matrices similar to 
I,(e). 
Suppose xi = *.* = 2,. Let PE@~~“. Then 
P diag[ xi,. . . , xn] P-’ = Px,l,,P-’ = x11,,. 
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So,when 1(x1,..., xn} ) = 1, the similarity class of diag[ xl, . . . , xn] is { x, I,,}. 
Suppose that I{ xl, . . . , xn} 1 2 2. Without loss of generality we may assume 
that xi # x2. Let 
P, = diag[[A f],z._,] for zE@. 
Then similarity by P, E Gnx” gives the infinite set of matrices 
Similar to diag[ xi, . . . , r,]. 
3. THE SET OF ALL SOLUTIONS OF f(X) = A IN @Yx” 
n 
This section deals with the reduction and the general solvability of the 
equation f(X) = A. 
Theorem 3.1 reduces the solution of f( X ) = A to the case where A has 
only one.eigenvalue. In Theorem 3.2 we establish a sufficient condition for the 
existence of a solution X of f(X) = A with prescribed eigenvalues. Theorem 
3.3 establishes a necessary and sufficient condition for the solvability of 
f(X) = A. Corollary 3.6 establishes a connection between the solvability of 
the equations f(X) = A and X m = A. Corollary 3.7 deals with the existence 
of an mth root of a matrix. Corollary 3.8 deals with the existence of the 
natural logarithm of a matrix. Corollary 3.9 deals with the solvability of 
f(X) = J”(U). 
The problem of solving f(X) = A f or stem functions f is discussed in [17, 
Chapter 6.41, while [8] treats square roots, and [33, Chapter 3.71 describes 
how to compute logarithms of a given matrix. The existence of square and 
cube roots is also treated in [17, Theorems 6.4.12-6.4.141 in terms of 
seemingly more complicated structure constants for A. [17, Theorem 6.4.15a] 
gives the same condition as our Corollary 3.8 for the existence of a logarithm. 
The following theorem extends Proposition 2.1 of [39] from polynomials to 
holomorphic functions by a different proof. For a module-theoretic formula- 
tion and proof valid over arbitrary fields in the particular case of f(z) = am 
see [32, Theorem 11. 
THEOREM 3.1 [Reduction of the problem of solving f(X) = A to the case 
where A is composed of block matrices with distinct eigenvalues]. Let 
A, PE@“~“, A1~@“‘lxml,. . ., A,_E@“+~“+ be such that P is invertible, 
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A,, . . . , A,. are matrices with pairwise disjoint spectra, and 
A = Pdiag[ A,, . . . , A,] P-‘. 
Let X E G n xn. Then the following two assertions are equivalent: 
(a) X E S(.L A). 
(b) There exist X, E S(f, A,), . . . , X, E S(f, A,) such that X = 
P diag[ X,, . . . , X,] P-l. 
Proof. Let us suppose that X satisfies (a). Then by definition a(X) C 9! 
and f(X) = A. By Corollary 2.7, X commutes with f(X) = A; therefore, by 
[25, Theorem 12.4.11, there exist X, E GmlXml,. . . , X,E Gmrxrnr such that 
X = Pdiag[ X,, . . . , X,] P-‘. 
By Theorem 2.2, 
diag[f( X1), . . . ,f( X,.)] = P-‘f( X)P = P-lAP = diag[ A,, . . . , A,]; 
hence 
f( X;) = A,, . . . J( XT) = A,. 
As @(Xl) U *-* U a(X,) = a(X) C 9$ it follows that X satisfies (b). The 
converse implication (b) * a is a direct consequence of Theorem 2.2. ( ) n 
THEOREM 3.2 [Sufficient condition for the existence of a solution of 
f(X) = A with p rescribed eigenvalues]. Let A E Cnxn be similar to a Jordan 
matrix of the form 
where al,. , . , a,. E @ are not necessarily distinct, and for every k E { 1, . . . , r}, 
nkl > **- 2 nkik 3 nkl - l. 
For-every kE{l,. . . , r}, suppose that there is some xk E S( f, ak) such that 
ik = min{i(f, xk)‘nk}, 
where nk = nkI + - * - + nki,. Then there exists a solution X E S( f, A) similar to 
Jx = diag[ .I,+( x1)’ . . . T A,( x,-)] . 
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Proof. By Theorem 2.9, there exists Pr E @zxn such that JA = 
P,~(J,)P; ‘, and by hypothesis, there exists PA E Gzx” such that A = PJAPi ‘. 
Let P = PAPI. Then 
A = P&Pi1 = P,.,P1f(Jx)P;lPil = Pf(J,)P-‘. 
Let X = PJ,P-‘. Then, by Theorem 2.2, 
f(X) = Pf(J,)P-’ = A. 
Since u(X) = a(Jx) = {x1,. . . , x,.} c 9$-, it follows that X E S(f, A). n 
REMARK. The proof of Theorem 3.2 furnishes a method for computing a 
particular solution of f( X ) = A that we shall illustrate with the following 
example: Find a square root of 
A = diag[Ja(O), k(O)]. 
By Theorem 3.2 there exists a particular square root X of A that is similar to 
J*(O). Hence there exists PE @ix4 such that X = PJ4(0)Pp1, and by Theorem 
2.2, 
A = X2 = PJ4(0)2P-1. 
Comparing 
we note that A can be obtained from J4(0)2 by simply exchanging the 2nd and 
the 3rd row, and the 2nd and the 3rd column. Therefore, the transforming 
matrix P (nonunique) may be chosen as the permutation matrix corresponding 
to the permutation (1,2,3,4) + (1,3,2,4), that is, 1 0 0 0 
p= 0 0 1 0 
[ 1 0 10 0’ 0 0 0 1 
Since P-’ = P, it follows that 
x = %(O)P = [ 0 0 1 0 1 0 1 1 
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is a particular square root of A. It turns out that it is easy to find all the square 
roots of A. By Corollary 2.7, all the square roots of A commute with A. It is 
well known (see e.g. [40, Theorem 1.3.61, [13, Chapter VIII, $211, [17, Lemma 
4.4.111, or [25, Theorem 12.4.11) that all the matrices commuting with A are 
of Toeplitz block form 
[I ; 5 al, a,b,c,d,e,f,g,hE@. 
Among all these matrioes, those that satisfy the matrix equation X2 = A may 
easily be computed as matrices of the form 
a, b, c, d, e,fE@& 
L 0 e 0 -a 
where 
a’+ce=O and 2ab+cf+de= 1. 
Hence, if c + 0 is arbitrary, then a, b, d can be chosen arbitrarily, and 
e = -a’/c, f= (l/c)(l - 2ab + a’d/c); if c = 0, then a = 0, d # 0, e = 
l/d; in this case b, d # 0, and f can be chosen arbitrarily. These two cases 
give all possible square roots of A. 
THEOREM 3.3 [Necessary and sufficient condition for the existence of a 
solution of f(X) = A]. Let A E Gnxn. The matrix equation f ( X ) = A pos- 
sesses a solution if and only if A is similar to a Jordan matrix of the form 
JA = diag[], D], where J or D may be void, D is diagonal, and for every 
a E a(D), there exists x E 9f such that f( x) = a, and J has the form 
J = diag[ Jn,,,( al), . . . , Jn,,,( al)>. . . p J+(ar), . . . ) ~n.‘,(ar)l p 
where a,, . . . , a,. E G are not necessarily distinct and for every k E { 1, . . . , r}, 
nkl > **. >nki,>nkl- 1, 
and the scalar equation f( x) = ak possesses a solution xk such that i( f, xk) = ik. 
Proof. By Theorem 3.2, the stated condition is sufficient to guarantee the 
existence of a solution of f(X) = A. Let us show that it is also necessary. Let 
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X E S(f, A). Let 
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be a Jordan form of X, where x1,. . . , x, E @i are not necessarily distinct. Then 
by Theorem 2.2, A = f( X) is similar to f(Jx), and by virtue of Theorem 2.9 
and Lemma 2.11, f(Jx) is similar to /*. n 
Once the existence of a solution of the equation f(X) = A has been 
established, the next problem is to find solutions. For this, it is very useful to 
remember that all the symmetries are square roots of the identity matrix. 
More generally, if X0 E Gnrn is a solution of the equation f(X) = I,, then by 
Theorem 2.2, all matrices of the form 
x = PX,P_l 
with P E ,Exn are solutions of f(X) = A, or in other words, all matrices in the 
similarity class of X0 are solutions. Clearly, this is not true for the more 
general equation f(X) = A. The following theorem determines all the solu- 
tions of f( X ) = A located in the similarity class of a given solution. For stem 
functions f, [17, P ro bl em 9, p. 4831 gives one part of this theorem. 
COROLLARY 3.4 [Characterization of all solutions of f( X ) = A that belong 
to the similarity class of a given solution]. Let A E Gnxn, X0 E S(f, A), X E 
cc nXR, and PE@$,“~” be such that X = PX, P- ‘. Then 
-S(f, A) w AP=PA. 
Proof. Suppose that X E S(f, A). Then by Theorem 2.2, 
A =f( X) = Pf( X,)P-I = PAP-l, 
and hence AP = PA. 
Suppose that AP = PA. Because X and X, are similar, u(X) = u( X,) C 
gf, and by Theorem 2.2, 
f(X) = Pf(X,)P-’ = PAP-‘= APP-1 = A; 
therefore X E S( f, A). n 
Theorem 3.4 furnishes a method to find all the solutions of f(X) = A 
similar to the same Jordan matrix, but the problem of determining the number 
of possible Jordan structures for the solutions of f(X) = A is still open and 
raises a combinatorial problem: 
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EXAMPLE 3.5. For a E @ let 
Let x1, x2, x3 E G be distinct, and suppose 
f(z) = (2-x1)5(2-x2)3(z-x3)2+u VZEG.
Then 9’= G S(f, a) = {x1, x2, x3}, and i(f, x1) = 5, i(f, xz) = 3, i(f, x3) = 
2. By virtue of Theorem 3.2, there exist solutions of f(X) = A similar to the 
following 16 Jordan matrices: 
~~ = diag[_L( x2)._h( x~)~J3(~3)1~ 
l2 = diag[Jll(x2),J5(x3),J5(xx,)l’ 
_13 = diag[~ll(x2),ls(x3)~J~(x3)~Jl(xl)l~ 
.I~ = diag[ Jll( ~2) p A( x3)> A( ~3) > Jl( Q)] p 
./5 = diag[jll(Xp),J5(X3),J4(X3),J1(X3)1’ 
js = diag[Js(X3)~J12(1C1)7J1(Xl)l~ 
J,= diag[J8(;r3)~J12(X1)~J1(Xz)l~ 
.I~= diag[l,(x,),J,,(x,),J,(Xg)l, 
/9 = diag[Js(X3)~Js(Xz)~J5(XZ)l’ 
I~,,= diag[l,(s3),J,(x,),J,(x3),Jl(rl)l, 
~~~ = diag[J,(r3),J*(X2)~~~(Xg)~J1(X2)1~ 
_/l2 =diag[.!,( x3),J8( %)~14(%)~-f1(x3)l~ 
j13 = diag[JR(X3),JG(X3),J6(X2).]1(X1)l. 
]I4 = diag[Js(x3),J,(x3),J,(x2),J,(x2)l’ 
115 =diag[J,( xg)..k( ~3),.k( %)~J1(~3)1~ 
./I6 = diag[J8(Xg).J6(r3)yJ4(~3).J3(~3)1. 
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COROLLARY 3.6 [A more compact classification of matrices A for which 
f( X ) = A is solvable]. Let A E G” ‘“. Then S(f, A) is not empty if and only if 
A is similar to a Jordan matrix of the form 
diag[ ulln, + J,,(O)“. . . . , a,.Inr + .L,(O)“‘], 
wk-efbf-euerykE{l,. . . , T), ak E @? and there eXiStS xk E s( f, ak) such that 
ik = min{i(f, xk), nk}, 
Proof. Let n,, . . . , n,tz { 1,2, . . . } be such that n1 + * - * +n,. = n. Let 
i,, . . . , i,E(l,2,. . . } be such that i, < n,, . . . , i, < n,. Let k E { 1,. . . , r}, 
and define g(z) = zik for every z E @$. Then i( g, 0) = ik < nk; hence 
ik = min{i(g,O),nk}. 
Therefore, by Theorem 2.9, J,,(O)‘* is similar to 
where nkl > - ’ - 2 nki, > nkl - 1. consequently, ak I,,, + ]nk(o)ik s similar 
to 
Hence, by Lemma 2.11, 
diag[l,,,(a,),...,J,ll(a~)~...~~”~,(a~)~...~~~~i(a~)] 
I r 
is similar to 
diag[ alI,,, + Jnl(0)il, . . . , a,.Inr + Jn,(0)ir]l 
which implies the conclusion by Theorem 3.3. n 
The arbitrary-field analogue to the following result can be found in [32, 
Theorems 13, 137. Here we show that in the complex case it is a direct 
consequence of Theorem 3.3. 
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COROLLARY 3.7 (Necessary and sufficient conditions for the existence of an 
mthrootofamatrixinG”Xn). LetAE@“xn andZetmE{1,2,...}. ThenA 
possesses an m th root in Gnxn if and only zfA is nonsingular or A is similar to a 
Jordan matrix of the form 
where J is a nonsingular Jordan matrix, p, r E (0, 1, . . . }, and for every 
kE{l,...,r}, 
Proof. Consider f(z) = z”’ for every z EG. Then i(f, 0) = m, and for 
every z E @ \ { 01, i( f, z) = 1. On the other hand, S( f, 0) = { 0}, and for every 
aEG\{O}, 0 # S(f, a) C G\(O). Th erefore this corollary follows from 
Theorem 3.3. H 
Note that if m = 1 in Corollary 3.6, then the Jordan-form condition in its 
statement is satisfied for every A, just as there always is a “first” root of A, 
namely A itself. For m = 2, a matrix A which has a square root must have all 
of its nilpotent Jordan blocks of size greater than 1 appear in pairs J,,,(O), 
J,,,(O) where either nkl = nkZ or nkz = nkl - 1. This requirement coincides 
with the result in [8, Theorem 21 formulated in terms of the “ascent sequence” 
of A. 
The following can be found in [17, Theorem 6.4.151. 
COROLLARY 3.8. Let A E Gnxn. Then A possesses a natural logarithm if 
and only if A is nonsingular. 
Proof. Let f(z) = ez for every z E G. Then for every z E G, i( f, 2) = 1. 
On the other hand, S(f, 0) = 0, and for every aEQ\{O}, S(f,a) # 0. 
Therefore, this corollary is a direct consequence of Theorem 3.3 as well. H 
The first part of the following corollary can also be found in [39, Corollary 
2.31 in the particular case where f is a polynomial. 
COROLLARY 3.9. LetaEG andnE{2,3,... }. The equation f( X) = J,(a) 
possesses a solution X E @” Xn with u( X ) C !tff if and only if there exists 
XE S(f,a) such that f(x) # 0. In particular, for every me (2,3,. . . }, the 
matrix J,(a) possesses an m th root if and only if a # 0. 
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proof By Theorem 3.3, S(f, J,(a)) # 0 if and only if there exists z E 
S(f, a) such that 
1 = min{i(f, x), n}, 
which is equivalent to f(x) # 0, because n > 2. 
Consider the particular case where f(z) = z”’ for every .z E G. Then 
f(x) # 0 if and only if x E G \ { 0}, because m 2 2. Consequently, there exists 
r E S(f, a) such that f(x) # 0 if and only if a # 0, and the second part of the 
corollary follows from the first part. n 
We shall examine the existence of roots of nilpotent Jordan blocks more 
closely in Section 5. 
4. NECESSARY AND SUFFICIENT CONDITION FOR THE 
EXISTENCE OF REAL SOLUTIONS OF f(X) = A 
A necessary and sufficient condition for the existence of a solution of 
f(X) = A in Wnx” is established in Theorem 4.5 in the case where A E Rnx” 
and f( 2) = f(z) f or every z E gf = gf. The particular case where f(z) is real 
for every real z is treated in Corollary 4.11. Theorem 4.5 is applied to 
determine the existence of real mth roots of a matrix in Corollary 4.8, and real 
logarithms of a matrix in Corollary 4.9. 
The following notation is used in this section. The imaginary unit in G is 
denoted by i. The upper half complex plane G, is defined as 
G,= ((a+ib)E~la,bEWandb>O}. 
Similarly, the lower half complex plane @l is defined as 
Gl= {(a+ib)E~la,bEWandb<O). 
The conjugate of a complex number z is denoted by Z. If S C ($2, then 
s= {Zl ZES}. If A = (aij)EGmx”, then x= (Zij). If AeGnxn, Ada, 
and k~(I,2,. . . , }, then the number of Jordan blocks equal to Jk(a) in the 
Jordan form of A is denoted by j(k, a, A). 
First we shall mention four lemmas. Lemma 4.1 is an exercise in [17, p. 
1271, Lemma 4.2 can be found e.g. in [16, Theorem 3.4.51, and Lemma 4.4 
goes back about 60 years to E. Noether and L. Deurling and can be found in a 
more general setting in [7, Theorem 29.71. 
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LEMMA 4.1 (Relation between numbers of Jordan blocks and ranks). Let 
AEGnX”, a E a( A), and m = mult(a, A). Let 
rk = rank (A - al,)’ vkE{O,1,...}. 
Thenforeuf?fykE{1,2,...}, 
rk=n-mi & (i - k)+ u, A) and j(k, a, A) = rk_r - 2r, + T~+~. 
LEMMA 4.2 (Complex Jordan form of a real matrix). Let A E RnX”. Then A 
is similar in Gnx” to a Jordan matrix of the form diag[ J,, jU, I,.], where 
d/U) C % afd a-) C R 
LEMMA 4.3 (Reflection property of functions of matrices). Sffppose gf is 
symmetric with respect to the real line 83 C ES, i.e. Qf = ?&, and suppose f hus 
the scalar reflection property: 
f(Z) = f(z) VZE q. 
Then f has the matrix reflection property: for every X E Gnx” with a(X) C gf, 
f(F) = f(X). 
Proof. Let XE Gnxn be such that a( X ) C FSf. Let 
X = P diag[ Jn,( x1), . . . , .L( q.)] P-l 
be a Jordan decomposition of X, where P E @zx” and x1, . . . , x,. E f2 are not 
necessarily distinct. Then 
X= Fdiag[J,,(Z,) ,..., Jnr(X,)] P-l, 
and by Theorem 2.2, 
f(x) = Pdiag[f(J,,(xl)),...,f(l,~f~))] F’. 
The hypothesis f(Z) = f ( z) f or every z E gf implies the analogous properties 
for the derivatives of fi 
f@‘(Z) = f@)(z) vz+, vkc{O,l,... }. 
Hence, by Theorem 2.4, 
f(J&)) = f(Jn,(%)) vk41-4 (2) 
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By Theorem 2.2, (1) and (2) imply that 
f(~)=~diag[f(J,,(xl)),...,f(j,~x,))]~-’=f(X). n 
LEMMA 4.4. Let FI be a subfield of a field 5s. Let A, BE(~~)“~” be 
similar in ( F2)nxn, i. e., there exists an invertible matrix Pz E ( F2): x n such that 
A = Pz BP; I. Then A and B are similar in (3,)” xn, i. e., there exists an 
invertible matrix PI E ( FI),“x” such that A = P, BP; ‘. 
Proof. Let C,, C, E ( FI) nxn denote the first normal form of A, B in FI, 
respectively. By [25, Theorem 7.6.21 there exist invertible matrices PA, Pn E 
(4)ZX” such that 
A = PACAPil, B = P&P,-‘. 
Since A and B are similar in (.3a) n x n, they have the same first normal form in 
(&)“““> by [25, Theorem 7.6.1 and Corollary 7.5.11. On the other hand, by 
[22, Corollary XV.3.21, C, and C, are also the first normal forms of A and B 
in ( Fa)nxn. Therefore C, = C, and 
A = PACBPil = PAPilBPBPil = PBP-‘, 
where P = PAP;’ E (FI)ix”. H 
THEOREM 4.5 [Necessary and sufficient condition for the existence of a real 
solution of f( X ) = A, when 9f does not necessarily meet the real line]. 
Suppose that 9f is symmetric with respect to the real line R c G, i.e. Qf = gf, 
and suppose that f has the reflection property, i.e. 
f(Z) = 7(q vz E 9f. 
Let A E Wnxn be such that S( f, A) z 0. Then the following two assertions are 
equivalent: 
(a) S(f, A) tl Rnx” f 0. 
(b) The matrix A is similar to a Jordan matrix of the form diag[Jc, ],.I, ],.I, 
_M where 4L), 4Jd ~U,d are p&wise disjoint, a(J,) C G \ R, a(Jrl) C W, 
a(Jr2) c R. And /,.2 has the form 
.I,.~ = diag[J,,,( a,), . . . 7 ~,~,(al), . . . - .I,,,~( a,), . . . 7 J+ (ar)] T r 
where aI,. . . , a,. E R are not necessarily distinct, and for every k E { 1, . . . , r}, 
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and there exists xk E s(f, at) fl R such that 
Proof. To prove that (a) implies (b), suppose that (a) is satisfied, i.e., 
there exists X E S(f, A) n Rnx”. By Lemma 4.2, X is similar to a Jordan 
matrix of the form diag[Jxc, J,,, Jx,], w h ere u(JXr) c R. Hence by Theorem 
2.2, A = f(X) is similar to diag[f(Jxc),f(J,,),f(J,,)], which is equal to 
diag[f(J,,),f(J,,), f(J,,)] by Lemma 4.3. The matrix f(Jx,) is similar to a 
Jordan matrix of the form diag[],,J,,], where a(J,) C @\R and u(_I,r) C R. 
Hence f(J,,) is similar to diag[J,,, J,.1]. On the other hand, since /xr is a 
Jordan matrix whose spectrum is real, it has the form 
where x1, . . . , x,EW. By Theorem 2.9, f(,x,) is similar to 
J,~ = diag[ Jn,,( al), . . . , Jn,,,( aI), . . . ) A~,( a,), . . . ) JnrL 
I car)] ) 
where for every k E (1, . . . , r}, 
ak =f( xk)? ik = min{i(_f, xk), nk}, 
It follows by Lemma 2.11 that A is similar to diag[],, Jrl, Jc,, J,.r, J,.s]. 
Conversely, suppose that (b) is satisfied. By Lemma 4.2 A is similar to a 
Jordan matrix of the form diag[j,, j;, J,.] where a(],) C @, and a(],.) C R. 
Consequently, 
u(JJ = U(J”) u a(/,) c @‘EL u(JJ = U(J,l) u u(Jr2) c w. 
Therefore, using the uniqueness of the Jordan form of A, J, is similar to 
diag[],, J,]. Hence by Lemma 2.11, A is similar to 
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The hypothesis S(f, A) + 0 implies by Theorem 3.1 that there exist solutions 
Y,, E S(f, Ju) and Y,.i E S(f, J,.r). Set Y = diag[Y,, Y,,]. Let m denote the com- 
mon size of the square matrices Y and diag[J,, J,.i]. As YE Gmxm, there exist 
Y,, YZEWXrn such that Y = Y, + iYs. Let 
ir 
ER~“‘~~“’ and Q = i:_ I”’ , [ 1 m m 
and notice that Q is invertible. On the other hand, 
hence 
YR = Qdiag[Y,Y] Q-‘. 
It follows that 
u( YR) = a(Y) u u( r> = u( Yu) u u( Yrl) u u( y”) u u( iq c 9f. 
By Theorem 2.2 and Lemma 2.11, the matrices f( Yn), diag[f( Y ), f(Y)], and 
are similar. Hence by Lemma 4.3, f(Y,) is similar to 
&ag[f()l,),f(Y,.l), f(r,) fo] = diag[Ju~J~l~Ju~J,lI 
becauseJ,.leWkxkforsomekE{O,l,...}. 
Let 
I’,.~ = diag[ Jn,( x1) p . . . , A,( %)] .
The hypothesis (b) implies by Theorem 2.9 that f(Y,.s) is similar to Jr2. Let 
2 = diag[Y,, Y,.,]. Then ZEW”~“, because rr,. . . , x,ER. Clearly, u(Z) = 
u(Y,) U u(Y,.,) C gj. Hence by Theorem 2.2, f(Z) = diag[f(YR), f(Y,.,)]. It 
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follows by Lemma 2.11 that f(Z) is similar to 
Therefore, f(Z) is similar to A, which is to say that there exists S E @$:xn such 
that 
A = Sf(Z)S-‘. 
Because Z E RnXn, we have Z = z, and by Lemma 4.3, f(Z) = f(z) = f(Z), 
which shows that f(Z) E Rnxn. Therefore, by Lemma 4.4, there exists R E 
Q m ix” such that A = Rf(Z)R-‘. Let X = RZR-‘. Then o(X) = a(Z) C LSp 
andbyTheorem2.2,f(X) = Rf(Z)R-1 = A;hence XeS(f, A) fl Rnx”. n 
The following corollary is a direct consequence of Theorems 4.5 and 3.2. 
COROLLARY 4.6 [Condition for f( X_) = A to have a real solution when A is 
diagonalizable]. Suppose that ~9~ = 9f and that f(Z) for every z E gf. Let 
AEWnxn be diagonalizable in Gnxn. Then there exists XE i$inx” such that 
a(X) C 9f andf(X) = A iflf or every a E u(A) there exists x E 9! such that 
f(x) = a, and A is similar to a diagonal matrix of the form 
where some of the diagonal matrices D,, Drl, D,., may be void, a( DC) C @ \ Ei, 
a( D,l) c W, a(D,.,) c W, and for every a E a( Dr2), there exists x E 18 fl 9f 
such thatf( x) = a. 
The following two corollaries generalize [17, Theorem 6.4.141 from square 
roots to mth roots. 
COROLLARY 4.7 (Necessary and suffkient condition for a real square matrix 
tohavearealmthrootwhenmisodd). LetAE:~“X”andm~{1,3,5,...}. 
Then A possesses an m th root in W n x n if and only if A possesses an m th root in 
Gnx” (see Corollary 3.7). 
Proof. Suppose f(z) = zm for every z E @. Suppose that A possesses an 
mth root in enxn. By Corollary 3.7, A is similar to a Jordan matrix of the form 
diag[Jc, I,., Jo], where a(_/,) c @\ W, u(J,.) C R*, and Jo has the form 
mu = diag[J,1,(0),...,1,1,(O)....~~~,,(O)’...~~n,m(o)7o~~’ 
MATRIX EQUATIONS 473 
and for every k E { 1,. . . , r>, nkl 2 * * * 2 nkm > nkl - 1. Since m is odd, for 
every a E a(J,.) c R* there exists x, E S(f, a) f~ R*, and i(f, xa) = 1 because 
ra # 0. Since S(f, 0) = (0) and i(f, 0) = m, it follows that condition (b) of 
Theorem 4.5 is satisfied, where Jr1 is a 0 x 0 matrix, i.e., void and J,a = 
diag[J,., J,,]. Therefore, by virtue of Theorem 4.5, A possesses an mth root in 
Q D nXn. The converse is trivial. H 
COROLLARY 4.8 (Necessary and sufficient condition for a real square matrix 
tohaveareal mthrootwhen miseven). LetAeRnX” andmE{2,4,6,. . .}. 
Then the follting two assertions are equivalent: 
(a) The matrix A possesses an m th root in RnXn. 
(b) The matrix A is similar over ES” Xn to a Jordan matrix of the fi 
where some of the Jordan matrices Jc, J,.l, I,+, Jr3p Op mY be void, while 
u(~C) c G \ R, Q,~) c WE, ~(1,~) c R:, ad Jr3 has the form 
and nkl 2 ” ’ 2 nkm > nkl - 1 foreverykE(l,...,r}. 
Proof, Suppose that f(z) = z”’ for every z E @. Suppose first that (a) is 
satisfied. Then by Theorem 4.5, A is similar to a Jordan matrix of the form 
diag& Jr. Jr. _/a], where u(J,) C G \ W, ~(1~) C R, ~(1~) C R and for every 
a E ~(/a) there exists x, E S( f, a) f7 R. Because m is even, a = f( x,) = xp E 
R+ for every aEu(J,). Since 
U(Jl) c w = w:u LREU (O}, a&) c w+= W*,U{O}, 
it follows by Lemma 2.11 that A is similar to a Jordan matrix of the form 
diag[.L .1, Al, .Lz~ JO] ) 
where some of the Jordan matrices J,, Jrr, Jr2, Jo may be void, while 
u(J,r) c w:, o(J,a) c w:, and u(Ju) = (0). Furthermore, by Theorem 3.1, 
lo possesses an mth root, and consequently, by Corollary 3.7, Jo is similar to a 
Jordan matrix of the form diag[j,.,, Or,], where Jr3 has the form described in 
(b). It follows by Lemma 2.11 that (b) is satisfied. 
Conversely, suppose that (b) is satisfied. Then by Corollary 3.7, S( f, A) + 
0. Since a(~,.~) c R:, for every a E u(J,_~) there exists xn E S( f, a) n R*, and 
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since x, # 0, i(_f, x~) = 1. Since S(f, 0) = (0) and i(f,O) = m, it follows that 
condition (b) of Theorem 4.5 is satisfied, where J,.a of Theorem 4.5 is equal to 
diag[j,.,, J,.s, Or,] here. On the other hand, f has the reflection property and 
S(f, A) # 0. Therefore, by virtue of Theorem 4.5, (a) is satisfied. n 
The following condition for a matrix to have a real logarithm was first 
proven in [3, p. 261. It has also been established in [31] and [17, Theorem 
6.4.15(c)]. This condition is a direct consequence of Theorem 4.5. 
COROLLARY 4.9 (Condition for a real matrix to have a real logarithm). Let 
A E R n xn. Then A possesses a natural logarithm in R” xn if and only if A is 
nonsingular and A is similar to a Jordan matrix of the form 
diag[j,, J-, J-1 ’ 
where 
G(J1) c C\R- and a(]_) c W_. 
Proof. Consider f(z) = ez for every z E G. Then 9! = G = gf, f( 2) 
= fv, and i(f, z) = 1 f or every z E G. Suppose that A has a real logarithm, 
that is to say, S(f, A) fl Rnx” # 0. Then by Corollary 3.8, A is nonsingular, 
and by Theorem 4.5, A is similar to a Jordan matrix of the form 
where u(_L), ~(.L-d~ and %Lz) are pairwise disjoint, a(],) C @Z\ Rk o(J,l) C R, 
and for every a E u(J,.& there exists x E S(f, a) n W. Since o(j,i) C R ./rl is 
similar to a Jordan matrix of the form diag[J+, J-1, where a(_/+) C R? and 
u(J_) C W-. Let 
Then by Lemma 2.11, A is similar to diag[jl, J_, J-1. Let a E u(Jrz). Then 
there exists x~S(f, a) n R. Hence a = f(x) = e”ER*+. Thus u(J,.a) C RT, 
and since u(J,) C @\R and u(J+) C R*+, it follows that u(JI) C G\R_. 
Conversely, suppose that A is nonsingular and similar to a Jordan matrix of 
the form diag[J1, J-, J-1, w h ere u(J1) c @\R_ and a(_) C R_. As G:\W_ 
is the disjoint union of G \ W and R,, J1 is similar to a Jordan matrix of the 
form diag[Jc, J+], where u(J,) C @\ W and u(J+) C W*,. Hence by Lemma 
2.11, A is similar to 
diag[J,, J-, J-, Ja] . 
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Because a(Jz) C W:, for every a E u(Js) there exists x E @ such that ex = a, 
that is, XE S(j, a) f~ R. S ince i(f, z) = 1 for every z E G, it follows that A 
satisfies condition (b) of Theorem 4.5, n 
When 9f meets @, the hypothesis that f satisfies the reflection property 
can be replaced by the hypothesis that the values off on R are real, by means 
of the following lemma, which is a slightly improved version of [6, Theorem, p. 
3271. 
LEMMA 4.10 (Sufficient condition for f to satisfy the reflection property). 
Suppose that 9f is connected and symmetric with respect to the real line R C G, 
i.e., gf’f= zf. Suppose thatf(r)ER forever-y XE gff” 12. Then 
Proof. First, to show that Qf meets R, suppose that gf fl W = 0. Let 
Since gf, G,, and @Z are open, 9fu and gfZ are open as well. The hypothesis 
.9f n W = (21 implies that gY = 9$, U gfZ. The hypothesis 9f = gf implies 
that gfZ = g&. Hence gf,, z 0 and gr # 0, because .9f f 0. Since gY,, n 
9~~ = 0, it follows that 9f is not connected, which contradicts the hypothe- 
sis. Thus, there exists x E Qj fl R. Because 9f is open, there exists an open 
disk D, c .Qf with center x. Therefore the open interval Z = D, n R is 
contained in 9f fl W. Let g(z) = f( Z ) for every z E Df. For every x E 9! Zl W, 
the hypothesis f(x) E W implies that 
f(x) = f(n) = f(Z ) = g(x). 
On the other hand, it is easy to check by means of the Cauchy-Riemann 
equations that g is holomorphic on gf. Because f(x) = g(x) for every x E I, it 
follows by the analytic-continuation theorem that 
f(z) = g(z) = f(Z ) VZEi3& n 
COROLLARY 4.11 [Necessary and sufficient condition for the existence of a 
real solution of f(X) = A, when 9! meets E”3]. Suppose that G8f is connected 
and symmetric with respect to the real line R c @?, i.e., 9~ = gP and suppose 
thutf(x)ER for every XE gfr” W. Let AEW”~” be such that S(f, A) # 0. 
Then assertions (a) and (b) of Theorem 4.5 are equivalent. 
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Proof. By Lemma 4.9, f has the reflection property. Therefore, by virtue 
of Theorem 4.5, (a) and (b) are equivalent. n 
5. EXISTENCE OF SOLUTIONS OUTSIDE Wxn 
It is easy to deduce from Corollary 3.6 that if every Jordan block of A had 
an mth root in Gnxn, then the matrix equation f(X) = A would be solv- 
able each time the corresponding scalar equations f(x) = a for every a E a( A) 
could be solved. But Corollary 3.9 shows that J,(O) has no mth root in Gnxn. 
Even worse, Theorem 5.1 below shows that J,(O) has no mth root in 9 nxn 
for any field 9. But Theorem 5.2 shows that J,(O) c %’ nx” has an mth root in 
g nxn, when % is a certain ring. 
THEOREM 5.1 (Sufficient condition for a matrix to have no mth root in 
9 “xn, for any field g). Let 9 be a field. Let m,nE{2,3 ,... }. Let 
A E Ynxn be a nilpotent matrix of rank n - 1. Then A has no m th root in 
“XI2 3 . 
Proof. Assume that X E B nxn is an mth root of A. Since X m = A is 
nilpotent, X is nilpotent as well. As n 2 2, rank A = n - 1 > 0; hence 
X m = A # O,, X # O,, and so X is nilpotent of index at least two. Therefore, 
Consequently, by [25, Theorem 4.5.51, 
rankA=n-dimKerA<n-1, 
which contradicts the hypothesis rank A = n - 1. Thus X cannot exist. 
An immediate consequence of Theorem 5.1 is that the matrix 
n 
0 1 
[ I 0 0 
has no square root in 3ax2, when F is an arbitrary field. But observe that if 
0 1 0 0 0 0 1 0 
-7 0 0 1 0 0 0 0 0’ Lo  0 ol 0 0 0 0 1 
MATRIX EQUATIONS 477 
then X is a square root of A. Furthermore, if we partition X and A into 
2 x 2 submatrices, we discover that 
is a square root of 
A= 
02 12 
1 1 02 02 
in Wzx2, where 9 = @$2x2, 
Thus, 
A= 
02 42 
[ 1 02 02 
has a square root in 8 2x2. This idea is easily generalized in the following 
theorem. 
THEOREM 5.2 (Existence of an mth root of a nilpotent matrix in W nXn, 
where 9 is a certain ring). Let m, n E {2,3, . . . }. Let 9 be an arbitrary 
fold. Let 9! = Fmxm and 
0, 4n 0, 
. . 
. . 
N,, = I . . 
L 
0, 0, 
E .c?f nxn. 
Then J,,,(O) is an m th root of N, in 92 nxn, where J,,(O) E ~nmxnm = W nxn 
denotes the nm x nm Jordan block with eigenvalue 0, and the ident$iation 
.%- 7tWZXIlWl = LJg”X” is obtained by the natural partitioning of an nm x nm 
matrix into m x m blocks. 
478 JEAN-CLAUDE EVARD AND FRANK UHLIG 
6. THE SET OF SOLUTIONS OF f(X) = A THAT ARE POLYNOMIALS 
IN A 
This section deals with the polynomial solvability of f(X) = A, i.e. the 
existence of polynomials p such that X = p(A) and f(X) = A. This problem 
apparently goes back to A. Cayley [5], J. J. Sylvester [41, 421, and F. G. 
Frobenius [12], who found all polynomial square roots of nonsingular matrices 
A; see e.g. Lemma 35.22 in [28]. Extensions to the case of singular A and 
polynomial solutions of X” = A are due to H. Kreis [20, 211, H. F. Baker [l], 
L. E. Dickson [ll], W. E. Roth [36], and R. Weitzenbiick [50]. Short historical 
surveys can be found in [36] and [28, Sections 47-501. The converse problem 
of the existence of polynomial p such that p(q( A)) = A for a given polynomial 
9 is considered in [30, Theorem 31. 
Theorem 6.1 establishes a necessary and sufficient condition for a solution 
X of f(X) = A to be a polynomial in A. Corollary 6.2 shows that all the 
polynomial solutions of f( X ) = A h ave the same Jordan structure as A. 
Theorem 6.4 establishes the existence, the uniqueness, and an explicit compu- 
tation of a polynomial solution of f(X) = A with prescribed spectrum u(X). 
Theorem 6.5 establishes a necessary and sufficient condition for the existence 
of a polynomial solution of f(X) = A. Corollary 6.6 furnishes the number of 
polynomial solutions of f( X ) = A. 
The sufficiency part of the following theorem was proven for primary 
matrix functions in [17, Corollary 6.2.121. 
THEOREM 6.1 [Necessary and sufficient condition for a solution X of 
f(X) = A to be a polynomial in A]. Let AE@$“~” and XE S(f, A). Then 
X E S,( f, A) if and only if the following two conditions are satisfied: 
f’(x) # 0 or n( x, X) = 1 VXEU( x) (3) 
and 
f(q) =f(xJ * x1=x2 VX,J,EU(X). (4) 
Proof. Assume that there exists p E @[ x] such that X = p(A). Then, by 
Theorem 2.1(e), 
x = P(A) = T+(X)) = (Pf)(x)~ 
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which implies by Corollary 2.5 that for every x E u( X ), 
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(5) 
and 
n( x, x) > 1 * 1 = (P”f)‘(q = p’(f(x))f(x). (6) 
Clearly, (6) implies that (3) is satisfied. Let x1, x2 EU( X) be such that 
f(rr) =_f(-G Then by (5), 
Xl = P(f( Xl)) = P(f( x2)) = x2* 
Thus (4) is satisfied. 
Conversely, suppose that (3) and (4) are satisfied. Let rr, . . . , x, E @ be 
the distinct eigenvalues of X. Let 
Condition (3) implies by Theorem 2.9 that f(J,) is similar to 
and (4) implies that f( rr), . . . , f( x,) are distinct. Consequently, by [14, p. 
2991, f(J,) is cyclic. On the other hand, by Corollary 2.7, J, and f(J,) 
commute. Therefore, by virtue of Theorem 2.10, there exists a polynomial 
p E G[ x] such that J, = p(f(~,)). Consequently, J, = ( p”f)(J,) by Theorem 
2.1(e), and by Corollary 2.5, 
It follows directly from the definition of J, that ~(1,) = u(X) and for every 
x E a( X), n( x, 1,) = n( x, X). Hence 
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Therefore, by Corollary 2.5, X = ( p”f)( X), and hence by Theorem 2.1(e), 
X = p(f( X)) = p(A). Thus X E S,(j-, A). a 
COROLLARY 6.2 [All polynomial solutions of f(X) = A have the same 
Jordan structure as A]. Let A E Gnxn and X E S,(f, A). Then: 
(a) Let diag[J,,,( x1), . . . , Jn,( xr)] be a Jordan form of X, where x1, . . . , x, E 
(Iii are not necessarily distinct. Then 
is a Jordan form of A. 
(b) The matrices X and A have the same Segre characteristic. (For the 
definition, see [25, Formula 6.6(Z)] for example). 
(c) For every x~a(X), 
mult( r, X) = mult(f( x), A), n( x, X) = n(f( x), A). 
Proof. LetkE{l,..., r}. By Theorem 6.1, i(f, xk) = 1 or n(xk. X) = 1. 
AS 1 < nk < n( xk, X), it follows that min(i(f, xk), n( xk, X)} = 1. Therefore, 
by Theorem 2.9, A = f( X) is similar to diag[J,,(f( xl)), . . . , J,Jf(~,))l. Thus 
(a) is true. Let 
diag[ .I”,,( xi,)>. . . ’ Jn,,,( xi,), . . . 1 .lnyl( xi.) > f .. ) Jn,,j 'i.)l 
be a Jordan form of X, where the indices i,, . . . , i, E { 1, . . . , r} are such that 
xj,, . . 7 xi, are the distinct eigenvalues of X, and for every k E { 1,. . . , s}, 
nkl > * * * 2 nki,. Then, by (a), 
is a Jordan form of A, and by Theorem 6.1, f( xi,), . . . , f( xi,) are distinct. 
Therefore, 
[ ( nllp . . . , nlj,), . . . , ( nsl, . . . , n,,)] 
is the Segre characteristic of both X and A. Let k E { 1, . . . , s}. Then 
mult( xik, X) = nkI + -** +nkj, = mult( f( xi,), A), 
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and 
tZ( xik> x) = nkl = n(f( xi,), A), 
which implies (c) because 
U(X) = {~i,,...,xi,} and e(A) = {f(ri,),*-+>f(ri,)}. n 
COROLLARY 6.3 (Reciprocal relations). Let A E Cnxn, X E S,(f, A), and 
p E @S[ r] be such that X = p(A). Then: 
(4 A E W p, X). 
(b) Let diag[J,Jal), . . . , J,J a,)] be aJordan form of A, where a,, . . . , a,. E C 
are not necessarily distinct. Then 
is a Jordan form of X. 
(c) For every a. E a( A), 
mult(a, A) = mult( p(u), X), n(a, A) = n( p(a), X). 
Proof. The relations a( A) C @Z = gP and p(A) = X imply that A E 
S( p, X). On the other hand, by Corollary 2.6, there exists q E @[xl such that 
f(X) = q(X). Th us A = q(X), and A E S,( p, X), which implies (b) and (c) by 
Corollary 6.2. n 
The following theorem is in part the main result of [24, Theorem 11. Its 
existence condition appears in [17, Corollary 6.2.121 for primary matrix 
functions. 
THEOREM 6.4 [Existence, uniqueness, and explicit computation of a poly- 
nomial solution of f(X) = A with prescribed eigenvalues]. Let A E Gnxn. 
Let al,..., a, E G be the distinct eigenvalues of A. For every k E { 1, . . . , s} 
suppose that there are xk E S( f, ak) such that 
n(ak, A) = 1 Or f(xk) # 0. 
Then there exists a unique polynomial solution X E Sp( f, A) such that a(X) = 
(x,,..., x8}. If p E @[xl is a polynomial such that X = p(A), then p(al) = 
Xl,..., P(S) = xs. 
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lfforeueykE{l,..., n}, gk is a holomorphic function deftned on an open 
neighborhood ggg, C @2 of ak with gk(ak) = xk such that the ggp,, . . . , ggcl, are 
pair-wise disjoint, and gk is a local inverse of f, if f( xk) # 0, then the 
holomorphic function g defined on 9, = ggg, U . * * U Qgg, by 
+) = gk(z) VkE(l,...,S), ZE9& 
exists, and X = g(A). 
Proof. First, g,, . . . , g, and g exist. Indeed, for every k E (1, . . . , s}, 
there exists an open disk 4 C @ with center ak and positive radius, such that 
9r,...> gs are pairwise disjoint. Let k E { 1,. . . , s}. If f’( rk) f 0, it is well 
known that f possesses a local holomorphic inverse gk defined on an open 
neighborhood ggk C @ of ak = f( xk) and such that gk(ak) = xk. If f( xk) = 0, 
gk may be defined as the constant function gk( Z) = rk for every z E &. Thus 
g exists. 
Let 
A = P diag[ A,, . . . , A,] P-’ 
be any block diagonalization of A such that P E @zxn, and a( A,) = {a,}, . . . , 
u( A,) = {a,}. Let X = g(A). Then, by Corollary 2.8, 
U(X) =u(g(A)) =g(a(A)) = {g(q),...,g(a,)} = {XI~...~X~) C 9’. 
By Theorem 2.2, 
f(X) =f(g(A)) = Pdiag[f(g(A,)),...,f(g(A,))] P-‘. (7) 
Let kE{l,..., s}. The fact that u( Ak) = { ak} C gg:, fl ga implies by COrOb 
lary 2.5 that g( Ak) = gk( Ak). If f’( rk) # 0, then gk is a local inverse of f, 
and by Theorem 2.1, 
f(g(Ak)) =f(&(Ak)) = (f%k)(Ak) = id*c,(Ak) = Ak. 
If f’( xk) = 0, then by hypothesis n(ak, A) = 1; hence all the Jordan blocks of 
A with eigenvalue ak are 1 x 1. Consequently, A, is diagonalizable, and 
because U( Ak) = {a&}, it fOllOWS that Ak = akIm,, where mk = mult(ak, A). 
Hence, by Theorems 2.1(e) and 2.2, 
f( g( Ak)) = (fog)(akzmk) = (fog)(ak)t?$ =f( xk)zm, = al;lmk = A,. 
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So, in both cases, f( g( Ak)) = A,. Thus, by (7), 
f(X) = P diag[ A,, . . . , A,] P-’ = A; 
hence X E S( f, A). S ince X = g(A), it follows by Corollary 2.6 that X E 
S,(J A). 
Let p E G[ x] be a polynomial such that X = p(A). Let k E { 1, . . . , s}. 
Then by Corollary 2.8, p(ak) E U( X) and by Corollary 2.5, the relation 
f( p(A)) = A implies that f( ~(a,)) = ak = f( xk). Therefore p(ak) = xk by 
relation (4) of Theorem 6.1. 
Suppose that YE S,(f, A) . is another polynomial solution off(X) = A with 
the same spectrum as X. Let 9 E G[ x] be a polynomial such that Y = 9(A). 
Let kE(l,..., .s}. Since X and Y have the same spectrum, we obtain that 
9(ak) = xk in the same way as we have proved that p( ak) = xk. Hence 
~(91) = 9(er),. . .) ~(a,) = 9(G Th erefore, by Corollary 6.3(b), the matrices 
X and Y are similar, i.e., there exists an invertible matrix SeGnXn such that 
Y = SXS-‘. Then S and A commute, because 
A =f(Y) = S’(X)S-‘= SAS-‘. 
Therefore, since X is a polynomial in A, it follows that S and X commute as 
well. Consequently, 
Y = sxs-’ = xss-l = x. n 
REMARK. Theorem 6.4 furnishes an explicit computation of the unique 
polynomial solution X of f(X) = A with spectrum {x1, . . . , xs}, that is, 
X = g(A), where g is any of the holomorphic functions depending on f and 
Xl>. . . , x,, defined in Theorem 6.4. To compute a polynomial p such that 
X = g(A) = p(A), see the remark after Corollary 2.6. 
The following theorem extends and simplifies a result of W. E. Roth [36, 
Theorem III] on the existence of polynomial solutions X = 9(A) for equations 
of the type p(X) = A, with certain unnecessary and complicated restrictions 
on p itself, to hold for arbitrary holomorphic matrix functions f(X) = A. Our 
method differs greatly from the one employed in [36], where polynomial 
algebra involving the minimum polynomial of A was used. 
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THEOREM 6.5 [Necessary and sufficient condition for the existence of a 
polynomial solution of f( X ) = A]. Let A E G” ’ n. Then the following are 
equivalent : 
(a) %(f, A) + 0; 
(b) for every a E a( A), there exists x E S( f, a) such that 
n(u, A) = 1 or f(x) # 0. 
Proof. Suppose that (a) is true, and let X E S,( f, A). Then, by Theorem 
6.1, 
f’(x) # 0 or n( r, X) = 1 vxea(x). (8) 
Let a E a( A). By Corollary 2.8, a E u(f( X)) = f(u( X)); consequently, there 
exists x~u(X) such that a = f(x). As r~u(X) C Qf, it follows that ZE 
S(f, a). By Corollary 6.2(c), n(a, A) = n(f( x), A) = r~( x, X); therefore by (8) 
f(x) + 0 or n(u, A) = 1. Thus (b) is true. The implication (b) * (a) is the first 
part of Theorem 6.4. 4 
REMARK. For nonsingular matrices A in cnxn, it follows immediately 
from Theorem 6.5 that such matrices always have polynomial mth roots for 
each m and polynomial natural logarithms. Thus Theorem 6.5 generalizes the 
remarks in [17, Examples 6.2.14, 6.2.151. 
In the following corollary, part (a) can be found in [36, p. 5911 for manic 
polynomials p with vanishing constant term instead of holomorphic f. W. E. 
Roth’s result unfortunately is quoted erroneously in [28, p. 96, line 171 as 
involving the sum of the number of scalar solutions for each distinct eigen- 
value of A rather than their product, an error that may have gone unnoticed 
for many years. 
COROLLARY 6.6 [Determination of the number of polynomial solutions of 
f(X) = A]. Lett~E”~“. Let a,,. . ., a, E @$ be the distinct eigenvulues of A. 
ForeuerykE{l,...,s}, let 
R = 
I 
s(f4 if n(uk, A) = 1, 
k {d(f,uk)(f(“) + 0) $ +,, A) > 1. 
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Then, with the convention 0 * 00 = 0: 
(a) 1 %(f, A) I = I Ri I *** I R,l. 
(b) S&f, A) f 0 * R, + 0,. . . > R, + 0. 
(c) I %(.L 4 I < 00 H S,(f,A)= aor (Ri(,...,(R,( <a- 
(d) If A is diagonalizable, then 
Proof. If S,(f, A) = 0, then by Theorem 6.5 there exists k E { 1, . . . , s} 
such that for all x E S(f, ak) we have with n(ak, A) > 1 and f(x) = 0. Hence 
R, = 0. Thus I S,(f, A) ( = 0 = ] R, I *-- I R, I. Suppose that S,(f, A) + 
0. By Theorems 6.4 and 6.5, each Ri is nonempty, and for every x1 E R,, . . . , 
x, E R,, there exists a unique polynomial solution a( rr, . . . , xJ E S,(f, A) 
such that a(+( rr, . . . , xJ) = {x1,. . . , xs}. Let us show that Cp is a bijection 
from R, x -** x R, onto S,(f, A). Since S(f, a,), . . . , S(f, a,) are pair-wise 
disjoint, R,, . . . , R, are pairwise disjoint, too. If *(xr,...,rJ= 
@(Y,,..., y,) then the spectrum of this matrix is { xi, . . . , xs} = { yl, . . . , y,}. 
As the ri and yi come from pairwise disjoint sets Ri, we have lci = yi for all i. 
Thus the mapping 4 is injective. Let X E S,(f, A). By definition, there exists 
p E G[ x] such that X = p(A). Let rl = p(al), . . . , x, = p(a,). By Theorem 
2.1(e), A = f( X) = f( p( A)) = (fO p)( A). Hence by Corollary 2.5, for every 
kcz(l,...,s}, 
ak = (foP)(ak) =f( P(ak)) =f( xk)p 
and by Corollary 2.8, 
therefore xk E S(f, ak). On the other hand, by Theorem 6.1, f’( rk) # 0 or 
n(xk. X) = 1. By Corollary 6.2(c), n(xk, X) = n(ak, A), and it follows that 
XkERk. SO (xl ,..., xs)eR1 X -** X R,, X and a( x1,. . . , x8) belong 
to Sr(f, A), and u(X) = {x1,. . . , xs} = a(@( x1,. . . , x,)). Therefore, by 
the uniqueness assertion of Theorem 6.4, X = a( xi,. . . , xs). Thus 9 is 
surjective, and hence bijective. Therefore, 
So (a) is true. 
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With the convention 0 - 00 = 03, (b) and (c) are direct consequences of (a). 
If A is diagonalizable, then n(ai, A) = - *. = n(a,, A) = 1; hence R, = 
S(j-, ai), . . . , R, = S(f, a,). Thus (d) is a particular case of (a). n 
7. CONDITION FOR ALL SOLUTIONS OF f(X) = A TO BE 
POLYNOMIALS IN A 
In Theorem 7.1 we give an equivalent condition on A and f so that the 
matrix A admits a solution X of f(X) = A that is not a polynomial in A. This 
complementary classification turns out to be easier to formulate. Corollaries 
7.2 and 7.3 establish conditions so that every solution of f(X) = A is a 
polynomial in A. For diagonalizable A, Corollary 7.4 gives necessary and 
sufficient conditions so that every X with f(X) = A is a polynomial in A. 
Theorem 7.5 and Corollary 7.6 give conditions on f so that every solution of 
f(X) = A is a polynomial in A precisely when A is cyclic. Corollary 7.7 gives 
a condition on A for this to be true for every holomorphic function f. 
Corollaries 7.8 and 7.9 specify these results to mth roots and the natural 
logarithm of a matrix A. 
THEOREM 7.1 [Necessary and sufficient condition for the existence of a 
solution X of f(X) = A that is not a polynomial in A]. Let A E Gnxn. Then 
there exists X E S( f, A) \ S,,( f, A) iff the following two conditions are satisfied: 
(a) (Solvability condition) A is similar to a Jordan matrix of the form 
where a,, . . . , a, E G are not necessarily distinct, and for every k E { 1, . . . , r}, 
and the scalar equation f(x) = ak possesses a solution xk such that 
where nk = n& + ’ . * +n&,. 
(b) (Condition for th e existence of at least one non-polynomial solution). 
There exists k, E { 1, . . . , r} such that ikO > 1, or there exist k,, k, E { 1, . . . , r} 
such that xk, ?= xk P and ak = ak,. 
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Proof. Suppose that there exists X E S(f, A) \ S,(f, A). Let 
diag[J,,,( xl), . . . , /,,,( x,.)] be a Jordan form of X, where xl, . . . , x, E a( X) C 9f 
are not necessarily distinct. Since f(X) = A, it follows from Theorems 2.9 that 
condition (a) is satisfied. Because X $ S,( f, A), at least one of the conditions 
(3) or (4) of Theorem 6.1 is not satisfied. If (3) is not satisfied, then there exists 
k,E{l,..., r} such that f’( xkO) = 0 and nk ” = n( xk,, X) > 1. Hence 
i(f> xk,) > 1 and nk, > 1, which implies that 
If (4) is not satisfied, then there exist i, j E { 1, . . . , r} such that f( xi) = f( xj) 
and xi # zxj, and hence ai = f( xi) = f( xj) = aj. Thus in both cases, condition 
(b) is satisfied. 
Conversely, suppose that conditions (a) and (b) are satisfied. Then condi- 
tion (a) implies by Theorem 3.2 that there exists a solution X E S( f, A) similar 
to 
If there exists kc E { 1, . . . , r} such that ikO > 1, then 
min{i(fF xk,): nk,,} = ikO > 1; 
consequently n( xk,,, X) > nk,, > 1 and i(f, xk_) > 1, which implies that 
f( xk,) = 0. So in this case, the condition (3) of Theorem 6.1 is not satisfied. 
Otherwise, condition (b) implies that there exist k,, k, E (1, . . . , r} such that 
xk, # xk, and ak 1 = ak,, Then 
f( xk,) = ak, = ak, = f( Xkl)r 
which shows that in this case, the condition (4) of Theorem 6.1 is not satisfied. 
Thus, it turns out by virtue of Theorem 6.1 that in both cases, X $ S,( f, A). n 
The following two corollaries are important particular cases of Theorem 
7.1. However, we shall show that they are immediate consequences of the 
general properties of Section 2. 
COROLLARY 7.2 [Sufficient condition on f for S(f, A) = S,(f, A)]. Sup- 
pose f is injective. Then for every n E { 1,2, . . . } and for every A E en xn, 
S(f> A) = S,(f> A). 
488 JEAN-CLAUDE EVARD AND FRANK UHLIG 
Proof. By [23, Theorem 5.41, f possesses a holomorphic inverse g : f( gf) 
-+ 9$-. Let n~{1,2,. . .}, AE@“~“, and XES(~, A). Then, by definition, 
a(X) c 9+ hence f(u( X)) C f( gf), and therefore, by Theorem 2.1, 
X = id,,(X) = ( g”f)( X) = g(f(X)) = g(A). 
By Corollary 2.6, there exists a polynomial p E G[ x] of degree d < d, such 
that g(A) = p(A). Hence X = p(A) and XE S,(f, A). Thus S(f, A) C 
S,(f, A), and hence S(f, A) = S,(f, A). n 
COROLLARY 7.3 [Sufkient condition on A for all solutions of f(X) = A to 
be polynomials in A]. Let A E Gnxn be cyclic. Then S(f, A) = S,(f, A). 
Proof. Let X E S(f, A). Then by Corollary 2.7, X commutes with f(X) 
= A. Therefore, by virtue of Theorem 2.10, there exists a polynomial p E @?[ x] 
of degree d < n = d, such that X = p( A). Hence X E S,(f, A). Thus S( f, A) 
C S,(f, A), and hence S(f, A) = S,(f, A). n 
REMARK. The converse implication of Corollary 7.3 is false, despite its 
validity for mth roots and logarithms: Let f(z) = z for all z E@. Then 
S(f, A) = { A} = S,(f, A) for all A l Gnxn. 
COROLLARY 7.4 [Necessary and sufficient condition for all the solutions of 
f( X ) = A to be polynomials in A, when A is diagonalizable]. Let A E Gnx” 
be diagonalizable and such that S( f, A) is not empty. Then the following are 
equivalent: 
(4 S(f> 4 = %(fp 4 
(b) For every a E u( A), mult(a, A) = 1 or there exists x E @ such that 
S(f, a) = (x} andf’( x) # 0. 
Proof. When n = 1, all the solutions X E S( f, A) are polynomials of 
degree 0 in A, and on the other hand, mult( a, A) = 1 for every a E a( A). So, 
in this case, this corollary is obvious. Let us suppose that (b) is satisfied and 
n > 2. To show that in this case every X E S(f, A) is a polynomial in A, let us 
suppose that condition (a) of Theorem 7.1 is satisfied, and let us prove that 
condition (b) of Theorem 7.1 is not satisfied. Condition (a) of Theorem 7.1 
implies by Theorem 3.2 that there exists X E S( f, A) similar to 
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Let kc E { 1, . . . , f-}. If mult(ak,, A) = 1, then the Jordan form of A has 
only one Jordan block corresponding to the eigenvalue uk,; hence i, = 1. If 
mult(ak,,, A) # 1, then by (b), f( xk,) # 0; hence i(f, xk,) = 1, aid i,” = 
min(i(f, x~,,), nke} = 1. Thus in either case ikO = 1. Let k,, k2 E { 1, . . . , r} be 
such that xk, # xk . If mult(ok,, A) = 1, then the Jordan form of A has only 
one Jordan block ‘corresponding to the eigenvalue ak,, and consequently 
ok, # ak,. If mult(@k,, A) # 1, then by (b), S(f, ak,) = { xk,}; hence rkZ # 
S(f, okl), and therefore ck = f( xk,) # ek,. So in both cases, ok, # ok . Thus 
condition (b) of Theorem *7.1 is not satisfied when condition (a) is s&shed. 
Therefore, by virtue of Theorem 7.1, 
S(_f, A)‘S,(f> A) = 0, 
or S(f, A) = S,(_f, A). 
Conversely, let us suppose that (b) is not satisfied. Then there exists 
a E a( A) such that [mult(u, A) > 21 and [ 1 S(f, A) 1 > 2 or there exists x E 
S(f, a) such that f’(x) = 01. Let us show that in this case, there exists a 
solution X E S(f, A) that is not a polynomial in A. Because A is diagonalizable 
and mult(u, A) 2 2, there exists PE @flnx”, and if n 2 3 there exist us, . . . , u, 
E 62 (not necessarily distinct from a), such that 
A = P diag[ a, a, us,. . . , a,] P-‘. 
The hypothesis S(f, A) # 0 implies by Theorem 3.3 that there exist x3 E 
S(f, us). . . . > x, E S(f, a,). Let us suppose that 1 S(f, a) 1 2 2. Then there 
exist x1, x2 E S(f, a) such that x1 # x2. In this case, 
X, = Pdiag[ xi, x2, x3,. . . , x,] P-’ 
belongs to S(f, A) by Theorem 2.2, but f( xi) = a = f( xs). So the condition 
(4) of Theorem 6.1 is not satisfied, and therefore Xi is not a polynomial in A. 
Let us suppose that there exists x E S(f, a) such that f(x) = 0. Then 
X, = Pdiag[Js( r), x3,. . . , x,,] p-’ 
belongs to S(f, A) by Theorems 2.2 and 2.4, but does not satisfy the condition 
(3) of Theorem 6.1. Therefore X, # S,(f, A). Thus in both cases (a) is not 
satisfied. n 
NOTATION. For every k E { 1,2, . . . } U {m} and a Ef( .C@f), let Sk(f, a) 
denote the set of solutions of index k of the scalar equation f(x) = U, that is, 
Sk(f, a) = {=S(f, +(f, x) = k}. 
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THEOREM 7.5 [Condition on f and n for all solutions of f(X) = A to be 
polynomials in A only when A E Gnx” is cyclic]. Let n E { 2,3, . . . } . Then 
the following are equivalent: 
(a) For every A E Gnxn such that f( X ) = A is solvable, S( f, A) = S,(f, A) 
iff A is cyclic. 
(b) For eoery a ~f( gf), 
2<n<3 * JS(f, a)1 > 2 or S(j, a) f S,(.f, a), 
4<nQ5 = IS,(.f, a)] f 1 or S,(f, a) # 0, 
n>6 * IS,(_f9 a)] + 1. 
Proof. Suppose that (b) is not satisfied. Suppose first that 2 ,< n < 3. 
Then, since (b) is not true, there exists a ~f( gfif, and x E g! such that 
S(f, a) = { x} and i(f, x) = 1. Let A = I,. Then the equation f(X) = A is 
solvable with X = a&, furthermore S(f, A) = S,(f, A) by Corollary 7.4, and 
A is not cyclic, because n 2 2. Thus (a) is not satisfied when 2 < n < 3. 
Suppose that n > 4. Then since (b) is not true, there exists a ~f( Qf) such 
that S,(_f, a) = {x1} f or some x1 E gf, and if n < 5, then S,(f, a) = 0. Let 
A = diag[J,-s(a), _Ma)l+ S ince S,(f, a) # 0, the equation f(X) = A is solv- 
able by Theorem 3.2. Let XeS(f, A) and x~c(X). Then x~a(X) C gf, 
and 
f(r) +(X)) = u(f( X)) = u(A) = (a) 
by Corollary 2.8; consequently x E S(f, a). By Theorem 2.9, i(f, x) < 2 and if 
n - 2 > 4, then i(f, x) = 1. Since S,(f, a) = (21 when n ,< 5, it follows that 
i(f, x) = 1, hence TE S,(f, a) = {xl}, and so x = rl. Thus u(X) = {xl), and 
by Theorem 6.1, XES~(~, A). So S(f, A) = S,(f, A), but A is not cyclic. 
Thus (a) implies (b). 
Suppose that (b) is satisfied. Let A eGnx” be such that f(X) = A is 
solvable and A is not cyclic. Let us show that S(f, A) f S,(f, A). If Sp(f, A) 
= 0, then S(f, A) # S,(f, A). Suppose that S,(f, A) Z 0. Since A is not 
cyclic, A is similar to a Jordan matrix of the form 
diag[ .k,( al), . . . > A,(%)] 1 
whererE{2,3 ,... >,a, ,..., a,E~,al=az,andnl~n,.Leta=a,=a,. 
By Theorem 6.5, for every k E { 1, . . . , r}, there exists zk E S(f, ak) such that 
nk = 1 or i(f, xk) = 1. 
MATRIX EQUATIONS 491 
Suppose first that there exist yr, y2 E S(f, a) such that y1 f y2 and 
min{i(_f, yi), ‘21) = I, min{i(f, ya), na} = I. 
Then by Theorem 3.2, there exists a solution YE S(f, A) similar to 
and since f( yr) = a = f( ya), we have Y # S,(f, A) by Theorem 6.1. Suppose 
now that for every yr, y2 E S(f, a), 
min{i(f, yl), nl} = min{i(f, ys),n,} = 1 implies y1 = y2. (9) 
Then (9) implies that 1 S,(f, a) 1 = 1. Hence by (b), we have 2 < n < 5 and 
) ~(f, a) ( 2 2. It follows by (9) that trs > 2. So n1 > n2 2 2, and conse- 
quently 4 < n < 5. Hence, by (b), there exists x E S,(f, a). And by Theorem 
3.2, since (n,, nz) = (3,2) or (n,, n,) = (2,2), there exists a solution X E 
S(f, A) similar to 
By Theorem 6.1, X#S,(f, A), b ecause f(x) = 0 and n, + n2 > 1. Thus 
S(f, A) f S,(f, A) when f(X) = A is solvable and A is not cyclic. Con- 
versely, by Corollary 7.3, S(f, A) = S,(f, A) when A is cyclic. So (a) is 
satisfied when (b) is satisfied. n 
COROLLARY 7.6 [Necessary and sufficient condition on f for all the solu- 
tions of f( X ) = A to be polynomials in A only when A E G “x” is cyclic, with 
n arbitrary]. The following are equivalent: 
(a) Fur every n E {2,3, . . . } and for evey A E@“~” such that f( X) = A is 
solvable, S(f, A) = S,(f, A) ifA is cyclic. 
(b) For every a l f(.Qf), I S&L a)1 # 1. 
Proof. Condition (a) implies that for every n E {6,7, . . . } and A E Gnx” 
such that f(X) = A is solvable, S(f, A) = S,(f, A) iff A is cyclic, which 
implies (b) by Theorem 7.5. Conversely, since by definition S(f, u) # 0 
for every a E f( CSf), condition (b) of Corollary 7.6 implies condition (b) of 
Theorem 7.5, which implies (a). n 
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COROLLARY 7.7. Let A E Gnxn. Then the following are equivalent: 
(a) For every holomorphic function g defined on an open set 9g c @, 
S( g, A) = S,( g, A). 
(b) A i-s cyclic. 
Proof. Suppose (a) is true. Let al,. . . , a, E 62 denote the distinct eigen- 
values of A. Let r,, . . . , x,, yl, . . . , yse C be distinct. Let E E W*, be such 
that xl + D, y1 + D, . . . , x, + D, ys + D are pairwise disjoint, where D = 
{z E G 1 1 z 1 < E}. For every k E { 1, . . . , s}, let 
g(z) =z-rk+ak V.ZEX~+ D, 
g( z, = z - yk + ak VzEyk + D. 
Then g is holomorphic on 
Moreover, for every k E { 1, . . . , s}, 
(z+yk-“k)+yk+D) and g( 2 + yk - xk) = g(z) h+k+ D), 
( Z + xk - yk) E (xk + D) and g( 2 + rk - yk) = g(a) ‘+yk+D), 
and i( g, z) = 1 for every z E gg. Therefore, 1 S,( g, g(z)) ( > 2 for every 
z E gg. In particular, for every k E ( 1, . . . , s}, 
Therefore, by Theorem 6.5, S( g, A) # 0. Since by (a), S( g, A) = S,( g, A), it 
follows by Corollary 7.6 that A is cyclic. The converse implication (b) * (a) is 
Corollary 7.3. a 
The following two corollaries are direct consequences of Corollary 7.6. 
COROLLARY 7.8. Let A eGnxn and m E {2,3,. . . } be such that A pos- 
sesses an m th root. Then every & th root of A is a polynomial in A #A is cyclic. 
Proof. Suppose f(z) = z’” for every z E @Z. Then 
\S(f,a)j =\&(f,a)I = m vaEC*, 
S(f>O) = (O}, i(f,O) = m, S,(f>O) = 0. 
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Thus 1 S,(f, u) 1 # 1 for every a E @, and this corollary follows from Corollary 
7.6. n 
REMARK. The above corollary is not true when m = 1. Indeed, when 
m = 1, the only mth root of A is A itself, which clearly is a polynomial in A, 
even if A is not cyclic. 
COROLLARY 7.9. Let AE@?“~” be nonsingular. Then every natural loga- 
rithm of A is a polynomial in A iff A is cyclic. 
proof. Suppose f(z) = e” for every z E@?. Then for every a E@*, 
I W-Y a) I = I xf~ 4 I = 00; therefore for every a ~f( 9f) = G*, I &(_f, a) I f 
1, and this corollary follows from Corollary 7.6. n 
8. THE SET OF DIAGONALIZABLE SOLUTIONS OF f(X) = A 
This section begins with two necessary and sufficient conditions so that the 
equation f( X) = A h as a diagonalizable solution. Corollaries on the existence 
of diagonalizable mth roots and diagonalizable logarithms of a matrix A 
follow. Theorem 8.4 contains an explicit computation of all diagonalizable 
solutions of f(X) = A. Corollary 8.5 determines when the set of all diagonal- 
izable solutions of f(X) = A is commutative. This is followed by a formula for 
the number of diagonalizable solutions X in Corollary 8.6. Corollary 8.7 
determines when the set of all diagonalizable solutions of f(X) = A is finite, 
and Corollary 8.8 specializes this result to the mth roots of A. Finally, 
Corollary 8.9 counts the number of diagonalizable mth roots of a matrix A. 
PROPOSITION 8.1 [Necessary and sufficient condition for the existence of 
a diagonalizable solution of f( X ) = A]. For A E @ nxn the following three 
assertions are equivalent: 
(4 %(fp 4 f 0. 
(b) A is diagonalizable and S(f, A) # 0. 
(c) A is diagonalizable and for every a E a( A), S(f, a) # 0. 
Proof To prove the equivalence of assertions (a), (b), and (c), it is 
sufficient to prove that (a) * (b) * (c) * (a). By Corollary 2.3, (a) implies (b), 
and by Theorem 3.3, (b) implies (c). Next we assume (c). Then there exist 
a,,..., a,E@Z and PE@?,“~” such that A = P diag[ aI, . . . , a,] P- ‘, and there 
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exist rr E S(f, aI), . . . , x, E ~(_f, a,). Let X = P diag[ xr, . . . , x,] P- ‘, and 
notice that f(X) = P diag[f( x1), . . . , f( x,,)] P-’ = P diag[a,, . . . ) a,] Pm’ = 
A. Thus X E S,(f, A), and (a) is true. n 
COROLLARY 8.2 (Necessary and suffkient conditions for the existence of a 
diagonalizable mth root of a matrix in en,“). Let A E Gnxn and m E 
{ 1,2, . . . ) . Then A possesses a diagonalizable m th root in Gnxn if and only if A 
is diagonalizable. 
Proof. Consider f(z) = zrn for every z E@. As S(f, Z) # 0 for every 
z E$& the corollary is a direct consequence of the equivalence (a) e (c) of 
Proposition 8.1. n 
COROLLARY 8.3 (Necessary and sufficient conditions for the existence of a 
diagonalizable natural logarithm of a matrix in Gnxn). Let A E Gnxn. Then A 
possesses a diagonalizable natural logarithm in Gnx n if and only if A is 
diagonalizable and nonsingular. 
Proof. Consider f(z) = eZ for every .z E @. As for every z E G we have 
S(f, Z) # 0 if and only if z # 0, it follows that S(f, a) # 0 for every 
a E a( A) if and only if A is nonsingular. Therefore, the corollary is a direct 
consequence of the equivalence (a) e (c) of Proposition 8.1. n 
THEOREM 8.4 [Explicit computation of all the diagonalizable solutions of 
f(X) = A]. Let A E @Znx” be such that S,(f, A) is not empty. Let al, . . . , a, E 
G be the distinct eigenvalues of A, and let P E Gzx” be such that 
A = Pdiag[ a,I,,, . . . , a,Z,s] P-l, 
where ml,. . , mO ure the algebraic multiplicities of aI, . . , a,Y. Then the follow- 
ing are equivalent: 
(a) X E S,(f, A); 
(b) X = P diag[P,D,P;‘, . . . , P,D,Pi’] P-‘, where for every kE 
{l,..., d, pkE%nk TX’% and 
D, = diag[ xkr, . . . , Xkmk] > 
with xkl, . . . , Xkmk E s(f9 ak). 
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Proof. Let us suppose that (a) is satisfied. Then by Theorem 3.1, X has 
the form 
X=Pdiag[X,,...,Xs] P-‘, 
where XI E S(f, al Z,,,), . . . , X, E S(f, a, I,,_). Since X is diagonalizable, 
x,, . . . > X, are diagonalizable by the uniqueness of the Jordan structure of X. 
Let kE{l,...,s). As X, is diagonalizable, there exists Pk E Gz:xmk and 
xkl.. . . , Xk,,,, E a( X,) c 9f such that 
X, = Pk diag[ xkl, . . . , xk,,+] PC ‘. 
Then, by Theorem 2.2, 
= & ‘f ( xk) pk = p; bk zmkpk = ak zmk; 
hence f( xkl) = * * * = f(xkmk) = ak, and consequently xkl, . . . , xkmt E 
s(.fp uk). 
Conversely, (b) implies (a) by Theorem 2.2. n 
COROLLARY 8.5 [Necessary and sufficient conditions for the set of all 
diagonalizable solutions off(X) = A to be commutative]. Let n 2 2, and let 
AE@“~” be such that S,(f, A) # 0 (see Proposition 8.1). Let a,, . . . , a,,EG 
and PA E @? ,” ’ n be such that 
A = PA diag[ al, . . . , a,] Pi ‘. (10) 
Then the following three assertions are equivalent: 
(a) S,( f, A) is commutative. 
(b) For every a E a( A), mult(a, A) = 1 or 1 S(f, a) 1 = 1. 
(c) S,( f, A) = {PA diag[ x1, . . . , xJ Pi1 ) x1 E S(f, al), . . . , x, E S(f, a,)). 
Proof. The existence of X E S,(f, A) implies by Proposition 8.1 that A is 
diagonahzable. To prove that the three assertions (a), (b), and (c) are equiva- 
lent, it is sufficient to prove that (a) =+ (b) * (c) * (a). To prove that (a) * (b), 
suppose that (b) is not satisfied. Then there exists a EU( A) such that 
mult(a, A) > 1, and ( S( f, a) 1 > 1. As A is diagonalizable and mult( a, A) > 2, 
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there exists P E @Z~““, and if n > 3, there exist us, . . . , a, E u(A) such that 
A = Pdiag[a, a, us,. . . , a,] P-‘. 
As 1 ~(f, a) 1 2 2, there exist xl, r2 e S(f, a) with x1 + ~a. If n 2 3, then the 
existence of X E S(f, A) implies, by Theorem 3.3, that there exist xa E 
S(j-, aa), . . * 1 x, e S(f, a,). Let 
D=[;: j, Q=[; _;], B=QDQ-' 
and 
X, = Pdiag[D, xa ,..., x,,] P-l, X, = P diag[ B, xa, . . . , x,] P-l. 
By Theorem 8.4, X,, X, E S,(f, A). By [lo, Lemma, p. 2221, DB + BD, 
because D and B have no common eigenvector. Consequently, X,X, + X, Xr, 
and (a) is not satisfied. 
To prove that (b) * (c), suppose that (b) is true. Let s = 1 a( A) 1. Let 
(iI>. . . , i,) be a permutation of (1, . . . , n), and let nr, . . . , n, E { 1, . . . , n} be 
such that a,“,, . . . , uin are the distinct eigenvalues of A, 1 = nl < * . * < n,, 
andforeveryje{l,.:.,nl,kE{l,..., s}, 
nk <j<nk+l * I ui, = ai “k7 (1’) 
where nstl = n + 1. Let m, = mult( a,“_, A), . . . , m, = mult(ai”*, A). Then 
(10) and (11) imply that 
mk = n&r - nk, nk+l = 1 + ml + “’ +mk VkE{l,...,S}. 
Let QeGExn be the permutation matrix defined by 
diag[ i,, . . . , i,] = Qdiag[l,. . . , n] Q-‘. 
Then by (ll), (12), and (13), 
A = PA diag[ a,, . . . , a,] Pi1 = PAQel diag[ ail,. . . , uin] QPL’ 
= P diag[ ai,, . . . , ui,] P-l = P diag[ a,VII,l, . . . , ai.,I,,] p- ‘) 
where P = PAQpl. 
Let X E S,(j, A). By (14) and Theorem 8.4, X is of the form 
X = Pdiag[ P,D,P;‘, . . . , P,D,P;‘] P-‘, 
(12) 
(13) 
(14 
(15) 
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whereforeverykE{I,..., s) one has Pk E @E;xmk, D, = diag[ xkl, . . . , xkmJ, 
and xkl,. . . , x+ E S(f, ui ). Let k E { 1,. . , , s). If mk = 1, then D, = 
d@dU = u&. If mk 2 1, then by (b), ] S(f, a*,,) ] = 1, which implies 
that xkl = - + - = xkm, and D, = xklImt. So in both cases, 
Hence, by (15), 
X = Pdiag[ xliIm,, . . . , x,~I,,] P-‘. (16) 
Let xi,, . . . , xi, E @ be defined by the equation 
dag[ xi,, . . . , xi,] = diag[ xii&,,, . . . , xsl~,J. (‘7) 
BY (M), (17), and (I3), 
X = PAQM1 diag[ xllIm,, . . . , xslZ,,,] QPi’ = PAQpl diag[ x,,, . . . , xi,] QPil 
= PAdiag[xl,...,x,] Pil. 
Let jE{l,. . ., n}. Because 1 = nl < - 0 * < TI,+~ = n + 1, there exists k E 
11,. . . , 
and (17) 
s} such that nk <j < nk+l. Then by (ll), aij = aink. Hence by (12) 
riJ = ‘kl E s(_f> uin,) = s(_f, uij). 
Thus for every j E { 1, . . . , n}, xij E S(f, a,,). Since (i,, . . . , i,) is a permutation 
of (1,. . . , n), it follows that for every i E { 1, . . . , n}, xi E S(f, a,). 
Conversely, if X E Gnxn has the form 
X=P,diag[x,,...,x,] Pi’, 
where xl E S(f, a,), . . . , x, E S(f, a,), then XE S,(f, A) by Theorem 2.2. 
Thus (c) is true, and the implication (b) =) (c) is proved. The implication 
(c) * (a) is obvious. l 
REMARKS. (1) In Corollary 8.5, the proof of (b) * (c) is much simpler in 
the particular case when 
diag[ al,. . . , a,] = diag[ al&,,,, . . . , %L~] ’ 
where ol, . . . , as are the distinct eigenvalues of A and ml = mult(cY,, A), . . . , 
m, = mult(ar,, A). 
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(2) We shall see in Theorem 10.2 that the three assertions of Corollary 8.5 
are also equivalent to the following fourth assertion: S,(f, A) = S,(f, A). 
(3) It follows directly from Theorem 8.4 and Corollary 8.5 that when 
S,(f, A) is nonempty and commutative, then the diagonalizable solutions of 
f(X) = A have distinct spectrums and thus lie in distinct similarities classes. 
Hence the number of similarity classes that meet S,(f, A) is equal to the 
number of diagonalizable solutions of f( X ) = A. 
COROLLARY 8.6 [Explicit computation of the number of diagonalizable 
solutions of f( X ) = A]. Let A E C” Xn be such that S,(f, A) f 0. Let 
a,, . . . , a, E @ be the distinct eigenvalues of A. Then 
(18) 
if S,(f, A) is commutative, and S,(f, A) is infinite if it is not commutative. 
[See Corollary 8.5 for conditions equivalent to S&f, A) commutative.] 
Proof. Suppose that S,(f, A) is commutative. Let ml = mult(a,, A), . . . , 
m, = mult(a,, A). By Proposition 8.1, A is diagonalizable, and consequently, 
there exists P E Gnnx” such that 
A = P diag[ alI,,, . . . , UNIX,] P-‘. 
For every x1 E S(f, ai), . . . , xs E S(fT a.& ‘et 
a+,,..., xs) = P diag[ x~I,,,, . . . , x,Zmv] P-l. 
Since S,(f, A) is commutative, assertion (c) of Corollary 8.5 is true, and 
consequently Cp is a surjective mapping from S(f, a,) X . * * X S(f, a,) onto 
S,,(f, A). On the other hand, it is easy to see that + is injective. Hence Cp is 
bijective, and 
IS,(f, A)( =l+(s(f~) X *** x s(f~a~))~ 
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Suppose that S,(f, A) is not commutative. Then by Corollary 8.5, there 
exists kE{l,..., s} such that mk > 1 and 1 S(f, uk) ( > 1. Hence there exist 
two distinct elements x and y in S( f, ak). Since mk > 1, we can define 
Dk = diag [x. y&r]. By Lemma 2.12, the similarity class of Dk is infinite 
and thus by Corollary 8.4, S,(f, A) is infinite. n 
REMARKS. 
(a) The set S,(f, A) may be commutative and infinite. For example, if 
A = [l] E&~‘, and f(z) = eZ for every z E G, then 
S,(f, A) = S(f, A) = {[2aik]Ik~n} 
is commutative and infinite. 
(b) Equation (18) of Corollary 8.6 is not necessarily valid when Sn(f, A) is 
not commutative. For example, if A = Z, and f(z) = z2 for every z E ($2, then 
every symmetry in Gnxn is a diagonalizable solution of f(X) = A. In this case 
] S,(f, A) 1 = 03, while 
COROLLARY 8.7 (Necessary and sufficient condition for the set of all 
diagonalizable solutions to be finite). Let A E ~3”~” be such that S,(f, A) # 
0 (see Proposition 8.1). Then the following three assertions are equivalent: 
(a) S,(f, A) is finite. 
(b) So( f, A) is commutatiue, and for euey eigenualue a of A, S( f, a) is 
finite. 
(c) For every eigenvalue a of A, [mult(a, A) = 1 and 1 S(f, a) 1 c 001 or 
[I S(f, a) I = 11. 
Proof. To show that (a) * (b), suppose that (a) is true. Then by Corollary 
8.6, S,( f, A) is commutative. Let a,, . . . , a, E G be the distinct eigenvalues of 
A. By Corollary 8.6, 
lS(f,a1)I *** IS(f?a,)I =l%(f> A)/ < 00, 
and by Proposition 8.1, ( S(f, a,) ) # 0, . . . , ) S(f, a,) ) # 0. Therefore 
I S(f, a,) I < 03. . . , I S(f, a,) I < 00, and (b) is true. 
The implication (b) * a is a direct consequence of Corollary 8.6, while ( ) 
the equivalence (b) * c is a direct consequence of Corollary 8.5. ( ) n 
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COROLLARY 8.8 (Equivalent conditions for the set of all diagonalizable mth 
roots of a matrix to be finite). Let mE(2,3,. . . }. Suppose that f( z) = zm 
for every ZE@. Let AE@“~” be diagonalizabk. Then the following assertions 
are equivalent: 
(a) S,(f, A) isfinite. 
(b) S,(f, A) is commutative. 
(c) For every aEa(A)\{O}, [mult(a, A) = 1. 
Proof. By Corollary 8.2, S,( f, A) # (2. It is well known that 1 S(f, z) 1 
= m > 1 for every z E G*, and S( f, 0) = (0). Therefore, the equivalences 
(a) cs (b) o (c) are direct consequences of Corollary 8.7. n 
We shall see in Theorem IO.2 that condition (b) of Corollary 8.8 is 
equivalent to S&f, A) = S,(f, A). 
REMARK. If m = 1 in Corollary 8.8, then S(f, A) = S,(f, A) = {A} is 
finite and commutative, but A may have eigenvalues with multiplicity greater 
than 1. 
COROLLARY 8.9 (Explicit computation of the number of diagonalizable mth 
roots of a matrix). Let mE{1,2,... }. Suppose that f(z) = zm for evey 
ZE@. Let AE@$“~” be diagonalizable and such that S,( f, A) is finite (see 
Corollary 8.8). Then 
1 S,(f, A)\ = mnpmult(" A), 
where mult(O, A) = 0, if 0 q! u( A). 
Proof. The Corollary is obvious for m = 1. For m > 1, let a,, . . . , a, E G 
denote the distinct eigenvalues of A. Clearly 
mult(a,, A) + -0. +mult(a,, A) = n. (19) 
On the other hand, by Corollary 8.8, S,( f, A) is commutative, and for every 
a E a( A) \ { 0}, mult( a, A) = 1. Therefore, by Corollary 8.6, 
PO) 
Suppose first that 0 # a( A). Then 1 S(f, a,) 1 = . * - = I S(f, a,) I = m, and by 
(20), I S,( f, A) I = m’. Moreover, mult(a,, A) = * * - = mult(a,, A) = 1; 
consequently, by (I9), s = n. Hence I S,( f, A) ( = ms = mn = mn-mult(o, A). 
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Now consider the case where 0 E a( A). Then there exists ka E { 1, . . . , S} 
such that ak, = 0. Furthermore, 1 S(f, ako) 1 = I(O) 1 = 1, and for every k E 
s) \ {k,}, we have I S(.f, ak) I = 
:.&,* i &(j, A) ( = ms-‘, 
m and mult( ak, A) = 1. Hence by 
and by (19) n = s - 1 + mult(O, A). Thus in both 
cases, ( S,(f, A) ] = mn-mu’t(os A). n 
This last corollary together with the third remark following Corollary 8.5, 
gives a partial answer to Question 8.3 in [32, p. 251 of finding the number of 
similarity classes of solutions to X” = A. Earlier we have already given more 
general results on counting polynomial and diagonalizable solutions to the 
general equation f( X ) = A in Corollaries 6.6 and 8.6, respectively. 
We shall conclude this section by noting that no finiteness results analo- 
gous to Corollaries 8.8 and 8.9 are possible for the natural logarithm of a 
matrix A, because e” = ez+2k*i for each k E Z and hence ) S(f, a) ) = m 
when f(z) = ez and a # 0. 
9. NECESSARY AND SUFFICIENT CONDITION FOR ALL THE 
SOLUTIONS OF f(X) = A TO BE DIAGONALIZABLE 
Theorem 9.1 establishes a necessary and sufficient condition on f and A 
for all the solutions of f(X) = A to be diagonalizable. This result is applied to 
the particular case of the mth roots of a matrix in Corollary 9.2, and to the 
natural logarithms of a matrix in Corollary 9.3. 
THEOREM 9.1. Let A E @inxn be such that S(f, A) z 0. Then S(f, A) = 
S&f, A) if and only zj-A ’ d 2s iagonalizable and for every a E a( A), 
mult(a, A) = 1 or f(x) # 0 vxES(f,a). (21) 
Proof. Suppose that A is diagonalizable and satisfies condition (21). Let 
X E S(f, A). Let us show that X is diagonalizable. Let 
diag[ In,( xl)> . . . ) k,( %-)I 
be a Jordan form of X, where x1,. . . , Z,E (T( X) C LSf are not necessarily 
distinct. The matrix X is diagonalizable iff nl = - - * = n, = 1. Suppose that 
there exists k E { 1, . . . , r> such that nk > 1. By Theorem 2.2, A = f(X) is 
similar to 
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hence, by Theorem 2.4, it follows that mult(f( x,J, A) > nk > 1. Therefore, by 
(2I), f( rk) # 0, which implies by Theorem 2.9 that f(J,,,(xk)) is similar to 
J,,(f( rk)). Because nk > 1, it follows by Lemma 2.11 that A is not diagonaliz- 
able, which contradicts the hypothesis. Consequently nk = 1, and X must be 
diagonalizable . 
Conversely, suppose that S(f, A) = S,(f, A). Then since by hypothesis 
S(f, A) # 0, it follows by Proposition 8.1 that A is diagonalizable. Suppose 
that condition (21) is not satisfied, and let us show that in this case, there exists 
a nondiagonalizable solution X E S(f, A). Let a E a( A) be such that mult( a, A) 
> 1 and there exists x E S(f, a) such that f’(x) = 0. Because A is diagonaliz- 
able and mult(a, A) 2 2, there exists P*E Gzx”, and if n 2 3, there exist 
a3,..., a,, E @2 such that 
A = PA diag[ a, a, u3, . . . , a,] Pi’. 
If n 2 3, the solvability of the matrix equation f(X) = A implies by Theorem 
3.3 that for every k E (3, . . . , r}, there exists xk E S(f, ak). Let 
Then by Theorems 2.2 and 2.4, 
f(X) = P,diag[a,a,a, ,..., a,] pi1 =A. 
Since x, x3, . . . , x, E CiJJ, it follows that X E S(f, A), and clearly, X is not 
diagonalizable, which is contrary to the hypothesis. Therefore, condition (21) 
is satisfied. H 
COROLLARY 9.2. Let m E {2,3,. . . }, and let A E Gnx” be diugonalizable 
(see Corollary 8.2). Then all the m th roots of A are diagonalizable if and only if 
mult(O, A) < 1. 
Proof. Consider f(z) = z”’ for every ZE@$. Then for every ZE@*, f(z) 
= mzmW1 # 0; hence for every a E @* and x E S( f, a), f’(r) + 0. Since m 2 2, 
f(0) = 0. So th e condition (21) of Theorem 9.1 is equivalent to 0 $ a( A) or 
mult(O, A) = 1, i.e., mult(O, A) < 1. Moreover, S( f, A) # 0 by Corollary 
8.2. Therefore, by virtue of Theorem 9.1, S(f, A) = S,(f, A) if and only if 
mult(O, A) < 1. n 
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COROLLARY 9.3. Let A E @ nxn be nonsingular (see Corollary 3.8). Then 
the following three assertions are equivalent: 
(a) All the natural logarithms of A are diagonalizable. 
(b) The matrix A possesses a diagonalizable natural logarithm. 
(c) A is diugonalizable. 
Proof. Consider f(z) = ez for every z E @. Then f(z) = et + 0 for every 
z E @k Therefore, the condition (21) of Theorem 9.1 is satisfied, and (a) e, (c) 
by virtue of Theorem 9.1. Moreover, (b) o (c) by Corollary 8.3. n 
10. NECESSARY AND SUFFICIENT CONDITION FOR ALL THE 
DIAGONALIZABLE SOLUTIONS OF f(X) = A TO BE 
POLYNOMIALS IN A 
When A is diagonalizable, any polynomial in A is diagonalizable. But a 
solution X of the equation f(X) = A may be diagonalizable even when it is 
not a polynomial in A. For example, the matrix 
is a diagonalizable solution of the equation X2 = la, and clearly, X is not a 
polynomial in the identity matrix I,. Theorem 10.2 determines when all the 
diagonalizable solutions of f(X) = A are polynomials in A. 
PROPOSITION 10.1. Let AEG”~” be such that S,( f, A) # 0. Then 
S,(ft A) c S,(f> A). 
Proof. Let X E S,(f, A). Th en there exists a polynomial p E@[x] such 
that X = p(A). Since A is diagonalizable by Proposition 8.1, so is X = p(A) 
by Corollary 2.3. Thus S,(f, A) C S,(f, A). l 
THEOREM 10.2 [Necessary and sufficient condition for all diagonalizable 
solutions of f(X) = A to be polynomials in A]. Let AE@“~” be such that 
S,( f, A) # 0. Then the following are equivalent: 
(4 %(fy A) = S,(f> A) 
(b) S,(f, A) is commutative. 
(For other equivalent conditions, see Corollary 8.5.) 
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Proof. The implication (a) * (b) is a direct consequence of the obvious 
commutativity of S,(f, A). To show that (b) * (a), suppose that (b) is true. By 
Proposition 10.1, S,(f, A) C S,(f, A). Let X E S,(f, A). Then by definition, 
there exist xi.. . . , xn E @3 and P E GE”” such that 
X=Pdiag[x,,..., x,J P-’ = P diag[J,( x1), . . . , J1( zn)] P-‘. (22) 
Clearly the condition (3) of Theorem 6.1 is satisfied. Let i, j E { 1, . . . , rx) be 
such that f( xi) = f( rj). By Theorem 2.2, 
A=f(X) =Pdiag[f(x,),...,f(r,)] P-l. (23) 
Hence, a( A) = { f( II r), . . . , f( x”)}, and by Corollary 8.5, 
mult(f( xi), A) = I or IS(f,f( xi))] = I. 
If mult(f( xi), A) = 1, then (23) and the relation f( xi) = f( rj) imply that i = j. 
If mult(f( ri), A) # 1, then (24) implies that ( S(f, f( xi)) 1 = 1. On the other 
hand, (22) implies that xi, xj E a(X) C 9$ As f( xi) = f( xj), it follows that 
xi, xje S(f, f( xi)), and th ere ore f xi = xi. Thus, in both cases, the condition (4) 
of Theorem 6.1 is satisfied. Therefore, by Theorem 6.1, X E S,(f, A). So (a) is 
true. n 
PROPOSITION 10.3. Let A E Gnx” be diugonalizable and such that S( f, A) 
= S,(f, A). Then S(f> A) = S,(f, A). 
Proof. By Proposition 10.1, S,(f, A) C S,(f, A); hence S(f, A) = 
S,(f> A) C S,(f, A) C S(f7 A), and consequently S(f, A) = S,(f, A). n 
This above Proposition is also a direct consequence of Corollary 7.4 and 
Theorem 9.1. 
11. NORMAL, HERMITIAN, SKEW-HERMITIAN, POSITIVE DEFINITE, 
AND UNITARY SOLUTIONS OF f(X) = A 
Proposition 11.1 classifies A f or which there are normal solutions of 
f( X ) = A. In Corollary 11.2 we give necessary and sufficient conditions for 
the existence of normal, hermitian, skew-hermitian, positive (semi)definite, or 
unitary solutions to the matrix equation f(X) = A. We specialize this result to 
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mth roots and natural logarithms of a matrix A in Corollaries 11.3 and 11.4, 
respectively. Corollaries 11.6, 11.7, and 11.8 treat the unique positive 
semidefinite solvability of f(X) = A. 
PROPOSITION 11.1. Let A EC”~” and S C f$. Then there exists X E S(f, A) 
such that X is normal and u( X ) C S if and only if A is normal and for every 
Ada, S&z) fl S # 0. 
Proof. Suppose XE S(f, A) is normal and a(X) C S. Then there exists a 
unitary matrix U E Gnx” and there exist x1, . . . , xn E @ such that 
X= Udiag[xr,...,r,]U-‘. 
Furthermore, x1,. . . , x,ea(X) C S, and since XES(f, A), a(X) C gf. By 
Theorem 2.2, 
A=f(X) = Udiag[f(x,) ,..., f(x,)]U-‘. 
Therefore A is normal and a( A) = { f( xl), . . . , f( xJ) . Hence for every 
a E a( A), there exists r E S( f, a) rl S. 
To prove the converse, let A be normal and for every a E a( A), S(f, 
a) fl S # 0. Then there exists a unitary matrix U E Gnxn and there exist 
a,,..., a, E G such that 
A = Udiag[ a,, . . . , a,] U-‘. 
By assumption, for every k E { 1, . . . , n>, there exists rk E S( f, ak) n S. Hence 
by Theorem 2.2, 
X= Udiag[xr,...,x,]U-’ 
belongs to S( f, A), and clearly, X is normal and u(X) = {x1, . . . , xn> C S. n 
COROLLARY 11.2 [Necessary and sufficient conditions for the existence of 
normal, hermitian, skew-hermitian, positive definite, and unitary solutions of 
f(X) = A]. LetA~@i”~“. Then: 
(a) There exists a normal solution X E S( f, A) if and only if A is normal and 
for every a E a( A), S( f, a) # 0. 
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(b) There exists a hermitian solution X E S( f, A) if and only if A is normal 
andforeueryaEa(A), S(f,a)nR# 0. 
(c) There exists a skew-hermitian solution X E S( f, A) if and only if A is 
normal and for euery a E a( A), S( f, a) f~ iW + 0. 
(d) There exists a positiue definite (semidefinite) solution X E S( f, A) if and 
only ifA is normal and for every aEa(A), S(f, a) n I@.# 0 (S(f, a) fl W+# 
0). 
(e) There exists a unitary solution X E S( f, A) if and only if A is normal and 
for every a E a( A) there exists II E S( f, a) with 1 x 1 = 1. 
Proof. This corollary is a direct consequence of Proposition 11.1, with 
S = @ for (a), S = R for (b), S = iR for (c), S = R: or S = W, for (d), and 
S = {zEG( (21 = l} for(e). n 
COROLLARY 11.3 (Necessary and sufficient condition for the existence of 
normal, hermitian, skew-hermitian, positive definite, and unitary mth roots of 
a matrix). Let AEC”~” andmE{1,2,...}. Then: 
(a) The matrix A possesses a norma m th root if and only if A is normaZ. 
(bl) Zf m is euen, then A possesses a hermitian m th root if and only if A is 
positive semidefinite. 
(b2) If m is odd, then A possesses a hermitian m th root if and only if A is 
hermitian. 
(cl) If m is odd, then A possesses a skew-hermitian m th root if and only if 
A is skew-hermitian. 
(~2) Zf m = 0 (mod 4), then A possesses a skew-hermitian m th root if and 
only if A is positive semidefinite. 
(~3) If m = 2 (mod 4) then A possesses a skew-hermitian m th root if and 
only if A is negative semidefinite. 
(d) The matrix A possesses a positive definite (semidefinite) m th root if 
and only if A is positive definite (semidefinite). 
(e) The matrix A possesses a unitary m th root if and onZy if A is unitary. 
Proof. Consider f(z) = z m for every z E G. Then for every a E G, S( f, a) 
# 0, and (a) follows by Corollary 11.2(a). 
For every a E @?, there exists x E S( f, a) fl W if and only if a E W, when m 
is even, and if and only if a E W when m is odd. Therefore, by Corollary 
11.2(b), A possesses a hermitian mth root if and only if A is normal and 
a( A) c R+ if m is even, or u(A) C R if m is odd, that is to say, if and only if 
A is positive semidefinite if m is even, and if and only if A is hermitian if m is 
odd. So (bl) and (b2) are true. 
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For every a E G there exists x E S(f, a) n iR if and only if u E iW for m 
odd, and if and only if a E W, for m = 2 (mod 4), and if and only if u E R_, for 
m = 2 (mod 4). Clearly, normal matrices with u(A) C iW are skew-hermitian; 
hence (cl) holds by Corollary 11.2(c), while those with u(A) C R+ or R_ are 
positive or negative semidefinite, proving (~2) and (~3) via Corollary 11.2(c). 
For every a E @?, there exists x E S(j, a) fl W*, if and only if a E W*,, and 
there exists x E S(f, a) f~ W, if and only if a E W,. Therefore, by Corollary 
11.2(d), A possesses a positive definite (semidefinite) mth root if and only if A 
is normal and a(A) C W*, [a( A) C R+], i.e. if and only if A is positive 
definite [semidefinite]. So (d) is true. 
For every a E G there exists x E S(f, a) such that ) x 1 = 1 if and only if 
1 a 1 = 1. Therefore, by Corollary 11.2(e), there exists a unitary solution 
X E S(f, A) if and only if A is normal and for every a E u( A) one has 1 a 1 = 1, 
that is to say, if and only if A is unitary. So (e) is true. n 
COROLLARY 11.4 (Necessary and sufficient conditions for the existence of 
normal, hermitian, positive definite, and unitary natural logarithm of a matrix 
in Gnx”). Let A eGnxn. Then the following assertions are true: 
(a) The matrix A possesses a normal natural logarithm if and only if A is 
normal and nansingular. 
(b) The matrix A possesses a hermitian natural logarithm af and only if A is 
positive definite. 
(c) The matrix A possesses a skew-hermitian natural logarithm if and only if 
A is unitary. 
(d) The matrix A possesses a positive definite (positive semidefinite) natural 
logarithm if and only if A is positive definite and a( A) C {r E W ( r > 1) 
(u(A) C {r-E@ ( r 2 1)). 
(e) The matrix A possesses a unitary natural logarithm if and only if A is 
normal and u(A) C e(U,), where e denotes the exponential function e(z) = e* 
for every z E @$ and U, = ( z E @ ( ( z ( = 11 denotes the unit circle. 
Proof. Consider f(z) = et for every z E @?. Then for every u E @, S(f, a) 
+ @ if and only if a # 0. Hence S( f, a) # 0 for every a E u( A) if and only if 
a( A) c G*, which implies (a) by Corollary 11.2(a). 
For every a E G, S( f, a) fl A # 0 if and only if a E W*,. Hence S(f, a) Il 
W z 0 for every a EU(A) if and only if a( A) C R:, and (b) follows by 
Corollary 11.2(b). 
For every a E e, S( f, a) fl iW # 0 if and only if a lies on the unit circle in 
@. Clearly a normal matrix A with 1 a 1 = 1 for all a E a( A) must be unitary, 
and (c) follows from Corollary 11.2(c). 
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For every a E@, S(f, a) n R:# 0 [S(f, a) fl W++ 01 if and only if a E lR 
and a > 1 [a Z 11. Hence S(f, a) fl W*,# 0 [S(f, a) n R+# 01 for every 
a~a(A)ifandonlyifa(A)C(r~~(r>1}[o(A)C{r~~~~~l}],and(d) 
follows by Corollary 11.2(d). 
Clearly, (e) is a direct consequence of Corollary 11.2(e). 
Results like the above apparently have been obtained previously in many 
equivalent forms. For example, the real analogue of Corollary 11.4(c) is a 
theorem of H. Taber [44] of 100 years ago: 
A real matrix A possesses a skew-symmetric natural logarithm if and only $ 
A is orthogonal and det A = 1. 
Taber’s theorem is quoted in [28, p. 991 and is given as Exercise 5 on p. 364 of 
[25]. Most recently it appeared as a query by K. Nordberg on the na-net on 
February 13, 1991. 
COROLLARY 11.5 [Necessary and sufficient condition for f(X) = A to 
possess a unique positive semidefinite solution]. Let AE G”“‘. Then the 
following are equiuulent :
(a) f( X ) = A possesses a unique positive semidefinite solution; 
(b) Ai.snordundforeueryu~a(A), IS(f,u)nR+l = 1. 
Proof. Let a,, . . . , a, E 62 denote the distinct eigenvalues of A, and let 
m, = mult(ul, A), . . . , m, = mult(a,, A). First, suppose that (a) is true. Then 
by Corollary 11.2, A is normal, and for every k E { 1, . . . , s}, ) S( f, uk) t7 R+ 1 
2 1. Since A is normal and a( A) = {a,, . . . , a,}, there exists a unitary matrix 
U, E Gzx” such that 
A= UAdiag[u,l,l,...,u,l,~lU,-‘. 
Forevery kE{l,..., s}, let xk, yk E S(f, uk) n R+. Let 
X = U,diag[ xlIml,. . . , x,I,,] U”, 
Y = U,diag[ yrI,,,. . . , y,I,#] Vi’. (26) 
By Theorem 8.4, X and Y are solutions of f(X) = A, and clearly they are 
positive semidefinite. Therefore by (a), X = Y. Let k E (1, . . . , s}. Then by 
(25) and (26) yk = xk. Thus S(f, uk) n R+= { xk}, and (b) is true. 
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Conversely, suppose that (b) is true. Since A is normal, there exists a 
unitary matrix U, E Gzx” such that 
A = UAdiag[a,I,,,. . .,u,I,,,] V,‘. 
By (b), for every k E { 1, . . . , s}, there exists xk E S(f, ak) fl R+. 
Let 
Then by Theorem 8.4, X solves f(X) = A, and clearly X is positive semidefi- 
nite. Let Y be a positive semidefinite solution off(X) = A. Then by Theorem 
8.4, Y has the form 
where for every k E (1, . . . , s} we have Pk E @z:xmk, D, = 
diag[ t&, . . . , f&+], and &I. . . . , Ykrnk E S(f, ck). Let k E { 1, . . . > s}. Since Y 
is positive semidefinite, 
Yklp, . . ) YkmL Es(_j-, (lk) n w+= {xk); 
hence ,&I = *a - = ykmk = xk, and 
PkD&’ = pkxk~,,,,p~’ = xkImk. 
Therefore, X = Y, and (a) is true. H 
The following corollary extends a seemingly ‘classical result for mth roots of 
a matrix (see e.g. [16, Theorem 7.2.6(a)]) to solutions of f(X) = A. 
COROLLARY 11.6. LetA~~“~“besuchthattheequutionf(X)=Ahasa 
unique positioe semidefinite solution X (see Corollary 11.5). Then X is u 
polynomial in A. 
Proof. As X is diagonalizable, every Jordan block of X is 1 x 1. Hence 
n( 2, X) = 1 for every x E a(X), and condition (3) of Theorem 6.1 is satisfied. 
Let x1, x,~a(X) be such that f(x,) =f(xa). Set a =f(x,) =f(xs). Then 
x1, x2 EU(X) c ?+, and hence xl, x2 E S(f, a). Moreover, as X is positive 
semidefinite, u(X) C 133+, and consequently xl, x2 E S(f, a) tl R+. On the 
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other hand, u E~(u( X)) = u(f( X)) = a( A) by Corollary 2.8. Therefore, 
1 S(f, a) fl $3, ( = 1 by Corollary 11.5, consequently xi = r2, and condition 
(4) of Theorem 6.1 is satisfied. Thus, by virtue of Theorem 6.1, X is a 
polynomial in A. 
COROLLARY 11.7. Let m~{1,2,. . .}, and let AE@?“~” be positive 
semidefinite (see Corollary 11.2(d)). Then A possesses a unique positiue semidef- 
inite m th root, this m th root is a polynomial in A, and it is positive definite if 
and only if A is. 
Proof. Consider f(x) = zm for every z E @. Since A is positive semidefi- 
nite, A is normal and a( A) C RI,; h ence for every a E a( A), 1 S( f, a) fl R+ 1 
= 1. Therefore, by Corollary 11.5, A possesses a unique positive semidefinite 
mth root X, and by virtue of Corollary 11.6, this mth root is a polynomial in 
A. Moreover, the relation 
det A = det Xm = (det X)m 
implies that det A # 0 if and only if det X # 0, and consequently X is positive 
definite if and only if A is so. W 
For another proof of the last corollary see e.g. [16, Theorem 7.2.6(a), (b)]. 
12. INVARIANCE PROPERTY OF THE SET OF ALL POLYNOMIALS p 
SUCH THAT p(A) IS A SOLUTION CF f(X) = A 
In this section, the following notation will be used: 
P(f,A) = {p~~[r]I~(A)~S(f,A)anddeg pcd.4). 
Proposition 12.1 shows that P( f, A) f urnishes all the polynomial solutions 
of f(X) = A. Th eorem 12.2 gives an invariance property for the set P(f, A), 
while Corollary 12.3 allows the reduction of computing the polynomial solu- 
tions to the case of a smaller nonderogatory Jordan matrix with the same 
minimum polynomial as A. 
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PROPOSITION 12.1. Let A E Gnxn. Then 
%(f, A) = {p(A)lp+f, A)}. 
Proof. Let X E S,(f, A). Then by definition there exists p E @?[ x] such 
that X = p(A). By Corollary 2.6, there exists 9 E @+[ x] such that p(A) = q(A) 
and deg 9 < d,. As 9(A) = p(A) = X, it follows that 9 E P(f, A). So S,(f, A) 
c {p(A)1 p~P(f9 A)). Th e converse inclusion is obvious. n 
THEOREM 12.2 [Invariance property of P(f, A)]. Let AeGmxm and 
BE@“X” have the same minimal polynomial. Then P( f, A) = P( f, B). 
Proof. As the statement of this theorem is symmetric with respect to A 
and B, it is sufficient to prove one half of the theorem, say P(f, A) c P(f, B). 
Let p E P(f, A). Then by definition, 
+dA)) = ?fT f( P( A)) = A, deg p c d,. 
The hypothesis pLA = pLg implies that 
u(A) = u(B) and n(X, A) = n(h, B) VXEU(A). (27) 
Hence, by Corollary 2.8, 
u( P(B)) = P(+)) = P(+)) = u( P(A)) = %, 
By Corollary 2.5, the relation f( p(A)) = A implies that 
f( ~(ln(,,&))) =Jnca,&) -a( A). (28) 
From (27) and (28), it follows that 
Therefore, by Corollary 2.5, f( p(B)) = B, and hence p(B) E S(f, B). Further- 
more, by definition of P(f, A), we have deg p c d,, and d, = d,, because 
pLA = pB. Consequently, deg p < d,, and p E P(f, B). H 
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COROLLARY 12.3 [Reduction of the computation of P(f, A) to the case 
where A is a smaller cyclic Jordan matrix]. LetAEGnX”. Leta,,...,a,EG 
be the distinct eigenvalues of A. Let 
Then P(f, A) = P(f, J), and J is a d, x d, matrix, where d, < n is the degree 
of the minimal polynomial of A. 
Proof. The matrices A and J have the same minimal polynomial p, that 
is, 
p(z) = (z _ al)“(al, A) . . . cz _ a,)‘@s, A) VZEG. 
Therefore, by virtue of Theorem 12.2, P(f, A) = P(f, J), and clearly dA = 
n(al, A) + *a- +n(a,, A). H 
13. THE FIXED-POINT EQUATION f(X) = X AND POLYNOMIAL 
PERTURBATIONS OF A GIVEN MATRIX A 
Fixed-point equations play an important role in mathematics. A complex 
number r is a scalar fixed point of f iff x E 9f and f(x) = x. A matrix 
XEenxn is a matrixfixed point off iff a(X) C 9f and f(X) = X. 
Theorem 13.1 treats the existence of matrix fixed points for f. In Theorem 
13.3 we compute all matrix fixed points of f explicitly. Corollaries 13.4 and 
13.5 deal with the obtainable sizes of Jordan blocks in fixed-point matrices, 
and Corollaries 13.6 and 13.7 deal with the uniqueness of matrix fixed points. 
Theorem 13.8 states a sufficient condition for a matrix fixed point to be 
diagonalizable. This result is applied in Corollary 13.10 to prove that when- 
ever f(A) lies in a sufficiently small neighborhood of A, then the Jordan 
structures of A and f(A) must be identical. 
THEOREM 13.1 (Existence of a fixed-point matrix). The function f has a 
matrix fixed point in G” x n i. it has a scalar $xed point in G. 
Proof. If f ( x) = x for some x E Df, we can set X = XI, and f( X ) = 
f(x)I, = XI” = x. 
Conversely, if f ( X ) = X = id( X), then by Corollary 2.5, f ( X) = x for all 
xea(X). n 
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In order to find all fixed points of f, let us start with this obvious 
consequence of Theorem 2.2: 
THEOREM 13.2. If XE@?“‘(” is a matrix fixed point for f, then every 
matrix similar to X is also a fzxed point off. 
THEOREM 13.3 (Explicit computation of all the matrix fixed points of f). 
Let XE@nXn. Then the following two assertions are equivalent: 
(a) f(X) = X and a(X) C gf’r; 
(b) X is similar to a Jordan matrix of the form 
where 
Xl,..., xrELff, n, ,..., n,E{l,..., n}, 
f(q) =x1,...> f(xr) =xr, 
nl + a** +n, = 12, 
nl Q i( f - id, x,), . ..,nr<i(f-id,xy), 
and i(f, x) was defined in Section 2. 
Proof. Suppose (a) is true. Let 
be a Jordan form of X, where xl, . . . , X,E G. Let k E { 1, . . . , r}. Then 
xk E a(X) C Qf, and by Corollary 2.5, (a) implies that f( xk) = xk, 
and 
f(xk) = 1 if nka2, (29) 
f”(xk) = *-* = fCnk-l)(xk) = 0 if nk 2 3. (30) 
By definition, i(f - id, xk) > 1; by (29), i(f - id, xk) > 1 if nk 2 2; and by 
(3O), i(f - id, xk , nk if nk 2 3. Therefore nk < i(f - id, xk) in all cases. ) > 
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Conversely, suppose that (b) is satisfied. Let k E { 1, . . . , r}. If nk > 2, 
then the hypothesis nk < i(f - id, rk) implies that (f - id)‘( xk) = 0, that is to 
say f’( rk) = 1. If nk 2 3, then the hypothesis nk < i(f - id, rk) implies that 
(f- id)“( xk) = 0,. . . , (f- id)‘“k-l’( Xk) = 0, 
which is equivalent to 
f”(Xk) = -** =f@-l)( Xk) = 0. 
Therefore f(“)( xk) = id(‘)( xk) f or every i E (0, . . . , nk - 1). Thus by virtue of 
Corollary 2.5, f(X) = X. n 
In particular, every matrix of the form D = diag[ xi, . . . , r,], where 
Xi>. . ., x, are scalar fixed points of f, is a matrix fixed point of f. 
A holomorphic function f with a scalar fixed point x E 9f and with 
f * ido, is defined to be of clu.ss (k) if k is the maximum of i( f - id, x) over 
all scalar fixed points x of f. As an illustration, f(x) = xm is of class (1) if 
m > 1. The following three Corollaries are direct consequences of Theorem 
13.3. 
COROLLARY 13.4 (Possible Jordan structures of all fixed-point matrices of 
f ). There are matrix fired points for f in Gnx” whose Jordan normal forms 
contain blocks of size up to k for k E n iflf is of class (k). 
COROLLARY 13.5. Every matrix fixed point off is diagonalizable iff f is of 
class (1). 
COROLLARY 13.6. f has a unique matrix fixed point X E Cnxn iff 1 S( f - 
id, 0) 1 = 1 and f is of class (1). In th is case X = XI, for the unique x E S( f - 
id,O) C gf. 
By using Lemma 2.12 and Theorems 13.2 and 13.3, it is clear that f will 
have infinitely many fixed-point matrices in Gnxn for n > 1 if f is of class (k) 
with k > 2 or 1 S( f - id, 0) 1 > 1. And hence we obtain 
COROLLARY 13.7. Zf the function f has a matrtx fixed point in Gnx” with 
n > 1, then either it has infinitely many fixed points or it has exactly one that is 
a multiple of the identity. 
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We shall encounter the matrix fixed-point equation again as we study 
polynomial perturbations of a given matrix A. We must note that our concept 
of a polynomial perturbation is very different from the more widely used 
“analytic matrix perturbation,” as treated, e.g., in [25, Chapter 11.31. Our 
notion of “polynomial perturbation” derives from Corollary 2.6, where it was 
shown that for a given matrix A and a given holomorphic function f, 
f(A) = p(A) for some polynomial p. Our study is motivated by the papers of 
Markus and Parilis [29] and den Boer and Thijsse [4], which give the following 
result for the behavior of the Jordan structure of a matrix under small 
perturbations: In a small matrix neighborhood of a given matrix A, the size of 
the Jordan blocks for one fixed eigenvalue cannot decrease and their number 
cannot increase. 
From the splitting result in Theorem 2.9, the matrix f(A) will have i 
Jordan blocks for the eigenvalue f(a) whenever A has one Jordan block of size 
k for the eigenvalue a when i = i(f, a) < k. Thus f(A) will have more Jordan 
blocks than A if i(f, a) > 1 f or some a E a( A) with mult( a, A) > 1. If, 
however, all indices i(f, a) are equal to one, and f is injective, then by 
Theorem 2.9, A and f(A) will have the same Jordan structure. The results of 
Markus and Parilis [29] and of den Boer and Thijsse [4] assert that an increase 
in the number of Jordan blocks cannot occur in a neighborhood of A. If f(A) 
has a finer Jordan structure than A, then we must have ]I f(A) - A I] 2 E for 
somee>Oorf(A)#A. 
We are thus led to investigate solving the fixed-point equation f(A) = A 
for A with i(f, a) > 1 for every a E a( A). 
THEOREM 13.8 (Sufficient condition for a matrix fixed point to be diagonal- 
izable). Let XEGnxn be a matrix fixed point off such that i(_f, x) > 1 for 
every x E a(X). Then X is diugonulizuble. 
Proof. Suppose X is not diagonalizable. Then the Jordan form of X 
contains a block Jk( x) with k 2 2 and x E a(X). Hence the equation f(X) = X 
implies, using Corollary 2.5, that f’(x) = id’(x) = 1 # 0. Thus i(f, x) = 1. n 
Immediate consequences are: 
COROLLARY 13.9. Zf i( f, a) > 1 for every e-igenvulue a of a matrix A that is 
not diugonulizuble, then f( A) + A. 
If A is diagonalizable and f is injective, then clearly the Jordan structures 
of f( A) and A coincide. 
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COROLLARY 13.10. For each AEG"~" there is an open set U C Gnxn 
containing A and such that for all functions f with f( A) E U, the Jordan 
structure off(A) coincides with that of A. 
Hence in view of the quoted results [29, 41 that the Jordan structure of 
small perturbations of A cannot have a finer Jordan structure than that of A, 
we can conclude that the perturbations of A with a coarser Jordan structure 
than A itself cannot be polynomial perturbations of the form f(A). 
We shall end this section with two examples: 
EXAMPLE 1. 
0 E ( 1 0 0 
to A will be a Jordan-structure-coarsening perturbation that clearly is not a 
polynomial perturbation of A. 
EXAMPLE 2. Consider 
and the holomorphic function f(z) = cos z - 1. Clearly f(0) = 0 = f'(O), and 
f(A) must have a finer Jordan block structure than A from the results of 
Section 3. From Theorem 2.4, f(A) = cos A - I = 02~Gzx2, and thus f(A) 
will not lie in any small neighborhood of A. 
We thank Roger Horn very much for the many wonderful suggestions and 
corrections he made in response to our initial draft. 
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