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This paper presents ufficient conditions for the direct computa- 
tion of the entropy for functional (nonMarkovian) processes and 
thus also of the rate of information for finite-state channels. The 
condition for exponential convergence of the upper and lower bounds 
on the entropy (Birch, 1962), viz., that the transition probability 
matrix be strictly positive, is here relaxed. Examples are presented 
involving simple finite-state channels. 
LIST OF SYMBOLS 
= an A X A Markov  t rans i t ion matr ix  
= transi t ion probabi l i ty  e lement 
= a mapping funct ion  
= (X~, h2, " "  , hA) = an init ial  s tat ionary dis- 
t r ibut ion 
{Y~} = a s tat ionary  ergodic Markov  chain 
{X~} = a stat ionary ergodie process defined by X~ = 
i~ = values taken on by  Xk 
h(X i ,  X2 , . ' . ,  X~) = entropy for the sequence (X i ,  X2,  . . .  , X . )  
~n ~- h (X  n I Xn_ l ,  - . -  , X1)  = condit ional  entropy 
of X~ given the sequence (X1,  " "  , X~_i). 
Upper  approx imat ion for H(M,  6), h) 
G, = h(X,~IX~_I, - - .  , X i ,  Y0) = condit ional  
entropy of X .  given the sequence Y0, 
(X1,  - ' -  , Xn- i ) .  Lower approx imat ion for 
H(M,  ~, h) 
S = set of states col lapsed by  the funct ion 
H(M,  ~, h) = entropy of the funct ional  process {Xn} 
p(i~ I i l , j 0 )  = P {X2 = i2 1 X1 = i~, Y0 = j0} 
F~ = h(X~ I X~-I,  " ' " ,  X,  , Vo) = condit ional  
entropy of X~ given the refined sequence 
Vo , (X1  , * • ° , Xn - -1 )  
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(M, ¢, X) 
~(M,  ~, X) 
R(M, +, x) 
A 
B 
S 
p(b, J I a, ~) 
M' 
X t 
= kth step transition probability of a nonhomo- 
geneous Markov chain 
= maximum number of stages collapsed by ¢ 
= finite-state source 
= upper approximation for the rate of informa- 
tion 
= lower approximation for the rate of informa- 
tion 
rate of information for source (M, ¢, X) 
input set of states 
output set of states 
channel set of states 
probability that, if the channel is in state s 
and receives the input a, it will move to 
state s' and produce output b 
-- source-channel-output matrix 
= stationary distribution for M' 
I. INTRODUCTION 
A basic result of information theory shows that there is an upper 
bound for the rate of transmission of information over a given channel. 
To compute this bound, called the channel capacity, for a fixed channel, 
we must be able to compute the rate of information over all sources, 
i.e., the entropy of the input process minus the conditional entropy 
of the input process given the output process. 
However, in generalizing zero-memory channels to finite-state chan- 
nels, Blaekwell et al. (1958) and Breiman (1960) have shown that for 
the later channels, the processes are functions of stationary ergodie 
l~,iarkov chains. Thus, the rate of information will also be a function 
of such processes and since this rate is often a complicated function of 
the transition matrix and the mapping function, it is generally difficult 
to compute. 
Upper and lower approximations for the entropy of such processes 
have been obtained (Birch, 1962) and it was shown that if the matrix 
is strictly positive, then these approximations converge xponentiaUy. 
This paper presents ufficient conditions for the direct computation 
of the entropy for functional processes and thus also of the rate of in- 
formation for unifilar sources. We also give less restrictive conditions 
for exponential convergence. Examples are given involving simple 
finite-state channels. 
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II. NOTAT ION AND DEF IN IT IONS 
Throughout  what  follows we shall assume that we  are given an  A X A 
Markov matrix M with elements re(i, j ) ,  i, j - -  1, 2, - "  , A; a function 
from (1, 2, • • • , A) to (1, 2, • • • , D) ; and an initial stationary prob- 
ability distribution ~ = (~,  ks , - . .  , ~)  on (1, 2 , . . . ,A ) .  Further, 
Y0, Y1, Ys, "'" will be a stationary ergodic Markov chain taking on 
values in (1, 2, . . -  , A) and distributed according to (k, M).  X1, X~, 
X3, " "  will be the process defined by Xk = ¢(Y~) and taking on values 
i l ,  i2, i3, " "  in (1, 2, - . .  , D). Furthermore, it will be a stationary 
ergodic process. 
If k is stationary, then Hn(M, 4% X) = (1 /n )h(X1 ,  . . .  , X~) con- 
verges monotonically downward to the entropy H(M,  ~, X) of the 
IXn} process. It has been shown (Birch, 1962) that if we let G~ = 
h(X~ I X~-~ , " " , Xi)  and G~ = h(X~ I X~_~ , . . .  , XI , Yo) (the 
conditional entropies), then these approximations converge mono- 
tonically, from above and below respectively, to the entropy H(M,  ~, k). 
III. DIRECT COMPUTATION OF ENTROPY 
Let m(i,  S) ~ ~ j , s  re(i, j )  where S is a set of states collapsed by 
the function ~. Then a sufficient condition for the direct computation 
of the entropy of the IX,,} process is given by: 
THEOREM 3.1. Suppose that for each fixed i~ and is and some partition- 
ing of the states A into sets Br ,  and S~ into sets T~ (these sets may be 
different for different il or i~) that 
p( i2 I i~ , jo) = ,f p( is ( j~) where j ,  ~ S~, (1) 
[ 0 
and that for this set B~ 
p(jo,  i~ , is) = ~ p(j~ , i~) (2) 
~0{~B~ 2'16Ts 
then 
H(M,  ¢, ~) = - ~ bye(j ,  Sa) logs re(j, Sa) (3) 
],ce 
where j - -  1, . . .  , A and a = 1 , . . .  , D. 
PRooF: Assume that the conditions of the theorem are satisfied, 
then for 3"1 ~ T~ c S~,  we have 
p(jo,  i~, i2) log p(i21 i~, 3"o) = ~ P(£ ,  i~) log p(i~ (j~) 
]o~Br 3"16T s 
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However, summing over the B's is equivalent o summing over the 
T's, thus we have 
~ p(jo, i~, i2) logp(i~ I il,jo) = ~ ~ p(jl,  i2) log p(i2 I J 1). 
B ]o~B Tf"Sil Jl~T 
Now summing over all values of il and i2 gives us that G2 = G~. Further, 
it can be seen, using (1), (2), and stationarity repeatedly, that Gt = G, 
for all n, hence (3) holds. 
The following corollary is useful for computing information rates 
that involve unifilar sources. 
COnOLLanY. I f  there is at most one state with positive transition prob- 
ability for each collapsed set then the entropy can be computed irectly and 
is given by (3). 
Example. Let ¢(1) = ¢(2) = 1 and ¢(3) = ¢(4) = 2 with transition 
matrix 
0 0 
M= q 0 
0 p 
0 0 
1 0 
p 0 
0 q 
1 0 
and stationary distribution 
X~ = pq/(2 + pq), X2 = p/(2 + pq), 
X3 = 1/(2 + pq), },4 = q/(2 + pq), 
then the entropy for the functional process is 
H(M, ¢, X) = - ( (1  ÷ p) / (2  -t- pq))(plogp + qlogq) 
and its maximum value of ~ is attained for p = ½. 
IV. APPROXIMATIONS FOR ENTROPY 
It has been shown (Birch, 1962) that: G~ and G,, converge to H(M, 
¢, X). There is also an approximation Fn that lies between these two 
bounds, at least for a refinement of the states of {X}. We shall say that 
the states of {V} are a refinement of the states of {X} if there are func- 
tion 0 and ~ such that W0 = 0(I7o) and 3(V0) = X0. It  follows from 
the properties of the function h that 
F~ = h(X ,  I X~_l , . . . ,  21 ,  Vo) >= h(X~ [ X~_l , . . . ,  X l  , Yo) = C,, 
and since G. > F.  we can use F.  to approximate H(M, ¢, X). 
When all the transition probabilities are strictly positive, then G~ and 
G. converge xponentially to the entropy (Birch, 1962). Let us now 
turn to the case where at least one transition probability is zero. 
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Consider the sources (M, ¢, X) such that 
re(i, k)m( j ,  k) > 0 for at least one pair (4) 
k~S~ 
( i , j )  ~ S,  for each a, •unless m(i ,S )  = 0 for a l l i~  S,  and such 
that 
re(i, r)m(l, r) > 0 for those r C S where m(1, r) > 0. (5) 
Sources atisfying (4) and (5) will be said to have dominated collapsed 
sets. 
THEOREM 4.1. For sources ( M, O, X) having dominated collapsed sets, 
the approximations G,~ and G,~ converge exponentially. 
PROOF: This result follows using Doeblin's "two-particle" method 
provided it can be shown that the kth step transition probabilities, 
p~)(j, l) = P (Yk  = I I Yk-~ = j, Yk C ¢-~(ik), " "  , Y~-~ C ¢-1(i~-~)) 
of a nonhomogeneous Markov chain are bounded away from zero. 
(See (Birch, 1962).) 
However, by condition (4), there exists a state s ~ S~ such that 
p(k) (a, s) > 0. Thus we have 
p(k) (a, t) 
1 = p(k)(a, s) ~ P(k)(a' t) < p(k)(a ' s )N .  max p(~)(a, s) 
te.r p(~)(a, s) = t 
where ND is the maximum number of states collapsed by ¢. Then from 
condition (5) it follows that 
1 mtin p(k) (a, s) p(k) p(k)(a, s) > N-D p(~)(a, t~ > 0 for (a, s) > O. 
Example. Let ¢(1) = 
with transition matrix 
1 0 
½ o 
1 1 
¢(2) = 1,¢(3) = 2 and ¢(4) = ¢(5) = 3 
1 1 
0 0 
~ o  
1 1 0 
and stationary distribution 
1 • __  
k i  = v ,  ~ - 1 ,2 ,3 ,4 ,5 .  
Then conditions (4) and (5) are satisfied and we have exponential 
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convergence of the approximations. For example, we have 
n G~ G,~ Difference 
1 1. 4135 1. 3129 0.1006 
2 1. 3616 1. 3559 0. 0057 
However for most simple finite-state channels the source-channel 
matrix consists of rows such that the same states have positive transi- 
tion probabilities and for these rows all other transition probabilities 
are zero. Now if there is only one positive transition probability within 
certain collapsed sets, then 0~ - G~ = 0 for sequences going through 
these collapsed sets. For the remaining sequences 0~ - G~ converges 
exponentially. This can be seen in much the same manner as the proof 
for dominated collapsed sets. 
V. APPROXIMATING THE RATE OF INFORMATION 
If for a finite-state source (M, ¢, ~), the entropies of the input- 
output and output sequences converge exponentially, then the lower 
and upper approximations of the rate of information also converge 
exponentially for Markovian inputs. Let these approximations be 
~n(M, ¢, X) = [tJ(X) + On(Y) -- 6n(X,  Y) 
and 
Rn(M, dp, ~) = H(X)  + G-n([Y) - On(X, Y).  
Then, 
R(M,  ¢, ~) -- Bp '~-~ < R,~(M, ¢, X) 
< /~(M, , ,~ , )  =< R(M,O,X)  + Bp . 
To see this, we consider 
R(M,  ¢, ~) = H(X)  + H(Y)  - H(X ,  Y) 
< H(X)  + G~(Y) + Blp'~ -1 - -  Gn(X, Y) + B2p~ -1 
B n-1 = R,~(M,¢,h)  + (Blp~ -1 + 2p2 ), 
and similarly for the other inequality. 
EXAMPLES 
The above results will be applied to simple finite-state channels. For 
a description of example 1, see (Birch, 1962). 
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Example 1. Suppose we have a two-state channel with input set 
A = /1, 2}, output set B = /1, 2}, channel set S = tl, 21 and the prob- 
ability function 
p(b, s ' la ,  s) = 
[o 
Let us take a two-state Markov input p P q and twice feed each input 
into this channel. Then we can represent he input (X, X), output 
(Y, Y), and input-output (X, X; Y, Y) variables as functions of the 
variable W of a Markov chain with the following transition matrix: 
! 
if a ~ s ,b  = a ,s  = s 
if a~ s,b = s,s t -  a 
! 
if b=s  =a=s 
otherwise. 
p 0 0 0 q q q 0 
4 4 2 
p 0 0 0 q q q 0 
4 4 2 
p 0 0 0 q q q 0 
4 4 2 
0 p p p 0 0 0 q 
2 4 4 
q 0 0 0 p p p 0 
4 4 2 
0 q q q 0 0 0 p 
2 4 4 
0 q q q 0 0 0 p 
2 4 4 
o ~ O O O p  
2 4 4 
Let ~(W)  = (X, X), do(W)  = (Y ,  
Y, Y) ; then the mappings are as follows: 
¢~(W) = 
do(W) = 
'(1, 1) for W = 1, 2, 3,4 
(2, 2) W = 5,6,7,8 
(1 ,1)  for W= 1,4 
(1, 2) W = 3, 7 
(2, 1) w= 2,6 
(2, 2) w = 5, 8 
Y), and ~pz.o(W) = (X ,  X ;  
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¢~_o(W)  = 
"(1,1;1,1) for W= 1,4 
(1,1;2,1) W= 2 
(1,1;1,2)  W = 3 
(2,2;2,1) W= 6 
(2, 2; 1, 2) w = 7 
(2,2;2,2) W = 5,8 
For the above transition matrix and the functions ¢o and ¢~-o, the 
conditions of the corollary to Theorem 3.1 are satisfied; thus the en- 
tropies can be computed directly. Since the functional process ¢~ is 
Markovian, it also can be computed irectly. Thus, we have 
H(M', ¢~, X') = - (p log p -~ q log q) 
H(M' ,  ~o, X') = GI(Y, Y) = -~ X( u(i, S~) log re(i, S,) 
6q 
= - (p logp+qlogq-3+2q)  
H(M', Cr-o, X') = GI(X, X; Y, Y) = G~(Y, Y). 
Then the rate of information is
H(M', ¢~ , X') + H(M', ¢o, X') - H(M', ¢~-o , X') 
= H(M' ,  ¢~, X') = - (p logp  + qlog q). 
This rate is maximized for p = q = ½. 
Input 
Output 
FIG. 1. Simple erasure channel with memory 
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Example  2. Consider the simple finite-state rasure channel as shown 
in figure 1. At the beginning of a cycle, the channel contains either no 
balls or a single ball numbered 1 or 2, which can occupy either compart-  
ment. An input consists of a ball, labeled 1 or 2, dropped into the channel. 
This input ball descends and with probabil ity q is lost or with prob- 
ability p occupies one of the two compartments.  Now one of these 
compartments,  elected at random, opens, allowing either one ball to 
descend or, if the compartment is empty,  no ball to descend. This ball 
or lack of ball (denoted by z) is the output  of the channel, and the cycle 
is complete. Thus, we haveA = (1 ,2 ) ,B  = (1,2,  z), S = (1,2,  z), 
and 
"p if b = s I = a = s 
g 
q if s = s = b = z  
1 ! 
~/2 if b = s ,a  = s or s = s ,a  = b 
p (b ,s ' [a ,  6) = /2  if s = z , s  = a, (s '  = a ,b  = z or 
s = a, b = a)  
q /2  if s z, s z, (s '  = = = s, b = z or 
s = b ,s '  = z)  
0 otherwise. 
Now suppose we take a two-state Markov input 
r8 
8r 
Then the source-channel output matrix is again given by a Markov 
matrix, where 6r ,  (~o, and ~-o  are again functions of this 5{arkov 
matrix, and the results of Section IV are applicable. 
For the simple case where p = q and r = s we get 
n G~(Y) G~(Y) G~(XY) Gn(XY)  R,~ [g~ 
1 1.18004 1.500 1.98346 2.36553 -- 0.18449 0.51654 
2 1.39234 1.500 2.15525 2.35941 +0.03293 0.34475 
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