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Abstract
The unusual low temperature behaviour of metals and metal alloys, such
as heavy fermion systems, Mott insulators and unconventional supercon-
ductors, has been a central topic of scientific investigation for over half a
century. Due to strong correlations between the many particles, the solu-
tion to most theoretical models of these systems is difficult because stan-
dard perturbation methods break down. In certain cases, non-perturbative
renormalization group approaches can be used to access the low energy be-
haviour and take into account the effects of strong correlations. However,
these methods do not work for several important and interesting classes
of model. These include lattice models with finite dimension, models with
impurities of high degeneracy and steady state transport through quantum
dots. The aim of this thesis is therefore to develop a new and general renor-
malization group approach that will lend itself to wide application in models
where existing techniques fail. The method explored here utilises renormal-
ized perturbation theory (RPT) in conjunction with scaling equations and
collective excitations. It is tested on the single impurity Anderson model,
the paradigmatic model used to understand magnetic impurities within a
non-magnetic host metal. The Anderson model is simple yet exhibits in-
teresting features due to strong correlation, such as a single renormalized
low energy scale called the Kondo temperature. This model is also well un-
derstood as it has been solved using the numerical renormalization group
(NRG), which provides ample numerical data against which this new tech-
nique is compared. Finally, a preliminary study is given for this method
when it is applied to a wider class of models.
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Introduction
Many body problems have long been of interest to physicists in almost all
areas and sub-disciplines, but especially within condensed matter. This is
due to the fact that, in nature, all the macroscopic objects around us are
made up of more than one particle. Everything we see can be split into
smaller and smaller constituent parts until the pieces are so small that we
can no longer view them. We need to understand how these parts work
together if we are to understand anything about the physical nature of the
substances that surround and make us.
If we take any system of bulk matter and attempt to account for all
the possible interactions and processes that affect the constituent particles,
we find that the problem becomes too complicated and intractable. This
is because there are huge numbers (> 1023) of electrons and ions in any
macroscopic amount of material. However, by using intuition and experi-
mental observation, it is feasible to guess at what components in a system
are the most important. It is then often possible to describe a specific
behaviour that is witnessed. The earliest attempts at understanding the na-
ture of many body condensed matter systems generally consisted of extreme
simplifying approximations. For example, to model the electrons within a
crystalline material we can make the assumption that they de-localise from
their atoms, do not interact with one another, and exist within a periodic
potential provided by a static ionic lattice. This is Bloch’s theory of non-
interacting electrons. Through this model we can see the emergence of a
structure where there are gaps between the energy bands that the electrons
can occupy. In turn we can explain the existence of metals, insulators and
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semi-conductors.
The level of sophistication in the model can be increased by including
interaction terms. This allows for correlation between the particles in the
system. The behaviour of one particle will, via interactions, effect the be-
haviour of others. Perhaps the simplest way to do this is to use perturbation
theory. Starting from the non-interacting model, the interaction effects can
be included order by order in the interaction strength until a desired accu-
racy is reached. This is obviously dependent on whether the interaction can
be considered weak. If it is too strong, then it could be argued that it is
not suitable to start with a non-interacting approximation. We can look at
the ratio of potential energy (PE) from coulombic interactions and kinetic
energy (KE) that each electron possesses. For metals such as aluminium
and copper, we find PEKE > 1. This implies that the interactions between the
electrons in these substances are too strong to perform perturbation the-
ory. Despite this, the electric and magnetic response of these metals found
via experiment are essentially the same as those for a non-interacting Fermi
gas, albeit with slightly modified parameters—if the parameters in the non-
interacting approximation are fitted to experiment then there is remarkable
agreement. Why could the theory completely ignore correlations and yet
still obtain a reasonable answer? This was one of the early questions in the
field of correlated many body physics and was answered in 1957, through
Landau’s phenomenological Fermi liquid theory [1, 2, 3].
The central idea of Fermi liquid theory is the assumption of a one to one
correspondence between the low lying excitations of a non-interacting Fermi
gas with those of a system of interacting fermions. This assumption can be
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made when the inclusion of an interaction does not cause any sort of phase
transition. The non-interacting ground state can then be evolved smoothly
into the ground state of a system with interactions. The argument does not
rely on the interaction term being in any sense weak. As the interaction
is turned on and then steadily increased, the particles in the system evolve
into quasi-particles. These quasi-particles share certain properties with their
non-interacting particle counterparts: There are the same number of quasi-
particles as there were particles and they can be thought of as carrying
charge, mass and spin. One interpretation is that the quasi-particles are the
original particles which have been “dressed” with interaction effects. As a
result they can have a different effective charge and mass. In the context of
the de-localised electrons within aluminium and copper, the quasi-particles
interact very weakly with one another. The majority of the interaction
effects go towards dressing the particle and therefore providing effective pa-
rameters which replace the parameters of the non-interacting model. This
then explains why the non-interacting approximations work so well. It also
explains why the parameters must be modified (to the effective parameters)
to fit in with experiment.
Whilst the non-interacting approximations appeared to work very well
when modelling the itinerant electrons within certain metals, there was an
increasing build-up of experimental observations which could not be ex-
plained by a non-interacting approach. This included the observation that
in certain metals there appeared to be a resistance minimum at low tem-
peratures [4]. Later experimental evidence would confirm that this resis-
tance minimum was connected to the presence of dilute magnetic impurities
[5]. Another observation was that magnetic impurities were contributing
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a Curie-Weiss term, χ = CT+θ (where θ and C are constants and T is the
temperature), to the susceptibility. This was in addition to the usual Pauli
susceptibility of the non-magnetic host metal. How was such behaviour
persisting in a metallic environment? Should the electrons in the magnetic
impurities not simply de-localise and join the itinerant electrons of the host?
Scientists such as J. Friedel and collaborators did much work attempting to
explain the behaviour of the impurities within their host metals [6, 7], the
key idea being that of a ‘virtual bound state’ at the impurity site. Build-
ing upon this research, it was P. W. Anderson who formulated the central
model for understanding magnetic impurities in non-magnetic host metals
[8]. It is now known as the ‘Anderson model’ and contains, in addition to
a localised d-orbital state due to the impurity, an interaction term between
the electrons localised on the impurity. Ignoring this interaction would not
give rise to a Curie-Wiess contribution to the susceptibility. The problem
of magnetic impurities in metals became a problem of strongly correlated
many body physics.
Using a Schrieffer-Wolff transformation [9], it is possible to map the An-
derson model onto an effective model where the impurity d-orbital is singly
occupied. This effective model was known prior to the link with the Ander-
son model and called the s-d exchange model [10, 11, 12, 13]. In 1964, Kondo
was able to explain the resistance minimum in dilute magnetic alloys using
the s-d exchange model and perturbation theory [14]. By working to third
order in an anti-ferromagnetic exchange coupling, it was shown that the de-
generacy of the impurity site (which could be occupied by an up or down
spin electron) made a significant difference to the scattering of electrons in
the conduction band. The resistance predicted by perturbation theory now
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contained a log(1/T ) term and a clear minimum at finite temperature. The
predicted resistance now also diverged as T → 0. Higher order perturbation
theory could not eradicate the divergence [15] but predicted its occurrence
at a specific ‘Kondo temperature’, Tk. Perturbation theory could not probe
below this low energy scale (Tk) and the ‘Kondo problem’ was born.
Whilst it was arguably Anderson who first realised the importance of
scaling in relation to the Kondo problem [16], the breakthrough came with
Wilson’s renormalization group procedure [17]. This non-perturbative ap-
proach allowed models to be transformed to new effective models, specific to
a different energy scale. The very low energy physics of the s-d model could
now be accessed. This approach showed that strong renormalization effects
were screening the local moment of the impurity. In turn, both on approach
to and below the specific temperature, Tk, the magnetic impurity was pre-
dicted to begin acting as a non-magnetic scatterer again. This eliminated
the problem of the divergence in resistance obtained from direct perturba-
tion theory. Nozie`res was able to give a Fermi liquid type interpretation
of Wilson’s results [18, 19]. Finally, exact solutions to the s-d model were
derived using the Bethe ansatz [20, 21].
The success of the renormalization group led to an application of it to the
Anderson model [22, 23]. It was named the numerical renormalization group
(NRG) procedure. The prototypical model for magnetic impurities in host
metals was then understood. The next stage was to generalise this to other
situations. As with dilute magnetic alloys, there was a body of experimental
results for transition metals which were not yet explained by theory. Cer-
tain materials with half filled bands were observed acting as insulators [24].
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The possibility that strong correlation effects were causing this insulating
behaviour was first pointed out by Mott [25, 26]. The Hubbard model [27],
a lattice model with a local coulombic interaction at each site, was proposed
in order to understand the effect. In conjunction with dynamical mean field
theory in the limit of infinite spatial dimension [28, 29], the renormaliza-
tion group was used to tackle the model [30, 31]. In this way, a gap in the
quasi-particle density of states was shown to emerge as the local interaction
strength was increased, resulting in insulating behaviour in keeping with
experiment. The dynamical mean field theory and renormalization group
techniques have also been applied to the periodic Anderson model, in the
context of understanding heavy fermion systems [32]. The existence of such
systems became known through experiment, when it was found that certain
materials (such as CeAl3) had an anomalously large specific heat coefficient
[33]. This could be explained if the electrons possessed an extremely large
effective mass, hence the term ‘heavy fermion’.
Together with the achievements of the numerical renormalization group
procedure came a knowledge of its (current) limitations. For lattice models
with finite dimension, the NRG is not viable due to the momentum depen-
dence within the self-energy. Furthermore, with the arrival of new nanoscale
fabrication techniques, experiment could now probe a wide range of exotic
quantum dots coupled to macroscopic leads where finite bias voltages are
applied. There is difficulty adapting the NRG to deal with these out-of-
equilibrium and steady state systems. Also, models which have high levels
of degeneracy on the impurity are too numerically intensive for the NRG
approach.
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Another technique which exploits renormalization group ideas is renor-
malized perturbation theory (RPT). This technique was first developed for
use in field theories, such as quantum electrodynamics, in order to eliminate
the divergences that arose in perturbative calculations. Within the context
of condensed matter systems the approach reorganises the perturbative ex-
pansion. This ensures that, for a specific energy scale, the most important
interaction effects are included from the start. The Lagrangian for the sys-
tem is re-written in terms of a non-interacting part with effective parameters,
an interaction term with an effective interaction and a counterterm part. At
this stage the counterterm part ensures that the sum of these terms is equal
to the original Lagrangian. We can identify the non-interacting part of the
re-written Lagrangian with the non-interacting quasi-particles of Fermi liq-
uid theory [34]. The single particle excitations of Fermi liquid theory can
then be associated with the model’s single particle excitations at the fixed
point of the numerical renormalization group calculation [35], which allows
effective parameters to be determined.
The beauty of RPT is that by using a diagrammatic expansion we can vi-
sualise the processes which contribute to the self-energy, Green’s functions,
and therefore the dynamics of the system. At the same time the renor-
malization ensures that the theory is interpreted at the appropriate energy
scale. Counterterms do not permit over-counting and in turn make sure
that key identities (such as Ward identities [36, 37, 38, 39]) are obeyed, even
at low order. There are a wide range of models which RPT can be applied
to. These include finite dimensional lattice models, steady state models and
highly degenerate models. The problem is that, currently, RPT is a tech-
nique which relies on the NRG for calculation of the effective parameters.
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When the NRG can not acquire them, the RPT can not be applied to obtain
numerical results for comparison with experiment.
The objective of this thesis is to find a method of obtaining the
effective parameters, by accessing the low energy scales of strongly
correlated systems, using RPT alone. In principle this could open up
a vast array of models for analysis. As a testing ground the single impu-
rity Anderson model will be used. The historical importance of the model
has just been emphasised. The model is also well understood, and existing
techniques provide an essential check for results.
In the first chapter, the required background is given. This includes a
brief overview of the Anderson model and associated Hamiltonian in section
1.1. Section 1.2 looks at the impurity Green’s functions of the Anderson
model. In particular the non-interacting approximation is covered. This
approximation is insufficient for a description of the physics of magnetic im-
purities in host metals and so perturbation theory is developed specifically
for this model in section 1.3. Methods for renormalization of this pertur-
bation theory are then given in section 1.4. This is shown to correct some
of the results given by the non-interacting approximation. Finally, an NRG
technique for determining the effective parameters is included in section 1.5.
This chapter should hopefully provide the reader with the basis necessary to
use renormalized perturbation theory as well as understand it in the context
of the Anderson model.
The second chapter contains the core of the thesis. It includes the re-
search conducted in order to obtain the effective parameters for the An-
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derson model using RPT. The fundamental idea behind the approach is to
suppress all fluctuations by introducing a large external magnetic field. At
these field strengths standard perturbative methods and mean field theory
should hold and can be used to calculate the effective parameters as a func-
tion of magnetic field. All that remains then is to understand how these
effective parameters flow and evolve when the field is steadily reduced. This
is the main goal of the research. Each subsequent section in this chapter
attempts to build upon, and incorporate, results and findings from the pre-
vious ones. Starting with the basics in section 2.1, mean field theory is
examined in the limit of extremely large magnetic fields. In section 2.2,
collective excitations are introduced. The RPA is used as an approximation
in order to obtain the low energy dynamics by including spin excitations.
The ideas and application of scaling equations are then introduced in section
2.3. These equations relate effective parameters for models with two differ-
ent strengths of external magnetic field. Renormalized perturbation theory
at third order in the interaction is used, together with the scaling equations,
to examine the flow of effective parameters at very low magnetic fields. Fi-
nally, in section 2.5, the ideas and lessons learnt from the previous sections
are combined to produce a renormalized self-energy approximation which
captures the low frequency dynamics and magnetic behaviour of the Ander-
son model. Together with the scaling equations, this approach is shown to
yield effective parameters for the particle-hole symmetric Anderson model
at all field strengths. Many of the results and findings in this section have
now been published [40].
The final chapter, entitled Further Work, attempts to extend the ap-
proach developed in chapter 2 in order to deal with degenerate Anderson
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models—with the intention of showing that the approach can go beyond the
limitations of the NRG. Preliminary results are shown for the SU(4) Ander-
son model together with suggestions for future research and investigation.
15
Chapter 1
Background
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1.1. THE ANDERSON MODEL
1.1 The Anderson Model
The Anderson model was originally put forward to describe the occurrence of
localised magnetic moments of ions dissolved in non-magnetic metals which
have been observed experimentally [8]. By localised magnetic moments, it
is meant that the impurities give a Curie-Weiss (1/(T + θ)) contribution to
the temperature dependence of the magnetic susceptibility. Curie-like (1/T )
terms arise from the partially-filled d-level of isolated magnetic atoms. An-
derson developed a model to explain why behaviour similar to this persists
when the magnetic atoms are placed in a non-magnetic host metal.
First the conduction band electrons must be described. We note that
the s and p-orbitals whose electrons form the conduction band are spatially
extended. We can then argue that the coulomb repulsion between these
electrons is dynamically screened. Therefore, the conduction band electrons
can be represented as free quasi-particles. The Hamiltonian is therefore
Hcond. electrons =
∑
k,σ
ǫkc
+
k,σck,σ (1.1)
where c+
k,σ and ck,σ are creation and annihilation operators for particles of
spin σ and momentum k. ǫk is the energy of a particle with momentum k.
The next term to be added to the Hamiltonian is a term which represents
the energy contribution from electrons on the d-orbital of the impurity site.
The d-orbital is orthogonal to the s and p orbitals of the impurity ion itself,
which contribute to the conduction band. The d-orbital also has different
symmetry to s and p orbitals. An electron on the d-orbital can therefore be
approximated as being in a different quantum state to any electrons in the
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conduction band. The Hamiltonian therefore becomes
H = Hcond. electrons +Himp. electrons
=
∑
k,σ
ǫkc
+
k,σck,σ +
∑
σ
ǫdd
+
σ dσ (1.2)
where d+σ and dσ are the creation and annihilation operators of d-level elec-
trons. The energy is taken from the chemical potential and therefore µ = 0
in this Hamiltonian. ǫd is the energy level of the d-orbital measured from
the Fermi energy. Although the d-orbital impurity state is considered as
being different from the conduction band, there will be hybridisation be-
tween them. The bloch states and d-orbitals will not in general be energy
eigenstates of the system. There must be a term in the Hamiltonian which
reflects this. The term representing the hybridisation is
Hhybrid. =
∑
k,σ
(
V ∗k c
+
k,σdσ + Vkd
+
σ ck,σ
)
(1.3)
and the Hamiltonian becomes
Hnon-int =
∑
k,σ
ǫkc
+
k,σck,σ +
∑
σ
ǫdd
+
σ dσ +
∑
k,σ
(
V ∗k c
+
k,σdσ + Vkd
+
σ ck,σ
)
. (1.4)
The magnetic impurity d-orbitals have another important feature. They are
spatially localised, unlike the more extended s and p-orbitals. This means
that two electrons occupying the d-orbital at the same time will feel a strong
coulomb repulsion which is not as screened as the one between conduction
band electrons. The cost in energy of two electrons occupying the impurity
d-level is included by using an interaction term
Hint = Und,↑nd,↓ (1.5)
where
nd,↑ = d
+
↑ d↑ and nd,↓ = d
+
↓ d↓.
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The full Hamiltonian is then
H = Hnon-int +Hint
=
∑
k,σ
ǫkc
+
k,σck,σ +
∑
σ
ǫdd
+
σ dσ +
∑
k,σ
(
V ∗k c
+
k,σdσ + Vkd
+
σ ck,σ
)
+Und,↑nd,↓. (1.6)
Anderson analysed this model using mean field theory, which predicts
symmetry broken ground states in a regime where the interaction strength,
U is large. This is, however, an artefact of mean field theory and not a prop-
erty of the model when analysed using a more appropriate method such as
the numerical renormalization group [22] or Bethe ansatz solution [41]. Fur-
thermore, it can be shown using Elitzur’s theorem [42] that a symmetry
broken ground state for the single impurity Anderson model is not possible.
The Anderson model has since been analysed more rigorously and can be
used to explain the local magnetic moment and Curie-Weiss term in the
susceptibility. It has also been used to explain the resistance minimum that
occurs in metals with magnetic impurities. The Anderson model is also
considered useful as it is the starting point for a theoretical description of
mesoscopic quantum dot-and-leads experiments [43] [44].
In the following sections, the Anderson model will be analysed using
renormalized perturbation theory. Therefore, the next subsections introduce
the mathematical tools used along with some motivation for their applica-
tion.
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1.2 Green’s Functions
In many-body theory, excitations contain much of the relevant information
for analysis of the system. The information about the excitations them-
selves is contained in the Green’s functions (also known as propagators or
correlation functions). We can define three types of Green’s functions: The
causal Green’s function
Gc(t, t′) = −iT 〈Ψ(t)Ψ+(t′)〉 , (1.7)
the retarded Green’s function
GR(t, t′) = −iθ(t− t′) 〈[Ψ(t),Ψ+(t′)]±〉 , (1.8)
and the advanced Green’s function
GA(t, t′) = iθ(t′ − t) 〈[Ψ(t),Ψ+(t′)]±〉 , (1.9)
where Ψ+(t) and Ψ(t) are creation and annihilation operators for particles
at time t. The expectation value is taken over the ground state of the sys-
tem (when at zero temperature). The commutator in equations (1.8) and
(1.9) is anti-commutation for fermionic creation/annihilation operators and
commutation for bosonic ones. T is the time ordering function which im-
plicitly includes a change of sign if fermionic operators are switched in order
because of it. The Green’s functions are the expectation values for a particle
to be created at a time t and then destroyed at time t′, or in other words
for an excitation to exist for a time t − t′. The retarded Green’s function
gives the expectation for this process to occur forwards in time. Advanced
Green’s functions are non-zero only when this process occurs for negative
times, t − t′ < 0. The causal Green’s function is used when considering
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virtual processes where either is possible. These three functions are related
to each other in frequency space. This can be seen using the Lehmann rep-
resentation (for more on the Lehmann representation see [45]), where we
obtain the relations (at zero temperature)
Re(GR(ω)) = Re(GA(ω)) = Re(Gc(ω)),
GR(ω)) = (GA(ω))∗,
Im(Gc(ω)) = Im(GR(ω))θ(ω) + Im(GA(ω))θ(−ω), (1.10)
where θ(ω) is the heaviside step function.
By using the Heisenberg equation of motion, a Green’s function for exci-
tations on the d-level can be found for a non-interacting (U = 0) Anderson
model (more on equations of motion for Green’s functions can be found in,
for example, [46]). The result, in frequency space, is
GRd,σ(ω) =
1
ω − ǫd −
∑
k
|Vk|2
ω−ǫk+iη
and using the identity
lim
η→0
1
x+ iη
= P (
1
x
)− iπδ(x), (1.11)
where P signifies a principal part integral, we get
GRd,σ(ω) =
1
ω − ǫd −
∑
k
|Vk|2P ( 1ω−ǫk ) + iπ
∑
k
|Vk|2δ(ω − ǫk)
. (1.12)
First we approximate that |Vk|2 → |V |2 assuming it is not strongly de-
pendent on momentum. Now we assume the conduction band width D is
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large and its density of states, ρc(ǫ), constant so that we can evaluate the
summations in the denominator
∑
k
|Vk|2P ( 1
ω − ǫk )→
∑
k
|V |2P ( 1
ω − ǫk )
≈ |V |2ρc(0) ln
∣∣∣∣ω −D/2ω +D/2
∣∣∣∣
and as D →∞
|V |2ρc(0) ln
∣∣∣∣ω −D/2ω +D/2
∣∣∣∣→ 0 (1.13)
The other term in the denominator arising from the hybridisation can be
approximated to a constant
π
∑
k
|Vk|2δ(ω − ǫk)→ π|V |2
∑
k
δ(ω − ǫk)
= π|V |2
∫
δ(ω − ǫ)ρc(ǫ)dǫ
= π|V |2ρc(ω) ≈ π|V |2ρc(0) (1.14)
which we then define as
π|V |2ρc(0) = ∆. (1.15)
This yields a convenient approximation for the non-interacting d-level Green’s
function used in subsequent work,
GRd,σ(ω) =
1
ω − ǫd + i∆ . (1.16)
We can see that ∆, now the sole contribution from the hybridisation terms in
the Hamiltonian, results in a lifetime for particle excitations on the impurity.
If we look at the non-interacting Green’s function for the impurity without
hybridisation (i.e. in the atomic limit and with U = 0)
G
R (atomic)
d,σ (ω) =
1
ω − ǫd + iη
, η → 0 (1.17)
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we see that
GRd,σ(ω) = G
R (atomic)
d,σ (ω + i∆). (1.18)
If we fourier transform back to time space, we obtain
GRd,σ(t) = G
R (atomic)
d,σ (t)e
−∆t. (1.19)
So the non-interacting Green’s function of the d-level in equation (1.16) is
that of an unhybridised (atomic) d-level with a decay rate into the conduc-
tion band. The smaller the hybridisation ∆ becomes, the more the impurity
behaves as an isolated atom. The Green’s function is important because it
provides the occupation numbers, 〈nd,↑〉 and 〈nd,↓〉, for the impurity d-level
(which in turn provides the magnetic momentm(H) = gµB(〈nd,↑〉−〈nd,↓〉)/2
and magnetic susceptibility χB = ∂m/∂H contributions). We find the oc-
cupation numbers using the spectral density, defined as
ρd,σ(ω) = − 1
π
Im(GRd,σ(ω)) (1.20)
which is an energy probability distribution for the d-level electrons. For the
non-interacting Anderson model the spectral density is
ρd,σ(ω) =
∆/π
(ω − ǫd)2 +∆2
. (1.21)
Neglecting any interactions, the change to the density of states from adding
a localised d-level to a flat conduction band can be seen in figure (1.1). Equa-
tion (1.21) shows that in the atomic limit (∆→ 0) the spectral density would
become very sharply peaked at ǫd. By multiplying the spectral density with
the Fermi-Dirac distribution function f(ω), which regulates what energies
can be occupied according to temperature, and then integrating over all
energies we obtain the total number of electrons on the d-level
〈nd,σ〉 =
∫ ∞
∞
ρd,σ(ω)f(ω)dω. (1.22)
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Figure 1.1: Sketches of the change in density of states when adding a localised,
non-interacting, d-state from a magnetic impurity to a flat conduction band. A)
Illustrates an impurity with a d-level below the Fermi energy. The d-level is filled
and can not contribute to the Curie like susceptibility. B) An impurity with a
d-level above the Fermi energy. The d-level is completely empty and therefore does
not result in a Curie like contribution to the susceptibility. C) An impurity with a
d-level at the Fermi energy. The d-level remains half filled but hybridisation smears
out the state’s energy across the conduction band so that it no longer resembles
the d-level of an isolated magnetic impurity. D) An impurity with a d-level at the
Fermi energy. The hybridisation is small and the d-state is partially filled. There
is a sharp peak at the Fermi surface for this situation.
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With the temperature set to zero and the energy being measured from the
chemical potential (µ = 0) we find
〈nd,σ〉 = − 1
π
∫ 0
∞
Im
(
1
ω − ǫd + i∆
)
dω
=
1
2
− 1
π
tan−1
(ǫd
∆
)
. (1.23)
Notice that there is no spin dependence in the right hand side of this equa-
tion. This shows that in order to be half filled the d-level energy must be
equal to the chemical potential (i.e. ǫd = 0 when measured from the chemi-
cal potential). It also explicitly shows that the impurity is always occupied
equally by up and down spin electrons for a non-interacting model. Because
of this there appears to be no hope of explaining local moment behaviour in
this (non-interacting) approximation. We must incorporate the interaction
term of the Anderson model into our calculations. To do this we introduce
perturbation theory.
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1.3 Perturbation Theory
Once a Hamiltonian is given for a system, we must then find techniques
which obtain physically measurable quantities so that the theory can be
tested against experiment or used to explain experimentally observed re-
sults. These quantities include: the linear response of the system to an
external perturbation, so that we can place the system in some externally
generated field and calculate a response; the spectral density, which can be
compared with estimates from angle resolved photo-emission spectroscopy
experiments; and the density of states of the system, in order to make the-
oretical predictions about the specific heat of the system. When a Hamil-
tonian can be placed simply into a diagonal form via some transforma-
tion, we can obtain analytically all the eigenstates and eigenvalues. This
makes calculating the above quantities relatively simple. However, interact-
ing many-body quantum systems are not easily diagonalised by such simple
transforms and then solved in closed form. With such a system we can look
at the non-interacting, diagonalisable case and treat the interaction as a
small perturbation. This is only possible if two conditions are met. The
first is that there must be adiabatic continuity between the interacting and
non-interacting systems so that we can consider slowly turning on the inter-
actions. This condition ensures that the non-interacting states are indeed
good states about which to expand using perturbation theory. The next is
that the dimensionless density parameter, rs, is small. The dimensionless
density parameter is the ratio of kinetic energy and potential energy that
each electron in the system possesses on average (rs =
PE
KE). If the kinetic
energy is far larger that the potential energy from the interactions (rs < 1)
then the interaction can be considered weak. Consequently only the first
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few terms of any perturbative expansion about the interaction parameter
need be kept for a good approximation. If the potential energy from the
interactions is larger than the kinetic energy (rs > 1) we can no longer be
sure that terms with higher powers of interaction are not important. There-
fore, perturbation to a certain order in the interaction parameter can no
longer be considered a good approximation. The Anderson model does not
undergo any sort of phase transition as we change the strength of the in-
teraction, so adiabatic continuity exists between the interacting (U 6= 0)
and non-interacting (U = 0) systems. We can also get an idea about when
the interaction can be deemed weak by considering an extra electron being
excited into an occupied impurity d-state. The potential energy felt by the
electron will be of order U and the kinetic energy will be of order ∆ so the
criteria for weak interactions is linked to the ratio U/∆. As a perturba-
tion expansion is carried out one can see that the exact criterion for weak
interactions in the Anderson model is that U/π∆ << 1. Given that these
criteria are met then a perturbation expansion can be carried out in powers
of U .
From the previous subsection, we saw the importance of Green’s func-
tions. Specifically, we saw that with the d-level Green’s function magnetic
properties of the impurity could be calculated. The effect of the interaction
term can therefore be studied by evaluating its effect on the Green’s func-
tions. Perturbation theory is set up to provide the lowest order changes to
the Green’s function. We start from the causal Green’s function (1.7) for
the d-level given in the interaction representation
Gcd,σ(t− t′) =
−iT 〈Gs | dˆσ(t)dˆ+σ (t′)S(∞,−∞) | Gs〉
〈Gs | S(∞,−∞) | Gs〉 (1.24)
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where | Gs〉 is the ground state of the non-interacting Anderson model in
equation (1.4), dˆσ and dˆ
+
σ are annihilation and creation operators in the
interaction picture and S(∞,−∞) is the time evolution operator from time
t = −∞→∞,
S(t, t′) = T (e−i
R t
t′
Hˆint(t
′′)dt′′). (1.25)
We can now expand the exponential to any order in Hˆint. A way to find and
evaluate the terms arising from this perturbative expansion is to use Feyn-
man diagrams. We set rules which generate all diagrams up to a certain
order and then convert the diagrams into mathematical expressions. For
the Anderson model we represent the non-interacting causal Green’s func-
tions as a solid line. The line is labelled by two time values, one at the start
point (where the excitation is created) and one at the end point (where the
excitation is annihilated) of the line. It is also labelled with the spin of the
excitation. The interactions are represented by dashed lines and are labelled
by the interaction strength U and the time at which the interaction occurs.
Due to Pauli exclusion principle on the d-level, interactions can only occur
between particles of opposite spin. To find all contributions to the Green’s
function up to Nth order we draw all (topologically distinct) diagrams con-
taining two external points and N or less interaction lines. By reordering
the diagrams in the numerator of the Green’s function (1.24) it can be seen
that disconnected diagrams are cancelled by the denominator. Thus we need
only consider the connected Feynman diagrams. Once the diagrams have
been found then they need to be converted into mathematical expressions
so that the terms may be evaluated. For this we use Feynman rules. They
can be found in many texts, for example [47].
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Once we have the perturbative expansion terms we can find out how
the interaction affects the form of the frequency Green’s function Gcd,σ(ω).
The Feynman diagrams previously generated can be used without explicitly
Fourier transforming each term. To do this we require new rules called the
Feynman frequency space rules. These are
• Associate each solid line with an individual frequency, ω. The exter-
nal lines must have the frequency dependence of the overall Green’s
function. Write out the Green’s functions G
c(0)
d,σ (ω) and multiply all
separate Green’s functions together.
• With each interaction line multiply the previous expression by iU2π .
Make sure that frequency is conserved at each interaction point.
• Multiply the resulting expression by (−1)F . where F is the number of
closed fermion loops.
• Integrate over all independent internal frequencies.
Working in frequency space, we can partition the Feynman diagrams into
two distinct groups. There are Feynman diagrams which are one particle
irreducible (1PI) and those that are one particle reducible. A diagram is
deemed one particle reducible if it can be split into two separate diagrams by
cutting just one solid line in half (see figure (1.2)). The distinction between
these two types of diagrams is important because a reducible diagram (by
definition) can be generated by multiplying connecting Green’s functions
and irreducible diagrams together. By re-arranging the Feynman diagrams
(see figure (1.3)) we can generate the Dyson equation
Gcd,σ(ω) = G
c(0)
d,σ (ω) +G
c(0)
d,σ (ω)Σ
c
d,σ(ω)G
c
d,σ(ω) (1.26)
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One particle reducible diagram
One particle irreducible (1PI) diagrams up to second order
-σ
-σ
σ
σ σσ
-σ
Figure 1.2: Shows the difference between irreducible and reducible diagrams. The
top example is reducible as it can be cut into two parts by severing just one line.
=
+
+
+ . . .
implies
= +
1PI 1PI
1PI
1PI
Figure 1.3: The Dyson equation written in terms of Feynman diagrams. The 1PI
bubbles represent the self-energy, the single lines represent non-interacting Green’s
functions and the double lines represent the full interacting Green’s function.
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where Σcd,σ(ω), the self-energy, is defined as the sum of all 1PI diagrams with
the external lines not included (or amputated). Rearranging this equation
we obtain
Gcd,σ(ω) =
1
(G
c(0)
d,σ (ω))
−1 − Σcd,σ(ω)
. (1.27)
Using the results from the Lehmann representation and inserting G
c(0)
d,σ (w)
from equation (1.16) obtains the full, interacting, retarded Green’s function
for the Anderson model
GRd,σ(ω) =
1
ω − ǫd + i∆ −ΣRd,σ(ω)
. (1.28)
In summary of this subsection, it has been shown that the effects of
the interaction are contained within the Green’s function’s self-energy. By
finding the self-energy up to a certain order using Feynman diagrams and
inserting this into the non-interacting Green’s function via equation (1.28)
we can calculate anything that was previously calculated using the non-
interacting approximation. This then includes the effects of interactions,
up to a certain order, within the calculation. For example, the occupation
number of the d-level that was previously calculated for the non-interacting
model now becomes
〈nd,σ〉 = 1
2
− 1
π
tan−1
(
ǫd +Σ
R
d,σ(0)
∆
)
(1.29)
which allows us to calculate the magnetic moment and susceptibility of the
interacting model. It is known as the Friedel sum rule [48]. This generalised
version, which contains the self-energy, was originally proved by Langer and
Ambegaokar [49] and then Langreth [50].
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1.4 Renormalized Perturbation Theory (RPT)
Having developed perturbation theory in the preceding subsection we now
consider how to approach the Anderson model when U > π∆. In this pa-
rameter regime there is no guarantee that the lowest order terms provide the
largest and most important contributions to the self-energy. This is because
the increasing power of U/π∆ within the expansion no longer reduces higher
order effects. However, because there is still adiabatic continuity the series
should remain convergent if expanded to an infinite order. This, of course, is
numerically impossible. One method of proceeding is to consider important
infinite sub-diagrams of the full self-energy. This can be done by considering
what collective excitations (charge fluctuations, spin flips etc.) contribute
most to a particular system at a given energy. The infinite sub-diagrams
may then, in some cases, be taken into account analytically. Mean field the-
ory is an example of such a case. This approach, and an extension of mean
field theory, will be considered in the following chapter. The problem with
this approach is that it requires knowledge of which collective excitations
are important, which can not immediately be obvious. For example, mean
field theory does not give satisfactory results for low energy behaviour. We
therefore require a systematic method of regrouping the Feynman diagrams,
taking into account important effects arising from higher order terms or in-
finite sub-diagrams ab initio. An approach that does this is renormalized
perturbation theory.
Renormalized perturbation theory was originally introduced in quantum
field theory and high energy physics (for an introduction and review, see
[51] and [52]). It provides a method of cancelling the ultraviolet divergences
32
1.4. RENORMALIZED PERTURBATION THEORY (RPT)
that appear in field theories such as QED. In condensed matter systems
divergences do not arise as there is always a natural cut-off. However, as
we will see, it does allow for a development of perturbation theory with an
effective d-level and interactions appropriate to the desired energy scale.
We start with the Hamiltonian of the Anderson model and the d-level
Green’s functions. The Green’s function is the same as in equation (1.28)
however here we use functional field integral formalism [45]. We also include
an external magnetic field in the Hamiltonian
H =
∑
k,σ
ǫkc
+
k,σck,σ +
∑
σ
(ǫd − σh)d+σ dσ +
∑
k,σ
(
V ∗k c
+
k,σdσ + Vkd
+
σ ck,σ
)
+Und,↑nd,↓ −
∑
k,σ
σhc+
k,σck,σ. (1.30)
The conduction band is approximated to be infinitely wide and flat so the
last term in the Hamiltonian can be ignored. The Green’s function is now
GRd,σ(ω, h) =
1
ω − ǫd + σh+ i∆− ΣRd,σ(ω, h)
. (1.31)
The self-energy is re-written
ΣRd,σ(ω, h) = Σ
R
d,σ(0, h) + ωΣ
R′
d,σ(0, h) + Σ
R (rem)
d,σ (ω, h). (1.32)
where ΣR
′
d,σ(0, h) =
∂ΣR
d,σ
(ω,h)
∂ω |ω=0. The expansion point ω = 0 is chosen as
we wish to find most accurately the low energy behaviour about the chemical
potential (µ = 0). This is inserted into the Green’s function
GRd,σ(ω, h) =
1
ω(1− ΣR′d,σ(0, h)) − (ǫd − σh+ΣRd,σ(0, h)) + i∆− ΣR (rem)d,σ (ω, h)
.
(1.33)
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This allows us to take interaction effects at low frequency into account by
combining them with the parameters. We define
zσ(h) =
1
1− ΣR′d,σ(0, h)
∆˜σ(h) = zσ(h)∆
ǫ˜d,σ(h) = zσ(h)(ǫd − σh+ΣRd,σ(0, h))
Σ˜Rd,σ(ω, h) = zσ(h)Σ
R (rem)
d,σ (ω, h) (1.34)
where ∆˜(h) and ǫ˜d,σ(h) are the effective parameters and Σ˜
R
d,σ(ω, h) is the
renormalized self-energy. The parameter, z(h), acts as a rescaling factor.
We can be sure that it is real valued from Luttinger’s result [53] showing
that ΣR
′
d,σ(0, h) is real. The new interaction parameter must also take into
account low frequency interaction effects. To do this we define
U˜(h) = z↑(h)z↓(h)Γ↑↓(0, 0; 0, 0 : h) (1.35)
Where Γσσ′(ω, ω
′;ω′′, ω′′′ : h) is the full interaction 4-vertex (see figure 1.4).
Rescaling the Grassman fields, the renormalized Green’s function (defined
as G˜Rd,σ(ω, h) = G
R
d,σ(ω, h)/z(h) ) can now be written
G˜Rd,σ(ω, h) =
1
ω − ǫ˜d,σ(h) + i∆˜σ(h)− Σ˜Rd,σ(ω, h)
. (1.36)
The Lagrangian, written in terms of effective parameters, becomes
L = Leff +LCT (1.37)
with
Leff =
∑
σ
d˜+σ (τ)
(
∂
∂τ
+ ǫ˜d,σ(h)− i∆˜σ(h)
)
d˜σ(τ)+ U˜ (h)n˜↑(τ)n˜↓(τ), (1.38)
34
1.4. RENORMALIZED PERTURBATION THEORY (RPT)
2PI2PI=Γ (ω,ω’;ω’’,ω’’’) =
ω
ω’’’
ω’
ω’’
ω
ω’’’
ω
ω’’’
ω’
ω’’
ω’
ω’’
+
= ++ + . . .
Figure 1.4: The full 4-vertex for the Anderson model. The 4-vertex contains
all possible interactions between two particle propagators. It can be written as a
self-consistent equation called the Bethe-Salpeter equation which is given diagram-
matically above. The 2PI box represents the collection of all possible interactions
that can not be split by cutting two solid lines.
LCT =
∑
σ
d˜+σ (τ)(λ2,σ(h)
∂
∂τ
+ λ1,σ(h))d˜σ(τ) + λ3,σ(h)n˜↑(τ)n˜↓(τ). (1.39)
The fields in equation (1.37) have been rescaled
d˜σ(τ) =
dσ(τ)√
zσ(h)
, d˜+σ (τ) =
d+σ (τ)√
zσ(h)
(1.40)
and new terms (called counterterms) have been introduced with coefficients
λ1,σ(h) = −zσ(h)ΣRσ (0, h),
λ2,σ(h) = (zσ(h) − 1),
λ3,σ(h) = z↑(h)z↓(h)(U − Γ↑↓(0, 0; 0, 0 : h)). (1.41)
The counterterms are introduced so that Leff has the exact form of L whilst
ensuring the right hand side of equation (1.37) is balanced correctly. They
prove to be a useful tool by ensuring that overcounting does not occur in
35
1.4. RENORMALIZED PERTURBATION THEORY (RPT)
the perturbative expansion. From the way we defined Σ˜Rd,σ(w, h) in equation
(1.34) we see that there are conditions (called renormalization conditions)
imposed
Σ˜Rd,σ(0, h) = 0,
Σ˜R
′
d,σ(0, h) = 0. (1.42)
We also impose a condition on Γ˜↑↓(ω, ω
′;ω′′, ω′′′ : h) (the full 4-vertex cal-
culated using renormalized Green’s functions) as U˜ contains all interaction
effects at ω = 0, we must have
U˜(h) = Γ˜↑↓(0, 0; 0, 0 : h) = Γ˜↓↑(0, 0; 0, 0 : h),
Γ˜↑↑(0, 0; 0, 0 : h) = Γ˜↓↓(0, 0; 0, 0 : h) = 0. (1.43)
We can split the Lagrangian into the non-interacting part with effective
parameters and a part containing the interaction and counterterms so that
e−S = e−
R
dτ
P
σ d˜
+
σ (τ)( ∂∂τ+ǫ˜d,σ(h)−i∆˜σ(h))d˜σ(τ)e−
R
dτ(U˜(h)n˜↑(τ)n˜↓(τ)+LCT(τ)).
(1.44)
Instead of expanding purely the interaction part, we expand the counterterm
part as well. This places counterterms in the perturbative expansion of the
renormalized self-energy. We now express the counterterms as power series
in U˜ :
λ1 =
∞∑
n=1
λ
(n)
1 U˜
n
λ2 =
∞∑
n=1
λ
(n)
2 U˜
n
λ3 =
∞∑
n=1
λ
(n)
3 U˜
n
(1.45)
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At each order in U˜ the counterterm coefficients λ
(n)
1 , λ
(n)
2 and λ
(n)
3 are set
so that the renormalization conditions (1.42) and (1.43) are met. Doing this
ensures that any interaction effects included in the effective parameters are
not overcounted by the action of perturbative expansion. The effectiveness
of renormalized perturbation theory can be seen in the (quasi-) particle d-
level occupation number, obtained using the renormalized Green’s function.
〈n˜d,σ〉 = 1
2
− 1
π
tan−1
(
ǫ˜d,σ(h)
∆˜σ(h)
)
. (1.46)
At h = 0 this is identical to the occupation number calculated using pertur-
bation theory in the previous subsection (seen by inserting definitions from
(1.34) into (1.46)). However, because ǫ˜d,σ(h) contains all zero frequency
interaction contributions, when we use RPT we need not calculate higher
than zeroth order to get the exact result. RPT also gives an answer to the
discussion at the end of subsection 1.2. If we look at a model with a strong
interaction U > π∆ and parameters where the d-level is half filled, 〈nd〉 = 1,
then renormalization produces a sharp peak in the spectral density of the
d-level quasi-particles at the Fermi energy
ρ˜(ω) =
∆˜/π
ω2 + ∆˜2
. (1.47)
The effective hybridisation, ∆˜, is the original hybridisation, ∆, which has
been scaled down by the renormalization factor z. The effective hybridisa-
tion can therefore be several times smaller that the original hybridisation.
This explains how interacting models with a large hybridisation can produce
sharply defined peaks in the density of states (see figure 1.5).
The renormalized perturbation theory provides a powerful analytic tool
when applied to the Anderson model. We have already see that at zeroth
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Figure 1.5: A sketch of the density of states for an interacting particle-hole sym-
metric Anderson model. Renormalization predicts a sharp peak in the density of
states at the Fermi energy (cf. figure (1.1d)).
order it provides the exact impurity occupation numbers. At first order it
can be shown to give the exact Ward identities for the longitudinal charge
and spin susceptibility, and at second order it gives the exact coefficient
for the T 2 term in the temperature dependent impurity conductivity [34,
54]. The problem with using RPT is that, although we have a systematic
approach, we do not know what the effective parameters are. When used
in particle physics, the effective parameters are found using experiment by
postulating that they (and not the initial, or bare, parameters) are the
actual physical parameters. This allows the theory to be calibrated, via
experiment, at a specific energy. This can also be done with the Anderson
model. However, it would be preferable if a theoretical method were used
which scaled the model to lower energies and found effective parameters
without appealing to experiment. For the Anderson model we can use a
numerical renormalization group (NRG) to do just that [17, 22, 35].
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1.5 The Numerical Renormalization Group (NRG)
The NRG is an approach whereby the conduction band of the AIM is loga-
rithmically discretised in k-space and represented by a discrete spectrum of
states. It has been the subject of a large number of publications and details
of it can be found in many references. In particular in the book by Hewson
[55], the review article by Bulla et al. [56], and also in the original papers
with application to the Kondo model [17] and then the AIM [22]. An outline
of the approach is provided here for completeness.
We first assume the Fermi surface is contained in a single, isotropic band
of energy from −D to D. We then exploit the spherical symmetry to expand
the conduction band operators in spherical waves. Because of the symmetry,
the impurity only couples to the s-wave states.
The conduction band is now discretised into intervals such that the nth
interval runs from Λ−(n+1) to Λ−n, where Λ is a parameter that controls
the discretisation and n is an integer. The limit Λ → 1 corresponds to
the continuum model. Operators within each interval are broken down into
Fourier series components. An approximation is then taken to neglect all
states for which p, the Fourier harmonic index, is not zero. The Hamiltonian
for the AIM can now be expressed as a model where the impurity site is
coupled to an infinite 1-D chain of sites representing the bath of conduction
electrons. The Hamiltonian for a finite chain with N + 2 sites, including
impurity, is
HNAM =
∑
σ
ǫdd
+
σ dσ + Und,↑nd,↓ +
∑
σ
(V ∗d+σ c0,σ + V c
+
0,σdσ)
39
1.5. THE NUMERICAL RENORMALIZATION GROUP (NRG)
+
N−1∑
n=0,σ
Λ−n/2ξn
(
c+n,σcn+1,σ + c
+
n+1,σcn,σ
)
, (1.48)
where Λ > 1 is the discretization parameter and ξn is
ξn =
D
2
(1 + Λ−1)(1 − Λ−n−1)
(1− Λ−2n−1)1/2(1− Λ−2n−3)1/2 (1.49)
andD is the width of the conduction band. If we start with just the impurity
coupled to one site (the 0-site), we can solve this Hamiltonian exactly and
analytically as it only has 16 possible states. The orthogonal eigenstates of
this system can then be written | Q,S, i, sz〉N=0 where Q labels the charge
and corresponds to the operator defined as
QˆN =
∑
σ
d+σ dσ +
N∑
σ,n=0
c+n,σcn,σ −N − 2, (1.50)
and S labels the total spin. The label sz marks the z-component of spin and
lifts degeneracy in S where as the index i lifts any degeneracy in Q. We can
now uniquely label each eigenstate and diagonalise H0AM to find the energy
eigenvalues. We also see from equation (1.48) that there is a recurrence
relation:
HN+1AM = H
N
AM + Λ
−N/2ξN
(
c+N,σcN+1,σ + c
+
N+1,σcN,σ
)
. (1.51)
Using the diagonalised basis for HNAM we can construct a basis for H
N+1
AM .
This is done using the states
| Q,S, i, sz〉N
c+N+1,↑ | Q,S, i, sz〉N ,
c+N+1,↓ | Q,S, i, sz〉N ,
c+N+1,↑c
+
N+1,↓ | Q,S, i, sz〉N
(1.52)
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which are not necessarily orthogonal. We now diagonalise the Hamiltonian
to find an orthogonal eigenbasis | Q,S, i, sz〉N+1. This sets up an iterative
diagonalisation procedure in order to solve the Hamiltonian in equation
(1.48) for any N . With each iteration, the density of states around the Fermi
energy (here ǫf = 0) increases. This is due to the Λ
N factor found in the
recurrence relation (1.51) which implies each successive coupling provides
energetic contributions closer to the Fermi surface. At each iteration it is
clear that the number of states increases four-fold. This means that after
a certain number of iterations the diagonalisation of the Hamiltonian will
become too numerically intensive. We can however recast each iteration in
terms of a renormalization group (RG) transform defined
R(HN ) = HN+1 =
√
Λ
(
HN + Λ
−N/2ξN
(
c+N,σcN+1,σ + c
+
N+1,σcN,σ
))
(1.53)
The only difference with equation (1.51) is that after each step the Hamil-
tonian is rescaled by a factor
√
Λ, so that the lowest energy scale is formally
the same after each iteration. The energy levels can now be compared to
each other before and after each transform. Viewing each iteration as a
renormalization group transformation, we “integrate out” the higher energy
states by neglecting them from any further calculation. This is motivated
from the idea that at each iteration the higher energy states no longer con-
tribute significantly to the low energy physics. This gives a method for
truncating the number of states after each step so that the matrices do not
become too large to handle. In practice a maximum of roughly 500-1000
states are kept. Eventually, the procedure reaches a fixed point where the
energy levels are the same from one iteration to the next (strictly speak-
ing, in the NRG procedure, the convergence to fixed point occurs between
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even numbers of iterations only, however an RG transform applied twice,
R(R(H)), is still an RG transform). The low level energy states are then
the same as those for a systemHNAM with N →∞. We have thus obtained all
the eigenstates with corresponding energy eigenvalues for the Hamiltonian
in equation (1.48). The whole process is illustrated in figure 1.6.
We must now use the information from the NRG procedure outlined
above to obtain effective parameters for the model. These can then in turn
be plugged into the RPT and used to obtain information about the system
[34]. Following the method laid out by Hewson et al. [35], we start by
noting that one can write a renormalized version of the Anderson model
which (by definition) corresponds to the low energy fixed point Hamiltonian
of the Wilson numerical renormalization group transform (equation (1.53))
plus leading order irrelevant terms:
H˜AM =
∑
k,σ
ǫ
k
c+
k,σck,σ +
∑
σ
ǫ˜dd˜
+
σ d˜σ +
∑
k,σ
(
V˜ ∗
k
c+
k,σd˜σ + V˜kd˜
+
σ ck,σ
)
+U˜ d˜+↑ d˜↑d˜
+
↓ d˜↓.
(1.54)
The renormalized parameters are then the same as those we use in the RPT.
The single particle excitations of the Anderson model (which we can find
using the iterative diagonalisation procedure) must then coincide with those
of a free model with an appropriate choice of ǫ˜d and ∆˜. The interaction
U˜ does not yet come into the calculation as we are considering only single
particle excitations. We construct a linear chain Hamiltonian which is the
same as (1.48) except that there is no interaction and denote it by H0−1,N .
We also construct Hamiltonians H0i,N which start at the site i and run to
the site N . The Green’s function for the impurity site for the system H0−1,N
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Figure 1.6: A schematic of the NRG process used to solve the Anderson model.
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is then
g−1,−1(ω) =
1
ω − ǫdΛ(N−1)/2 − V 2ΛN−1g0,0(ω)
. (1.55)
Similarly, the Green’s function for the 0-site of the Hamiltonian H00,N is
g0,0(ω) =
1
ω − ǫdΛ(N−1)/2 − ξ20ΛN−1g1,1(ω)
. (1.56)
This process then extends to express g0,0(ω) in terms of a continued fraction
of Green’s functions. The one particle excitation energies E0p(N) are given
by the poles of the Green’s function (1.55):
E0p(N) = ǫdΛ
(N−1)/2 + V 2ΛN−1g0,0(E
0
p(N)) (1.57)
and similarly the single hole excitations are
E0h(N) = −ǫdΛ(N−1)/2 − V 2ΛN−1g0,0(E0h(N)). (1.58)
The interacting Hamiltonian with bare parameters should coinside with that
of a free model with renormalized (effective) parameters as N →∞. There-
fore, if we replace E0p(N)/E
0
h(N) with the single particle/hole excitation
energies found using the NRG procedure then we can define ǫ˜d(N) and
∆˜(N) as parameters such that (1.57) and (1.58) are satisfied. The parame-
ters corresponding to the low energy fixed point are ǫ˜d = limN→∞ ǫ˜d(N) and
∆˜ = limN→∞ ∆˜(N) = limN→∞ πV˜ (N)
2/2. After obtaining E0p(N)/E
0
h(N)
as N →∞ from the NRG, equations (1.57) and (1.58) can be used simulta-
neously to find these effective parameters.
It now remains for us to calculate U˜ . First, the free quasi-particle Hamil-
tonian (with ǫ˜d and V˜ ) is diagonalised and written in the form
H˜ = Λ−(N−1)/2
(N+2)/2∑
m=1
(
Ep,m(N)p
+
m,σpm,σ + Eh,m(N)h
+
m,σhm,σ
)
(1.59)
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where p+m,σ (h
+
m,σ) creates a quasi-particle (quasi-hole) excitation and
Λ−(N−1)/2Ep,m(N) (Λ
−(N−1)/2Eh,m(N)) are the corresponding excitation
energies relative to the ground state. We label such that the lowest-lying
particle excitation is Ep,1(N). To calculate the effective parameters U˜ we
note that in a non-interacting model the energy of an up and down spin
two-particle excitation would simply be 2Ep,1(N). However, if we have an
interaction then the lowest two-particle excitation from the ground state
will have a different energy which we can label Epp(N). To first order in
U˜ , the difference in energy Epp(N)− 2Ep,1(N) should then be equal to the
expectation value of the interaction term for a two particle excited state:
Epp(N)− 2Ep,1(N) = 〈0 | p1,↓p1,↑
(
U˜Λ(N−1)/2d+↑ d↑d
+
↓ d↓
)
p+1,↑p
+
1,↓ | 0〉.
(1.60)
Expressing the dσ operators in the above equation using the eigenbasis of
(1.59),
dσ =
(N+2)/2∑
m=1
ψdp,mpm,σ + ψ
d
h,mh
+
m,σ , (1.61)
we arrive at an expression for U˜(N):
U˜(N) =
(Epp(N)− 2Ep,1(N))|ψdp,m|4
Λ(N−1)/2
. (1.62)
Therefore using the NRG to obtain Epp(N) and Ep,1(N) will yield U˜(N) =
U˜pp(N). The subscript pp indicates that U˜(N) has been found using a
particle particle excitation. Equivalently, U˜(N) could be found using a
particle-hole excitation (U˜ph(N)) or via a hole-hole excitation (U˜hh(N)). If
these excitations can be described by an effective Anderson model then all
three methods should give the same result for U˜(N) as we approach the
fixed point. This is indeed the case as the linear chain Anderson model
approaches a fixed point and can be seen in the results of figure 1.7.
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Figure 1.7: A plot of U˜pp(N), U˜hh(N), and U˜ph(N) against the NRG chain length,
N . This shows that all three methods for calculating U˜ converge when approaching
the NRG fixed point. Also included is a plot of the effective parameter π∆˜(N). On
the approach to the RG fixed point we see the emergence of a single energy scale
as U˜(N) → π∆˜(N). The bare parameters used for the above results are U = 0.3,
π∆ = 0.1, ǫd = −U/2 = −0.15.
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Figure 1.8: The effective parameters for the single impurity Anderson model
(−σǫ˜d,σ(h)/h = η˜(h), U˜(h)/U and z(h) = ∆˜(h)/∆) calculated using the NRG.
The bare parameters for the model are U = 0.3, π∆ = 0.1, ǫd = −0.15 = −U/2
and the constant T ∗ = Tk(h = 0) = 0.002. The results show the flow of effec-
tive parameters as a function of magnetic field strength. The intermediate field is
defined as the area where the external magnetic field is of the same order as the
hybridisation, h ∼ π∆˜(h).
Finally we mention that this NRG approach was set out for particle-hole
symmetric parameters without the inclusion of an external magnetic field.
The NRG has been extended to include particle-hole asymmetry [23] and an
external magnetic field [57]. In particular we will require the results from
the NRG for the effective parameters as a function of magnetic field. An
example of the results obtained are given in figure 1.8.
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1.6 Final Remarks on Existing Techniques
The limitation of the NRG is that it can only be applied to models which
are equivalent to an impurity Hamiltonian. This, by proxy, limits the RPT
which requires the effective parameters given by the NRG.
For example, in lattice model cases such as the periodic Anderson model
or Hubbard model, the NRG can be used in conjunction with dynamical
mean field theory [29] to extract information. This can only be done in the
limit of infinite dimension or lattice coordination number, where the sites in
the lattice can be mapped to an effective single impurity Anderson model
with a frequency dependent hybridisation. The effective single impurity An-
derson model is then solved using the NRG and the frequency dependent
hybridisation is found self-consistently using the dynamical mean field the-
ory. At finite dimension the approach fails, as the 4-vertices and self-energy
become k-dependent. However results at infinite dimension prove to be a
good approximation to finite dimensional models, and sufficient to explain
experimentally observed characteristics such as Mott insulating behaviour
in transition metals [30]. If effective parameters were obtainable for a fi-
nite dimensional lattice, the RPT could be applied without appealing to
an infinite dimensional approximation and perhaps yield further results and
information.
There is also difficulty in applying the NRG to non-equilibrium and
steady state systems such as quantum dot-and-leads models, where there
are essentially two (or more) Fermi levels. As a result it is no longer clear
which energy the NRG should scale down towards. Again, if effective pa-
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rameters were known, methods using the Keldysh technique [58, 59] with
non-equilibrium renormalized Green’s functions could be used to analyse
these types of system [60].
Finally, heavily degenerate systems such as the SU(2N) Anderson model
are problematic for the NRG technique. With these systems, when N is
greater than 2, the size of the matrices left to diagonalise become too large.
Too many states must be thrown away in order to perform an NRG itera-
tion and important (low energy) information is critically lost. Due to these
computational issues the NRG fails where as the RPT (given effective pa-
rameters) would not.
The aim of the next section is therefore to find a method of obtaining ef-
fective parameters without appealing to the NRG, so that it can be applied
to more general systems such as the ones discussed. The single impurity
Anderson model is therefore used as a testing ground as the NRG provides
all effective parameters which can be compared with those obtained by any
new method.
It should be noted that, in this subsection, when the effective param-
eters were defined they were all dependent on the external magnetic field.
Using the numerical renormalization group it is possible to find the effec-
tive parameters at all magnetic fields and to observe their flow [57]. As the
magnetic field is increased, the effective parameters revert back to the value
of the bare parameters
ǫ˜d,σ(h) = ǫd − σh for h→∞,
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∆˜σ(h) = ∆ for h→∞,
U˜(h) = U for h→∞. (1.63)
This can be seen in figure 1.8, where effective parameters have been obtained
for a range of magnetic field values using the NRG.
The RPT has also been shown to give an accurate account of magnetic
behaviour around the region of zero magnetic field [54]. With this informa-
tion, the possibility of calculating renormalized parameters by using RPT
alone, from one magnetic field point to another will be explored. The RPT
could then be used to follow the flow of effective parameters from the high
magnetic field limit toward zero magnetic field, thus finding the effective
parameters from the bare ones. This is investigated. For high magnetic
fields, it will be shown that mean field theory is a valid approximation. It
will therefore be used to find effective parameters. As the magnetic field
is lowered, the mean field theory will be shown to become inadequate. Fi-
nally, extensions using scaling equations and collective excitations will be
presented in the hope of accessing the lower magnetic field regime.
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2.1 Mean Field Theory (MFT)
Mean field theory (MFT) is a method of averaging over the correlations of
a system in an attempt to make an approximate model which is easier to
solve. The effects of the many interactions are included in the results as a
mean density or underlying ‘mean field’ (as the name suggests). Specifically,
a quartic term in the Hamiltonian giving the energy of any two particles
interacting is replaced with a bilinear term where one particle interacts with
a mean field sea composed of the other particles. Mean field theory has been
used as a starting point to probe many theoretical models. Examples include
the Ising model and (more recently) steady state quantum dot models [61].
In performing mean field theory, we neglect detailed dynamics of the time
dependent second quantization and perturbation theory and instead impose
a self-consistency condition on the model.
2.1.1 Mean Field Theory and the Anderson Model
In Anderson’s original paper [8], MFT was the first technique applied to the
Anderson model. The first step is to write the occupation number operator
of the Anderson model as being constant but with small deviations away
from this value,
nd,↑ = 〈nd,↑〉+ δnd,↑,
nd,↓ = 〈nd,↓〉+ δnd,↓.
(2.1)
The above equations form the definition of the small deviations operator
δnd,↑. We now look at the interaction term in the Hamiltonian.
Und,↑nd,↓ = Uδnd,↓δnd,↑+U〈nd,↑〉δnd,↓+U〈nd,↓〉δnd,↑+U〈nd,↓〉〈nd,↑〉 (2.2)
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The first term in equation (2.2) is ignored as it is second order in small
deviations. This can be seen as part of the mean field approximation. Now
we re-express the Hamiltonian in terms of number operators as opposed to
deviation operators by adding a constant, U〈nd,↓〉〈nd,↑〉, and using equations
(2.1). The result is
Und,↑nd,↓ ≈ U〈nd,↑〉nd,↓ + U〈nd,↓〉nd,↑. (2.3)
This leaves simply bilinear terms representing a d-site electron nd,σ inter-
acting with a ’mean field’ 〈nd,−σ〉 of d-site electrons with opposite spin.
Replacing the interaction term with the mean field version (2.3), and
using the formalism developed in the introduction, we obtain the retarded
Green’s function
GMFd,σ (ω) =
1
ω − ǫd,σ + i∆ − U〈nd,−σ〉 . (2.4)
We can use the Friedel sum rule
〈nd,σ〉 =
∫ ∞
∞
ρd,σ(ω)f(ω)dw where ρd,σ(ω) = − 1
π
Im(GMFd,σ (ω)) (2.5)
and ρd,σ(ω) is the spectral density of the d-site electrons and f(ω) is the
fermi distribution function. This in turn produces a self-consistent method
for determining 〈nd,σ〉, specifically at zero temperature and with particle-
hole symmetry:
〈nd,σ〉 = 1
2
− 1
π
tan−1
(
ǫd,σ + U〈nd,−σ〉
∆
)
. (2.6)
Using the magnetization, m = (〈nd,↑〉 − 〈nd,↓〉)/2, and the particle-hole
symmetry condition, (〈nd,↑〉+ 〈nd,↓〉)/2 = 1, this can be put in the form
m =
1
π
tan−1
(
Um
∆
)
. (2.7)
This yields a self-consistent method for determining the mean field.
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Figure 2.1: The two graphs above show solutions to the transendental equation
(2.7) by plotting m against (1/π) tan−1(Um/∆) at h = 0. When U/π∆ > 1, as in
graph B, we see three solutions. The solution m = 0 is unstable and the other two
solutions represent broken symmetry states predicted by MFT.
2.1.2 The Breakdown of Mean Field Theory
Mean field theory, when applied to the Anderson model, can be shown to
break down for strongly correlated parameters (U > π∆). This can be seen
by looking at the solutions to equation (2.7). As illustrated in figure 2.1,
stable solutions develop at m 6= 0. This suggests a broken symmetry ground
state, which would show itself physically as behaviour similar to a completely
isolated magnetic atom. However we know that a magnetic impurity results
in a ‘Curie-Weiss’ susceptibility
χ =
C
T + θ
(2.8)
with a finite magnetic susceptibility at T = 0 and no phase transition as the
temperature is increased/decreased. Therefore, mean field theory alone can
not be used to fully understand an Anderson model with strong correlations.
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2.1.3 Mean Field Theory with External Magnetic Fields
A way to resolve the problems of mean field theory is to introduce an external
magnetic field. The Hamiltonian for the Anderson model then becomes
H =
∑
k,σ
ǫkc
†
k,σck,σ +
∑
k,σ
(
V c†k,σdσ + V
∗d†σck,σ
)
+
∑
σ
ǫdd
†
σdσ −
∑
σ
σhd†σdσ + Ud
†
↑d↑d
†
↓d↓
(2.9)
as discussed in the background chapter (section 1.4). This external field
will naturally induce a broken symmetry, making mean field theory viable.
Furthermore, if the external field is large enough, one would expect that
low energy fluctuations would be suppressed and the approximation used in
equation (2.3) would be more appropriate. The Green’s function becomes
GMFd,σ (ω, h) =
1
ω − ǫd + σh+ i∆− U〈nd,−σ〉 . (2.10)
with a self-consistency condition, derived in the same way as equation (2.7),
giving
m(h) =
1
π
tan−1
(
h+ Um(h)
∆
)
. (2.11)
and a self-energy
Σσ(ω, h) = −σUm(h)− ǫd (2.12)
Using the equations above together with the definitions for the effective
parameters, we obtain them based on MFT calculations:
ǫ˜d,σ(h) = −σ(h+ Um)
z(h) = 1
∆˜(h) = ∆.
(2.13)
Finally, we can deduce an effective interaction U˜t(h) from the Ward identity
derived in appendix A and compare it to one derived from the NRG using
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effective parameters
χt(0, h) =
m(h)
h
MFT =⇒ U˜t(h) = −σǫdσ(h)− h
m(h)
= U NOTE: m(h) found using MFT
NRG =⇒ U˜t(h) = −σǫdσ(h)− h
m(h)
NOTE: m(h) found using NRG
(2.14)
More will be said about the transverse susceptibility, χt(0, h), and effective
interaction, U˜t(h), in later sections when we develop the formalism. For
now the important result is that mean field theory alone predicts a static
parameter, U˜t(h) = U . We can now plot the effective parameters predicted
by MFT as a function of magnetic field and compare them with results from
the NRG. As seen in figure (2.2), mean field results are in agreement with
NRG results for asymptotically large fields (h > 90Tk). This shows that we
can safely consider the low energy spin and charge fluctuations to be frozen
out. As the magnetic field is reduced, we find that the MFT results diverge
from the NRG as a consequence of a broken symmetry solution (ǫ˜d,σ(h)
remains finite whilst h → 0 meaning η˜(h) → ∞). However, we can now
build upon these results by expanding about the mean field solution in an
attempt to accurately describe the low energy dynamics. In turn, this will
extend the magnetic range over which accurate results can be obtained.
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Figure 2.2: A comparison of the renormalized parameters η˜d(h) = |ǫ˜dσ(h)|/h,
z(h) = ∆˜(h)/∆ and U˜t(h)/U , calculated using mean field theory and the NRG for
the Anderson model in the strong correlated regime. The bare parameters used are
π∆ = 0.1, U = 0.3 and ǫd = −U/2 = −0.15. They are plotted as a function of
ln(h/T ∗), where h is the magnetic field and T ∗ = Tk(h = 0) = 0.002.
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2.2 The Random Phase Approximation (RPA)
This section attempts to expand on the mean field results given in the pre-
vious section. The mean field solution is often described as a static one.
This is because the self-energy in the Greens function has no dependence
on frequency. As one can see from the definition of the effective parameters
(1.34) and (1.35), without dynamics within the self-energy there is no hope
of obtaining a correct result for the effective parameter z(h), and therefore
also ∆˜(h) and U˜(h). This is shown in the mean field results of figure 2.2. To
include a dynamic component to the self-energy we must expand about the
mean field and insert relevant fluctuations. This must also be done in a way
which is consistent with mean field theory, so as to preserve the results we
have already obtained at high magnetic fields. The questions that require
answering in this section are therefore:
• How do we include fluctuations in a way which is consistent with MFT?
• What are the important (low energy) fluctuations to include?
• Does inclusion of fluctuations improve on the MFT results for effective
parameters (particularly, does it extend the validity of results to lower
magnetic field values)?
2.2.1 Skeleton Diagrams
A formally exact expression can be written down for the full self-energy of
the Anderson model, Σσ(ω, h). This can be done using skeleton diagrams,
where the propagator lines correspond to fully dressed Greens functions
(meaning that they include the full self-energy as in equation (1.28)). The
full 4-vertex Γσ,−σ(ω1, ω2;ω3, ω4) is also used. The self-energy may now be
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Figure 2.3: Skeleton diagrams for the full self-energy, Σσ(ω) in terms of interacting
Green’s functions and the 4-vertex, Γσ,−σ(ω, ω
′, ω′′, ω′′′). The double lines represent
the fact that the Green’s functions contain the full self-energy.
expressed diagrammatically as in figure 2.3. At first it may seem strange to
write the self-energy in terms of an object that requires the full self-energy
and 4-vertex. However, this method of writing the self-energy opens the pos-
sibility for a self-consistent calculation. In other words we can approximate
the self-energy and 4-vertex and then iteratively re-calculate them, hoping
to eventually end on a fixed point where the self-energy is unchanged by
any more iterations. This yields a new method of calculating MFT which
implicitly indicates how one can proceed in order to include frequency de-
pendence in the self-energy.
If we look at the self-energy in figure 2.3, we can at first make a crude
approximation by neglecting all the diagrams that arise from the second
diagram. This in turn approximates the self-energy to be frequency in-
dependent. However if we now calculate the self-energy self consistently
using only the remaining (skeleton tadpole) diagram we generate the self-
consistent equation:
ΣMFσ (h) = U
∫
− 1
π
im(GMF−σ (ω, h))f(ω)dω = U
∫
ρMF−σ (ω, h)f(ω)dω (2.15)
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where f(ω) is the fermi function and the Green’s function, GMFσ (ω, h), itself
contains the self-energy ΣMFσ (ω, h). Assuming particle-hole symmetry where
ǫd,σ = −U/2 and ǫd,σ + ΣMFσ (h) = −(ǫd,−σ + ΣMF−σ (h)), and at temperature
T = 0, we obtain
ΣMFσ (h) =
U
2
− U
π
tan−1
(
ǫd +Σ
MF
−σ (h) + σh
∆
)
. (2.16)
Making the connection that ΣMFσ (h) = U〈nd,−σ〉 we see that equation (2.16)
is identical to equation (2.11). This shows that any technique based on eval-
uation of the skeleton diagrams can include the mean field.
The next step is to include contributions to the self-energy from the sec-
ond diagram in figure 2.3. This will have the effect of introducing frequency
dependence. The full 4-vertex in this diagram is not known analytically.
We must therefore again take an approximation. In order to know which
approximation to take, we look at the longitudinal spin susceptibility at
h = 0
χl =
∂m
∂h
∣∣∣∣
h=0
. (2.17)
Calculating m using the MFT (see equation (2.11)) and differentiating with
respect to h gives
χl = ρ
MF(0, 0)
(
1 +
U
1− UρMF(0, 0)ρ
MF(0, 0)
)
. (2.18)
Using the mean field equations for the effective parameters (2.13) and com-
paring equation (2.18) to the Ward identity (B.15) we would recover the
exact form for the longitudinal spin susceptibility if
U˜ =
U
1− UρMF(0, 0) . (2.19)
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Figure 2.4: The RPA 4-vertex, expressed first in terms of a Bethe-Salpeter equa-
tion (top) and then up to third order in U (bottom).
This is the same result that we would get if we summed the random phase
approximation (RPA) 4-vertex:
ΓRPA↓↑ (0, 0, 0, 0 : 0) =
U
1− Uχ(0)(0, 0) χ
(0)(0, 0) = ρMF(0, 0). (2.20)
The point here is that the interaction obtained via equation (2.20) is the
interaction which is required to recover the Ward identity (2.18). This in-
dicates that, for consistency, it is the RPA 4-vertex that must be used in
conjunction with MFT. The ladder diagrams which contribute to the RPA
are given in figure 2.4.
Furthermore, we can write the transverse spin susceptibility in terms of
the full 4-vertex and dressed propagators. This is shown in figure 2.5. If
we use the RPA 4-vertex, with propagators which are mean field dressed, to
calculate the transverse susceptibility we obtain
χRPAt (ω, h) =
χ
(0)
t (ω, h)
1− Uχ(0)t (ω, h))
(2.21)
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Figure 2.5: The full transverse magnetic susceptibility is shown diagramatically
in the top equation. This can then be approximated by the RPA as is shown. This
gives an approximation to the susceptibility which can be obtained analytically.
where χ
(0)
t (ω, h) is shown in figure 2.5 and is given by the equation
χ
(0)
t (ω, h) = −
∫
dω′
2πi
GMFσ (ω + ω
′)GMF−σ (ω
′) (2.22)
which can be solved analytically. At ω = 0 this gives
χRPAt (0, h) =
m
h
. (2.23)
This shows that the RPA, in conjunction with MFT, gives an exact result
(A.1) derived in appendix A.
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Figure 2.6: After the RPA approximation to the 4-vertex has been made, the
self-energy can be shown to contain a spin flip mechanism as above. The double
lines in this diagram represent mean field dressed propagators. The diagrams of the
transverse susceptibility χRPAt (ω, h) act as a spin propagator. This diagram then
suppresses the broken symmetry of the mean field whilst simultaneously providing
a good approximation to low frequency dynamics in the Anderson model.
We have come far in answering the first question posed at the start
of the section. In order to satisfy exact results and Ward identities we
must use the RPA, in conjunction with MFT dressed Green’s functions, as
an approximation to the skeleton diagrams. Furthermore, if we write the
approximate self-energy with an RPA 4-vertex and mean field insertions,
we see that this corresponds to including a spin flip process. This is best
demonstrated diagrammatically as in figure 2.6. The wavy line represents a
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Figure 2.7: The static spin and charge susceptibility, χs(0, h) and χc(0, h), cal-
culated using the NRG as a function of magnetic field, h, for an Anderson model
with bare parameters U = 0.3, π/∆ = 0.1, ǫd = −0.15. In the low field limit, the
spin susceptibility is enhanced by the interactions. In the high field limit, the spin
susceptibility is suppressed. The charge susceptibility remains negligible through
the whole range of magnetic fields.
collective spin excitation. Intuitively, this is encouraging as we are adding
to the mean field a term which allows for spin flipping. The collective
excitations introduced by the RPA should therefore combat the onset of a
mean field broken symmetry as h → 0 by facilitating spin flips. This is
precisely the type of fluctuation we wished to introduce and answers the
second question posed at the start.
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This section hopefully shows just how consistent the RPA 4-vertex is
when used in conjunction with MFT dressed propagators. That spin fluc-
tuations are the most important low energy excitations in impurity models,
and that the RPA is a good approximation to them, has been known and
used for some time [62, 63, 64]. In fact, it can be seen using equation (2.21),
where if we calculate χRPAt (ω, h) we see it develops a pole as h→ 0, ω → 0.
This suggests that the spin flip scattering processes contain strong low en-
ergy corrections to MFT. We can also use the NRG to compare charge and
spin fluctuations. It can be seen from figure 2.7 that the spin susceptibility
(and hence spin fluctuation) is amplified in the strongly correlated regime,
where as the charge susceptibility is suppressed. This is true for all regions
of magnetic field except for high fields, where the external field is so strong
that it suppresses all fluctuations, including spin.
2.2.2 Results
We must now answer the final question posed: Does this extended approach
(using the diagrams in figure 2.6) improve results for effective parameters?
We use as our formula for the self-energy
Σσ(ω, h) = Σ
MF
σ (ω, h)
+ U2
∫ ∫
GMFd,−σ(ω + ω
′, h)χRPAt (ω
′, h)
dω′
2πi
(2.24)
and again we use the equations (1.34) to find the effective parameters ǫ˜d(h)
and ∆˜(h). Note that we can now use the result χRPAt (0, h) = m/h from
(2.23) to find an effective interaction, U˜t(h), from ǫ˜d(h) and ∆˜(h). We can
then sum together the RPA 4-vertex (figure 2.4) to obtain the standard
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renormalized effective interaction
U˜(h) =
U˜t(h)
1− U˜t(h)χ(0)t (0, h)
. (2.25)
What this effective interaction (U˜t(h)) is, and why it is used will be eluci-
dated in the following sections when scaling equations are introduced and
effective parameters are used explicitly in calculations. For now we can un-
derstand it as a parameter which maintains the identity χt(0, h) = m/h
when effective parameters and RPA is used. It also provides a useful step-
ping stone to calculate U˜(h).
We now have a method of calculating the effective parameters at differ-
ent magnetic field values. Results for an Anderson model in the strongly
correlated regime are shown in figures 2.8. The qualitative behaviour of the
effective parameters around intermediate field values (1 < ln(h/Tk) < 4) is
much improved. The effective parameter ǫ˜d(h)/h predicted by MFT-RPA
now shows a clear maximum peak at ln(h/Tk) ≈ 2. This shows that the
spin fluctuations indeed suppress the build-up of a permanent magnetic mo-
ment on the d-site. Quantitatively, again there is improvement. Reasonably
accurate results can be found for magnetic fields as low as ln(h/Tk) ≈ 3.
This approach, although an improvement to MFT alone, still lacks the
ability to predict quantitatively the effective parameters at h < Tk. Mean
field theory is still required in order to find the self-energy insertions into the
dressed propagators. The RPA spin propagator (the transverse susceptibil-
ity) picks up a pole at ω = 0 when h→ 0, meaning there is zero energy cost
of a spin flip. Nonetheless this does not feed in to the mean field (which still
gives a broken symmetry ground state as h → 0). Therefore we must look
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Figure 2.8: A comparison of the renormalized parameters η˜d(h) = |ǫ˜dσ(h)|/h,
z(h) = ∆˜(h)/∆ and U˜t(h)/π∆, calculated using MFT/RPA and the NRG for the
Anderson model in the strong correlated regime. The bare parameters used are
π∆ = 0.1, U = 0.3 and ǫd = −U/2 = −0.15. They are plotted as a function of
ln(h/Tk), where h is the magnetic field and Tk(h = 0) = 0.002.
for a different technique that prevents the MFT broken symmetry solutions
and predicts a unique single ground state. This can be done if we begin
to use effective parameters, which will be a central component of the next
sections.
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2.3 The Scaling Equations
In this section we begin to work exclusively with effective parameters. These
were introduced in section 1.4 to re-order the self-energy so that its pertur-
bative expansion would yield the most important low energy contributions.
This is done by taking into account higher order diagrams within the ef-
fective parameters. The counterterms are used to ensure renormalization
conditions are met, which is simply book keeping and prevents overcounting
of diagrams.
When we renormalize, we choose an energy level about which to do so.
Stirctly speaking, renormalization need not be about the point ω = 0, which
corresponds to the fermi level. However ω = 0 is chosen because we are in-
terested in the low energy behaviour. Now we look at figure 2.9, which is a
comparison between the imaginary part of the self-energy predicted by NRG
and RPT up to second order in U˜ . This shows that, although the point about
which to renormalize was chosen as ω = 0, the second order RPT predicts
the behaviour of the self-energy accurately for a range of other frequencies.
In other words there is a neighbourhood around ω = 0 where RPT gives
excellent results.
This argument can be extended to magnetic fields. Although we might
renormalize at a specific magnetic field value, say hren, a good approxima-
tion to the self-energy it should be able to provide us with the behaviour
of the model for magnetic fields in the neighbourhood of hren. This in turn
suggests that, if we have the effective parameters at one specific magnetic
field value, hren, we should have enough information in order to calculate
68
2.3. THE SCALING EQUATIONS
-10 -7.5 -5 -2.5 0 2.5 5 7.5 10
ω/ΤΚ
-0.02
-0.015
-0.01
-0.005
0
0.005
Im
(Σ
(ω
,0
)
2nd Order RPT
NRG
Figure 2.9: Results for the imaginary part of the self-energy, Im(Σσ(ω, h = 0)),
predicted using NRG as well as from RPT. The effective parameters are provided
by the NRG from an Anderson model with bare parameters U = 0.3, π∆ = 0.1,
ǫd,σ = −U/2 = −0.15. The results show that for a range of frquencies, |ω| < Tk,
the RPT is in agreement with the NRG.
the effective parameters at hren + δh.
Therefore, in this section, we go about finding equations that relate ef-
fective parameters given at two different magnetic field values. This will
lead to scaling equations, which can be used to deduce the flow of effective
parameters in terms of magnetic field.
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2.3.1 Derivation of the Scaling Equations
We begin by writing out the Lagrangian for the Anderson model with an
external magnetic field, h1 + h2
L =
∑
σ
d+σ (τ)
(
∂
∂τ
+ ǫd,σ − σ(h1 + h2)− i∆σ
)
dσ(τ) + Un↑(τ)n↓(τ)
(2.26)
This results in a retarded Green’s function
GRσ (ω, h1 + h2) =
1
ω − ǫd,σ + σ(h1 + h2) + i∆− Σσ(ω, h1 + h2)
. (2.27)
We choose to renormalize the model at ω = 0 by expanding the self-energy
about that point
Σσ(ω, h1+h2) = Σσ(0, h1+h2)+ω
∂Σσ(ω, h1 + h2)
∂w
∣∣∣∣
w=0
+Σremσ (ω, h1+h2).
(2.28)
We now define the renormalized self-energy as
Σ˜σ(ω, h1 + h2, 0) = z(h1 + h2)Σ
rem
σ (ω, h1 + h2) (2.29)
together with the effective parameters
z(h1 + h2) =
1
1− Σ′σ(0, h1 + h2)
ǫ˜d,σ(h1 + h2) = z(h+ h2)(ǫd,σ − σ(h1 + h2) + Σσ(0, h1 + h2))
∆˜(h1 + h2) = z(h1 + h2)∆
(2.30)
which enables us to rewrite the Green’s function in terms of the effective
parameters
GRσ (ω, h1 + h2) =
z(h1 + h2)
ω − ǫ˜d,σ(h1 + h2) + i∆˜ − Σ˜σ(ω, h1 + h2, 0)
. (2.31)
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The renormalization conditions are
Σ˜σ(0, h1 + h2, 0) = 0
Σ˜
′
σ(0, h1 + h2, 0) = 0
U˜(h1 + h2) = Γ˜↑↓(0, 0; 0, 0 : h1 + h2)
(2.32)
So far, this is the same as in section 1.4 albeit with a magnetic field h1+h2
and a change in notation for the self-energy. This change in notation be-
comes useful when we consider the next step.
Going back to the Lagrangian (2.26) and resulting Green’s function
(2.27) at the start, we can choose a different point about which to renor-
malize. First, we can view h1 and h2 as two entirely separate variables. We
keep h1 fixed and expand the self-energy in powers of both ω and h2,
Σσ(ω, h1 + h2) = Σσ(ω, h1, h2)
= Σσ(0, h1, 0)
+ ω
∂Σσ(ω, h1, 0)
∂ω
∣∣∣∣
ω=0
+ h2
∂Σσ(0, h1, h2)
∂h2
∣∣∣∣
h2=0
+Σremσ (w, h1, h2).
(2.33)
We insert 0 = σh2
∂Σσ(ω,h1,0)
∂ω
∣∣∣
ω=0
− σh2 ∂Σσ(ω,h1,0)∂ω
∣∣∣
ω=0
to obtain
Σσ(ω, h1 + h2) = Σσ(0, h1, 0) + (ω + σh2)
∂Σσ(ω, h1, 0)
∂ω
∣∣∣∣
ω=0
+ h2
∂Σσ(0, h1, h2)
∂h2
∣∣∣∣
h2=0
− σh2 ∂Σσ(ω, h1, 0)
∂ω
∣∣∣∣
ω=0
+Σremσ (ω, h1, h2).
(2.34)
This subtraction method is used to keep h2 separate from any rescaling
within the final Green’s function. This in turn simplifies certain identities
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later on. We group the last three terms together and define
Σ¯remσ (ω, h1, h2) = +h2
∂Σσ(0, h1, h2)
∂h2
∣∣∣∣
h2=0
− σh2 ∂Σσ(ω, h1, 0)
∂ω
∣∣∣∣
ω=0
+Σremσ (ω, h1, h2).
(2.35)
Note that this remainder self-energy has, by construction, no first order fre-
quency dependence. This will be used for the renormalization conditions.
Now we can use the effective parameters together with the definition of
the renormalized self-energy
Σ˜σ(ω, h1, h2) = z(h1)Σ¯
rem
σ (w, h1, h2),
z(h1) =
1
1− Σ′σ(0, h1, 0)
,
ǫ˜d,σ(h1) = z(h1)(ǫd,σ − σh1 +Σσ(0, h1, 0)),
∆˜(h1) = z(h1)∆,
(2.36)
to write the Green’s function in terms of effective parameters at h1:
Gσ(ω, h1 + h2) =
z(h1)
ω − ǫ˜d,σ(h1) + σh2 + i∆˜(h1)− Σ˜σ(ω, h1, h2)
. (2.37)
The renormalized Green’s function, G˜σ(ω, h1, h2) = Gσ(ω, h1 + h2)/z(h1),
is then
G˜σ(ω, h1, h2) =
1
ω − ǫ˜d,σ(h1) + σh2 + i∆˜(h1)− Σ˜σ(ω, h1, h2)
. (2.38)
We note the renormalization conditions for Σ˜σ(ω, h1, h2) are
Σ˜σ(0, h1, 0) = 0
Σ˜
′
σ(0, h1, 0) = 0
(2.39)
This is where we first see the importance of the new three parameter self-
energy notation. The second parameter, h1, is the magnetic field point about
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which we renormalize. The third parameter, h2, is the magnetic field shift
away from this point of renormalization. This will allow us to easily keep
track on the precise renormalization conditions of any self-energy we write
down.
It must be noted that what has been done so far in this subsection is
purely analytic. No approximations have been made. Therefore the two
Green’s functions (2.31) and (2.37) must be identical. In turn we can invert
and then equate them, giving
ω − ǫ˜d,σ(h1 + h2) + i∆˜(h1 + h2)− Σ˜σ(ω, h1 + h2, 0)
z(h1 + h2)
=
ω + σh2 − ǫ˜d,σ(h1) + i∆˜(h1)− Σ˜σ(ω, h1, h2)
z(h1)
.
(2.40)
By differentiating both sides of equation (2.40) with respect to ω and setting
ω = 0 we obtain
z(h1 + h2)
z(h1)
=
1
1− Σ˜′σ(0, h1, h2)
:= z¯(h1, h2) (2.41)
=⇒ ∆˜(h1 + h2) = z¯(h1, h2)∆˜(h1). (2.42)
This gives the first equation which relates effective parameters at two dif-
ferent magnetic field strengths. Similarly, setting ω = 0 in equation (2.40)
we obtain
ǫ˜d,σ(h1 + h2) = z¯(h1, h2)(ǫ˜d,σ(h1)− σh2 + Σ˜σ(0, h1, h2)). (2.43)
We can then use the definition of the static spin susceptibility
χl(0, h) =
∂m
∂h
(2.44)
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together with the Ward identity
χl(0, h) = ρ˜(0, h)(1 + U˜(h)ρ˜(0, h)) (2.45)
to obtain a PDE which relates the parameter U˜(h1 + h2) to the parameters
ǫ˜d,σ(h1 + h2) and ∆˜(h1 + h2). The equation is
1 + ρ˜(h1 + h2)U˜(h1 + h2) =
|ǫ˜d,σ(h1 + h2)|
∆˜(h1 + h2)
∂∆˜(h)
∂h
∣∣∣∣∣
h1+h2
− ∂|ǫ˜d,σ(h)|
∂h
∣∣∣∣
h1+h2
(2.46)
and was previously derived by Hewson et al. [57]. This allows us to calculate
U˜(h1 + h2) from the other effective parameters.
In summary, we now have three equations which enable a calculation of
effective parameters at one field value (h1+h2) from the effective parameters
at a different field value (h1). There is only one hurdle left to overcome; the
calculation of the self-energy Σ˜σ(ω, h1, h2). If we are to stay within the con-
fines of RPT, so that this approach can be used without the aid of the Bethe
Anzatz or NRG, then only an approximation to this self-energy is possible.
However, information from Σ˜σ(ω, h1, h2) is only needed around ω = 0 in
order to calculate new parameters (specifically we only require Σ˜σ(0, h1, h2)
and Σ˜
′
σ(0, h1, h2)). We can also limit ourselves to situations where h2 is
small, i.e. h2 → δh. This means that, as long as the approximation to
Σ˜σ(ω, h1, h2) is accurate to low order in an expansion of h2, we can use the
approximation reliably when h2 → δh. In the next section we explore an
approximation using renormalized perturbation theory, expanded strictly to
third order in the interaction, U˜ .
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2.4 Renormalized Perturbation Theory (RPT) to
Third Order
As a first approach to calculating the renormalized self-energy Σ˜σ(ω, h1, h2)
we use renormalized perturbation theory strictly to third order. At zero
magnetic field, this approach has been shown to give exact results for; the
d-site occupation number, where at zeroth order the RPT gives the Friedel
sum rule [48, 49, 50]; the static charge and spin suscptibility, where at first
order the RPT gives exact Ward identities derived by Yosida and Yamada
[36, 37, 38, 39]; and the T 2 coefficient for the impurity conductivity, when
compared to the result given by Nozieres [18]. At third order it has also been
shown to give good agreement with the Bethe ansatz results when compar-
ing magnetisation to third order in magnetic field [54]. Given these results,
it appears to be a good place to start when calculating the renormalized
self-energy and its magnetic field dependence.
The diagrams used for calculating the renormalized self-energy and 4-
vertex are contained in Appendix C. As we are changing the magnetic field,
it is essential that we keep the counterterm diagrams explicit. This is be-
cause these counterterm diagrams have, in general, a different dependence
on the magnetic field h2 than the diagrams they would normally just cancel
with. This dramatically increases the number of diagrams which have to be
calculated explicitly at third order. However, there is nothing in principle
which prevents these diagrams from being determined numerically.
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2.4.1 Calculating the Flow of Effective Parameters
We now give the steps taken in order to calculate the effective parameters for
the Anderson model with external magnetic field h1 + h2 from the effective
parameters given for a magnetic field h1.
1. Calculate the self-energy Σ˜σ(ω, h1, 0). This is done using third order
RPT, the effective parameters ǫ˜d(h1), ∆˜(h1) and U˜(h1) (assumed to
be given) and the non-interacting causal Green’s function:
G˜0σ(ω, h1, 0) =
1
ω − ǫ˜d,σ(h1) + isgn(ω)∆˜(h1)
. (2.47)
This in turn provides the counterterms λ1(h1), λ2(h1) and λ3(h1) up
to third order in U˜(h1).
2. Use the effective parameters with the counterterms at h1 to find the
self-energy, Σ˜σ(ω, h1, h2), by using the diagrams given in appendix C
and causal Green’s functions
G˜0σ(w, h1, h2) =
1
ω − ǫ˜d,σ(h1) + σh2 + isgn(w)∆˜(h1)
. (2.48)
3. Insert the retarded self-energy into the flow equations (2.42) and (2.43).
This provides the effective parameters ǫ˜d(h1+h2) and ∆˜(h1+h2). Use
these parameters together with equation (2.46) to obtain U˜(h1 + h2).
As previously stated, because we are working with an approximation to the
self-energy, we can only expect good results when the shift in magnetic field
is small (ie. when h2 → 0). This does not limit us greatly when we realise
that the above steps can be applied recursively. In other words, we can
find the effective parameters ǫ˜d(h1 + dh), ∆˜(h1 + dh) and U˜(h1 + dh) (by
setting h2 = dh→ 0) and then repeat the above steps to find ǫ˜d(h1 + 2dh),
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∆˜(h1 + 2dh) and U˜(h1 + 2dh). This gives a method whereby we can start
with effective parameters given at any field strength and calculate/plot the
flow of the effective parameters to any other magnetic field value in small
steps of dh.
To test the viability of this approach, we begin with effective parameters
given from the NRG at h = 0. Although this might seem strange, as we
are working to try to avoid using the NRG, the reasoning is that we know
that RPT at third order gives good results for magnetic behaviour around
h = 0 [54]. We also know that if the RPT works in finding the effective
parameters starting from h = 0 up to h → ∞ then we can simply reverse
the calculation. We can work backwards, starting from the bare parameters
at very large values of h, and find the effective parameters at h = 0.
2.4.2 Results
The results presented in this section are found by starting with the effec-
tive parameters at h = 0 (given from the NRG) and calculating them to-
wards higher field values using RPT to third order and the scaling equations.
A comparison of the NRG and third order renormalized perturbation the-
ory results for effective parameters is given in figure 2.10. The results are
for a strongly correlated model with bare parameters U = 0.3, π∆ = 0.1,
ǫd = −U/2 = −0.15. At low fields the RPT and NRG give a consistent ac-
count of the effective parameters. RPT also predicts the increase in effective
parameters on the approach towards medium fields. However, RPT at third
order does not give account of the effective parameters in the medium field
strength regime, where h ≈ π∆˜(0).
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Figure 2.10: Results for the calculation of effective parameters given bare parame-
ters U = 0.3, π∆ = 0.1, ǫd = −0.15 = −U/2. The grey lines in the background are
results obtained from the NRG. The dashed black lines are results obtained from
RPT at third order and the scaling equations. T* is the Kondo temperature for
this model at h = 0, it has the numerical value 0.002
In order to test the method used to numerically determine the effective
parameters, bare parameters where the interaction is weak (U < π∆) are
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used. With these parameters in the model, perturbation theory alone is
applicable at all magnetic field strengths. Therefore renormalized pertur-
bation theory should also hold. Renormalized parameters from both RPT
and NRG are given for U = 0.05, π∆ = 0.1, ǫd = −U/2 = −0.025 in figure
(2.11). As can be seen, RPT to third order gives agreement with the NRG
at all field strengths.
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Figure 2.11: Results for the calculation of effective parameters given bare pa-
rameters U = 0.05, π∆ = 0.1, ǫd = −0.025 = −U/2. The Wilson ratio,
R(h) = 1+ ρ˜(h)U˜(h), is plotted alongside −σǫ˜d,σ(h)/h and z(h). The grey lines in
the background are results obtained from the NRG. The dashed black lines are re-
sults obtained from RPT at third order and the scaling equations. T ∗ has been kept
at the value 0.002 for quick comparison with results in figure 2.10. The method
using RPT clearly follows the flow of parameters from the weak field (h << U)
regime through to high field (h > U) values in agreement with the NRG.
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These results show that, for weak interactions (U < π∆), higher or-
der diagrams are suppressed and RPT together with the scaling equations
follows the flow of effective parameters through all field strengths. The scal-
ing equations appear to be working although the self-energy approximation
must be missing important higher order effects. These must significantly
alter the magnetic field dependence of the self-energy. As a result, RPT to
a specific order in interaction strength does not appear to be viable except
for weakly interacting systems.
Although the calculations using RPT to third order are not successful
in the strongly correlated regime, they do provide the correct magnetic field
dependence of the effective parameters when h << Tk. This was not pre-
viously obtained using the RPA or MFT on their own. We now have good
qualitative results for the high field regime (MFT), the intermediate field
regime (RPA) and the low field regime (third order RPT). This in turn sug-
gests how we should proceed. If we can find a process which combines the
three approaches in a consistent manner, and utilises the scaling equations,
it should be possible to find a method where the behaviour of the effective
parameters is given over any and all magnetic field strengths. This is the
objective of the next section.
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2.5 The RPT-RPA Approach
In this section we attempt to combine the ideas of the MFT, RPA, renor-
malized parameters and scaling equations into one consistent method for
determining effective parameters. This is not as straight forward as just
using effective parameters within the MFT-RPA self-energy (2.24), because
alongside using effective parameters we must also include counterterms. In
RPT to a specific order in U˜ , these counterterms can be calculated and set
so that the renormalization conditions are obeyed at each order in U˜ . In
a self-consistent approximation to the self energy such as MFT, we do not
expand to any specific order in U˜ . In fact, the diagrams from MFT are
up to infinite order in U˜ . Therefore any counterterms must also be to this
order in U˜ . This means we must take a different approach to calculating
the counterterms, which must still be present and must still make sure the
self energy obeys the renormalization conditions. We start by examining the
renormalization of mean field theory alone, and then extend it to include
the RPA.
2.5.1 The Renormalized MFT
We now develop the technique of renormalization for mean field theory using
effective parameters and counterterms. In section 2.2 we saw that mean field
theory was equivalent to calculating the tadpole diagrams in figure 2.3. We
start with the renormalized Green’s function (2.38). This can be used within
these mean field tadpole diagrams to self-consistently calculate a renormal-
ized self-energy. Alongside these tadpole diagrams must be a counterterm,
λMF1 (h1), which will ensure that the renormalization conditions (2.39) are
met. This gives an equation for the renormalized mean field self-energy,
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which we call Σ˜MFσ (ω, h1, h2).
Σ˜MFσ (ω, h1, h2) =U˜(h1)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(h1) + σh2 + Σ˜
MF
−σ (0, h1, h2)
∆˜(h1)
))
− λMF1 (h1).
(2.49)
This is then the renormalized equivalent of equation (2.16). The total ex-
ternal magnetic field is h = h1 + h2. We have renormalized about the point
ω = 0, h2 = 0, h = h1. This is evident from the fact that the effective pa-
rameters and counterterm λMF1 are purely a function of h1, which acts as
the magnetic field renormalization point. The magnetic field h2 is included
separately and explicitly within the calculation as explained in section 2.3.
There is no λ2 counterterm as the mean field self energy is independent of ω.
We can start by analysing this at the field point h = h1 = h2 = 0. At
this point we obtain the equation
Σ˜MFσ (ω, 0, 0) =U˜(0)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(0) + Σ˜
MF
−σ (0, 0, 0)
∆˜(0)
))
− λMF1 (0).
(2.50)
With knowledge that the renormalization conditions require Σ˜MFσ (0, 0, 0) =
0, we see that this equation gives us the counterterm λMF1 (0), specifically
λMF1 (0) =U˜(0)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(0)
∆˜(0)
))
(2.51)
and this is true however many times we iterate the self-consistent equation
(2.50). The renormalization condition means that the renormalized mean
field self-energy has only one solution, Σ˜MFσ (ω, 0, 0) = 0. The broken sym-
metry predicted by standard mean field theory at h = 0 has been removed.
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This results in a renormalized, retarded, mean field Green’s function
G˜MFσ (ω, 0, 0) =
1
ω − ǫ˜d,σ(0) + i∆˜(0)
, (2.52)
as the counterterm λMF1 (0) perfectly cancels with the mean field self-energy.
There are now two questions we could ask:
• What does this tell us about the mean field diagrams and the effective
parameters?
• What was the point of performing the above calculation, as the mean
field Green’s function turns out to be identical to the zeroth order
renormalized Green’s function?
To answer the first question, recall that in section 1.4 the counterterms were
required because they prevented overcounting of diagrams already included
ab initio in the effective parameters. In equation (2.50), they are cancelling
out all mean field diagrams. This implies that the mean field self-energy
contributions are already contained within the effective parameters. What
we have seen above is an explicit example of the counterterms preventing
overcounting. To answer the second question, it is best to do another explicit
calculation. This time we keep the renormalization point at ω = h1 = 0
however, we put on a small magnetic field shift away from this point by
setting h2 = dh→ 0. This results in an equation for the self-energy:
Σ˜MFσ (ω, 0, dh) =U˜(0)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(0) + σdh+ Σ˜
MF
−σ (0, 0, dh)
∆˜(0)
))
− λMF1 (0).
(2.53)
From the first calculation we know the value of λMF1 (0) (specifically in equa-
tion (2.50)). Using this, and the effective parameters U˜(0), ǫ˜dσ(0) and ∆˜(0),
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we can calculate Σ˜MFσ (ω, 0, dh) self-consistently. We note that this time the
counterterm does not cancel with the first line of equation (2.53). Instead,
we get a finite result for Σ˜MFσ (ω, 0, dh). This can then be used within the
scaling equations (2.43) and (2.42) to get a result for the effective parame-
ters ∆˜(dh) and ǫ˜dσ(dh). Because mean field theory is a static one, the first
scaling equation (2.42) predicts
z¯(0, dh) = 1,
∆˜(dh) = z¯(0, dh)∆˜(0) = ∆˜(0).
(2.54)
The scaling equation for ǫ˜d,σ(dh) is then
ǫ˜d,σ(dh) = ǫ˜d,σ(0)− σdh+ Σ˜MFσ (0, 0, dh). (2.55)
So the calculation has shown that a shift in magnetic field dh, results in
a contribution to the self-energy Σ˜MFσ (ω, 0, dh). The scaling equations then
show that this contribution is moved over and incorporated into the effective
parameter ǫ˜d,σ(dh). This means that if we renormalize the theory at dh by
setting h1 = dh then again there should be no contribution from the mean
field self-energy as it is contained within ǫ˜dσ(dh), which is indeed the case.
In general we can write
Σ˜MFσ (ω, h1, 0) =U˜(h1)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(h1) + Σ˜
MF
−σ (0, h1, 0)
∆˜(h1)
))
− λMF1 (h1)
Σ˜MFσ (ω, h1, 0) =0 (ren. condition)
=⇒ λMF1 (h1) =U˜(h1)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(h1)
∆˜(h1)
))
,
(2.56)
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and we obtain the Green’s function
G˜MFσ (ω, h1, 0) =
1
ω − ǫ˜d,σ(h1) + i∆˜(h1)
. (2.57)
Upon a shift of magnetic field h2 we can then obtain the self-energy
Σ˜MFσ (ω, h1, h2) =U˜(h1)
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(h1) + σh2 + Σ˜
MF
−σ (0, h1, h2)
∆˜(h1)
))
− λMF1 (h1)
(2.58)
which goes into the renormalized Green’s function
G˜MFσ (ω, h1, h2) =
1
ω − ǫ˜d,σ(h1) + σh2 + i∆˜(h1)− Σ˜MFσ (ω, h1, h2)
. (2.59)
An alternative method to the above formulation would be to start with
the knowledge that Σ˜MFσ (0, h1, 0) = 0, due to the renormalization condition
(2.39). This gives a renormalized mean field Green’s function
G˜MFσ (ω, h1, 0) =
1
ω − ǫ˜d,σ(h1) + i∆˜(h1)
. (2.60)
Upon a shift in magnetic field, G˜MFσ (ω, h1, 0) → G˜MFσ (ω, h1, h2), mean field
theory will give a shift in the self-energy arising from the change in occupa-
tion number, i.e.
Σ˜MFσ (0, h1, h2) = U˜δnd,−σ, (2.61)
where
δnd,−σ = 〈nd,−σ〉(h1 + h2)− 〈nd,−σ〉(h1). (2.62)
Using the Friedel sum rule (1.29) we obtain
Σ˜MFσ (0, h1, h2) = U˜
(
1
2
− 1
π
tan−1
(
ǫd + σh1 + σh2 +Σ−σ(0, h1 + h2)
∆
))
− U˜
(
1
2
− 1
π
tan−1
(
ǫd + σh1 +Σ−σ(0, h1)
∆
))
.
(2.63)
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Now using the definition of the effective parameters (2.38) in the right hand
side, one can put this in terms of the effective parameters at h1. The result
is
Σ˜MFσ (0, h1, h2) = U˜
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(h1) + σh2 + Σ˜−σ(0, h1, h2)
∆˜(h1)
))
− U˜
(
1
2
− 1
π
tan−1
(
ǫ˜d,−σ(h1)
∆˜(h1)
))
.
(2.64)
If we self consistently evaluate this expression (i.e. in the right hand side
Σ˜−σ(0, h1, h2)→ Σ˜MF−σ (0, h1, h2)), we see that this is exactly the same equa-
tion as (2.58).
The self-energy Σ˜MFσ (ω, h1, h2) can also be used in the scaling equations
to give effective parameters at h1+h2. However, as shown in the example of
this section, the renormalized mean field has no frequency dependence and
cannot properly account for the changes in scaling as the magnetic field is
shifted. For this we require the fluctuations brought in by considering the
RPA. However, as we will see, the Green’s function (2.59) will be important
in the next section.
2.5.2 The Renormalized RPA
In the previous section we dealt with renormalization conditions within mean
field theory. With the introduction of the random phase approximation we
must now understand how to deal with interactions, their renormalization
and the counterterms they produce (specifically λ3). Again, this can not be
carried out order by order in U˜ . Instead, we introduce a new effective inter-
action, U˜ eff. This effective interaction will deal with the effective parameter
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U˜ and the 4-vertex counterterms λ3 together. Specifically we set
U˜ eff(h) = U˜(h) + λ3(h). (2.65)
Now we come back to the renormalization condition imposed on the full
4-vertex, Γ˜. Note that the counterterm (λ3) vertices are contained within Γ˜
and are set to ensure the renormalization condition U˜ = Γ˜ is met, as can be
seen in the diagrams of appendix C. In other words Γ˜ is a function of U˜ and
λ3, and the renormalization condition sets the coefficients of λ3 such that
U˜ = Γ˜(U˜ , λ3). (2.66)
However, when working with U˜ eff(h) = U˜(h) + λ3(h) the counterterms are
already contained in the interaction U˜ eff(h) and do not appear explicitly in
Γ˜. The renormalization conditions must still be met, so this time we adjust
U˜ eff so that we have
U˜ = Γ˜(U˜ eff). (2.67)
Using the random phase approximation to the 4-vertex, we obtain the dia-
grams given in figure 2.4. Summing all the RPA diagrams and using (2.67),
with Γ˜ = Γ˜RPA, gives the relation between U˜ eff and U˜ for the RPA:
U˜(h) =
U˜ eff(h)
1− U˜ eff(h)χ(0)t (0, h)
=⇒ U˜ eff(h) = U˜(h)
1 + U˜(h)χ
(0)
t (0, h)
.
(2.68)
The term χ
(0)
t (ω, h) is the pair propagator, which we have met before, and
is given by the equation
χ
(0)
t (ω, h) = −
∫
dω1
2πi
G˜MFσ (ω + ω1, h, 0)G˜
MF
−σ (ω1, h, 0) (2.69)
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and can be found analytically in terms of ω and the effective parameters
ǫ˜d(h) and ∆˜(h). For a zero temperature particle-hole symmetric model at
ω = 0, the result is
χ
(0)
t (0, h) =
−1
πǫ˜d,σ(h)
tan−1
(
ǫ˜d,σ(h)
∆˜(h)
)
=
−σm(h)
ǫ˜d,σ(h)
, (2.70)
where m(h) is the magnetisation and is given exactly using effective param-
eters and the formula
m(h) =
nd,↑ − nd,↓
2
=
−1
2π
(
tan−1
(
ǫ˜d,↑(h)
∆˜(h)
)
− tan−1
(
ǫ˜d,↓(h)
∆˜(h)
))
. (2.71)
We have therefore shown that, within the RPA, U˜ eff(h) can be obtained
using the effective parameters ǫ˜d(h), ∆˜(h) and U˜(h). Furthermore, if we
work with U˜ eff(h), we need not worry about any 4-vertex counterterms
as they are contained implicitly. Also, due to the method used to obtain
U˜ eff(h), we know that the renormalization condition (1.43) is being obeyed.
There is another way of obtaining an effective interaction for this scheme.
We can use the identity provided in appendix A which has previously been
used in sections 2.1 and 2.2:
χt(0, h) =
m
h
(2.72)
As this is an identity and must hold, any good approximation must maintain
it. Therefore we use the RPA (with effective parameters) to approximate
χt(0, h) as in figure 2.5, and MFT (with effective parameters) to calculate
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m
h . This yields:
χRPAt (0, h) =
χ
(0)
t (0, h)
1− U˜t(h)χ(0)t (0, h)
=
1
−σǫ˜d,σ(h)
m(h) − U˜t(h)
=
m(h)
h
=⇒ U˜t(h) = −σǫ˜d,σ(h) − h
m(h)
.
(2.73)
In his thesis [65] Bauer calculated both U˜t(h) and U˜
eff(h) noting that nu-
merically they are both very close in value. In fact, if we are to use an
effective interaction, it must be one that satisfies both the renormalization
condition (1.43) and the identity (2.72). Therefore we conjecture that
U˜t(h) = U˜
eff(h). (2.74)
If this assertion is valid, then it must hold that
U˜(h) =
U˜t(h)
1− U˜t(h)χ(0)t (0, h)
= U˜t(h)
(−σǫ˜d,σ(h)
h
) (2.75)
which gives us a formula for calculating U˜(h) from the effective parame-
ters ǫ˜d(h) and ∆˜(h). Using data from the NRG for the effective parameters
ǫ˜d(h) and ∆˜(h) we can therefore calculate U˜(h) using the RPA method
above. This can then be compared to a direct calculation of U˜(h) from the
NRG. This will then act as a first measure of viability for the RPT-RPA
scheme as a whole. Results of the comparison between U˜(h) calculated using
the renormalized RPA and NRG are given in figure 2.12. The renormalized
RPA gives numerical agreement within 5% of the NRG through the entire
range of magnetic field, h.
We can also check the dynamic transverse susceptibility when using the
renormalized RPA. Replacing bare parameters with the effective parame-
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Figure 2.12: The effective parameter U˜(h)/U . The solid line has been calculated
using the renormalized RPA (equation 2.75) with the effective parameters ǫ˜d,σ(h)
and ∆˜(h) from the NRG. The dashed line is calculated directly form the NRG. The
bare parameters used for this calculation are U = 0.3, π/∆ = 0.1, ǫd = −0.15.
ters from the NRG at a given magnetic field strength, we can use equation
(2.21) to plot χRPAt (ω, h) as a function of frequency. In figure 2.13 we com-
pare results for the imaginary part of the dynamic susceptibility calculated
from the renormalized RPA and NRG for the case U/π∆ = 0.3, π∆ = 0.1,
ǫd,σ = −U/2, h=0. What we see is good agreement not only at low frequen-
cies, |ω| < Tk, but over the entire range. In figure 2.14 we show the same
comparison but at a magnetic field h = Tk. Again there is close agreement
at low frequencies, showing that the renormalized RPA gives an excellent
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Figure 2.13: A plot of Im(χt(ω, 0)) ver-
sus ω/Tk for U/π∆ = 0.3, π∆ = 0.1,
ǫd,σ = −U/2 at h = 0, calculated di-
rectly from the NRG (dashed curve) and
from the renormalized RPA.
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Figure 2.14: A plot of Im(χt(ω, h)) ver-
sus ω/Tk for U/π∆ = 0.3, π∆ = 0.1,
ǫd,σ = −U/2 at h = Tk, calculated di-
rectly from the NRG (dashed curve) and
from the renormalized RPA.
approximation to the dynamics of the spin susceptibility and hence the spin
propagator. The only discrepancy is in the peak height of figure 2.14, which
is probably due to the broadening used in NRG calculations. The renor-
malized RPA is then clearly an excellent approximation for the actual spin
fluctuations of the Anderson model. A more extensive study of the spin (and
charge) dynamics for the Anderson model has been carried out by Hewson
[64]. In his paper, similar results for the dynamics, using renormalized RPA,
are given. It is also shown that the RPA with renormalized parameters gives
a susceptibility which is asymptotically exact in the low frequency limit and
also satisfies the exact Korringa-Shiba relation [66].
Now that we have understood how to deal with interactions within the
renormalized RPA framework, we move on to calculating the self-energy.
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2.5.3 The RPT-RPA Self-Energy
In section 2.3, we previously determined a set of equations to find the effec-
tive parameters at a magnetic field h+dh from the effective parameters at h.
These were called flow equations as they provide a method for extrapolating
between effective parameters at two different magnetic fields via small steps
of dh. To recap, the equations are:
z(h1 + h2)
z(h1)
=
1
1− Σ˜′σ(0, h1, h2)
:= z¯(h1, h2)
∆˜(h1 + h2) = z¯(h1, h2)∆˜(h1)
ǫ˜d,σ(h1 + h2) = z¯(h1, h2)(ǫ˜d,σ(h1)− σh2 + Σ˜σ(0, h1, h2))
(2.76)
In section 2.4 we saw that using RPT strictly to third order fails to capture
the low energy behaviour necessary to explain the magnetic dependence of
the effective parameters in the intermediate field (h ≈ Tk) regime. However,
in this current section, we determined a method of including effective param-
eters and their associated counterterms into a mean field approximation of
the self-energy. This successfully eliminated the broken symmetry solutions
of bare mean field theory. In order to account for low energy fluctuations
we used the renormalized RPA. This was shown to give excellent results for
the transverse spin susceptibility. It also successfully predicts the effective
parameter U˜(h) from the other two parameters ǫ˜d(h) and ∆˜(h) at any value
of magnetic field, h. Here, we now combine the renormalized MFT and the
renormalized RPA. For this we use the self-energy diagram given in figure
2.6 of section 2.2. The propagators are mean field dressed, and the 4-vertex
is approximated to that of the RPA. However, we now use effective parame-
ters. We also include counterterms in the ways shown earlier in this section.
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The formula for the self-energy therefore becomes
Σ˜σ(ω, h1,h2) = Σ˜
MF
σ (ω, h1, h2)
+ U˜t(h1)
∫ ∫
G˜MFd,σ (ω + ω
′, h1, h2)G˜
MF
d,−σ(ω
′′, h1, h2)
× G˜MFd,−σ(ω′′ − ω′)Γ˜RPAσ,−σ(ω + ω′, ω′′ − ω′, ω′′, ω;h1, h2)
dω′
2πi
dω′
2πi
− λ1(h1)− ωλ2(h1)
(2.77)
or equivalently, in a more convenient form
Σ˜σ(ω, h1,h2) = Σ˜
MF
σ (ω, h1, h2)
+ U˜2t (h1)
∫ ∫
G˜MFd,−σ(ω + ω
′, h1, h2)χ
RPA(ω′, h1, h2)
dω′
2πi
− λ1(h1)− ωλ2(h1)
(2.78)
with the components of the above equation given by:
Σ˜MFσ (ω, h1, h2) =U˜t(h1)
(
1
2
− 1
π
tan−1
(
ǫ˜dσ(h1)− σh2 + Σ˜MFσ (0, h1, h2)
∆˜(h1)
))
− λMF1 (h1),
G˜MFσ (ω, h1, h2) =
1
ω − ǫ˜d,σ(h1) + σh2 + i∆˜(h1) + Σ˜MFσ (ω, h1, h2)
,
χRPAt (ω, h1, h2) =
χ
(0)
t (ω, h1, h2)
1− U˜t(h1)χ(0)t (ω, h1, h2))
,
χ0t (ω, h1, h2) =−
∫
dω′
2πi
G˜MFσ (ω + ω
′, h1, h2)G˜
MF
−σ (ω
′, h1, h2).
(2.79)
Given the explicit formula for the self-energy we can now go about producing
a recursive scheme to calculate the effective parameters as in section 2.4. We
begin by accounting the steps taken:
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1. Choose a magnetic field sufficiently high as to suppress all
fluctuations. The magnetic field, hinit, must therefore be large enough
to eclipse the interaction strength, hinit >> U . Use the mean-field
approximation detailed in section 2.1 to obtain ǫ˜d(hinit) (along with
∆˜(hinit) = ∆ and U˜t(hinit) = U) from the bare parameters.
2. Choose a magnetic field shift, δh, which scales logarithmically
with the total magnetic field. i.e. choose an initial δh such that
log
(
hinit
Tk
)
− log
(
hinit − δh
Tk
)
≈ 0.2. (2.80)
This is done for two reasons. Firstly, at low and intermediate mag-
netic fields the self-energy, and hence effective parameters, are more
sensitive to shifts in the magnetic field. We must make sure the shifts
in magnetic field (δh) are small enough so that our approximations do
not fail. Secondly, at high magnetic fields, a mean field theory using
bare parameters is perfectly acceptable. This suggests that large shifts
in magnetic field will not adversely affect results. Larger shifts over the
range of high magnetic field values will also cut down on the number
of iterations necessary to reach the intermediate field values (where
h ≈ Tk). Large shifts will therefore allow us to start with huge initial
magnetic fields without significantly increasing computational effort
and time. A simple method of obtaining the advantages of both small
shifts at low fields and large shifts at high field is to logarithmically
scale the shift.
3. Calculate U˜t(hinit) from ∆˜(hinit) and ǫ˜d(hinit) using the formula
U˜t(hinit) =
−hinit − σǫ˜d,σ(hinit)
m(hinit)
. (2.81)
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This is the effective interaction to be used in place of U˜(hinit) in order
to take into account the counterterms, λ3(hinit).
4. At the chosen magnetic field, hinit, calculate the counterterms
λ1(hinit) and λ2(hinit) using the renormalization conditions
λ1(hinit) = Σ˜σ(0, hinit, 0)
λ2(hinit) =
∂Σ˜σ(ω, hinit, 0)
∂ω
∣∣∣∣∣
ω=0
(2.82)
with the formula for Σ˜σ(ω, hinit, 0) given in equation (2.78).
5. Calculate the mean field self-energy Σ˜MF
σ
(ω, hinit,−δh) self
consistently using the equation in (2.79). This is to be used in the
mean field dressed renormalized Green’s function G˜MFσ (ω, hinit,−δh).
6. Calculate the RPT-RPA self-energy, Σ˜σ(ω, hinit,−δh), using
the results obtained in steps 3, 4 and 5 using equation (2.78).
7. Use the self-energy, Σ˜σ(ω, hinit,−δh), obtained in step 6 to
calculate the effective parameters ǫ˜d(hinit −δh) and ∆˜(hinit −
δh). The explicit formulae are
ǫ˜d,σ(hinit − δh) = z¯(hinit,−δh)(ǫ˜d,σ(hinit) + σδh + Σ˜σ(0, hinit,−δh)),
∆˜(hinit − δh) = z¯(hinit,−δh)∆˜(hinit).
(2.83)
8. Calculate U˜t(hinit − δh) using the formula
U˜t(hinit − δh) = −(hinit − δh) − σǫ˜d,σ(hinit − δh)
m(hinit − δh) . (2.84)
Also calculate
U˜(hinit − δh) = U˜t(hinit − δh).
(−σǫ˜d,σ(hinit − δh)
hinit − δh
)
. (2.85)
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We now have all effective parameters; ǫ˜d(hinit− δh), ∆˜(hinit− δh) and
U˜t(hinit − δh).
9. Repeat steps 2 through 9 substituting in the reduced magnetic
field hinit− δh for hinit and using the newly found effective parameters
at hinit − δh.
We stop iterating this process when the magnetic field is much less than the
Kondo temperature, h << Tk. In the next section we test this procedure in
the strongly correlated regime of the single impurity Anderson model.
2.5.4 Results
In figure 2.15 the results of the procedure developed in subsection 2.5.3 are
given. The bare parameters are U = 0.3, π∆ = 0.1 and ǫd,σ = −0.15 mean-
ing that the model is in the strongly correlated regime with particle-hole
symmetry. A magnetic field starting point, log(hinit/Tk) = 7, was chosen
such that it meets the condition that hinit is far greater than U . There is
now clearly a significant improvement in the results for all three effective pa-
rameters, particularly ∆˜(h) and U˜(h). Using RPT and the scaling equations
we have been able to find effective parameters at magnetic fields lower than
the Kondo temperature, breaching a previous barrier to our results. Results
show that ∆˜(h) and U˜(h) are quantitatively almost identical to NRG results
down to magnetic fields as low as h = Tk/3. Although ǫ˜d,σ(h) is, over the
range 0 < log(h/Tk < 3, consistently predicted at a lower value than the
NRG results, qualitatively features from the RPT and NRG are identical.
The effective parameter ǫ˜d,σ(h), found using RPT, is only at worst 5% lower
than the NRG result over this range.
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Figure 2.15: A comparison of the renormalized parameters η˜d(h) = |ǫ˜dσ(h)|/h,
z(h) = ∆˜(h)/∆ and U˜(h)/U , calculated using RPT-RPA with scaling equations
and the NRG for the Anderson model in the strong correlated regime. The bare
parameters used are π∆ = 0.1, U = 0.3 and ǫd = −U/2 = −0.15. They are plotted
as a function of ln(h/T ∗), where h is the magnetic field and T ∗ = Tk(h = 0) = 0.002.
There is still a significant problem with these results. As can be seen
in figure 2.15, |ǫ˜d,σ(h)|/h begins to tail upwards at log(h/Tk) ≈ 1. This
means that there is an error in ǫ˜d,σ(h) which is being compounded by the
extrapolative nature of the iterative process used. All three effective pa-
rameters are intertwined with one another and contribute to each other’s
value. Therefore, even the results for ∆˜(h) and U˜(h) can not be trusted
below log(h/Tk) ≈ 1. Furthermore, the result that limh→0 ǫ˜d(h)/h → 2 is
an extremely important result for the Anderson model. It shows that the
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level splitting of electrons on the impurity site is being enhanced by a factor
of 2 due to the strong correlations. This factor arises from theWilson Ratio,
R, which in the strongly correlated regime has a numerical value very close
to 2. It is therefore imperative that the source of this problem be found and
addressed.
2.5.5 Recasting the Scaling Equations
The anomalous increase in ǫ˜d(h)/h which is observed in figure 2.15 looks
similar in form to that of the mean field results for the same parameter in
section 2.1, albeit at a different point in magnetic field. This divergence of
ǫ˜d(h)/h occurs in mean field theory when U > π∆ and results in a broken
symmetry solution. However, the RPA initially prevents the onset of this
problem by providing a spin flip process as seen in figure 2.8.
Clearly, in the results obtained in section 2.5.4, the RPA spin fluctua-
tions (albeit renormalized) are again not preventing the broken symmetry
solution from developing. How this arises, and whether this problem is just
numerical or an issue with the approach as a whole must be understood
before we can proceed.
The results of figure 2.15 show us that, although ǫ˜d(h) diverges as we ap-
proach h=0, the other two parameters ∆˜(h) and U˜(h) remain comparatively
stable and also close to values obtained from the NRG. This suggests that
the instability is coming from the form of the scaling equation for ǫ˜d,σ(h),
ǫ˜d,σ(h− δh) = z¯(h,−δh)(ǫ˜d,σ(h) + σδh + Σ˜σ(0, h,−δh)). (2.86)
This equation has an explicit dependence on the value of the self-energy,
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Σ˜σ(0, h, δh), which is calculated numerically and could therefore be a source
for instability. We can recast this scaling equation, and remove the explicit
self-energy dependence whilst simultaneously taking advantage of the sta-
bility of ∆˜(h) and U˜(h). To do this we expand Σ˜(0, h, δh) to first order in
δh
Σ˜σ(0, h, δh) = Σ˜(0, h, 0) + δh
∂Σ˜σ(0, h1, h2)
∂h2
∣∣∣∣∣
h2=0
+O(δh2) (2.87)
We then use the renormalization condition Σ˜(0, h, 0) = 0 and the result
∂Σ˜σ(0,h1,h2)
∂h2
∣∣∣
h2=0
= −σρ˜(h1)U˜(h1) from appendix B to obtain
Σ˜σ(0, h, δh) = −σρ˜(h)U˜ (h)δh +O(δh2). (2.88)
This can then be substituted into the scaling equation to give
ǫ˜d,σ(h− δh) = z¯(h,−δh)(ǫ˜d,σ(h) + σδh + σρ˜(h)U˜ (h)δh). (2.89)
This scaling equation for ǫ˜d,σ(h) no longer depends explicitly on the self-
energy but on the effective parameters ∆˜(h) and U˜(h). We can interchange
this alternative form with the original scaling equation provided that the
change in magnetic field, δh, is sufficiently small to allow for a first order
approximation to the self-energy.
We can also use this alternative form to analyse the d-level splitting due
to the magnetic field, ǫ˜d(h)/h, at h = 0:
lim
h→0
ǫ˜d,σ(h)
h
= lim
h→0
z¯(0, h)(ǫ˜d(0) − σh− σρ˜(0, 0)U˜ (0)h)
h
. (2.90)
For a particle-hole symmetric model ǫ˜d(0) = 0. We use the expression for
the Wilson ratio, R(h) = 1 + U˜(h)ρ˜(h), and that z¯(0, h) = 1 to first order
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in h. This gives the result
lim
h→0
ǫ˜d,σ(h)
h
= −σR(h = 0) (2.91)
showing that this alternate form for the scaling equation gives the explicit
enhancement factor for the d-level splitting, and its link to the Wilson ratio,
in the strongly correlated regime.
We can now utilise the new form for the scaling equation (2.89). How-
ever, due to the limitation that δh needs to be small, we must be careful how
we implement the new scaling equation. This is because we wish to keep
the logarithmic scaling of δh. With this logarithmic scaling, at large mag-
netic fields the scaling equation (2.89) might not work as δh can no longer
be considered small. However we know that the previous scaling equation
for ǫ˜d(h), given in equation (2.43), works well (see results in figure 2.15).
Therefore, at high magnetic fields we use the first scaling equation (2.43).
When we approach low magnetic fields (h << Tk) we know that, given a
logarithmic scaling as in equation (2.80), the shift δh will be small compared
to all other scales in the model, δh << h << Tk. Therefore we can switch to
the second scaling equation (2.89) as we approach h = Tk. In figure 2.16 we
plot results for the effective parameter, ǫ˜d,σ(h), calculated from the RPT-
RPA technique. There are two sets of results, the first corresponding to a
switch in scaling equations at log(h/Tk) = 0 and the other at log(h/Tk) = 2.
As can be seen, results for the effective parameters are insensitive to the
location in magnetic field where the switch is made. This is encouraging as
it implies a crossover region where both scaling equations, (2.43) and (2.89),
are perfectly applicable and effectively equivalent.
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Figure 2.16: The effective parameter η˜d(h) = |ǫ˜dσ(h)|/h, calculated using the
RPT-RPA and scaling equations. The line with crosses shows the results when
the scaling equation (2.89) is used after the point ln(h/Tk) = 0. The other line
shows results when the scaling equation (2.89) is used after the point ln(h/Tk) = 2.
The bare parameters used are π∆ = 0.1, U = 0.3 and ǫd = −U/2 = −0.15.
They are plotted as a function of ln(h/T ∗), where h is the magnetic field and
T ∗ = Tk(h = 0) = 0.002.
The question arises; why do we wish to keep the logarithmic scaling for
the magnetic field shifts, δh? For example, we could choose a constant δh
such that δh << Tk and start from very high magnetic fields using only
equation (2.89). The reason this is not done is that, by logarithmically
scaling δh, the calculation requires far fewer steps in order to get from the
extremely high magnetic fields (h >> U) to the very low ones (h << Tk).
To illustrate the point, suppose our bare parameters were U = 0.3, π∆ = 0.1
and ǫdσ = −0.15. From the NRG we know that Tk = 0.002. We would then
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require that hinit >> U , say hinit = 1. The shift would have to be such
that δh << Tk, say δh = Tk/10 = 0.0002. We could then use the scaling
equation (2.89) at all magnetic fields. However, we would have to perform
hinit/δh = 5000 iterations in order to get to h ∼ 10−4. With logarithmic
scaling of δh such that
log
(
h
Tk
)
− log
(
h− δh
Tk
)
= 0.2 (2.92)
and a switch over between scaling equations from (2.43) to (2.89) we would
require ∼ 50 iterations to reach h ∼ 10−4. In practice, this saves a huge
amount of time when calculating effective parameters.
2.5.6 Improved Results
In figures 2.22 we plot the effective parameters determined using the RPT-
RPA technique alongside the effective parameters given by the NRG. In
figures 2.23 we show the same results which have been enlarged so the be-
haviour around the weak field regime, h < Tk(0), can be seen more clearly.
This is done for three different values of bare parameters. All are particle-
hole symmetric and within the strongly correlated regime. As can be seen,
the RPT-RPA technique replicates the flow of effective parameters given by
the NRG. The results for the effective parameters z(h) and U˜(h) are partic-
ularly accurate. Results for ǫ˜d,σ(h) are smaller than the NRG results over
the range of magnetic fields, however the difference is relatively small. In
the very low field regime h → 0, the NRG results approach the value of 2
corresponding to the Wilson ratio in the Kondo limit. The RPT results in
this regime are smaller by approximately 3%.
In figures 2.17 and 2.18 we plot the imaginary part of the self energy
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using both the NRG and the RPT-RPA. This shows that the RPT-RPA,
together with the newly determined effective parameters, captures the low
frequency (ω < Tk) dynamics of the Anderson model. If one wished to ex-
tend the frequency range it is possible to use the effective parameters in an
order by order self energy expansion. The slight discrepancy in figure 2.18
is due to a mild numerical error in the NRG, resulting in the self energy not
precisely equalling zero at ω = 0.
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Figure 2.17: A plot of Im(Σσ(ω, 0))
versus ω/Tk for U/π∆ = 0.3, π∆ = 0.1,
ǫd,σ = −U/2 at h = 0, calculated di-
rectly from the NRG (dashed curve) and
from the RPT-RPA.
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Figure 2.18: A plot of Im(Σ↑(ω, h))
versus ω/Tk for U/π∆ = 0.3, π∆ = 0.1,
ǫd,σ = −U/2 at h = Tk, calculated di-
rectly from the NRG (dashed curve) and
from the RPT-RPA.
In figure 1.7 we saw the emergence of a single energy scale as the NRG
procedure was iterated towards its fixed point. The emergence of a single
energy scale can also be see from the RPT-RPA results 2.19. However,
this time the single energy scale emerges as we reduce the magnetic field
such that h << Tk. The RPT-RPA results then clearly satisfy the relation
U˜(0) = π∆˜(0) which is a consequence of strong correlation.
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Figure 2.19: A plot of the parameters U˜(h)/π∆ and z(h) = π∆˜(h)/π∆ as a
function of magnetic field, log(h/Tk). The plot shows the emergence of a single
energy (Kondo) scale as the magnetic field is reduced.
An interesting point to notice is that results from the RPT-RPA improve
when we have a more strongly correlated system. Evidence for this can be
found in figure 2.20, where 1/π∆χs is plotted against U/π∆, where we
are testing the RPT-RPA approach to see how results compare with Bethe
ansatz predictions for the Kondo temperature. As the interaction strength
is increased, we see the RPT-RPA results converge with those of the Bethe
ansatz.
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Figure 2.20: A comparison of 1/π∆χs for h = 0 from the RPT (full curve) with
the Bethe ansatz results (dashed curve) for a range of values U/π∆. In the strong
correlation regime 1/π∆χs → 4Tk/π∆.
This improvement of results upon an increase of interaction strength, U ,
can appear counter-intuitive: Usually, perturbative methods become pro-
gressively worse as the interaction strength is increased. However, the rea-
son for improvement lies in the RPA. The RPA, as given in equation 2.20
and also in figure 2.4, has been performed in the spin channel. In other
words, the approximation makes no allowance for the charge fluctuations
that could occur in the Anderson model, but does model the spin fluctu-
ations very well. However, from the exact identity B.16 in appendix B,
we can see that in the strongly correlated regime of a single energy scale,
4Tk = U˜(0) = π∆˜(0) = ρ˜(0), the charge susceptibility (and hence charge
fluctuation) is suppressed. Any residual effects from charge fluctuations are
then taken into account by the renormalized parameters. It is only the spin
fluctuations which dominate in the strongly correlated low energy regime.
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This is true for the entire range of magnetic fields, as shown in figure 2.7
where we plot both the charge and the spin susceptibility against magnetic
field for a strongly correlated model. Throughout the entire magnetic field
the spin susceptibility is far greater than the charge susceptibility excepting
the region of very high magnetic fields, where all fluctuations including spin
are suppressed. As the interactions are increased in strength, the strong
correlated suppression of the charge fluctuations also increases. This makes
the RPA (in the spin channel) a better approximation when the interactions
of the system are stronger.
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Figure 2.21: The magnetisation, m(h) = (nd,↑ − nd,↓)/2, calculated using RPT
and compared to the NRG for the Anderson model with bare parameters U = 0.3,
π∆ = 0.1, ǫd,σ = −U/2.
We can now use the RPT-RPA to obtain results for observables. As
an example, in figure 2.21, we show the magnetisation calculated using the
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RPT-RPA and compared to the NRG. Previously, using the RPT to third
order, it was difficult to obtain the magnetisation to third order in magnetic
field around h = 0. With the effective parameters given from the RPT-RPA
and scaling equations, we can now calculate it accurately at any magnetic
field.
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Figure 2.22: A comparison of the renormalized parameters η˜d(h) = |ǫ˜dσ(h)|/h,
z(h) = ∆˜(h)/∆ and U˜(h)/U , calculated using RPT-RPA with scaling equations
and the NRG for the Anderson model in the strong correlated regime.
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Figure 2.23: A comparison of the renormalized parameters z(h) = ∆˜(h)/∆ and
U˜(h)/U , calculated using RPT-RPA with scaling equations and the NRG for the
Anderson model in the strong correlated regime. The graphs are the same as the
results in figure 2.22, but have been enlarged around the point h = Tk.
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2.6 Summary and Conclusions
The objective at the start of this research was to see if we could access the
low energy behaviour of a strongly correlated system using renormalized
perturbation theory alone. We took as a test case the particle-hole symmet-
ric Anderson model, which is well understood as it can be analysed using
the NRG.
At the start of this chapter we saw that MFT is not in general applicable
to the strongly correlated Anderson model. However, when the model in-
cludes an extremely high external magnetic field, MFT can be used to find
effective parameters. This is because the low energy spin fluctuations are
being suppressed. This acted as a starting point for determining effective
parameters. The next objective was to see if any extensions to MFT could
provide the effective parameters for a wider range of magnetic fields.
Although the RPA provided a method of inserting low energy fluctua-
tions, and hence extended the range over which effective parameters could
be found, it could not accurately describe the flow of effective parameters
to lower fields. In particular, it was not successful in reaching the regime
of low magnetic fields, h < Tk. To attempt to describe the flow of effective
parameters in the low field limit we used the RPT to third order in the in-
teraction, U˜ . Although this technique gave the effective parameters for very
low fields, it could not accurately predict them as the field was increased.
This left a region in magnetic field, around the Kondo temperature, h = Tk,
where neither the RPA or RPT extensions to MFT could be considered valid
for determining effective parameters.
110
2.6. SUMMARY AND CONCLUSIONS
These attempts at finding the effective parameters ended in failure. How-
ever, they gave clues as to how to proceed. By understanding how to renor-
malize the RPA and MFT, we were able to incorporate them into the RPT
framework. By developing scaling equations, we were then able to start
at extremely high magnetic fields (where effective parameters can be ob-
tained simply using MFT) and extrapolate down towards zero field. This
was done by using RPT-RPA to approximate the self-energy and calculate
the change in effective parameters when the magnetic field was reduced by
a small amount, δh. In turn we were able to obtain the effective parameters
for the single impurity Anderson model in the strongly correlated regime.
The results for the effective parameters were then compared to those given
by the NRG, with strong numerical agreement found at all magnetic fields.
It is worth mentioning here the local moment approach (LMA) from
which the author took inspiration [63, 67, 68, 69]. The LMA has been used
to deal with asymmetric [70], finite temperature [71] and degenerate [72] An-
derson models, and also lattice models [73]. Because of certain similarities
between the LMA and the RPT used here, this gives the author hope that
the RPT and scaling equations can also be extended to these situations. The
idea of the LMA is to use a dual self-energy formalism. Hubbard satellite
peaks are obtained from inclusion of both broken symmetry MFT solutions.
Self-energy diagrams which contain the RPA spin fluctuations are then used
to obtain the low frequency dynamics. Restoration of the symmetry (which
was broken by MFT) is imposed and, via calculation of the self-energy, pro-
vides the impurity local moment, µ. This local moment is then fed into the
LMA Green’s functions which in turn feed into the self-energy. This pro-
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vides a self-consistent approach to calculating µ which avoids the pole in the
RPA transverse spin susceptibility and, by construction, restores symmetry.
The result is a technique which captures the whole energy spectrum of the
Anderson model. Comparisons of the scaling spectra between the LMA and
NRG show strong agreement. The LMA also provides the correct scaling
of the Kondo temperature, Tk. The RPT approach described here had a
different goal, to capture purely the low energy physics and calculate the
effective parameters, which has been achieved.
There are then consequences of this discovery. Firstly, this raises the
RPT framework for the Anderson model out from the shadow of the NRG.
The RPT has here been shown to predict the effective parameters with accu-
racy. In turn the RPT does not need the NRG to obtain effective parameters
and becomes a standalone technique for the Anderson model. Previously de-
veloped techniques for RPT can then be used with these effective parame-
ters, at any magnetic field, to yield a wealth of information about the model.
The scaling equations developed in this chapter can also be seen as a
form of functional renormalization group (FRG) calculation. When FRG
and scaling equations have previously been used [74, 75] they have not been
able to determine effective parameters in strongly correlated regimes. In
particular, they could not predict the logarithmic scaling of the Kondo tem-
perature, Tk, with the strength of interaction, U . As can been seen from
results in figure 2.20, the technique developed here has no such issues in
predicting the Kondo temperature. This is then the first example of FRG
methods accessing the low energy physics of the strongly correlated Ander-
son model. As is, the scaling equations may now be applied to a variety of
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models, including the periodic Anderson model, Hubbard model, degenerate
Anderson model and quantum dot and leads models. However, a non-trivial
part of the extension process is finding a self-energy approximation for these
models which contains the important low frequency behaviour under shifts
in applied external fields. The approach also relies on knowledge of certain
identities, such as those in appendix A and B. These identities may not in
general hold for other models and equivalents must be found.
It is also perhaps a good point to discuss some of the problems within the
approach presented. Currently, the RPT-RPA self-energy (equation (2.78))
does not take fully into account the charge fluctuations on the impurity.
This is well justified when dealing with a particle-hole symmetric model, at
zero temperature, and within the strongly correlated regime. However, the
method runs into difficulties if the model is within the intermediate valence
regime (U = π∆), if the parameters are sufficiently asymmetric (i.e. in a
mixed valence regime), or if temperature is turned on. Within these scenar-
ios the charge fluctuations begin to contribute to the low energy dynamics.
It is currently unclear to the author as to how one can include both spin and
charge dynamics whilst retaining a simple self-energy which satisfies the key
Ward identities.
This research does, however, suggest a general method for dealing with
strongly correlated systems:
1. Find an external field which suppresses all fluctuations in the model,
making a static solution applicable.
2. Model the fluctuations by expanding about the static solution for the
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self-energy.
3. Use scaling equations to relate the effective parameters of the model
at different field strengths.
4. Calculate new effective parameters when the external field is reduced
by a small amount, then recursively apply this procedure to extrapo-
late effective parameters down to zero field.
The viability of this approach has been shown. What remains is to un-
derstand how to apply it (if it is applicable) to the vast array of strongly
correlated models which exist in condensed matter physics.
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Further Work
115
3.1. THE DEGENERATE ANDERSON MODEL
3.1 The Degenerate Anderson Model
3.1.1 Introduction
The degenerate, or SU(2N), Anderson model is used to model situations
where an impurity can have a degenerate localised orbital, such as the f-
orbitals in rare earth impurities like cerium and ytterbium. Therefore, we
need more than just spin to label the electrons on an impurity. Instead, we
label the electrons with a flavour index, m. The Hamiltonian is then
H =
∑
k,m
ǫkc
+
k,mck,m +
∑
m
ǫdd
+
mdm +
∑
k,m
(
V ∗k c
+
k,mdm + Vkd
+
mck,m
)
+
U
2
∑
m6=m′
nd,mnd,m′ . (3.1)
The index m takes values −N+1/2, −N+3/2 ..... N−3/2, N−1/2, where
N is the degeneracy of the f-orbital. Notice that the conduction band (the
first term on the RHS in equation (3.1)) is also split by the index m. There
is an interaction term between all electrons because the degenerate f-orbitals
are heavily localised. This is included in the final term of the Hamiltonian.
In this form the SU(2N) symmetry of the model is clearly visible.
In principle, it is possible to extend the NRG technique discussed in
section 1.5 to deal with the degenerate Anderson model. The problem can
be rendered into a spinful N-channel form, with each impurity site account-
ing for a degenerate level and the chain associated with it coming from the
connection to the conduction band [76, 77]. This is illustrated in figure 3.1.
However, as previously discussed, due to the computational effort required it
is not possible in practice to use the NRG forN > 2. A Bethe ansatz solution
is possible if we take the interaction term, U , to the U →∞ limit [78, 79].
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. . .
U
. . .
Figure 3.1: The degenerate SU(2N) Anderson model can be transformed into an
N-channel model appropriate for the NRG. Each chain represents a degenerate,
spinful, orbital and its coupling to the itinerant electon bath. There is a capacitive
coupling , U , between the impurities on each lead. The example in the figure
illustrates this setup for the SU(4) model.
The model becomes at most singly occupied and integrable. There are also
various 1/N expansion and non-crossing approximation (NCA) techniques
developed to deal with the degenerate Anderson model [80, 81, 82]. These
are based on a perturbation expansion in the hybridisation, V . They are
exact in the limit N →∞. Generalising the above techniques to a particle-
hole symmetric system, with a finite yet large degeneracy and interaction, is
difficult [83, 84, 85, 86, 87, 88]. Recently the local moment approach (LMA)
has been successfully applied to the degenerate Anderson model [72]. The
scaling spectra given by the LMA compare well with the NRG for the SU(4)
model but, unlike the NRG, the LMA is readily generalisable to SU(2N)
models. It therefore provides a useful guideline as to what processes con-
tribute to a correct description of the degenerate Anderson model. Here, we
will be interested in generalising the renormalization technique developed in
the previous chapter and applying it to the degenerate Anderson model. If
successful, this will yield the renormalized parameters, allowing an explo-
ration of the low energy physics of the system. In particular, it should be
applicable to a system with any degeneracy, N , and finite (yet still large)
interaction, U .
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There has been particular interest in the SU(4) Anderson model. This
is because carbon nanotubes were believed to have four-fold degenerate
(N=2) energy levels [89]. The degeneracy arises from the clockwise and
anti-clockwise solutions to electrons when they are placed in the periodic
boundary conditions of a nanotube. Experiments have been performed to
examine the nanotube’s behaviour as a quantum dot when coupled to macro-
scopic leads [90, 91], in particular to study the Kondo effect in such systems
[92]. These include experiments within the presence of a magnetic field
[93, 94, 95]. There have also been experiments which show particle-hole
symmetry can be achieved on the nanotube quantum dot by applying a
gate voltage [96]. Recently, the SU(4) symmetry has been shown to be a
rather crude assumption for carbon nanotubes. This is because spin-orbit
coupling, thought to be very weak, appears to affect the Kondo physics of a
carbon nanotube quantum dot system [97]. The SU(4) Anderson model is
still within the realm of applicability for the NRG. Therefore, the NRG can
be used to theoretically analyse the carbon nanotube quantum dot system
[98]. The NRG has also been extended to a model which includes the spin-
orbit coupling, with agreement between the theory and experiment being
reached [99]. The emerging picture from these studies is that of a highly
tuneable system, rich in low energy physics, which may be useful for appli-
cation in (for example) spin-qubit and spintronics systems.
Appart from extending the SU(2N) Anderson model by inclusion of a
spin-orbit coupling there is also the possibility of inserting a Hund’s rule
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(J) term. The Hamiltonian becomes
H =
∑
k,mσ
ǫkc
+
k,mσck,mσ +
∑
mσ
ǫdd
+
mσdmσ +
∑
k,mσ
(
V ∗k c
+
k,mσdmσ + Vkd
+
mσck,mσ
)
+
(U − J)
2
∑
mσ 6=m′σ′
nd,mσnd,m′σ′ +
J
2
∑
mσ 6=m′σ′
d+mσd
+
m′σ′dmσ′dm′σ (3.2)
and m takes only N different values so that the spin labels, σ, can be made
explicit. This Hamiltonian has previously been investigated [100, 101] with
both J = 0 and J 6= 0. Results were generated for the N = 2 model alone,
due to the limitation of the NRG. However, predictions were made about the
general SU(2N) model. Explicitly, for a strong bare interaction, the effective
parameters are conjectured to obey the relation
U˜ =
π∆˜
2N − 1 (3.3)
with zero external magnetic field. This gives a generalised numerical value
for the Wilson ratio, R, in the strongly correlated regime of the SU(2N)
Anderson models:
R =
2N
2N − 1 . (3.4)
These results are derived using the assumption that the charge fluctuations
are heavily suppressed (χc=0). From the generalised Ward identities for the
charge (χc), spin (χs) and orbital (χorb) susceptibility derived by Yoshimori
[102], we find
χs =2Nµ
2
B ρ˜(0)(1 + [U˜ + (N − 1)J˜ ]ρ˜(0)),
χorb =
(N2 − 1)µ2B ρ˜(0)
12
(1 + [U˜ − 3J˜ ]ρ˜(0)),
χc =2Nρ˜(0)(1 − [(2N − 1)U˜ − 3(N − 1)J˜ ]ρ˜(0))
(3.5)
We can then set J = 0 and assume χc = 0 to obtain the equations (3.3)
and (3.4). Using the NRG they have been shown to hold for the SU(2) and
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SU(4) cases. It would therefore be interesting to test these assertions for
SU(2N) models of higher degeneracy. However, before we can extend the
approach of chapter 2 to models with Hund’s rule or spin-orbit couplings,
we must first develop it for the standard SU(2N) models.
We begin the analysis by again making the spin labels explicit within
the Hamiltonian and including an external magnetic field:
H =
∑
k,i,σ
ǫkc
+
k,i,σck,i,σ +
∑
i,σ
(ǫd − σh)d+i,σdi,σ + V
∑
k,i,σ
(
c+
k,i,σdi,σ + h.c.
)
+
∑
i,σ 6=j,σ′
U
2
ni,σnj,σ′ . (3.6)
We can define effective parameters in much the same way as in section 1.4,
with
zi,σ(h) =
1
1− ΣR′i,σ(0, h)
,
∆˜i,σ(h) = zi,σ(h)∆,
ǫ˜d,i,σ(h) = zi,σ(h)(ǫd − σh+ΣRi,σ(0, h)),
Σ˜Ri,σ(ω, h) = zi,σ(h)[Σ
R
i,σ(ω, h)− ΣRi,σ(0, h) − ωΣR
′
i,σ(0, h)].
(3.7)
However, due to the symmetry in the Hamiltonian we can be certain that
the effective parameters corresponding to different sites are the same, i.e.
ǫ˜d,i,σ(h) = ǫ˜d,i′,σ(h) for all values of i, i
′. The number of effective parameters
to be found is reduced further when the model is particle-hole symmetric.
For the degenerate Anderson model, particle-hole symmetry is obtained by
setting ǫd = −U(2N − 1)/2. In turn, the effective parameters zi,σ(h) and
∆˜i,σ(h) lose their dependence on σ. We also find ǫ˜d,i,σ(h) = −ǫ˜d,i,−σ(h).
Furthermore, the scaling equations (2.42) and (2.43) of section 2.3 also gen-
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eralise, becoming
zi,σ(h1 + h2)
zi,σ(h1)
=
1
1− Σ˜′i,σ(0, h1, h2)
:= z¯i,σ(h1, h2) (3.8)
=⇒ ∆˜i,σ(h1 + h2) = z¯i,σ(h1, h2)∆˜i,σ(h1). (3.9)
ǫ˜d,i,σ(h1 + h2) = z¯i,σ(h1, h2)(ǫ˜d,i,σ(h1)− σh2 + Σ˜i,σ(0, h1, h2)). (3.10)
The extension from the SU(2) model to the SU(2N) model for the effec-
tive interaction U˜(h), is less straightforward. We postpone a discussion of
this effective parameter until after results for the SU(4) model’s effective
parameters are given using the NRG.
3.1.2 The SU(4) Model
Thanks to Yunori Nishikawa, who generalised the NRG program used in
previous papers [100, 101] to include an external magnetic field, it was pos-
sible to plot the effective parameters for the SU(4) model as a function of
magnetic field. The results are presented in figure 3.2. For most of the ef-
fective parameters there is a distinct similarity in results for the SU(4) and
SU(2) models. The ratio |ǫ˜d,i,σ|/h→ R as h→ 0 just as in the SU(2) model
(c.f. figure 1.8). The only difference being that the Wilson ratio is now
R = 4/3, as predicted in equation (3.4). The scaling factor, z(h), reduces in
value smoothly with magnetic field in a manner qualitatively similar to the
SU(2) model. However, in the region of intermediate magnetic fields, there
are now two numerically distinct effective interactions. This is despite the
bare interactions all being of exactly the same value. It is straightforward
to show that there is the possibility, within the SU(2N) Anderson model,
for these two distinct interactions.
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Figure 3.2: The effective parameters for the SU(4) Anderson model, calculated
using the NRG. The bare parameters for the model are U = 0.03, π∆ = 0.01,
ǫd = −0.045 = −3U/2 and the constant Tk = pi∆˜(h=0)4 = 0.0008. The results show
the flow of effective parameters as a function of magnetic field strength. There
are now two different renormalized interactions, U˜σ,−σ and U˜σ,σ. The strengths of
these renormalized interactions are dramatically different in the intermediate field
regime, where U˜σ,σ becomes an attractive (negative) interaction.
We can define the first type of interaction as that between particles of
opposite spin. In turn, there is a full 4-vertex associated with this:
Γi↑,i′↓(ω, ω
′;ω′′, ω′′′ : h), (3.11)
where i labels the degenerate state the particle occupies and h is the external
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magnetic field. This 4-vertex is essentially the same as the 4-vertex for the
SU(2) model in figure 1.4, except that the particles which are interacting
also carry an orbital degeneracy (or site) index, i. Using this 4-vertex we
can define an effective interaction
U˜↓↑(h) = U˜↑↓(h) = z(h)
2Γi↑,i′↓(0, 0; 0, 0 : h) (3.12)
along with the renormalization condition:
U˜↑↓(h) = Γ˜i↑,i′↓(0, 0; 0, 0 : h) (3.13)
Because of particle-hole symmetry, and the equivalence of different sites i,
the effective interaction does not depend on the value of i or i′. We can
again approximate the renormalized 4-vertex with the RPA (as in section
2.5, specifically equation (2.68)) to obtain
U˜↑↓(h) =
U˜ eff↑↓ (h)
1− U˜ eff↑↓ (h)χ(0)↑↓ (0, h)
. (3.14)
Where χ
(0)
↑↓ (ω, h) can be found analytically,
χ
(0)
↑↓ (ω, h) = −
∫
dω1
2πi
G˜MFi,↑ (ω + ω1, h, 0)G˜
MF
i′ ,↓ (ω1, h, 0), (3.15)
and again (due to symmetry) χ
(0)
↑↓ (ω, h) does not depend on the site indices
i and i′. The diagrammatic equivalent of χ↑↓(ω, h) is given in figure 3.3.
This leaves the interaction, U˜ eff↑↓ (h), to be determined. We can follow the
same path set out in section 2.5. The identity for the static transverse
spin susceptibility, χt(0, h) = m/h, proven in appendix A can be shown to
generalise and give
χ↑↓(ω, h) =
(nd,i,↑ − nd,i′,↓)/2
h
=
m(h)
h
∀i, i′ (3.16)
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i
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i
ω ωω ω
+=χ (ω,h) Γ
i
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i` i`
(i = i`)
Figure 3.3: A diagrammatic representation of the transverse spin (top) and orbital
(bottom) susceptibilities for the degenerate Anderson model. The indices i and i′
are orbital labels and the grey box represents the full 4-vertices.
where nd,i,σ are the occupation numbers for the site i and can be calculated
exactly using the RPT and effective parameters. The symmetry of the
system means that the site indices i and i′ do not matter. The diagrammatic
formula of χ↑↓(ω, h) is given in figure 3.3 (top). The RPA can be used to
calculate χ↑↓(ω, h), giving
χ↑↓(ω, h) =
χ
(0)
↑↓ (ω, h)
1− U˜ eff↑↓ (h)χ(0)↑↓ (ω, h)
(3.17)
Obtaining χ
(0)
↑↓ (0, h) analytically from equation (3.15) and then using equa-
tions (3.16) and (3.17) gives a formula for the interaction, U˜↑↓(h):
U˜↑↓(h) = U˜
eff
↑↓ (h)
(−σǫ˜d,σ(h)
h
)
=
(−σǫ˜d,σ(h)− h
m(h)
)
.
(−σǫ˜d,σ(h)
h
)
(3.18)
The RPA has been used to determine this formula, and it relates this inter-
action to the other effective parameters. Therefore we have a first test for
the viability of the RPA in a degenerate Anderson model: Does the formula
for U˜↑↓(h), obtained using the renormalized RPA, give the same result as
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U˜↑↓(h) calculated directly from the NRG? In figure 3.4 we present the NRG
results for U˜↑↓(h) for the SU(4) model and compare them to the results for
U˜↑↓(h) calculated using the renormalized RPA (equation (3.18)). The same
test was performed on the SU(2) model (see figure 2.12). Numerically, we
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-2 -1  0  1  2  3  4  5
ln(h/Tk)
U(h)/U  (NRG)
U(h)/U  (Ren. RPA)
~
~
Figure 3.4: The effective parameter U˜↑↓(h)/U for the SU(4) model plotted as a
function of magnetic field. The solid line has been calculated using the renormalized
RPA (equation (3.18)) with the effective parameters ǫ˜d,σ(h) and ∆˜(h) from the
NRG. The dashed line is calculated directly from the NRG. See figure 2.12 for a
comparison with the SU(2) model’s results.
see that again the results are close in value. This shows that the RPA is
still a good approximation to the full 4-vertex for all interactions between
electrons of opposite spin. The techniques used in the SU(2) model have
been readily generalised to SU(2N) models. This is a good sign that we are
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on the right track.
Within a general SU(2N) Anderson model there is also the possibility for
a second type of interaction. Because of the degenerate levels, two electrons
with the same spin can occupy the impurity and interact. This was not
present in the SU(2) case as Pauli’s exclusion principle prevents it. We can
define a 4-vertex associated with the interaction:
Γiσ,i′σ(ω, ω
′;ω′′, ω′′′ : h) i 6= i′. (3.19)
The electrons must clearly have different site indices, possible only forN > 1.
With a particle-hole symmetric model we can define a renormalized interac-
tion,
U˜↑↑(h) = U˜↓↓(h) = z(h)
2Γiσ,i′σ(0, 0; 0, 0 : h) i 6= i′, (3.20)
with renormalization condition
U˜σσ(h) = Γ˜iσ,i′σ(0, 0; 0, 0 : h) i 6= i′ (3.21)
Attempting to follow the previous methods, we can use the RPA to approx-
imate the 4-vertex. This implies
U˜↑↑(h) =
U˜ eff↑↑ (h)
1− U˜ eff↑↑ (h)χ
(0)
↑↑ (0, h)
(3.22)
where χ
(0)
↑↑ (0, h) can be found analytically,
χ
(0)
↑↑ (ω, h) = −
∫
dω1
2πi
G˜MFi,↑ (ω + ω1, h, 0)G˜
MF
i′ ,↑ (ω1, h, 0), i 6= i′ (3.23)
In order to determine U˜↑↑(h) using equation (3.22) we must now find U˜
eff
↑↑ (h).
This is where difficulty lies with the extension of previous techniques. We
can define a susceptibility
χ↑↑(ω, h) (3.24)
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which contributes to orbital fluctuations as opposed to spin. It is given
diagrammatically in figure 3.3 (bottom). Within the self-energy the χ↑↑ will
provide orbital jump processes instead of spin flipping. Using the RPA as
an approximation yields
χ↑↑(ω, h) =
χ
(0)
↑↑ (ω, h)
1− U˜ eff↑↑ (h)χ
(0)
↑↑ (ω, h)
. (3.25)
We must now search for an identity, similar to χt(0, h) = m/h, so that
U˜ eff↑↑ (h) may be found. This is integral to the success of the approach. We
define a new 3-vertex function which switches the orbital quantum number
on a Green’s function (see figure 3.5). We can proceed as in Appendix A
Γ
(i = i`)
3
ω
ω`, i
ω`+ ω , i`
Figure 3.5: A new 3-vertex is possible when there are degenerate levels on the
impurity. This 3-vertex represents an orbital jump process. The indices i and
i′ label two different degenerate states on the impurity. The 3-vertex is found in
analogy to the 3-vertex in Appendix A (see figure A.2) however this time the orbital
susceptibility, χ↑↑(ω, h), is used to define it.
and find the equation of motion for the 3-vertex in the hope that it will
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give a useful identity. However, there is now a problem. The magnetic field,
h, which splits the spin levels on the impurity does not split the orbitally
degenerate levels. There is still degeneracy even after the field is applied.
In turn, we find that
Gi,σ(ω, h) = Gi′,σ(ω, h) ∀i, i′ (3.26)
and consequently
nd,i,σ = nd,i′,σ ∀i, i′. (3.27)
If we work through the process described in appendix A for the orbital 3-
vertex in figure 3.5 we find that, as a consequence of (3.26) and (3.27), all
terms in the expression equivalent to (A.23) become zero. A way of getting
around this problem is to lift the orbital degeneracy temporarily. This can
be done by inserting a fictitious field, horb into the Hamiltonian:
Hhorb =
∑
i,σ
ihorbd
+
i,σdi,σ. For SU(4) model, i = +1 or − 1. (3.28)
We can then work through the method in appendix A and take the limit
horb → 0 at the end. For the orbital sucseptibility, this results in the (exact)
identity
χ↑↑(ω, h) =
∂(nd,i,↑ − nd,i′,↑)/2
∂horb
∣∣∣∣
horb=0
. (3.29)
The right hand side can be evaluated exactly using the generalised Friedel
sum rule, shown by Shiba [66], together with first order RPT [34, 54]. For
the SU(4) model, this results in the equation
χ↑↑(0, h) = ρ˜(0, h)(1 + ρ˜(0, h)U˜↑↑(h)),
=⇒
χ
(0)
↑↑ (0, h)
1− U˜ eff↑↑ (h)χ(0)↑↑ (0, h)
= ρ˜(0, h)

1 + ρ˜(0, h)U˜ eff↑↑ (h)
1− U˜ eff↑↑ (h)χ(0)↑↑ (0, h)

 . (3.30)
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We find using equation (3.23) that χ
(0)
↑↑ (0, h) = ρ˜(0, h) and the above expres-
sion becomes trivial. It is pleasing to see that the methodology is all con-
sistent, yet it did not help in determining the interaction parameter U˜↑↑(h).
For now, and in order to proceed, we must take the parameter U˜↑↑(h) from
the NRG results. However, we can still see if the flow of the other effective
parameters are generated successfully using an RPT-RPA approach.
U
~∑
~
(ω ,h  ,h  )1 2
G (ω ,h  ,h  )1 2
MF
N x += U
~
G (ω ,h  ,h  )1 2
MF
(N -1) x
~ ~
+ λ 1
MF
( h  )1 ( h  )1
( h  )1
MF
Figure 3.6: Diagrams contributing to the mean field self energy for the SU(2N)
Anderson model. The equation shown here must be solved self consistently as the
diagrams also dress the internal Green’s functions.
We now proceed to find an appropriate self-energy for the degenerate
Anderson model. Figure 3.6 shows the tadpole diagrams which must be
included when generalising to the degenerate model. There are N dia-
grams which involve the interaction U˜σ,−σ(h), and N − 1 diagrams which
involve U˜σ,σ(h). These tadpole diagrams also dress all the internal parti-
cle propagators. The general equation to determine the tadpole diagrams
129
3.1. THE DEGENERATE ANDERSON MODEL
self-consistently is
Σ˜MFi,σ (ω, h1, h2) =
N × U˜σ,−σ(h1)
2
(
1− 1
π
tan−1
(
ǫ˜d,i,−σ(h1) + σh2 + Σ˜
MF
i,−σ(0, h1, h2)
∆˜(h1)
))
+ (N − 1)× U˜σ,σ(h1)
2
(
1− 1
π
tan−1
(
ǫ˜d,i,σ(h1)− σh2 + Σ˜MFi,σ (0, h1, h2)
∆˜(h1)
))
− λMF1 (h1).
(3.31)
Figure 3.7 shows the self-energy, which contains the RPA fluctuations. These
diagrams are the same as those used in the LMA [72]. The full equation for
the RPT-RPA self-energy of a degenerate SU(2N) Anderson model is then
Σ˜i,σ(ω, h1, h2) = Σ˜
MF
i,σ (ω, h1, h2)
+N × U˜2σ,−σ(h1)
∫ ∫
G˜MFd,i,−σ(ω + ω
′, h1, h2)χ
RPA
σ,−σ(ω
′, h1, h2)
dω′
2πi
+ (N − 1)× U˜2σ,σ(h1)
∫ ∫
G˜MFd,i′,σ(ω + ω
′, h1, h2)χ
RPA
σ,σ (ω
′, h1, h2)
dω′
2πi
− λ1(h1)− ωλ2(h1).
(3.32)
To make the self-energy given above specific to the SU(4) model, we simply
set N = 2. This allows the technique to be tested against NRG results (for
N = 2) yet also readily generalises to models of higher degeneracy. With
this self-energy we can now follow the steps laid out in section 2.5 and plot
the predicted flow of effective parameters.
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U
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Figure 3.7: The RPT-RPA self energy for the SU(2N) Anderson model, given in
diagrammatic form and corresponding to equation (3.32).
3.1.3 Results and Conclusions
In figure 3.8 we present results for the effective parameters of the SU(4)
model, calculated using the RPT-RPA (and scaling equations), and com-
pared to results from the NRG. For magnetic fields equal to and greater
than ln(h/Tk) = 1, there is strong numerical agreement. Furthermore the
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Figure 3.8: A comparison of the renormalized parameters η˜d(h) = |ǫ˜d,i,σ(h)|/h,
z(h) = ∆˜(h)/∆ and U˜↑↓(h)/U , calculated using RPT-RPA with scaling equations
and the NRG for the Anderson model in the strong correlated regime. The results
are for a model with bare parameters U = 0.03, π∆ = 0.01, ǫd = −3U/2 = −0.045.
The constant, Tk, is set to Tk = π∆˜(0)/4 ∼ 0.0008.
results are qualitatively similar at all field strengths. However, below the
point ln(h/Tk) = 1, results from the two approaches do not agree. In par-
ticular, the RPT and scaling equations fail to find the effective parameters
|ǫ˜d,i,σ(h)|/h settling on the Wilson ratio, R = 4/3. The effective parame-
ters U˜ and ∆˜ are also too small on approach to h = 0. This suggests that
there must be important effects within the model which the RPT approach
is currently failing to capture.
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Very recently, Oguri et. al. have also attempted to calculate the effective
parameters for degenerate SU(2N) models by using a perturbative approach
in a scaled interaction, (2N −1)U [103]. This was carried out in an attempt
to extend theoretical predictions of the shot noise and counting statistics in
steady-state, orbitally degenerate, quantum dot models [104, 105]. With the
scaled interaction, the perturbative series can be reorganised into expansion
powers of 1/(2N−1). Their paper [103] shows that it is longitudinal fluctua-
tions (see figure 3.9) which give the leading order, 1/(2N−1), contributions.
+ .  .  .  .+ +
Figure 3.9: The diagrams shown here correspond to RPA fluctuations in the lon-
gitudinal channel. Each particle-hole bubble must have a different spin/degeneracy
number to its neighbours in order to form this chain.
In the method described in chapter 2 (for the SU(2) model), and in subsec-
tion 3.1.2 (for the SU(4) model), it is only the transverse spin and orbital
fluctuations that have been included. Furthermore, their method appears
to predict with reasonable accuracy the effective interaction strength. We
must understand why these fluctuations can be ignored in the SU(2) model,
where as in the SU(4) model they appear to play a key role.
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There are two reasons why the longitudinal fluctuations can be ignored
when dealing with the SU(2) Anderson model. The first is that the extra
contribution from the diagrams in figure 3.9 are at even order in U˜ only
and starting at 4th order. This is because spin frustration prevents the
possibility at odd orders in U˜ . The second (and perhaps more important)
reason is due to the fact that the particle-hole bubbles, χ
(0)
σσ (ω, h), within
the fluctuation must alternate in spin. The particle-hole bubbles χ
(0)
↑↑ (ω, h)
and χ
(0)
↓↓ (ω, h) carry spectral weight around −h and h respectively and so,
with even a slight magnetic field turned on, the overall fluctuation should be
suppressed. However, in degenerate models, the bubbles need not alternate
in spin but can alternate in their degeneracy index, i, instead. Therefore
they are not as heavily suppressed by a magnetic field. The fluctuations
can also enter the self-energy at lower orders as the degeneracy allows for
interactions between same-spin electrons.
In order to progress we must therefore make some modification to the
scheme. One method of proceeding would be to deal with the longitudi-
nal fluctuations by defining an effective interaction that contained them.
This complicates matters because the interactions would become frequency
dependent. A different approach might be to try to freeze out these longi-
tudinal fluctuations so that they could again be ignored. One possibility of
doing this is by coupling the magnetic field to the orbital angular momentum
of the electrons on the impurity. For the SU(4) model we would have
Hmag =
∑
i,σ
h(i+ σ)d+i,σdiσ i = 1/2,−1/2; σ = 1,−1. (3.33)
When the magnetic field is turned on it will lift all degeneracy on the im-
purity. This will have the effect of suppressing the transverse orbital and
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spin fluctuations but, more importantly, it will also dramatically suppress
the longitudinal fluctuations. The drawback of doing this is that there will
now be eight independent effective parameters
ǫ˜d,−1/2,↓(h) = −ǫ˜d,1/2,↑(h),
ǫ˜d,1/2,↓(h) = −ǫ˜d,−1/2,↑(h),
∆˜1/2,↑(h) = ∆˜−1/2,↓(h),
∆˜−1/2,↑(h) = ∆˜1/2,↓(h),
U˜1/2↑,1/2↓(h) = U˜−1/2↑,−1/2↓(h),
U˜1/2↑,−1/2↑(h) = U˜1/2↓,−1/2↓(h)),
U˜−1/2↑,1/2↓(h), U˜1/2↑,−1/2↓(h).
(3.34)
There is no reason why scaling equations can not be found and the RPT
extended to cope with these extra effective parameters. In fact, because
of the lifting of degeneracy, the problems found when attempting to find
certain effective interactions in section 3.1.2 will be removed. However, at
this point we leave this discussion as the starting point for further research.
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Appendix A
Identities from the 3-vertex
In this appendix we go about proving the identity
χ(ω = 0, h) =
m(h)
h
(A.1)
where χ(ω, h) is the transverse spin susceptibility, m(h) = (nd,↑−nd,↓)/2 and
is the magnetization and h is the external magnetic field. We use equations
of motion to prove the identity. The approach follows a method used by
Hertz and Edwards [62] (which in turn follows an an approach by Ma et al
[106]), albeit for the Anderson model instead of the Hubbard model.
A.1 Definition of the 3-vertex
In order to get identities from the 3-vertex we start from the transverse spin
susceptibility. This in turn will enable us to define a full 3-vertex function.
The transverse spin susceptibility is given by
χ(t− t′) = −i 〈T (S+(t)S−(t′))〉 (A.2)
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+
+
+ .  .  .
χ (t-t’) =
t’ t
t’
t’
t’
t’
t’t t
tt
t
=
Figure A.1: The transverse spin susceptibility, χ(t− t′), represented as a Feynman
diagram in time space.
where
S+(t) =
Sx(t) + iSy(t)
2
= d+↑ (t)d↓(t),
S−(t
′) =
Sx(t
′)− iSy(t′)
2
= d+↓ (t
′)d↑(t
′). (A.3)
In figure (A.1) we represent equation (A.2) as a Feynman diagram. We now
define a three vertex such that χ(t− t′) can be written
χ(t− t′) =
∫∫
dt1dt2G↓(t1, t
′)Γ3(t1, t2, t)G↑(t
′, t2). (A.4)
Figure (A.2) shows equation (A.4) written as a Feynman diagram. Compar-
ing figures (A.1) and (A.2) we see that the newly defined 3-vertex contains
all possible interactions between the spin-up and spin-down propagators.
Figure (A.3) shows the explicit relation between the 3 and 4-vertices.
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Γ (t1,t2,t)
3
t1
t2
tt’χ(t-t’) =
Figure A.2: Equation (A.4) represented as a Feynman diagram with the newly
defined 3-vertex Γ3(t1, t2, t).
χ(t-t’)
t t’t’ t
Γ
3
= =
Figure A.3: The 3-vertex contains all interactions between the two greens func-
tions.
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T(S (t)d (t’)d (t’’))
++< < =
t’’
t
t’
t
t
2
1
Γ 3
Figure A.4: The three point function under consideration represented as a Feyn-
man diagram. The three point function contains the 3-vertex.
A.2 Equation of Motion
With the required full 3-vertex having been defined in the previous sec-
tion we now proceed to examine it in detail. We first look at the function
Γ3(t1, t2, t), defined such that〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
∫∫
dt1dt2G↓(t1, t
′)Γ3(t1, t2, t)G↑(t
′′, t2). (A.5)
This is given diagrammatically in figure (A.4). The connection between this
function and χ(t− t′) can be seen by setting t′′ = t′. However this function
shows the full 3-vertex more generally, between three external points. By
differentiating the left hand side of equation (A.5) with respect to time t we
can obtain an equation of motion for Γ3(t1, t2, t). Differentiating the right
hand side simply gives
∂
∂t
∫∫
dt1dt2G↓(t1, t
′)Γ3(t1, t2, t)G↑(t
′′, t2)
=
∫∫
dt1dt2G↓(t1, t
′)
∂Γ3(t1, t2, t)
∂t
G↑(t
′′, t2). (A.6)
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Differentiating the left hand side of equation (A.5) is more involved. Writing
out the time ordering operator in full, we see that
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
∂
∂t
θ(t− t′)θ(t′ − t′′)
〈
S+(t)d
+
↓ (t
′)d↑(t
′′)
〉
− ∂
∂t
θ(t− t′′)θ(t′′ − t′)
〈
S+(t)d↑(t
′′)d+↓ (t
′)
〉
+
∂
∂t
θ(t′ − t)θ(t− t′′)
〈
d+↓ (t
′)S+(t)d↑(t
′′)
〉
+
∂
∂t
θ(t′ − t′′)θ(t′′ − t)
〈
d+↓ (t
′)d↑(t
′′)S+(t)
〉
− ∂
∂t
θ(t′′ − t)θ(t− t′)
〈
d↑(t
′′)S+(t)d
+
↓ (t
′)
〉
− ∂
∂t
θ(t′′ − t′)θ(t′ − t)
〈
d↑(t
′′)d+↓ (t
′)S+(t)
〉
. (A.7)
Differentiating each term we obtain
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
δ(t− t′)θ(t′ − t′′)
〈
S+(t)d
+
↓ (t
′)d↑(t
′′)
〉
(a)
−δ(t− t′′)θ(t′′ − t′)
〈
S+(t)d↑(t
′′)d+↓ (t
′)
〉
(b)
−δ(t′ − t)θ(t− t′′)
〈
d+↓ (t
′)S+(t)d↑(t
′′)
〉
(c)
+θ(t′ − t)δ(t − t′′)
〈
d+↓ (t
′)S+(t)d↑(t
′′)
〉
(d)
−θ(t′ − t′′)δ(t′′ − t)
〈
d+↓ (t
′)d↑(t
′′)S+(t)
〉
(e)
−θ(t′′ − t)δ(t− t′)
〈
d↑(t
′′)S+(t)d
+
↓ (t
′)
〉
(f)
+δ(t′′ − t)θ(t− t′)
〈
d↑(t
′′)S+(t)d
+
↓ (t
′)
〉
(g)
+θ(t′′ − t′)δ(t′ − t)
〈
d↑(t
′′)d+↓ (t
′)S+(t)
〉
(h)
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+
〈
T
(
∂S+(t)
∂t
d+↓ (t
′)d↑(t
′′)
)〉
. (A.8)
By pairing up (a) and (c), (b) and (g), (d) and (e), (f) and (h) we obtain
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
δ(t− t′)θ(t′ − t′′)
〈
[S+(t), d
+
↓ (t
′)]d↑(t
′′)
〉
+δ(t− t′′)θ(t′′ − t′)
〈
[d↑(t
′′), S+(t)]d
+
↓ (t
′)
〉
+δ(t− t′′)θ(t′ − t′′)
〈
d+↓ (t
′)[S+(t), d↑(t
′′)]
〉
+δ(t− t′)θ(t′′ − t′)
〈
d↑(t
′′)[d+↓ (t
′), S+(t)]
〉
+
〈
T
(
∂S+(t)
∂t
d+↓ (t
′)d↑(t
′′)
)〉
. (A.9)
Combining the first and fourth term and the second and third term on the
right hand side gives
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
δ(t− t′)
〈
T
(
[S+(t), d
+
↓ (t
′)]d↑(t
′′)
)〉
+δ(t− t′′)
〈
T
(
d+↓ (t
′)[S+(t), d↑(t
′′)]
)〉
+
〈
T
(
∂S+(t)
∂t
d+↓ (t
′)d↑(t
′′)
)〉
. (A.10)
The first and second term can be simplified further by evaluating the com-
mutator
[S+(t), d
+
↓ (t)] = d
+
↑ (t) (A.11)
[S+(t), d↑(t)] = −d↓(t) (A.12)
resulting in the equation
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
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iG↑(t, t
′′)δ(t− t′)− iG↓(t′, t)δ(t− t′′)+
〈
T
(
∂S+(t)
∂t
d+↓ (t
′)d↑(t
′′)
)〉
. (A.13)
The last term on the right hand side requires us to look at the equation of
motion for S+(t).
∂S+(t)
∂t
= i[H,S+(t)] (A.14)
We must now consider the Hamiltonian of the single impurity Anderson
model. There are two parts of the Hamiltonian that will not commute with
the S+ operator. These are the terms coupling the model to an externally
applied magnetic field and the hybridisation terms. Considering first the
magnetic coupling
[Hmag, S+](t) =
∑
σ
hσ[d+σ dσ, S+](t) = 2hS+(t). (A.15)
Without considering the hybridisation terms the equation of motion for the
three-point function would be
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
iG↑(t, t
′′)δ(t−t′)−iG↓(t′, t)δ(t−t′′)+2ih
〈
T
(
S+(t)d
+
↓ (t
′)d↑(t
′′)
)〉
. (A.16)
However there is another term arising from the hybridisation
[Hhyb, S+](t) =
∑
σ,k
[V ∗k c
+
k,σdσ + Vkd
+
σ ck,σ, d
+
↑ d↓](t)
=
∑
σ,k
V ∗k c
+
k,σ[dσ, d
+
↑ d↓](t)−
∑
σ,k
Vkck,σ[d
+
σ , d
+
↑ d↓](t)
= i
∑
k
V ∗k c
+
↑,k(t)d↓(t)− i
∑
k
Vkc↓,k(t)d
+
↑ (t) (A.17)
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where c+ and c are conduction band electron annihilation and creation oper-
ators respectively. This gives the final terms within the equation of motion
which can now be written
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
iG↑(t, t
′′)δ(t − t′)− iG↓(t′, t)δ(t − t′′) + 2ih
〈
T
(
S+(t)d
+
↓ (t
′)d↑(t
′′)
)〉
+i
∑
k
V ∗k
〈
T
(
c+↑,k(t)d↓(t)d
+
↓ (t
′)d↑(t
′′)
)〉
−i
∑
k
Vk
〈
T
(
c↓,k(t)d
+
↑ (t)d
+
↓ (t
′)d↑(t
′′)
)〉
. (A.18)
The last two terms in equation (A.18) arise from spin flip processes that
contain conduction band electrons within the intermediary step. To illus-
trate this consider the fourth term in equation (A.18). Imagine a spin-down
electron created on the d-site at time t′. This d-site spin-down electron is
then annihilated at time t whilst a spin-up conduction band electron is si-
multaneously created. The spin flip therefore occurs at time t. This spin-up
conduction band electron then hops onto the impurity site, becoming a spin-
up d-site electron which is annihilated at t′′. Given t′ < t < t′′ the fourth
term in equation (A.18) integrated over time, t, is related to the probability
amplitude of this process. The terms due to the hybridisation mean that
equation (A.18) requires the definition of a new 3-vertex, one that contains
interactions between the d-site propagators and propagators to and from
the d-site to the conduction band. The equation of motion therefore con-
tains more than just the d-site 3-vertex and greens functions. It relates two
different 3-vertices to one another.
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A.3 Identity for the Static Transverse Spin Sus-
ceptibility
There is a way of finding identities from the d-site 3-vertex but in doing so
one frequency/time degree of freedom is lost. Consider the spin flip operator
for the conduction band,
Slead+ (t) =
∑
k
c+k,↑(t)ck,↓(t), (A.19)
where c+k,σ(t) and ck,σ(t) are the raising and lowering operators for conduc-
tion band electrons. We can obtain the differential with respect to time
∂Slead+ (t)
∂t
= i
∑
k
[H, c+k,↑ck,↓](t)
= i
∑
k,k′,σ
[V ∗k′c
+
k′,σdσ + Vk′d
+
σ ck′,σ, c
+
k,↑ck,↓](t)
= i
∑
k
V ∗k c
+
↑,k(t)d↓(t)− i
∑
k
Vkc↓,k(t)d
+
↑ (t) (A.20)
and substitute this result into equation (A.18). This gives
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
iG↑(t, t
′′)δ(t − t′)− iG↓(t′, t)δ(t − t′′) + 2ih
〈
T
(
S+(t)d
+
↓ (t
′)d↑(t
′′)
)〉
+
〈
T
(
∂Slead+ (t)
∂t
d+↓ (t
′)d↑(t
′′)
)〉
. (A.21)
The differential in the last term can be taken over the whole term as the
conduction band operators anti-commute with the d-site operators. We
therefore obtain
∂
∂t
〈
T (S+(t)d
+
↓ (t
′)d↑(t
′′))
〉
=
iG↑(t, t
′′)δ(t − t′)− iG↓(t′, t)δ(t − t′′) + 2ih
〈
T
(
S+(t)d
+
↓ (t
′)d↑(t
′′)
)〉
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+
∂
∂t
〈
T
(
S
lead(t)
+ d
+
↓ (t
′)d↑(t
′′)
)〉
. (A.22)
By integrating over time t we eliminate the term on the left hand side and
the last term on the right hand side due to the required vanishing of surface
terms at t = ±∞. The remaining equation is
−2ih
∫ ∞
−∞
〈
T
(
S+(t)d
+
↓ (t
′)d↑(t
′′)
)〉
dt = iG↑(t
′, t′′)− iG↓(t′, t′′). (A.23)
Now we take the limit t′′ → t′ + 0. In this limit we obtain
lim
t′′→t′+0
(−iG↑(t′, t′′)) = nd,↑,
lim
t′′→t′+0
(−iG↓(t′, t′′)) = nd,↓.
(A.24)
If we look at the left hand side of (A.23) and use equation (A.2), we see
−2ih lim
t′′→t′+0
∫ ∞
−∞
〈
T
(
S+(t)d
+
↓ (t
′)d↑(t
′′)
)〉
dt
= −2h
∫ ∞
−∞
χ(t− t′)dt
= −2h
2π
∫ ∫ ∞
−∞
χ(ω, h)e−iω(t−t
′)dwdt
= −2hχ(0, h).
(A.25)
Using the results (A.24) and (A.25) within equation (A.23) we obtain the
identity we wished to find at the start:
χ(0, h) =
m(h)
h
(A.26)
A.4 3-vertex Ward identity
A by-product of using the equations of motion to derive the above identity
is that we also obtain a Ward identity which relates the 3-vertex to the
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Green’s functions. Using equation (A.5) in the left hand side of equation
(A.23) gives
2h
∫
dt1dt2dt G↓(t1, t
′)Γ3(t1, t2, t)G↑(t
′′, t2) = −G↑(t′, t′′) +G↓(t′, t′′).
(A.27)
Fourier transforming this equation gives the Ward identity
Γ3(ω, ω, 0) =
1
2h
(G−1↑ (ω)−G−1↓ (ω)) (A.28)
Which is equivalent to expression 2.23 in Koyama and Tachiki’s paper [107],
which shows that the equation of motion approach used here gives the same
results as an approach exploiting the symmetries of the Lagrangian.
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Identities from the 4-vertex
Here we discuss how to obtain exact relations between the spin and charge
susceptibility of the Anderson model and the effective parameters. The
relations have been derived before using a perturbative analysis [36, 37, 38,
39]. They have also been derived using the functional renormalization group
approach [108]. Here, a method described by Hewson [55] is given. From
this we obtain an identity for the self-energy which will be given here using
the notation developed in section 2.3.
B.1 Exact identities by Differentiating the Self-
Energy
First we must define another 4-vertex, the longitudinal two-particle irre-
ducible (L2PI) 4-vertex. This is a vertex which can not be cut into two
separate 4-vertices by severing two particle lines with a horizontal slice. Ex-
amples are given figure B.1. We note that, when we cut a propagator in any
of the skeleton diagrams of the self energy (given in figure 2.3), we always
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-σ -σ
CUT
-σ
-σ -σ
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σ σ
σ σ
CUT
-σ-σ
σ σ
σ σ
σ σ
-σ
-σ
-σ
σ
σ σ
L2PI
(irreducible)
non-L2PI
(reducible)
Figure B.1: Examples of both longitudinal two-particle irreducible and reducible
diagrams. The irreducible diagrams can be connected together to form all the
reducible ones (see the Bethe-Salpeter equation in figure B.2).
obtain an L2PI 4-vertex. Also note that, in the longitudinal channel, there
are intermediary processes that result in an up-spin propagator interacting
with another up-spin propagator. As a consequence, ΓL2PI↑,↑ and Γ
L2PI
↓,↓ are
not necessarily zero.
We now consider differentiating the self-energy with respect to the ex-
ternal magnetic field, (σh). We differentiate the causal Green’s functions,
Gd,σ(ω, h) =
1
ω − ǫd + σh+ i∆sgn(ω)− Σd,σ(ω) , (B.1)
within the self-energy individually and use the product rule. Each time
we differentiate an internal Green’s function it is equivalent to cutting that
Greens function to create a 4-vertex, which must then be multiplied by the
chain rule factor
∂Gσ(ω, h)
∂(σh)
= −G2σ(ω, h)
(
1− ∂Σσ(ω, h)
∂(σh)
)
. (B.2)
We use the fact that cutting a propagator in the skeleton diagram self-energy
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L2PIL2PI=Γ (ω,ω’;ω’’,ω’’’) =
ω
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ω’
ω’’
ω
ω’’’
ωω’
ω’’
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+
ω’’ω’’’
σ σ
σ
Σ
Figure B.2: The Bethe-Salpeter equation in the longitudinal channel (cf. figure
1.4).
always gives an L2PI 4-vertex, together with the formula above, to give
∂Σσ(ω, h)
∂(σh)
=
∫ ∑
σ′
ΓL2PIσσ′ (ω, ω;ω
′, ω′ : h)G2σ′ (ω
′, h)
(
1− ∂Σσ′(ω
′, h)
∂(σh)
)
dω′
2πi
.
(B.3)
We can consider this as an infinite matrix (or functional operator) equation:
∂Σ
∂(σh)
= ΓL2PI.G2.1− ΓL2PI.G2. ∂Σ
∂(σh)
(B.4)
where
G2ω′σ′,ω′′σ′′ = δ(ω
′ − ω′′)δσ′σ′′G2σ′′(ω′′, h) , 1ω′′σ′′ = 1. (B.5)
Re-arranging equation (B.4) we obtain
∂Σ
∂(σh)
=
(
I − ΓL2PI.G2)−1 .ΓL2PI.G2.1 (B.6)
From the Bethe-Salpeter equation (see figure B.2) we see that(
I − ΓL2PI.G2)−1 ΓL2PI = Γ, where Γ is the full 4-vertex. This gives
∂Σ
∂(σh)
= Γ.G2.1, (B.7)
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or in terms of an integral equation
∂Σσ(ω, h)
∂(σh)
=
∫ ∑
σ′
Γσσ′(ω, ω;ω
′, ω′ : h)G2σ′(ω
′, h)
dω′
2πi
. (B.8)
In the same way we can calculate ∂Σσ(ω,h)∂ω . However, an extra term
appears from the i∆sgn(ω) in the causal Green’s function
∂Gσ(ω, h)
∂ω
= −G2σ(ω, h)
(
1− ∂Σσ(ω, h)
∂ω
)
− 2∆iδ(ω)
(ǫd,σ − σh+Σσ(ω, h))2 + (∆2) .
(B.9)
With this accounted for, the corresponding equation for ∂Σσ(ω,h)∂ω becomes
∂Σσ(ω, h)
∂ω
=
∫ ∑
σ′
Γσσ′(ω, ω;ω
′, ω′ : h)G2σ′(ω
′, h)
dω′
2πi
+
∑
σ′
Γσσ′(ω, ω; 0, 0 : h)ρσ′(0, h)
(B.10)
where ρσ′(ω, h) is the local d-site spectral density. For the full 4-vertex
we have that Γσσ(0, 0; 0, 0 : h) = 0 (as overall, same spin interactions are
not allowed). Therefore subtracting equation (B.8) from (B.10) and setting
ω = 0 yields
∂Σσ(ω, h)
∂ω
∣∣∣∣
ω=0
− ∂Σσ(ω, h)
∂(σh)
∣∣∣∣
ω=0
= Γσ,−σ(0, 0; 0, 0 : h)ρ−σ(0, h). (B.11)
This is an exact result which relates the 4-vertex to the self-energy.
B.2 Exact Relation for the Spin Susceptibility
We now use the definition of z(h) given in equation (1.34) to re-write this
as
−z(h)−1 +
(
1− σ∂Σσ(ω, h)
∂h
)
= Γσ,−σ(0, 0; 0, 0 : h)ρ−σ(0, h) (B.12)
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B.3. THE STATIC SPIN SUSCEPTIBILITY WITH EFFECTIVE
PARAMETERS
The Friedel sum rule (1.29) can be used to obtain an exact expression for
the longitudinal spin susceptibility. For a particle-hole symmetric model we
obtain
χl(h) =
∂m(h)
∂h
= ρ(0, h)
(
1− σ∂Σσ(0, h)
∂h
)
. (B.13)
Inserting this formula into equation (B.12) gives
χl(h) =
ρ(0, h)
z(h)
(1 + z(h)Γσ,−σ(0, 0; 0, 0 : h)ρ(0, h)) (B.14)
B.3 The Static Spin Susceptibility with Effective
Parameters
Using the definitions of the effective parameters, we can now write an equa-
tion for the static longitudinal spin susceptibility in terms of the effective
parameters. Using the definitions (1.34) and (1.35) we see that equation
(B.14) becomes
χl(h) = ρ˜(0, h)
(
1 + ρ˜(0, h)U˜ (h)
)
(B.15)
as ρ˜(0, h) = ρ(0, h)/z(h) and U˜(h) = z(h)2Γ(0, 0; 0, 0 : h). Similar to the
calculation of the spin susceptibility given hear, one can also calculate the
longitudinal charge susceptibility, χc(h). The result is
χc(h) = ρ˜(0, h)
(
1− ρ˜(0, h)U˜ (h)
)
. (B.16)
B.4 Exact Relation for the Self-Energy
We can also calculate the spin susceptibility using the Friedel sum rule and
effective parameters. Using the notation for the renormalized self-energy
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B.4. EXACT RELATION FOR THE SELF-ENERGY
developed in section 2.3, we can write
nd,σ(h1 + h2) =
1
2
− 1
π
tan−1
(
ǫ˜d,σ(h1)− σh2 + Σ˜σ(ω, h1, h2)
∆˜
)
. (B.17)
This gives the spin susceptibility as
χ(h1) = ρ˜(0, h1)
(
1− σ ∂Σ˜σ(0, h1, h2)
∂h2
∣∣∣∣∣
h2=0
)
. (B.18)
Comparing this result with equation (B.15), we obtain the identity
−σ Σ˜σ(0, h1, h2)
∂h2
∣∣∣∣∣
h2=0
= ρ˜(0, h1)U˜(h1). (B.19)
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Appendix C
Feynman Diagrams for the
Calculation of RPT up to
Third Order
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Figure C.1: Self-energy diagrams for renormalized perturbation theory up to third
order (continued in C.2 and C.3).
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Figure C.2: Self-energy diagrams for renormalized perturbation theory up to third
order (continued in C.3).
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Figure C.3: Self-energy diagrams for renormalized perturbation theory up to third
order.
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Figure C.4: Diagrams which contribute to the 4-vertex for renormalized pertur-
bation theory, up to third order.
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