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T´ıtulo del estudio: Agrupamiento geogra´fico de la demanda para la pla-
neacio´n del transporte y distribucio´n.
Nu´mero de pa´ginas: 95.
Objetivos y me´todo de estudio: El estudio esta´ motivado por un problema
real de una empresa internacional instalada al noreste del pa´ıs. El objetivo de la
investigacio´n es: predecir la demanda de transporte para generar planes ta´cticos y
financieros efectivos y anticipados por medio de herramientas de agrupamiento y
prediccio´n.
La metodolog´ıa esta´ basada en la literatura especializada y ha sido adaptada
para nuestro caso de estudio. Comprende cinco fases, la primera fae consiste en
el tratamiento de datos y la seleccio´n de las variables que sera´n empleadas para la
clusterizacio´n, la segunda fase se centra en la eleccio´n del algortimo de agrupamiento,
la tercera fase trata sobre la validacio´n de los grupos sugeridos por el algoritmo de
agrupamiento, la cuarta fase se enfoca en el disen˜o de clu´steres, finalmente la quinta
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fase consiste en la construccio´n y aplicacio´n de modelos de prediccio´n.
Contribuciones y conlusiones: Nuestra contribucio´n principal a la empresa
caso de estudio fue entonces, crear, aplicar y validar una metodolog´ıa basada en
herramientas cuantitativas y una serie de recomendaciones te´cnicas para la elabora-
cio´n de planes ta´cticos y toma de decisiones efectiva en el de a´rea de transporte y
distribucio´n.
Concluimos que haciendo uso de herramientas cuantitativas (agrupamiento y
preduccio´n) queda demostrado que en la implementacio´n ya sea en conjunto o por
separado de las herramientas abordadas, se obtiene en promedio una mejora del 10 %
en el proceso de planificacio´n del transporte.
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Cap´ıtulo 1
Introduccio´n
El transporte es un componente vital y de alto intere´s para las organizaciones
como proceso para el traslado oportuno de productos al mercado, motivo que lo con-
vierte en una operacio´n log´ıstica clave en el desarrollo de las actividades vinculadas
con la planeacio´n, abastecimiento, movimiento de los bienes, flujos de informacio´n
y satisfaccio´n del cliente (Arreola et al., 2013; Corredera, 2012; Cendrero y Truyols,
2008).
Segu´n Long (2006) y Hurtado et al. (2018), el transporte merece ser estudiado
por representar millones de do´lares gastados en ferrocarriles, aerol´ıneas, camiones y
barcos ya que economı´a global esta´ basada en la capacidad de transportar bienes
alrededor del mundo. La figura 1.1 muestra como en la cadena de suministro cerca del
49 % del costo log´ıstico de una empresa es absorbido por el transporte (Davis et al.,
2011), tambie´n es comu´nmente aceptado que los costos de transporte normalmente
se hallan entre un tercio y dos tercios de los costos log´ısticos totales (Ballou, 2007).
1
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Figura 1.1: Componentes del costo log´ıstico total
Fuente: Elaboracio´n propia basada en el caso del estudio y soportada Ballou (2007);
Davis et al. (2011); Arreola et al. (2013).
De acuerdo a lo anterior, la planeacio´n del transporte es una tarea que debe
anticiparse haciendo uso de modelos de prediccio´n que permitan estimar el nu´mero de
cajas (veh´ıculos de carga) que se empleara´n para movilizar los bienes y por supuesto
establecer los planes financieros que conlleva la actividad de movilizar la mercanc´ıa
(Lu y Kao, 2016).
El proceso de transporte y distribucio´n es comu´nmente atendido por la comu-
nidad cient´ıfica y empresarial por significar el principal costo de los costos log´ısticos
totales. Se presenta el caso de una empresa dedicada a la manufactura y distribucio´n
de productos terminados cuyo control del abanico de clientes y proceso de planeacio´n
del transporte son actividades complejas. Para ello se propone el uso de herramien-
tas matema´ticas que permitan realizar predicciones de la demanda del transporte
basadas en el disen˜o de grupos con caracter´ısticas estad´ısticamente similares dentro
de estos y disimilares entre los mismos. Para realizar las predicciones de la demanda
del transporte de los clu´steres resultantes, se experimenta con modelos de prono´stico
tradicionales tales como me´todo por descomposicio´n, me´todo Holt Winters y el mo-
delo Box-Jenkins o ARIMA (autoregressive integrated moving average), identificando
el modelo que mejor se ajuste al comportamiento real de la demanda de flotillas. En
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este documento se describe la metodolog´ıa que servira´ como base para la aplicacio´n
del disen˜o de clu´steres, prono´sticos en la demanda del transporte, as´ı tambie´n para
posteriores aplicaciones de planeacio´n hacia los tres horizontes (estrate´gica, ta´ctica
y operativa) y disen˜o de rutas de distribucio´n.
1.1 Planteamiento del problema
La presente tesis aborda un problema del entorno real de una compan˜´ıa dedica-
da a la fabricacio´n y comercializacio´n de bienes manufacturados instalada al noreste
de Me´xico. La empresa tiene operaciones en todo el pa´ıs por lo que la capacidad
de respuesta que el mercado exige es inmediata, donde anticipar las necesidades de
la empresa y de sus clientes se convierte en una actividad clave para solucionar los
desaf´ıos estrate´gicos y operativos.
De acuerdo con Lightner et al. (2016) las empresas dedicadas al giro manu-
facturero y de servicios tienen complicaciones con la planeacio´n del transporte y la
distribucio´n de sus productos debido a la falta de aplicacio´n de herramientas tecnicas
en: (1) la proyeccio´n de la demanda, (2) la ubicacio´n de los depo´sitos, (3) el control
de la cartera de clientes, (4) la gestio´n de flotas, (5) el aumento del nivel de servicio
y (6) la disponibilidad de productos. En esta investigacio´n se tiene particular intere´s
en trabajar sobre el control de clientes y proyeccio´n de la demanda de vehiculos de
carga para apoyar la toma de decisiones en el proceso de planeacio´n para la log´ıstica
de salida del caso de estudio.
El extenso abanico de clientes que maneja la empresa dificulta el proceso de
planeacio´n aguas arriba, as´ı como aguas abajo para el transporte y distribucio´n. Por
consecuencia los costos asociados a la contratacio´n de flotas se elevan por motivos
de renta de camiones inmediata, se presenta falta de disponibilidad de transporte
que satisfagan las rutas de distribucio´n y ocurre desalineacio´n con el departamento
de finanzas, quienes liberan el presupuesto acordado una vez recibida la estimacio´n
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de recursos que el a´rea de log´ıstica requerira´. Eventualmente el nivel de servicio al
cliente disminuye puesto que las ordenes completadas estan por debajo del total de
o´rdenes del sistema. Dado un conjunto (n) de clientes la empresa desea dividirlos
en un nu´mero determinado de (k) clu´steres o agrupaciones de acuerdo criterios tales
como volumen de ventas, demanda de transporte, tipo de veh´ıculo, capacidad de
veh´ıculo, distancia, tiempo de entrega y accesibilidad que son variables comu´nmente
usadas en ana´lisis de grupos (Dı´az et al., 2010; Dondo y Cerda´, 2007).
1.2 Objetivo
Prono´sticar la demanda de transporte para generar planes estrate´gicos efectivos
y anticipados que permitan ahorrar recursos financieros destinados a operaciones de
transporte y distribucio´n por medio de herramientas de agrupamiento y prediccio´n.
1.3 Hipo´tesis
Por medio de herramientas matema´ticas de clasificacio´n y prediccio´n es posible
realizar planes estrate´gicos y financieros confiables a partir de la prediccio´n efectiva
de la demanda de transporte para clientes con caracter´ısticas homoge´neas.
1.4 Justificacio´n
Los costos log´ısticos representan entre 18 % y 35 % del valor del producto fi-
nal, cifra que supera la que registran los pa´ıses miembros de la Organizacio´n para
la Cooperacio´n y el Desarrollo Econo´micos (OCDE), que es de 8 %. En relacio´n al
porcentaje del producto interno bruto, los costos log´ısticos en Ame´rica Latina y el
Caribe esta´n en un rango superior de entre 50 % y 100 % en comparacio´n a los pa´ıses
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de la OCDE (BID, 2013). Por ello, uno de los principales motivos de la empresa caso
de estudio para medir el desempen˜o log´ıstico es reducir los costos de la log´ıstica ini-
ciando por los costos de transporte los cuales representan aproximadamente el 50 %
de las actividades log´ısticas (Sheu, 2007). La estimacio´n de unidades motrices para
actividades de carga y distribucio´n y la clasificacio´n de clientes, son dos de los pro-
blemas principales a los que se enfrentan los analistas y planeadores de la compan˜´ıa
en cuestio´n durante la reunio´n mensual de S&OP (sales and operations Planning) ,
donde t´ıpicamente los tomadores de decisiones suelen modificar los planes estrate´gi-
cos y operativos en base a su experiencia (Lu y Kao, 2016). Las predicciones basadas
en tecnicas de agrupamiento reflejan beneficios log´ısticos significativos analizados en
reuniones con la empresa caso de estudio y vistos en la literatura, adema´s de redu-
cir costos de transporte y distribucio´n, se tienen importantes ventajas que motivan
a este trabajo de tesis, tales como: generar una base para la toma de decisiones
hacia los tres horizontes de planeacio´n (operativo, ta´ctico y estrate´gico), controlar
del abanico de clientes, alinear estrate´gica (control de env´ıos), aumentar la ventaja
competitiva de la empresa, incrementar la calidad del servicio, inicializar problemas
de optimizacio´n en modelacio´n matema´tica y desarrollar me´todos estad´ısticos entre
los cuales destacan modelos de prediccio´n (Shaub, 2019).
1.5 Metodolog´ıa
Hay un consenso respecto a las inquietudes log´ısticas (planeacio´n del transpor-
te, control de clientes, ruteo de veh´ıculos, localizacio´n de instalaciones, inventarios y
almacenaje) que son comu´nmente estudiadas en la literatura y que acertadamente la
empresa de estudio presenta. Identificada esta relacio´n teo´rica y real se propone una
metodolog´ıa basada en la literatura especializada con sustento en herramientas cuan-
titativas de ana´lisis para la resolucio´n de la problema´tica anteriormente presentada.
La metodolog´ıa comprende las siguientes 6 fases: (1) reconocimiento del problema y
a´reas de oportunidad, (2) revisio´n bibliogra´fica, (3) ana´lisis de la demanda, (4) di-
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sen˜o de clu´steres, (5) prediccio´n de la demanda, (6) resultados y conclusiones. Dichas
fases son desglosadas a lo largo del actual documento de investigacio´n.
1.6 Estructura de la tesis
El presente documento de tesis esta´ conformado por seis cap´ıtulos, los cuales
abarcan desde el conocimiento del problema hasta conclusiones, se dividen de la
siguiente manera:
Cap´ıtulo 1. Introduccio´n: Se presenta la introduccio´n a la investigacio´n realizada
y un contexto general sobre ella, ofreciendo la descripcio´n del problema, justificacio´n,
objetivo, e hipo´tesis que guiara´n el proyecto de tesis, as´ı como la orientacio´n al lector
acerca de co´mo se estructura la informacio´n a lo largo del documento.
Cap´ıtulo 2. Antecedentes: Se presentara´ la revisio´n de la literatura, se da una
visio´n general de los aspectos y me´todos ma´s relevantes para el agrupamiento de
clientes y para prono´sticos de la demanda, as´ı como investigaciones recientes de
comu´n problema´tica al presente trabajo de tesis.
Cap´ıtulo 3. Metodolog´ıa: Se muestra detalladamente la secuencia a seguir para
el cumplimiento de los objetivos, tambie´n se identifican y describen las herramientas
cuantitativas empleadas a lo largo de los u´ltimos an˜os que mejor se adapten al
problema bajo estudio. La metodolog´ıa esta´ basada en la recopilacio´n de bibliograf´ıa
especializada y en las necesidades de la empresa caso de estudio.
Cap´ıtulo 4. Implementacio´n y Ana´lisis de resultados: Se aplican las herra-
mientas cuantitativas seleccionadas en cap´ıtulos anteriores a trave´s de software es-
pecializado, haciendo uso de informacio´n proporcionada por el caso de estudio. Por
otro lado, se compara la funcionalidad y efectividad de las herramientas matema´ticas
aplicadas contra informacio´n acontecida en la empresa para validar resultados.
Cap´ıtulo 5. Conclusiones: Se da a conocer las contribuciones generadas a la
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empresa en estudio, tambie´n conclusiones y recomendaciones para trabajos futuros
Una vez expuesto este cap´ıtulo acerca del contexto general del tema, proble-
ma a tratar y de la importancia de la investigacio´n. Los siguientes cap´ıtulos estan
dirigidos al desarrollo teo´rico y pra´ctico de lo antes descrito, a su vez, se abordan
procedimientos de gran intere´s en estad´ıstica y optimizacio´n para la cadena de su-
ministro.
Cap´ıtulo 2
Antecedentes
El presente cap´ıtulo describe los conceptos ba´sicos de la investigacio´n, comen-
zando con temas concernientes al transporte y el papel que desempen˜a en log´ıstica
y cadena de suministro, su relacio´n con la regionalizacio´n del pa´ıs, as´ı como genera-
lidades normativas acorde a la clasificacio´n de carreteras en Me´xico. Por otra parte,
se mencionan los estudios y herramientas aplicadas al agrupamiento de clientes con
fines estrate´gicos y operativos que han surgido a trave´s del tiempo, y que han si-
do empleadas como tecnicas de arranque para el disen˜o y ana´lisis de la cadena de
suministro. Finalmente, son descritas las generalidades de los modelos predictivos y
algunas de sus aplicaciones en la planeacio´n dentro de la cadena de suministro. Por
lo antes mencionado este cap´ıtulo constituye aspectos clave para el desarrollo y la
comprensio´n del proyecto de tesis.
2.1 El transporte en la cadena de suministro
Dentro de la cadena de suministro se denomina transporte a un sistema for-
mado por mu´ltiples elementos; infraestructura, el veh´ıculo y la empresa de servicio.
Estos elementos esta´n interrelacionados entre s´ı, pues ninguno es u´til sin que los
otros existiesen (Cendrero y Truyols, 2008).
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El transporte pertenece a un sistema log´ıstico, basado en la literatura revisada
un sistema log´ıstico es definido como: “la red de unidades auto´nomas y coordinadas
que permiten garantizar la satisfaccio´n de los clientes finales en cantidad, calidad,
tiempo y costos demandados” (Corredera, 2012).
El transporte juega un papel fundamental en la log´ıstica local e internacional,
se ocupa de todas las actividades relacionadas con situar los productos en los puntos
de destino correspondientes, mediante los criterios de seguridad, costo, calidad del
servicio, seguros de la empresa transportista y la entrega de la mercanc´ıa (Antu´n,
2005).
La funcio´n del transporte se concreta a llevar los productos en tiempo y forma
al sitio donde son requeridos. La interaccio´n del transporte con los programas de
abastecimiento y distribucio´n, constituye un proceso dina´mico que en la cadena de
suministro exige una alta coordinacio´n (IMT, 2002).
Por lo anterior, en la cadena de suministro, la actividad de transporte debe
ser planificada y considerada en los acuerdos de coordinacio´n entre los componentes
de la misma. A su vez, la log´ıstica del transporte en la cadena de suministro debe
facilitar y mantener el control sobre los flujos de mercanc´ıa. Es decir, debe propiciar
suficiente flexibilidad para reaccionar a los ra´pidos cambios en la demanda del mer-
cado. Factores tales como flexibilidad, rapidez y fiabilidad son de mucha importancia
en el sistema de transporte (Ramı´rez, 2009).
Cabe resaltar que, en Me´xico, segu´n la CANACAR (2017), dentro de los prin-
cipales modos de transporte usados por las empresas, el que presenta un mayor
ı´ndice de utilizacio´n en cuanto movimiento de mercanc´ıas, es el autotransporte de
carga, esta modalidad representa el 55.7 % del flujo de productos y servicios, dejan-
do en segunda posicio´n al modo mar´ıtimo (31.3 %) seguido del ferroviario (12.9 %)
y finalmente el modo ae´reo (0.1 %).
Basado en el punto anterior, las siguientes secciones incorporan temas acerca
de regionalizacio´n e infraestructura carretera, por ser to´picos inherentes en la pla-
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nificacio´n del transporte y que para el desarrollo actual y aplicacio´n futura de esta
investigacio´n son aspectos clave para la creacio´n de estrategias efectivas.
2.1.1 Regionalizacio´n
Las regionalizaciones son clasificaciones espaciales especializadas que permiten
simplificar y clasificar toda una complejidad territorial, que posee mu´ltiples compo-
nentes e interrelaciones, a los ma´s relevantes patrones socioecono´micos basados en
concentracio´n industrial, poblacional, riqueza econo´mica, social y ambiental (CO-
NABIO, 2010).
Lo´pez (2018) indica que las regiones: (1) constituyen un marco hol´ıstico que
integra las caracter´ısticas significativas y fundamentales de los territorios; (2) ofrecen
un marco para el ana´lisis comparativo entre territorios que aporta un mejor conoci-
miento; (3) brindan un marco para la prediccio´n y extrapolacio´n y permiten acoger
condiciones dina´micas; (4) son escalables, por tanto aplicables desde lo regional a lo
local; (5) son un modelo robusto para el ana´lisis gra´fico de relaciones complejas.
Dentro de la literatura, Bassols-Batalla (1993); Cordero et al. (1977) consi-
deran ocho regiones econo´micas en el pa´ıs, ver figura 4.5, las cuales se definen en
funcio´n de las actividades primarias, secundarias y terciarias, recursos naturales, el
clima, demograf´ıa, la geomorfolog´ıa y el territorio.
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Figura 2.1: Regiones econo´micas de Me´xico
Fuente: Me´xico; Formacio´n de Regiones Econo´micas (Bassols-Batalla, 1993).
R´ıos y Obrego´n (2017) combinan la subdivisio´n del territorio en 8 regiones
geoecono´micas con el sistema carretero federal del pa´ıs con la intencio´n de determinar
niveles de accesibilidad intra-regional en la zona baj´ıo, justificando su ana´lisis con
base a la extensio´n, cubrimiento y distribucio´n que tiene el sistema carretero federal.
El nivel de accesibilidad intra-regional depende de la demanda y de la distancia de
los puntos de origen (en este caso almacenes) hacia cada regio´n (clu´ster) donde se
ubican los clientes. Por otra parte, Hanssens et al. (2003) mencionan que para llegar
al mercado inter-regional la variable de accesibilidad se entiende como el potencial
a la demanda que tienen los clientes hacia los almacenes, es decir, el mercado inter-
regional so´lo incluye la demanda potencial inducida por aque´llos considerados en
dicha zona, bajo el supuesto de que tales municipios se comportan como una regio´n
econo´mica homoge´nea.
Otro aspecto a considerar en la regionalizacio´n es la infraestructura y la cer-
can´ıa al sistema de carreteras, la cual influencia la localizacio´n de los clu´steres in-
dustriales, facilita el acceso al mercado y proveedores y permite una gestio´n eficiente
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del transporte y distribucio´n de productos acabados (Pardo y Carod, 2008; Biosca et
al., 2014). De acuerdo con la SCT (2017), en Me´xico la infraestructura vial esta´ com-
puesta por cuatro tipos de carreteras (ver figura 2.2, donde solamente se puede hacer
uso de estas con el tipo de veh´ıculo reglamentado en la NOM-012-SCT-2-2017, que
indica el tipo de configuracio´n vehicular, pesos y dimensiones, lo que genera desaf´ıos
de movilizacio´n de mercanc´ıas procedentes de las empresas hacia el cliente, por tales
razones, el conocimiento geogra´fico y carretero es un aspecto clave para el disen˜o de
clu´steres en la entrega de productos (Rendo´n y Morales, 2008). A continuacio´n, se
muestra el sistema carretero en Me´xico.
Figura 2.2: Clasificacio´n de carreteras
Fuente: SCT (2017).
2.1.2 Accesibilidad a regiones
El concepto de accesibilidad, no posee una u´nica y consensuada acepcio´n, tam-
poco existe una medida de accesibilidad general ya que es entendida en te´rminos
geome´tricos (cercan´ıa-lejan´ıa), econo´micos, demanda, transporte, redes, entre otras
perspectivas. Entonces la accesibilidad puede ser entendida como la facilidad con
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que un servicio puede ser alcanzado desde una localizacio´n (Salado, 2004).
Algunas de las perspectivas para medir la accesibilidad son propuestas por
Papa et al. (2015); Geurs y Van Wee (2004), por ejemplo:
Medidas basadas en infraestructura: analizan el desempen˜o de la infraestructu-
ra del transporte como el nivel de congestio´n, tiempo y la velocidad promedio
de viaje.
Medidas basadas en ubicacio´n: describen el nivel de accesibilidad a las activi-
dades espacialmente distribuidas. Existen diferentes medidas de este tipo como
las de distancia o las de gravedad que pondera las oportunidades de acuerdo
a la impedancia, el tiempo de traslado o costos.
Medidas basadas en utilidad: calculan el beneficio econo´mico obtenido al acce-
der a ciertas actividades que esta´n distribuidas espacialmente. La probabilidad
que una persona elija cierta oportunidad va depender de la utilidad de la elec-
cio´n a la utillidad de todas las selecciones posibles.
Respecto a las medidas de accesibilidad existen variadas expresiones matema´ti-
cas, aplicables en SIG (sistema de posicio´n geogra´fica), de las cuales Bosque (1994)
sen˜ala:
Medidas de accesibilidad basadas u´nicamente en la distancia.
Medidas de accesibilidad basadas en la distancia y en el taman˜o de la demanda
en cada punto.
Medidas de la accesibilidad basadas en el taman˜o de la demanda dentro del
alcance espacial del bien.
Por su parte, Salado (2004) indica tres medidas y establecimiento de a´reas de
influencia de equipamientos colectivos:
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Disponibilidad de equipamientos dentro de un alcance espacial dado.
Accesibilidad considerando el taman˜o de la oferta y los costos del viaje.
Accesibilidad considerando la distancia y atributos variados de los centros de
oferta.
En el trabajo propuesto por R´ıos y Obrego´n (2017) se indica la funcio´n de
accesibilidad al mercado, donde el potencial de demanda resulta del taman˜o del
mercado Mj dividido entre el costo de viaje Cij. El efecto del costo se muestra
inversamente proporcional al efecto del taman˜o del mercado. Es decir, a mayor costo
se incrementa el potencial de accesibilidad.
La estimacio´n de la accesibilidad entre dos puntos puede realizarse de diferentes
maneras, desde distancias directas hasta formulaciones complejas que consideren
impedancia de traslado (Makri y Folkesson, 1999).
2.2 Agrupamiento (Clustering)
El ana´lisis clu´ster es una de te´cnica de miner´ıa de datos, consiste en la divisio´n
de los datos en grupos de objetos similares. Para medir la similaridad entre objetos
se suelen utilizar diferentes formas de distancia: distancia Eucl´ıdea, de Manhattan,
de Mahalanobis, etc. (Tian et al., 2019). El problema de generar k clu´steres de una
poblacio´n heteroge´nea de n elementos (clientes), es considerado como un proble-
ma NP-dif´ıcil cuando se consideran restricciones o caracter´ısticas que incrementan
su complejidad o cuando los puntos a ser agrupados se encuentren en un espacio
eucl´ıdeo de dos dimensiones (Mart´ınez y Cruz, 2011). Para estos casos, los me´to-
dos de solucio´n sugeridos son los heur´ısticos, puesto que no se conoce un algoritmo
determin´ıstico en tiempo polinomial que los resuelva. Algunos de los me´todos ma´s
utilizados son los conocidos como procesos no supervisados, enfocados al ana´lisis de
Cap´ıtulo 2. Antecedentes 15
conglomerados, los cuales son procedimientos que permiten encontrar similitudes y
diferencias entre un conjunto de datos (Jain et al., 1999).
De acuerdo con (Fung, 2001), una manera formal para describir el problema
de agrupamiento es la siguiente: Dado X ∈ Rm×n un conjunto de elementos repre-
sentando un conjunto de m puntos xi en Rn, donde el objetivo es obtener la divisio´n
de x en k grupos Ck, de modo que cada elemento perteneciente a un mismo grupo
cuenta con caracter´ısticas similares a los dema´s elementos de dicho grupo, mostran-
do diferencias sustanciales con elementos de grupos diferentes. Cada uno de los k
grupos obtenidos durante la segmentacio´n se conoce como grupo o agrupamiento. En
la mayor´ıa de los casos, los agrupamientos se realizan en base a la cercan´ıa entre los
elementos de una poblacio´n, tratando de minimizar la distancia entre los elementos
de un mismo agrupamiento.
De acuerdo con Araujo (2015), tambie´n podemos decir que el problema de
agrupamiento se describe de la forma siguiente: dado un conjunto de puntos (ele-
mentos u objetos) x = (x1, x2, ..., xn) de taman˜o n, un clu´ster Cj es un conjunto
de puntos, que basados en una medida de proximidad, son similares entre s´ı. El
ana´lisis aglomerativo es un proceso que permite dividir un conjunto en k grupos
c = (c1, c2, ..., ck) de datos distintos por medio de algu´n criterio de agrupamiento,
como una funcio´n de costo, demanda, medida de accesibilidad o algu´n otro tipo de
regla de asociacio´n (Halkidi et al., 2001).
Para ejemplificar el problema de agrupamiento, en la figura 2.3, se muestra un
conjunto de elementos (datos) que se encuentran dispersos en un espacio eucl´ıdeo y
para el cual se muestran tres de las posibles soluciones (agrupamientos) generados
(a, b, c) para una instancia pequen˜a de 20 elementos (a).
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Figura 2.3: Agrupamiento (Clustering)
Fuente: Mart´ınez y Cruz (2011).
Chen et al. (1996) sen˜alan que el principio fundamental del agrupamiento es
garantizar que los grupos sean lo ma´s heteroge´neos entre s´ı, pero que los elementos
del grupo sean lo ma´s homoge´neos posibles, basados en un criterio de optimizacio´n.
En otras palabras, lo que se busca es minimizar la distancia intra-cluster (cohe-
sio´n) mı´n d(x1, x2), y a la vez maximizar la distancia inter-clu´ster (separacio´n) ma´x
d(c1, c2). La figura 2.4 expresa de manera gra´fica lo expuesto anteriormente.
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Figura 2.4: Caracter´ısticas del clu´ster
Fuente: Vallejo Huanga (2016).
2.2.1 Algoritmos de agrupamiento
Son te´cnicas utilizadas en la miner´ıa de datos que intentan descubrir patrones
en grandes volu´menes de datos mediante un proceso metodolo´gico conocido como;
descubrimiento de conocimiento impl´ıcito en base de datos, por sus siglas en ingle´s
KDD. Estas te´cnicas tambie´n forman parte de algoritmos de aprendizaje no super-
visado, es decir, buscan patrones en los datos sin tener una prediccio´n espec´ıfica
como objetivo (no hay variable dependiente), por tanto, los datos solo tienen una
entrada que ser´ıan las mu´ltiples variables que los describen (Fayyad, 1997). Los al-
goritmos de agrupamiento pueden ser empleados para ana´lisis estad´ısticos (ana´lisis
de grupos), reconocimiento de patrones, ana´lisis predictivo y visualizacio´n para au-
toma´ticamente extraer conocimiento (informacio´n), con el propo´sito de apoyar la
toma de decisiones (Azevedo, 2019). Existen diversos algoritmos de agrupamiento
propuestos y, su clasificacio´n depende de la literatura que se revise. Pero de manera
gene´rica los algoritmos de clasificacio´n se pueden clasificar de acuerdo a Halkidi et
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al. (2001) en:
El tipo de datos de entrada para el algoritmo.
El criterio de agrupamiento que define la similitud entre los objetos.
La teor´ıa y los conceptos fundamentales en los que se basan sus te´cnicas de
ana´lisis (ejemplo: teor´ıa difusa, estad´ısticas, clasificacio´n, reconocimiento de
patrones).
De manera especifica Pascual et al. (2007), clasifican los algoritmos de agru-
pamiento en: parame´tricos y no parame´tricos.
Entre los me´todos de agrupamiento parame´tricos se encuentran las mixturas
finitas, e´stas son una herramienta para modelar densidades de probabilidad de con-
juntos de datos univariados y multivariados; modelan observaciones, las cuales se
asume que han sido producidas por un conjunto de fuentes aleatorias alternativas
e infieren los para´metros de estas fuentes para identificar que´ fuente produjo cada
observacio´n, lo que lleva a un agrupamiento del conjunto de observaciones.
Los me´todos de agrupamiento no parame´tricos, no presuponen una forma con-
creta en el modelo a generar, resultando ma´s flexibles y dando generalmente mejor
resultado, a costa de requerir ma´s datos para su ejecucio´n y resultando ma´s lentos
que sus equivalentes parame´tricos. Previamente Halkidi et al. (2001) hab´ıa clasifica-
do los algoritmos de agrupamiento no parame´tricos en: jera´rquicos, particionales y
de densidad. En este trabajo se describen con mayor profundidad los dos primeros
(jera´rquico y particional) ya que son aquellos que realizan una divisio´n inicial de
los datos en grupos apartir de la asignacio´n arbitraria de un centroide, que itera
repetidas ocasiones su posico´n entre lo objetos de un grupo a f´ın de minimizar la
distancia entre casos.
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2.2.2 Algoritmos de jera´rquicos
El objetivo de estos algoritmos es agrupar clu´steres para formar uno nuevo
o bien separar alguno ya existente, para dar origen a otros dos, de modo que, si el
proceso se efectu´a de manera sucesiva, este proceso minimiza o maximiza alguna me-
dida de similitud (Yan, 2005). Una de las caracter´ısticas principales en la agrupacio´n
jera´rquica es que no requiere que se especifique el nu´mero de k clu´steres.
El resultado del algoritmo es un a´rbol de clu´steres, llamado dendograma (figura
2.5), que muestra co´mo se forman y relacionan los clu´steres. Cortando el dendogra-
ma a un nivel deseado (umbral), se obtiene una agrupacio´n de los elementos en
grupos disjuntos (Halkidi et al., 2001). Los algoritmos de agrupamiento jera´rquicos,
de acuerdo al me´todo que usan para formar los clu´steres, pueden ser divididos en:
divisivos o aglomerativos.
Agrupamiento jera´rquico divisivo - DHC (Divisive Hierarchical Clustering)
Se conocen como descendentes y construyen su jerarqu´ıa comenzando con un
conglomerado que contiene todos los n objetos, y por medio de divisiones
sucesivas, se van formando grupos cada vez ma´s pequen˜os. En el estado final
hay un total de k clu´steres que contienen un solo objeto (Pascual et al., 2007).
Agrupamiento jera´rquico aglomerativo - AHC (Aglomerative Hierarchical Clus-
tering)
Son algoritmos ascendentes, constituyen el proceso inverso a los me´todos di-
visivos. Comienzan el ana´lisis con n grupos, formados por un solo objeto. A
partir de estas unidades iniciales se van formando grupos, de forma ascendente,
hasta que al final del proceso todos los objetos esta´n agrupados en la misma
agrupacio´n. De las dos herramientas anteriores de acuerdo con Araujo (2015),
comu´nmente AHC es la ma´s aplicada, ya que el proceso DHC es ma´s complejo
y ma´s costoso en te´rminos computacionales.
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La figura 2.5, ejemplifica un dendograma trazado para un conjunto de 40 pun-
tos generados de manera aleatoria, bajo el me´todo AHC y cortado a un umbral de
0.325 con la finalidad de obtener 7 grupos.
Figura 2.5: Dendrograma, AHC, k=7
Fuente:Vallejo Huanga (2016).
2.2.3 Algoritmos particionales
En el agrupamiento particional, el objetivo es obtener una particio´n de los
objetos en grupos de tal forma que todos los objetos pertenezcan a alguno de los
k clu´steres posibles y que por otra parte los clu´steres sean disjuntos (Larran˜aga y
Lozano, 2001).
Estos algoritmos asumen un conocimiento a priori del nu´mero de clu´steres en
que debe ser dividido el conjunto de datos, llegan a una divisio´n en clases que opti-
miza un criterio predefinido o funcio´n objetivo. Entre los algoritmos ma´s utilizados
a nivel pra´ctico podemos mencionar los siguientes:
PAM (Partitioning Around Medoids) usa k-medianas o aquellos casos repre-
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sentativos en un conjunto de observaciones con el fin de identificar agrupamientos
trabaja bien en bases de datos pequen˜as, pero es lento en grandes (Guha et al., 1998).
El algoritmo CLARA (Clustering Large Applications) crea mu´ltiples muestras de los
datos y entonces aplica la te´cnica PAM a la muestra (Alfaro y Agust´ın, 2017). Por
otra parte, el algoritmo con mayor aplicabilidad es el k-medias, crea agrupaciones a
partir de un nu´mero ilimitado de casos que se basa en las distancias existentes entre
cada uno de ellos en un conjunto de variables.
Una de las ventajas de los me´todos particionales sobre los me´todos jera´rquicos
se da en aplicaciones que implican el manejo de grandes conjuntos de datos donde
la construccio´n de un dendograma es computacionalmente prohibitivo (Jain et al.,
1999).
Para el ana´lisis de grupos, la te´cnica k-medias es la ma´s observada en la litera-
tura especializada (seccio´n 2.4) por tal motivo se da a conocer a mayor detalle dicho
algoritmo.
2.2.4 Algoritmo k-medias
Segu´n Kanungo et al. (2004), no se conocen algoritmos exactos de tiempo po-
lino´mico para este problema (agrupamiento), aunque hay distintas heur´ısticas que
se utilizan en la pra´ctica para tales fines. La herramienta k-medias, como ya se men-
ciono´, es el algoritmo de clasificacio´n de tipo particional ma´s popular y aplicado en
contextos reales, tiene como objetivo la particio´n de un conjunto de n observacio-
nes en k grupos, en el que cada observacio´n pertenece al grupo cuyo valor medio
es ma´s cercano, a fin de minimizar la suma de los cuadrados entre cada elemento
y el centroide de su grupo (Tian et al., 2019) basado en MacQueen et al. (1967).
El procedimiento ana´lisis de conglomerados de k-medias siempre utiliza para medir
las distancias entre los casos, la distancia eucl´ıdea: la longitud de la recta que une
ambos casos. MacQueen propuso y dio los pasos detallados del algoritmo k-medias.
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Los pasos del algoritmo son los siguientes:
Paso 1 Seleccione aleatoriamente k centros de clu´ster iniciales del conjunto de
datos.
Paso 2 Calcule la distancia de cada punto restante a cada centro de grupo de
acuerdo con alguna funcio´n de distancia, y clasifique cada punto en la
categor´ıa del centro de grupo ma´s cercano.
Paso 3 Vuelva a calcular la media aritme´tica de cada grupo como un nuevo
centro de grupo.
Paso 4 Juzgando la convergencia o no, comparando el u´ltimo y el segundo u´lti-
mo centro del grupo, si no hay cambio, el grupo ha terminado, de lo
contrario, continu´e repitiendo los pasos 2 y 3.
Este tipo de algoritmo de aprendizaje no supervisado es u´til para explorar, des-
cribir y resumir datos de una forma distinta. Utilizar este agrupamiento de datos nos
puede servir para confirmar (o rechazar) algu´n tipo de clasificacio´n previa. Tambie´n
nos puede ayudar a descubrir patrones y relaciones que desconocemos. Por ejemplo,
podemos aplicar k-medias en: segmentacio´n de clientes, agrupacio´n de textos que
hablan de temas similares, geoestad´ıstica, comunidades de redes sociales (Likas et
al., 2003).
2.2.5 Componentes de una tarea de agrupamiento
De acuerdo Fayyad (1997), los pasos para el proceso de agrupamiento se pueden
resumir en cinco, de los cuales los tres primeros son los que realizan el agrupamiento
de los datos en clu´sters, mientras que los dos u´ltimos se refieren a la utilizacio´n de
la salida:
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1. La seleccio´n de la te´cnica de clasificacio´n y de las caracter´ısticas, se refiere
al proceso de identificar las caracter´ısticas de los datos existentes (dimensio´n,
tipo y volumen) e identificar el subconjunto ma´s apropiado de caracter´ısticas
dentro del conjunto original de informacio´n para utilizarlo en el proceso de
agrupamiento.
2. La proximidad de patrones se mide generalmente segu´n una funcio´n de distan-
cia definida para pares de patrones. Existen diferentes funciones de distancias
que son utilizadas por distintos autores.
3. El agrupamiento de los objetos es la ejecucio´n de los puntos anteriores.
4. La abstraccio´n de datos es el proceso de extraer una representacio´n simple
y compacta de un conjunto de datos (de modo que la representacio´n que se
obtiene sea fa´cil de comprender e interpretable).
5. El ana´lisis de validez de clu´steres consiste en la evaluacio´n de la salida obtenida
por el algoritmo de clasificacio´n. Este ana´lisis utiliza a menudo un criterio
especifico.
Dice Villagra y Leguizamo´n (2007) que lo ma´s comu´n es calcular la diferencia
o disimilitud entre dos patrones usando la medida de la distancia en un espacio de
caracter´ısticas. Existen varios metodos para definir la distancia entre objetos. La
medida de distancia ma´s popular es la distancia Eucl´ıdea, (ecuacio´n 2.1), definida
como:
d(x, y) =
√
(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)2 (2.1)
donde i = (x1, x2, ..., xn) y j = (y1, y2, ..., yn) son dos objetos de dimensio´n n. Otra
me´trica ampliamente utilizada es la distancia Manhattan (ecuacio´n 2.2), definida
por:
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d(x, y) = (|x1 − y1|+ |x2 − y2|+ ...+ |xn − yn| (2.2)
Tanto la distancia Eucl´ıdea como la distancia Manhattan satisfacen los siguien-
tes requisitos matema´ticos para la funcio´n de distancia:
d(x, y) > 0; si x 6= y. La distancia de x a y es mayor que cero, si y solo si x es
diferente de y.
d(x, y) = d(y, x). La distancia es una funcio´n sime´trica.
d(x, y) ≤ d(x, h) + d((h, y). Se trata de una desigualdad triangular que afirma
que ir directamente desde un punto x hasta un punto y nunca es ma´s largo que
pasando por un punto intermedio h.
Finalmente, la distancia Minkowski (ecuacio´n 2.3) es una generalizacio´n de las
distancias Manhattan y Eucl´ıdea. Se define por:
d(x, y) = (|x1 − y1|q + |x2 − y2|q + ...+ |xn − yn|q)1/q (2.3)
donde q es un entero positivo, representa a la distancia Manhattan cuando q = 1
y a la Eucl´ıdea cuando q = 2. Un posible inconveniente que presenta la distancia
de Minkowski es que las distancias de los atributos de mayor magnitud tienden a
dominar al resto. Para solucionar esta desventaja se puede normalizar los valores de
los atributos continuos, de forma que tomen valores dentro de un mismo rango.
2.2.6 Validacio´n de los grupos
La evaluacio´n de las agrupaciones es importante, ya que evalu´a la calidad de
las formaciones y es parte de cualquier ana´lisis clu´ster. Una de las motivaciones es
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que casi en todos los algoritmos aglomerativos se encontrara´n grupos en el conjunto
de datos, aun cuando este conjunto no contenga clu´steres naturales en su estructura
(Dalton et al., 2009).
Las medidas de evaluacio´n que se aplican para juzgar varios aspectos de la
validez de los clu´steres se clasifican generalmente en:
No-supervisada: Mide la bondad de la estructura del agrupamiento sin referirse
a informacio´n externa.
Supervisada: mide el grado de coincidencia de la estructura de clu´ster descu-
bierta por el algoritmo con alguna estructura externa conocida.
Con base en Dalton et al. (2009), existen diferentes aspectos a tener en cuenta
para la validacio´n de las clasificaciones obtenidas:
Determinar co´mo tienden a agruparse los datos del conjunto, es decir, distinguir
si existe en los datos una estructura no aleatoria.
Determinar el nu´mero correcto de clu´steres.
Evaluar cua´n bien los resultados del ana´lisis de un clu´ster se adecu´an a los
datos sin tener referencia de informacio´n externa.
Comparar los resultados de un ana´lisis de clu´ster con resultados externos co-
nocidos.
Comparar dos conjuntos de clu´steres para determinar cua´l es el mejor.
Los primeros tres aspectos no utilizan informacio´n externa, son te´cnicas no
supervisadas, mientras que el cuarto aspecto requiere informacio´n externa. El u´ltimo
aspecto puede realizarse de ambas formas, supervisada o no-supervisada.
A continuacio´n, se describira´n las formas en la que el aprendizaje no supervi-
sado evalu´a los agrupamientos finales.
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Las medidas para validar un clu´ster a menudo se dividen en dos clases: medida
de cohesio´n de los clu´steres, que determina lo cercanos que esta´n los objetos dentro
del clu´ster, y la medida de aislamiento, que determina la separacio´n de un clu´ster
con respecto a los dema´s (Dalton et al., 2009).
Las medidas no-supervisadas a menudo se llaman ı´ndices internos debido a que
usan solo informacio´n presente en el conjunto de datos. La cohesio´n de un clu´ster
puede definirse como la suma de las proximidades con respecto al centroide del
clu´ster (Villagra y Leguizamo´n, 2007). La cohesio´n esta´ dada en la (ecuacio´n 2.4) y
la medida para la separacio´n se muestra en la (ecuacio´n 2.5).
Distancia dentro de grupos:
Intra grupos =
k∑
i=1
∑
x,y∈Ci
d(x, y)
n
k
(2.4)
donde Ci representa el clu´ster i, k es la cantidad de clu´sters y n es la cantidad de
elementos pertenecientes al clu´ster i.
Distancia entre grupos:
Inter grupos =
k−1∑
i=1
k∑
j=i+1
d(ci, ck)
k−1∑
i=1
i
(2.5)
donde ci representa al elemento central (centroide) del clu´ster i, y cj representa el
centroide del clu´ster j y K es la cantidad de clu´steres.
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2.3 Aplicaciones de algoritmos de
agrupamiento en log´ıstica
A lo largo de la revisio´n literaria se encontro´ que los metodos de clasificacio´n
se enfocan en brindar soluciones de inicio para facilitar la aplicacio´n de otro me´todo
distinto para atacar un problema, siendo su alcance una de las razones principales
por la que estos me´todos juegan un papel importante en diferentes a´reas de la inves-
tigacio´n (Taillard, 2003). Son diversas las a´reas del conocimiento que utilizan ana´lisis
de grupos, tales como; psicolog´ıa y ciencias sociales, biolog´ıa, estad´ıstica, planeacio´n
de la cadena de suministro, reconocimiento de patrones, procesamiento de ima´genes
(Sheu, 2007), y recientemente me´todos clu´ster aplicados a miner´ıa de datos, donde
se han aplicado a problemas de optimizacio´n combinatoria (Mart´ınez y Cruz, 2011;
Rivera et al., 2013).
Los documentos referidos al agrupamiento de clientes dirigen esfuerzos a la
creacio´n e implementacio´n de objetivos estrate´gicos y operativos, tal es el caso que
presenta Ngai et al. (2009), con la finalidad de analizar y seleccionar los documen-
tos cient´ıficos donde se han aplicado las te´cnicas de agrupamiento para la gestio´n
estrate´gica de clientes basada en la identificacio´n del cliente, atraccio´n del cliente,
retencio´n del cliente y desarrollo del cliente. Por otra parte Sheu (2007) utiliza el
me´todo de agrupamiento difuso para responder eficientemente a la demanda y defi-
nicio´n de estrategias operativas mediante el agrupamiento de clientes, determinacio´n
del servicio de entrega y optimizacio´n de las rutas de entrega considerando geograf´ıa
esta´tica, as´ı mismo muestra que el rendimiento general de un sistema de distribucio´n
log´ıstica puede mejorarse en ma´s del 20 % de acuerdo a los resultados obtenidos en
un caso real.
En el trabajo mostrado por Hu y Sheu (2003), se presenta un nuevo enfoque
para el desarrollo de estrategias avanzadas de distribucio´n log´ıstica en respuesta a
la creciente complejidad en los mercados, con el objeto de agrupar clientes antes
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de ejecutar el enrutamiento de la flota en operaciones log´ısticas, la metodolog´ıa se
orienta hacia un estudio de caso y consiste en agrupar a los clientes en funcio´n de
sus atributos de demanda. As´ı tambie´n la propuesta de Salazar et al. (2011), la cual
trata sobre un modelo de programacio´n bi-objetivo para construir bloques por zona
donde los clientes tienen diferentes caracter´ısticas de compra, su estudio esta´ basado
en un problema real de una empresa de distribucio´n de bebidas en Me´xico, donde se
quiere dividir el nu´mero total de bloques de una ciudad en grupos segu´n a algunos
criterios de planificacio´n, con el objetivo de brindar apoyo a la toma de decisiones
estrate´gicas y operativas en los procesos log´ısticos, adema´s, la particio´n permite una
gestio´n ma´s eficiente de las ofertas de mercado, ya que reduce el nu´mero de clientes
insatisfechos mediante la aplicacio´n de ofertas especiales en cada bloque o territorio.
Tao (2002) proporciona un nuevo algoritmo de agrupacio´n difusa no supervi-
sada para agrupar los patrones de datos, sin informacio´n a priori sobre el nu´mero de
agrupaciones, las suposiciones iniciales de las ubicaciones de los centros de clu´ster no
son necesarias puesto que los mu´ltiples centros se adaptan para representar la forma
no esfe´rica de los grupos. Mientras que Yang y Nataliani (2017), propone el denomi-
nado algoritmo c-medias difuso de aprendizaje robusto (RL-FCM), una herramienta
de agrupamiento difuso que exhibe tres cualidades de robustez: (1) robusto a las
inicializaciones (2) robusto a seleccio´n de para´metros, y (3) robusto al nu´mero de
grupos (con un nu´mero desconocido de grupos), estas tecnicas se han aplicado en
procesamiento de ima´genes, sistemas de ingenier´ıa y segmentacio´n de mercados.
En el trabajo presentado por Nallusamy et al. (2010), se aplica la clasificacio´n
de clientes de una empresa minorista en corea con el propo´sito de proponer estra-
tegias a nivel gerencial de gestio´n de la relacio´n con el cliente (CRM) segmentando
clientes VIP e identificando patrones de compra utilizando los datos de transaccio´n
y las te´cnicas de miner´ıa de datos (k-medias, reglas de agrupamiento y asociacio´n).
Sin embargo, tambie´n se menciona que la mayor´ıa de los estudios recopilados suelen
centrarse en las grandes empresas.
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Acorde al agrupamiento de clientes con fines estrate´gicos Pakyu¨rek et al. (2018),
personalizan los servicios y definen las estrategias de ventas a la cartera de clientes
analizando sus datos existentes para determinar sus comportamientos de consumo y
canales de adquisicio´n de productos, preferencias especificas del producto, preferen-
cia estacional etc. Mediante agrupaciones naturales basadas en la implementacio´n
de algoritmo k-medias y a´rboles de decisio´n, donde los grupos disen˜ados muestran
cambios significativos, indicando que la solucio´n es exitosa. El trabajo juega un pa-
pel importante en la creacio´n de estrategias gerenciales y operativas para la cadena
de suministro.
Recientemente Jintana y Mori (2019) presenta la aplicacio´n de una te´cnica
de ana´lisis de datos para permitir a las empresas de mensajer´ıa servir mejor a los
clientes y llevar a cabo la segmentacio´n de los clientes de manera ma´s efectiva a trave´s
de algoritmos de agrupamiento (k-medias) para la clasificacio´n e identificacio´n de
clientes rentables con el propo´sito de implementar una gestio´n eficaz de la relacio´n
con el cliente que permita identificar segmentos de mercado y ayudar a los tomadores
de decisiones a desarrollar planes estrate´gicos y operativos adecuados.
Para resolver el problema de agrupamiento se encontro´ un enfoque de solucio´n
h´ıbrida jera´rquica desarrollado por Dı´az et al. (2010),que integra un procedimien-
to de agrupamiento heur´ıstico en un marco de optimizacio´n. Se basa en la filosof´ıa
cluster first - route second para la cual sigue una metodolog´ıa trifa´sica. Los grupos
de nodos se definen primero, luego dichos grupos se asignan a los veh´ıculos y, final-
mente, el enrutamiento y la programacio´n de cada recorrido individual en te´rminos
de los nodos originales. Los criterios de entrada utilizados para el procedimiento de
agrupamiento son la demanda de los clientes, tipo de veh´ıculo, distancias y tiem-
pos de viaje entre nodos, tiempos de servicio y cargas de entrega. El objetivo del
procedimiento es identificar un conjunto de grupos factibles que incluya todos los
clientes.
En log´ıstica se utilizan tambie´n enfoques basados en agrupacio´n para el pro-
Cap´ıtulo 2. Antecedentes 30
blema de ubicacio´n de instalaciones ejemplificado por Liao y Guo (2008), donde se
transforma el problema de ubicacio´n-asignacio´n en un modelo de agrupacio´n con-
siderando capacidad suficiente e insuficiente de las instalaciones hacia los puntos
de demanda. Dividen el problema en dos partes: (1) la asignacio´n de demandas a
las instalaciones que consideran limitaciones de capacidad y minimizan el costo; y,
(2) la optimizacio´n iterativa de las ubicaciones de las instalaciones utilizando un
me´todo de agrupamiento k-medias adaptado que optimiza indirectamente la calidad
de ubicacio´n- asignacio´n segu´n las restricciones de capacidad de las instalaciones y
los puntos de demanda. Con un enfoque determinista, el me´todo basado en agrupa-
cio´n involucra menos para´metros que el me´todo basado en GA (Genetic Algorithm)
siendo ma´s estable.
El algoritmo CCA (Capacited Clustering Algorithm), es una te´cnica de des-
composicio´n aplicada al tratamiento del Problema General de Distribucio´n (GDP)
analizado por Jintana y Mori (2019). El algoritmo propuesto consiste en descompo-
ner el problema en subproblemas ma´s pequen˜os, mediante la aplicacio´n del me´todo
k-medias cla´sico, generando un nu´mero de agrupamientos definido, basados en la dis-
tancia, adema´s de involucrar la generacio´n de un centroide extra (gran centroide),
el cual se encarga de ordenar y asignar nodos a grupos nuevos tomando en cuenta
la capacidad del veh´ıculo. Cabe mencionar que, durante esta fase, todos los centroi-
des son recalculados, hasta que no existan elementos aislados, para este problema
los me´todos ma´s utilizados debido a su eficacia y eficiencia para ciertos taman˜os de
instancias son el k-medias y sus variantes (Pakyu¨rek et al., 2018).
En el trabajo de Salazar et al. (2011), presentan un algoritmo de agrupamien-
to k-medias mejorado, aplicado al problema de ruteo vehicular con ventanas de
tiempo (VRPTW), compuesto de 4 fases; la primera corresponde a la seleccio´n (ini-
cializacio´n) de los puntos de inicio o centroides, la segunda fase corresponde a la
clasificacio´n, asignacio´n o distribucio´n del conjunto de clientes en grupos, utilizan-
do la regla del cliente o centroide ma´s cercano, calcula la similaridad utilizando el
error al cuadrado y el total del cuadrado del error con la finalidad de verificar la
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variacio´n existente dentro del agrupamiento, calcula la distancia entre los clientes
utilizando la fo´rmula de la distancia euclidiana, con la finalidad de generar grupos
que minimicen la distancia en su interior; la tercera fase corresponde a la fase de
actualizacio´n, la cual se encarga de recalcular los centroides, para finalmente aplicar
la fase correspondiente al criterio de paro del algoritmo.
A partir de un problema log´ıstico real de la empresa relacionado con la distribu-
cio´n y comercializacio´n de cigarrillos en Brasil y Cuba, Escalera y Baldoqu´ın (2013)
presentan un sistema de soporte a la decisio´n para el agrupamiento de clientes en
zonas de distribucio´n, por medio conjunto de me´todos elaborados para agrupar clien-
tes, debido a que no es posible utilizar me´todos cla´sicos existentes de agrupamiento
por requerimientos adicionales del problema, es decir considerando restricciones de
capacidad en los clientes a agrupar. Para ello se opto´ seguir una metodolog´ıa simi-
lar a la propuesta de Vallejo Huanga (2016); R´ıos y Obrego´n (2017), los algoritmos
son adaptaciones del conocido me´todo k-medias con el uso de centroides, lo que
le proporciona una clara interpretacio´n f´ısica al problema abordado (agrupamiento
en zonas geogra´ficas), aportando el centro geome´trico de cada clu´ster. Pacheco y
Valencia (2005) proponen un me´todo de 2 fases para para la creacio´n de clu´steres,
proporcionando de manera inteligente las semillas iniciales.
Los resultados obtenidos a cada problema dependera´ del tipo de algoritmo
de agrupamiento aplicado, as´ı como de las caracter´ısticas propias del problema,
ya que cada algoritmo o me´todo de agrupamiento cuenta con ciertas ventajas y
desventajas, las cuales deben ser analizadas antes de aplicarlos a un problema en
espec´ıfico (Mart´ınez y Cruz, 2011).
Las operaciones de recoleccio´n y entrega a gran escala se manejan mejor me-
diante la agrupacio´n de clientes y la reduccio´n de la red (Mesa y Ukkusuri, 2015).
A su vez propone un marco sistema´tico para la agrupacio´n de la demanda en la red
de log´ıstica de carga. Su trabajo consiste en agrupar redes de transporte despue´s
elaborar una macro red de clientes utilizando las redes individuales, para finalmente
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establecer conectividad entre la macro red con el objetivo ocupar la ma´xima ca-
pacidad del veh´ıculo, por lo tanto, la topolog´ıa (geograf´ıa y direccionalidad), las
ganancias compartidas (volu´menes, costos y precios) son elementos clave para la
agrupacio´n de la demanda en las redes de log´ıstica de carga.
Para reducir los costos log´ısticos espec´ıficamente costos de embalaje Zhao et
al. (2017) utilizo´ clasificacio´n, se evaluaron 3 me´todos, k-Medias, AHC y mapa de
caracter´ısticas de auto-organizacio´n con la finalidad de agrupar medidas de cajas
corrugadas a medidas modulares de tal forma que en lugar de emplear 249 tipos de
medidas se emplearan 92 mediante el me´todo AHC debido a un mayor porcentaje de
llenado promedio, concluyendo que se tiene una compensacio´n entre la disminucio´n
del costo de compra y el costo de inventario del material y el aumento del costo de
transporte.
An˜os despue´s Rı´os y Obrego´n (2017) analizan la accesibilidad viaria mexicana
o red y la teor´ıa de la localizacio´n industrial en razo´n a la demanda inter-regional
e intra-regional de la regio´n baj´ıo justificando su ana´lisis con base a la extensio´n,
cubrimiento y distribucio´n que tiene el Sistema Carretero Federal (SCF) en con-
traste con el sistema geo-natural donde zonas montan˜osas, planicies, cordilleras y
pen´ınsulas son determinantes hacia la decisio´n de haber trabajado sobre esta subdi-
visio´n de Me´xico (regiones geoecono´micas). Los resultados muestran que el potencial
de accesibilidad debe considerarse directamente proporcional al tiempo de viaje e
inversamente proporcional al taman˜o del mercado (Yu et al., 2016). Los me´todos de
clasificacio´n se desempen˜an de manera diferente segu´n la dimensio´n, el tratamiento
de los valores at´ıpicos y la separabilidad de los grupos, tal como sen˜alan Adolfsson
et al. (2019), en esta autor´ıa tambie´n se propone una metodolog´ıa para evaluar la
aptitud de los datos para ser agrupados: (1) el ana´lisis de agrupamiento determina si
los datos poseen una estructura de clu´ster inherente, (2) si los datos no poseen una
estructura para ser particionados de manera significativa, entonces el agrupamiento
puede no ser adecuado para el conjunto de datos, por el contrario, si los datos se pue-
den agrupar, se puede (3) seleccionar o desarrollar un algoritmo de agrupacio´n, (4)
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finalmente, la solucio´n se valida aplicando medidas de calidad de agrupacio´n como
especifica Villagra y Leguizamo´n (2007) y Ben-David y Ackerman (2009), que puede
resultar en la seleccio´n de un algoritmo alternativo en caso de no haber encontrado
un agrupamiento de buena calidad.
En la siguiente seccio´n dejamos de hablar de clusterizacio´n para comenzar a
hablar de prono´sticos, con el propo´sito de integrar un marco teo´rico solido, que
permita dar soporte cient´ıfico al caso de estudio y posterior aplicabilidad del mismo,
mediante el uso de diferentes te´cnicas cuantitativas.
2.4 La importancia de los prono´sticos en la
planeacio´n
De acuerdo con Chiavenato y Sapiro (2017), la planeacio´n puede ser conside-
rada como una funcio´n administrativa para la organizacio´n, que permite la fijacio´n
de objetivos, el establecimiento de pol´ıticas, de procedimientos, y el desarrollo de
programas para ejercer la accio´n planeada. Por tanto, la planificacio´n permite llevar
a cabo proyecciones y prono´sticos con cara´cter prospectivo, lo cual posibilita anti-
cipar comportamientos y reacciones de los mercados frente a decisiones y actitudes
de las organizaciones (Montes et al., 2016).
En el marco organizacional segu´n Chiavenato y Sapiro (2017) existen tres ho-
rizontes de planeacio´n:
Planeacio´n estrate´gica: corresponde a la planeacio´n corporativa para toda la
organizacio´n, con un enfoque estrate´gico es decir aquellas ideas trazadas al
largo plazo con alto impacto econo´mico. Involucra la gestio´n global, y es la
que ha centrado nuestra atencio´n en esta investigacio´n.
Planeacio´n ta´ctica: dirigida hacia la planeacio´n funcional, es decir, para cada
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departamento de la compan˜´ıa. Toma en cuenta la gestio´n funcional. Realiza la
conversio´n e interpretacio´n de las decisiones estrate´gicas en planes concretos.
Planeacio´n operativa: orientada a las divisiones o cargos operativos de la or-
ganizacio´n, es decir, en nivel operacional.
En la planeacio´n de las empresas los prono´sticos son parte fundamental, ya que
todos los departamentos de e´stas elaborara´n sus planes estrate´gicos y operativos, as´ı
como objetivos y presupuestos basados en ellos (Hanke y Wichern, 2006).
Los prono´sticos pueden aplicarse a lo largo de la cadena de suministro, aunque
es muy comu´n su ejecucio´n en mercadotecnia, produccio´n, finanzas, recursos huma-
nos y transporte. El prono´stico de transporte es la parte incondicional de la log´ıstica
de salida, ca´lculos de capacidad, planes de viaje, disponibilidad y caracter´ısticas
del transporte. Se proyecta por varios horizontes de tiempo o intervalos de tiempo
(Wilson y Keating, 1999).
El propo´sito ba´sico de la planificacio´n y gestio´n del transporte es hacer coinci-
dir la oferta de transporte con la demanda de viaje, lo que representa la necesidad de
planear dicho recurso. Es necesario comprender a fondo el patro´n de viaje existente
para identificar y analizar los problemas relacionados con el tra´fico existente. Tam-
bie´n se necesitan datos detallados sobre el patro´n de viaje actual y los volu´menes
de tra´fico para desarrollar modelos de prediccio´n de viajes a determinado destino.
La prediccio´n de la demanda futura de viajes es una tarea esencial del proceso de
planificacio´n del transporte a largo plazo para determinar estrategias para satisfacer
las necesidades futuras (Drlicˇiak y Cˇelko, 2016).
En el sentido empresarial, un prono´stico es una herramienta que proporciona un
estimado cuantitativo acerca de la probabilidad de eventos futuros que se elaboran
en base en la informacio´n histo´rica o criterios de expertos (Pindyck y Rubinfeld,
2001). A diferencia de la anterior interpretacio´n, Gutie´rrez (2013), conceptualiza
el prono´stico como aquella estimacio´n del valor futuro de una variable mediante
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la aplicacio´n de me´todos y procedimientos que contribuyen a reducir el margen de
error, haciendo uso adema´s del buen juicio y experiencia del responsable de realizar
dicha estimacio´n.
2.4.1 Clasificacio´n de los me´todos de prediccio´n
Como antes se menciono´, para hacer la estimacio´n futura de una variable, exis-
ten diferentes te´cnicas, estas se dividen en dos tipos ba´sicos: me´todos cualitativos
y me´todos cuantitativos. Se dice que el pronosticador que pueda lograr una com-
binacio´n tanto de te´cnicas cualitativas como cuantitativas sera´ ma´s eficiente que
aque´l que no lo hace. En general, se recomienda evitar los extremos: quien basa sus
predicciones so´lo en juicio propio, o quien emplea u´nicamente metodos cuantitati-
vos, el resultado obtenido significar´ıa un prono´stico poco confiable o poco realista
(Gutie´rrez, 2013).
2.4.1.1 Me´todos cualitativos
Por lo general, en un me´todo cualitativo se usa la opinio´n de expertos, quienes
establecen de forma subjetiva un prono´stico de acuerdo a su juicio, experiencia y
otros factores no nume´ricos que le dan sustento a sus predicciones. El uso de un
me´todo cualitativo se justifica cuando no hay disponibilidad de datos o si e´stos son
muy escasos, cuando los datos no son confiables, o bien, cuando existen datos, pero
su obtencio´n o acceso a ellos resulta demasiado dif´ıcil o costoso. Tambie´n es empleado
para enriquecer los resultados obtenidos a partir de un me´todo cuantitativo (Shaub,
2019).
Algunos de los me´todos cualitativos ma´s conocidos se enlistan a continuacio´n.
Consenso de un panel
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Me´todo Delphi
Analog´ıa histo´rica
Investigacio´n de mercados
Prono´stico visionario.
A medida que el pronosticador adquiere experiencia, se van afinando sus esti-
maciones y muchas veces pueden llegar a ser, incluso, ma´s precisas que las emitidas
mediante algu´n me´todo cuantitativo (Izar, 2007).
2.4.1.2 Me´todos cuantitativos
A diferencia de los me´todos cualitativos, es deseable emplear un me´todo cuanti-
tativo cuando s´ı se dispone de informacio´n histo´rica confiable (datos). Estas te´cnicas
requieren el estudio de dicha informacio´n para predecir el valor futuro de la variable
de intere´s. Adema´s, no es indispensable que la persona tenga experiencia, ya que
en este caso no se necesita emitir un juicio basado en su intuicio´n. Existen diver-
sos me´todos cuantitativos de prono´stico que se pueden clasificar en dos grupos, de
acuerdo al tipo de datos con el que se cuente: me´todos para pronosticar series de
tiempo y modelos causales (Hanke y Wichern, 2006).
Los me´todos de prono´stico para series de tiempo son sucesiones perio´dicas de
datos histo´ricos. El fundamento ba´sico de estos me´todos consiste en suponer que el
comportamiento histo´rico de la variable seguira´ teniendo el mismo patro´n, por lo
que se trata de proyectar hacia el futuro dicho comportamiento subyacente de la
serie de tiempo. Para este tipo de me´todos se clasifican en: me´todos de suavizacio´n,
me´todos de descomposicio´n y modelos autorregresivos (ARIMA).
Los me´todos de prono´stico cuantitativos se mencionan a continuacio´n.
Me´todos de suavizacio´n
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Dentro de esta clase de me´todos encontramos:
Series de tiempo estacionarias: promedio mo´vil simple; promedio mo´vil pon-
derado; suavizacio´n exponencial simple.
Series de tiempo con tendencia: suavizacio´n exponencial lineal de dos para´me-
tros (me´todo de Holt).
Series de tiempo estacionales: suavizacio´n exponencial lineal de tres para´metros
(me´todo de Winters).
Me´todos por descomposicio´n
Descomposicio´n multiplicativa
Descomposicio´n aditiva.
Modelos causales
Estos modelos se utilizan cuando se requiere identificar otras variables que de
alguna manera este´n relacionadas con la variable de intere´s. Se denominan causales
debido a que por lo general se trata de variables que tienen una relacio´n de causa-
efecto, es decir, el comportamiento de una o ma´s variables (la causa), determina en
alguna medida el comportamiento de otra variable (el efecto). Este tipo de relaciones
se pueden expresar mediante modelos matema´ticos que estimara´n el comportamiento
de las variables de intere´s.
Dentro de esta clasificacio´n, se encuentran principalmente los modelos de re-
gresio´n y los econome´tricos.
Modelos de regresio´n
Regresio´n lineal simple
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Regresio´n lineal mu´ltiple.
Es importante saber identificar los diferentes patrones de comportamiento que
puede presentar un conjunto de datos debido a que el me´todo de prono´stico que se
utilizara´ dependera´ de ello, ver figura 2.6. Por tanto, las caracter´ıaticas que podemos
encontrar en una de serie de tiempo son:
Estacionaria. Es aque´lla cuyo comportamiento general se observa dentro de
una franja estacionaria u horizontal. En general no crece ni decrece a lo largo
del tiempo.
Con tendencia. Una serie de tiempo con tendencia presentara´ un comporta-
miento dentro de una franja ascendente o descendente.
Estacional. Es la serie de tiempo con un patro´n de comportamiento repetitivo
en periodos iguales o menores a un an˜o; es decir, el comportamiento anual se
puede dividir en estaciones de igual magnitud. A esta divisio´n se le denomina
estacionalidad que representa el nu´mero de periodos en que se divide cada an˜o.
Cabe mencionar que, si el comportamiento repetitivo a lo largo del tiempo se
observa en periodos mayores a un an˜o, se le denomina comportamiento c´ıclico.
Una serie de tiempo puede ser estacionaria y estacional al mismo tiempo; o
estacional con tendencia, pero no puede ser estacionaria y con tendencia a la
vez.
Variaciones aleatorias. Son saltos en los registros a causa de situaciones
inusuales o por el mismo azar, son aspectos no controlables generados por
imprevistos naturales, sociales o econo´micos. Son de corta duracio´n y no se
repiten.
Mencionadas las caracter´ısticas que pueden estar presentes en una serie de
tiempo, en la figura siguente se analizan gra´ficamente cada una de ellas, teniendo
como referencia la demanda actual (linea horizontal).
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Figura 2.6: Patrones de comportamiento
Fuente:Gutie´rrez (2013).
2.4.2 Seleccio´n del me´todo de prono´stico
Existen diversas te´cnicas para pronosticar, y hasta la fecha no hay manera de
probar que alguno de ellos sea mejor que otro para este propo´sito. ? y Gutie´rrez
(2013) indican que cualquier modelo que sea seleccionado para la elaboracio´n del
prono´stico dependera´ de diversos factores que hay que considerar:
1. Disponibilidad de datos: Permitira´ la eleccio´n de un me´todo cualitativo o uno
cuantitativo.
2. Precisio´n deseada: Es importante definir que´ nivel de exactitud se desea. La
bu´squeda de una mayor exactitud del prono´stico puede llevar al ana´lisis de
varios me´todos y a otras consideraciones que pueden requerir principalmente
mayor tiempo y recursos.
3. Uso que se le dara´ al prono´stico: Es necesario saber para que´ se utilizara´ el
prono´stico, por ejemplo, para establecer horizontes de planeacio´n o comparar
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un me´todo contra otro.
4. Disponibilidad de recursos: Es de especial consideracio´n tomar en cuenta los
recursos disponibles. Es posible que se requiera gente preparada o de equipo
especial para su elaboracio´n.
5. Importancia del pasado para estimar el futuro: Es preciso considerar la rele-
vancia del patro´n de comportamiento histo´rico de la variable para identificar
si puede tomarse en cuenta para el futuro.
2.4.3 Medicio´n del error de un me´todo de prono´stico
Existen diferentes mediciones de error que evalu´an al prono´stico desarrollado.
De acuerdo con Gutie´rrez (2013); Perez et al. (2012); Torres-Rabello (2012), los ma´s
usuales son: (ecuacio´n 2.7) el error medio (ME) y el error absoluto medio (MPE)
(ecuacio´n 2.9) que miden el sesgo en el prono´stico; o el error porcentual medio (MAE)
(ecuacio´n 2.8) y el error porcentual absoluto medio (MAPE) (ecuacio´n 2.10) que dan
informacio´n sobre el taman˜o del error en te´rminos porcentuales. Por otra parte el
error cuadra´tico medio (MSE) (ecuacio´n 2.11), es empleado para hacer compara-
ciones contra otros me´todos utilizados, el cual castiga las diferencias entre un valor
real y un estimado eleva´ndolas al cuadrado. Sin importar los me´todos de prono´stico
desarrollados, la labor del pronosticador es encontrar aquel que arroje el error mı´ni-
mo para garantizar una mayor precisio´n en la estimacio´n, y por consecuencia una
mejor planeacio´n y toma de decisiones (Torres, 2011).
Se le llama error a la variacio´n que existe entre el valor real de la variable y su
valor pronosticado (ecuacio´n 2.6). El error se define entonces como:
et = Yt − Ft (2.6)
Las siguientes mediciones de error se aplican a los prono´sticos de series de
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tiempo, aunque su comprensio´n sera´ u´til tambie´n cuando se trate de prono´sticos
mediante modelos causales.
Error medio (ME):
ME =
n∑
t=1
(Yt − Ft)
n
(2.7)
Error absoluto medio (MAE):
MAE =
n∑
t=1
|Yt − Ft|
n
(2.8)
Error porcentual medio (MPE):
MPE =
n∑
t=1
(
Yt − Ft
Yt
)
n
(2.9)
Error porcentual absoluto medio (MAPE):
MAPE =
n∑
t=1
∣∣∣∣Yt − FtYt
∣∣∣∣
n
(2.10)
Error cuadra´tico medio (MSE):
MSE =
n∑
t=1
(Yt − Ft)2
n
(2.11)
donde:
et = error del prono´stico en el periodo t
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Yt = valor real de la variable en el periodo t
Ft = valor pronosticado de la variable en el periodo t
n = nu´mero de periodos.
La evaluacio´n de una estimacio´n mediante el ca´lculo del error, indicara´ que
tan validos son los resultados obtenidos. Un prono´stico debe sobrepasar el 70 % de
exactitud para que sea confiable y se evite construir estrategias inadecuadas que
puedan causar aumento en costos, disminucio´n en el nivel de servicio y pe´rdida de
imagen a la empresa (Lu y Kao, 2016).
Como caracter´ıstica inherente de un prono´stico, el juicio y la intuicio´n del pro-
nosticador influira´n en el me´todo a elegir y, por consecuencia, en el resultado de
la estimacio´n. En resumen, no existe un me´todo que sea mejor que otro; simple-
mente dependera´ de cada situacio´n. Podr´ıa decirse que cada caso tiene su propio
“mejor me´todo” y este sera´ el que elija el pronosticador, una vez que haya puesto a
consideracio´n los factores antes mencionados.
Los me´todos de agrupamiento como algoritmo de inicializacio´n para la aplica-
cio´n de prono´sticos puede evitar problemas tales como: disponibilidad excesiva de
unidades, vehiculos faltantes, altos costos por renta motriz, costos adicionales por
renta inmediata, eventualmente incremento del nivel de servicio aproximadamente
en 20 %, mejorando as´ı la eficacia de la gestio´n de la cadena de suministro y gene-
rando ahorros sustanciales en la subcontratacio´n del servicio de distribucio´n a partir
de prono´sticos precisos y so´lidos (Sheu, 2007).
La idea fundamental del modelo de prono´stico basado en clasificacio´n es utilizar
un algoritmo de agrupamiento para dividir el total de clientes de una empresa en
mu´ltiples grupos disjuntos y construir un modelo de prono´stico para cada grupo
basado en el ana´lisis de la informacio´n subyacente de cada cliente (Lu y Kao, 2016).
Los datos se asignan a un grupo por su similitud, y el modelo de prono´stico de un
grupo particular se utiliza para obtener resultados de prono´stico para ese grupo.
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Debido a que los datos en el mismo grupo tienen patrones de datos similares, el
modelo de prono´stico basado en agrupamiento puede producir una mejor precisio´n
de prono´stico que el modelo de prono´stico construido sobre un conjunto de datos
completo.
Con base a esta informacio´n el presente trabajo esta´ dirigido hacia la planifica-
cio´n efectiva del transporte a trave´s de herramientas de clasificacio´n y de prediccio´n,
cuyos procedimientos son de gran intere´s en estad´ıstica.
2.4.4 Conclusio´n del cap´ıtulo
Este cap´ıtulo fue disen˜ado para generar una base teo´rica que brinde el soporte
acade´mico apropiado para el desarrollo de capitulos posteriores, adema´s se maneja-
ron los conceptos y se hablo´ de aplicaciones en el campo logistico, con la finalidad
de mostrar al lector las diferentes posibilidades de atacar un problema similar al
expuesto en este trabajo, y de guiar a nuestra empresa caso de estudio para resol-
ver complicaciones actuales y futuras. Del mismo modo, de acuerdo a lo establecido
en la literatura consultada, realizar planes de transporte y distribucio´n sin funda-
mento cuantitativo y ana´lisis previo, puede ocasionar inconsistencias en los d´ıas de
inventario, monetizacio´n retardada, ventas perdidas, sobrecostos e insatisfaccio´n del
cliente.
En el cap´ıtulo siguiente, se retomara´n algunos de los conceptos anteriores a fin
de disen˜ar el procedimiento que nos permitira´ alcanzar el objetivo planteado en el
primer cap´ıtulo.
Cap´ıtulo 3
Metodolog´ıa
En este cap´ıtulo se expone la metodolog´ıa a seguir para lograr planeaciones
estrate´gicas y financieras confiables, utilizando herramientas cuantitativas de agru-
pamiento y prediccio´n, que permitan anticipar la demanda de transporte de carga a
clu´steres de clientes con caracter´ısticas similares. Se describe el proceso de resolucio´n
para la problema´tica a partir de la revisio´n de literatura mostrada en el cap´ıtulo 2.
Tambie´n es descrito el procedimiento que´ servira´ de gu´ıa para alcanzar el objetivo
perseguido por nuestro caso de estudio, de tal manera que en el cap´ıtulo 5 se veri-
fique la viabilidad de la metodolog´ıa por medio del ana´lisis de resultados arrojados
en el cap´ıtulo 4 implementacio´n.
3.1 Descripcio´n general
La metodolog´ıa sugerida y esquematizada en la figura 3.1, esta´ basada en la
bibliograf´ıa especializada y ha sido adaptada para nuestro caso de estudio, por lo
tanto, con la finalidad de disen˜ar un procedimiento completamente pragma´tico, ac-
tividades como la identificacio´n del problema y a´reas de oportunidad as´ı como la
revisio´n de la literatura, son fases previas no mostradas en la esquematizacio´n, pero
que representan el sustento cient´ıfico y la direccio´n de la investigacio´n, sin embargo
para considerar su aplicacio´n en los distintos procesos de la cadena de suministro,
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son fases que no deben pasarse por alto. La figura metodolo´gica principal comprende
5 fases, la primer fase consiste en seleccionar las variables que sera´n empleadas para
la clusterizacio´n, la segunda fase se centra en la eleccio´n del algoritmo de agrupa-
miento de acuerdo al tipo y volumen de datos a procesar, la tercer fase trata sobre la
validacio´n de los grupos sugeridos por el algoritmo de agrupamiento, la cuarta fase se
enfoca en el disen˜o de clu´steres, finalmente la quinta fase consiste en la construccio´n
y aplicacio´n de modelos de prediccio´n que permitan cuantificar la demanda futura
de transporte a nivel clu´ster. A continuacio´n, se muestra el esquema secuencial de
lo antes mencionado.
Figura 3.1: Esquema metodolo´gico
Fuente: Elaboracio´n propia basada en Vallejo Huanga (2016); Halkidi et al. (2001);
Fayyad (1997).
3.2 Fases preliminares
Identificacio´n del problema y a´reas de oportunidad: Debemos identificar los
factores que denotan la presencia de una situacio´n de desventaja en la cadena de
suministro, en este caso el transporte de carga, esto con la finalidad de analizar a´reas
en donde es posible mejorar los procesos log´ısticos, tomando en cuenta la alineacio´n
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con los intereses de la empresa.
Revisio´n de literatura: Una vez identificado el problema que se abordara´, se
realiza una revisio´n de la literatura fundamentada en conceptos, definiciones y pro-
blema´ticas similares encontradas en trabajos de investigacio´n, libros, reportes te´cni-
cos y estad´ısticas de informacio´n, a fin de mostrar un panorama cronolo´gico sobre
los estudios realizados y sobre los aspectos que continu´an desconocidos. En la figura
3.2 se ilustra el proceso utilizado para la revisio´n bibliogra´fica, el cual consistio´ en
recabar informacio´n mediante criterios espec´ıficos de bu´squeda y filtrado (palabras
clave, an˜o, autor e idioma) constituyendo el me´todo de revisio´n sistema´tica de lite-
ratura (Garc´ıa, 2017).
Figura 3.2: Revisio´n sistema´tica de literatura
Fuente: Elaboracio´n propia basada en Garc´ıa (2017).
3.3 Fase 1: Ana´lisis de la demanda
En esta fase se examina el comportamiento de la demanda de transporte para
cada cliente a trave´s del tiempo, para realizar este ana´lisis es imprescindible contar
un gestor de base de datos capaz de procesar un volumen grande de informacio´n co-
mo lo es SQL server, o herramientas de procesamiento POWER BI, que encontramos
en la interfaz de Microsoft Excel. El ana´lisis de la demanda implica la recoleccio´n de
datos y la limpieza de los mismos, a fin de facilitar la extraccio´n y manipulacio´n de
las variables que alimentara´n al algoritmo de agrupamiento y de prediccio´n. Una vez
listos los datos, se deben seleccionar las variables que participara´n en fases siguientes,
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las caracter´ısticas elegidas no siguen ningu´n criterio de seleccio´n, sino se empleara´n
las variables disponibles en la base datos y las que mejor relacionadas este´n con
el objetivo de la empresa o del usuario. En esta investigacio´n son consideradas las
variables recomendadas por la literatura especializada (cap´ıtulo 4), las cuales en su
mayor´ıa esta´n presentes en la informacio´n proporcionada por nuestro caso de estudio.
Es importante resaltar que, la mayor´ıa de los algoritmos de agrupamiento funcionan
cuando menos con una variable, sea de tipo nume´rica o catego´rica. A medida que
mayor sea el nu´mero de variables, los clu´steres resultantes sera´n ma´s afines, sin em-
bargo, para generar un escenario gra´fico se tendra´n que definir aquellas variables que
describan la mayor parte del problema de agrupamiento a trave´s del ana´lisis de com-
ponentes principales, por sus siglas en ingle´s PCA (principal component analysis),
que permita la visualizacio´n en un plano de dos dimensiones.
3.4 Fase 2: Seleccio´n de la te´cnica de
agrupamiento
Esta fase consiste en determinar la te´cnica de agrupamiento apropiada y en la
ejecucio´n del algoritmo. Por lo tanto, es necesario identificar el tipo de agrupamiento
que se busca realizar (jera´rquico, particional o densidad), considerando propiedades
de escalabilidad, dimensionalidad y robustez, las cuales son propiedades que debera´
mantener toda base de datos con la aspiracio´n de clasificar un conjunto de observa-
ciones mediante un ana´lisis clu´ster de tipo particional. Tambie´n es importante ana-
lizar lo encontrado en la bibliograf´ıa especializada, ya que, el me´todo ma´s utilizado
para resolver el problema de agrupamiento de clientes, sera´ el criterio de seleccio´n
para nuestra investigacio´n, adoptando as´ı la te´cnica comu´nmente desarrollada por
los expertos y, que en cuestiones de factibilidad resulte econo´micamente y compu-
tacionalmente posible, de manera que sea tambie´n un algoritmo que proporcione
resultados efectivos, los algoritmos con mayor incidencia aplicada y documentada
por los investigadores son: k-medias, k-medianas, CLARA (clustering large applica-
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tions) y variantes de k-medias. Normalmente los algoritmos particionales recurren
a una medida de distancia que permita establecer la dispersio´n o cohesio´n de un
clu´ster, esta medida esta´ dada de acuerdo a la te´cnica a ejecutar, por lo general la
literatura recomienda emplear distancia Euclidiana, Manhattan o Mahalanobis, as´ı
tambie´n, por su practicidad, interfaz gra´fica, efectividad y facilidad de interpreta-
cio´n, es recomendable emplear el paquete informa´tico R studio para la ejecucio´n del
algoritmo de clusterizacio´n.
3.5 Fase 3: Validacio´n de resultados
Una vez llegado a esta fase de la metodolog´ıa, se comprueba la homogeneidad
y heterogeneidad de los grupos obtenidos de la fase anterior, aplicando alguno de
los ı´ndices de evaluacio´n de grupos descritos en el cap´ıtulo 2 (´ındice de la silueta,
ı´ndice de Dunn o el ı´ndice de Davies), los cuales son frecuentemente recurridos ante
problemas de agrupamiento. Es decir, los resultados de la aplicacio´n de un algoritmo
de agrupamiento deben ser verificados por medio de criterios y te´cnicas adecuadas,
puesto que, al tratarse de te´cnicas no supervisadas, los grupos finales son validados
con me´todos independientes a las herramientas cuantitativas de agrupamiento.
3.6 Fase 4: Disen˜o de clu´steres
Esta fase corresponde a la creacio´n de los clu´steres finales, se basa en el ana´lisis
de resultados del algoritmo y al ana´lisis interpretativo que involucra el efecto que
tuvieron las variables seleccionadas sobre las observaciones (clientes) en la forma-
cio´n de regiones, con la finalidad de establecer relaciones anal´ıticas y graficas que
expliquen la causa de la formacio´n, basa´ndonos en la distancia de cada particio´n a
su respectivo centroide. Debemos tener en cuenta que para el disen˜o de clu´steres es
necesario haber normalizado previamente los datos para evitar datos at´ıpicos.
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3.7 Fase 5: Prediccio´n
Es la fase final de la metodolog´ıa propuesta y, consiste en la construccio´n de
modelos predictivos para cada uno de los clu´steres obtenidos en la fase 4. Por la na-
turaleza nuestros datos, los me´todos de prono´stico susceptibles a utilizar pertenecen
a los de tipo cuantitativo, ver figura 3.3, por lo tanto, las series de tiempo sera´n las
estructuras ba´sicas que nos permitira´n cuantificar la demanda de transporte para
clientes afines. En esta fase buscamos medir el desempen˜o de distintos me´todos de
prediccio´n que sean compatibles con las series de tiempo presentes en cada clu´ster,
siendo la variable de intere´s la demanda de transporte por clase de veh´ıculo de carga.
En el cap´ıtulo de resultados, se especifican los me´todos que sera´n evaluados y donde
el mejor modelo predictivo sera´ aquel que minimice el error entre valores reales y
ajustados.
Figura 3.3: Clasificacio´n de los modelos de prediccio´n
Fuente: Guerrero et al. (2006)
La seleccio´n y aplicacio´n de los modelos predictivos dependera´ del compor-
tamiento tendencial, estacional, c´ıclico y aleatorio que presente la serie de tiempo
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correspondiente a cada clu´ster de clientes, dichas caracter´ısticas son mencionadas en
el cap´ıtulo 2.
3.8 Conclusiones del cap´ıtulo
Este cap´ıtulo fue disen˜ado con la finalidad de proponer un procedimiento gene-
ral que sea adaptable a casos de estudio que presenten problemas log´ısticos comunes
a los abordados en esta tesis. Para encaminar la investigacio´n a la resolucio´n exitosa
del caso de estudio, la metodolog´ıa propuesta destaca cinco fases, partiendo de la
exploracio´n y conocimiento de a´reas de oportunidad, tratamiento de datos, disen˜o de
clu´steres hasta la proyeccio´n de la demanda de transporte; fases que en conjunto es-
tablecen las bases para generar planes ta´cticos y financieros precisos. Una vez que se
revisa la propuesta metodolo´gica, el siguiente cap´ıtulo se enfoca en la aplicacio´n con
datos del entorno real, para observar el desempen˜o que tienen las te´cnicas de agru-
pamiento y las predictivas de forma independiente y en conjunto, a fin de confirmar
la efectividad de estas herramientas matema´ticas y a fin de establecer conclusiones
que ayuden a nuestra empresa caso de estudio y posiblemente a otras organizaciones
a solucionar una problema´tica en comu´n. considerando a su vez los objetivos de la
empresa y propiamente del objetivo de esta tesis.
Cap´ıtulo 4
Implementacio´n y ana´lisis de
resultados
De acuerdo a la metodolog´ıa desarrollada en el cap´ıtulo 3, se presentan la im-
plementacio´n y los resultados obtenidos de cada fase del procedimiento propuesto,
se describen las herramientas computacionales utilizadas para el agrupamiento de
clientes y prediccio´n de la demanda de transporte, tambie´n son descritos los experi-
mentos realizados as´ı como la informacio´n que implica su aplicacio´n.
4.1 Fases preliminares
El desarrollo del proyecto comienza con las fases preliminares, las cuales con-
sisten en la identificacio´n de a´reas de oportunidad y la revisio´n sistema´tica de la
literatura.
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4.1.1 Identificacio´n de a´reas de oportunidad y
definicio´n del problema
Analizando los componentes del costo log´ıstico presentes en actividades tales
como: inventarios, almacenaje, compras, log´ıstica inversa y proveedur´ıa (recordar
seccio´n 1), podemos determinar a simple vista que cualquier actividad representa un
a´rea de oportunidad. Sin embargo, por significar el costo ma´s elevado, la prioridad se
enfoca en el dirigir esfuerzos en actividades de transporte y distribucio´n. En funcio´n
de nuestro caso pra´ctico tambie´n se identificaron y analizaron a´reas de oportunidad
especificas relacionadas con los procesos log´ısticos que impactan no solo al transporte
sino al resto de actividades log´ısticas antes mencionadas, las a´reas de oportunidad
se enlistan a continuacio´n.
Control del aba´nico de clientes: Para la definicio´n de planes ta´cticos donde se
toman las decisiones de transporte y distribucio´n, es indispensable conocer las necesi-
dades del cliente y sus caracter´ısticas (volu´menes, patrones, inversiones y condiciones
de compra del cliente), a fin de controlar las operaciones que se vera´n involucradas en
la cadena de suministro. En la empresa bajo estudio, se ha observado que el control
del abanico de clientes dificulta el proceso de planeacio´n de transporte, lo que resta
visibilidad a la cadena de suministro, principalmente en operaciones relacionadas al
ana´lisis de la demanda, que, enfocado al proceso de transporte encontramos dificul-
tad en la estimacio´n de cajas y determinacio´n de la clase de veh´ıculo a emplear y,
por lo tanto, aumento en costos de transporte y disminucio´n en el nivel de servicio.
Regionalizacio´n: Actualmente la empresa caso de estudio establece el control de
las operaciones acordes a la entrega de productos terminados al cliente basado en la
divisio´n de regiones geogra´ficamente disen˜adas. Por lo que, la segmentacio´n de las
regiones queda justificada en criterios de ubicacio´n, dando la posibilidad de basar
estrate´gicamente la formacio´n de regiones en el ana´lisis de grupos utilizando criterios
te´cnicos (por ejemplo, el costo y la demanda), a fin de facilitar la toma de decisiones
en procesos productivos, mercadolo´gicos y log´ısticos, enfocados hacia un conjunto
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de clientes teo´ricamente estructurados.
Agrupamiento de clientes: Agrupar la demanda es un a´rea de oportunidad latente
que, para nuestro caso de estudio representa un desaf´ıo para la identificacio´n de
clientes cr´ıticos, atraccio´n de nuevos clientes y retencio´n de los actuales. Agrupar
un alto nu´mero de clientes (que en nuestro caso de estudio esta´ entre 1000 y 2000
clientes mayoristas) permitira´ monitorear, clasificar y medir el comportamiento de
los consumidores y, en consecuencia, profundizar en el conocimiento de los mismos
al punto que se les pueda atender en forma segmentada e incluso personalizada.
Alineacio´n de procesos: En la descripcio´n general de problema (ver cap´ıtulo 1,
seccio´n 1. 1) se menciona la desalineacio´n interna existente entre los departamentos
responsables de la gestio´n del transporte y de la gestio´n financiera, por tal motivo,
un a´rea de oportunidad es la alineacio´n de procesos. En cadena de suministro la
integracio´n interna se alcanza cuando los participantes de las a´reas funcionales com-
parten su informacio´n para lograr un objetivo comu´n: cumplir con la demanda bajo
las condiciones de cantidad y lugar, de la manera ma´s eficiente posible, utilizando
de forma efectiva y compartida los recursos disponibles.
Planeacio´n de la demanda de transporte: Son diversos los nodos que solicitan
productos terminados, sin embargo, existen clientes que demandan un servicio per-
sonalizado en cuanto al tipo de veh´ıculo, carga no fraccionada y tiempo de servicio.
Cuando se visita una zona es normal encontrar clientes exigentes y clientes flexibles,
por lo tanto, encontrar un balance entre este tipo de pu´blico dificulta la planeacio´n
de las unidades que sera´n rentadas para movilizar las o´rdenes de compra. Por otra
parte, la anticipacio´n con la que debera´ realizarse el plan de transporte requiere se-
manas de preparacio´n, por lo que hace de este punto un a´rea de oportunidad presente
en los procesos mensuales de planeacio´n (S&OP) y que es susceptible a la aplicacio´n
de modelos predictivos para aproximar el nu´mero y la clase de vehiculos a emplear.
Definicio´n de me´tricos de desempen˜o: Para buscar mejorar un sistema es nece-
sario conocer su desempen˜o. Se identifico´ esta a´rea de oportunidad porque a pesar de
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contar con me´tricos efectivos, es posible definir medidas de desempen˜o adicionales
que permitan controlar otros aspectos de la operacio´n en el proceso de transporte
y nos ayuden a elaborar planes de accio´n concretos. Algunos me´tricos muy impor-
tantes a incluir son: el nivel de precisio´n de las predicciones, el nivel de error de las
estimaciones y el nivel de utilizacio´n de vehiculos por cliente o por clu´ster de clientes,
con el fin de gestionar planes confiables de transporte y distribucio´n para que no se
vea afectada la estructura de costos o nivel de servicio.
Adopcio´n tecnolo´gica: La implementacio´n de diferentes tecnolog´ıas acordes a los
objetivos y actividades de la empresa requiere de la adopcio´n de herramientas de
computo que aumenten la eficiencia en el ana´lisis de grandes volu´menes de datos
y permitan obtener resultados en tiempo real optimizando procesos espec´ıficos y
generando informacio´n oportuna.
4.1.2 Revisio´n sistema´tica de la literatura (SRL)
Esta fase constituye la investigacio´n sobre las a´reas de oportunidad a explorar.
Por razones de prioridad en costo y operacio´n, se decidio´ incursionar en dos de las
a´reas de oportunidad detectadas en la fase anterior. La primer a´rea de oportunidad
va encaminada a controlar el abanico de clientes y la segunda a mejorar el proceso
de planeacio´n del transporte.
En la tabla 4.1 se muestran las fuentes de consulta donde se recabo´ la teor´ıa
especializada para solventar ambas a´reas de oportunidad. Siguiendo el proceso de
la revisio´n sistema´tica de la literatura mencionado en al cap´ıtulo 3, la bu´squeda se
abordo´ de la manera siguiente:
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Tabla 4.1: Portales literarios
Fuente de consulta Frecuencia
Google scholar 32 %
Springer 20 %
ScienceDirect 13 %
Emerald 7 %
Scielo 10 %
Otros 18 %
Fuente: Elaboracio´n propia
La bu´squeda se realizo´ bajo los siguientes criterios de inclusio´n: algoritmos de
agrupamiento, aplicaciones de las herramientas de agrupamiento, utilidad de los al-
goritmos, proceso de planeacio´n, transporte en la cadena de suministro, prono´sticos,
medidas de desempen˜o. As´ı tambie´n, se utilizaron los siguientes te´rminos de bu´sque-
da: documentos del an˜o 1980 al 2019; idiomas ingle´s y espan˜ol; art´ıculos publicados
en revistas indexadas e informes te´cnicos de universidad con nivel igual o mayor a
maestr´ıa.
Definidos los criterios para la SRL, se realizo´ la bu´squeda y la seleccio´n de la
bibliograf´ıa especializada que servira´ como fundamento y gu´ıa para el desarrollo de
las fases de la metodolog´ıa.
La revisio´n nos permitio´ encontrar diferentes usos y aplicaciones de los algo-
ritmos de agrupamiento, en la figura 4.1, se muestran los enfoques pra´cticos que los
autores consultados abordaron en sus investigaciones.
Cap´ıtulo 4. Implementacio´n y ana´lisis de resultados 56
Figura 4.1: Enfoques de agrupamiento
Fuente: Elaboracio´n propia basada en la literatura
Como parte de los resultados de la revisio´n de literatura realizada encontramos
que el 22 % de los documentos consultados se enfocan en desarrollar agrupamientos
para realizar reconocimiento de patrones, la cual es una te´cnica de aprendizaje no
supervisado que busca encontrar propiedades espec´ıficas de un conjunto de observa-
ciones f´ısicas o abstractas a fin de determinar si observaciones posteriores poseen las
caracter´ısticas necesarias para considerarse dentro del conjunto, u´nicamente basado
en el ana´lisis computacional de una imagen, una textura, un comportamiento que
clasifique los resultados en distintas categor´ıas o agrupaciones. El 33 % de la biblio-
graf´ıa especializada revisada enfoca su trabajo en la inicializacio´n de problemas de
combinatoria, donde agrupar primero un conjunto de elementos resta complejidad al
problema original de optimizacio´n, tal como sucede con problemas de enrutamien-
to de vehiculos y localizacio´n de instalaciones. La filosof´ıa agrupar primero-rutear
despue´s, mejora la solucio´n final de 5 % hasta 20 %.
Por u´ltimo, el 45 % de los autores consultados emplean las te´cnicas de agru-
pamiento para agrupar clientes con la finalidad clasificar el mercado para establecer
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estrategias concretas que impacten a un segmento de mercado en particular de acuer-
do a las caracter´ısticas que predominen en la agrupacio´n. Se encontro´ que a trave´s
del ana´lisis clu´ster enfocado al agrupamiento de clientes el 26 % de los autores se
inclinan a la planeacio´n estrate´gica, es decir, a la planeacio´n de actividades relacio-
nadas con la alta direccio´n encargada de tomar decisiones acordes a la ubicacio´n y
apertura de nuevas plantas y centros de distribucio´n, seleccio´n del modo de transpor-
te, control de inventarios, disen˜o del procesamiento de pedidos, establecimiento de
esta´ndares, desarrollo de proveedores. Por otra parte, el 19 % de documentos esta´n
orientados a la planeacio´n operativa, es decir a las actividades relacionadas con la
toma de decisiones a nivel operacional y jefaturas por ejemplo establecer pol´ıtica
o´ptima de inventarios, despacho, procesamiento de pedidos, liberacio´n de pedidos y
facturacio´n.
Segu´n los resultados de la revisio´n bibliogra´fica, la mayor´ıa de los trabajos se
enfocan al agrupamiento de clientes con la finalidad de elaborar planes estrate´gi-
cos. Nuestra investigacio´n tambie´n esta´ orientada a la clasificacio´n de clientes, sin
embargo, a diferencia de lo visto en la literatura nuestro trabajo esta´ orientado a
la elaboracio´n de planeas ta´cticos por tratarse de actividades relacionadas con el
transporte y distribucio´n.
4.2 Implementacio´n de la fase 1: Ana´lisis de
demanda
La complejidad de aplicar algu´n me´todo de agrupamiento la encontramos en
la disponibilidad, tipo, dimensio´n, legibilidad y entendimiento de la informacio´n a
procesar.
Para desarrollar esta fase, es necesario la colaboracio´n con la empresa, porque
se convertira´ en nuestra fuente de informacio´n primaria. El ana´lisis de la demanda
consiste entonces en diversos aspectos: familiarizacio´n y obtencio´n de la informacio´n,
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limpieza de datos y determinacio´n de las variables a tratar en el estudio basado en
el comportamiento histo´rico de las observaciones (clientes).
Familiarizacio´n y obtencio´n de la informacio´n: Antes de proceder con el ma-
nejo de datos duros, se tuvieron un par de sesiones para conocer el significado de las
bases de datos, su funcionalidad y procedencia, tambie´n se definio´ el formato en el
que la empresa nos compartio´ su informacio´n.
Limpieza de datos: A fin de quedarnos con la informacio´n que para efectos de la
investigacio´n resulte de intere´s, la limpieza de datos consiste en: eliminar duplicados,
rellenar espacios vac´ıos, eliminar registros, modificar filas o columnas, completar
registros, agregar nueva informacio´n, filtrar y cruzar datos y extraer informacio´n
adicional a partir de la actual. Este proceso requiere de tiempo, paciencia y las
herramientas informa´ticas adecuadas. Tratando una base de datos cercana al millo´n
de registros se utilizaron la herramienta SQL y power BI, que en combinacio´n nos
permitio´ llevar a cabo la limpieza de los datos y continuar con el ana´lisis de la
demanda.
En esta fase se manejo´ una base de datos de 42 columnas y 630,248 filas
o registros, exportada de SAP a una hoja de ca´lculo, posteriormente trasladada a
SQLserver (gestor de base de datos), para manipular eficientemente la informacio´n.
4.2.1 Extraccio´n de caracter´ısticas
Las variables a utilizar en el ana´lisis clu´ster esta´n basadas en la literatura y en
la informacio´n disponible, de manera que para aplicar un algoritmo de agrupamiento
se debe contar cuando menos con una variable, se decidio´ incluir aquellas variables
que por coincidencia y recomendacio´n este´n presentes en nuestro ana´lisis de la de-
manda. En la tabla 4.2, se muestran las variables utilizadas por distintos autores
y las variables disponibles. Es importante resaltar que la distancia y el tiempo de
viaje no son incluidos porque no buscamos disen˜ar clu´steres balanceados en nu´mero
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y forma geome´trica. Por lo tanto, las variables que formara´n parte del ana´lisis de
clu´ster quedan indicadas en la tabla siguiente.
Tabla 4.2: Variables de agrupamiento
Autor (es) Vol. de compra Demanda/ transporte Costo Tiempo de viaje Distancia Accesibilidad
Bosque (1997) X X X X X
Salado (2004) X X X X
Dondo y Cerda´ (2007) X X X X
Alan˜on (2008) X X X
Liao y Guo (2008) X X X X
Obrego´n et al (2014) X X X X X
R´ıos (2017) X X X
Fuente: Elaboracio´n propia basada en la literatura
Hemos decidido tomar las variables sugeridas en la literatura y que se encuen-
tran disponibles en nuestro caso pra´ctico (Volumen de demanda, demanda por clase
de veh´ıculo, costo, accesibilidad, consolidacio´n).
Basado en la tabla anterior, a continuacio´n, se muestran tabuladas las carac-
ter´ısticas (variables) —ver tabla 4.3 y 4.4— que alimentaran nuestro algoritmo de
agrupamiento y que son producto de las fases anteriores.
Tabla 4.3: Estructura tabular (a)
Observacio´n Demanda Consolidado Costo Total Accesibilidad
1 - - - - -
2 - - - -
. - - - - -
. - - - - -
n - - - - -
Fuente: Elaboracio´n propia
Tabla 4.4: Estructura tabular (b)
Veh´ıculo clase 1 Veh´ıculo clase 2 Veh´ıculo clase 3 Veh´ıculo clase 4 Veh´ıculo clase 5
- - - - -
- - - - -
- - - - -
Fuente: Elaboracio´n propia
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Se cuenta con clientes que no permiten que sus o´rdenes sean entregadas en la
misma unidad de carga, es decir el cliente A, no permite que la mercanc´ıa solicitada
viaje con la mercanc´ıa solicitada del cliente B. Por tal motivo, en la tabla anterior
observamos la inclusio´n de la caracter´ıstica consolidacio´n por ser un aspecto de alta
importancia para nuestro caso de estudio en la seleccio´n de la configuracio´n del
transporte y para actividades distribucio´n.
Es comu´n contar con variables de diferentes dimensiones y unidades, por esta
razo´n para evitar la presencia de valores at´ıpicos en el ana´lisis clu´ster, se recomienda
normalizar las variables a fin ajustar los valores medidos en diferentes escalas res-
pecto a una escala comu´n (ver ecuacio´n 4.1). Para estandarizar nuestras variables
haremos uso de la siguiente formulacio´n estad´ıstica:
Zi =
xi − µ
σ
(4.1)
donde:
Zi: valor del dato i normalizado
xi: conjunto de datos, i=1,2,3,. . .n
µ: valor promedio de los datos xi para cada variable
σ: desviacio´n esta´ndar de la muestra de datos xi para cada variable.
Realizada la normalizacio´n de los datos continuamos con la implementacio´n de la
siguiente fase de la metodolog´ıa.
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4.3 Resultados de la fase 2: Seleccio´n del
algoritmo de agrupamiento
Para la seleccio´n de la te´cnica de agrupamiento se tomaron en cuenta las si-
guientes caracter´ısticas: tipo de informacio´n existente, nu´mero de observaciones a
incluir, finalidad del ana´lisis de agrupacio´n y la escalabilidad. Adema´s, se tomaron
en cuenta los me´todos ma´s empleados en la literatura en cuanto a la efectividad de
los resultados, en la figura 4.2,se muestran los me´todos de mayor incidencia para
resolver problemas de agrupamiento.
Figura 4.2: Me´todos de agrupamiento
Fuente: Elaboracio´n propia basada en la literatura.
En en la revisio´n de literatura encontramos que el 39 % de los problemas de
agrupamiento son abordados con la heur´ıstica k-medias por ser uno de los algoritmos
de agrupacio´n ma´s simples y ma´s empleados. De acuerdo a la consulta bibliogra´fica
se decidio´ aplicar dicho me´todo para abordar nuestro problema con la finalidad de
encontrar un resultado factible que se adapte al objetivo de la investigacio´n o bien
nos permita validar la efectividad del me´todo.
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4.3.1 Aplicacio´n del algoritmo
La ejecucio´n del algoritmo se codifico´ en el programa R studio por su dispo-
nibilidad como herramienta informa´tica, visualizacio´n gra´fica, recomendacio´n en la
literatura y por mantener una entendible interfaz.
Antes de ejecutar el algoritmo k-medias como se indico´ en el cap´ıtulo 2, es
indispensable determinar el nu´mero de agrupaciones (clases) apropiado para formar
clu´steres de clientes. Para llevar a cabo esta actividad es necesario realizar pruebas
con 2, 3, 4 hasta k clu´steres a fin de encontrar el nu´mero de grupos cuya varianza
dentro de grupos sea la menor y la varianza entre grupos sea la mayor posible. En
la tabla 4.5, podemos observar la cuantificacio´n de la varianza intra-clu´ster e inter-
clu´ster para 10 escenarios de prueba que van de 2 a 10 grupos, en la repeticio´n
realizada con 7 grupos se aprecia anal´ıticamente que la varianza dentro de grupos
alcanza el valor mı´nimo y la varianza entre grupos el ma´ximo, despue´s de la prueba
con 7 grupos las repeticiones siguientes se comienzan a estabilizar, indicando que
utilizar 7 grupos para el algoritmo k-medias es la mejor opcio´n.
Tabla 4.5: Evolucio´n de varianzas
Varianza/clase 2 3 4 5 6 7 8 9 10
Intraclase 29.041 28.634 27.886 27.110 26.794 25.201 26.229 25.790 25.377
Interclase 2.016 2.424 3.172 3.948 4.263 4.857 4.828 5.268 5.680
Fuente: Elaboracio´n propia utilizando resultados de RStudio
A trave´s del diagrama de codo, donde visualmente se pronuncie un quiebre,
tambie´n es posible determinar el nu´mero de clu´steres o clases adecuado para clasificar
un conjunto de clientes. En la figura 4.3, podemos visualizar el comportamiento de
las varianzas intraclase e interclase que el diagrama nos ofrece. Tanto en el resultado
anal´ıtico como en el gra´fico, a partir de 7 grupos las varianzas se estabilizan, de tal
forma que al agregar un grupo extra no se muestra diferencia significativa al trabajar
con una cantidad de agrupaciones superior a la indicada y apreciada por el codo.
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Figura 4.3: Evolucio´n de varianzas
Fuente: Elaboracio´n propia basada utilizando RStudio.
Una vez determinadas las variables y el nu´mero de grupos procedemos a la
aplicacio´n del me´todo k-medias el cual es descrito mediante las siguientes expresio-
nes.
Este algoritmo minimiza la suma de los cuadrados de los errores entre los
puntos xj y el correspondiente centroide ci.
mı´n
k∑
i=1
∑
xj∈ci
‖xj − µi‖2 (4.2)
donde µ es la media de los puntos en ci.
La asociacio´n del elemento xj ∈ X con el centroide ma´s cercano ci es dada si:
Si = ‖xj − ci‖ ≤ ‖xj − ck‖ (4.3)
donde cada xj va exactamente dentro de un ci
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Los k centros iniciales se seleccionan aleatoriamente del conjunto de elementos
X y son recalculados en cada iteracio´n a partir del valor medio de todos los elementos
asignados a ese grupo:
ci =
1
ci
∑
xj∈ci
xj (4.4)
Los resultados del algoritmo de agrupamiento son graficados en la figura 4.4,
dando lugar a la formacio´n de clu´steres, que representan aquellos clientes que por la
medida de similaridad y por los criterios de agrupamiento previamente identificados
son similares entre si y disjuntos del resto de las agrupaciones.
Figura 4.4: Clases (clu´steres) resultantes
Fuente: Elaboracio´n propia basada utilizando RStudio.
Anal´ıticamente, obtenemos las medidas para cada clu´ster que indican el nivel de
cohesio´n entre grupos (ver tabla 4.6). Cada agrupacio´n obtenida tiene una varianza
distinta, por lo que, a mayor sea la dispersio´n significa que los elementos (clientes)
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comparten menos caracter´ısticas, mientras que una agrupacio´n con menor varianza
representa a clientes afines en cuanto a volumen de compra, demanda de transporte,
costo y accesibilidad. Se detecto´ por medio de cruzamiento y ana´lisis de base de datos,
que la alta variabilidad presente en el clu´ster nu´mero tres se debe a la naturaleza
de los clientes agrupados, esto significa que la entrega de mercanc´ıa es realizada
a centros de distribucio´n, almacenes y puntos de cross-dock de la misma empresa,
donde la proporcio´n entre el costo del flete es menor que la demanda u´nicamente
para este tipo de clientes, y que visto desde el nivel de accesibilidad, lo encontramos
por encima de 1.
Por el contrario, si dirigimos la atencio´n al resultado gra´fico o al anal´ıtico,
podemos observar que el clu´ster nu´mero uno, es la agrupacio´n con mayor afinidad
entre clientes. Esto se debe la fuerte relacio´n que existe entre el costo, volumen de
demanda y demanda de transporte y a la presencia de clientes que permiten viajes
consolidados.
Tabla 4.6: Agrupamiento de los clientes segu´n k-medias
Clase 1 2 3 4 5 6 7
Varianza dentro del grupo k 0.32 0.30 59.36 18.90 7.70 3.47 23.42
Distancia mı´nima al centroide 0.06 0.16 2.82 0.82 0.47 1.20 1.34
Distancia media al centroide 0.29 0.48 5.89 3.59 2.02 1.73 3.72
Distancia ma´xima al centroide 4.30 0.99 25.21 11.25 8.20 2.85 24.48
Fuente: Elaboracio´n propia utilizando resultados de RStudio.
Para los clu´steres 2,4,5,6,7 se sigue la misma dina´mica de interpretacio´n., va-
rianzas elevadas indican dispersio´n entre las observaciones (clientes) de un clu´ster y
varianzas cercanas a 0, sen˜alan alto nivel de afinidad.
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4.4 Implementacio´n de la fase 3: Validacio´n de
resultados
Como se menciono´ con anterioridad, el algoritmo de agrupamiento k-medias
es una te´cnica heur´ıstica que no garantiza el o´ptimo global para el problema de
agrupamiento, sin en cambio, puede ofrecer soluciones factibles que expliquen el
comportamiento de los grupos mediante las varianzas. Para nuestro caso, el modelo
empleado a trave´s de las varianzas explica el 83 % de nuestros clu´steres resultantes,
dato que se obtiene automa´ticamente al codificar k-medias.
Cabe resaltar que, para validar nuestro modelo de agrupamiento utilizamos una
funcio´n alternativa a los ı´ndices de validacio´n vistos en la seccio´n, se utilizo´ el valor
R2 arrojado por el modelo k-medias en el programa RStudio, el cual nos permitio´
evaluar la calidad general de las agrupaciones finales. Por lo tanto, al obtenerse el
83 % como medida de validacio´n, podemos determinar que nuestros clu´steres son
aceptables.
En la tabla 4.5 de la seccio´n anterior, debemos recordar que para determinar el
nu´mero adecuado de clases fue necesario analizar la evolucio´n de las varianzas de 2
a 10 clu´steres, por lo que, la varianza dentro y fuera de los grupos finales resulto´ ser
aquella donde la diferencia de cuadrados medio del error se estabiliza, concluyendo
que los valores de las varianzas con ese numero de clases validan nuestro modelo, ya
que se minimiza la distancia intra-clu´ster e inter-clu´ster.
4.5 Implementacio´n de la fase 4: Disen˜o de
clu´steres
Recordando la implementacio´n de la fase 2, gra´ficamente se lograba apreciar
empalmes entre grupos, con la finalidad de no mostrar los empalmes se procedio´ a
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descartarlos de la caracterizacio´n de los resultados a fin de obtener la figura siguiente
(ver figura 4.5).
Figura 4.5: Formacio´n de regiones
Fuente: Elaboracio´n propia.
Es importante mencionar que la finalidad de esta fase es llevar la interpretacio´n
gra´fica y anal´ıtica hacia un entorno geogra´ficamente establecido, a fin de identificar
las posibles regiones basadas en criterios te´cnicos.
4.6 Implementacio´n de la fase 5: Prediccio´n
Como u´ltima fase de la metodolog´ıa propuesta tenemos la prediccio´n, una
actividad de alta importancia para alcanzar los objetivos del presente trabajo de
investigacio´n, la cual consiste en encontrar el modelo de prediccio´n apropiado para
cada grupo obtenido de la fase anterior con la finalidad de cuantificar la demanda
de transporte de cada conjunto de clientes, as´ı como determinar la clase se veh´ıculo
a subcontratar.
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La implementacio´n comenzo´ con la manipulacio´n de la informacio´n, esta vez
para analizar los datos histo´ricos que compondra´n las series de tiempo, donde la
u´nica variable de intere´s sera´ la demanda de las cinco clases de vehiculos utilizados
por la empresa para la distribucio´n de productos finales. Para el manejo de la infor-
macio´n se disen˜o´ un el panel de control general elaborado para facilitar y ahorrar
tiempo computacional (ver figura 4.6), el cual nos permitio´ trabajar con la informa-
cio´n existente en la base de datos original por medio de herramientas informa´ticas
power BI.
Figura 4.6: Panel de ana´lisis para base de datos
Fuente: Elaboracio´n propia utilizando Power BI.
Con la herramienta disen˜ada fue posible conocer el comportamiento de las
series de tiempo en cada grupo constituido para determinado periodo, veh´ıculo y
origen-destino.
Tras haber analizado el comportamiento general de la variable dependiente o
predictora (demanda del transporte), se encontro´ la presencia de caracter´ısticas de
nivel, tendencia y estacionalidad (ver figura 4.7). Por lo que, los modelos suscepti-
bles a evaluar corresponden a metodos por descomposicio´n, Holt Winters y modelos
ARIMA.
Con el objetivo de seleccionar el mejor prono´stico, mediremos el error hacien-
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Figura 4.7: Demanda histo´rica acumulada
Fuente: Elaboracio´n propia.
do uso de distintas medidas de precisio´n (MSE, MAPE, MAD y RMSE ) para los
metodos bajo experimentacio´n.
4.6.1 Determinacio´n del esquema de la serie temporal
Antes de ejecutar el modelo predictivo por descomposicio´n y Holt-Winters, es
necesario conocer el tipo de esquema que guardan nuestra serie de tiempo, puede
tratarse de un esquema aditivo o multiplicativo. No olvidemos que para determinar
el esquema de los datos es necesario calcular la media y la desviacio´n esta´ndar del
mismo periodo a lo largo de la historia. En la tabla 4.7, se demuestra por medio de
estad´ıstica descriptiva que tipo de esquema obedece. Este tipo de ana´lisis es utilizado
para modelos por descomposicio´n y modelos de alisamiento exponencial de dos y de
tres para´metros. Por lo que, al trabajar con una serie de tiempo con tendencia y
estacionalidad se requiere conocer de que´ tipo de esquema se trata (ver figura4.8).
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Tabla 4.7: Ana´lisis descriptivo del esquema temporal
Mes promedio Desv. estanda´r
Enero 1670.667 221.404
Febrero 1753.667 199.650
Marzo 2012.000 35.506
Abril 2534.000 129.066
Mayo 2078.667 32.356
Junio 1968.000 89.878
Julio 1822.667 89.078
Agosto 2062.000 238.512
Septiembre 2258.667 159.992
Octubre 2943.667 105.648
Noviembre 2489.667 227.311
Diciembre 2206.667 417.498
Fuente: Elaboracio´n propia basada en el caso de estudio.
Nota: Cuando las medidas t´ıpicas de cada periodo crece a medida que crece
el valor medio, es indicativo de que el patro´n de agregacio´n de las componentes es
multiplicativo, en caso contrario se utiliza el esquema aditivo.
Se puede apreciar una nube de puntos dispersa que no permite distinguir la
tendencia y, como se demostro´ en la tabla anterior pudimos observar que no hay
crecimiento proporcional entre la demanda de transporte promedio y su desviacio´n
t´ıpica, por lo tanto estamos frente a un esquema aditivo.
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Figura 4.8: Tipo esquema para la serie temporal
Fuente: Elaboracio´n propia basada en el caso de estudio
4.7 Experimentacio´n con modelos de
prediccio´n
A continuacio´n mostramos la implemetacio´n de los modelos predictivos que se
adaptaron a nuestro caso de estudio y a las caracteristicas de los datos.
4.7.1 Modelo por descompocisio´n
En primer lugar, aplicamos el me´todo por descomposicio´n bajo esquema adi-
tivo haciendo uso de la herramienta informa´tica para uso estad´ıstico Minitab 18.
Determinamos las medidas de precisio´n empleando las formulaciones matema´ticas
(seccio´n 2.4.3) utilizando hojas de ca´lculo para con la finalidad de verificar los resul-
tados entregados por Minitab 18. En la figura 4.9, observamos el comportamiento
presentado por este modelo respecto de la informacio´n real. Los valores ajustados y
las estimaciones se muestran en la lista de ape´ndices.
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Figura 4.9: Modelo por descomposicio´n
Fuente: Elaboracio´n propia utilizando Minitab 18
4.7.2 Experimentacio´n con el modelo ARIMA
Esta clase modelos se conocen con el nombre gene´rico de ARIMA ( Autoregresive
Integrated Moving Average) que deriva de sus tres componentes AR (autorregresivo),
I (integrado) y MA (medias mo´viles). Estos modelos son ampliamente recomenda-
dos cuando se tienen datos histo´ricos como mı´nimo de 50 observaciones en la serie
temporal, sin embargo, en nuestro caso pra´ctico contamos con 44 observaciones, por
lo que, hemos decidido aplicar ARIMA con este nu´mero de observaciones a fin de
medir el desempen˜o que ofrecen estos metodos de cara´cter estoca´stico respecto al
comportamiento real de la demanda de transporte.
Mediante programas de co´mputo especializados (Eviews 10), medimos la preci-
sio´n de los modelos ARIMA sugeridos por la herramienta informa´tica. Se evaluaron
395 modelos de orden (p, d, q) (P, D, Q) que ma´s se adaptaron a nuestra serie de
tiempo (ver figura 4.10).
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Figura 4.10: Modelos ARIMA evaluados
Fuente: Elaboracio´n propia utilizando Eviews 10
Para determinar el modelo autorregresivos que representara a este me´todo de
prono´stico, evaluamos los modelos sugeridos utilizando tres medidas de precisio´n
(ver tabla 4.8).
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Tabla 4.8: Modelos ARIMA (p,d,q)(P,D,Q)
Modelo RMSE MAPE MAD
(3,0,2) (1,0,0) 292.461 9.720 207.886
(3,0,2) (1,0,1) 260.703 8.522 167.460
(3,0,3) (0,1,1) 296.552 9.707 206.866
(2,0,2) (0,1,1) 248.181 8.692 170.053
(4,0,3) (0,1,1) 246.645 7.752 146.266
(3,0,4) (0,1,1) 246.883 7.776 147.788
(3,0,0) (1,0,0) 304.084 10.420 226.028
(5,0,3) (0,1,1) 253.690 7.696 146.681
(6,0,3)(0,1,1) 256.958 7.324 139.092
(6,0,3)(1,1,0) 261.782 7.398 140.902
(7,0,5)(0,1,1) 298.308 7.213 140.032
(8,0,6) (0,1,1) 322.382 6.966 133.529
(6,0,8) (0,1,1) 186.189 6.776 129.816
(7,0,5)(0,1,1) 290.773 6.921 135.396
(7,0,5)(1,1,0) 289.667 7.076 135.413
Fuente: Elaboracio´n propia utilizando Eviews 10.
El modelo que redujo al ma´ximo la variabilidad fue el de orden (6,0,8) (0,1,1),
por consiguiente, sera´ comparado contra el modelo por descomposicio´n y Holt Win-
ters.
4.7.3 Experimentacio´n con el modelo Holt Winters
Por las caracter´ısticas encontradas en nuestro ana´lisis de la demanda de trans-
porte correspondiente a esta fase (prediccio´n), deducimos que el me´todo para pro-
nosticar de 3 para´metros (Holt Winters) es posiblemente el ma´s apropiado de imple-
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mentar. Este me´todo de prediccio´n lo ejecutamos bajo el esquema aditivo (recordar
seccio´n 4.6.1) y fue ejecutado en las herramientas (SPSS, Minitab y Eviews 10). En-
contramos que este me´todo es superior a los modelos por descomposicio´n y modelos
ARIMA. Es por tanto, que describimos matema´ticamente el modelo a implementar.
Se incorporan 3 constantes, que son α, β y γ , representan en una serie de tiempo
el nivel, la tendencia y la estacionalidad respectivamente.
Lt = α
Yt
ST−P
+ (1− α)(Lt−1 + Tt−1) (4.5)
Por su parte, la ecuacio´n para obtener la tendencia, Tt, es:
Tt = β(Lt − Lt−1) + (1− β)Tt−1 (4.6)
La estacionalidad St se obtiene con la ecuacio´n siguiente:
St = γ
Yt
Lt
+ (1− γ)St−p (4.7)
Finalmente, se obtiene el prono´stico suavizado Ŷt:
Ŷt = (Lt−1 + Tt−1)St−p (4.8)
Para estimar los factores estacionales de un periodo anterior, el procedimiento
es el siguiente:
Primero debe estimarse T0:
T0 =
D2 −D1
n
(4.9)
Luego se obtiene el valor L0:
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L0 = D1 − n+ 1
2
T0 (4.10)
Cada L siguiente se incrementa en el valor inicial de la tendencia T0:
Lt = L0 + nT0 (4.11)
Se obtienen los factores estacionales para periodos posteriores:
St =
Dt
Lt
(4.12)
donde:
Lt: es el nivel en el periodo t, α es el para´metro de nivel
Tt: es la tendencia en el periodo t, γ es el para´metro de tendencia
St: es el componente estacional para el periodo t, β es el para´metro estacional
p: indica el periodo estacional
Yt: es el dato real del periodo t
Ŷt: valor estimado un periodo adelante en el tiempo t
Lt−1: es el factor de nivel del periodo anterior
Tt−1: es el factor de tendencia del periodo anterior
St−P : es el factor estacional del periodo anterior
T0: representa la tendencia para el periodo inicial
L0: representa el para´metro de nivel en el periodo inicial
n: nu´mero de estaciones anuales.
El modelo, adema´s de probarlo con las herramientas informa´ticas menciona-
das, tambie´n se desarrollo´ en el entorno de macros de Microsoft Excel empleando
las formulaciones anteriores. Los valores ajustados obtenidos tras implementar dicho
modelo los podemos visualizar en figura 4.11. Los valores o´ptimos de los para´metros
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fueron: α=0.07, β=0.01 y γ=0.1, los cuales obtuvimos en las herramientas informa´ti-
cas y en el elaborado en MS Excel.
Figura 4.11: Modelo Holt Winters ajustado
Fuente: Elaboracio´n propia utilizando SPSS
Cabe resaltar que, el modelo de prediccio´n de alisamiento triple es recomendado
utilizarse para realizar proyecciones al corto y mediano plazo, es decir, para estimar
periodos mı´nimos de un mes y no mayores a dos an˜os, de lo contrario la herramienta
predictiva puede generar inconsistencias en los resultados (alta variabilidad).
4.7.4 Ana´lisis comparativo
Para seleccionar el modelo predictivo que mejor explique la serie de tiempo ba-
jo ana´lisis, recurrimos al ca´lculo de las medidas de precisio´n descritas en la seccio´n
2.4.3. Con la finalidad de recomendar la herramienta informa´tica especializada cuya
interfaz ma´s comprensible, cuyo tiempo computacional sea inmediato, cuya disponi-
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bilidad del programa este´ al alcance, y cuyos resultados sean confiables, empleamos
SPSS, E-Eviews y Minitab, como paquetes informa´ticos especializados. En la tabla
4.9, podemos apreciar el resumen en te´rminos porcentuales tras la implementacio´n de
los me´todos predictivos, las medidas de precisio´n y de las herramientas informa´ticas
utilizadas.
Tabla 4.9: Ana´lisis comparativo de los modelos predictivos evaluados
Me´todo Herramienta informa´tica MAPE MAD MSE RMSE
Descomposicio´n Minitab SPSS Excel 7.4314 154.6057 37451.5395 193.5240
Holt Winters Eviews SPSS Excel 6.7174 139.7569 30330.1935 174.1556
ARIMA Eviews SPSS 6.7727 136.7510 34666.5123 186.1894
Fuente: Elaboracio´n propia basada en la experimentacio´n de la fase 5
De acuerdo a la literatura especializada, el principal indicador de exactitud de
un estimador, sugerido y utilizado para la eleccio´n del mejor modelo de prediccio´n, es
el error cuadra´tico medio (MSE ). Este mide la diferencia promedio entre el valor real
y el estimado, ya que castiga aquellos periodos donde las diferencias (errores) son
ma´s grandes a comparacio´n de otros, elevando los errores al cuadrado, trata´ndose de
estimaciones por debajo o por encima del valor real y, que, al promediar los periodos
comprendidos en una serie temporal, esta medida de precisio´n pondra´ en tela de
juicio la calidad de cualquier me´todo de prono´stico para realizar proyecciones. Por
otra parte, debemos considerar que esta medida de dispersio´n tambie´n representa
una funcio´n de riesgo, es decir, existe la posibilidad de sobrestimar o desestimar una
variable que este´ altamente relacionada con los costos, recursos y nivel de servicio
de cualquier empresa en caso de seleccionar el modelo predictivo equivocado.
El RMSE, indica las variaciones en unidades, el MAD nos indica las variaciones
en te´rminos reales, pero no penalizadas, tal como el MSE, y por u´ltimo el MAPE,
el cual expresa en te´rminos porcentuales el nivel de precisio´n que entrega un modelo
de prono´stico (recordar seccio´n 2.4.3).
Por lo anterior, determinamos que, el modelo de prediccio´n Holt Winters es
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el apropiado para trabajar en la fase final de nuestra metodolog´ıa concerniente a la
prediccio´n de la demanda de transporte, por nu´mero y por configuracio´n vehicular.
4.7.5 Ejecucio´n del modelo Holt Winters a los
clu´steres resultantes
Debido a que la variable a pronosticar (demanda de transporte por clase de
veh´ıculo) presenta las mismas caracter´ısticas de una serie de tiempo en todos los
clu´steres (estacionalidad, tendencia, y nivel), se aplico´ el modelo de suavisamiento
exponencial triple tras previo ana´lisis de la demanda a nivel clu´ster en la herramienta
mostrada anteriormente (volver a figura 4.6 ). De acuerdo a la experiencia con las
herramientas informa´ticas, determinamos que el programa SPSS posee una interfaz
ma´s amigable, el tiempo computacional es inmediato, el programa se encuentra al
alcance y los resultados arrojados son fiables y comprensibles por el usuario, por
lo que, la implementacio´n del modelo Holt Winters se llevo´ a cabo en dicho pro-
grama. Con la finalidad de evaluar la calidad de las estimaciones respecto de los
valores reales, se decidio´ emplear el MAPE (Segu´n la literatura consultada) por ser
el me´trico que proporciona una mejor interpretacio´n y sencilla comprensio´n para
el sector industrial (ver tabla 4.10). La tabla siguiente incorpora informacio´n por
clu´ster, clase de veh´ıculo y porcentajes de error.
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Tabla 4.10: Ana´lisis de error en el prono´stico a nivel clu´ster
Clu´ster Modelo de prediccio´n
Veh´ıculo 1 Veh´ıculo 2 Veh´ıculo 3 Veh´ıculo 4 Veh´ıculo 5
x̂
MAPE MAPE MAPE MAPE MAPE
1 Holt Winters 10.30 % 5.80 % 4.40 % 5.03 % 3.66 % 5.84 %
2 Holt Winters 5.17 % 3.71 % 5.33 % 3.33 % 4.72 % 4.45 %
3 Holt Winters 6.49 % 8.60 % 5.21 % 7.10 % 6.55 % 6.79 %
4 Holt Winters 4.40 % 4.10 % 5.69 % 5.52 % 5.27 % 5.00 %
5 Holt Winters 6.92 % 3.95 % 5.60 % 4.88 % 3.03 % 4.88 %
6 Holt Winters 9.56 % 3.24 % 3.77 % 6.00 % 4.46 % 5.41 %
7 Holt Winters 5.79 % 6.38 % 4.80 % 3.70 % 7.52 % 5.64 %
Promedio por veh´ıculo 6.95 % 5.11 % 4.97 % 5.08 % 5.03 % 5.43 %
Fuente: Elaboracio´n propia basada en la implementacio´n de la fase 5
Es importante que notemos que el nivel de precisio´n es de gran calidad para
cada clu´ster, as´ı mismo el error promedio con el que proyectamos hacia un an˜o es del
5.43 %, lo que significa que la combinacio´n de te´cnicas de agrupamiento y prono´sticos
proporcionan una confiabilidad en las estimaciones del 94.57 %.
4.7.6 Ana´lisis de sensibilidad
Ha llegado el momento de la comprobar la efectividad de muestro proyecto
aplicado, para ello formularemos tres escenarios de decisio´n basados en el MAPE
(ver tabla 4.11), el primero consiste en determinar el error porcentual promedio de
cada clase de veh´ıculo encontrado en cada regio´n propuesta (clu´ster de clientes)
empleando tecnicas de agrupamiento y modelos predictivos, el segundo u´nicamente
se basa en el ana´lisis y ejecucio´n de prono´sticos, por u´ltimo, el tercer escenario, el
cual muestra la situacio´n actual de nuestro caso de estudio y que establece el punto
de referencia de los escenarios anteriores.
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Tabla 4.11: Ana´lisis de sensibiidad basado en los tres escenarios
Me´todo Veh´ıculo clase 1 Veh´ıculo clase 2 Veh´ıculo clase 3 Veh´ıculo clase 4 Veh´ıculo clase 5 x̂
Ana´lisis de clu´ster 6.95 % 5.11 % 4.97 % 5.08 % 5.03 % 5.43 %
Sin agrupamiento 16.12 % 10.45 % 12.62 % 11.78 % 14.34 % 13.06 %
Actual 18 %
Fuente: Elaboracio´n propia basada las te´cnicas aplicadas
Por motivos de disponibilidad de informacio´n, en el escenario actual establecido
por la empresa, solamente contamos con el error general, debido a la ausencia de
indicadores que midan el error o nivel de precisio´n que sus habituales proyecciones
a nivel veh´ıculo (ver tabla 4.12. Es por tanto, que el 18 % representa el sesgo que
puede presentar una estimacio´n realizada por la empresa caso de estudio.
Tabla 4.12: Ana´lisis de sensibiidad basado en los tres escenarios
Precisio´n en la planeacio´n del transporte
Te´cnicas de agrupamiento + Modelos Predictivos 94.57 %
Prediccio´n con modelo apropiado 86.94 %
Ca´lculo habitual 82 %
Fuente: Elaboracio´n propia basada en la confiabilidad de los me´todos empleados
En la tabla anterior mostramos el nivel de precisio´n alcanzado bajo los tres
escenarios, permitie´ndonos comprobar nuestra hipo´tesis formulada en el cap´ıtulo 1,
as´ı como la funcionalidad brindada a la empresa caso de estudio para realizar el
proceso de planeacio´n enfocado al transporte.
4.8 Conclusiones del cap´ıtulo
A partir del ana´lisis de los resultados arrojados en las experimentaciones con-
cluimos que, agrupar-primero, pronosticar-despue´s, es una filosof´ıa que arroja buenos
resultados y es efectiva para los procesos de planeacio´n presentes en log´ıstica y ca-
dena de suministro.
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Encontramos que las te´cnicas de agrupamiento nos permiten establecer control
sobre el abanico de clientes, puesto que, los clasifica de acuerdo a criterios te´cnicos
espec´ıficos con la finalidad de tomar de decisiones estrate´gicas, ta´cticas y operativas
hacia grupos afines, permitiendo visualizar geogra´ficamente las concentraciones de
clientes mayoristas.
Tras analizar el comportamiento de la demanda para un periodo mayor a 5
an˜os, pudimos encontrar que el modelo Holt-Winters posiblemente sea superado por
modelos autorregresivos (ARIMA), esto se debe a que los modelos autorregresivos
de media mo´vil son ampliamente recomendados por la literatura cuando se tiene
series de tiempo mayores a 5 an˜os, de tal forma que al haber trabajado con datos
histo´ricos a 3 an˜os el modelo Holt-Winters entrego mejores resultados.
Es necesario que tengamos en cuenta que, esta combinacio´n de herramien-
tas trabaja de manera separadas y que al emplearlas con la secuencia propuesta
generan distintos resultados. En el caso de an˜adir observaciones al abanico de clien-
tes, el algoritmo d agrupamiento debera´ ejecutarse nuevamente, incorporando las
caracter´ısticas consideradas. Por otra parte, si nuestro abanico de clientes permane-
ce constante por determinado periodo, podremos generar proyecciones mı´nimo a un
mes y ma´ximo a dos an˜os (utilizando Holt-Winters) para diferentes clases (clu´steres)
hasta que sean incorporados nuevos clientes.
Actualmente, nuestro caso de estudio mantiene un nivel de precisio´n en sus
estimaciones del 82 %, por otra parte, implementando la metodolog´ıa propuesta, la
precisio´n aumenta al 94 %. Entonces, haciendo uso de ambas herramientas obtuvimos
una mejora general en la estimacio´n del nu´mero y tipo de caja del 12 %, y empleando
u´nicamente modelos predictivos obtuvimos una mejora del 6 % en comparacio´n de
los me´todos aplicados actualmente.
Cap´ıtulo 5
Conclusiones
Nuestra investigacio´n propone un sistema para la gestio´n y planeacio´n del
transporte basado en herramientas de agrupamiento, miner´ıa de datos, extraccio´n
de caracter´ısticas y disen˜o de clu´steres, que en combinacio´n buscan clasificar un
conjunto de clientes con caracter´ısticas y necesidades distintas en grupos de clientes
por afinidad operativa, con la finalidad de brindar servicios de forma segmentada en
tanto a esto refiera.
Posteriormente usamos un modelo matema´tico de prediccio´n que, basado en
los grupos previamente conformados y en la informacio´n histo´rica concerniente a las
variables de intere´s (demanda de transporte y configuracio´n del veh´ıculo), genera
proyecciones para cada clase de veh´ıculo a nivel clu´ster, o bien, predice las variables
de intere´s sin considerar agrupamientos, presentando un soporte para la toma de
decisiones basado en te´cnicas cuantitativas.
5.1 Conclusiones
Podemos concluir que la implementacio´n de una herramienta que involucra el
uso de te´cnicas de agrupamiento, complementada con la aplicacio´n de un modelo
matema´tico predictivo, entregan planeaciones efectivas que abordan directamente el
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problema descrito en el cap´ıtulo 1, y aunado a la experiencia de los analistas en
planeacio´n del transporte y de los expertos en log´ıstica de nuestro caso de estudio,
se fortalece tal actividad. Sin embargo, es una decisio´n estrate´gica que corresponde a
nuestro caso de estudio, considerar segmentar de la forma propuesta todo el abanico
de clientes o bien u´nicamente implementar la fase predictiva, cualquiera que sea
su eleccio´n, quedo´ demostrado que en la implementacio´n ya sea en conjunto o por
separado de las herramientas abordadas, se obtiene en promedio una mejora del
10 %.
Emplear desde el inicio te´cnicas de clasificacio´n, nos permitio´ identificar el
comportamiento de los distintos clientes para determinar la importancia que cada
uno representa y, por lo tanto, la atencio´n que debera´ ser brindada para cada grupo
de clientes. Al conocer los ha´bitos de compra y sus condiciones de entrega, podemos
llevar a cabo actividades de abastecimiento eficientes y enfocadas.
5.2 Contribuciones
En este trabajo aplicamos un modelo de optimizacio´n para resolver el problema
de agrupamiento motivado por un problema del mundo real, que a diferencia de los
encontrados en la literatura, presenta un nu´mero de observaciones (clientes) alto
(entre 1000 y 2000), cuenta con cientos de miles de registros para cada observacio´n
e incluye y hace uso de diversas variables de agrupamiento, orientadas a controlar
la operacio´n sobre el abanico de clientes y a la formulacio´n de estrategias a nivel
operativo, ta´ctico o estrate´gico, de acuerdo a la misio´n y visio´n de la empresa.
Con la finalidad de complementar el estudio y abordar directamente la necesidad
de nuestro caso pra´ctico, propusimos agregar e implementar la fase de prediccio´n
para dar uso espec´ıfico a los clu´steres de clientes conformados, la cual consistio´ en
cuantificar la demanda de transporte esperada para cada clu´ster por medio de los
me´todos de prono´stico ma´s indicados.
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Nuestra contribucio´n principal a la empresa caso de estudio fue entonces, crear
una metodolog´ıa basada en herramientas cuantitativas y una serie de recomendacio-
nes te´cnicas para la elaboracio´n de planes ta´cticos y toma de decisiones.
5.3 Recomendaciones
Se sugiere adoptar programas informa´ticos especializados para la actualizacio´n
constante del algoritmo de agrupamiento y para ejecucio´n del modelo predictivo que
mejor se ajuste a los datos actuales, contemplando gestores de base de datos capaces
para sobrellevar la manipulacio´n y ana´lisis de grandes volu´menes de datos.
Tambie´n se recomienda dividir la informacio´n en dos conjuntos. El primer
conjunto le podemos denominar datos de control y utilizarlo para encontrar el mejor
modelo de prono´stico. Y al segundo conjunto etiquetarlo como datos de prediccio´n
y no incluirlos en el ana´lisis inicial.
5.4 Posibles l´ıneas de investigacio´n a futuro
Concluida nuestra investigacio´n, proponemos experimentar con otros algorit-
mos de agrupamiento empelando restricciones de taman˜o y condicionando los crite-
rios o variables.
A partir de la regionalizacio´n mostrada en la figura 4.5, proponemos restruc-
turar la red de distribucio´n para cada clu´ster, de tal manera que la complejidad en
el ruteo disminuya considerablemente al acortar el nu´mero de depo´sitos y nodos de
visita, para ello sera´ necesario realizar negociaciones con los proveedores del servicio
de transporte para que se encarguen de cubrir las nuevas rutas de distribucio´n.
Tambie´n se recomienda hacer uso de las agrupaciones para fines mercadolo´gi-
cos, localizar instalaciones, establecer puntos de venta y porteo (cross-dock).
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Por u´ltimo, referente a las proyecciones y como trabajo a retomar, sugerimos
externar la metodolog´ıa propuesta hacia las diversas actividades log´ısticas que re-
presentan en promedio el 50 % del costo log´ıstico total. Si esta´ a consideracio´n la
incursio´n de otros modelos de prediccio´n, no debemos dar por hecho que, a medida
que aumente la complejidad del modelo para pronosticar encontraremos mejores re-
sultados, ma´s bien e´ste hecho dependera´ de las fluctuaciones de la demanda a trave´s
del tiempo, donde existe la posibilidad de encontrar modelos tan sencillos de apli-
car como promedio mo´vil o alisamiento simple, que puedan explicar efectivamente
determinada serie de tiempo. Por lo anterior, invitamos a los interesados a retomar
probables temas que pudiesen enriquecer la presente investigacio´n.
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