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Quantum materials have strong electron correlation effects. According to the “structure-
property” relationship, it is crucial to study the structure of quantum materials to better
understand and manipulate the physical properties. The quantum effects are significant
at the atomic microscopic length scale, which is not feasible to be studied by the average
long-range structure measurement from conventional diffraction methods. Instead the local
structure probe, pair distribution function (PDF) analysis, can effectively reveal the mys-
tery of local structure, which is sensitive to the local behavior rather than the bulk average
properties. In this thesis, the joint neutron and x-ray PDF (NXPDF) method is imple-
mented. Because of their different interactions with matters, a combination of neutron and
x-ray scattering can help comprehensively understand the atomic structures of some strongly
correlated d- and f -electron systems that are difficult to be studied alone.
Though powerful for understanding the structure of complex materials, performing the
PDF modeling and structure refinement usually requires a lot of work on model selection for
candidate structures. To address this problem, a new approach is developed to obtain can-
didate atomic structures from NXPDF, called structure-mining, in a highly automated way.
It fetches, from open structural databases, all the structures meeting the experimenter’s
search criteria and performs structure refinements on them without human intervention.
Tests on various material systems show the effectiveness and robustness of the algorithm
in finding the correct atomic crystal structure. It works on crystalline and nanocrystalline
materials including complex oxide nanoparticles and nanowires, low-symmetry and locally
distorted structures, and complicated doped and magnetic materials. The examples of apply-
ing structure-mining method to identify the local structures of Pr6O11, BaFexTi1−xO3, and
MgTi2O4 materials, which have strongly correlated d- and f -orbital electronic states under
study in the thesis, are shown as well. This approach could greatly reduce the traditional
structure searching work for quantum materials as well as other systems.
The NXPDF method is first applied to the praseodymium oxide semiconductor nanopar-
ticles to investigate the local structure behavior accompanied by the loss of electrical con-
ductivity when temperature changes. The Pr and O sublattices can be determined precisely
by x-ray and neutron PDF, respectively, because of their distinct x-ray atomic form fac-
tors and neutron scattering lengths. A combination of a highly ordered structure motif
and a locally distorted oxygen deficient structure environment can describe the measured
NXPDFs reasonably well. The iron doped barium titanate BaFexTi1−xO3 system is also
investigated using PDF methods for studying the multiferroic behavior in the nanocrystals,
which are synthesized near room temperature. The perovskite structure is established to be
non-centrosymmetric, consistent with predictions of the pseudo-Jahn-Teller effect being the
underlying cause of off-center displacements of B-site (Ti and doped Fe) atom, lowering the
symmetry in order to make additional overlap between the 3d orbital of Ti and neighboring
O atoms to create π molecular orbitals. This triggers the spontaneous polarization of the
crystal. The PDF results establish that Fe is successfully doped into the ferroelectric BaTiO3
phase, and the measured dielectric and magnetic properties also validate the multiferroic be-
havior of the synthesized BaFexTi1−xO3 nanocrystals. In addition, the NXPDF analysis is
also conducted on the MgTi2O4 system to track the evolution of the local atomic structure
across the temperature-dependent metal-insulator transition, and the results reveal that lo-
cal tetragonality is persistent, preformed with reduced magnitude, deep in the metallic and
on average cubic regime. Significantly, the high temperature local state revealed by PDF
is not continuously connected to the orbitally ordered band insulator ground state and the
transition cannot be characterized as a trivial order-disorder type. The shortest Ti-Ti bond
lengths corresponding to spin singlet dimers shift to longer distances on warming but are still
shorter than those seen in the cubic average structure. These seemingly conflicting observa-
tions could be reconciled within the model of a local fluctuating t2g orbital-degeneracy-lifted
(ODL) precursor state. These results undoubtedly establish the effectiveness of the joint
neutron and x-ray PDF analysis to investigate the structure-property relationship on the
sub-nanometer length scale of strongly correlated electron materials, utilizing the comple-
mentary structure information obtained from neutron and x-ray scattering.
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−1, and Qbroad = 0.017 Å
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Strongly electron correlated quantum
materials
1.1 Introduction
Atoms make up everything. There are not many selections on the atom types in nature,
merely around a hundred elements as recorded in the periodic table. However various com-
binations of atoms in certain spatial arrangements can result in countless colorful materials
with different functionalities in the world.
This is the topic of condensed matter physics, as the largest research field in physics nowa-
days [1], which is for studying how the interactions between atoms give the macroscopic and
microscopic physical properties of condensed phases, such as solids and liquids. The study
of systems in the condensed phases can help understand a series of frontier physical prob-
lems, such as superconductivity [2; 3], superfluidity [4; 5], and colossal magnetoresistance [6;
7].
Quantum mechanics is a theory for describing the physical properties of nature at the
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atomic and subatomic length-scale fundamental level. Though in many cases, the physical
properties can be approximated by a classical description at the macroscopic level, there are
increasing number of advanced material systems where the quantum effects remain manifest
over a wide range of energy and length scales [8]. Quantum materials stand for the com-
pounds and phenomena where the consequence of quantum mechanics is significantly real [9],
such as transition metal oxides, Fe and Cu based high-temperature superconductors, topo-
logical insulators, quantum spin liquids, graphene, and Weyl semimetals. Moreover, the
microscopic quantum effects in these quantum materials are not subtle, instead they usually
control the macroscopic behavior of materials. In quantum materials, electrons cannot be
considered as independent from each other anymore, but interact strongly and give rise to
collective excitations, which result in altering the properties of the material [8].
The strongly correlated electrons often result in complex behavior at the atomic scale.
However, most of the experimental techniques that have been developed to study condensed
matter are mainly bulk probes that measure the average properties, such as the conventional
x-ray or neutron diffraction method for determining the average long-range crystal structure
of material and the magnetic or electric susceptibility measurements for probing the average
response to an applied magnetic or electric field. These bulk probes are not suitable for
revealing the local behaviors in the quantum materials. Thus, we need some local probe
techniques for understanding the strongly correlated electron systems, and investigating the
local and microscopic behavior instead of measuring the average response.
In this thesis, I will report experiments performed on some quantum materials using a
powerful local structure probe, i.e., pair distribution function (PDF) analysis, which is a
highly effective technique measuring the local atomic structure of materials at the atomic
length scale. The PDF analysis is based on the joint neutron and x-ray total scattering data
in order to take the advantage of the complementary aspects of neutron and x-ray scattering.
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1.2 Mott insulator
The theory on non-interacting or weakly interacting electron systems was established in
the early years of quantum mechanics, which is called non-interacting band theory [10; 11;
12]. It is the first successful theoretical description, based on the electron filling of energy
bands, on how to distinguish metals and insulators at zero temperature. Unlike free electrons,
the periodic lattice structure of atoms in crystals restrict the movement of electrons, which
results in the formation of band structure of materials [12]. The Fermi level (or the chemical
potential, µ) determines up to which energy level that electrons are filled. For insulators,
the Fermi level lies between two bands, i.e., in the gap of bands, such that the highest filled
band is completely filled and electrons cannot be easily moved anymore, so the electrical
conductivity is small. For metals, on the other hand, the Fermi level is located inside a
band, consequently, the band is partially filled, which results in high electrical conductivity.
By the early 1930s, people realized that some insulators can be further classified into the
condition when the energy band gap between the highest filled and lowest empty bands is
small, which may not trap electrons due to the thermal excitation at finite temperature [13;
14]. This category of materials is named as semiconductor, which is the foundation of
inventing transistors [15] and the laptop I am using to write my thesis.
This classification based on the band structure has been successful in many materials,
however it does not always work, especially that it fails on a series of transition-metal oxides
with a partially filled d-electron band such as NiO, as de Boer and Verwey first pointed
out [16]. These “strange” materials were predicted to be metals according to the non-
interacting band theory but were experimentally found to be insulators.
Mott and Peierls suggested that the strong electron-electron correlations would explain
this mismatch that the strong Coulomb repulsion between electrons could be the origin of
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the insulating behavior [17]. The first theoretical treatment of this problem was provided by
Mott in 1949 [18]. Thus this type of materials is named as Mott insulators. He considered
a simple lattice model with only one single electronic orbital on each site. In the non-
interacting picture, a single band would be formed from the overlap of the atomic orbitals
in this system, such that the band is completely full if two electrons (one spins up and one
spins down) occupy the site according to the Pauli exclusion principle [19]. Considering the
fact that the Coulomb repulsion between two electrons would be large if sitting at the same
site, the single band could split into two bands that the lower energy band is formed from
electrons that occupy an empty site and the higher energy band is from electrons which
occupy a site already taken by another electron. In this way, only one electron is allowed at
one site, thus the lower band would be full, and the system would be insulating state.
Since then, the topic on the strong electron correlations has become a major focus of the
condensed matter physics. The observations on more Mott insulators launched the long and
continuing history of quantum materials, especially the efforts to understand how partially
filled bands could result in insulating state. While a lot of progress has been made for this
subject, there are still a series of open questions, an example relevant to this thesis is the
metal-insulator transition (MIT) that occurs between a Mott insulating phase and a metallic
phase through changing the external control parameter such as temperature.
Inspired by the basic idea from Mott, more theories were proposed to better understand
the strong electron-electron interactions. Slater provided an explanation for antiferromag-
netic insulators that, since most Mott insulators have magnetic ordering near zero temper-
ature, a superlattice structure of the magnetic periodicity may generate a band gap due to
the folding of the Brillouin zone, which could explain the insulating behavior [20].
A more challenging problem besides the Mott insulating phase is how to understand
the metallic phase near the insulating state. The fluctuations of spin, charge, and orbital
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correlations are strong in this regime. If the phase transition is first-order, the metallic phase
with the strong fluctuation near MIT is called the anomalous metallic phase.
Hubbard proposed a simplified many-body theory, the so called Hubbard model [21] to
describe two opposing tendencies in the system, that a kinetic term (t) allows for hopping of
particles between sites of the lattice, and an on-site repulsion potential term (U) represents
the energy cost for having two electrons on the same site. So larger t in the system means
favoring free motion of the electrons through the lattice, while larger U in the system stands
for a strong localization of the electrons so that they cannot freely move. This theory is based
on the tight-binding approximation, and it includes many simplifications such as considering
only a single non-degenerate orbital, which is rarely the case of transition-metal oxides with
degenerate d-orbitals, but it serves as a very useful starting point for understanding the
phenomena behind strong electron correlation. The Hubbard model was further developed
by Brinkmann and Rice afterwards [22]. Importantly, the Hubbard model provides us a way
to interpret how a transition might occur between the Mott insulator and the nearby metallic
phase given the strong fluctuation near MIT. The key is about the electron correlation
strength U/t ratio, or equivalently U/W where t is proportional to the bandwidth W of the
single electron band. When U/t  1, the hopping term dominates the system such that a
half-filled band would be metallic, as expected in the non-interacting band theory. But if
U/t & 1, the electron-electron interaction originated from the Coulomb repulsion becomes
increasingly dominant, which results in the fully localized electrons, i.e., the insulating state.
The transition from a metal with U/t  1 to an insulator with U/t & 1 is called the
bandwidth-controlled Mott transition, because the bandwidth W (or t) is changed during
the transition. Another way to achieve the transition is by doping electrons or holes to
change the band filling, increasing or lowering the chemical potential µ, respectively, which
is referred as the filling-controlled Mott transition [23].
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The transition-metal oxides, are indeed more complicated than what the Hubbard model
describes. Since the degenerate d-orbitals in the transition-metal oxides raise the complexity
of energy bands near the Fermi level. Zaanen, Sawatzky, and Allen developed a theory to
investigate the relevant energy bands and Coulomb repulsion energies for transition-metal
compounds [24], that the Mott insulators can be divided into two groups, i.e., Mott-Hubbard
insulators and charge-transfer insulators. For Mott-Hubbard insulators, only one band, or
one degenerate band, is near the Fermi level thus the on-site repulsion U splits the d band into
a lower band with singly occupied states and an upper band with doubly occupied states. For
charge-transfer insulators, the 2pσ level from ligand oxygen atoms located between transition-
metal atoms could overlap with the d band from heavier transition-metal near the Fermi level,
such as Ni and Cu, forming a strong pd hybridization, resulting in a charge excitation gap
between the singly occupied d band with a fully occupied p band and a singly occupied d
band with a pσ hole.
The achievements in the field of strongly correlated electrons, especially in the d-electron
systems, provide people a deeper understanding on more complicated situations when there
are degrees of freedom in orbitals, spins, and lattices. Although much of the research work for
the strongly correlated system centers on the d-electron systems, other systems also provide
many interesting phenomena due to the strong-correlation effects. For example, in f -electron
systems, non-Fermi-liquid properties were observed due to orbital degeneracy effects [23].
1.3 Structure-property relationship
Structure determines properties. This is a powerful concept in the material-related fields
including condensed matter physics, chemistry, and biology. An illustrative example is dia-
mond and graphite. They both have the same composition (carbon), however the distinct
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atomic spatial arrangements result in significantly different mechanical, chemical, and elec-
tronic properties.
The development of science and technology is built on advanced materials, and new ma-
terials lie at the heart of technological solutions to major global problems such as sustainable
energy [25]. The study of material structure plays a key role in the development of novel
materials, including quantum materials. Because in order to design the material with desired
properties, it is important to understand its structure as the first step. For example, the
shapes and sizes of semiconductor quantum dots can be tuned to control the wavelength
of emitted lights because of the quantum confinement effects. When the particle size gets
larger, the band gap would decrease and resulting in a red shifted (lower energy) fluorescence
spectrum, and vice versa [26; 27; 28].
In the following, a few attractive physical properties of advanced materials would be
introduced individually.
1.3.1 Metal-insulator transition
As described earlier, metals and insulators have dramatically different electrical proper-
ties. It is of essential interest to study the materials that can be either metallic or insulating
depending on the external environment. The materials with metal-insulator transition (MIT)
have a large potential application in the electronic devices, such as switching [29; 30; 31; 32;
33] and sensing [34; 35; 36; 37].
The MIT is accompanied by a phase transition between the metallic phase and the insu-
lating phase [23]. For example, the vanadium oxide VO2 has historically been one of the most
important MIT materials from both technological and scientific research perspectives [38].
Its MIT behavior was first reported by Morin in 1959 [39], undergoing a monoclinic crys-
tal structure as insulator phase to a tetragonal structure as metallic phase on warming. A
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structure-driven Peierls transition mechanism, or electron correlation mechanism could help
explain the narrowing of the band gap and collapse of lattice symmetry [40]. From the as-
pect of crystal structure, the low-temperature monoclinic structure was found to have short
V-V dimers, thus the 3d1 electrons of each V atom are bonded in the dimer, forming the
localization that leads VO2 to show the insulative property. Thus the V-V dimer forma-
tion has a direct impact on the change from the high-temperature delocalized state to the
low-temperature localized state [38].
The phase transition can be quantitatively described by an order parameter, which is
defined in a way where it equals zero at disordered phase, and nonzero at ordered phase.
Typically in thermal phase transition, i.e., the materials undergo the phase transition when
temperature changes, ordered phase is the low-temperature phase whereas the disordered
phase is at high temperature. When temperature increases, more thermal fluctuations are
incorporated into the system, such that the order parameter increases, until the long-range
average order is completely lost and the order parameter becomes zero. This thermal fluc-
tuation driven phase transition is also called classical phase transition [41].
During the phase transition, the order parameter may jump discontinuously or change
continuously with respect to external control parameters. The former situation corresponds
to the first-order transition, and the latter one is named as the second-order transition.
Landau first used the Gibbs free energy G term to explain how the system undergoes different
processes in two types of phase transitions [42]. In the first-order phase transition, the first
derivative of Gibbs free energy, G
′
, changes discontinuously with respect to the external
control parameter (such as temperature). While in the second-order phase transition, the
first-order derivative, G
′
, changes continuously, but the second-order derivative, G
′′
, changes
discontinuously. This may be the reason why people name it as first- or second-order.
In thermodynamics, when temperature is the only changing control parameter, the change
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of G
′
is equal to the change of entropy, and the change of G
′′
is equal to the change of specific
heat cp (at constant pressure). Thus, people can measure how cp changes with temperature to
determine whether it is first-order (continuous cp) or second-order (discontinuous cp) across
the phase transition temperature [42].
There are a few other important features of first-order transition. At the first-order
transition, two different phases coexist, since two relative minima of the Gibbs free energy G
exist, i.e., they are both at equilibrium at that point, such that the system discontinuously
jumps from one value of order parameter to another. On the other hand, no such phase
coexistence occurs for the second-order transition, because the ordered and disordered phases
are identical at the transition point.
As mentioned above, many quantum materials have a thermal MIT when temperature
is changed. In Mott MIT, nearly all systems have a high-temperature metallic phase, and it
undergoes a transition to an insulating phase when lowering the temperature. The transition
is usually first-order, as suggested by Mott that the MIT is usually discontinuous due to the
long-range nature of the Coulomb interaction, i.e., the effects of electron-electron interactions
beyond just the on-site repulsion potential term U in the Hubbard model [18]. This is also
called the Mott-Hubbard phase transition. In many cases, there is an accompanying phase
transition in one or more of the lattice, orbital, or spin degrees of freedom [23], which
immediately increases the complexity of the phase transition mechanism.
People have proposed various theories trying to interpret the phase transition in MIT.
One important theory to be introduced here is the Peierls phase transition. Peierls proposed
a simple 1D physical model that the 1D lattice conductor is composed of atoms of equal
spacing, each with a conducting electron. This 1D system is unstable due to the interaction
between electrons and lattices such that the lattice distortion occurs at pairs of atoms at low
temperatures. When the modulation wavevector equals to the twice of Fermi wavevector,
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the Fermi surface and the Brillouin zone boundary would be fixed. As a result, when the
energy dissipated by the opening of the band gap is greater than the elasticity of the lattice
distortion, the energy of the system would decrease, resulting in the transition from metallic
to insulative property [43].
1.3.2 Semiconductor
Besides metal and insulator, the third type of material is the semiconductor. Semiconduc-
tors are undoubtedly the foundation of the information age, or the silicon age, which brings
the rapid economic growth and technological development [44; 45] since the semiconductor
based field-effect transistor was invented in 1959 [46].
In the non-interacting band theory, semiconductors have the band gap, whilst the gap
between conduction and valence bands is not as large as insulators. As a result, the thermal
effects at finite temperature can produce excitation for electrons to exhibit conducting. In
another word, the electrical conductivity of semiconductors falls between conductors and
insulators. The conducting properties can be modified by introducing doping atoms into the
semiconductors. Depending on the type of doping atoms, it can be classified into p-type or
n-type semiconductors. When the doped atoms bring extra electrons into the crystal lattice,
the effective charge carrier would be electron, known as n-type, and if the dopant contains
mostly free holes to act as the charge carrier, it would be p-type.
When the charge carrier, electron or hole, freely moves through the crystal lattice, it
may interact with the atoms in the material. The polaron theory was established to describe
the interactions between charge carrier and the crystal lattice, which was first proposed by
Landau in 1933 [47]. When the charge carrier (electron for n-type and hole for p-type) is
inside the lattice, the surrounding ions can interact with it due to the Coulomb interaction,
thus the ions would slightly deviate from their equilibrium average atomic positions, known
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as a phonon cloud, to balance the Coulomb repulsive or attractive force. The adjustment of
ion positions results in the polarization locally centered on the charge carrier. The interaction
between the electron and the surrounding ion displacements due to the Coulomb interaction
is known as electron-phonon coupling, as first proposed in 1933 by Landau [47]. This was
further developed by Pekar to investigate the electron motion with lattice polarization. The
charge carrier together with the induced lattice polarization can be considered as one entity,
which is called a polaron [48; 49]. Depending on the size of of the polarization phonon cloud,
the polarons can be classified into small or large polarons, which refer to the situation when
the polarization length scale is within similar size as or larger than the atomic spacing in
the material, respectively.
The conduction mechanism in rare-earth oxides can be described by the polaron model,
since the corresponding f -electron band widths are usually very small [50; 51; 52]. In addi-
tion, the polaron theory pointed out that the effective mass of polaron would be larger than
that of the sole charge carrier (electron or hole) [48], therefore, the electron conductivity in
semiconductors can be greatly decreased by the formation of polarons. Thus studying the
local structure distortions would help understand the conductivity mechanism of semicon-
ductors.
1.3.3 Multiferroicity
A ferroic is when a material has a spontaneous and switchable alignment internally.
The commonly seen ferroic orderings are ferroelectric, ferromagnetic, and ferroelastic. For
example, ferromagnetic materials have the spontaneous magnetization that is switchable by
an applied magnetic field. In analogy, ferroelectricity stand for the materials that have a
spontaneous electric polarization that can be reversed by applying an external electric field,
and ferroelastic materials have a deformation that is switchable by an applied stress [53].
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The term “multiferroics” stands for the materials that exhibit two or more of the ferroic
properties, which was first introduced by Schmid in 1994 [54]. Depending on which of the
two order parameters are coupled, the multiferroics can be divided into magnetoelectric
(ME), piezoelectric, and piezomagnetic couplings.
Among these multiferroics, the materials that exhibit both the ferroelectric and ferromag-
netic properties have attracted a lot of attentions and interests in both scientific research and
industrial applications, especially in the subjects of information storage in recent years [55;
56; 57; 58; 59]. Though the pioneering work on the possibility of coupling ferromagnetic and
ferroelectric orderings, i.e., ME effects, in solids was carried out much earlier, which was first
predicted by Curie in 1894 [60] and Dzyaloshinskii and Astrov first reported the study on
the ME effects on Cr2O3 [61; 62].
The magnetoelectricity enables the possibility to exploit the functionality of both or-
ders. For example, due to the ME coupling, the magnetic properties of the material can
be controlled by an external electric field, and vice versa. In the memory storage de-
vices, the magnetic bit can then be complemented by an electric bit to establish a four-
state memory element, which would double the storage of traditional two-state memory [63;
64]. In addition, if the electric voltage pulse can be used directly for reading and writing
the magnetic bit, other than by the electric current generated by magnetic fields, the waste
heat can be avoided and the response time would be much shorter as well. So studying the
multiferroics, especially the ME coupling, would lead to revolution of information storage
for faster, smaller, and more energy-efficient memory devices [65; 53].
The multiferroics can be single-phase or made up with composites. One of the most
popular single-phase multiferroic material is BiFeO3. The multiferroic properties of bulk
BiFeO3 are quite weak, but can be enhanced if made into thin films, as first successfully
fabricated by the Ramesh group in 2003 [66]. Many other single-phase multiferroics were
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also reported, such as Fe doped PbTiO3 [67], TbMnO3 [68], and YMnO3 [69].
On the other hand, multiferroic composites, that have heterogeneous structures, can be
designed to have quite large ME coupling. For instance, one can layer alternating ferroelectric
and ferromagnetic materials to achieve enhanced ME coupling effect [70; 71; 72; 73; 74;
75; 76]. But the shortcome is obviously the fabrication and device integration would be
complicated compared with single-phase multiferroics, which remains one of the biggest
challenges for the industrial application of heterogeneous multiferroic materials.
A simpler structure, and preferably a single-phase multiferroic material would greatly
ease the synthesis procedure, but are rare in nature or synthesis in the laboratory [77]
because of the following requirements. We would expect the ferroelectric property that
exhibits a switchable electric polarization with large atomic displacements to manifest the
electric dipole moment, and meanwhile the ferromagnetic property that exhibits a switchable
magnetization originated from the quantum mechanical phenomenon of exchange [71]. For
conventional ferroelectric materials, it is the non-magnetic cation moving away from the
center of the surrounding anions that gives the electric dipole moment, which is proportional
to the atomic displacement. But for ferromagnetism, the magnetic cations usually sit at
the center of the surrounding anions. The different behaviors between magnetic and non-
magnetic cations can be understood by the competition between energy-lowering covalent
bond formation and energy-raising electronic Coulomb repulsion [58].
As a result, the multiferroic single-phase materials would have some strict requirements
on the structure symmetry. The ferroelectricity requires the time-reversal symmetry and
the ferromagnetism requires the spatial-inversion symmetry [65]. Among all the possible
crystallographic point groups, Shuvalov and Velov showed that only 13 point groups are
possible for the coexistence of electric and magnetic ordering in the same phase [78]. Thus
it is important to study the structure-property relationship while searching for multiferroic
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single-phase candidate materials.
1.3.4 Local structure
With the development of diffraction technique over 100 years, the structural determina-
tion on well-ordered crystalline materials, conventionally by analyzing Bragg peaks, is mostly
a solved problem. In many cases, the average crystal structure from diffraction patterns can
be determined at the push of a button nowadays [79]. In reality, however, the atoms in a
crystalline material could never sit at the ideal lattice site obeying the translational symme-
try, due to the effects from thermal vibrations, defects, and local distortions, which results
in the fact that atoms usually deviate from their average structure.
The study of strongly correlated electron systems requires the knowledge on short-
range structural correlations and phase fluctuations on the nanoscale [23; 80; 81; 82; 83;
84]. On the other hand, investigating the local structures of many advanced quantum mate-
rials was not feasible if using bulk structure probes. For example, the conventional powder
diffraction technique or electric/magnetic susceptibility characterization only measure the
volume-integrated average quantities, which do not have the sensitivity to the local struc-
ture information especially at the quantum effect regime.
Thus, an experimental local structure probe is required, such as the pair distribution
function (PDF) analysis, which is a highly effective technique measuring the local atomic
arrangement of materials at the sub-nanometer length scale. The PDF method has been
established as a powerful probe of local structure features that cannot be easily studied
by conventional diffraction techniques. Because the short-range ordering results in diffuse
scattering signals, which are usually broad and weak in the reciprocal space, as the case
of conventional diffraction technique, however, these features would be sharp and strong
after Fourier transforming into the real space, where we analyze the PDF data [79; 85]. So
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PDF is an ideal tool for easily and effectively understanding the local structure of quantum
materials as well as many other systems. As will be introduced in Chapter 2, the PDF
analysis does not presume periodicity so goes well beyond bulk crystalline materials [86;
87], especially suitable for nanostructured materials [88; 89; 90; 91].
1.4 Symmetry breaking
Symmetry breaking is a common physical phenomenon in nature. For condensed matters,
a few symmetric states can exhibit the symmetry breaking and become asymmetric. Take
the ferromagnetism as an example, when the temperature is above the Curie temperature,
the order parameter of the material, i.e., magnetization, is zero, and the magnetic dipoles
would be spatially invariant as a symmetric state. However, when the temperature is below
the Curie temperature, there is a spontaneous symmetry breaking and all the magnetic
moments would align with the neighbors.
The local structures of materials often exhibit the symmetry breaking. The Jahn-Teller
effect (JTE), or Jahn-Teller distortion, is an important mechanism of the spontaneous sym-
metry breaking for many materials. In 1937, Jahn and Teller first formulated the JTE [92]
to explain why the break in degeneracy can stabilize the molecular system. The first ex-
perimental evidence of the JTE was carried out by Bleaney in 1950 when measuring the
paramagnetic resonance in copper fluosilicate [93].
Roughly speaking, JTE refers to the phenomenon that a spatially degenerate electron
orbital has a spontaneous geometrical distortion to remove the degeneracy, so as to lower
the overall energy of the system and become more stable. Even for the electronic structures
that do not have precisely degenerate electron orbitals, a similar tendency of JTE distortion
can still be observed in the system, which is called the pseudo-Jahn-Teller effect (PJTE) [94;
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95], or sometimes referred as second-order JTE. The JT-related symmetry breaking has been
established to explain well for a broad range of experimental structural observations in many
different molecular and solid-sate systems [96; 97; 98; 99; 100; 101; 102; 103; 104], as well as
supported by a series of theoretical calculations [105; 106; 107; 108; 109; 104].
The orbitals of a material represent the shape of the electron cloud. The d-orbital elec-
trons in transition-metal oxides are important for understanding some novel properties, such
as superconductivity and colossal magnetoresistance [110; 111; 112]. Here we use an octa-
hedral complex as an example here to explain how the JTE would result in a spontaneous
symmetry breaking, as depicted in Fig. 1.1 adapted from [113], in which the transition metal
sits in the center and the anions or ligands, such as O2−, are located at the six vertices of
an octahedron. The surrounding six O2− ions gives rise to the crystal field potential, which
disables the rotation symmetry of electrons and brings effects on the orbital angular momen-
tum by introducing the crystal field splitting of the d-orbital. The electrons at the d-orbitals
along the x, y, and z axes, where ligands approach the metal cation, would experience greater
Coulomb repulsion with the ligands than along the orbitals between anions (xy, yz, and zx
directions). Thus it requires more energy to have an electron in these orbitals. This causes a
splitting in the energy levels of the d-orbitals, known as crystal field splitting. The d-orbitals
can therefore be classified into two types, the dx2−y2 and d3z2−r2 orbitals pointing toward
O2− ions are called eg orbitals having higher energy, and the dxy, dyz, dzx orbitals pointing
between ions are called t2g orbitals having lower energy, as shown in the left of Fig. 1.1.
The splitting energy ∆o (or ∆oct) between these two orbitals would determine the order for
electrons to fill these orbitals in the octahedral complex. When ∆o is large and is larger than
the energy cost for pairing electrons (spin pairing energy), electrons would pair in t2g before
occupying eg. On the other hand, when ∆o is small and is smaller than the spin pairing
energy, electrons would occupy eg before pairing in t2g. The electron configuration with more
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Figure 1.1: The d orbitals in an undistorted regular octahedral complex (left) and a dis-
torted octahedron, showing the elongation Jahn-Teller distortion as an example here that
the distortion can lower the energy of the system.
paired electrons is called low spin state, since the spin angular momentum S would be small,
and the opposite case is called high spin state with large S.
According to the JTE theory, to further lowering the energy of the octahedral complex,
the structure would be distorted to break the degeneracy. Take the elongation as an ex-
ample, i.e., c > a in the case of cubic to tetragonal phase transition, the d-orbitals with a
z component would have lower energy, because the Coulomb interaction gets weaker when
distance increases, whereas the d orbitals without a z component would be higher in energy,
i.e., destabilized, and vice versa for the compression distortion (c < a) . So the degenerate
t2g and eg orbitals would be non-degenerate due to the symmetry breaking. In another word,
for JTE to occur in transition metal oxides, there must be degeneracy in either the t2g or eg
orbitals.
The local structure distortions, such as lowering the symmetry from cubic to tetragonal,
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are widely observed in materials, which would help understand the mechanism behind phase
transition between the low and high symmetric phases [114; 115; 116]. A local structure
probe such as PDF technique, can enable the possibility for a direct observation on the local
JT distortions [97; 117; 118; 119; 112; 120; 121]. This would provide the structure-property
relationship insights for some novel properties, such as the colossal magnetoresistance in the
manganese-based perovskite compounds [105; 122; 117; 123; 99; 112; 120; 124].
1.5 Material systems studied in this thesis
The strongly correlated d- and f -electron oxides studied in this thesis are Pr6O11, BaFexTi1−xO3,
and MgTi2O4, which have aroused continuous research interests accordingly in decades. In
this section, the necessary basic background information on these systems will be introduced,
and more detailed experimental results will be discussed in later chapters.
1.5.1 Pr6O11
The rare-earth (lanthanide) oxides with f -orbital electronic states are well known for their
refractory nature and chemical stability and are of great interest for applications in electronic,
magnetic, and optical devices [125]. They have also attracted considerable attentions for the
potential application in catalysis [126; 127; 128].
The praseodymium oxides are particularly intriguing among the rare-earth oxides, be-
cause a series of homogeneous PrOx compositions have been synthesized successfully, rang-
ing from x = 1.5 to 2.0, showing a wide range of stoichiometry choices. However, the
choices on x is not continuous, some commonly seen compositions and corresponding aver-
age oxidation states of Pr ion for each stoichiometry are listed in Table 1.1. The phase
diagram of this system, projected onto the temperature-composition plane, is shown in
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Table 1.1: The stoichiometry of the homologous PrOx series. The average oxidation state of
Pr ion is also listed.








Fig. 1.2, adapted from [129]. The structures of different stoichiometry materials in this
binary system were studied before [129; 130]. Their corresponding bulk average crystal
structures are closely related with each other, and to a parent cubic fluorite structure,
PrO2 [131]. Transitions between these phases can be achieved by heating and cooling [129;
132].
The PrO2 material has a fluorite structure and is usually described in terms of a face-
centered-cubic unit cell which contains four units of PrO2, as shown in Fig. 1.3.
The Pr6O11 (or PrO1.833) is a unique composition because the phase of Pr6O11, rather
than the parent phase PrO2, is stable at ambient temperature in air. The material under
study in this thesis is Pr6O11 nanoparticles. They are semiconductor nanoparticles, which
have many emerging applications as modern electronic [133; 134; 135], catalytic [136; 137;
138], sensing [139], and electrochemical [140; 141; 142] materials. Pr is the second most
naturally abundant rare-earth element and has the electronic configuration of 4f 35d06s2.
The switchable oxidation state of Pr ion between Pr3+ and Pr4+ makes Pr6O11 (average
oxidation state Pr3.667+) an exceptional redox active electrode material for electrochemical
supercapacitors [140].
The electrical resistivity of the Pr6O11 nanoparticles spans several orders of magnitude
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Figure 1.2: The projected phase diagram of PrOx on the temperature-composition plane.
Figure 1.3: The crystal structure of cubic Pr6O11 fluorite structure. The Pr and O atoms
are shown in yellow and red, respectively. The occupancy of oxygen site is set as 0.917 to
match the Pr6O11 composition.
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within a very narrow temperature range, decreasing from 108 Ω to 104 Ω when heating from
RT to 350◦C. A hard x-ray photon-in photon-out spectroscopy study demonstrated that
the delocalization of f -electrons would be the key to explain the changes in the electrical
conductivity [143].
Numerous experiments have been carried out on the Pr6O11 systems for the investigation
on how the fluorite structure motif gives rise to its unique electrical properties. For ex-
ample, the x-ray conventional diffraction experiments were performed and reported in many
references [144; 145; 146; 147; 148], but with only limited number of neutron diffraction mea-
surements on its PrOx members [149; 150; 151], which were mostly centered on the magnetic
structure, not atomic structure.
By analogy with the d-electrons in many transition-metal oxides, the f -electrons play
an important role for the electrical properties in rare-earth oxides. Thus, we would like to
extend the combined neutron and x-ray PDF (NXPDF) analysis on Pr6O11 nanoparticles to
investigate how the local structure changes in response to the delocalization of f -electrons
when temperature changes. Considering that Pr was a strong scatterer for x-rays (Pr Z = 59)
and O has a large neutron coherent scattering length (b = 5.803 fm for O, where 1 fm=1×
10−15 m), we combined the neutron and x-ray scattering information to accurately determine
both Pr and O sublattices so as to understand the full picture of the structure. The simulated
x-ray and neutron PDFs for Pr6O11 cubic fluorite model are shown in blue and red curves
in Fig. 1.4, respectively. Clearly, the Pr-Pr bonds and O-O bonds are evident in x-ray and
neutron PDF, separately, which illustrated that a combination of neutron and x-ray signals
would be an effective tool to investigate Pr6O11 system, especially on how the local atomic
structure of Pr and O sublattice changes when temperature changes.
In this thesis, we applied the NXPDF analysis, as will be described in Chapter 2 and 3,
to study the local structure changing of the Pr6O11 semiconductor nanoparticles from room
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Figure 1.4: The simulated x-ray (blue) and neutron (red) PDFs for Pr6O11 cubic fluorite
model.
temperature to high temperature.
1.5.2 BaFexTi1−xO3
Barium titanate (BaTiO3) is one of the most extensively studied perovskite materi-
als. The general chemical formula for perovskite compounds is ABX3, where A and B
are two cations that A is usually an alkaline-earth or rare-earth element while B is usually
a transition-metal element, and X is an anion such as oxygen ion that forms the A-O and
B-O bondings to both cations. The crystallographic unit cell of cubic BaTiO3 structure is
shown in Fig. 1.5, that B-site (Ti) cation sits in the center of unit cell, forming the BO6
octahedron, and the A-site cations occupy the corners of unit cell.
The origin of perovskites can be traced back to 1839. A calcium titanate mineral was
found in the Ural Mountains by Gustav Rose. This class of compounds having the same type
of crystal structure as CaTiO3, which was named as “perovskite” in honor of the Russian
mineralogist Lev von Perovski [152; 153]. The first crystal structure of perovskite studied by
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Figure 1.5: The crystallographic unit cell of BaTiO3 perovskite centrosymmetric cubic struc-
ture. The Ba, Ti, and O atoms are shown in green, blue, and red, respectively. The blue
polyhedra represents the TiO6 octahedra.
x-ray diffraction is barium titanate (BaTiO3), by Megaw in 1945 [154]. It is also the first dis-
covered ferroelectric perovskite [155]. Its highly symmetric cubic crystal system, space group
(s.g.) Pm3m, can have the symmetry breaking which results in the non-centrosymmetric
structures, such as tetragonal (s.g. P4mm), rhombohedral (s.g. R3m), and orthorhombic
(s.g. Amm2) [156]. Without the centrosymmetric constrain, the B site ion (Ti atom) would
not be fixed at the center of unit cell anymore, instead, it can form a polarization along dif-
ferent directions, i.e., 〈001〉 axes for tetragonal phase, face diagonal 〈011〉 for orthorhombic
phase, and body diagonal 〈111〉 for rhombohedral phase. In this way, the distorted TiO6
octahedron will form an electric dipole moment and its magnitude is proportional to the dis-
placement of Ti atom away from the unit cell center. As a result, the non-centrosymmetric
structure itself would have the ferroelectric property whereas the centrosymmetric cubic
structure is paraelectric. It has phase transitions among these structures when tempera-
ture changes, the bulk BaTiO3 material can change from rhombohedral (below -90
◦C), or-
thorhombic (-90 to 5◦C), tetragonal (5 to 120◦C), to cubic (above 120◦C) on warming [156;
157]. The nanocrystalline BaTiO3 have the similar phase transition behavior, though the
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transition temperatures would be different from the bulk form [158].
This unique structure-property relationship attracts a lot of research interests in BaTiO3
due to its room temperature ferroelectricity [159; 156] and high dielectric constant [160],
which is ideal for industrial applications in piezoelectric devices [161; 162], capacitors [163;
164; 165], and thermistors [166; 167]. Even seventy years after its discovery, barium titanate
is still the most important ceramic dielectric material.
In the recent decade, there is a growing interest in exploring the materials that exhibit
both ferroelectric and ferromagnetic properties, i.e., multiferroics [58; 65]. The coupling
between these two order parameters can potentially enable the control of ferromagnetic
behavior by an electric or magnetic field and a magnetic bit may be complemented by an
electric bit to establish a four-state memory element instead of two states [63; 64] as well as
the applications for quantum computing [168; 169].
To obtain single-phase multiferroic materials, one possible solution is by doping a mag-
netic species into a known ferroelectric material [53]. Barium titanate is a promising candi-
date material because of its versatility in electronic applications. The nanocrystalline BaTiO3
was found to have a strong ferroelectric polarization down to 5 nm crystallite size [170;
171]. As a result, it is of great interest to pursue the development of multiferroic compounds
based on the nanoscale BaTiO3.
Iron can be doped into BaTiO3 for achieving multiferroics, as supported by a series of
theoretical calculations [172; 173; 174; 175; 176]. Extra care is needed for monitoring whether
the perovskite BaTiO3 still keeps the ferroelectric phase when Fe is doped into the system,
plus validating the existence of the ME coupling effects of the material. However, most of
the published experimental work on the Fe-doped BaTiO3 [177; 178; 179; 180] only reported
the long-range ordering structure information from conventional x-ray powder diffraction
or the qualitative structural morphology based on spectroscopic characterizations such as
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Figure 1.6: The crystal structure of cubic MgTi2O4 spinel structure. The orange polyhedra
are the MgO4 tetrahedra and the blue polyhedra represent the TiO6 octahedra.
transmission electron microscopy (TEM). A quantitative local structure probe, such as PDF
technique, is required to understand the full picture of the structure-property relationship
in iron-doped barium titanate.
In this thesis, the full series of BaFexTi1−xO3 nanocrystals (x = 0, 0.1-0.3, 0.5, 0.75,
1.0), ranging from undoped, low-doped, to high-doped conditions were synthesized using the
uniform and aggregate-free gel collection method [181]. The PDF analysis was applied to
investigate the detailed local structure distortions of the synthesized nanocrystals, and to
determine the existence of multiferroics.
1.5.3 MgTi2O4
MgTi2O4 is a transition-metal compound. It is a spinel material with the AB2X4 formula,
where A and B are cations and X is an anion such as O or S. Its crystal structure is compli-
cated, as visualized in Fig. 1.6, that B cations form a pyrochlore lattice, the geometrically
frustrated network of corner-sharing tetrahedra.
The crystal structure of spinel material was first determined by William Henry Bragg [182]
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and Nishikawa [183] independently in 1915. This polyhedral arrangement is consistent with
several space groups ranging from the high-symmetry cubic crystal system, space group
(s.g.) Fd3m, to lower symmetry systems such as the cubic crystal system with s.g. P4132,
the tetragonal crystal system (s.g.: P41212, I41/amd, I41/a, P4m2), and the rhombohedral
crystal system (s.g.: R3) [184]. In many research work, if the spinel material has a phase tran-
sition between high- and low-symmetries, conventionally, the high-symmetry spinel structure
is referred as the disordered phase, and the low-symmetry one is the ordered phase.
The structures of mineral species belonging to the spinel family can be described in
terms of a heteropolyhedral framework. The AX4 tetrahedra is isolated from each other and
sharing corners with the neighboring BX6 octahedra, as depicted by the orange and blue
polyhedra in Fig. 1.6, respectively. The BX6 octahedron shares six of its twelve X-X edges
with the nearest BX6 octahedra.
Such unique and complicated structure motif makes spinels exhibit remarkable electrical,
optical, and magnetic properties [185]. The spinel family is also one of the most extensive
series of related chemical compounds found in nature, with more than 200 of different com-
binations for the A, B, and X elements. Many of the naturally formed oxide spinels, such
as MgAl2O4 and ZnAl2O4, are transparent materials with high optical refractive index and
with a high hardness just below diamond and corundum. but are much cheaper, they are
important in the traditional jewelry trade and other decorative purposes in the past 100
years [186]. Nowadays, their application in the electronic devices attracts more of people’s
attentions to make use of the promising high-frequency magneto-dielectric property of some
spinel materials [187; 188; 189]. Besides, the luminescent properties of some spinels serve as
the basis to search for advanced optical host materials, such as the Cr3+, Mn2+, and Eu3+
doped MgGa2O4 that has strong luminescence over the visible light wavelength range [190;
191; 192]. In addition, many of the transition oxide spinels play an important role in chem-
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ical catalysts [193; 194; 195; 196; 197] and superconductors [198; 199]. Overall, the spinel
family has shown rich functionalities in different fields.
For instance, the CuIr2S4 spinel system has many exotic properties, such as a transition
from paramagnetic metal to diamagnetic insulator on cooling [200; 201; 202], the formation of
structural isomorphic octamers [203; 204], and anomalous electrical properties [205; 206]. In
particular, CuIr2S4 has broken symmetries in its ground state accompanied by formation of
charge order, orbital order, and the creation of magnetic spin singlets on dimerized Ir4+-Ir4+
pairs [204].
CuIr2S4 and MgTi2O4 were found to be quite similar in the structure motif, as well as
physical properties [207].
One of the most interesting phenomena of these two systems is that they both exhibit a
temperature-induced MIT [208; 209]. They both have a global symmetry lowering, from cubic
to tetragonal phase on cooling through MIT. The heat capacity and magnetic susceptibility
measurements on the CuIr2S4 and MgTi2O4 establish that it is likely to be a first-order phase
transition [208; 210] though some disagreements exist [209].
A series of earlier experiments have been carried out on these two systems using dif-
ferent techniques to understand their electrical and magnetic properties related with the
structures. For example, the neutron and x-ray conventional diffraction methods were used
to determine the cubic and tetragonal average structures [211; 209]. In addition, a series
of theoretical studies were also applied to understand their structure-property relationship
more in detail [211; 212; 213; 214].
However, there is an unsolved problem about the anomalous electrical resistivity behavior
in the high-temperature metallic phase. The measured temperature-dependent electrical
resistivity ρ(T ) curve of MgTi2O4 was found to have a negative slope above MIT [210], and
that of CuIr2S4 has an unusual exponential-type temperature dependence [205], suggesting
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an anomalous metallic behavior in the high-T metallic state for MgTi2O4 and CuIr2S4. This
phenomenon is related with the mechanism underlying the MIT, the origin of which has
been attributed to an orbital-selective Peierls mechanism [207].
In this thesis, we applied a combined neutron and x-ray PDF (NXPDF) analysis to under-
stand the full picture of the mechanism behind MIT. By analogy with CuIr2S4 [215], partially
filled t2g transition-metal orbital manifolds of MgTi2O4, which are triply degenerate in the
average cubic symmetry, utilize their favorable overlaps fostered by the pyrochlore sublattice
topology to form an orbital-degeneracy-lifted (ODL) state, which would help understand the
mechanism of MIT in this system.
1.6 Thesis outline
This thesis will focus on the combination of neutron and x-ray PDF (NXPDF) analysis
for different d- and f -electron oxides. The following chapters will be structured as follows.
In Chapter 2, a basic scattering and PDF theory and an overview of NXPDF experi-
mental methods are introduced. The complementary nature of neutron and x-ray scattering
are highlighted to establish the importance of NXPDF technique for a comprehensive un-
derstanding of material structures. In Chapter 3, I will introduce a new approach to obtain
candidate atomic structures designed for NXPDF, called structure-mining, which can au-
tomatically find the best-fit candidate atomic structures for the given neutron and x-ray
PDF data. Some testing examples will be shown to illustrate its robust structure searching
work for quantum materials and many other different systems. In Chapter 4, the semi-
conductor Pr6O11 nanoparticles are investigated by the NXPDF method, monitoring how
the Pr and O atomic sublattices change with temperature, which induces the change of
electrical resistivity. In Chapter 5, the multiferroic behavior in the iron doped barium ti-
28
CHAPTER 1. STRONGLY ELECTRON CORRELATED QUANTUM MATERIALS
tanate BaFexTi1−xO3 nanocrystals is also studied by the PDF analysis. The coexistence
of ferroelectric and ferromagnetic properties of the system is established from the PDF
modeling based on the structure-property relationship, which is further validated by sam-
ple characterizations. Lastly in Chapter 6, the NXPDF experimental study on MgTi2O4,
which has a temperature-induced metal-insulator transition. The orbital-degeneracy-lifting




The neutron and x-ray pair
distribution function (PDF) technique
2.1 Overview of the PDF technique
The pair distribution function (PDF) is a local structure probe based on diffraction
experiments. It exploits the scattering of particles (x-rays, neutrons, or electrons) from a
material to obtain detailed information about the local atomic arrangements. It gives the
scaled probability of finding two atoms in a material a distance r apart and is related to
the density of atom pairs in the material. It does not presume periodicity and so goes well
beyond just well-ordered crystals [79; 85].
The advantage of the PDF technique over the conventional diffraction method is its sen-
sitivity to short-range structural correlations, which may deviate largely from the average
long-range structure probed by the traditional diffraction technique. This sensitivity to the
local atomic arrangements is because, different from the conventional diffraction, PDF is
based on the total scattering data, which include both the strong Bragg peaks and weak dif-
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fuse scattering [79; 85]. The Bragg peaks gives the long-range average structure information,
and the diffuse scattering, which is the key for PDF technique, provides the insights on how
the local structure deviates from the average structure.
In the absence of long-range periodicity, such as for nanomaterials, glasses, liquids, and
amorphous materials, the strong Bragg peaks may be weaker and even disappear, whereas
the diffuse scattering signals containing local structure information would be evident and
important. This gives rise to the nanostructure problem [84], and PDF is an ideal technique
to analyze it.
As discussed in Section 1.3, since the properties of materials have close relationship with
the local atomic structure, the PDF technique can provide unique insights into the structure-
property relationship for a variety of complex materials. PDF analysis of x-ray and neutron
powder diffraction datasets has been demonstrated to be an excellent tool for studying local
structures of many advanced materials, especially nanostructured materials [88; 216; 89; 90;
217; 218; 219; 91], but also bulk crystalline materials [86; 87; 220; 221].
The PDF analysis is mostly used for analyzing powder samples, i.e., taking the isotropic
averaging on material properties. It also works well for other types of samples, such as
thin films [222; 223], liquids [224], and single crystals [225], and the corresponding PDF
concepts and analysis methods are under active development, for instance, 2-dimensional
texture PDF for thin films [226] and 3-dimensional (or 3D-∆) PDF for single crystals [227;
228].
During a PDF experiment, the phase ordering of materials can be investigated when the
external environment parameters are controlled, such as temperature, pressure, and magnetic
fields. Most PDF beamlines can control the sample temperature ranging from low (a few K
using cryostat), intermediate (100 K to 500 K using cryostream), to high temperature (up to
around 1000 K using furnace). This allows us to explore how the local structure changes as
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a function of temperature, so as to investigate the physics behind thermal phase transitions.
The PDF can also be applied to study materials under real conditions, for example in situ
and operando diffraction experiments such as in situ synthesis to monitor how the structure
changes with the real-time ongoing synthesis process [229; 230; 231; 232; 233; 234; 235; 236;
237].
The atomic PDF analysis of x-ray and neutron diffraction data is getting popular and
more widely used for studying material structures in the recent decade [84; 79; 85]. However,
PDF is not a new member of the scattering technique family, instead it is more than 90 years
old. The ideas behind the PDF methods can be tracked back to the work by Zernike and
Prins in 1927, who first derived the formalism for the correlation functions of atomic pair
density [238]. It gives a histogram of atom pair distances, and this is why we call it “pair
distribution function”.
This approach was applied as early as in 1930 by Debye and Menke to study liquid
mercury [239]. In the late 1930s, Warren and his colleagues performed a series of significant
structure studies based on radical distribution function analysis, which is closely related with
PDF [240; 241; 242; 243]. Since then, the early PDF studies were almost exclusively focusing
on the study of liquids, glass, and amorphous materials [244; 245; 246; 247].
In the 1980s when pulsed spallation neutron sources became available, such as the Intense
Pulsed Neutron Source (INPS) at Argonne National Laboratory, which was the world’s first
pulsed neutron scattering instrument open to public scientific researchers [248], the PDF
technique was tried to study the local disordering in quasicrystalline and crystalline materials
by the group of Egami [249; 250]. More recently, with the development of modern synchrotron
x-ray sources and more powerful spallation neutron sources, studying the nanostructured and
complex materials become a new focus in the PDF community [251; 88; 216; 252; 89; 253;
217; 218; 254; 255; 256]. A more detailed history of PDF technique can be found in the
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references [257; 79].
2.2 Basic scattering theory
Before deriving the PDF equations, a basic introduction on the scattering theory is
provided here as foundations. A detailed description of x-ray or neutron diffraction can be
found in many references and textbooks [258; 259; 260], and it is not the purpose of this
section.
The Bragg’s law was established by William Henry Bragg and his son William Lawrence
Bragg in 1913 [261], who won the Nobel Prize in Physics together in 1915. The Bragg
equation,
2dhkl sin θ = λ, (2.1)
opens the door of the whole crystallography arena. The dhkl represents the interplanar
distance of the (hkl) atomic plane, denoted by Miller indices, θ refers to the half angle
between incident and scattered wave vector, ki and kf , and λ stands for the wavelength of
the incident x-ray or neutron beam.
Thus, the momentum transfer Q, representing the difference between incoming ki and
scattered beam ks, where |ki| = |ks| = 2πλ for an elastic scattering process, can be expressed
as
~Q = ~ks − ~ki, (2.2)
and from the geometry, it is clear that
| ~Q| = 2|~k| sin θ = 4π sin θ
λ
, (2.3)
The ~Q is also called scattering vector in convention.
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The scattering information can be analyzed to determine the atomic structure of mate-
rials. Within a material structure, there is a set of i atoms at points ri, and ri is the vector
from the origin to the i-th atom. In the assumption of kinematical limit, the scattering
amplitude from one atom can be written as
Ψi( ~Q) = fi( ~Q) exp(i ~Q · ~ri), (2.4)
where ~Q is the scattering vector, or momentum transfer, and fi( ~Q) is the atomic form factor




ρ(~ri) exp(i ~Q · ~ri)d3~ri, (2.5)
where ρ(~ri) is the spatial density of the scatterer about its center of mass. Due to the Fourier
transform relationship, when the distribution of the scatterer ρ(~ri) gets broader in real space
r, the distribution of the form factor fi( ~Q) would be narrower in reciprocal space Q, i.e.,
faster decaying in higher Q.
Thus the scattering amplitude from a set of i atoms at points ~ri is simply summing over








fi( ~Q) exp(i ~Q · ~ri) (2.6)
The full coherent scattering intensity is given by
Ic = |Ψ( ~Q)|2










f ∗j fi exp(i ~Q · ~rij). (2.7)
34
CHAPTER 2. THE NEUTRON AND X-RAY PAIR DISTRIBUTION FUNCTION
(PDF) TECHNIQUE
Here we dropped the Q-dependence of the atomic form factors to simplify the notation in
the following derivation, but the f ’s are understood to retain the Q-dependence as defined
in Eq. 2.5. The interatomic distance vector ~rij = |~ri − ~rj| represents the distance between
atoms i and j.





f ∗i fi exp(i ~Q · 0) +
∑
i 6=j




f ∗j fi exp(i ~Q · ~rij), (2.8)
where N is the total number of atoms in the material.
In another word, the distinct scattering intensity for i 6= j can be written as




f ∗j fi exp(i ~Q · ~rij), (2.9)






















= N〈f 2〉, (2.10)
where α represents the different species of atoms in the sample and Nα is the number of
atoms of type α. The concentration of species α can be defined as cα = Nα/N . The asterisk
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indicates the complex conjugate and the angle brackets indicate a sample average as defined
in the equation.
Now we have defined all the necessary quantities for deriving the PDF equations in the
Section 2.3.
As a side note, in the traditional diffraction theory for a well crystalline material, with
the help of periodicity (translational symmetry along three dimensions), it is not necessary
to sum over all atoms in the material to calculate the scattered intensity. Instead, only the
atoms in the unit cell need to be summed over. The intensity of a Bragg reflection hkl is





fi exp[−2πi (hxi + kyi + lzi)], (2.11)
where the sum is only over the totally Nuc atoms in the unit cell, xi, yi, zi are the positional
coordinates of the i-th atom. It is obvious that the square of absolute value, |Fhkl|2, is
exactly in the form of the coherent scattering intensity, Eq. 2.7, though the latter has no
presumption of the translational symmetry of unit cell.
An alternative view using the Fourier transform concept may help understand the scat-
tering process. In crystallography, the lattice and basis can be treated separately and they
get convoluted together to form the crystal structure, i.e., (structure) = (lattice) ∗ (basis),
where the symbol ∗ denotes the convolution operation. The scattering process is mathe-
matically equivalent to the Fourier transform, F (structure) = F (lattice) · F (basis), i.e.,
(scattering) = (reciprocal lattice) · (structure factor). Thus, the lattice determines the posi-
tions of diffracted beams, and the basis gives the crystallographic structure factor Fhkl which
gives the amplitude and phase of the diffracted beams. Now, let us go back to the real space
via the (inverse) Fourier transform again to get the PDF in Section 2.3.
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2.3 Deriving the PDF equations
The PDF, G(r), can be defined in real-space quantities, as a function of the atomic pair
density, ρ(r) [238],
G(r) = 4πr [ρ(r)− ρ0] , (2.12)
where ρ0 is the number density of material, given by the number of atoms per unit volume.
It can be defined in reciprocal space quantities as well, as a function of the reciprocal-






F (Q) sin(Qr) dQ, (2.13)
where Q is the magnitude of the scattering momentum transfer, Qmin and Qmax are the
minimum and maximum accessible Q range in the diffraction experimental setup, respec-
tively. Their effects on PDF will be discussed in detail later. The total scattering structure
function, S(Q), is extracted from the Bragg and diffuse components of x-ray, neutron, or
electron powder diffraction pattern.
It is noteworthy to mention here that different definition of correlation functions were
used in numerous different definitions of PDF in the history, which is summarized in the
reference [263]. The PDF G(r) and its definition in Eq. 2.13 is used throughout the thesis
to keep the same notations as in [79; 85].
Now let us start deriving the formalism for atomic pair distribution function (PDF) to
achieve its definition in Eq. 2.13 in the following steps [85].
The only quantity in Eq. 2.13 we do not know yet is the total scattering structure function,








Since the atomic form factor f is Q-dependent for x-rays, it has been customary to introduce
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the total structure factor (or interference function), defined in such a way that it will mod-
ulate about a constant, usually chosen to be unity. The second term in this definition is the
Laue monotonic diffuse scattering, which is from the imperfect cancellation of intensity at
the destructive interference condition when atomic sites are occupied by atoms of different
scattering length, that results in a monotonically decreasing background. The Laue diffuse




〈f 2 − 2f〈f〉+ 〈f〉2〉
〈f〉2
=














So the first step to derive the PDF equation is about normalizing the coherent scattering
intensity Ic in Eq. 2.8, and removing the incoherent scattering contribution to get S(Q). We







j fi exp(i ~Q · ~rij)
N
. (2.17)
Subtracting the normalized self-scattering term,
Ic
N




j fi exp(i ~Q · ~rij)
N
, (2.18)
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Now inserting Eq. 2.19 into Eq. 2.16, we obtain












j fi exp(i ~Q · ~rij)
N〈f〉2
. (2.20)
This S(Q)−1 term represents the distinct scattering intensity normalized by the total number
and the mean scattering of scatterers.
The second step is taking the orientational averaging to calculate the S(Q) − 1 term
in Eq. 2.20. The PDF method is typically applied for studying the structure of powdered
samples, i.e., isotropic samples, assuming the crystallites having every orientation are in
equal probability. Thus we can take an orientational averaging to simplify the calculation of
Eq. 2.20. We can define θ as the angle between ~Q and ~rij, such that ~Q · ~rij = Qrij cos θ. The
orientational averaging implies that θ has an equal probability to appear in every direction
in space. Therefore, the averaged complex exponential factor would be
exp
(















Meanwhile, as a side note, using this useful isotropic approximation for Eq. 2.7, we can








Now using the isotropic approximation for S(Q)−1 in Eq. 2.20, we get the total scattering
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At this point we have everything ready for the PDF expression in Eq. 2.13, but before
performing the final Fourier transform step, it is worthwhile to describe the atomic form
factor issue. The Q dependence of the x-ray atomic form factor f is problematic in the
Fourier transform when the material is made up of more than one atomic species, because
we can never know the different Q dependencies of contributions from various atomic species
to the scattering intensity in reality. This Q-dependent behavior of x-ray atomic form factor
needs to be approximated in some way to simplify the calculation. First, the f is assumed to
be isotropic such that it only depend on the scalar Q, not vector ~Q, considering that x-ray
scattering signal is mainly from the core electrons of the material. Second, we can separate
out the Q = 0 from Q dependence, f(Q) = f(0)f̃(Q), where f(0) is equal to the number of
the scattering electrons in the atom type, which is generally taken to be the atomic number
Z (though it is indeed more accurate to use the number of electrons on the ion rather than
Z if scattering from ions), f̃(Q) contains the Q-dependence of the form factor, with a value
of 1 at Q = 0. Third, we can apply the Warren-Krutter-Morningstar approximation [240] to
calculate the f̃(Q) term, assuming that the Q-dependent part can be well approximated by






where Nspecies is the number of different atomic species in the material and α represents the
different species of atoms in the sample. In this case, the Q-dependent part, f̃(Q) can be
moved out of the double sums in Eq. 2.24 and get canceled out in the denominator and
numerator. Thus, the f terms left would be Q-independent, and the value is approximated
to be f(0) and is replaced by the atomic number Z. But for neutron scattering, f is a
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constant (f is conventionally denoted as the coherent neutron scattering length b), i.e.,
Q-independent, because neutrons interact with the nuclei of materials during the scattering
process, which is much smaller in physical size (about 10−5 Å) than the incident neutron beam
wavelength (about 1 Å), thus no orbital momentum is involved in the neutron scattering
process. So no approximation is needed here for neutron scattering. The errors introduced
by the Warren-Krutter-Morningstar approximation to the processed PDF is similar to the
thermal factor effects and it can be recognized as a temperature-independent contribution
to the atomic displacement factors when performing PDF fit to the data [266]. The detailed
description on the neutron coherent scattering length b and x-ray atomic form factor f will
be explained in Section 2.4. Some attempts have been made to take this Q-dependence into
consideration or expand the approximation to higher order for a more accurate treatment for
atomic PDF calculations [267; 268; 269], but in many cases the Warren–Krutter–Morningstar
approximation still performs rather good, and is not the factor limiting the accuracy of PDF
modeling.
Now we are able to take the final Fourier transform step to get the PDF equation. We
take the (inverse) Fourier transform of the reduced total scattering structure function F (Q).



























sin(Qrij) sin (Qr) dQ. (2.26)
Notice that F is used to indicate the Fourier transform operation. In mathematical
notations, f is the conventional notation for a real space function in the Fourier transform,
however, since f has been already used to denote the atomic form factor in convention as
above, we use F instead to avoid confusion here. The prefactor 2
π
is used here so that the
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direct sine transform has a prefactor of 1.
Considering that sine functions form an orthogonal basis, the integration part in Eq. 2.26
results in δ functions,∫ ∞
0
sin (Qrij) sin (Qr) dQ =
π
2
[δ(r − rij)− δ(r + rij)]. (2.27)














f ∗j fiδ(r − rij). (2.28)
This F (r) term can be interpreted by the radial distribution function (RDF), R(r). Its
physical description can be understood that the Ri(r)dr gives the number of atoms in a shell
of thickness dr at a distance r from the atom i as the origin. Inspection on Eq. 2.28, we can














f ∗j fiδ(r − rij). (2.30)
A series of other physical quantities can be defined based on RDF, as summarized in [263].
It is important to point out that F (r) is not equivalent to the PDF, G(r) in Eq. 2.13,
because F (r) is integrated from 0 to ∞, but G(r) is from Qmin to Qmax [262]. In reality,
performing scattering experiment has some limitations on the accessible Q range. First, the
scattering intensity at the Q value close to 0 is not accessible, since it is too close to the
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direct incident beam and it would be blocked by a beam stop instead of collected by the
detector (see Fig. 2.2). Thus the forward-scattering contributions are lost. On the other
hand, because the detector has a finite size, obviously the upper limit of Q range cannot be













F (Q) sin (Qr) dQ (2.31)
Since only the scattering intensities from Qmin to Qmax is experimental accessible, we can






F (Q) sin(Qr) dQ













F (Q) sin (Qr) dQ. (2.32)
The integral of [Qmax,∞] is disregarded as the the errors introduced by the high Q
signal is minimal and can be safely omitted in PDF measurements as the effects are well
understood [270]. The integral of [0, Qmin] part is originated from the small-angle scattering
signal. In the case of bulk crystals, it yields a straight baseline whose negative slope in the





F (Q) sin(Qr) dQ = 4πrρ0, (2.33)
where ρ0 is the average number density of atoms in the material. For nanomaterials, the
small-angle scattering part is related with the morphology and shape of nanomaterials, usu-
ally described by a characteristic function γ0(r) [271]. Notice that both small-angle and
large-angle scattering contain information about the shape and size of nanoparticles, but
this information is decoupled from the internal nanoparticle structure in the small-angle
scattering [262].
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Finally, we can achieve






F (Q) sin(Qr) dQ
= 4πr [ρ(r)− ρ0] , (2.34)
as we gave in the beginning of this Section, Eq. 2.12 and Eq. 2.13.
The PDF equations derived here establish a straightforward connection between the
atomic structure of a material and the measured scattering intensity. The theoretical PDF
from a structural model can be calculated directly from Eq. 2.34, which depends on the
real-space quantities related with the atomic positions. In order to have a better real-
space resolution, π/Qmax, PDF experiments can also be understood as high-Qmax scattering
experiments, and as a trade-off, we would lose the reciprocal-space resolution, which is
usually for the conventional diffraction methods.
The PDF can provide an intuitive histogram of the atomic correlations on the length
scale of Å to tens of nanometers, without any assumptions about the structure symmetry,
so it is applicable to non-crystalline materials such as amorphous materials, liquids, glasses,
nanomaterials, and of course, highly crystalline materials.
2.4 Neutron and x-ray
Neutron and x-ray PDF methods are commonly used for studying the structure of mate-
rials. We will first overview the history of these two techniques, as well as the development of
the equipment to review how it grows to meet the demands of PDF experiments sequentially.
Finally these two methods are compared for their complementary characteristics for a joint
analysis.
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2.4.1 History of x-ray source
An x-ray, or x-radiation, is a penetrating form of high-energy electromagnetic radiation.
It behaves in the same way as visible light rays, but at much shorter wavelengths, in the range
of 0.01 nm to 10 nm. It was first discovered by Wilhelm Röntgen in 1895 while experimenting
with the Lenard and Crookes tubes, which are electrical discharge tubes. He referred to the
radiation as “X”, which stands for “unknown” [272]. Because of his discovery, he was the
first recipient of the Nobel Prize in Physics. Since Röntgen took the very first x-ray picture
of his wife Anna Bertha’s hand, x-rays have been widely applied for the medical imaging
due to their high penetration.
In 1912, Friedrich, Knipping, and Laue reported the first observation of x-ray diffraction
patterns in crystals [273]. The Braggs used the x-rays to determine the structure of single
crystals, and yielded the Bragg equation (Eq. 2.1) in 1913 [261]. They showed the world how
the observed diffraction pattern could be used to determine the positions of atoms in the rock
salt (NaCl) crystal. This is the birth of x-ray crystallography [274]. So far more than twenty
Nobel prizes have been awarded to the work related with x-ray crystallography. The Bragg’s
method of structure determination is still the foundation of the modern crystallography.
The Braggs built the first single-crystal diffractometer in 1913, which allowed a crystal to
be oriented in the primary beam into a reflection condition, and then the diffracted beam was
measured in an ionization chamber. Debye and Scherrer [275] and Hull [276] independently
invented the method for powdered polycrystalline samples. At that time, Moseley studied
x-ray absorption and emission spectra, which are essential for x-ray application [277; 278].
Now let us review how the x-ray equipment develops. In the early 1920s, Coolidge
invented the first sealed x-ray tube, which can generate x-rays with different types of anode
materials [279]. It is a vacuum tube that has a cathode, which emits electrons into the
vacuum and an anode to collect the electrons, resulting in a flow of electrical current through
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the tube. A high voltage power source is connected across cathode and anode to accelerate
the electrons. Electrons from the cathode then collide with the anode material, such as Cu
and Mo, and accelerate other electrons, ions and nuclei with the anode material. Only about
1% of the generated energy is emitted as x-rays, perpendicular to the path of the electrical
current path, and the rest energy is released as heat [280]. Until the late 1980s, x-rays were
generated solely by utilizing high-voltage x-ray tubes in this mechanism. The wavelength
or the spectrum of x-rays is determined by the types of anode materials. For example, Cu
emits 1.54 Å (Kα1 emission line), and Ag can provide 0.559 Å x-rays (Kα1 emission line).
However, these lab source x-ray tubes are not able to generate high energy x-rays, i.e., short
wavelength, which are crucial for obtaining high-Q signal for PDF experiments. Mo or Ag
sources could give a Qmax in the range of 10-15 Å
−1, but still not favorable.
Things started to change when synchrotron radiation was discovered [281]. A synchrotron
light source is an extremely powerful source of x-rays. It accelerates electrons to almost the
speed of light in a cyclic storage ring. When the electrons are deflected through magnetic
fields, the electromagnetic radiation at extremely high energies (GeV) is emitted along the
tangent direction of the orbit.
In 1947 the first observation of synchrotron radiation was recorded when the radiation
was emitted by electrons as they moved circularly in the magnetic field of the chamber of
a particle accelerator [282]. The radiation was called synchrotron radiation since it was
observed for the first time in a synchrotron [283]. Though the physics behind it was already
recognized by physicists 50 years earlier when Lienard [284] and Heaviside [285] extended the
Larmor formula for a nonrelativistic electron, pointing out that an electric charge moving
in a circular path should radiate energy [286]. The theory was extended subsequently by
Schott for calculating the amount and the angular distribution of radiation from relativistic
electrons [287].
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In the 1950s and 1960s, particle accelerators originally designed for studying nuclear
physics were modified to allow scientific studies with synchrotron radiation, such as the
DESY ((Deutsches Elektronen Synchrotron or German Electron Synchrotron) in Germany.
However, for nuclear physics, the storage ring is built for controlling how the accelerated par-
ticles will collide, not designed exclusively for the production of synchrotron light. This type
of parasitic operation was marked as the first generation of synchrotron light sources [283;
281]. Over the decades of technology development, the synchrotron light source has been
improved into the forth generation, in the energy level of GeV [288]. Brighter and more sta-
ble x-ray beams are available nowadays with impressive progress in the accelerator physics,
electronics, and computing, which benefits the field of research in biology, medical research,
material science, and many others [289].
As mentioned earlier, it is crucial to obtain the high-Q scattering information to achieve
high real-space resolution PDF data. The high energy synchrotron radiation has significantly
smaller wavelength than the lab source x-rays. With the help of high brightness and high flux
from synchrotron radiation, people are able to collect high signal-to-noise total scattering
diffraction pattern up to high-Q region for PDF experiments and shorten the PDF data
acquisition time.
2.4.2 History of neutron source
The neuron was first discovered by James Chadwick in 1932 [290] and the first neutron
diffraction experiment was tried in 1936 [291; 292]. However, these early-stage diffraction
experiments were aimed for demonstrating the wave-particle duality property of the neu-
tron, other than applying the neutron diffraction to study the structure of materials. Enrico
Fermi had been studied the neutron systemically since 1934, and he found that if there are
hydrogenous materials around the neutron source, the radioactivity produced by neutrons
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would be greatly enhanced. This process is known as neutron thermalization that neutrons
were being moderated, which means slowed down in the moderating substance until neu-
trons are in approximate thermal equilibrium with the atoms making up the moderator via
colliding with protons, which are generally abundant in hydrogenous materials, such that the
neutrons can be more susceptible than fast ones to propagate a nuclear chain reaction [293].
Neutron moderator materials usually have low neutron absorption, high neutron scatter-
ing cross section, and low mass such that neutrons can be greatly slowed down after being
scattered but not be consumed much. The commonly used neutron moderator materials
nowadays are light water (H2O), heavy water (D2O) which has smaller neutron absorption
than H2O but costly, and graphite (C). He also started the term “thermal neutrons” since the
energy falls in the order of kBT thermal energy (kB is the Boltzmann constant), referring to
the neutrons after being modulated, with wavelengths comparable with interatomic spacing
that are applicable for diffraction experiments [294]. However, the low flux of the neutron
source prevented people from further investigating its application for diffraction experiment
in the 1930s.
The subsequent development of neutron experiments was closely related with the Man-
hattan Project, which was aimed to develop atomic weapons during the World War II, and
it enables the dramatic increase in neutron flux realized with the nuclear chain reacting
piles [295]. The early experiments for this project was started at the Pupin Physics Labo-
ratory at Columbia University in 1939, for the fission of uranium by the bombardment of
neutrons [296] The first nuclear reactor, CP-1 (Chicago Pile 1) started being built up in
November 1942, under the supervision of Fermi, who moved his Columbia University group
to the Metallurgical Laboratory at the University of Chicago in April 1942. CP-1 was a
key milestone in the Manhattan Project and it was also marked as an important step for
developing neutron scattering. The high-purity graphite (later heavy water) was used for
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the moderation of neutrons, so as to sustain the nuclear chain reaction, and meanwhile it
produces sufficient numbers of thermal neutrons needed for performing the diffraction exper-
iments on materials. The Fermi-type choppers were used for selecting monoenergetic beams
of neutrons in the CP-1, CP-2, CP-3, and X-10 piles built subsequently.
These neutron sources were exploited for studying the interactions of neutrons with
matter even during the Manhattan Project war time. Wollan and Borst installed a neutron
diffraction instrument in the X-10 pile at Oak Ridge National Laboratory (ORNL) in 1944.
They succeeded in collecting the first neutron diffraction patterns on materials, a gypsum
crystal and a sodium chloride crystal in 1944 [297]. Meanwhile, Zinn and Sturm reported the
Bragg reflection of thermal neutrons by a single crystal [298] in the CP-3 reactor at Argonne
National Laboratory in 1944.
More scientific papers were released to the public after the World War II. For instance,
Goldberger and Seitz also provided the theory of Laue-Bragg scattering of neutrons by
single crystals, analog of x-ray diffraction [299]. Fermi and Marshall investigated the phase
of neutron scattering and systematically measured the values and signs of neutron scattering
lengths for a series of elements [300].
The first neutron powder diffraction patterns of polycrystalline samples, such as NaCl
and LiF powders, were collected by Wollan and Shull, who joined Wollan’s group at Oak
Ridge in 1946 [301]. Their pioneering contributions to the neutron diffraction technique were
recognized in 1994, when the Nobel Prize in Physics was awarded to Shull, but unfortunately
his colleague Wollan died in 1984, who should have shared the honor together [302].
These reactor source generated neutrons are hardly capable of generating neutrons with
short wavelength, which is the key for high-Qmax PDF experiments. In addition, the fairly
low neutron flux from the fission process and moderator is also a barrier for collecting PDF
data. Although for some reactor sources, they could produce reasonably high-Qmax PDFs,
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especially the diffractometers that using a hot moderator, such as D4 beamline [303] at the
Institut Laue-Langevin (ILL) in Grenoble, France. It has a standard wavelength of 0.5 Å and
detector banks covering a range from 2 to 140◦ that yields PDFs with about Qmax = 23.6 Å
−1.
But overall, reactor neutron sources are not favored by PDF experiments.
By analogy with the synchrotron in x-ray source history, a completely new type of neutron
source became available in the late 1980s, i.e., the spallation neutron source. In contrast
to the previously available reactor neutrons, the intense pulsed bunches of neutrons are
generated by accelerating protons to high energy and get directed onto heavy-metal targets,
such as mercury, where spallation occurs. The spalled neutrons are then slowed in the
moderator, but not fully slowed down to the thermal equilibrium as in the reactor source.
Instead, spallation neutrons are under-moderated and significant quantities of higher energy
neutrons are still in the source spectrum. As a result, we can have both short and long
wavelength neutrons in the same neutron pulse. These under-moderated epithermal neutrons
are exactly what we need for collecting the high-Qmax diffraction signal [257].
So spallation neutron source facilitates the PDF technique, and for some certain beam-
lines, the real-space resolution could be extremely high thatQmax can reach almost 50 Å
−1 [304].
2.4.3 Neutron vs. x-ray
Neutrons and x-rays have many different properties from each other. Their selected
intrinsic properties are listed in the Table 2.1. For instance, neutron has 1/2 spin thus it
is an effective probe to measure the magnetic signals of materials. But neutron has no net
charge, this means that neutron is not an elementary particle, which is made up of quarks,
whereas x-rays are intrinsically elementary.
First and foremost, the biggest difference between them regarding the applications in
diffraction experiments, which is also the key motivation of the joint neutron and x-ray
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Table 2.1: Selected properties of x-ray and neutron.
Type Principal scatter Mass Charge Spin Lifetime Composition
X-ray Electron 0 0 0 ∞ -
Neutron Nucleus 1.67× 10−27 kg 0 1/2 ~ 881.5 s Quarks
PDF method, is that the nature of the interaction of x-rays and neutrons with matters are
significantly different [305]. Briefly speaking, x-rays and neutrons have different principal
scatters during the diffraction experiment, that x-rays mostly interact with the electrons of
atoms whereas neutrons interact with nucleus only.
X-rays, or in another word, electromagnetic waves, interact with charged matters via the
electromagnetic force, such that interacting with both the positive charged atomic nuclei
and the surrounding negative charged electron cloud. The atomic nuclei and electrons start
oscillating and emit electromagnetic radiations to the outside, which is the scattered waves
detected in a diffraction experiment. However, since the mass of x-ray is significantly smaller
than that of nucleus, even when comparing with lightest element, hydrogen atom (one pro-
ton), after scattered by x-rays, the electromagnetic radiation emitted from the nuclei would
be much weaker than that from the electron cloud surrounding the atoms. Thus, considering
only the interaction between x-rays and electrons of materials under study is a sufficient ap-
proximation. As a result, the scattering of x-rays by atoms take place almost entirely from
the electron cloud surrounding the atomic nuclei, such that the scattering ability for x-rays
increases with the number of electrons of the atom type, which is often treated as the atomic
number Z.
Neutrons interact with the atomic nuclei of matters via the nuclear force, and the in-
teraction varies for different isotopes (the same number of protons, but different number of
neutrons in the atomic nuclei) of an element. Neutron is neutral but consists of charged
quarks, and Fermi and Marshall proposed that neutron can be treated as a spherical model
51
CHAPTER 2. THE NEUTRON AND X-RAY PAIR DISTRIBUTION FUNCTION
(PDF) TECHNIQUE
Figure 2.1: The coherent scattering lengths for x-rays (ref , where re is the radius of electron)
and thermal neutron (b) as a function of atomic number. Note that the Q-dependence
relationship is for the x-ray atomic factor, not for neutrons.
with positive core and negative skin [306], thus the interaction with matters is rather com-
plicated. The Fermi pseudopotential can be used to simplify the scattering of a free neutron
by a nucleus. For instance, the appropriate scattering potential for the i-th nucleus, located




biδ(~r − ~ri), (2.35)
where mn is the neutron mass and bi is the coherent neutron scattering length of the i-th
nucleus.
Overall, x-ray interacts strongly with heavy elements, but weakly with light elements (low
atomic number), such as hydrogen, carbon, and oxygen. On the contrary, these elements
can be easily detected by neutrons. This is illustrated in Fig. 2.1, adapted from [307;
308]. This is also the essential reason why the joint neutron and x-ray pair distribution
function (NXPDF) technique is important for studying the materials that will be introduced
in this thesis work.
Second, x-rays and neutrons have completely different scattering form factors. The scat-
tering length, b for neutrons, and atomic form factor, f for x-rays conventionally, is used
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to quantitatively describe the strength of the interaction of the scatterer with individual
atom type. The x-ray scattering lengths (or atomic form factors) decrease at larger angles,
usually with respect to sin(θ)/λ or the scattering vector Q. This is because the electrons
are distributed over the atomic volume, which is in the order of 1 Å, and this is within the
similar magnitude as the x-ray wavelength, resulting in an enhanced interference effects in
the scattering [305]. The reduction relationship is described by the x-ray form factor. As
discussed in the Section 2.3, people usually use the atomic form factor where Q is close to 0
to simplify the Q-dependent behavior, which is known as the Warren-Krutter-Morningstar
approximation as introduced earlier [240].
Contrary to x-ray, neutron scattering is found to be isotropic. This is because neutron
scattering is caused by the interaction with the atomic nuclei, and the scattering is isotropic
for such cases because the neutron wavelength, around 1 Å, is significantly larger than the
range of interaction, i.e., the size of the nuclei, which is in the order of 10−5 Å [305]. This is
equivalent to the fact that no orbital momentum is involved in the neutron scattering process
(l = 0). This can also be explained in Eq. 2.5 straightforwardly, that when the scatterer
ρ(~ri) has narrow distribution in real space r, which is the case for nuclei, the form factor
fi( ~Q) would be quite broad in Q, and can be treated as constant. So the scattering length
of neutron does not vary with scattering angle, i.e., Q-independent.
As a side note, high real-space resolution PDF experiments were originally performed by
neutrons in the history, since high-Q signal does not decay in neutron scattering. People
initially thought x-rays were not feasible for PDF because of the high-Q decaying origi-
nated from the Q-dependent atomic form factor issue. However, luckily, with the advent
of high-energy synchrotron sources that produce high energy x-rays, it has been established
that high-quality PDF could be obtained because of the high flux counting rate. Further-
more, obtaining PDFs from x-rays has become straightforward and much more accessible
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nowadays [85].
For x-ray, the phase difference between scattered and incident wave is typically λ/2 (180◦),
because x-ray energies are larger than most electronic resonance energies, but neutrons can
be scattered in 0◦ or 180◦ which results in a negative or positive scattering length, respec-
tively. The probability of having positive scattering length is much higher than negative
one in nature, especially for heavy elements [300]. Some commonly studied elements with
negative neutron scattering length include H, Li, Ti, and Mn, though their isotopes may
be positive [309]. Conclusively, a negative scattering length of a nucleus indicates that its
Fermi pseudopotential is attractive when neutron approaches the nucleus, whereas a positive
scattering length means repulsive pseudopotential [300].
Last but not least, extra cares are needed for neutron PDF experiments if samples con-
tain hydrogen. The hydrogen atoms (1H) would largely raise the complexity for neutron
diffraction data processing due to its strong inelastic incoherent neutron scattering. The
strong inelastic neutron scattering is because hydrogen is the lightest atom species and re-
coils when the neutron interacts with it. An intuitive explanation for the large incoherent
neutron scattering length of hydrogen (25.274 fm) [309] is as follows [310]. When scattering
from a single element, the difference in the scattering lengths arises from the different total
spin states of the nucleus-neutron system. 1H has only one proton in the nucleus, with a
nuclear spin of 1/2. Thus the system can be either singlet (S− = 0) or triplet (S+ = 1) state
with the multiplicities of 1 and 3, respectively. These two spin states would have opposite
signs of neutron scattering lengths. So the coherent scattering length bc = 〈b〉 for 1H is small
and negative, calculated by the weighted average for the two states with their multiplicities.
However, the neutron incoherent scattering length is the root mean squared deviation of
54





〈b2〉 − 〈b〉2. (2.36)
For 1H, the 〈b2〉 term is positive and large, and the 〈b〉2 term is quite small since 〈b〉 is already
a small quantity. So the resulting incoherent neutron scattering length for 1H is very large.
Part of the intensity of inelastic incoherent scattering is proportional to the space and
time Fourier transforms of the self-correlation function, which represents the probability of
finding a scatterer particle at position r at a time t when the same particle was at r = 0
and t = 0. The inelastic incoherent scattering signal can dominate the measured scattering
intensity in systems where the incoherent scattering cross section is much larger than the
coherent scattering cross section, and where energy exchange between the neutron and atom
is significant, since large amounts of energy can be exchanged in the scattering process for
light atom nuclei. Thus for hydrogen-containing materials, such as water, the measured neu-
tron PDF diffraction pattern would contain the extremely large inelastic incoherent neutron
scattering signal, which is very challenging to be removed in the data processing, and must
be empirically subtracted from the experimental data when present [311].
Some attempts were made for the hydrogen correction. People tried subtracting the
entire background by fitting with a polynomial function and spline interpolation and then
adding back the baseline expected in the absence of nuclear incoherent scattering [311], as
implemented in PDFgetN program [312]. This method assumes that inelastic incoherent
scattering contributions are low-frequency oscillations in Q space, which only affect distances
shorter than the smallest interatomic distance of the experimental PDF [313]. Furthermore,
instead of polynomial fit, people tried to use the data itself to subtract the steep background,
for example, a top-hat function can be convoluted with the reciprocal-space data to obtain
the inelastic incoherent background [314], which is available in Gudrun program and has
been shown to be effective for liquids and glasses [315]. Because the top-hat function can
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broaden all the structural features, and what left after the convolution would be solely the
steep background. A Fourier filter is usually applied for correcting large inconsistency of the
data, such as removing unrealistic low-r PDF peaks that are not from structure itself but
come from incorrect data processing, as implemented as a tool available in some programs
such as RMCProfile [316] and Gudrun [315]. So the Fourier filter could be tried to manually
subtract the low-r PDF up to the smallest interatomic distance from the structure model
so as to remove the steep background in reciprocal space. A Bayesian statistical approach
was also tested for easing the hydrogen correction [317]. However, no standard approach has
been established as the best method for hydrogen correction so far.
Besides, substituting hydrogen isotopes to the samples can avoid the hydrogen problem in
many cases. Once the hydrogen-containing samples are deuterated, i.e., replacing 1H by its
isotope deuterium 2H, the incoherent scattering signal would be significantly reduced. 2H has
one proton and one neutron in the nucleus, with a nuclear spin of 1, S+ = 3/2 and S− = 1/2
having both positive neutron scattering length. So the difference between 〈b2〉 and 〈b〉2 is not
very large. As a result, the incoherent neutron scattering length of deuterium would be not
that significant (4.04 fm) comparing with 1H (25.274 fm) [309]. Though deuterated samples
are usually much more expensive, meanwhile changing the chemical synthesis protocol into
a deuterated process may arise the complexity of preparing samples as well.
2.4.4 Joint neutron and x-ray
Considering the complementary structure information obtained from neutron and x-ray
scattering because of their different scattering ability to atom species, the combination of
both methods can help comprehensively understand the structures and properties of some
materials.
A famous example in the history using the combined technique is the YBa2Cu3O7−x
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system, one of the most famous high Tc superconductor. Its crystal structure was first
investigated at great scale by many groups all over the world within a few months of its
discovery [318]. Almost all of the structural studies on this material used neutron pow-
der diffraction data at that time. Unfortunately, Y and Cu atoms have almost identical
neutron scattering length, which resulted in the undetermined sublattices of these two atom
species [319]. Though the x-ray atomic form factor for these two atoms are quite distinguish-
able (Z = 39 for Y and Z = 29 for Cu), x-ray cannot accurately determine the oxygen atomic
positions. So NX co-refinement is an ideal tool to solve this problem. The conventional pow-
der diffraction Rietveld refinement of this structure consisted of fitting four neutron TOF
patterns and two x-ray powder patterns simultaneously, using about 120 adjustable param-
eters fit to totally around 25000 data points, and this study conclusively demonstrated the
absence of any cation disorder [320].
So appropriate combination of neutron and x-ray powder diffraction data sets can solve
the structural problem that is hard to be understood alone. It has been applied extensively
in many studies including both conventional diffraction [321; 322; 323; 324; 325] and PDF
analysis [326; 327; 328; 329; 330; 331; 332; 333]
2.5 PDF experimental methods
The real-space resolution, π/Qmax, needs to be high enough for PDF experiments. To
reach high Qmax, a short wavelength λ is necessary, as shown in the definition of Q (Eq. 2.3).
Though other conditions are also required for PDF experiments, such as high flux for getting
a high counting rate for signals from the noisy high-Q range. So as mentioned earlier, PDF
experiments are usually carried out at a synchrotron x-ray source or a spallation time-of-flight
neutron source.
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Figure 2.2: The x-ray pair distribution function experimental setup.
2.5.1 PDF experiments at synchrotron x-ray sources
The x-ray PDF experiments for this thesis were performed at the XPD and PDF beam-
lines of the National Synchrotron Light Source II (NSLS-II) in Brookhaven National Labo-
ratory, which is one of the newest and most advanced synchrotron facilitates in the world.
Its PDF experimental setup is quite similar to a conventional fixed-wavelength x-ray
powder diffraction experiment with a 2D detector, as shown in Fig. 2.2. The finite-size
detector is moved close to the sample such that more high-Q signal can be collected, though
as a trade-off, the Q-space resolution is worse [334]. The powdered samples are usually
loaded in polyimide capillaries which are weakly scattered by x-rays.
2.5.2 PDF experiments at spallation neutron sources with time-
of-flight technique
The neutron PDF experiments for this thesis were carried out at the NOMAD beamline
of the Spallation Neutron Source (SNS) in Oak Ridge National Laboratory, which provides
the most intense pulsed neutron beams in the world so far, operating at power levels up
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to 1.4 megawatts. The neutron wavelength at the NOMAD can be as small as 0.1 Å, thus
achieving Qmax to be 30-50 Å
−1 [335].
The epithermal neutron pulse from the spallation process has a spectrum of various
velocities or de Broglie wavelengths, which have different time of flight to arrive at the
beamline detector. Among them, we can find the short wavelength, 0.1-0.2 Å, which is ideal
for PDF. The time-of-flight (TOF) technique means when the distance from the neutron
source to the detector is known, the velocity of the neutron can be calculated by counting the
time spent to arrive at the detector, then the determined velocity can be used to calculate
the de Broglie wavelength of incident neutron beam. The powdered samples are usually
loaded in the container made up of low coherent neutron scattering length elements, such as
vanadium.
2.6 PDF data analysis
2.6.1 Data processing
After PDF experiments, the measured raw scattering data are converted to PDFs through
data processing. For x-rays, at the XPD and PDF beamlines, the 2D image is first az-
imuthally integrated into 1D powder diffraction pattern using the Fit2D [336] or pyFAI
program [337]. Standardized corrections and normalizations were applied to the data to ob-
tain the total scattering structure function, S(Q), which was Fourier transformed to obtain
the PDF using PDFgetX3 [338] within xPDFsuite [339]. These PDF data processing
steps are shown in Fig 2.3, from (a) a raw 2D image to (b) the azimuthally integrated into
1D powder diffraction pattern and get processed into F (Q), and finally to (c) the PDF G(r).
For neutrons, at the NOMAD beamline, there are totally six banks of detectors to collect
scattering signal. The data reduction is done with custom-built software available at the
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beamline, but the basic principles are the same with other neutron PDF data reduction
programs, such as PDFgetN [312], Gudrun [340], and Mantid [341].
In many circumstances, the PDF can be analyzed directly without any structural model-
ing, which may provide plenty of useful structural information. For instance, when studying
the temperature-induced phase transition of the sample, one can compare the PDF collected
at low and high temperature together for investigating how the local structure changes versus
temperature.
2.6.2 Structural modeling
Once obtained the PDF data, we can then perform PDF modeling analysis to extract
the structural information from the PDF. A number of PDF structure modeling programs
are available for crystalline or nanocrystalline inorganic materials [342]. Small box model-
ing programs use a small number of crystallographic parameters with a periodic structure
model [79]. Three widely used examples are PDFgui [343], TOPAS [344], and DiffPy-
CMI [345], among others [346; 347; 348]. Big box modeling programs, which move large
numbers of atoms to minimize the difference between the observed and calculated PDFs,
usually implement the reverse Monte Carlo (RMC) method [349; 350], such as RMCPro-
file [316], DISCUS [351; 352], and FullRMC [353]. Other modeling programs use a hybrid
approach where a large number of atoms are in the box, but the program refines only a small
number of parameters, such as EPSR [354].
There are two ways to compute the PDF [79; 85], one is calculating in the real space
(Eq. 2.12), and the other one is in the reciprocal space (Eq. 2.13).
In the real space, the pair density function, ρ(r), is calculated from a crystallographic
model with periodic boundary conditions [355; 347; 343], or from a box of atoms that is
much larger than the r range of interest [350; 316]. The average number density ρ0 can be
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Figure 2.3: (a) The x-ray 2D diffraction image, using the barium titanate nanoparticle
powder as an example data. (b) The azimuthally integrated 1D powder diffraction pattern
I(Q), the total scattering structure function S(Q), and the reduced total scattering structure
function F (Q). (c) The corresponding PDF G(r), obtained by Fourier transforming F (Q).
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calculated from the crystallographic model or the box of atoms in a straightforward way.
A few phase related parameters are refined in the modeling as follows. The Debye-Waller
effects [258] accounting for atomic thermal motion can be applied by replacing the delta
functions in Eq. 2.30 with Gaussian functions whose widths are given by widths of the
atomic displacement factors (ADPs) of atoms. If the nearby atomic motion is correlated,
the PDF peak would be sharper, which is described by a δ parameter that accounts for
the correlated atomic motions [356]. The Qmax termination effects in the Fourier transform
can be included by a sinc function, since the Fourier transform of a Heaviside step (cutoff)
function is a sinc function. For nanomaterials, the effects from the finite crystallite size can
be approximated by attenuated bulk crystals, which is approximated as γ0(r)ρbulk(r) [271].
This approach is implemented in the PDFgui modeling program [343], using a spherical
particle diameter (SPD) parameter, in units of Å.
Alternatively, in the reciprocal-space method, the Debye equation (Eq. 2.22) [265] is used
to directly calculate the scattering intensity for any given atomic arrangements, and then get
Fourier transformed to obtain the PDF. In this way, no periodic boundary condition is needed
but with the cost of computational complexity since the Debye equation iterates over all the
atom pairs in the system. It can be very slow compared to direct real-space calculation
for large systems. It is generally applied for smaller systems such as molecules or small
clusters [357]. Some attempts were made for the algorithm that the Debye equation for large
systems can be accelerated under certain conditions [358], though in these circumstances
the real-space calculation method is still preferred. Similar as in the real-space method,
to account for thermal and zero-point motion in the reciprocal-space calculation, the delta
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where σ2ij describes the correlated broadening factor for the atom pair [347; 356]. The
termination effects of the finite Q range are already included when we Fourier transform
F (Q) to G(r). Note that the Qmin term needs extra care here, because of its effects on the
small-angle scattering, which is not included in the definition of G(r), and is not measured,
but is included when Fourier transforming the F (Q) calculated from Debye equation unless
manually excluded in purpose [343].
The PDF instrument resolution parameters, Qdamp and Qbroad, which are the parameters
that correct the PDF envelope function for the instrument resolution [347; 343], are prefer-
ably obtained by measuring a standard calibration material in the same experimental setup
geometry as the measured sample, and are fixed in the subsequent structure refinements of
the measured sample’s PDF.
After calculating the initial PDF from a given model, no matter in which method, it will
be compared to the experimental PDF. The PDF refinement procedure is for better matching
the calculated PDF onto the experimental PDF. In PDFgui, the least-squares method is
deployed to vary the adjustable parameters of structural model to achieve the best agreement
between the calculated and measured PDFs. The minimization step is characterized by a







where Gobs and Gcalc are the observed and calculated PDFs, respectively, and P is the set of
parameters refined in the model. The lower Rw, the better PDF fit is.
2.7 Candidate structure searching
The PDF modeling is performed by adjusting the parameters of the structure model,
such as the lattice parameters, atomic positions, and atomic displacement parameters, to
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maximize the agreement between the calculated PDF from the structure model and the ex-
perimental PDF. Though powerful for understanding structure of complex materials, one of
the biggest challenge in PDF modeling and structure refinement is that a satisfactory plau-
sible initial model is required to achieve a successful result. Model selection traditionally
requires significant chemical knowledge and experience, but can be quite challenging when
unknown impurities or reaction products are present in the sample. To address the problem
of phase identification, automated search-match algorithms for identifying phases in powder
diffraction patterns have been developed and are widely used [359; 360; 361]. There are also
programs for helping find candidate structures from structural databases [362; 363; 364; 365;
366]. These search-match programs only work for reciprocal space diffraction patterns, and
in general do not allow for automated refinement of structures. Some attempts have been
made to couple Rietveld refinement programs to structural databases such as Full Profile
Search Match [367; 368], though this is limited to refining structures from the COD database.
Alternatively, programs that use scripting such as TOPAS [344] have been used to automat-
ically refine large numbers of candidate structures generated by symmetry-mode analysis
from a given high-symmetry starting structure [369]. Furthermore, a structure screening
approach where large numbers of algorithmically generated small metal nanoparticle models
were compared to PDF data was recently demonstrated [357]. This approach, called cluster-
mining, was successful at obtaining significantly improved fits over standard approaches to
nanoparticle PDF data from simple models with a small number of refinable parameters. It
also returned multiple plausible and well performing structures rather than just one best-fit
structure, allowing the user to choose a model based on more information than just the PDF
data.
To address the problem of searching for candidate structures for x-ray and neutron PDF,
I developed the structure-mining method [370] that works for NXPDF, which would be
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described in detail in Chapter 3. It combines the approaches mentioned earlier (database
searching, auto-refinement, and screening of large numbers of structures) to the modeling of





Advanced new materials are required to facilitate the development of science and tech-
nology [25]. However, the discovery of new materials needs a lot of labor and time. The
idea behind materials genomics [371] is to develop collaborations between materials sci-
entists, computer scientists, and applied mathematicians to accelerate the development of
new materials through the use of advanced computation such as artificial intelligence (AI),
for example, by predicting undiscovered materials with interesting properties [372; 373;
374].
The study of material structure plays a key role in the development of novel materials.
Structure solution of well-ordered crystals is largely a solved problem, but for real materials,
which may be defective or nanostructured, being studied under real conditions, for example in
high-throughput in situ and operando diffraction experiments such as in situ synthesis [229;
230; 231; 232; 233; 234; 235; 236], determining structure can be a major challenge that could
itself benefit from a genomics style approach. Here we explore a data-mining methodology for
66
CHAPTER 3. STRUCTURE-MINING
the determination of inorganic material structures. The approach can rapidly screen large
numbers of structures in a manner that is well matched to the kinds of high-throughput
experiments being envisaged in the materials genomics arena.
A number of structural databases are available for inorganic materials containing struc-
tures solved from experimental data such as the Inorganic Crystal Structure Database
(ICSD) [375; 376], the American Mineralogist Crystal Structure Database (AMCSD) [377],
the Crystal Structure Database for Minerals (MINCRYST) [378], and the Crystallography
Open Database (COD) [379]. More recently, databases of theoretically predicted structures
have begun to become available, such as the Materials Project Database (MPD) [372], the
Automatic Flow Library (AFLOWLIB) [380], and the Open Quantum Materials Database
(OQMD) [381; 382]. Structural databases such as the International Centre for Diffraction
Data [383], have for some time been used for phase identification purposes. In phase identifi-
cation studies no model fitting is carried out, but phases are identified in a powder diffraction
pattern by matching sets of the strongest Bragg peaks from the database structures to peaks
in the measured diffractogram [359; 360; 361]. Our goal is not just phase identification, but
to speed up the process of finding structural candidates to unknown atomic pair distribution
function (PDF) signals.
As described earlier in the thesis, PDF analysis of x-ray and neutron powder diffraction
datasets has been demonstrated to be an excellent tool for studying structures of many
advanced materials, especially nanostructured materials [88; 216; 89; 90; 218; 219; 91], but
also bulk crystalline materials [86; 87; 220; 221].
The experimental PDFs can be analyzed through modeling. As introduced earlier, the
PDF modeling is performed by adjusting the parameters of the structure model, such as
the lattice parameters, atomic positions, and atomic displacement parameters, to maximize
the agreement between the calculated PDF from the structure model and the experimental
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PDF. The PDF modeling and structure refinement, no matter using small box [79; 343] or
big box modeling [349; 350] methods, are difficult and present a steep learning curve for new
users. There are two major challenges. The first is that PDF structure refinement requires
a satisfactory plausible starting model to achieve a successful result. The second is that
the refinement process is a non-linear regression that is highly non-convex and generally
requires significant user inputs to guide it to the best fit whilst avoiding overfitting. A more
automated refinement program such as we propose here needs to address both issues.
Here we describe an approach we call structure-mining, to automate and manage struc-
ture model selection and PDF refinement. To make the whole procedure as high-throughput
and automatic as possible, the required user inputs are kept to a minimum: simply the
experimental PDF data and the searching criterion used to filter which structures to fetch
from the databases. When finished, the best-fit candidate structures from the data mine are
returned to the experimenter for further detailed investigations. Structure-mining currently
supports both x-ray and neutron PDF datasets. This software enables high-throughput
auto-refinement that may be used right after the PDF is obtained at a synchrotron x-ray or
neutron beamline, unlike more traditional human intensive approaches that typically take
a large amount of time and effort after the experiment is over. It is designed to solve the
problem of searching for candidate structures for NXPDF.
3.2 Approach
Structure-mining first obtains a large number of candidate structures from open struc-
tural databases. It then computes the PDFs of these structures and carries out struc-
ture refinements to obtain the best agreement between calculated PDFs and the measured
PDF under study. The initial implementation uses two commonly utilized open structural
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databases: the Materials Project Database (MPD) [372] and the Crystallography Open
Database (COD) [379]. The structures are fetched directly from the databases using the
RESTful API [384; 385]. There are many rules that could be used for selecting candidate
structures to try. In this initial implementation of structure-mining, we are using the follow-
ing heuristics for filtering which structure models to fetch: (1) all the structures that have
the same stoichiometry as prescribed by the experimenter, (2) all the structures containing
a prescribed list of elements, (3) all the structures containing the prescribed list of elements
plus a number of additional elements specified by a wild-card symbol, (4) all the structures
containing a subset of the prescribed elements plus other elements if a wild-card symbol is
specified. These heuristics go from more restrictive to less restrictive and may be selected
as desired. The results on representative datasets are presented below.
After fetching the structures, structure-mining builds a list of candidate structures and
loads their cif files from the database into the DiffPy-CMI [345] PDF structure refinement
program. DiffPy-CMI works by first building a fit recipe which is the set of information
needed to run a model refinement to PDF data, and then executing it. The PDF fit recipe for
each structure is generated automatically. By default, the fits are carried out over the range
of 1.5 < r < 20 Å on the Nyquist-Shannon sampling grid [386], however, a different fit range
may be specified by the user. The following phase related parameters are initialized and re-
fined: a single scale factor uses initial value 1.0; lattice parameters are constrained according
to the crystal systems using the initial lattice parameter values of the structures; isotropic
atomic displacement parameter (ADP), Uiso, for each element atom of the structure is ap-
plied with initial value 0.005 Å2; spherical particle diameter (SPD) parameter can be used
if the PDF data are from nano-sized objects, by having the experimenter specify an initial
value (in the unit of Å). The instrument resolution parameters, Qdamp and Qbroad, which are
the parameters that correct the PDF envelope function for the instrument resolution [347;
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343], are preferably obtained by measuring a standard calibration material in the same
experimental setup geometry as the measured sample, and are fixed in the subsequent struc-
ture refinements of the measured sample PDF. They are applied according to the following
strategy. If the experimenter specifies Qdamp and Qbroad values, the experimenter’s values
are used and they are fixed during the structure refinement. If they are not specified by
the experimenter, the program will make a best-effort attempt to allocate meaningful val-
ues. This is done currently by storing a table of reasonable values by instruments. So far,
we have established reasonable values for the XPD x-ray instrument and the NOMAD and
NPDF neutron instruments. If the program cannot find reasonable values in its lookup
table for a specified instrument, or if no instrument can be determined, standard global
default values are selected. These are Qdamp = 0.04 Å
−1 for rapid acquisition x-ray PDF
(RAPDF) experiments [334] and 0.02 Å−1 for time-of-flight (TOF) neutron PDFs. Similarly,
Qbroad = 0.01 Å
−1 and 0.02 Å−1 are the global defaults for RAPDF x-ray and TOF neutron
measurements, respectively. In all the cases where the user does not specify values for Qdamp
and Qbroad, these parameters are allowed to vary in the refinement process.
Different regression algorithms may be used to perform the structure refinement min-
imizing the fit residual, with the goodness-of-fit Rw, given by Eq. 2.38, The lower Rw,
the better PDF fit is. Initially we use the widely applied damped least-squares method
(Levenberg-Marquardt algorithm) [387; 388], which is deployed in the Python program-
ming package Scipy [389], to vary the adjustable parameters to achieve the best agree-
ment between the calculated and measured PDFs, since none of the algorithms for nonlin-
ear least-squares problems has been proved to be superior to this standard solution [390;
391], such as Gauss-Newton method [392], modified Marquardt method [393], and conjugate
direction method [394]. However, DiffPy-CMI supports the use of different minimizers
and the implementation with different optimizers will be tested in the future. During the
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structure refinement different types of parameters have quite different characteristic behav-
iors. A systematic parameter turn-on sequence is important to achieve convergence because
turning on unstable parameters too early can result in divergent fits or getting trapped at
local false minima. To make the structure-mining highly automatic without any human in-
tervention during the whole procedure, here we tested an automatic turn-on sequence that
was suggested for conventional full-profile Rietveld refinement [390] as well as considering the
difference between PDF and Rietveld refinement procedures. The current structure-mining
deploys the following parameter turn-on sequence. (1) Scale factor and lattice parameters
are allowed to vary for up to 10 iterations, (2) isotropic ADPs are allowed to vary for up to
100 iterations, (3) if selected, the instrument resolution parameters, Qdamp and Qbroad, are
turned on for up to 100 iterations, and finally (4) if SPD is specified, it will then be turned
on for up to 100 iterations. When the whole procedure is finished, if the refinement cannot
converge, the refinement will stop, record the latest goodness-of-fit parameter Rw value, and
continue with the next structure. If the resulted Rw > 1.0 (unconverged fit), it would be
marked as 1.0.
This process is repeated for every structure fetched from databases. When the program
has looped over all the structures it returns a plot of best-fit goodness-of-fit parameters Rw
of each model. We call this plot the structure-mining map (see a representative plot later in
Fig. 3.1).
The program also returns a detailed formatted table that is suitable for inserting into a
manuscript summarizing the results of the structure-mining process. The experimenter can
also select one or multiple structure model entries to save the corresponding results, figures
of the data and the fit, the calculated and difference PDF data files, the initial and refined
structures in cif format, and the values of initial and refined parameters in a formatted table.
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Table 3.1: The experimental PDF datasets for testing the structure-mining approach with
relevant parameters. Here L is the sample-to-detector distance and Qdamp and Qbroad are
standard fitting parameters for the PDF that come primarily from instrumental resolution
effects. The instrument resolution parameters and L of the CuIr2S4 data are not available.
Composition Scatterer Beamline Qdamp Qbroad Qmax X-ray wavelength L
(Å−1) (Å−1) (Å−1) (Å) (mm)
BaTiO3 [256] x-ray XPD 0.037 0.017 24.0 0.1867 202.8031
Ti4O7 x-ray XPD 0.041 0.009 25.0 0.1866 202.9990
NaFeSi2O6 [395] x-ray XPD 0.035 0.016 22.0 0.18288 204.2825
Ba0.8K0.2(Zn0.85Mn0.15)2As2 [396] neutron NOMAD 0.018 0.019 20.0 - -
CuIr2S4 [215] x-ray XPD - - 25.0 0.183 -
MnO [397] neutron NPDF 0.0198 0.0195 35.0 - -
V2N+VN [398] x-ray XPD 0.0369 0.0131 25.0 0.1847 205.3939
3.3 Testing the methodology
To test the method, we selected PDFs of seven different materials from x-ray and neutron
total scattering data, as listed in Table 3.1.
The sample synthesis information can be found in the corresponding publications [256;
395; 396; 215; 397; 398]. The introduction of x-ray and neutron PDF experiments on these
testing materials are available in the papers as well but summarized as below for convenience.
The total scattering measurements were conducted at one synchrotron x-ray facility, the
XPD beamline (28-ID-2) at the National Synchrotron Light Source II (NSLS-II), Brookhaven
National Laboratory, and two neutron time-of-flight facilities, the NOMAD beamline (BL-
1B) [335] at the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory and
the NPDF beamline [304] at the Manuel Lujan Jr. Neutron Scattering Center at Los Alamos
Neutron Science Center (LANSCE), Los Alamos National Laboratory. All of the datasets
are from previously published work, indicated in the table, except for the Ti4O7, which is
unpublished data.
For the XPD beamline the samples were loaded in 1 mm inner diameter polyimide cap-
illaries mounted perpendicular to the beam and the x-ray datasets were collected at room
72
CHAPTER 3. STRUCTURE-MINING
temperature, except the vanadium nitride sample that was collected at 100 K [398] and the
CuIr2S4 sample at 500 K [215], using the rapid acquisition PDF method (RAPDF) [334].
A large area 2D Perkin Elmer detector was mounted behind the samples. The collected
data frames were summed, corrected for detector and polarization effects, and masked to
remove outlier pixels before being integrated along arcs of constant Q, where Q = 4π sin θ/λ
is the magnitude of the momentum transfer on scattering, to produce 1D powder diffrac-
tion patterns using the Fit2D program [336]. Standardized corrections and normalizations
were applied to the data to obtain the total scattering structure function, S(Q), which was
Fourier transformed to obtain the PDF, using PDFgetX3 [338] within xPDFsuite [339].
The incident x-ray wavelengths and the calibrated sample-to-detector distances are listed in
the Table 3.1.
For the NOMAD and NPDF beamlines, the samples were loaded in vanadium cans. The
Ba0.8K0.2(Zn0.85Mn0.15)2As2 data from the NOMAD beamline were collected at room tem-
perature [396] and the data were reduced and transformed to the PDF using the automated
data reduction scripts at the NOMAD beamline. The MnO data from the NPDF beamline
were collected at 15 K [397] and the data were reduced and transformed to the PDF using
the PDFgetN program [312].
The full experimental details may be found in Refs. [256; 395; 396; 215; 397; 398]. The
maximum range of data used in the Fourier transformation, Qmax, was chosen to give the
best trade-off between statistical noise and real-space resolution. The instrument resolution
parameters, Qdamp and Qbroad, which are relevant parameters for our structure-mining ac-
tivity, were obtained by calibrating the experimental conditions in each case using a well
crystallized standard sample. The values are reproduced in the Table 3.1.
In the following, the brief structure-mining results on a series of materials, including both
x-ray and neutron PDFs, are shown.
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3.4 Results and discussions
We first apply this approach to the measured PDF from barium titanate (BTO) nanopar-
ticles, BaTiO3. BTO is one of the best studied perovskite ferroelectric materials [159;
156]. Because BaTiO3 has the well-known candidate structures, we first use it as a demon-
stration of the structure-mining method.
The structure of this measured BaTiO3 nanoparticle dataset will be carefully studied in
Chapter 5, and more details of the results can be found in the reference [256]. In that work,
it was reported that the structure of this nanoparticle sample was non-centrosymmetric
at room temperature and had one of the ferroelectric forms of the BaTiO3 structures [156],
among one of the distorted structures with space groups Amm2, P4mm, and R3m. All these
structures gave somewhat comparable fit to the data and it was difficult to distinguish which
among them was definitively the correct structure because of the Bragg peak broadening
and the relatively weak x-ray scattering of oxygen sublattice. Nearby centrosymmetric space
groups also performed well based on Rw but could be ruled out by careful consideration of
refined ADPs of Ti ions (we note that in table V of [156] there is a typo where the s.g.
P4mm structure is described as P4/mmm, which is the centrosymmetric parent, but in the
body of the table the Ti ion is shown as displacing off the center of unit cell, breaking
centrosymmetry).
Heuristic-1 is applied, fetching all structures that have the same composition as input
BaTiO3. The structure-mining results from the MPD and COD are shown in Fig. 3.1(a)
and (b), and Table 3.2 and Table 3.3, respectively. The best-fit structures from each data
mine were MPD structure No. 5 [399] and COD structure No. 20 [156] with Rw = 0.144
and 0.143, respectively. The calculated and measured PDFs are shown in Fig. 3.2(a) and
(b), respectively. Unlike the traditional manual PDF structure refinement methodology, the
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Table 3.2: Structure-mining results for the BaTiO3 nanoparticle x-ray data using heuristic-1
from the MPD. Here No. refers to the structure index (Fig. 3.1(a)), which is the order
fetched from the database, and s.g. represents the space group of the structure model. The
initial isotropic atomic displacement parameter (Uiso) of all atoms in each structure is set
to 0.005 Å2 to start the structure refinements. The a, b, and c are the lattice parameters
of the structure model. The subscript i indicates an initial value before refinement and the
subscript r indicates a refined value. DB ID represents the database ID of the structure
model. Qmax = 24.0 Å
−1, Qdamp = 0.037 Å
−1, and Qbroad = 0.017 Å
−1 were set and not
varied in the refinements (see Section 3.2 for details).
No. Rw s.g. Ba Uiso Ti Uiso O Uiso ai ar bi br ci cr DB ID
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å) (Å) (Å)
5 0.144 Amm2 0.0021 0.0070 0.0126 5.81 5.67 5.86 5.76 3.99 3.99 mp-5777
6 0.160 P4mm 0.0027 0.0074 0.0116 4.00 4.00 - - 4.22 4.07 mp-5986
9 0.165 R3m 0.0027 0.0074 0.0123 5.75 5.66 - - 7.11 7.05 mp-5020
10 0.170 P4/mmm 0.0026 0.0105 0.0174 4.03 4.00 - - 4.04 4.07 mp-2998
7 0.530 C2221 0.0047 0.0023 0.0373 5.84 5.69 10.02 9.84 14.14 13.98 mp-558125
1 0.571 P63/mmc 0.0070 0.0041 0.0468 5.79 5.69 - - 14.10 13.97 mp-5933
2 0.956 P4/mmm 0.0172 0.0011 0.0884 4.11 4.16 - - 5.04 4.73 mp-19990
3 0.969 Amm2 0.0003 0.0941 0.0090 5.31 5.26 5.33 5.44 8.88 8.80 mp-1076932
8 0.977 Amm2 0.0075 0.0006 0.0010 6.64 6.76 8.63 8.60 3.75 3.86 mp-644497
0 0.990 Amm2 0.0017 0.0031 0.0000 5.81 6.00 5.85 5.98 5.03 4.84 mp-995191
4 1.000 Pm3m 0.0115 0.0104 0.0003 4.65 4.78 - - - - mp-504715
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Table 3.3: Structure-mining results for the BaTiO3 nanoparticle x-ray data using heuristic-1
from the COD. See the caption of Table 3.2 for an explanation of the entries.
No. Rw s.g. Ba Uiso Ti Uiso O Uiso ai ar bi br ci cr DB ID
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å) (Å) (Å)
20 0.143 Amm2 0.0021 0.0080 0.0181 5.67 5.67 5.69 5.76 3.98 3.99 9014492
21 0.144 Amm2 0.0020 0.0087 0.0178 5.67 5.67 5.69 5.76 3.98 3.99 9014627
22 0.145 Amm2 0.0020 0.0091 0.0175 5.67 5.67 5.69 5.76 3.99 3.99 9014645
26 0.146 Amm2 0.0020 0.0094 0.0168 5.67 5.67 5.68 5.76 3.99 3.99 9014774
30 0.148 Amm2 0.0020 0.0100 0.0179 5.67 5.67 5.69 5.76 3.98 3.99 9016084
33 0.151 Amm2 0.0025 0.0083 0.0070 5.68 5.68 5.69 5.75 3.99 3.99 9016638
2 0.156 P4mm 0.0027 0.0064 0.0116 3.99 4.00 - - 4.04 4.07 1513252
8 0.162 P4mm 0.0026 0.0086 0.0162 4.00 4.00 - - 4.02 4.07 2100858
0 0.162 P4mm 0.0026 0.0086 0.0162 4.00 4.00 - - 4.02 4.07 1507756
31 0.163 R3m 0.0027 0.0076 0.0163 5.65 5.66 - - 6.96 7.05 9016152
29 0.163 Amm2 0.0028 0.0054 0.0029 5.62 5.63 5.64 5.70 4.01 4.06 9015715
28 0.163 R3m 0.0027 0.0077 0.0161 5.65 5.66 - - 6.95 7.05 9015616
27 0.163 R3m 0.0027 0.0079 0.0160 5.65 5.66 - - 6.95 7.05 9015236
25 0.164 R3m 0.0027 0.0082 0.0160 5.66 5.66 - - 6.95 7.05 9014756
17 0.164 R3m 0.0027 0.0083 0.0158 5.66 5.66 - - 6.96 7.05 9014179
24 0.164 R3m 0.0026 0.0084 0.0153 5.65 5.66 - - 6.95 7.05 9014743
16 0.164 R3m 0.0026 0.0085 0.0157 5.66 5.66 - - 6.95 7.05 9014074
18 0.165 R3m 0.0026 0.0087 0.0150 5.65 5.66 - - 6.95 7.05 9014230
32 0.166 R3m 0.0026 0.0091 0.0149 5.65 5.66 - - 6.96 7.05 9016624
3 0.166 P4mm 0.0026 0.0096 0.0151 3.99 4.00 - - 4.03 4.07 1525437
9 0.166 P4mm 0.0026 0.0097 0.0158 4.00 4.00 - - 4.02 4.07 2100859
4 0.168 Pmm2 0.0025 0.0095 0.0151 3.98 3.99 4.01 4.01 4.02 4.07 1540757
23 0.169 P4mm 0.0026 0.0103 0.0163 4.00 4.00 - - 4.02 4.07 9014668
11 0.170 P4/mmm 0.0026 0.0105 0.0174 4.00 4.00 - - 4.02 4.07 2100861
10 0.170 P4/mmm 0.0026 0.0105 0.0174 4.00 4.00 - - 4.02 4.07 2100860
15 0.210 Pm3m 0.0046 0.0132 0.0172 3.97 4.02 - - - - 5910149
1 0.210 Pm3m 0.0046 0.0132 0.0172 4.01 4.02 - - - - 1507757
13 0.210 Pm3m 0.0046 0.0132 0.0172 4.01 4.02 - - - - 2100863
12 0.210 Pm3m 0.0046 0.0132 0.0172 4.01 4.02 - - - - 2100862
5 0.210 Pm3m 0.0046 0.0132 0.0172 4.00 4.02 - - - - 1542140
14 0.210 Pm3m 0.0046 0.0132 0.0172 4.03 4.02 - - - - 4124842
6 0.367 Pm3m 0.0058 0.0126 0.0799 4.08 4.02 - - - - 1542189
7 0.573 P63/mmc 0.0070 0.0041 0.0469 5.72 5.69 - - 13.96 13.97 2009488
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Figure 3.1: Rw values for each of the structures fetched from the databases for the BaTiO3
nanoparticle x-ray data using heuristic-1, filtering for all the structures with composition
BaTiO3 from (a) the MPD (green) and (b) the COD (blue). The Rw parameter represents
the goodness-of-fit for each structure.
structure-mining approach followed by the automated fitting resulted in satisfactory and
reasonable fits without any human intervention. These structures may be investigated in
more detail by traditional manual fitting approaches.
Some structures retrieved from the mine also resulted in very poor fits, as shown in
Fig. 3.2(c) and (d), which are the automatically determined fits of MPD structure No. 4 [372]
and COD structure No. 19 [399], respectively. We expect that this will be due to the fact
that the structure fetched from the database is different from that of our sample, and it is
this automated screening of database structures to find the most plausible candidates that
is the goal of structure-mining. However, we investigate this in more detail below.
From the MPD result, as shown in Table 3.2, it clearly reveals that the top three best-
fit structures are exactly the non-centrosymmetric ferroelectric forms of BaTiO3 structures
with space groups Amm2, P4mm, and R3m. In addition, the closely similar centrosymmetric
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Figure 3.2: PDFs from representative satisfactory and unsatisfactory structures from (a, c)
the MPD and (b, d) the COD. Blue curves are the measured PDF of BaTiO3 nanoparticles.
Red curves are the calculated PDFs after retrieving from the databases using heuristic-1 and




but comparable Rw. The heuristic-1 has therefore found the correct candidate structure
models from the MPD, as well as returning nearby structures for a more detailed manual
comparison.
The COD contained many more candidate structures for this composition (Table 3.3).
Again the structure-mining shows that the best three non-centrosymmetric perovskite models
are found as expected, along with the similar general barium titanate perovskite models (with
slightly worse Rw) with space groups P4/mmm and Pm3m.
The COD result also returned a space group Pmm2 structure (No. 4) [401] with a rea-
sonable fit (Rw = 0.168) which turns out to be a general perovskite structure having two
half filled Ti ions at (0.5,0.5,0.509) and (0.5,0.5,0.491) sites, similar to a doubled unit cell
of the tetragonal barium titanate perovskite model with space group P4mm, albeit with a
small orthorhombic distortion. This illustrates the power of this structure-mining approach
as it does a good job of finding all plausible structures in the database. These can then be
considered and ruled out by researchers based on other criteria.
There is also a hexagonal structure (space group P63/mmc) in the databases for BaTiO3,
and this gives very poor fit to the BaTiO3 nanoparticle data from both MPD (No. 1) [402]
and COD (No. 7) [402], showing that the approach is capable of finding true positive and
true negative results.
The structure-mining gives the COD structure No. 19 (space group: P4mm) [399] a bad
fit because the model is wrong, with Ti ion sitting at 1b (0.5, 0.5, 0.265) and O2 ion sitting
at 2c (0.5, 0, 0.236), which is significantly offset from the correct position such that Ti ion is
at or near the center of the unit cell. We checked the reference for this database entry (COD
ID: 9014273), and it turned out to be correct in the paper but a wrong entry in the database
because the reference reported that Ti ion was at 1b (0.5, 0.5, 0.0.515) and O2 ion was at 2c
(0.5, 0, 0.486) [399]. This indicates that this structure-mining approach may actually help
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to find errors in the database, but at worst will not return incorrect structures as candidate
models.
Interestingly, the mining operation did report one false negative. It missed one of the
plausible perovskite structure models in the MPD database, the cubic model with space
group Pm3m (MPD No. 4) [372], which was correctly found in the COD database. The
reason why this did not give a good refinement was that the starting lattice parameters
taken from the database were much too large (a = 4.65 Å) and the automated refinement
could not converge to the correct minimum (a = 4.02 Å) due to the 55% cell volume mismatch
from the correct one, resulting in a poor fit. Although we refine the lattice parameter during
the process, if the starting value is too far away from the correct one, it is possible that the
refinement program will not be able to find the right solution in the parameter space and
result in a poor fit and a false negative result. In some respect it is a success of the program
because we actually hope that incorrect models in the database will fit the data poorly, and
if the value of the lattice parameter recorded in the database is far from being correct for
the measured sample, in some sense this constitutes a bad model. Similar lattice parameter
situations happen for MPD No. 0 [403], 2 [404], 3 [403], and 8 [405]. The entries in the
MPD that are taken from the ICSD database have gone through an energy relaxation step
using density functional theory (DFT) [406; 407] before the crystal structures are deposited
in the MPD. For some reason, the DFT relaxation took some of the lattice parameters
somewhat far away from the experimental values in the original structure reports [403; 404;
405]. Overall the heuristic-1 approach already returned the correct structures for BaTiO3
nanoparticles. The complete mining operation took 29.3 seconds when searching with the
MPD and 47.8 seconds for the COD search to complete, using a general laptop.
We would like to further test the more loosely filtered heuristic-2 approach on the BaTiO3
nanoparticle data. The structure-mining results from the MPD and COD, fetching all
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Figure 3.3: Rw values for each of the structures fetched from the databases for the BaTiO3
nanoparticle x-ray data using heuristic-2, filtering for all the structures with Ba, Ti, and O
elements from (a) the MPD (green) and (b) the COD (blue).
structures that contain just Ba, Ti, and O elements with any stoichiometry, are shown
in Fig. 3.3(a) and (b), respectively.
Heuristic-2 found all the structures that were found with heuristic-1, as expected. This
approach also found a number of additional good structural candidates. The MPD returned
three more that were within ∆Rw ≈ 0.1 from the best-fit Rw (approximately 0.14), i.e. MPD
No. 43 (Ba12Ti12O27) [372], 44 (Ba3Ti3O8) [408], 36 (Ba4Ti4O10) [372] and COD returned
one, No. 4 model (Ba0.92Ti0.9O2.89) [409], where ∆Rw is the deviation in Rw of a structure
from the Rw of the best-fit structure. Close inspection of these models indicates that they
have a stoichiometry that is approximately the Ba:Ti:O = 1:1:3 ratio and that structure-
mining found some nearby defective structures in addition to the standard 113 perovskite
structures. This will allow the experimenters to further investigate the defective models to
find any physical or chemical insights that they might provide.
The heuristic-2 structure-mining operation also, as expected, returned some structures
from the databases for which the atomic composition ratio was not close to 1:1:3. None
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of these additional structures gave reasonable fits to the PDF, resulting in poor Rw values
larger than 0.4 for the MPD (such as Ba2Ti3O8 MPD No. 6 [372]) and 0.6 for the COD (such
as Ba11Ti28O66.48 COD No. 34 [410]). The entire search process took 493.7 seconds for the
MPD and 469.5 seconds for the COD.
The heuristic-3 approach was also tested on the BaTiO3 nanoparticle data by fetching all
structures that contain Ba, Ti, O elements and one additional element with any stoichiom-
etry. It took about 10.3 and 41.0 minutes for the MPD (in total 57 structures) and COD
(in total 103 structures) to finish, respectively. Of these new structures that were found,
most of the best-fit structures have slightly worse Rw (∼ 0.2) than those in heuristic-1 and 2
(∼ 0.14). The new structures are mostly substituting Ba or Ti site by another element and
they also have an approximate stoichiometry 113, such as MPD No. 43 (Ba3Sr5Ti8O24) [372]
and COD No. 22 (Ba0.93 Ti0.79 Mg0.21 O2.97) [409], which agrees with what has been found
in heuristic-2.
Finally we tested the very loose heuristic-4 approach. Here the experimenter can freely
choose any searching criteria, such as Ba-Ti-*, Ba-*-O, or even *-*-*, in which an * represents
an arbitrary element. In our test case we set the search to be that where the structure
contains three elements, including Ba and two other elements, i.e. Ba-*-*. The structure-
mining map plot is shown in Fig. 3.4. This search took much longer, 174.3 and 205.2 minutes
on a single CPU core for the MPD and COD, respectively. This may be sped up by running
on more cores. In total, 1833 structures were fetched from the MPD and 1046 from the
COD. The less restrictive heuristic-4 found all the structures that were found with heuristic-
1 and 2, as expected. The normal BaTiO3 perovskite structures are still ranked at the top.
Following that, it additionally returns some perovskite structures that have Ti replaced by
other species with similar x-ray scattering power as Ti, such as MPD No. 1660 (BaVO3) [411],
MPD No. 1268 (BaMnO3) [372], and COD No. 683 (BaFeO3) [412]. These gave agreements
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Figure 3.4: Rw values for each of the structures fetched from the databases for the BaTiO3
nanoparticle x-ray data using heuristic-4, filtering for all the structures with Ba, and two
other arbitrary elements from (a) the MPD (green) and (b) the COD (blue).
of Rw & 0.2 compared to 0.14 for the best-fit structures (BaTiO3). So the structure-mining
is able to distinguish these nearby but incorrect structures from the ones with correct atom
species. The perovskite structures with B site element replaced by one with a significantly
different x-ray scattering power than Ti resulted in significantly poorer Rw, away from the
best-fit structures by ∆Rw ∼ 0.15, such as MPD No. 1482 (BaRhO3) [413] and COD No. 431
(BaNbO3) [414].
Overall we achieved a satisfactory result for the barium titanate nanoparticle dataset
using all the four structure-mining heuristics.
We now test structure-mining for some different materials, for example, the low symmetry
Ti4O7 system. Its published room temperature crystal structure is a triclinic model (space
group P1) with all the atoms sitting on (x,y,z) general positions [415]. We used the structure-
mining heuristic-2 approach, fetching all the structures that contain Ti and O elements with
any stoichiometry. The structure-mining map plot is shown in Fig. 3.5. The top seven
structure-mining results are also summarized in Table 3.4. The titanium oxides have many
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Table 3.4: The top seven structure-mining results for the Ti4O7 experimental x-ray PDF
using heuristic-2 on data from the MPD and COD. See the caption of Table 3.2 for an
explanation of the entries. The initial lattice parameters and refined ADPs are listed. The
refined lattice parameters are not listed because they are close to initial values.
DB No. Rw formula s.g. Ti Uiso O Uiso ai bi ci αi βi γi Ref.
(Å2) (Å2) (Å) (Å) (Å) (◦) (◦) (◦)
COD 20 0.168 Ti4O7 P1 0.0051 0.0076 5.60 7.13 12.47 95.1 95.2 108.7 [415]
COD 1 0.169 Ti4O7 P1 0.0050 0.0104 5.59 6.91 7.13 64.1 71.0 75.3 [416]
COD 21 0.170 Ti4O7 P1 0.0050 0.0104 5.59 6.91 7.13 64.1 71.1 75.5 [417]
COD 0 0.173 Ti4O7 P1 0.0048 0.0108 5.59 6.90 7.12 64.1 71.2 75.7 [416]
MPD 38 0.174 Ti5O9 P1 0.0046 0.0065 5.62 7.18 8.56 69.5 75.2 71.3 [418]
MPD 49 0.183 Ti4O7 P1 0.0048 0.0108 5.64 6.96 7.18 64.2 71.1 75.1 [416]
COD 36 0.225 Ti5O9 P1 0.0053 0.0088 5.57 7.12 8.49 69.8 75.0 71.5 [419]
...
different structures, largely depending on the stoichiometry (98 structures from the MPD
and 77 from the COD), but structure-mining returned the published structure for Ti4O7 on
the top, i.e. COD No. 20 [415].
This is a challenging problem because there are similar structures belonging to the
TinO2n−1 Magnéli homologous series [420; 421]. Among the top 7 entries, the other 4 Ti4O7
structures are very similar to COD No. 20. COD 20 is reported in a different structural
setting than the other 4 [422], which explains the rather different values for the lattice pa-
rameters, but the only real difference in structure between COD 20 and the other Ti4O7
structures reported in Table 3.4 is that one oxygen position is shifted by about 0.7 Å along
the b-axis compared to the other four. This is a significant structural difference yet does
not result in a very large difference in Rw and so differentiating these two structures prob-
ably deserves some additional consideration by the experimenter. Atomic positions are not
refined independently during this structure-mining process and it is possible that this dis-
crepancy may be resolved by a full refinement of the best performing models, as well as
suggesting to the user oxygen b-axis position as a possibly relevant variable. Structure-
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Figure 3.5: Rw values for each of the structures fetched from the databases for the Ti4O7
x-ray data using heuristic-2, filtering for all the structures with Ti and O elements from (a)
the MPD (green) and (b) the COD (blue). The horizontal dashed line represents the lowest
Rw entry found, COD No. 20 (Ti4O7, s.g.: P1).
mining also returned some results with slightly different stoichiometry with similar Rw val-
ues. For example, the MPD No. 38 (Ti5O9) [418], which belongs to a different variant in the
Magnéli series. The Magnéli phases are constructed from similar TiO6 octahedral motifs,
containing rutile-like slabs extending infinitely in the a-b plane, but the TiO6 octahedra are
stacked along the c-axis in slabs of different widths depending on the composition [420; 421;
418]. In Ti4O7, every oxygen atom connects four octahedra, but in Ti5O9 (MPD 38), oxygen
atoms link 3 octahedra. Despite these differences, the MPD 38 model performs similarly,
albeit somewhat worse, than some of the well performing Ti4O7 models, suggesting that it
at least warrants being explicitly ruled out as a candidate in a more careful modeling. This
illustrates how the structure-mining approach, beyond just automatically finding the “right”
structure, additionally can add value by suggesting alternative nearby models to the exper-
imenter. We also note that, from Table 3.4, COD No. 36 (Ti5O9, s.g.: P1) [419] performs
worse (Rw > 0.2), and it is the first model that has a significantly different structure, where
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some Ti atoms are tetrahedrally coordinated by oxygen rather than octahedrally. This model
can probably be ruled out on the basis of structure-mining alone.
Now let us turn to a challenging dataset, nanowire bundles of a pyroxene compound with
a generic composition of XYSi2O6 (where X and Y refer to metallic elements such as but not
limited to Co, Na, and Fe). This example is particularly challenging because the samples
formed as nanowires that were reported to be ∼ 3 nm in width [395]. In that work, a series of
candidate structures were tried manually and the best-fit model was found to be monoclinic
NaFeSi2O6 with a space group C 2/c [423].
The structure-mining heuristic-1 approach was first tested. The MPD found one struc-
ture [423] and the COD found six non-duplicated structures [424; 425; 426; 427; 428; 429],
all having a quite similar structure, NaFeSi2O6 (s.g.: C 2/c). The returned structure-mining
results have Rw ≈ 0.35. These are poor fits overall, but comparable to the fits reported in
the prior work [395]. Although the Rw is not ideal, possibly due to the sample’s complicated
geometry, structural heterogeneity, and defects, the structure-mining approach seems still to
be working. Using heuristic-2 (Na-Fe-Si-O) and 3 (Na-Fe-Si-O-*) approaches found similar
results, with heuristic-3 finding some Ca and Li doped compounds albeit with the same
structure.
The least restrictive heuristic-4 approach was also tried. Here we show the result of
fetching all the structures that contain Si and O elements and two other arbitrary elements
with any stoichiometry, i.e. *-*-Si-O (Fig. 3.6). The mining operation took about 12 hours
for the MPD (in total 1700 structures) and 122 hours for the COD (3187 structures) to
finish, respectively. The COD is significantly more time-consuming because many of the
COD structures have large numbers of hydrogen atoms, which could be neglected for x-ray
PDF calculation to shorten the running time in future work. The top ten entries across the
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Figure 3.6: Rw values for each of the structures fetched from the databases for the NaFeSi2O6
nanowire x-ray data using heuristic-4, filtering for all the structures with Si, O, and two other
arbitrary elements from (a) the MPD (green) and (b) the COD (blue). The horizontal dashed
line represents the lowest Rw entry found, MPD No. 1021 (NaGaSi2O6, s.g.: C 2/c).
Table 3.5: The top ten structure-mining results for the NaFeSi2O6 nanowire experimental
x-ray PDF using heuristic-4 on data from the MPD and COD, fetching all the structures
that contain Si and O elements and two other arbitrary elements with any stoichiometry,
i.e. *1-*2-Si-O. The *1 and *2 represent the first and the second atoms in the formula,
respectively. See the caption of Table 3.2 for an explanation of the entries. The refined
lattice parameters and ADPs are listed. The initial lattice parameters are not reproduced
here because they are all very close to refined values.
DB No. Rw formula s.g. *1 Uiso *2 Uiso Si Uiso O Uiso ar br cr βr SPD DB ID
(Å2) (Å2) (Å2) (Å2) (Å) (Å) (Å) (◦) (Å)
MPD 1021 0.341 NaGaSi2O6 C2/c 0.0193 0.0053 0.0048 0.0118 9.69 8.81 5.32 107.5 34.0 mp-6822
COD 709 0.345 NaGaSi2O6 C2/c 0.0174 0.0054 0.0049 0.0112 9.68 8.81 5.32 107.5 33.8 2004306
COD 2935 0.345 NaGaSi2O6 C2/c 0.0174 0.0054 0.0049 0.0112 9.68 8.81 5.32 107.5 33.8 9011383
COD 2809 0.345 NaGaSi2O6 C2/c 0.0173 0.0054 0.0048 0.0112 9.68 8.81 5.32 107.5 33.8 9010186
COD 2983 0.348 NaFeSi2O6 C2/c 0.0249 0.0033 0.0088 0.0129 9.68 8.82 5.32 107.5 34.1 9013274
COD 2513 0.348 NaFeSi2O6 C2/c 0.0214 0.0035 0.0070 0.0144 9.68 8.82 5.32 107.5 34.7 9005439
MPD 377 0.349 Ca0.5NiSi2O6 C2 0.0118 0.0041 0.0052 0.0136 9.68 8.81 5.31 107.4 32.9 mvc-12761
COD 1856 0.352 NaFeSi2O6 C2/c 0.0221 0.0033 0.0079 0.0137 9.69 8.81 5.32 107.6 34.6 9000327
COD 2805 0.353 NaFeSi2O6 C2/c 0.0227 0.0032 0.0082 0.0135 9.69 8.81 5.32 107.6 34.7 9010095




The returned NaGaSi2O6 entries (s.g.:C 2/c) [430; 431; 432] have a similar structure to
NaFeSi2O6 (s.g.:C 2/c). They both fit experimental data comparably well with NaGaSi2O6
slightly preferred. The NaGaSi2O6 solution can be ruled out on the basis that no Ga was in
the synthesis. The x-ray scattering power of Fe and Ga are similar with Ga being slightly
higher (Z(Fe) = 26, Z(Ga) = 31). The fact that structure-mining prefers to put a slightly
higher atomic number, Z, element at this position suggests that we have the right structure,
but some details of the refinement need to be worked out by the experimenter. This example
illustrates how careful interrogation of the fits to the database models compared to the
original parameters can highlight possible defects or impurities and guide the experimenter
towards what things to search for.
The MPD also returned some computed theoretical structures with space group C 2, MPD
No. 377 (Ca0.5NiSi2O6, s.g.: C 2) and MPD No. 294 (Ca0.5CoSi2O6, s.g.: C 2) [372]. These
perform slightly worse than the fully stoichiometric NaGaSi2O6 and NaFeSi2O6 structures.
Inspection of these structures indicates that they are very similar in nature but with a
lowered symmetry due to missing Ca ions and can probably be ruled out, though the fact
that structure-mining finds them may suggest trying sub-stoichiometry models on the A site.
Overall, the heuristic-4 returned a number of isostructural but with different composition
structures. For this system, it is possible that the correct structure is not limited to the pure
NaFeSi2O6 (s.g.: C 2/c) stoichiometry only and substituting impurity ions or atom deficien-
cies may be occurring for such a complicated synthesis [395]. These candidate structures
found by structure-mining are valuable to resolve the ambiguity. Furthermore, by taking the
structure-mining approach yields different but similarly-fitting models which can also give
meaningful information about uncertainty estimates on refined parameters such as metal
or oxygen ion positions. This test again shows the huge potential of structure-mining on
PDF data to help experimenters be aware of some possible structural solutions that were
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overlooked or not realized in the traditional workflow.
Next, we test structure-mining on a complicated doped material, Ba1−xKx(Zn1−yMny)2As2.
We used the neutron PDF data with composition (x, y) = (0.2, 0.15), which has both A-site
and B-site dopings. Its published room temperature crystal structure is a tetragonal struc-
ture with the space group I 4/mmm [396]. First we applied heuristic-2 specifying all the ele-
ments including the dopants, i.e. fetching Ba-Zn-As-K-Mn structures regardless of stoichiom-
etry. This returned no structures from the MPD or the COD. We next tested a heuristic-4
approach with Ba-Zn-As-*-*. This did result in two structures being returned, but they were
both incorrect compounds, Ba2MnZn2As2O2 [433] and BaZn2As3HO11 [372], with Rw values
close to 1, as shown in Fig. 3.7(b). We then looked for structures with doping on one site.
The “Ba-Zn-As-*” searches the databases for compositions containing four elements, includ-
ing Ba, Zn, As and one other element. But it still only found incorrect structures, as shown
in Fig. 3.7(c). Finally, we resorted to a heuristic-2 approach but only giving the composition
of the undoped endmember, Ba-Zn-As. This did find the correct structure, tetragonal phase
MPD No. 1 (BaZn2As2, s.g.: I 4/mmm) [434], as marked by the red circle in Fig. 3.7(d), even
though we were fitting to the doped data. This suggests a feasible strategy for doped systems
if they are not represented in the databases, which is to try searching for the parent undoped
structure, on the basis that the doped structure may be still close to its parent phase, re-
gardless of possible local structure distortions introduced by doping [396]. Starting from this
success, the experimenter could then easily change the occupancy of the A-site or B-site,
which was also how structural analysis was previously performed on this doped material [435;
436]. So even for the case of doped structures, structure-mining found the correct geometric
structure which was from the nearest undoped variant in the database (in this case, there
were no structures in the databases that had the same composition as the measured sam-





















Figure 3.7: Rw values for each of the structures fetched from the databases for the Ba0.8K0.2
(Zn0.85Mn0.15)2As2 neutron data using the heuristics of (a) Ba-Zn-As-K-Mn, (b) Ba-Zn-As-
*-*, (c) Ba-Zn-As-*, and (d) Ba-Zn-As from the MPD (green) and the COD (blue). The
best-fit model MPD No. 1 (BaZn2As2) in (d) is marked by a red circle.
composition.
Note that the PDF measures the local structure of materials, which is not necessarily
identical to the long-range ordered crystal structure in some materials [221; 215]. As a result,
structure-mining will search for the closest structure in the crystal structure databases to
the local atomic arrangement. Here we present the case of the CuIr2S4 system, which has
a tetragonal local structure (s.g.: I41/amd) but a cubic long-range ordering (s.g.: Fd3m)
above the metal-insulator transition temperature (TMIT = 226 K) [215]. The x-ray data
measured at 500 K was tested. when fitting over the narrow range of 1.5 < r < 5 Å,
1.5 < r < 10 Å, or 1.5 < r < 20 Å, structure-mining ranks the tetragonal model above the
cubic model. However, when fitting over the broad range of 1.5 < r < 50 Å, the cubic model
fits slightly better than the tetragonal model. The representative results for the 1.5 < r < 5 Å
and 1.5 < r < 50 Å fit ranges are listed in Table 3.6 and Table 3.7, respectively. As a
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Table 3.6: Structure-mining results for the CuIr2S4 x-ray data measured at 250 K data using
heuristic-2 from the MPD and COD over the range of 1.5 < r < 5 Å. Here No. refers to
the order that the structures were fetched from the databases, and s.g. represents the space
group of the structure model. The initial isotropic atomic displacement parameter (Uiso) of
all atoms in each structure is set to 0.005 Å2 to start the structure refinements. The a, b,
and c are the lattice parameters of the structure model. The subscript i indicates an initial
value before refinement and the subscript r indicates a refined value. DB ID represents the
database ID of the structure model. Qmax = 25.0 Å
−1 (see Section 2 in the manuscript for
details).
No. Rw formula s.g. Cu Uiso Ir Uiso S Uiso ai ar ci cr DB DB ID
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å)
1 0.079399 CuIr2S4 I41/amd 0.007553 0.002888 0.005664 6.864500 6.885540 10.0257 10.141389 COD 9009940
0 0.090514 CuIr2S4 Fd3m 0.010033 0.003387 0.005496 9.920201 9.873311 - - MPD mp-15065
2 0.092756 CuIr2S4 Fd3m 0.010056 0.003344 0.005495 9.847400 9.871136 - - COD 9009941
Table 3.7: Structure-mining results for the CuIr2S4 x-ray data measured at 250 K data using
heuristic-2 from the MPD and COD over the range of 1.5 < r < 50 Å.
No. Rw formula s.g. Cu Uiso Ir Uiso S Uiso ai ar ci cr DB DB ID
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å)
0 0.108877 CuIr2S4 Fd3m 0.011472 0.004660 0.010181 9.920201 9.855770 - - MPD mp-15065
2 0.109243 CuIr2S4 Fd3m 0.011506 0.004652 0.010912 9.847400 9.855840 - - COD 9009941
1 0.111260 CuIr2S4 I41/amd 0.011371 0.004673 0.009709 6.864500 6.967547 10.0257 9.860135 COD 9009940
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result, structure-mining returns the symmetry broken and non-symmetry broken structural
candidates whether it is fit over a narrow or broad range, but it also ranks them correctly
depending on the r-range fit over in this test case. We note that it is possible in structure-
mining for a user to specify a custom fit range, which would allow the researcher to search
for structures that are relevant for the measured PDF on different length-scales.
We would also like to test the robustness of the structure-mining approach when the
PDF data also include non-atomic structural signals, such as the magnetic PDF (mPDF)
signal [437; 397; 438] in a neutron diffraction experiment of a magnetic material.
To test this we consider the MnO neutron PDF data, measured at 15 K, which has
a strong mPDF signal. Early neutron diffraction studies reported that MnO has a cubic
structure in space group F m3m at high temperature and undergoes an antiferromagnetic
transition with a Néel temperature of TN = 118 K, which results in a rhombohedral structure
in space group R3m [439; 440]. More recently it has been suggested that, at low-temperature,
the local structure is even lower symmetry, e.g., monoclinic in s.g. C 2 [441; 397]. Here we
see which of these structural results are returned by the structure-mining process.
The heuristic-2 approach is applied, i.e. fetching all the atomic structures with Mn and
O elements. The rhombohedral MnO model is the best performing model (MPD No. 41 [372]
with Rw = 0.236, Fig. 3.8). The second best fit is the cubic MnO model (COD No. 56 [442]
with Rw = 0.310). This correctly reflects the fact that at 15 K the material is expected to be
in the rhombohedral phase. The monoclinic s.g. C 2 model was not returned by structure-
mining but this is because it is not in any of the databases. The fit agreements are similar
to those reported in [397] when the magnetic model is not included in the fit (as is the case
here). Therefore, even in the presence of significant magnetic scattering, structure-mining is
able to find the correct solution for neutron PDF.
Structure-mining was conceived as a structure selection approach and not for finding
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Figure 3.8: The neutron PDF of the MnO data (blue curve) measured at 15 K with the
best-fit calculated atomic PDF (red) for the MPD No. 41, rhombohedral MnO model from
heuristic-2. The difference curve is shown offset below (green). Notice the strong magnetic
PDF signal in the difference curve, which did not confuse structure-mining.
multiple phases in a sample. However, it is interesting to establish how well it performs when
the PDF signal consists of more than one phase. For this test we use the x-ray PDF dataset
of a vanadium nitride sample [398]. In the original publication [398] it had manually been
assigned as consisting of a majority (64%) of V2N with a structure in space group P31m,
and a minority (36%) of VN (s.g.: F m3m). First we applied the heuristic-2 procedure
searching for V-N structures on the measured data. The structure-mining found the correct
V2N structure successfully with Rw = 0.29 and with other structures being Rw > 0.7. The
procedure did not find VN as a candidate structure. We then subtracted the calculated V2N
structure from the measured PDF and carried out structure-mining on the difference. All of
the returned structures resulted in values of Rw that were large (0.66 and higher) which is
presumably because of the low signal to noise ratio in the subtracted data, and the fact that
our definition of Rw (Eq. 2.38) does not account for measurement noise. Nonetheless, the
top best-fit structure returned by structure-mining was exactly the correct cubic VN phase
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(Rw = 0.66). Structure-mining was, therefore, successful at finding both the majority phase
and the secondary phase. This shows that, at least in favorable circumstances, multi-phase
samples may be successfully structure-mined.
We note that it should be straightforward to extend the structure-mining methodology
to study the PDFs of organic materials. However, this is not done in the current version.
First, for organic material data, the PDF peaks are sharp at low-r (intra-molecular range)
and broad at high-r (inter-molecular range). To handle this correctly, different ADPs should
be applied for two separate regions. Especially the sharp intra-molecular peaks cannot
be sufficiently fit, which usually require some special treatments on parameters such as
the correlated atomic motion parameter δ, sratio, and ADPs [443; 444]. This requires a
separation of the molecule from its neighbors which is currently done manually and an
automated approach needs to be developed for structure-mining to work. Second, the current
heuristics, searching by compositions and elements, are not suitable for organic materials.
For example, searching “C-H-O” would return too many candidates, about 16000 entries
from COD and MPD databases. Development of new search heuristics, such as searching
by organic molecule name, is possible but needs some future work. Third, there are limited
organic material entries in the currently supported COD and MPD databases. Supporting
some more comprehensive organic structural databases, such as the Cambridge Structural
Database (CSD) [445], is necessary for finding organic compounds.
We have shown that structure-mining is able to find the desired structures from the mine
on a range of test cases. We now consider its robustness against factors that might prove
problematic, specifically data collected at a different temperature to the data in the mine and
data measured under a range of different experimental conditions. Structure-mining seems
to work well on data collected at different temperatures and so is robust against differences
in lattice parameters and ADPs due to temperature effects. This assertion is supported by
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the BaTiO3 example described above where structure-mining found all the barium titanate
structural variants, which were measured at a range of temperatures from 15 K (COD No. 24
in Table 3.3) [156] to 1000 K (COD No. 14 in Table 3.3) [446] when compared to the data
measured at room temperature.
Structure-mining also performed well in tests where data were coming from a wide range
of different instruments and measurement conditions. In these tests the Qmax values for the
data varied between 18.6 Å−1 < Qmax < 25.0 Å
−1, and the ranges of instrument resolution
parameters are 0.038 < Qdamp < 0.058 Å
−1 and 0.0 < Qbroad < 0.048 Å
−1 [217; 396;
447]. All of them worked well in structure-mining which successfully found the correct
structures regardless of the fact that different Qmax and instrument resolution parameters
were in effect. Thus the method should work in general for many other instruments even
when Qdamp and Qbroad vary from one instrument to another.
3.5 PDF in the cloud
Structure-mining is available on a cloud-based platform, PDF in the cloud (PDFitc) [448],
at https://pdfitc.org. PDFitc is a web applications that hosts software for PDF analysis
for studying the local structure of nanostructured materials such as crystalline powders with
disorder, nanoparticles and other nanomaterials. It is designed to be a free, powerful and
easy-to-use for chemists, materials scientists, earth scientists and anyone who needs to study
the structure of materials beyond the average structure.
Beyond that, we hope that it will become a platform for the PDF community to use
to share PDF tips, tricks and best practices. It will also be possible for users to “publish”
datasets (for example, after the accompanying manuscript is published) facilitating data
sharing. Over time we will incorporate new functionality, in the form of new Apps, coming
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Figure 3.9: The home web page of PDFitc.
from our group. It is also our plan to be able to host Apps contributed by others for the
broad use of the community in a way that when the community uses an application proper
credit is assigned to the app developer.
Its home web page is shown in Fig. 3.9. Once logged in, the user can use the web
applications. For example to use structure-mining, simply upload a PDF and get the answer
back once the calculation finishes in the cloud, as we summarize below. More detailed
instructions for using PDFitc are available in an “Instructions” link in each application.
We present structure-mining as an illustrative example to show the workflow on PDFitc
below.
After login, the user clicks on the App of choice to go to the application subpage that
is shown in Fig. 3.10 for structure-mining. If users are familiar with the interface they can
simply browse for a “.gr” or similar text-format file containing a PDF on their file-system
and upload it. Otherwise they can follow the “Instructions” link to get more help.
We use the experimental x-ray PDF of barium titanate nanoparticles [256] again as an
example data file here to illustrate the structureMining@PDFitc workflow in steps.
In the simplest usage, users just upload the “.gr” format file from their hard-drive, clicks
“Submit”, and structure-mining carries out the calculation and returns the result. If there
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Figure 3.10: The subpage of the structure-mining application.
is no compositional data in the header of PDF file, or if it is incorrect, or if the user wants
more control over the search heuristic that structureMining@PDFitc uses, the user can
specify a chemical composition at the “Composition” text-box, using the heuristics described
in Section 3.2.
Here we search for Ba-Ti-O (heuristic 2) as an example. After clicking the “Submit”
button, the user will be redirected to an intermediate page, as shown in Fig. 3.11, to wait
for structure-mining job to be finished in the cloud. It lists the input data filename and the
found or specified chemical composition. It shows the total number of structures meeting
the heuristic from all the connected structural databases and has the “Abort” button if
anything is wrong in the specification or the search is taking too long and needs to be run
with a tighter heuristic.
When finished, structureMining@PDFitc returns a results table sorted by the goodness-
of-fit Rw value which can be toggled to a compact or expanded form, as shown in Fig. 3.12.
The compact table contains enough information to assess which structures the user may
want to download for further study, with the expanded table additionally showing the most
interesting starting and refined structural parameters for a slightly more in-depth review of
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Figure 3.11: The intermediate waiting page after submitting a structure-mining job.
the returned structures, such as the lattice parameters and the isotropic atomic displacement
parameters for each element atom.
3.6 Conclusion
We have demonstrated a new approach, called structure-mining, for automated screening
of large numbers of candidate structures to the atomic pair distribution function (PDF) data,
by automatically fetching candidate structures from structural databases and automatically
performing PDF structure refinements to obtain the best agreement between calculated
PDFs of the structures and the measured PDF under study. It supports both neutron and
x-ray PDFs. The approach has been successfully tested on the PDFs of a variety of challeng-
ing quantum materials, including complex oxide nanoparticles and nanowires, low-symmetry
structures, complicated doped, magnetic, locally distorted and mixed phase materials. This
approach could greatly speed up and extend the traditional structure searching workflow
and enable the possibility of highly automated and high-throughput real-time PDF analy-
sis experiments in the future. Structure-mining is available on a cloud-based platform at
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PDF in the cloud (PDFitc), that hosts applications for PDF analysis at https://pdfitc.org.
The user can simply upload experimental neutron and x-ray PDFs onto structureMi-








The lanthanide oxides exhibit electrical conductivities in the range of 10−9-10−1 Ω−1cm −1.
The filled or partially filled 4f shells of the lanthanide ions have narrow band width and
the 4f electrons contribute to the electrical conduction [51]. The lanthanide elements can
readily be oxidized. For instance, Ce metal oxidizes completely to CeO2 when exposed
to air, and for praseodymium oxides, PrO2 exists when synthesized under positive oxygen
pressure but the oxygen deficient Pr6O11 is more stable at ambient temperatures in air [449;
147].
The phase equilibria in the Pr-O semiconductor system have been extensively studied
before [131; 129; 450; 451]. The praseodymium oxides have a series of homogeneous PrOx
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Table 4.1: The stoichiometry of the homologous PrOx series. The average oxidation state of
Pr ion is also listed.








compositions, where x can be some specific values between 1.5 ≤ x ≤ 2.0, and some com-
monly seen compositions are as listed in Table 4.1, reproduced from Section 1.5.1 for con-
venience here. Considering that these sub-oxide phases have large concentrations of oxy-
gen vacancies, they are found to have a strong absorption of water when exposed to the
air, even at room temperature, which can be explained by the electrically neutral mecha-
nism [452]. The oxide ion vacancies are absorbed to sit at the oxide ions sites, and protons
are also absorbed and reside in interstitial sites. On cooling to relatively low tempera-
tures, the water is irreversibly desorbed, and the protons and either hydroxide or oxide ions
have high mobility making these potentially interesting in electrochemical applications [132;
453].
The Pr6O11 (or PrO1.833) is an n-type semiconductor, which exhibits ambient temper-
ature and pressure stability [140; 147], extraordinary high oxygen mobility and electrical
conductivity [139], due to the electron hopping between different valence state of Pr ions in
the lattice [132].
Semiconductor nanoparticles, particles with diameters in the range of 1-20 nm, have
important applications in thermoelectric and electronic device fabrications [454; 455; 456;
135].
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Figure 4.1: The temperature-induced changes of resistance of Pr6O11 nanoparticles.
The resistance of Pr6O11 nanoparticles was reported to have a dramatic change on warm-
ing. Only by heating from RT (109 Ω) to 150◦C (105.5 Ω), the resistance decreases by almost
4 orders of magnitude. The resistance further decreases if keep heating, though with smaller
amplitude, by about 1.5 orders of magnitude from 150◦C to 350◦C. It can recover to the
values close to the initial condition after cooling, as shown in Fig. 4.1, adapted from the
literature [143].
The polaron model was proposed to explain the conduction mechanism in Pr6O11, since
the band widths in Pr oxides are very small [50; 51; 52]. The interaction between the electron
(or hole) and the surrounding ion displacements due to the Coulomb interaction is known
as electron-phonon coupling, as first proposed in 1933 by Landau [47]. The charge carrier
together with the induced polarization can be considered as one entity, which is called a
polaron [48; 49]. The resulting lattice would have local distortions due to the existence of
polarons. The formation of polarons can change the conductivity of semiconductors, because
the effective mass is larger than that of electron or hole [48], as a result, when the polarons
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formed in a material, the electron conductivity decreases correspondingly.
The polaron model can be classified into large or small polarons, which refer to the case
when the polarization phonon cloud is larger than or, with similar size as, the atomic spacing
in the material, respectively. The small polaron model is proposed for the Pr6O11 system,
where the dimensions of the polarons are of the comparable size as the atomic distance
between Pr and O atoms [51], such that the O 2p states and Pr 4f states would overlap and
form a hybridized band, i.e., the O p states have large spatial extent and can reach into the
atomic sphere around the Pr atom [457].
In addition, another theory based on the oxygen vacancies in the Pr sub-oxide phases
was suggested to interpret the conduction mechanism [458]. The predominant defects can
be assigned as neutral oxygen interstitials and neutral or doubly charged oxygen vacancies,
and the conduction mechanism is originated from the concentration of 7- or 6-coordinated
Pr ions (with one or two less oxygens from the fluorite 8-coordination structure). These are
expected to be the easiest sites for trapping electrons. Thus the electron hopping between the
mixed metal ion valence state of the lattice can give rise to the electrical conductivity [132].
Similar variable oxidation behavior was also reported in Pr oxide nanoparticles [139].
Consequently, it is crucial to determine the local structure environment of Pr oxides
to understand which mechanism can explain the observed dramatic change of conductivity
correctly. Our collaborators, from the group of Prof. Dorota Koziej at the University of
Hamburg, have successfully synthesized the Pr6O11 nanoparticles. The conventional pow-
der x-ray diffraction measurement was performed and the Rietveld refinement was carried
out on the pattern, as shown in Fig 4.2, adapted from [143]. The two candidate structures
are the monoclinic Pr6O11 and the cubic PrO2, which will be introduced in detail in Sec-
tion 4.2.4. Because the samples are nanoparticles and x-ray is not sensitive to oxygen atoms,
the conventional XRD method is incapable of unambiguously determining which of the two
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Figure 4.2: Conventional x-ray powder diffraction pattern (dots) and Rietveld refinement
(solid lines) of the precursor Pr(OH)3 (top red) and Pr6O11 (middle black), obtained through
heating Pr(OH)3 to 500
◦C for two hours. For nanoparticles, the Rietveld refinement cannot
distinguish between the monoclinic Pr6O11 and the cubic PrO2 (bottom blue) structures.
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structures is the correct one. The PDF method using x-ray and neutron diffraction would
be the ideal way to distinguish them and to find the best-fit candidate structures.
As a result, joint neutron and x-ray temperature dependent PDF (NXPDF) analysis is
applied as an effective local structure probe to investigate how the local structure change
when temperature increases to study the underlying temperature-induced conduction mech-
anism. In the x-ray scattering, Pr has larger atomic form factor than O, whereas in the
neutron scattering, O scatters more strongly than O. Thus the combination of NXPDF can
more accurately separate signals from the Pr and O sublattices and better investigate the




The sample synthesis work was done by Sani Harouna-Mayer from the group of Prof.
Dorota Koziej at the University of Hamburg, following the similar procedures reported by the
collaborator group before [143] and is summarized here for convenience. First, the Pr(OH)3
nanoparticles were synthesized in an analogous way as the previously reported synthesis of
La(OH)3 [459]. All chemicals were stored and handled in a glovebox under an oxygen- and
water-free atmosphere. Acetophenone (4.68 mL, 40 mmol, 99.0% abcr GmbH) was added
to Pr(OiPr) (159.09 mg, 0.5 mmol, 99.9%, REM Chemicals Inc.) with a molar ratio of 1:80
(Pr(OiPr):Acetophenone) in a reaction vessel containing a stirring magnet. The vessel was
sealed with a Teflon cap, and the reaction was carried out in a CEM Discovery microwave
reactor at 200◦C with 300 W for 20 min. The synthesized particles were separated from the
reaction liquid by centrifugation with 4000 rpm for 15 min, washed once with diethyl ether,
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twice with ethanol and once with acetone, and dried at 60◦C for 12 h in furnace. Then, the
Pr6O11 nanoparticles were obtained by heating the Pr(OH)3 powder to 500
◦C for 3 h with a
heating rate of 5◦C/min. These temperature and heating conditions were investigated in the
in situ powder x-ray diffraction pattern to determine the ideal parameters for the complete
phase transformation from Pr(OH)3 to Pr6O11 [143].
4.2.2 X-ray and neutron total scattering experiments
The synchrotron x-ray total scattering measurements were carried out at the XPD beam-
line (28-ID-2) at the National Synchrotron Light Source II (NSLS-II) at Brookhaven National
Laboratory (BNL) using the rapid acquisition PDF method (RAPDF) [334]. The Pr6O11
powder sample was loaded in a 1 mm diameter polyimide capillary and measured first on
warming from 90 K to 500 K and then on cooling from 500 K to 90 K using a flowing nitrogen
cryostream provided by Oxford Cryosystems 700 Series Cryocooler. The experimental setup
was calibrated by measuring the crystalline Ni as a standard material. A two-dimensional
(2D) PerkinElmer area detector was mounted behind the samples perpendicular to the pri-
mary beam path with a sample-to-detector distance of 215.8934 mm. The incident x-ray
wavelength was 0.1875 Å. The PDF instrument resolution effects are accounted for by two
parameters in modeling, Qdamp and Qbroad [347; 343]. The x-ray instrument resolution pa-
rameters Qdamp and Qbroad were refined to a nickel dataset collected under the same exper-
imental conditions and then fixed in the refinements of samples under study, which were
determined as Qdamp = 0.034 Å
−1 and Qbroad = 0.015 Å
−1 by fitting the x-ray PDF from a
well crystallized sample of Ni.
The collected x-ray data frames were summed, corrected for detector and polarization
effects, and masked to remove outlier pixels before being integrated along arcs of constant
momentum transfer Q, to produce 1D powder diffraction patterns using the pyFAI pro-
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gram [337]. Standardized corrections and normalizations were applied to the data to obtain
the reduced total scattering structure function, F (Q), which was Fourier transformed to
obtain the PDF, using PDFgetX3 [338] within xPDFsuite [339]. The maximum range
of data used in the Fourier transform was chosen to be Qmax = 23.7 Å
−1, so as to give the
best trade-off between statistical noise and real-space resolution (π/Qmax).
The time-of-flight (TOF) neutron total scattering measurements were conducted at the
NOMAD beamline (BL-1B) [335] at the Spallation Neutron Source (SNS) at Oak Ridge
National Laboratory. The Pr6O11 powder sample was loaded into a 3 mm diameter vanadium
can inside a furnace high-temperature sample environment, and data were collected at a
few high temperature points in time series (first heating then cooling), RT, 100, 150, 200,
250, 350, 450, 350, and 250◦C. The neutron PDF instrument resolution parameters were
determined as Qdamp = 0.022 Å
−1 and Qbroad = 0.020 Å
−1 by fitting the neutron PDF of a
NIST standard 640e crystalline silicon sample.
The neutron data were reduced and transformed to the PDF with Qmax = 20.0 Å
−1 using
the automated data reduction scripts available at the NOMAD beamline.
Unfortunately, the hydrogen signal was found in the sample from neutron scattering data,
which “pollutes” the PDF data due to the extremely strong incoherent inelastic interaction
between hydrogen and neutron, as introduced in Section 2.4.3. We suspect this may be due
to the water adsorption from the air. The raw neutron diffraction total scattering function
S(Q) at all the measured temperatures on warming are shown in Fig. 4.3(a). The steep
background clearly indicates the strong incoherent inelastic scattering signal from hydrogen.
We also found that the hydrogen scattering signal becomes weaker when heating up to high
temperature. So the room temperature data have the most amount of hydrogen signal.
Different methods were spent to try hydrogen correction on neutron PDFs, and the Fourier
filter method, as implemented as a tool in the RMCProfile software [316], was chosen for the
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Figure 4.3: (a) The raw neutron diffraction total scattering function S(Q) at all the measured
temperatures on warming. (b) The raw (blue) and hydrogen corrected (red) S(Q) data
collected at room temperature. (c) The raw (blue) and hydrogen corrected (red) G(r) data
collected at room temperature.
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hydrogen correction here. All the neutron S(Q) data were corrected to start from 0 at low-Q
and approach 1 at high-Q, and then Fourier transform into correct PDFs. In the rest of this
chapter, we will analyze the best hydrogen corrected neutron PDFs achieved so far, using
the RT data as an example to represent the raw (blue) and hydrogen corrected (red) data
in Fig. 4.3(b) and (c) for S(Q) and G(r), respectively. However, hydrogen correction is still
one of the most complicated data processing problem for neutron PDF, and no standard
approach has been established as the best method for hydrogen correction yet [313; 311;
317]. Notice that the hydrogen correction does not quite affect the PDF peak positions,
as indicated in Fig. 4.3 (c), because the most severe signal from hydrogen is the steep
background in S(Q), and the adsorbed water may be mainly located on the surface of the
sample, contributing only to the low-r region (much smaller than the shortest Pr-O bond
length from Pr oxide sample), not affecting the atom bonding inside the sample. Thus the
atomic pair distances obtained from the PDF analysis would still be reliable regardless how
well the hydrogen correction is achieved.
4.2.3 Structure-mining
The structure-mining approach was applied on both neutron and x-ray experimental
PDFs of Pr6O11 in order to find its candidate structures. The heuristic-2 (Pr-O) is applied,
fetching all structures that contain Pr and O elements with any stoichiometry. The corre-
sponding structure-mining results from the Crystallography Open Database (COD) [379] are
shown in Fig. 4.4, using the NXPDF data collected at the 200◦C (475 K) on warming as an
example here.
The detailed results are shown in Table 4.2 and Table 4.3 for x-ray and neutron PDF,
respectively. Both x-ray and neutron PDF consistently returns the best-fit structure to
be the cubic PrO2 fluorite model with s.g. Fd3m [451; 460; 461; 462] from the database
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Figure 4.4: Rw values for each of the structures fetched from the databases for the Pr6O11
nanoparticle x-ray (blue) and neutron (red) data collected at 200◦C (475 K) on warming
using heuristic-2, filtering for all the structures with Pr and O elements from the COD. The
Rw parameter represents the goodness-of-fit for each structure.
Table 4.2: Structure-mining results for the Pr6O11 nanoparticle x-ray data collected at 475 K
using heuristic-2 from the COD, fetching all structures that contain Pr and O elements with
any stoichiometry. Here No. refers to the structure index (Fig. 4.4), which is the order
fetched from the database, and s.g. represents the space group of the structure model. The
initial isotropic atomic displacement parameter (Uiso) of all atoms in each structure is set
to 0.005 Å2 to start the structure refinements. The a, b, and c are the lattice parameters
of the structure model. The subscript i indicates an initial value before refinement and the
subscript r indicates a refined value. The spherical particle diameter (SPD) parameter is
used with an initial value 60.0 Å and get refined for the nano-sized objects. DB ID represents
the database ID of the structure model in COD. Qmax = 23.7 Å
−1, Qdamp = 0.034 Å
−1, and
Qbroad = 0.015 Å
−1 were set and not varied in the mining operation (see Section 3.2 for
details).
No. Rw Formula s.g. Pr Uiso O Uiso a i a r b i b r c i c r SPD DB ID
(Å2) (Å2) (Å) (Å) (Å) (Å) (Å) (Å) (Å)
2 0.164 PrO2 Fm3m 0.0099 0.0399 5.402 5.432 - - - - 43.7 1523192
4 0.164 PrO2 Fm3m 0.0099 0.0399 5.394 5.432 - - - - 43.7 1541458
3 0.164 PrO2 Fm3m 0.0099 0.0399 5.381 5.432 - - - - 43.7 1537779
6 0.164 PrO2 Fm3m 0.0099 0.0399 5.469 5.432 - - - - 43.7 9009031
1 0.291 Pr5O9 P21/c 0.0010 2.0018 6.728 6.724 19.319 19.236 15.48 16.641 60.0 1523024
5 0.333 Pr7O12 R3 0.0048 0.0537 10.278 10.192 - - 9.607 9.399 67.7 2107311
0 0.755 Pr2O3 P321 0.0057 1.3602 3.850 3.857 - - 6 6.069 24.7 1010280
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Table 4.3: Structure-mining results for the Pr6O11 nanoparticle neutron data collected at
200◦C using heuristic-2 from the COD, fetching all structures that contain Pr and O elements
with any stoichiometry. Here No. refers to the structure index (Fig. 4.4), which is the order
fetched from the database, and s.g. represents the space group of the structure model. The
initial isotropic atomic displacement parameter (Uiso) of all atoms in each structure is set
to 0.005 Å2 to start the structure refinements. The a, b, and c are the lattice parameters
of the structure model. The subscript i indicates an initial value before refinement and the
subscript r indicates a refined value. The spherical particle diameter (SPD) parameter is
used with an initial value 60.0 Å and get refined for the nano-sized objects. DB ID represents
the database ID of the structure model in COD. Qmax = 20.0 Å
−1, Qdamp = 0.022 Å
−1, and
Qbroad = 0.020 Å
−1 were set and not varied in the mining operation (see Section 3.2 for
details).
No. Rw Formula s.g. Pr Uiso O Uiso a i a r b i b r c i c r SPD DB ID
(Å2) (Å2) (Å) (Å) (Å) (Å) (Å) (Å) (Å)
4 0.170 PrO2 Fm3m 0.0082 0.0305 5.394 5.452 - - - - 54.2 1541458
6 0.170 PrO2 Fm3m 0.0082 0.0305 5.469 5.452 - - - - 54.2 9009031
2 0.170 PrO2 Fm3m 0.0082 0.0305 5.402 5.452 - - - - 54.2 1523192
3 0.170 PrO2 Fm3m 0.0082 0.0305 5.381 5.452 - - - - 54.2 1537779
5 0.336 Pr7O12 R3 0.0026 0.0182 10.278 10.215 - - 9.607 9.442 53.2 2107311
1 0.897 Pr5O9 P21/c 2e-07 0.2539 6.728 6.683 19.319 19.816 15.48 15.527 162.8 1523024
0 0.958 Pr2O3 P321 4e-05 0.0430 3.8500 3.894716 - - 6 5.833 300.6 1010280
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(the top four PrO2 entries are quite similar despite some tiny difference of the initial lattice
parameter), which is the parent phase of Pr6O11 stoichiometry [129; 130]. The same results
also apply other temperature data from RT to the highest 450◦C on both warming and cooling
directions, that the fluorite model is always ranked on the top. So the structure-mining
results on Pr6O11 data establish that no phase transition was observed on the synthesized
Pr6O11 nanoparticles from RT to 450
◦C, supported by both x-ray and neutron PDF.
Though most of the pulled structures gave consistent results for x-ray and neutron data.
Interestingly, the mining operation did report one obvious mismatch between the x-ray and
neutron results in the mapping plot (Fig. 4.4). The COD No. 1 structure, i.e., monoclinic
Pr5O9 with s.g. P21/c [463], gives a much better fit in x-ray (Rw = 0.291) than neutron PDF
(Rw = 0.897). To further investigate this, we simulated the NXPDF of the refined monoclinic
Pr5O9 structure and the correct top-ranked cubic fluorite PrO2 structure obtained from the
x-ray PDF, i.e., the refined COD No. 1 and No. 2 in Fig. 4.4. The simulated x-ray partial
PDF of the Pr sublattice (only account for the Pr-Pr pairs) of both structures is shown
in Fig. 4.5(a). The partial PDFs have similar peak positions, though the peak are much
broadened for monoclinic Pr5O9, which has lower symmetry than cubic PrO2, thus the Pr
atomic positions are quite similar in both structures, in other words, the Pr atoms in the
Pr5O9 structure are close to correct values for the Pr6O11 sample. We then simulate neutron
partial PDF of the O sublattice, i.e., the signals from all O-O pairs, of both structures, as
shown in Fig. 4.5(b). It clearly indicates that the O atomic positions are very different from
each other in these two structures, as a result, the O atoms sit at wrong atomic positions for
the Pr6O11 sample. This can also be supported by the quantitative results in the refinement
parameter values (Table 4.2). Even though Pr5O9 gives reasonable Rw value for fitting the
x-ray data, however the refined ADP of oxygen atom is getting into an extraordinary large
value, 2.0018 Å2, which is unphysical, thus the model tries to omit all the oxygen atoms and
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Figure 4.5: The simulated x-ray partial PDF of the (a) Pr and (b) O sublattices. The
results of monoclinic Pr5O9 and cubic PrO2 model (s.g. Fm3m) are shown in blue and red
curves, respectively. The isotropic atomic displacement parameter (Uiso) of all atoms in both
structures is set to 0.005 Å2 in order to solely compare the atomic positions of two models.
only fit to Pr-Pr peaks during the refinement.
Overall, this demonstrates that the monoclinic Pr5O9 structure have correct Pr atom
positions but wrong for O atom positions, with respect to the synthesized Pr6O11 nanocrys-
tals. As a result, structure-mining incorrectly returns Pr5O9 as a candidate structure for
x-ray PDF because Pr sublattice dominants the x-ray scattering signal whereas neutron
PDF marks it as incorrect structure since the O sublattice is evident in the neutron PDF.
This is an illustrative example to establish why joint neutron and x-ray PDF would provide
the comprehensive results, whereas only using one data may lead to biased incorrect analysis,
as the case of only staring at the x-ray PDF structure-mining result shown here (blue dots
in Fig. 4.4).
In addition, the rhombohedral Pr7O12 model with s.g. R3 returned by structure-mining
was further tested by a manual fit to both neutron and x-ray PDFs, and the fit quality is
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much worse than the best-fit PrO2 fluorite model.
4.2.4 PDF structural modeling
The PDF modeling program PDFgui was used for PDF structure refinements [343]. In
these refinements Uiso (Å
2) is the isotropic atomic displacement parameter (ADP) and the
ADPs of the same type of atoms are constrained to be the same; δ1 (Å) is a parameter
that describes correlated atomic motions [356]. In the two-phase fits, δ1 is only applied for
one phase to get stable fitting results. The SPD (Å) parameter is used to account for the
finite size of the nanoparticles, or more correctly, the domain of coherent scattering in the
nanocrystals, which gives the diameter of the domain in Angstrom units, assuming the shape
to be spherical. The PDF instrument parameters Qdamp and Qbroad determined by fitting
the PDF from the well crystallized standard sample under the same experimental conditions
are fixed in the structural refinements on Pr6O11 dataset.
Based on the results of structure-mining, the cubic Pr6O11 fluorite model was used as
the best possible candidate structure fit against the experimental data. In the cubic Pr6O11
fluorite model (space group: Fd3m), the atoms sit at the following Wyckoff positions: Pr at
4a (0, 0, 0), and O at 8c (0.25, 0.25, 0.25). The initial lattice parameters are a = 5.394 Å [460].
The oxygen occupancy in the parent PrO2 crystallographic structure can be set as 0.917 to
meet the stoichiometry of Pr6O11, as a virtual crystal model. The structure of cubic Pr6O11
fluorite model projected along the a-axis is shown in Fig. 4.6(a). Each Pr atom is linked
with 8 oxygen atoms.
In addition, the cubic Pr2O3 bixbyite model, found by structure-mining from the Mate-
rials Project database [372] with database ID mp-16705 [464] was used as a distorted phase
in two-phase model of fluorite and bixbyite structures. During the two-phase fit, the ADPs
of the Pr and O ions are constrained to be the same in the two phases. The δ1 parameter
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Figure 4.6: The crystal structures of (a) cubic PrO2 fluorite structure projected along the
a-axis, (b) cubic Pr2O3 bixbyite structure projected along the a-axis, and (c) monoclinic
Pr6O11 structure. The Pr and O atoms are shown in yellow and red, respectively.
for the bixbyite model is not applied during the refinement to get stable fitting results.
In the cubic Pr2O3 bixbyite model (space group: Ia3), the atoms sit at the following
Wyckoff positions: Pr1 at 8b (0.25,0.25,0.25), Pr2 at 24d (x, 0, 0.25), and O at 48e (x, y, z).
The initial lattice parameters and atomic positions are a = 11.15 Å, Pr2 at (0.961, 0, 0.25)
and O at (0.391, 0.15, 0.2379) [464]. The structure of bixbyite Pr2O3 is shown in Fig. 4.6(b).
Each Pr atom is linked with 6 oxygen atoms within a distorted octahedral environment.
The monoclinic Pr6O11 model, found from a conventional XRD study [143], is a low-
symmetry phase [465] monoclinic Pr6O11 model (space group: P21/c), as shown in Fig. 4.6(c).
All the Pr and O atoms sit at general positions, 4e (x,y,z). The initial lattice parameters are
a = 6.6850 Å, b = 11.6004 Å, c = 12.8271 Å, β = 99.974◦. The atomic positions are listed in
the Table 4.4 [465]. For the Pr sites, two of the six Pr atoms (Pr3+) are connected to 8 oxygen
atoms, and the coordination number of the other four Pr atoms (Pr4+) is 7. This model
was not found by structure-mining since the entry is from the Inorganic Crystal Structure
Database (ICSD) [375; 376] (ICSD ID: 82107) [465], which is a commercial database that
has not been supported by structure-mining yet.
The summarized information of these three candidate models, including the oxidation
states and coordination number of Pr sites, are listed in Table 4.5. For convenience, the
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Table 4.4: The initial atomic positions of the monoclinic Pr6O11 model (space group: P21/c)
to start PDF structural refinements, along with the coordination number and oxidation state
of each Pr cation sites.
Parameter (Å) Value Pr Coordination # Oxidation state
Pr1 (x,y,z) (0.8607,-0.0136,0.1181) 7 4+
Pr2 (x,y,z) (0.4095, 0.1682, 0.1275) 7 4+
Pr3 (x,y,z) (0.8719,0.3469,0.1235) 7 4+
Pr4 (x,y,z) (0.8636,0.6670,0.1088) 7 4+
Pr5 (x,y,z) (0.3736,0.5045,0.1321) 8 3+
Pr6 (x,y,z) (0.3564,0.8332,0.1275) 8 3+
O1 (x,y,z) (0.1744,0.0158,0.0762) - -
O2 (x,y,z) (0.7492,0.1613,0.0775) - -
O3 (x,y,z) (0.1735,0.3180,0.0876) - -
O4 (x,y,z) (0.6920,0.5140,0.0540) - -
O5 (x,y,z) (0.1769,0.6648,0.0579) - -
O6 (x,y,z) (0.6635,0.8247,0.0473) - -
O7 (x,y,z) (0.5696,0.0005,0.1762) - -
O8 (x,y,z) (0.5821,0.3389,0.1814) - -
O9 (x,y,z) (0.0366,0.5228,0.2059) - -
O10 (x,y,z) (0.5912,0.6719,0.2040) - -
O11 (x,y,z) (0.0244,0.8199,0.1925) - -
Table 4.5: The summarized information of Pr sites in the three candidate models. S.G.
represents the space group of the model. # refinable parameters stand for the total number
of structural fitting parameters used in the PDF fits. In the c-778 model, two thirds of Pr
sites have coordination number seven, and one third is eight-coordinated.
Name Composition S.G. # Refinable Parameters Pr Coordination # Pr oxidation
c-8 PrO2 Fd3m 6 8 4+






c-6 Pr2O3 Ia3 10 6 3+
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Pr site coordination number of each model is used as the name. So c-8 represents the
cubic fluorite PrO2 model because the coordination number is 8 (c stands for coordination);
similarly, c-6 represents the cubic bixbyite Pr2O3 model; c-778 stands for the monoclinic
Pr6O11 model since two thirds of Pr sites have coordination number seven, and one third
has eight. In addition, the total number of refinable structural parameters used in the PDF
fits for each model clearly shows that the c-778 has a much lower symmetry than other
two candidate models, with correspondingly a much higher degree of freedom for varying
parameters in the model.
Notice that these models have a similar structure motif. For instance, the atom clusters
shown in the insets of Fig 4.2 highlight that both polymorphs of c-8 and c-778 models have
a fluorite structure with oxygen sites either fully or partially occupied for PrO2 and Pr6O11
stoichiometry, respectively.
4.3 Results and discussions
Before digging into the detailed experimental data analysis, the simulated neutron and
x-ray PDFs of the cubic Pr6O11 model are shown in the blue and red curves in Fig. 4.7(a),
respectively. The atomic pairs that contribute to the first few peaks are labeled correspond-
ingly. Praseodymium is scattered much more strongly by x-rays than by neutrons. For
example, the strong PDF peak at r = 3.8 Å in the x-ray PDF is mainly from the nearest
Pr-Pr, whereas the nearest O-O (peak at r = 2.7 Å) can be easily found in neutron PDF
but is almost hidden in the x-ray case. This is a direct visualization for the importance of
applying joint NXPDF to fully understand the structure of Pr6O11 system. Correspondingly,
the experimental x-ray and neutron PDFs measured at RT are shown in Fig. 4.7(b), which
agree well with the simulated patterns. For instance, we can clearly see the nearest O-O
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Figure 4.7: The (a) simulated and (b) experimental x-ray (blue curve) and neutron (red)
PDFs of the cubic Pr6O11 model. The experimental NXPDFs are collected at room temper-
ature.
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Figure 4.8: The experimental neutron PDFs measured on warming from RT (dark blue
curve) to 450◦C (dark red curve).
atom pair distance (peak at about 2.72 Å) in neutron PDF which is hardly observable in
x-ray, and the nearest Pr-Pr atom pair (about 3.84 Å) is evident in x-ray but much weaker
in the neutron data.
We first qualitatively analyze the experimental data collected from RT to high temper-
ature. All the experimental neutron PDFs from RT to 450◦C on warming after hydrogen
correction are plotted in Fig. 4.8. A close inspection of the data reveals that data from RT
to 200◦C are similar to each other, as are the data from 250◦C to 450◦C. However, there is an
abrupt change in structure from 200◦C to 250◦C indicating that the local structure changes
at around 200-250◦C on warming.
We focus here on the low-temperature behavior below this structure change. Based
on the resistance characterization [143], there is a very significant change on the conducting
behavior between RT and 200◦C, which we now know cannot be attributed to any significant
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change in local structure. We therefore investigate in more quantitative detail the structure
that persists in the region below 250◦C by focusing on the room-temperature PDF. Having
established reasonble starting models to investigate structural distortions associated with
polaronic or oxygen vacancy effects, we now turn to the detailed quantitative fitting to the
data of these models.
The parent PrO2 fluorite structure is first tried to fit the PDF data, as shown in Fig. 4.9(b).
This model does well indicating that the overall structure is close to the fluorite model. How-
ever, careful examination of Fig. 4.9 suggests that the fits are not optimal since there are
signals left over in the difference curve. These are from structural distortions in the material
that are not captured in the fluorite model. This is not unexpected because of the presence
of oxygen vacancy defects which cannot be accurately modeled by the highly ordered fluo-
rite structure, whether or not the oxygen site is set as partially filled in this virtual crystal
model. To better investigate the oxygen vacancies in the system, the two other candidate
models, described in Section 4.2.4, are fit to the data separately. The representative fits for
the neutron room-temperature PDF over the range of 1.5 < r < 50 Å are shown in Fig. 4.9.
The refined Rw values show that the low-symmetry c-778 model (Pr6O11 with s.g. P21/c)
fits best, whereas the high-symmetry c-8 and c-6 models perform worse. Additionally, a close
inspection of the difference curves, plotted together in Fig. 4.9(d), shows that the misfit of
c-778 model, indicated by the green curve, has the smallest amplitude than those of the two
other models at all r points. Consequently, the c-778 model can describe the local structure
environment of synthesized praseodymium oxides better than other candidate structures.
However, there are two problems with the c-778 model. First, as discussed above, it has
many refinable degrees of freedom (totally 60 refinable parameters) which can easily result
in overfitting during the PDF structural refinement. As a comparison, the cubic c-8 and c-6
models only have 6 and 10 fitting parameters, respectively. Second, to better understand
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Figure 4.9: The room-temperature neutron PDF data (blue curves) with the best-fit cal-
culated PDF (red) for the (a) c-778 (monoclinic) (b) c-8 (cubic fluorite) and (c) c-6 (cubic
bixbyite) models over the range of 1.5 < r < 50 Å, where c stands for the coordination
number of Pr sites in the models. The difference curves are shown offset below in green,
blue, and yellow, respectively, and are re-plotted together in (d). Rw is the goodness of fit.
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the mechanism behind the electrical conductivity, a model with a variable number of oxygen
vacancies, and therefore a continuously variable average Pr coordination, is needed, which
cannot be achieved by the c-778 model (i.e., the Pr oxidation state is locked-in as 3.667+).
We would like to achieve a similar fit quality as the c-778 model, but with a simpler
model with variable oxygen vacancies to address both issues. The two-phase model of c-
8 plus c-6 is tried for this purpose. Because we are fitting local structure, the two-phase
model does not imply the presence of two distinct bulk phases, but rather a distribution of
local environments for the Pr. Rather, the fraction of each phase in the PDF modeling can
be expected to tell us how many sites of each coordination are present in the single-phase
bulk sample. The c-6 model actually contains oxygen di-vacancies (resulting in the 6-fold
coordination) which may or may not be present in our Pr6O11 sample, but the main point is
that it contains Pr sitting in reduced coordination oxygen environments so it is interesting
to see if a model that contains a mixture of fully coordinated Pr (fluorite, c-8 model) and
oxygen deficient Pr sites (bixbyite, c-6 model) can actually give a good fit despite having
many fewer refinable parameters than the c-778 monoclinic model.
The two-phase model of c-8 plus c-6 is tried for this purpose. Because we are fitting local
structure, the two-phae model does not imply the presence of two distinct bulk phases, but
Considering that the oxygen contents of PrO2 and Pr2O3 are higher and lower than Pr6O11,
respectively, it is worthwhile combining the highly ordered fluorite and locally distorted
bixbyite phases to mimic the c-778 model, in which the number of coordination number and
oxidation states on Pr are between c-8 and c-6 models, as listed in Table 4.5. The c-6 model
actually contains oxygen di-vacancies (resulting in the 6-fold coordination) which may or
may not be present in our Pr6O11 sample, but the main point is that it contains Pr sitting in
reduced coordination oxygen environments so it is interesting to see if a model that contains
a mixture of fully coordinated Pr (fluorite, c-8, model) and oxygen deficient Pr sites (c-6
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model) can actually give a good fit or not despite having many fewer refinable parameters
than the c-778 monoclinic model.
The mixed-phase model improves the neutron data fit quality from Rw = 0.224 (single-
phase c-8 model, Fig. 4.9(b)) to 0.153 (mixed-phase c-6 + c-8 model, Fig. 4.10(c)). This
results in a comparable fit to the c-778 model (Rw = 0.154) but with only 13 refinable
parameters compared to 60. The improvement in the model is also seen in fits in the x-ray
data as well, as shown in Fig. 4.10(b) and (d) for single-phase c-778 and mixed-phase c-6 + c-
8 models, respectively. This establishes that both Pr and O sublattices of the nanoparticles
can be reasonably described by the mixed-phase model, within the similar reasonable fit
quality as the low-symmetry c-778 model.
The detailed refinement results are listed in Table 4.4, using neutron data as the repre-
sentative results. Notice that unlike neutron data, in the x-ray data fits, not all the oxygen
atomic positions can be fully refined due to the fit instability, since the signals of oxygen
sublattices are fairly weak in the x-ray PDF. In the mixed-phase model, the average Pr
cation oxidation state can be calculated from the refined ratio (per formula-unit) for two
phases, with unit cell stoichiometry as Pr4O8 (Pr
4+) and Pr32O48 (Pr
3+) for c-8 and c-6
phases, respectively. The resulting valence state of the Pr cation is 3.56 obtained from RT
neutron data and 3.53 from x-ray data, which are close to the value of 3.53 reported from
the earlier high-energy resolution fluorescence detected x-ray absorption near edge structure
(HERFD-XANES) analysis [143]. This consistency, together with the fitting stability, sug-
gests that the mixed-phase model is able to capture the underlying local structure distortions
of synthesized praseodymium oxides as being a mixture of fully 8-fold coordinated Pr with
oxygen deficient Pr sites present as well.
The flexibility of varying the oxygen deficiency is promising to describe the PrOx homo-
geneous stoichiometry series [129] with a simpler model and allows us to see whether the
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Figure 4.10: The room-temperature (a,c) neutron and (b,d) PDF data (blue curves) with
the best-fit calculated PDF (red) for the (a,b) single-phase c-778 and (b,d) c-6 + c-8 mixed-
phase models over the range of 1.5 < r < 50 Å. The difference curves are shown offset below
in green. Rw is the goodness of fit.
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Table 4.6: The structure refinement results of neutron and x-ray PDFs measured at RT on
warming, fit to the single-phase c-778 structure and the mixed-phase model of c-6 and c-8
structures over the range of 1.5 < r < 50 Å. In the mixed-phase model, the isotropic atomic
displacement parameter of Pr atom (Pr Uiso) and O atom (O Uiso) were constrained in the
same way in both phases. The correlated atomic motion δ1 parameter was not applied for the
c-6 phase due to fit stability. The average Pr cation oxidation state was calculated from the
number of unit cell ratio of Pr4O8 to Pr32O48, for c-8 and c-6 phases, respectively. The Qdamp
and Qbroad parameters were refined in a fit to a standard calibration sample and then fixed to
0.022 Å−1 and 0.020 Å−1, respectively. The SPD parameter presents the spherical particle
size for nanoparticles. The 51 refinable atomic positions of c-778 model are not reported
here, since they are not far away from the initial values as listed in Table 4.4. Notice that
the oxygen atomic positions cannot be fully refined for x-ray data fits for the sake of the fit
instability, since the signals of oxygen sublattices are fairly weak in the x-ray PDF.
Data Neutron X-ray
Phase c-8 c-6 c-778 c8 c-6 c-778
Rw 0.153 0.188 0.093 0.089
Avg. Pr Oxidation 3.56+ 3.667+ 3.53+ 3.667+
Mass Ratio (%) 57 43 - 53 47 -
Unit Cell Ratio (%) 91 9 - 90 10 -
a (Å) 5.4070 10.9635 6.7361 5.4049 10.9408 6.6312
b (Å) - - 11.4679 - - 11.4645
c (Å) - - 12.6397 - - 12.8312
β (◦) - - 99.8226 - - 98.813
Pr Uiso (Å
2) 0.0094 0.0094 0.0090 0.0089 0.0089 0.0062
O Uiso (Å
2) 0.0156 0.0156 0.0047 0.0472 0.0472 0.0241
δ1 (Å) 1.33 - 2.13 2.00 - 1.98
SPD (Å) 88.7 86.5 78.1 81.3 87.0 85.9
Pr x - 0.0206 - - 0.9882 -
O x - 0.3778 - - 0.3573 -
O y - 0.1089 - - 0.1168 -
O z - 0.3628 - - 0.3833 -
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Figure 4.11: The refined phase fraction (ratio per formula-unit) of the under-coordinated c-6
phase from the mixed-phase model when fit against the neutron data collected on warming
over the range of 1.5 < r < 50 Å, as plotted in grey dots. The red guiding lines are plotted
based on the average value over two temperature regions separated by 250◦C. The step up
indicates an abrupt increase in the oxygen vacancy concentration between 200 and 250◦C.
number of oxygen vacancies varies with temperature. The mixed-phase model is fit onto
all the measured neutron PDFs at different temperature points. The refined phase fraction
(ratio per formula-unit) of the under-coordinated Pr phase (c-6 model) from each fit, over
the range of 1.5 < r < 50 Å, is shown in Fig. 4.11. It is consistent with the earlier qualita-
tive observation on the experimental PDFs, as shown in Fig. 4.8, that the structure does not
change from RT to 200◦C, thus the oxygen vacancies contributed from the under-coordinated
c-6 phase are kept almost the same over this temperature range. On the other hand, there
appears to be a sharp increase in oxygen vacancies taking place between 200◦C and 250◦C.
Turning now to the high temperature data, though the structure remains largely similar,
neither the low-symmetry c-778 model nor the mixed-phase model can fully describe the
underlying high-temperature structure, as evidenced by an increase in the goodness-of-fit
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Figure 4.12: The experimental neutron PDFs measured at 250◦C (green) and 350◦C (blue)
on both warming (solid color) and cooling (transparent).
Rw values. As well as a change in the number of under-coordinated Pr ions as indicated
in Fig. 4.6 there appears to be an additional change of local oxygen vacancy environment.
Though we are not clear about the best model to capture the structure at high temperature
at this moment.
Interestingly, we can show that the structural changes at high temperature are reversible.
The experimental neutron PDFs collected at 250◦C and 350◦C on both warming and cooling
are plotted together in Fig. 4.12. It shows that the data collected over the high-temperature
region are mostly reversible, despite some subtle peak amplitudes, which is mostly likely due
to the nonequivalent amount of hydrogen in the sample on warming and cooling. A more
careful investigation of this effect requires more data points over this region which is beyond
the scope of this study.
We focus our discussion on the low-temperature region where there is a 4-fold decrease
in conductivity between RT and 200◦C, as shown in Fig. 4.1, with no accompanying change
in oxygen vacancy concentration. If the oxygen vacancies serve as trapped states for the
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electron charge carriers with the localized energy level lying inside the semiconductor band
gap slightly below the conduction band, the density of mobile carries will be determined
by thermal excitation of carriers out of these localized states into dispersive states in the
conduction band. As temperature increases the mobile carrier density will increase exponen-
tially since the thermal excitation follows the Boltzmann probability, which is proportional
to exp(−E/kBT ), where E is the energy needed to excite charge carriers from the trapped
states into the conduction band, consistent with the observation from the conductivity [143].
As a result, the conduction mechanism based on the oxygen vacancies [458] can help explain
the collapse of electrical conductivity since the local structure remains unchanged.
4.4 Conclusion
In this work, the local structure of the synthesized Pr6O11 nanocrystals is studied by
neutron and x-ray pair distribution function (PDF) analysis. A low-symmetry monoclinic
Pr6O11 model with mixed coordination number 7 and 8 for Pr cation sites can fit the PDF
better than the high-symmetry fluorite and bixbyite models, with Pr coordinated with 8
and 6 oxygen atoms in the local environments, respectively. A simple mixed-phase model
combining the highly ordered cubic undistorted fluorite sublattice and certain number of Pr
with oxygen deficient environment can give similar fit quality as the low-symmetry monoclinic
model, but with much fewer degrees of freedom on fitting parameters, as confirmed by both
neutron and x-ray PDFs. In addition, the mixed-phase model is capable of varying the
oxygen vacancies by changing the coordination ratio of Pr sites, which gives the Pr valence
state as 3.56 from neutron and 3.53 from x-ray room-temperature data, closer to the reported
average oxidation of Pr ions.
The underlying structure hardly changes from RT to 200◦C, but the measured electrical
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conductivity has a dramatic increase over this temperature range. The conduction mecha-
nism based on the oxygen vacancies can be a plausible explanation that the oxygen vacancies
can be regarded as trapped states for the electron charge carrier slightly below the conduction
band, which can be thermally excited into the conducting dispersive states in an exponential
manner.
The structure changes largely when heating above 250◦C, and is kept similar over the
high temperature region. The mixed-phase model indicates that more oxygen vacancies are
likely to be formed in the system at high temperature. The high-temperature region are
reversible on warming and cooling, which is in agreement with reversibility found from the




multiferroic behavior in iron doped
barium titanate nanocrystals
5.1 Introduction
The multiferroic materials that exhibit the coexistence of ferroelectric and ferromagnetic
properties have been extensively studied in the recent decade, with their promising unique
applications for the revolution in the fields of data storage devices [56; 57], sensors [466], and
energy harvesting [467].
From the device fabrication point of view, a device in which the magnetization is con-
trolled by an electric field, preferably at low voltages, at room temperature and with ultrafast
switching, is a prime goal [53]. The added dimensions create multiple possibilities for ad-
vanced material technology [468; 469; 470], for instance the multi-state memories for future
quantum computing [471; 472].
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As introduced in Section 1.5.2, a single-phase multiferroic material would greatly ease
the device fabrication, but it was established that there are rare choices in nature for single-
phase multiferroics. Hill first pointed out the incompatibility of magnetic and electric order
in perovskites [77]. In perovskite structure, the displacive ferroelectricity is achieved when
the B site cation is off-centered, which is particularly energetically favorable when the d shell
is empty, i.e., d0. However, the magnetic ordering for transition-metals require partially filled
d shells. This is also called “d0 vs. dn” problem [77; 473]. One possible way for solving this
problem may be a mixed perovskites with d0 and dn ions, such as doping ferromagnetic
ions into the ferroelectric materials [53]. For instance, people have tried the Fe doping into
PbTiO3 structure [67].
In addition, even though a substantial number of single-phase multiferroic compounds
have been investigated, not a single material has been discovered to exhibit large magneto-
electric (ME) coupling at room temperature [75; 65]. In order to ease the device fabrication
and making multiferroics useful for industrial applications, it is crucial to find a scalable
single-phase synthesis close to room temperature.
The synthesized materials under study are the Fe doped BaTiO3 nanocrystals, following
the concept that doping a magnetic species into a known ferroelectric material can in principle
obtain single-phase multiferroics [53].
Barium titanate (BaTiO3) is one of the most extensively studied perovskite ferroelectric
metal oxides because of its versatility in electronic applications, ubiquitous presence in capac-
itors, and room temperature ferroelectricity [159; 156]. It can be turned into a promising mul-
tiferroic candidate for the nanotechnology devices. Since the large ferroelectric polarization
nanocrystalline BaTiO3 can still be observed all the way down to 5 nm crystallite size [170;
171], that can serve as the source of switchable ferroelectricity, and further control the fer-
romagnetism [474; 158; 170; 171].
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It has been established that the possibility of Fe incorporation could give rise to mul-
tiferroic coupling, as supported by a series of theoretical calculations [172; 173; 174; 175;
176]. In the case of nanostructures, multiferroicity is further proposed to be obtainable due
to the large number of superficial atoms that significantly affect bulk behavior. As a result,
it is of great interest to pursue the development of multiferroic compounds based on the
nanoscale BaTiO3. Synthesis of BaTiO3 can be achieved using multiple routes from high
temperature solid state syntheses [475] to sol-gel approaches [476] to hydrothermal synthe-
ses [477]. However, these methods require high-temperature synthesis, which may prevent
further integration with the nanotechnology device fabrication.
Our collaborators, the group of Prof. Stephen O’Brien from the City University of New
York, have developed a simple, green, and scalable gel-collection growth method to produce
uniform and aggregate-free colloidal perovskite oxide nanocrystals including BaTiO3 (BTO),
BaxSr1−xTiO3 (BST) and BaSrTiHfO3 (BSTH) in high crystallinity and high purity [181].
The synthetic method is solution processed, derived from the sol-gel hydrolysis of metal
alkoxides in alcohol solvents such as ethanol by stoichiometric amounts of water in the
absence of surfactants and stabilizers. The synthesis is performed under an inert nitrogen
or argon atmosphere in a glovebox and the hydrolysis reaction produces nanoscale fully
crystallized single domain perovskite metal oxides of the formula ABO3 where A and B
are transition metals. The nanocrystals were shown to have a passivated surface layer of
hydroxyl/alkyl groups, which allows the nanocrystals to exist in the form of a super-stable
and transparent sol, or a self-accumulate to form a highly crystalline solid gel monolith
(hence gel-collection) of 100% yield for easy separation/purification. The dispersibility of
the particles in solvents enables the generation of smooth nanocomposite thin films that
can be spray printed or spun coat to make single and multilayer capacitors [478]. This
advanced synthesis can be performed near room temperature, which is promising to be an
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alternative method to replace the high temperature ceramic processing, so as to allow thin
film integration at low temperature, and open more technology avenues such as flexible
electronics, novel device topologies, and roll-to-roll fabrication [479; 480; 481].
In the present work, the chemical solution technique was applied to synthesize BaTiO3
(BTO) as well as BaFexTi1−xO3 (BFT). Textbook data for crystal ionic radii of the Ti/Fe
ions shows that a substitution is geometrically feasible in the 6-coordinate B site (Ti(IV):
74.5; Fe(IV): 72.5 Fe(II): 75 (LS), 92 (HS); Fe(III): 69 (LS); 78.5 (HS), values in pm, Shannon
ionic radii) [482]. The aim of this study was to adapt gel collection [181] to the synthesis
of BTO, BFT (x = 0.1-0.3, 0.5, and 0.75), and BaFeO3 (BFO) and then investigate the
structure, magnetic, and electric properties of these materials.
It is crucial to determine whether the compounds have spontaneous polarizations, i.e.,
whether the synthesized BaTiO3 nanocrystals exhibit ferroelectricity or not. As introduced
in Section 1.5.2, the ferroelectricity, or more precisely the displacive ferroelectric property,
in perovskites is solely determined by the local structure. Only the non-centrosymmetric
structures can enable the off-centered B site ion (Ti atom for BaTiO3) to have the electric
dipole moment. So studying the structure of the synthesized nanocrystals would play an
essential role for investigating the multiferroics. Meanwhile, the characterizations of mea-
suring the electric and magnetic responses to external fields would also help validate the
structure-property relationship for the multiferroics.
Recently, the pseudo-Jahn-Teller effect (PJTE) was proposed by Bersuker recently to
solve “d0 vs. dn” problem in perovskite multiferroics [94; 95]. The PJTE theory combines
the ground and excited states in vibronic coupling interactions to demonstrate the nature ten-
dency to avoid degeneracy, which results in the symmetry breaking. In the perovskite struc-
ture, the PJTE may lead to spontaneous displacements of the center B cation, resulting in the
local dipole moments. The vibronic theory to explain the ferroelectricity have been demon-
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Figure 5.1: MO LCAO scheme for a TiO8−6 octahedron and the analogy energy scheme for
a d4 metal, such as Fe4+.
strated to be successful [483; 484; 485], agreeing well with experimental observations [100;
101; 102], which also interprets the origin of perovskite multiferroics with proper ferro-
electricity. Thus, the ABO3 perovskites with a magnetic d
n configuration of the B ion in
principle can possibly exhibit both ferroelectric and ferromagnetic. The typical molecular-
orbital (MO) energy scheme for the octahedral fragment TiO8−6 in the approximation of
linear combinations of atomic orbitals (LCAO) is shown in Fig. 5.1, adapted from [94;
256]. It shows that Ti4+ has an empty t∗2g orbital. However, with the introduction of
dn (n > 0) elements, for example, when Fe ions are added to the Ti site, as shown in
the right panel of Fig. 5.1, the resulting t∗2g orbital would be partially filled. As a result,
the unpaired spins in the perovskite structure could lead to a nonzero magnetic moment,
meeting the requirements for the multiferroicity. Conclusively, PJTE predicts that only
transition metal ions B with configurations d3-LS, d4-LS, d5-LS and HS, d6-HS, d7-HS, d8,
and d9 can produce multiferroics in principle, where LS represents low-spin state and HS
represents high-spin state. Whereas the B ions with d1, d2, d3-HS, d4-HS, d6-LS, and d7-
LS, and d10 would not result in multiferroics, as summarized in Fig. 5.2, adapted from [94;
256]. In summary, in the BaFexTi1−xO3 system, only Fe
4+-LS and Fe3+-LS and HS could
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Figure 5.2: Conditions that ABO3 perovskites with the electronic d
n configuration for Ti/Fe
as the B site cation exhibiting multiferroics. EC means electronic configuration, GS means
ground state, LUES means lowest ungerade excited state, FE means ferroelectric, MM means
magnetic, MF means multiferroic, LS means low-spin, and HS means high-spin.
produce multiferroicity under the PJTE mechanism.
In this work, the PDF analysis was used to study the local structure of synthesized
Fe doped nanoparticles. We sought to (a) determine whether these samples have a non-
centrosymmetric structure; (b) reveal which state of Fe was being incorporated into the
structure; and (c) look for any structure changes with increased Fe content.
5.2 Methods
5.2.1 Sample synthesis
The sample synthesis work [256] was done by Julien Lombardi from Prof. Stephen
O’Brien’s group in the City University of New York. Barium isopropoxide Ba(OCH(CH3)2)
and 2.5% w/v iron isopropoxide Fe(OCH(CH3)3) in isopropanol were purchased from Alfa
Aesar, titanium isopropoxide Ti(OCH(CH3)4) and polyvinlypyrrolidone (avg. mol wt. 10,000),
and furfuryl alcohol 98% were purchased from Sigma Aldrich. Pure ethanol (200 proof)
was purchased from Decon Labs, Inc. All chemicals were used without any further pu-
rification. 8 nm BaTiO3 nanoparticles were synthesized using the gel collection method
under an inert nitrogen or argon atmosphere in a glovebox [181]. Stoichiometric amounts of
Ba(OCH(CH3)2) (3.37 mmol or 0.861 g) were added to 40 mL of 200 proof ethanol and mag-
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netically stirred until the powder dissolved (about 15 min). Then 1 mL of Ti(OCH(CH3)4)
was added to the solution and magnetically stirred for 15 min. A solution of 2 mL deionized
H2O and 8 mL 200 proof ethanol is prepared and then added 0.5 mL every 10 s and stirred
for 5 minutes after the entire solution is added. The solution is then transferred into a sealed
container (e.g. a centrifuge tube with a cap) and left to age overnight in the glovebox. A solid
gel rod began to form after 8 hours and the container was transferred out of the glovebox and
heated to 60◦C for 12 hrs in order for condensation of the gel rod to occur. The gel rod was
then washed 3 times with 200 proof ethanol and dried in a vacuum oven overnight at 90◦C
in order to be analyzed using conventional x-ray powder diffraction (XRD) and x-ray pho-
toelectron spectroscopy (XPS). Alternatively, the gel rod can be washed and suspended in
200 proof ethanol or furfuryl alcohol (FA) and then spin coated for dielectric measurements.
BaFexTi1−xO3 nanoparticles were synthesized using the same method but with the addition
of stoichiometric amounts of Fe(OCH(CH3)3). BaFeO3 nanoparticles were synthesized in the
absence of Ti(OCH(CH3)4) using the gel collection method outlined above.
BTO, BFT (x = 0.1-0.3, 0.5, and 0.75), and BFO nanocrystals were synthesized using
the gel collection method. Gel collection employs a treatment of reactive alkoxide pre-
cursors that are initially reacted under an inert atmosphere (N2 or Ar) in the absence of
oxygen/moisture. Following formation of a homogenized solution, in which precursors have
co-reacted, stoichiometric levels of deionized water are used to initiate hydrolysis and further
promote polycondensation, using low temperature (60◦C) heating step. All of the reactants
are consumed and collected as the product, which insures that the reactant stoichiometry
input is equivalent in molarity output. It can therefore be assumed that a reaction with a
specific molar ratio (e.g. x = 0.3) will yield a defined product, (e.g. BaFe0.3Ti0.7O3), later
confirmed by structural and spectroscopic characterization. The synthesized nanoparticles
are nanocrystalline, and readily dispersed in polar organic solvents, suitable for preparing
137
CHAPTER 5. STOICHIOMETRIC CONTROL OVER MULTIFERROIC BEHAVIOR
IN IRON DOPED BARIUM TITANATE NANOCRYSTALS
thin films.
5.2.2 Sample characterizations
A few different characterizations on the synthesized nanoparticles were performed by the
collaborators, such as x-ray photoelectron spectroscopy (XPS), transmission electron mi-
croscopy (TEM), energy-dispersive x-ray spectroscopy (EDS), scanning electron microscopy
(SEM), and magnetic properties measurement system (MPMS). The detailed description on
the characterization measurements can be found in the reference [256].
5.2.3 X-ray total scattering experiment
The x-ray total scattering measurements on these iron doped BaFexTi1−xO3 (x = 0,
0.1, 0.2, 0.3, 0.5, 0.75, 1.0) samples were carried out at the XPD beamline (28-ID-2) at
the National Synchrotron Light Source II (NSLS-II) at Brookhaven National Laboratory
(BNL). The nanocrystalline powders were sealed in polyimide capillaries and the data were
collected at room temperature using the rapid acquisition PDF method (RAPDF) [334]. The
experimental setup was calibrated by measuring the crystalline nickel as a standard material.
A large area 2D PerkinElmer detector was mounted behind the samples with a sample-
to-detector distance of 202.8031 mm. The incident x-ray wavelength was λ = 0.1867 Å.
The PDF instrument resolution is explained by two parameters in modeling, Qdamp and
Qbroad [347; 343], which were determined as Qdamp = 0.037 Å
−1 and Qbroad = 0.017 Å
−1 by
fitting the PDF from a well crystallized sample of Ni.
The detector exposure time was 0.1 s for all the samples to avoid detector saturation, and
the number of frames taken for the sample was adjusted to be 1200 for sufficient counting
statistics on the data, so the total exposure time per sample was 120 s. The collected data
frames were summed, corrected for polarization effects, and masked to remove outlier pixels
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before being integrated along arcs of constant Q, where Q = 4π sin θ/λ is the magnitude of
the momentum transfer on scattering, to produce 1D powder diffraction patterns using the
Fit2D program [486]. Standardized corrections and normalizations were then applied to
the data to obtain the reduced total scattering structure function, F (Q), which was Fourier
transformed to obtain the PDF, using PDFgetX3 [338] within xPDFsuite [339]. The
maximum range of data used in the Fourier transform was chosen to be Qmax = 24.0 Å
−1,
so as to give the best tradeoff between statistical noise and real-space resolution. For con-
sistency, all PDFs were transformed with the same settings.
5.2.4 Structure-mining
The detailed results of applying structure-mining to the synthesized undoped barium
titanate nanoparticles have been discussed in Chapter 3 that all the centrosymmetric and
non-centrosymmetric candidate perovskite models can be found successfully. Here we show
the structure-mining results on the BFO endmember sample data. The mining approach was
applied to search for all the possible Ba-*-O candidate structures against the experimental
PDF of BFO sample. The corresponding structure-mining results from the Crystallography
Open Database (COD) [379] are shown in Fig. 5.3. Totally 441 structures were fetched from
the COD. Many of the top ranked entries fetched from the COD are duplicated, fetched
from a pressure [487] and temperature [488] series study with each temperature and pressure
point being recorded in COD. The top six non-duplicated entries with Rw < 0.7 are listed
in Table 5.1. It clearly shows that the most possible structure for the BFO endmember was
found to be the BaCO3 structure with space group Pmcn [323] from the mining operation.
However, the resulting goodness-of-fit is not satisfactory (Rw ≈ 0.4), which indicates that
the BFO sample may have complicated structures, or have other signals contributed by
multi-phases. The detailed analysis on BFO will be introduced in the following by careful
139
CHAPTER 5. STOICHIOMETRIC CONTROL OVER MULTIFERROIC BEHAVIOR
IN IRON DOPED BARIUM TITANATE NANOCRYSTALS








Figure 5.3: Rw values for each of the structures fetched from the databases for the BFO
endmember x-ray data searching for all the structures with Ba, O and another arbitrary
element from the COD. The Rw parameter represents the goodness-of-fit for each structure.
Table 5.1: The top structure-mining results with Rw < 0.7 for the BFO endmember x-ray
data fetching all structures with Ba, O and another arbitrary element with any stoichiometry
from the COD. Here No. refers to the structure index (Fig. 5.3), which is the order fetched
from the database, and s.g. represents the space group of the structure model. The initial
isotropic atomic displacement parameter (Uiso) of all atoms in each structure is set to 0.005 Å
2
to start the structure refinements. The a, b, and c are the lattice parameters of the structure
model. The subscript i indicates an initial value before refinement and the subscript r
indicates a refined value. DB ID represents the database ID of the structure model in COD.
Qmax = 24.0 Å
−1, Qdamp = 0.037 Å
−1, and Qbroad = 0.017 Å
−1 were set and not varied in
the mining operation (see Section 3.2 for details).
No. Rw Formula s.g. Ba Uiso C Uiso O Uiso a i a r b i b r c i c r DB id
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å) (Å) (Å) DB id
394 0.401 BaCO3 Pnma 0.0062 0.0077 0.0057 5.260 5.281 8.846 8.953 5.89500 6.449 9006844
376 0.403 BaCO3 Pnma 0.0067 0.0085 0.0039 5.290 5.281 8.850 8.956 6.49000 6.450 8103832
418 0.409 BaCO3 Pnma 0.0058 0.0027 0.0072 5.315 5.285 8.904 8.950 6.43409 6.451 9013804
419 0.411 BaCO3 Pnma 0.0060 0.0029 0.0066 5.316 5.286 8.906 8.950 6.43383 6.450 9013805
0 0.413 BaCO3 Pnma 0.0056 0.0031 0.0073 5.313 5.287 8.896 8.950 6.42840 6.450 1000033
404 0.420 BaCO3 Pnma 0.0051 0.0013 0.0106 5.310 5.288 8.912 8.946 6.43650 6.450 9010928
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Table 5.2: Summary of the structural models used for BaTiO3 PDF fits.
Model name CC CT NT NR NO
Crystal System Cubic Tetragonal Tetragonal Rhombohedral Orthorhombic
Centrosymmetric Yes Yes No No No
Space Group Pm3m P4/mmm P4mm R3m Amm2
Ba position (0,0,0) (0,0,0) (0,0,0) (0,0,0) (0,0,0)
Ti position (0.5,0.5,0.5) (0.5,0.5,0.5) (0.5,0.5,z) (z,z,z) (0.5,0,z)
O1 position (0.5,0.5,0) (0.5,0.5,0) (0.5,0.5,0) (x,y,x) (0,0,z)
O2 position (0.5,0,0.5) (0.5,0,0.5) (0.5,y,z)
PDF fits.
5.2.5 PDF structural modeling
The PDF modeling program PDFgui was used for structure refinements [343]. In these
refinements Uiso (Å
2) is the isotropic atomic displacement parameter (ADP), and in multi-
phase fits, the ADPs of the same type of atoms are constrained to be the same in different
phases; δ1 (Å) is a parameter that describes correlated atomic motions [356]; SPD (Å) is
a parameter that accounts for the finite size of the particle, or more correctly, the domain
of coherent scattering in the particle, which gives the diameter of the domain in angstrom
units, assuming it to be spherical. Qdamp and Qbroad were refined to a nickel dataset collected
under the same experimental conditions and then fixed in the nanoparticle refinements.
As already shown in Chapter 3 for the structure-mining on the undoped barium titanate
nanoparticles, five candidate BaTiO3 perovskite models were fit to the experimental PDFs
to determine the structure of the gel nanoparticles. All the structure models, based on the
perovskite structure of BaTiO3, are defined in detail in Table 5.2 [159; 156].
The NT model was extended for the samples that have iron incorporated in them. Des-
ignated NT-BFTO, this model (space group: P4mm) is built from the NT model by sub-
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stituting Fe into the Ti site, with variable occupancies on the Fe and Ti sites constrained
to keep the total site occupancy as 1.0. The atomic positions and ADPs of Fe and Ti ions
are constrained to be the same as each other during the refinement, i.e. z(Ti) = z(Fe) and
Uiso(Ti) = Uiso(Fe).
Furthermore, as supported by the structure-mining results, we found evidence for this
BaCO3 structure as an impurity phase for doped samples and modeled it with the following
orthorhombic (BCO) model (space group: Pmcn): with Ba at (0.25, y, z), C at (0.25, y,
z), O1 at (0.25, y, z) and O2 at (x, y, z) [489; 490]. When using the BCO model as an
impurity phase in two-phase fits for BaFexTi1−xO3 datasets, the ADP of the C ion is fixed
as Uiso(C) = 0.04007 Å
2, and atomic positions of all atoms were fixed as Ba at (0.25, 0.4164,
0.7544), C at (0.25, 0.7556, -0.0783), and O, O1 at (0.25, 0.9011, -0.0894) and O2 at (0.4601,
0.6832, -0.0820), where these numbers were taken from [323], and δ1 and SPD parameters
are not applied during the refinement since the impurity BCO component is too short-range
to get stable fitting results.
For high Fe content samples, we also used the cubic perovskite BaFeO3 (BFO) model
(space group: Pm3m) [491]: with Ba at (0, 0, 0), Fe at (0.5, 0.5, 0.5), and O at (0.5, 0.5,
0); and the orthorhombic BaFe2O4 (BF2O4) model (space group: Pmcn) [492]: with Ba1,2
at (0.25, y, z), Ba3 at (x, y, z), Fe1,2,3,4 at (x, y, z), O1-7 at (x, y, z), O8,9 at (0.25, y, z).
5.3 Results and discussions
To study the multiferroics, it is important to investigate the structure of synthesized
nanoparticles, the x-ray PDF analysis is performed over the full range of compositions (x =0,
0.1, 0.2, 0.3, 0.5, 0.75, 1.0). The corresponding sample names used in the PDF analysis is
listed in Table 5.3.
142
CHAPTER 5. STOICHIOMETRIC CONTROL OVER MULTIFERROIC BEHAVIOR
IN IRON DOPED BARIUM TITANATE NANOCRYSTALS
Table 5.3: The information of BaFexTi1−xO3 samples, from undoped (x = 0) to fully doped
(x = 1.0).









We first consider the undoped pristine BTO nanoparticles and would like to know whether
it has centrosymmetric or non-centrosymmetric structure. This would provide evidence for
whether a paraelectric or ferroelectric phase could be retained in the synthesized nanocrystals
and provide further insights into the structure-property relationship in nanoscale BaTiO3, a
topic that has fascinated the community for many years [493; 494].
All five of the perovskite models fit quite well after refinement. The centrosymmetric
models gave comparable agreements as each other (Rw = 0.133), but slightly worse than the
N models (Rw ∼ 0.115). The refinement results are given in Table 5.4 and representative
fits are shown in Fig. 5.4. This is the first indication that the synthesized nanoparticles are
non-centrosymmetric.
Concluding that the underlying structures are non-centrosymmetric based on Rw val-
ues alone is insubstantive, because the non-centrosymmetric models have more freedom of
variables. However, strikingly, the Ti atoms refine to values away from the center of sym-
metry in all the non-centrosymmetric models, and the ADPs of the Ti ions are significantly
smaller, in the non-centrosymmetric models compared to the centrosymmetric models. This
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Table 5.4: Structure refinement results of all candidate perovskite models fit to the
BaTiO3 dataset over a range of 1.5 < r < 50 Å. The models are introduced in Sec-
tion 5.2.5 and are summarized in Table 5.2. Briefly, the models are centrosymmetric-
cubic (CC), centrosymmetric-tetragonal (CT), non-centrosymmetric-tetragonal (NT), non-
centrosymmetric-rhombohedral (NR), non-centrosymmetric-orthorhombic (NO). Here, Rω is
the goodness of fit; x, y and z are the refinable atomic positions in fractional coordinates (see
Table 5.2 for details), Uiso, in units of (Å
2), is the isotropic atomic displacement parameter
(ADP); δ1 is a correlated motion related PDF peak sharpening coefficient; SPD, in units of
(Å), is the spherical particle diameter.
Model: CC CT NT NR NO
Rω 0.133 0.133 0.118 0.119 0.115
a (Å) 4.0246 4.0211 4.0170 4.0254 4.0147
b (Å) - - - - 5.6863
c (Å) - 4.0318 4.0424 - 5.7141
α (◦) 90 90 90 89.795 90
Ba z - - −0.0011 0.0046 −0.0039
Ti z - - 0.5328 0.4834 0.5218
O1 x - - - 0.0125 -
O1 z - - −0.0180 0.5157 0.4644
O2 y - - - - 0.2695
O2 z - - 0.4756 - 0.2479
Ba Uiso 0.0083 0.0082 0.0083 0.0085 0.0086
O Uiso 0.0287 0.0284 0.0255 0.0264 0.0204
Ti Uiso 0.0177 0.0176 0.0099 0.0088 0.0087
δ1 (Å) 1.44 1.43 1.57 1.55 1.71
SPD 120.0 122.1 132.4 126.4 129.77
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Figure 5.4: X-ray PDFs of the undoped BTO data (blue curves) with the best-fit calculated
PDFs (red) for the (a) CC and (b) NT models. The difference curves are shown offset below
in green. Rω is the goodness of fit.
is strong evidence that the underlying structure has Ti off the (0.5, 0.5, 0.5) center of sym-
metry. We also note that the ADPs of the Ba and O ions are comparable between the
non-centrosymmetric and centrosymmetric models, which again suggests that the main dif-
ference is that Ti is moving off the center of symmetry and that the data strongly support
the fact that the gel nanoparticles are non-centrosymmetric. It is not possible with our x-ray
PDF data to determine unambiguously which of the non-centrosymmetric symmetry lower
distortions that we tried is the correct one.
5.3.2 Low-doped BaFexTi1−xO3 (0 < x ≤ 0.3)
To verify Fe incorporation into the BaTiO3 lattice in the doped BaFexTi1−xO3 samples.
We therefore fit the NT model, with Fe substituted onto the Ti site (we refer to this as the
NT-BFTO model, described in Section 5.2.5), to the low-doped BaFexTi1−xO3 (x = 0.1, 0.2,
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Figure 5.5: X-ray PDFs of the the BFT3 (x = 0.3) data (blue curves) with the best-fit
calculated PDFs (red) for the (a) NT-BFTO and (b) NT-BFTO + BCO two-phase models.
The difference curves are shown offset below in green. Rω is the goodness of fit.
0.3) datasets.
The fits are satisfactory showing that the perovskite structure survives. A representative
fit of the BFT3 sample PDF with the NT-BFTO model is shown in Fig. 5.5(a).
However, following the discovery of BaCO3 impurity in the higher-doped samples (see
below) we looked for its presence in these samples by adding it as a second phase to these
refinements, i.e. NT-BFTO+BCO model. This led to a small improvement in the goodness-
of-fit, Rw, value with the BaCO3 present at the few percent level. Barium carbonate (BCO)
is known to occur in barium containing oxides in which exposure to atmospheric CO2(g)
can adsorb to, and react with, the surface, to form small quantities of carbonate [489]. The
refinement results are given in Table 5.5 and the representative fit is shown in Fig. 5.5(b). It
was not possible to refine occupancies on the Ti and Fe sites into stable values. This is not
unexpected because Ti and Fe have the similar x-ray scattering power. However, another
way of telling if the Fe is doping into the material is to monitor the lattice parameters. In
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Table 5.5: Structure refinement results of NT-BFTO+BCO model fit to the low-doped
BaFexTi1−xO3 (x = 0.1, 0.2, 0.3) sample PDFs, i.e. BFT1 to BFT3, over a range of 1.5 <
r < 50 Å. The model is introduced in Section 5.2.5. In NT-BFTO model, the occupancies on
the Ti and Fe sites are fixed during the refinement keeping the total site occupancy as 1.0.
The occupancies on the Fe site are fixed as 0.1, 0.2, and 0.3 for BFT1, BFT2, and BFT3,
respectively. The ADPs of Ba and O ions are constrained to be the same in two phases. Here,
Rw is the goodness of fit; z is the refinable atomic position in the fractional coordinate (see
Table 5.2 for details), Uiso, in units of (Å
2), is the isotropic atomic displacement parameter
(ADP); δ1 is a correlated motion related PDF peak sharpening coefficient; SPD, in units of
(Å), is the spherical particle diameter. The refinement result from the undoped BTO sample
is listed together for easier comparison.
Sample BTO BFT1 BFT2 BFT3
Phase NT NT-BFTO BCO NT-BFTO BCO NT-BFTO BCO
a (Å) 4.0170 4.0232 5.2954 4.0271 5.3173 4.0270 5.3228
b (Å) - - 9.0207 - 9.0409 - 9.0111
c (Å) 4.0424 4.0564 6.3406 4.0683 6.3673 4.0753 6.4076
Ba z −0.0011 −0.0081 - −0.0077 - −0.0068 -
Ti (Fe) z 0.5328 0.5283 - 0.5282 - 0.5282 -
O1 z −0.0180 −0.0228 - −0.0267 - −0.0245 -
O2 z 0.4756 0.4867 - 0.5009 - 0.5059 -
Ba Uiso (Å
2) 0.0083 0.0104 0.0104 0.0117 0.0117 0.0128 0.0128
Ti (Fe) Uiso (Å
2) 0.0099 0.0108 - 0.0121 - 0.0124 -
O Uiso (Å
2) 0.0255 0.0266 0.0266 0.0249 0.0249 0.0236 0.0236
SPD (Å) 132.4 80.8 - 65.4 - 55.2 -
Mass Ratio (%) - 96.4 3.6 96.1 3.9 95.7 4.3
δ1 (Å) 1.57 1.59 - 1.57 - 1.55 -
Rω 0.118 0.138 0.141 0.150
Fig. 5.6 we plot the iron concentration dependence of the unit cell volume for the low-doped
BaFexTi1−xO3 series of samples fit with the NT-BFTO+BCO model as shown in Table 5.5.
We find that the unit cell volume increases monotonically with increasing Fe content. This
trend is the evidence that Fe is being incorporated into the lattice of the perovskite BTO
structure. This is consistent with the observations of XPS data. The experimental results,
independently offer verification of the same trend that an increase in lattice parameters
occurs on incorporation of the iron into the perovskite. Since Fe4+ is a smaller ion than the
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Figure 5.6: The unit cell volume Vc (red curve) and the tetragonality c/a (green curve) from
the NT model as a function of Fe doping concentration (x) of BaFexTi1−xO3 samples in the
two-phase fits.
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Ti4+ that it is replacing, it therefore makes sense to assume that the some of the iron is
being incorporated as 3+ in the high-spin (HS) state, alongside Fe4+.
To maintain charge balance, this would imply that a significant number of oxygen vacan-
cies (V2+O ) would have to also be arriving into the structure [495; 177]. Such vacancies may
be more easily accommodated due to the large surface to volume ratio for these sub 10 nm
uniform nanocrystals. The XPS data confirms increasing Fe3+ (HS). So it is concluded that
the nanocrystals have the potential to be multiferroic, as shown in Fig. 5.2, given evidence
of retention of tetragonality, lattice expansion to accommodate Fe3+(HS), XPS evidence of
Fe3+ as well as Fe4+, and confirmed by the magnetic characterization, which would be shown
in Section 5.3.4.
The lattice parameters could go up or down with Fe doping depending on the valence
and spin state of the iron. According to the Database of Ionic Radii [482], for 6-coordinate
octahedral environments, the ionic radius, Ri, of Ti
4+, is 0.605 Å. For Fe4+ in the same
coordination, Ri = 0.585 Å, and for Fe
3+ low spin, Ri = 0.55 Å, which are both smaller
than Ti4+. On the other hand, for Fe3+ high spin, Ri = 0.645 Å, which is larger than
Ti4+. Therefore, the increase in unit-cell volume with x, 1.3% increase in volume for 30%
Fe incorporation, suggests that Fe is being incorporated into the BTO lattice, and the Fe3+
high-spin state is present. This reveals the possibility of exhibiting multiferroics in the system
under the PJTE mechanism as introduced earlier.
We also note that the tetragonality, c/a, also increases with x, as shown in Fig. 5.6, which
may indicate that the ferroicity is strengthening with increasing Fe content. From Table 5.5
we see that the Ti/Fe site refines to a value away from the high symmetry position in all
these compounds, indicating that the low-doped structure is still non-centrosymmetric. The
ADPs of the Ti/Fe and Ba ions also increase slightly with higher x, consistent with some
structural disorder from chemical substitution effects when Fe is doped into the lattice.
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Figure 5.7: Experimental PDFs of iron doped BaFexTi1−xO3 samples. Top curve: pure
BTO sample, x = 0, (blue). Bottom curve: pure BFO sample, x = 1, (brown). Curves
in the middle: Ti-Fe mixed composition samples. The blue vertical dashed line highlights
the strong r = 4.03 Å peak from the BTO data coming from Ba-Ba, Ti-Ti, and O-O bond
lengths. The brown vertical dashed line highlights the strong r = 4.43 Å peak from the BFO
data.
5.3.3 High-doped BaFexTi1−xO3 (x ≥ 0.5)
For higher doped samples there are significant changes in the PDF, as shown in Fig. 5.7.
This indicates that the material has either changed its structure, or the sample has become
mixed phase with a large amount of the second component. Comparing peaks in the BFO
end member sample with the new peaks appearing in the high-doped BFTO samples suggests
that the new phase appearing is the same as the BFO sample. This can be seen qualitatively
by focusing on some characteristic peaks in the end member models. There is a peak in the
BTO data at r = 4.03 Å that is absent in the BFO data and a strong peak at r = 4.43 Å
in the BFO end member that is not in BTO. The high-doped BFT5 and BFT75 (x = 0.5
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and 0.75) PDFs clearly contains both characteristic peaks, suggesting that these samples are
mixed phase. These peaks are highlighted in Fig. 5.7 with vertical dashed lines.
As a result, solving the structure for the BFO sample is the key to understand the high-
doped samples. Surprisingly, we were not able to fit the BFO data well with any reported
model for BaFeO3, where the models we tried, distinguished by their space groups, were
Pm3m [491], P4/mmm [496], R3m [497], R3c [496], R3m [498], P63mmc [499]. We finally
were able to identify the main signal in this PDF as coming from BaCO3, which is a known
impurity in these systems arising from the reactive adsorption of CO2 on the highly basic
BaO surface layers of the BTO nanocrystals [489; 490]. The best fit PDF of the BCO model
to the BFO data is shown in Fig. 5.8(a).
The BCO model fits the high-r region well, but there is significant extra signal evident in
the difference curve in the low-r region. We therefore sought barium ferrite models that might
explain this left-over signal. The BaFeO3 perovskite model worked somewhat. For example,
the fit of the BCO+BFO3 (see Section 5.2.5 for details) two-phase model gets slightly better
goodness of fit as shown in Fig. 5.8(b). However, a much better fit was obtained using a model
for orthorhombic BaFe2O4 (named as BF2O4 model, see Section 5.2.5 for details), where a
two-phase fit resulted in a significantly improved Rw of 0.155, as shown in Fig. 5.8(c). XPS
data suggested the presence of Fe4+ for x > 0.5, therefore favoring the model of BaFeO3, in
which the B site oxidation sate is formally 4+, compared to BaFe2O4 for which Fe is 3+. In
addition, the model refined lattice parameters are noticeably different from one previously
reported values for BaFe2O4: a = 18.995 Å,b = 6.973 Å, and c = 11.300 Å, compared to
a = 17.347 Å, b = 9.336 Å, and c = 10.882 Å [492].
There is still a small residual signal even from the two-phase fit, so we further tried
BFO+BFO3+BF2O4 three-phase fit, and it slightly improve the fit, as shown by the re-
duced Rw = 0.130 and shown in Fig. 5.9. The refined mass ratios of the three phases,
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Figure 5.8: X-ray PDFs of the the BFO (x = 1.0) data (blue curves) with the best-fit
calculated PDFs (red) for the (a) BCO, (b) BCO+BFO3 and (c) BCO+BF2O4 models.
The difference curves are shown offset below in green.











Figure 5.9: X-ray PDF of the the BFO (x = 1.0) data (blue curve) with the best-fit calculated
PDF (red) for the BCO+BFO3+BF2O4 three-phase model. The difference curve is shown
offset below in green.
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BCO:BFO3:BF2O4, are 0.24:0.31:0.45 suggesting that, despite the very strong PDF signal
from the BCO in the plot, there are not many mass partials from BCO compared with the
barium ferrite phases. The reason why the BCO phase dominates the signal is that it is
highly crystalline, compared to the barium ferrite phases that have a very small nanocrys-
talline particle size. The refined values for the crystallite diameter is 0.51 nm for the BaFeO3
component and 2.15 nm for the BaFe2O4 phase. The crystallite size for the BaFeO3 com-
ponent is so small that it may actually be forming an amorphous phase. The refinements
were tested for stability and the parameters of the BaFeO3 model were stable and all re-
fined to reasonable values, so despite the small range of structural coherence we believe that
short-range ordered material resembling the perovskite ferrite is present in the sample.
Other refined structural parameters are similar to those we obtained in the two-phase
fits, such as ADPs and lattice parameters, noticing that the BF2O4 lattice still significantly
contracted along the a and b axes (a = 18.921 Å, b = 6.888 Å, and c = 11.609 Å). The refined
ADP of the Fe ion (constrained to be the same in both BFO3 and BF2O4 components),
0.001 Å2, is much smaller than those of other ions in the model (about 0.010 Å2 for Ba and
O ions, and 0.031 Å2 for the C ion in the BCO model). This value is unphysically small and
may indicate a desire for the model to place extra intensity at the Fe position.
Overall, from the PDF analysis, we conclude that, in the nanoscale BaFexTi1−xO3 system
for values of x ≤ 0.3, synthetic substitution occurs seamlessly and a single-phase compound
is maintained, with substitution at the B site of Ti for Fe, as a mixture of Fe3+/Fe4+.
Although not precisely quantified, it is postulated therefore that the structure may contain
oxygen vacancies (especially at the surface) with increasing x, of the form BaFexTi1−xO3−δ.
With increasing Fe concentration (especially x ≥ 5), the morphology of the nanocrystals
is still largely intact, and the material can be dispersed in organic solvents, converted into
films etc., but the perovskite structure appears to be less stable, devolving into additional
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competing phases. Some BaCO3 is present, and while BaFexTi1−xO3 is evident for x ≥ 0.5,
some BaFeO3 or BaFe2O4 (or possibly both) may be forming.
The collaborators also performed the x-ray photoelectron spectroscopy (XPS) measure-
ments on the samples, and Fe3+ was found to exist in the sample from the XPS data [256].
This agrees with the PDF data analysis that the increase in lattice parameters with the
increase in the concentration of Fe corresponds to a doping of Fe3+ on the Ti4+ site within
the crystal lattice. A mixture of Fe3+/Fe4+ may end up residing at the B site such that Fe4+
helps stabilize the structure through charge balancing, while Fe3+ can be complimented with
oxygen vacancies to some extent. Eventually, with increasing Fe (x > 0.5), neither Fe3+ nor
Fe4+ can maintain the structure and more thermodynamically stable Ba-Fe-O phases start
to emerge.
It would be of great interest to perform neutron PDF analysis on this system for two
reasons. First, neutron PDF can provide the accurate oxygen sublattice structure informa-
tion, so as to determine which of the non-centrosymmetric space groups (Amm2, P4mm,
R3m) is the correct structure model for describing the local structures of these synthesized
nanocrystals [156; 170]. Second, the magnetic properties of the multiferroic behavior can
be further studied from neutron PDF, and the magnetic PDF technique based on neutron
PDF [437] can help further investigate the local magnetism.
However, the current gel-collection method would have hydrogenous materials involved
during the synthesis, which would result in difficult data reduction because of the hydrogen
problem in neutron experiments. Avoid any 1H left in the material requires extra time
and cost to optimize the current chemical synthesis methods, otherwise the strong inelastic
incoherent scattering from hydrogen would prevent us obtaining the coherent scattering
signal for PDF analysis, as explained in Section 2.4.3. In addition, due to the unexpected
COVID-19 pandemic situation, the neutron experiments are suspended in 2020. We did not
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have opportunity to perform the neutron measurements on BaFexTi1−xO3 materials at the
time of writing thesis.
5.3.4 Dielectric and magnetic characterizations
To validate the multiferroicity in the BaFexTi1−xO3. Collaborators also performed the
dielectric and magnetic characterizations [256].
The fabricated thin film (450 nm) nanocomposites were prepared in order to study the
dielectric properties. The result on the stability of the effective dielectric constants over
a standard range of frequencies (100 Hz-2 MHz, relatively flat lines) is shown in Fig 5.10,
adapted from [256]. The dielectric constants at 1 MHz of 27.0 to 22.2 for BaFexTi1−xO3
samples for x = 0-0.75 respectively. This observation is strong evidence that the mea-
surement of the effective dielectric constants acquired using impedance analysis is due to
the intrinsic nature of the material, and not from interstitial charging or space charging
due to void spaces within the 0-3 nanocomposite. The dielectric loss (tan δ) values were
in the range of 0.02-0.09 with the dielectric loss rising in the higher frequency range as
seen in Fig. 5.10(b). This slight increase in dielectric loss at higher frequencies (> 105 Hz)
is due to contact resistance which is known to make a significant contribution to the di-
electric loss at higher frequencies [46]. The dielectric loss values at 1 MHz, were however,
all tan δ < 0.04, demonstrating that the nanocomposite can function well as an insulat-
ing dielectric, a capacitor or potential multiferroic device. The effective dielectric con-
stants showed a trend in decreasing effective dielectric constants as a function of increas-
ing Fe concentration in the sample (Figure 5.10(a)), likely due to the Fe3+ ions providing
fewer polarizable dipoles in the crystalline structure. This trend in decreasing effective
dielectric constants agrees well with the literature [500]. Using the modified interphase
model [501], the estimated dielectric constants of BTO, BFT (x = 0.1-0.3, 0.5, 0.75), and
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Figure 5.10: (a) Effective dielectric constants as a function of frequency for all BaFexTi1−xO3
samples. (b) Dielectric loss as a function of frequency for all BaFexTi1−xO3 samples. Di-
electric constant decreases with increasing Fe concentration. (c) Plot of estimated intrinsic
dielectric constants of the BaFexTi1−xO3 nanocrystals as a function of x, calculated by ap-
plying the interphase model, with known volume fractions and electrode area.
BFO were shown in Fig. 5.10(c). It has been reported that the bulk dielectric constants
of BTO, BFT, and BFO are significantly larger than our calculated values (> 1000) [502;
59]; however, it is known that the size of the size of nanoparticles plays a significant role in
the suppression of the ferroelectric behavior of the material, despite evidence of persistence
of polarization. This is evident in the dielectric measurements and consistent with other
perovskite systems and nanocomposites [493].
The magnetic properties were measured to investigate the ferromagnetic behavior in the
system. Characterization of the magnetic properties of BaFexTi1−xO3 samples was performed
on a Quantum Designs Magnetic Property Measurement System (MPMS) at Oak Ridge Na-
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Figure 5.11: (a) ZFC and FC measurements of the doped BaFexTi1−xO3 samples. (b)
The magnetic hysteresis measurements of doped BaFexTi1−xO3 samples, and (c) zoomed in
portion of (b) to highlight asymmetric hysteresis loops at higher Fe concentration.
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tional Laboratory in Tennessee. ZFC and FC measurement results were shown in Fig 5.11(a),
adapted from [256]. For ZFC measurements the samples were cooled to 5 K in the absence of
an external magnetic field. Once at 5 K, an external magnetic field of 2000 Oe was applied
to the samples and they were slowly heated to 300 K. For the FC measurements, the samples
were cooled down to 5 K in the presence of a 2000 Oe field. A sharp increase in magnetization
is observed at the increasing temperature point when x increases, and an increase in mag-
netization as a function of Fe concentration is observed and agrees well with literature [179;
178]. A much larger increase in the magnetization is seen in the x = 1.0 sample as there is
no presence of Ti4+ in the material thus leading to a higher amount of magnetic spins align-
ing in the presence of a magnetic field and as confirmed by PDF, the presence of Ba-Fe-O
phases is also contributing. As the temperature is increased the magnetization decreases due
to randomization of the magnetic orderings within the nanoparticles because of the thermal
energy. This only becomes drastically apparent below 200 K. There is no observed splitting
between the ZFC and FC measurements implying that the nanoparticles may be paramag-
netic. Magnetic hysteresis measurement results with a maximum sweeping magnetic field
of 40000 Oe are shown in Fig. 5.11(b). A similar trend in increasing magnetization can be
seen as a function of increasing Fe content in the nanocrystals. Upon closer inspection of
the magnetic hysteresis loops in the zoomed in region in Fig. 5.11(c) it is apparent that
there is a weak magnetic coercivity and a small remanence magnetization implying a weak
ferromagnetic state at low temperatures (< 5 K) however the samples never reach full mag-
netic saturation at this magnetic field strength. For lower Fe concentrations (x ≤ 0.2) it is
observed that the magnetic coercivity (Hc) is 11 Oe for BFT1 and 15 Oe for BFT2 with
relatively low remanent magnetization of 0.001 emu/g and 0.003 emu/g, respectively. How-
ever, when Fe concentration is higher (x ≤ 0.3) there are different values for the negative and
positive magnetic field values. This is seen in both the magnetic coercivity and the remanent
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magnetization. As the Fe concentration increases, the remanent magnetization and magnetic
coercivity increase as well, and this is to be expected as more Fe-O octahedra are forming,
creating more magnetic moments due to doping concentration. The asymmetric hysteresis
loops are thought to be due to the multiple valence states existing within the crystal lattice
due to the presence of both Fe3+ and Fe4+ as seen in the XPS data [256]. As Fe concentration
increases, the different magnetic states become more and more apparent. A similar trend in
the much larger increase in magnetization is seen in the hysteresis as well as the ZFC and
FC curves, and is likely due to the absence of Ti4+ in the material as stated above. Thus
the characterizations above clearly show both the ferroelectric and ferromagnetic behaviors
in the Fe doped samples.
5.4 Conclusion
In this work, the BaFexTi1−xO3 nanocrystals were prepared using a near room temper-
ature (≤ 60◦C) hybrid sol-gel chemical solution processing method by collaborators. The
local structures of samples are studied by x-ray pair distribution function (PDF) analy-
sis. which reveals that the gel-collected nanoparticles are non-centrosymmetric, whereas
the unambiguous determination on one of the non-centrosymmetric symmetry breaking dis-
tortions (tetragonal, rhombohedral, or orthorhombic crystal system) requires the neutron
PDF experiments for providing the accurate oxygen sublattice structure information. The
non-centrosymmetry reveals the ferroelectric property of the samples, since the B site cation
is off-centered, which results in the spontaneous polarization phenomenon for the 8-10 nm
nanoparticles.
For low-doped BaFexTi1−xO3 (x ≤ 0.3) samples, the PDF analysis clearly shows the
increase in lattice parameters with the increase in the concentration of Fe, which corresponds
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to a doping of Fe3+ (high spin) on the Ti4+ site within the crystal lattice, due to the larger
cationic radii of Fe3+ high-spin ions when compared to Ti4+ which gives the possibility
of multiferroics predicted by the pseudo-Jahn-Teller effect theory. The PDF analysis fully
supports the observation that Fe substitution is facile for x = 0.1, 0.2, and 0.3, generating
a series of compounds that appear mainly single-phase, but at higher Fe substitutions the
BaFexTi1−xO3 nanocrystals show evidence of other (trace) phases being present but still
present similar structural characteristics, suggesting that Fe substitution is also possible at
x ≥ 0.5.
For high-doped BaFexTi1−xO3 (x ≥ 0.5) samples, Fe evidently impacts the structure,
but still produces dispersible, relatively monodisperse nanocrystals, with additional phases
growing in. It is possible that a mixture of Fe3+/Fe4+ ends up residing at the B site: Fe4+
helps stabilize the structure through charge balancing, while Fe3+ may be complimented with
oxygen vacancies to some extent, especially at the surface. The structure may therefore be of
the form BaFexTi1−xO3−δ for increasing x. Eventually, with increasing Fe (x > 0.5), neither
Fe3+ nor Fe4+ can maintain the structure and the emergence of more thermodynamically
stable Ba-Fe-O phases start to emerge.
The multiferroicity is further validated by the frequency dependent dielectric measure-
ments and Magnetic characterization by MPMS (both magnetic hysteresis loops and zero




Two-orbital degeneracy lifted state as
a local precursor to a metal-insulator
transition in magnesium titanate
spinels
6.1 Introduction
The AB2X4 transition-metal spinels, with B cations forming a pyrochlore lattice, the geo-
metrically frustrated network of corner-sharing tetrahedra [185], exhibit a wealth of interest-
ing electronic and magnetic properties, such as spin dimerization [204; 211], spin-lattice insta-
bility [503], orbital ordering [504], charge ordering [505], and metal-insulator transitions [506;
209; 507].
For instance, the CuIr2S4 thiospinel system has many exotic properties, such as a transi-
tion from paramagnetic metal to diamagnetic insulator on cooling [200; 201; 202], the forma-
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tion of structural isomorphic octamers [203; 204], and anomalous electrical properties [205;
206]. In particular, CuIr2S4 has broken symmetries in its ground state accompanied by the
formation of charge order and orbital order and the creation of magnetic spin singlets on
dimerized Ir4+-Ir4+ pairs [204].
These dimers were shown to disappear on warming through the transition, but surpris-
ingly, preformed local symmetry broken states were seen at high temperature well above the
global long-range ordering structure transition [215]. Thus, on cooling, a precursor state
exists that has broken local symmetry but is high symmetry over the long range. This be-
havior was shown to be driven by breaking of d-electron orbital degeneracies, resulting in a
local fluctuating orbital-degeneracy-lifted (ODL) state distinct from the spin singlet dimer.
This local state is enabled by a direct t2g Ir orbital overlap promoted by the topology of the
crystal structure. In the regime of partial filling and high crystal symmetry that imposes
the degeneracy of the orbital manifold, a molecular-orbital-like state is formed and accom-
panied by associated local structure distortion. Many of the interesting physical properties
of CuIr2S4 could be well explained by the insights gained from understanding the short-
range-ordered ODL phenomenon, such as the non-conventional conduction mechanism in
the high-temperature metallic phase [205], and the apparently contradictory observation of
the destruction of the dimers at the phase transition but the persistence of poor metallic
response above the transition [508].
Similar local symmetry-broken ODL states preformed at high temperature were also ob-
served in other non-spinel d-electron systems such as the FeSe superconductor [509; 333].
Even the well studied physics of the perovskite lanthanum manganites (LaMnO3) could also
be interpreted in the same way [510], establishing that the ODL phenomenon is widespread
among the many materials with partially filled d-electron manifolds. To gain comprehensive
understanding of the phenomenon it is important to seek it out systematically and charac-
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terize it in more materials with potential of revealing novel aspects. Here we show that a
similar ODL state exists in MgTi2O4.
MgTi2O4 has many similarities to CuIr2S4 [207]. They are both cubic spinels at high
temperature with a transition metal ion pyrochlore sublattice of corner-shared tetrahe-
dra. In both cases the crystal field splits the d-orbitals into a t2g triplet and an eg dou-
blet with the t2g orbitals partially occupied and the eg orbitals empty. They both exhibit
a temperature-dependent metal-insulator transition (MIT) [208; 209], the origin of which
has been attributed to an orbital-selective Peierls mechanism [207]. They both exhibit a
global symmetry lowering, from cubic to tetragonal, at the MIT on cooling. They both
have anomalous electrical resistivity behavior in the high-temperature metallic phase [210;
205]. The symmetry lowering at the MIT is accompanied by a dimerization of transition
metal ions that results in alternating short and long metal-metal bonds, and a resulting
tetramerization [511], along linear chains of ions on the pyrochlore sublattice [207]. The
short bonds are associated with spin singlet dimer formation [204; 211]. The charge filling
is also almost electron-hole symmetric between the systems with Ti3+ having one electron
in the t2g manifold, while Ir
4+ has one hole, although the nominal charge of Ir in CuIr2S4
is 3.5+ which would place half a hole per Ir in the t2g anti-bonding band on average in this
compound.
Despite the similarities, there are also notable differences. The Ti valence electrons
are in 3d orbitals whereas for Ir they are 5d, which are more extended and should result
in larger bandwidth. This is reflected in the average separation between the transition
metals on undistorted tetrahedral pyrochlore sublattices of their cubic structures follows this
expectation: Ti-Ti separation is shorter (∼3.0 Å) whereas Ir-Ir separation is longer (∼3.5 Å).
Also, experimentally, in MgTi2O4 the tetragonal distortion is shown to be compressive (c <
a) below the MIT [211] but it is tensile (c > a) in CuIr2S4 [200]. Dimers form helical
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superstructures in MgTi2O4, whereas they form octameric molecules in CuIr2S4, thereby
lowering the symmetry further to triclinic. Both materials tetramerize below the MIT;
however, CuIr2S4 has a 3+-3+-4+-4+ charge ordering (CO) that accompanies an orbital
ordering (OO) [215], whereas no CO is observed in MgTi2O4 and the site charge is uniformly
3+. It is thus interesting to explore whether ODL effects are seen in MgTi2O4 despite these
differences.
Neutron pair distribution function (PDF) analysis on MgTi2O4 has been performed in
earlier work [512] to study the dimers, suggesting that they do persist to high temperature.
However, due to the weak and negative neutron scattering length of Ti, and appreciable
overlap with substantially stronger oxygen signal, neutron PDF itself cannot fully reveal
how the local structure behaves with temperature. Here we have applied a combined x-ray
and neutron analysis to understand the full picture. We find unambiguously that the Ti-
Ti dimers do disassemble on warming through MIT. However, the local structure does not
agree with the average structure even at high temperature. In analogy with CuIr2S4, partially
filled t2g transition metal orbital manifolds of MgTi2O4, which are triply degenerate in the
average cubic symmetry, utilize their favorable overlaps fostered by the pyrochlore sublattice
topology to form an ODL state. Its structural signatures are observed up to 500 K, the
highest temperature measured. The spatial extent of the local structural response is found
to be longer than that observed in CuIr2S4, suggesting a two-orbital character of the ODL
state in MgTi2O4, consistent with the electronic filling.
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The sample synthesis work [513] was done by Dr. John Mitchell from Materials Science
Division in Argonne National Laboratory. TiO2, Ti metal, and an excess of MgO were mixed
and reacted in a graphite crucible using a spark plasma sintering technique. Synthesis at
1100◦C was complete in ∼ 15 minutes. The sample was reground and fired a second time
under similar conditions.
6.2.2 Sample characterizations
The conventional x-ray diffraction and magnetization characterization measurements [513]
were performed by the collaborators, Dr. John Mitchell and Dr. Hong Zheng from Mate-
rials Science Division in Argonne National Laboratory. Powder x-ray diffraction analysis of
the product showed well-crystallized MgTi2O4 spinel accompanied by an extremely small
concentration of Ti2O3 as a second phase. Magnetization measurements were conducted us-
ing a superconducting quantum interference device (SQUID) magnetometer on a specimen
with mass of 6.2 mg, and the Curie-Weiss analysis was performed on the data. The fit to
the normalized low-temperature data revealed the Weiss temperature of -0.45 K, consistent
with isolated Ti3+, and the Curie constant of 0.023 emu K/mol, which corresponds to about
3 mol% of putative Ti3+ spin-1/2 impurities.
6.2.3 X-ray and neutron total scattering experiments
The synchrotron x-ray total scattering measurements were carried out at the PDF beam-
line (28-ID-1) at the National Synchrotron Light Source II (NSLS-II) at Brookhaven National
Laboratory (BNL) using the rapid acquisition PDF method (RAPDF) [334]. The MgTi2O4
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powder sample was loaded in a 1 mm diameter polyimide capillary and measured from 90 K
to 500 K on warming using a flowing nitrogen cryostream provided by Oxford Cryosystems
700 Series Cryocooler. The experimental setup was calibrated by measuring the crystalline
Ni as a standard material. A two-dimensional (2D) PerkinElmer area detector was mounted
behind the samples perpendicular to the primary beam path with a sample-to-detector dis-
tance of 227.7466 mm. The incident x-ray wavelength was 0.1668 Å. The PDF instrument
resolution effects are accounted for by two parameters in modeling, Qdamp and Qbroad [347;
343]. For x-ray PDF measurement, these were determined as Qdamp = 0.039 Å
−1 and
Qbroad = 0.010 Å
−1 by fitting the x-ray PDF from a well crystallized sample of Ni collected
under the same experimental conditions.
In order to verify the data reproducibility, an additional set of x-ray data (in the 90 K
to 300 K temperature range on warming) was collected at the XPD beamline (28-ID-2) at
the NSLS-II at BNL using a similar RAPDF setup but with x-ray wavelength of 0.1901 Å
and sample-to-detector distance of 251.1493 mm. The corresponding instrument resolution
parameters were determined to be Qdamp = 0.032 Å
−1 and Qbroad = 0.010 Å
−1, implying
similar instrument resolution effects across the two sets of measurements.
The collected x-ray data frames were summed, corrected for detector and polarization
effects, and masked to remove outlier pixels before being integrated along arcs of constant
momentum transfer Q, to produce 1D powder diffraction patterns using the pyFAI pro-
gram [337]. Standardized corrections and normalizations were applied to the data to obtain
the reduced total scattering structure function, F (Q), which was Fourier transformed to
obtain the PDF, using PDFgetX3 [338] within xPDFsuite [339]. The maximum range
of data used in the Fourier transform was chosen to be Qmax = 25.0 Å
−1, so as to give the
best trade-off between statistical noise and real-space resolution.
The time-of-flight (TOF) neutron total scattering measurements were conducted at the
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NOMAD beamline (BL-1B) [335] at the Spallation Neutron Source (SNS) at Oak Ridge
National Laboratory. The MgTi2O4 powder sample was loaded into a 3 mm diameter silica
capillary mounted on a sample shifter, and data were collected from 100 K to 500 K on
warming using an Ar flow cryostream. The neutron PDF instrument resolution parameters
were determined as Qdamp = 0.0232 Å
−1 and Qbroad = 0.0175 Å
−1 by fitting the neutron
PDF of a NIST standard 640d crystalline silicon sample. The neutron data were reduced
and transformed to the PDF with Qmax = 25.0 Å
−1 using the automated data reduction
scripts available at the NOMAD beamline.
6.2.4 Structure-mining
The structure-mining approach was applied on both neutron and x-ray experimental
PDFs of MgTi2O4 in order to find its candidate structures. The heuristic-2 (Mg-Ti-O)
is applied, fetching all structures that contain Mg, Ti, and O elements with any stoi-
chiometry. The corresponding structure-mining results from the Crystallography Open
Database (COD) [379] are shown in Fig. 6.1, using the NXPDF data collected at the
500 K as an example here. The top ranked entries are mostly the duplicated cubic struc-
ture from a temperature series neutron diffraction study with each temperature point be-
ing recorded in COD [379]. The top seven non-duplicated entries with Rw < 0.7 are
listed in Table 6.1 and Table 6.2 for x-ray and neutron PDF, respectively. Both x-
ray and neutron PDF consistently return the best possible candidates structures as the
cubic (s.g. Fd3m) and tetragonal (s.g. P4122) magnesium titanate spinel models [514;
515]. Notice that in spinels the A and B sites can switch symmetrically in the structure,
and considering that Mg (b = 5.375 fm) and Ti (b = −3.438 fm) scatter neutron quite
differently, but not that far away for x-ray scattering, it is interesting that neutron PDF
ranks the MgTi2O4 stoichiometry model on the top but x-ray returns Mg2TiO4 in the first
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Table 6.1: The top structure-mining results with Rw < 0.7 for the MgTi2O4 x-ray data
collected at 500 K using heuristic-2 from the COD, fetching all structures that contain
Mg, Ti, and O elements with any stoichiometry. Here No. refers to the structure index
(Fig. 6.1(a)), which is the order fetched from the database, and s.g. represents the space
group of the structure model. The initial isotropic atomic displacement parameter (Uiso)
of all atoms in each structure is set to 0.005 Å2 to start the structure refinements. The a
and c are the lattice parameters of the structure model. The subscript i indicates an initial
value before refinement and the subscript r indicates a refined value. DB ID represents the
database ID of the structure model in COD. Qmax = 25.0 Å
−1, Qdamp = 0.039 Å
−1, and
Qbroad = 0.010 Å
−1 were set and not varied in the mining operation (see Section 3.2 for
details).
No. Rw formula s.g. Mg Uiso Ti Uiso O Uiso a i a r c i c r DB ID
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å) DB ID
82 0.189 Mg2TiO4 Fd3m 0.0105 0.0042 0.0146 8.438 8.508 - - 9013398
5 0.190 Mg2TiO4 Fd3m 0.0105 0.0042 0.0145 8.469 8.508 - - 9001691
72 0.190 Mg2TiO4 Fd3m 0.0105 0.0042 0.0143 8.455 8.508 - - 9003041
78 0.200 Mg2TiO4 P4122 0.0089 0.002943 0.0114 5.975 6.034 8.414 8.457 9011260
7 0.206 Mg2TiO4 P4122 0.0087 0.003396 0.0101 6.007 6.035 8.415 8.448 9001695
1 0.227 MgTi2O4 Fd3m 0.0100 0.0069 0.0210 8.474 8.512 - - 1541493
0 0.253 Mg2TiO4 Fd3m 0.0111 0.0043 0.0125 8.410 8.505 - - 1011276
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Table 6.2: The top structure-mining results with Rw < 0.7 for the MgTi2O4 neutron data
collected at 500 K using heuristic-2 from the COD, fetching all structures that contain
Mg, Ti, and O elements with any stoichiometry. Here No. refers to the structure index
(Fig. 6.1(b)), which is the order fetched from the database, and s.g. represents the space
group of the structure model. The initial isotropic atomic displacement parameter (Uiso)
of all atoms in each structure is set to 0.005 Å2 to start the structure refinements. The a
and c are the lattice parameters of the structure model. The subscript i indicates an initial
value before refinement and the subscript r indicates a refined value. DB ID represents the
database ID of the structure model in COD. Qmax = 25.0 Å
−1, Qdamp = 0.0232 Å
−1, and
Qbroad = 0.0175 Å
−1 were set and not varied in the mining operation (see Section 3.2 for
details).
No. Rw Formula s.g. Mg Uiso Ti Uiso O Uiso a i a r c i c r DB ID
(Å2) (Å2) (Å2) (Å) (Å) (Å) (Å) DB ID
1 0.242 MgTi2O4 Fd3m 0.0040 0.0089 0.0157 8.474 8.507 - - 1541493
72 0.256 Mg2TiO4 Fd3m 0.4040 0.0032 0.0109 8.455 8.509 - - 9003041
82 0.256 Mg2TiO4 Fd3m 0.4382 0.0036 0.0109 8.438 8.509 - - 9013398
5 0.256 Mg2TiO4 Fd3m 0.4299 0.0035 0.0109 8.469 8.509 - - 9001691
78 0.277 Mg2TiO4 P4122 0.1566 0.0004 0.0104 5.975 6.034 8.414 8.462 9011260
7 0.302 Mg2TiO4 P4122 0.2137 0.00003 0.0094 6.007 6.007 8.415 8.536 9001695
0 0.369 Mg2TiO4 Fd3m 0.2148 0.0012 0.014 8.410 8.507 - - 1011276
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Figure 6.1: Rw values for each of the structures fetched from the databases for the MgTi2O4
(a) x-ray and (b) neutron data collected at 500 K using heuristic-2, filtering for all the
structures with Mg, Ti, and O elements from the COD. The Rw parameter represents the
goodness-of-fit for each structure.
place from the mining operation. Strikingly, neutron data refinement returns extremely high
ADP value for Mg atom in Mg2TiO4 (about 0.4 Å
2), whereas the refined parameters of
the MgTi2O4 model are physically reasonable in the neutron fit. This validates that the
underlying structure of the sample is MgTi2O4. So the combination of neutron and x-ray
PDFs would help distinguish the best candidate structure for the magnesium titanate spinel
system under study, and the spinel composition is more likely to be MgTi2O4 based on the
structure-mining.
6.2.5 Structural modeling
The PDF modeling programs PDFgui and DiffPy-CMI were used for PDF structure
refinements [343; 345]. In these refinements, Uiso (Å
2) is the isotropic atomic displacement
parameter (ADP) and the ADPs of the same type of atoms are constrained to be the same;
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δ2 (Å
2) is a parameter that describes correlated atomic motions [356]. The PDF instrument
parameters Qdamp and Qbroad determined by fitting the PDF from the well crystallized stan-
dard sample under the same experimental conditions are fixed in the structural refinements
on MgTi2O4 dataset.
To estimate the correlation length of local structural distortions, an rmin-dependent fit is
performed on select high-temperature x-ray data (300 K, 400 K, and 500 K). During the fit,
the average high-temperature cubic MgTi2O4 model is used, fixing the upper limit of fit range
as rmax = 50 Å, but changing the lower limit rmin from 1 ≤ rmin ≤ 36 Å in 0.2 Å r-steps.
Each fit range uses the same initial parameter values and the δ2 term is not applied since
the data fitting range does not consistently include the low-r region in all these refinements.
The Rietveld refinement on the neutron TOF Bragg data was implemented in the GSAS-II
software [516]. The instrument parameters were refined to the standard silicon data collected
under the same experimental conditions and then fixed in the MgTi2O4 Rietveld refinements.
The sequential refinement option was used to refine the temperature series dataset collected
at the 2θ = 120◦ detector bank from 100 K to 500 K in a systematic manner.
Based on the structure-mining results, two candidate MgTi2O4 models were fit against
the experimental data. In the cubic MgTi2O4 model (space group: Fd3m), the atoms sit at
the following Wyckoff positions: Mg at 8a (0.125,0.125,0.125), Ti at 16d (0.5,0.5,0.5), and O
at 32e (x,x,x). The initial lattice parameters and atomic positions are a = 8.509027 Å and
O at (0.25920,0.25920,0.25920) [211]. The Ti pyrochlore sublattice is shown in Fig. 6.2(a),
indicating that all the Ti-Ti bonds are of equal length, reflecting regular Ti4 tetrahedra. In
the tetragonal MgTi2O4 model (space group: P41212), the atoms sit at the following Wyckoff
positions: Mg at 4a (x,x,0), Ti at 8b (x,y,z), O1 at 8b (x,y,z), and O2 at 8b (x,y,z). The
initial lattice parameters and atomic positions are a = 6.02201 Å, c = 8.48482 Å, Mg
at (0.7448,0.7448,0), Ti at (-0.0089,0.2499,-0.1332), O1 at (0.4824,0.2468,0.1212), and O2
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Figure 6.2: (a,b) The Ti pyrochlore sublattice of corner-shared Ti4 tetrahedra for (a) undis-
torted (cubic) and (b) distorted (tetragonal) MgTi2O4 structure, respectively, highlighting
both short (red) and long (yellow) Ti-Ti bonds in the distorted structure. (c) The temper-
ature dependence of magnetization (symbols) with the Curie-Weiss behavior contribution
subtracted. The inset shows TiO6 octahedron and t2g orbitals that point towards O-O
edges, where the Ti atom is in blue and the O atom is in red. The vertical grey dashed line
at 250 K indicates the MIT temperature.
at (0.2405,0.0257,0.8824) [211]. The corresponding distorted Ti sublattice is presented in
Fig. 6.2(b), showing that one Ti-Ti bond gets shorter (indicated in red) and one gets longer
(in yellow) out of the six Ti-Ti bonds of each Ti4 tetrahedron. The lattice parameters of
these two models have the relationship of cc ∼ ct ∼
√
2at, where the subscripts c and t refer
to the cubic and tetragonal models, respectively.
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6.3 Results
The magnetization, M(T ), of the sample up to 300 K is shown in Fig. 6.2(c), adapted
from [513]. A low-temperature Curie-Weiss like component has been subtracted to account
for the effect of magnetic impurities contributing to the signal at low temperature. The
onset of a broad dimerization transition is observed at around 250 K, which is close to the
literature reported MIT temperature of 260 K [209; 517] and implies the canonical behavior
of our sample.
We next establish that the average structural behavior of our sample agrees with other
observations in the literature [209; 211; 518] by carrying out Rietveld refinements fitting
tetragonal and cubic MgTi2O4 models to the neutron time-of-flight (TOF) Bragg data mea-
sured from 100 K to 500 K. The refinement results from select fits are reproduced in Tab. 6.3,
and a representative fit, of the tetragonal model to the 100 K dataset, is shown in Fig. 6.3(a).
The tetragonal distortion, given by c/
√
2a, is small at all temperatures and the data are not
of high enough resolution to directly observe distinct peaks that would indicate any tetrag-
onal distortion. However, the temperature dependence of the weighted profile agreement
factor, Rwp, of the two models is shown in Fig. 6.3(b) and clearly implicates the tetrag-
onal model as preferred at low temperature, but not at high temperature, above around
230-250 K, which is close to the literature-reported MIT temperature 260 K [209].
We investigate the behavior of the local structure by performing a PDF structural refine-
ment of the x-ray total scattering PDF data from 90 K to 500 K. Fits were carried out over
the data ranges of 1.5 < r < 4 Å and 1.5 < r < 10 Å and the results are qualitatively the
same. A representative fit, again of the tetragonal model to the 100 K dataset, is shown in
Fig. 6.3(c). This time the temperature dependence of the goodness-of-fit parameter, Rw, of
the tetragonal and cubic models (Fig. 6.3(d)) indicates that the tetragonal model always fits
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Figure 6.3: (a) The neutron 100 K powder diffraction pattern (blue) collected using 2θ = 120◦
detector bank fit by tetragonal MgTi2O4 model (red) with difference curve (green) offset
below. (b) The resulting neutron Rietveld refinement weighted profile agreement factor Rwp
values versus temperature on neutron TOF Bragg data using tetragonal (blue) and cubic
(red) MgTi2O4 models from 100 K to 500 K (120
◦ detector bank data). (c) The x-ray
PDF of 100 K data (blue) fit by tetragonal model (red) over the range of 1.5 < r < 10 Å.
The difference curve (green) is shown offset below. (d) The resulting x-ray PDF refinement
goodness-of-fit parameter Rw values versus temperature on x-ray data using tetragonal (blue)
and cubic (red) MgTi2O4 models from 90 K to 500 K over the range of 1.5 < r < 10 Å. The
vertical grey dashed line at 250 K indicates the MIT temperature.
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Table 6.3: The Rietveld refinement results of tetragonal and cubic MgTi2O4 models fit to
the neutron TOF powder diffraction patterns at 100 K and 500 K, respectively. The models
are introduced in detail in Section 6.2. Here, Rwp is the weighted profile agreement factor;
x, y and z are the refinable atomic positions in fractional coordinates; Uiso, in units of (Å
2),
is the isotropic atomic displacement parameter (ADP).
Model (Temperature)
Parameter tetragonal (100 K) cubic (500 K)
Rwp 0.065 34 0.051 54
a (Å) 6.011 97 8.508 33
c (Å) 8.469 56 -
c/
√
2a 0.996 16 1.0
Mg x 0.7449 -
Ti (x,y,z) (-0.0112,0.2451,-0.1414) -
O1 (x,y,z) (0.4795,0.2480,0.1182) (0.2595,0.2595,0.2595)







the local structure better than the cubic model, at all temperatures. In the local structure
the tetragonal distortion is always evident. It is noteworthy that the temperature trend of
Rw of the cubic model, which reveals the presence of the local distortions above the MIT, is
reminiscent of the reported temperature trend of MgTi2O4 resistivity [209].
To see visually in the PDF how the cubic model fails, we can consider the low- and
high-temperature PDFs and fits with the cubic and tetragonal models, shown in Fig. 6.4.
The low temperature PDFs (below the MIT) are shown in the top row ((a) and (b)) and the
high temperature (above the MIT) in the lower row ((c) and (d)). The tetragonal model fit
is shown in the first column ((a) and (c)) and the cubic fit is shown in the second column
((b) and (d)). At low temperature, as expected, the tetragonal model (Fig. 6.4(a)) fits much
better than the cubic model (Fig. 6.4(b)). At 300 K we have already established that the
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Figure 6.4: (a-d) The x-ray PDF data (blue) collected at the XPD beamline at (a,b) 90 K
and (c,d) 300 K fit by (a,c) tetragonal and (b,d) cubic models (red) over the range of
1.5 < r < 4 Å. The difference curves (green) are shown offset below. (e) The resulting PDF
refinement goodness-of-fit Rw values versus temperature on x-ray data using cubic (red) and
tetragonal (blue) MgTi2O4 models over the range of 1.5 < r < 4 Å. The Ti-Ti dimer is
observed in the 90 K data (marked by the solid arrow) but not present in the 300 K data
(dashed arrow).
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global structure is cubic; however, again we see that in these local structural fits the tetrag-
onal model (Fig. 6.4(c)) is superior to that of the cubic model (Fig. 6.4(d)), with smaller
oscillations in the difference curve. To emphasize our argument, we note that the difference
curves are similar when data collected at distinct temperatures are fit using identical symme-
try constraints. Specifically, careful inspection of the difference curves in Fig. 6.4(b) and (d)
reveals that the positions of residual maxima and minima are nearly identical, although their
amplitudes are smaller in Fig. 6.4(d). Since this difference signal represents the inability of
the cubic model to fit the data, it is further support to the idea that a similar tetragonally
distorted structure is present in the low-r region at 90 K and at 300 K, but smaller in am-
plitude at 300 K. To validate that the results are reproducible, Fig. 6.4 represents x-ray
PDF data collected at the XPD beamline, whereas data collected from the PDF beamline is
shown in Fig. 6.5, and reproduces the same result as discussed above.
In the cubic MgTi2O4 structure unit cell, all six Ti-Ti bonds have the same length,
3.008 Å, whereas in the tetragonal MgTi2O4 model, one of the six Ti-Ti distances is short-
ened (2.853 Å), forming dimers, and one Ti-Ti bond is longer (3.157 Å) [518]. From the
analysis of the average structure it was understood that the MIT was accompanied by the
formation of Ti-Ti structural dimers. Above we showed the observation from the PDF of
local tetragonality at high temperature which may indicate that local dimers survive above
the MIT. This would seem to be in qualitative agreement with a prior observation from
a neutron PDF study that reported the persistence of Ti-Ti dimers up to high tempera-
ture [512]. In this picture the dimers survive locally but become disordered at the transition
where the structure becomes globally cubic on warming.
However, our PDF analysis clearly shows that the large amplitude structural dimers
actually do disappear at the MIT, as described below, and that the local tetragonality that
we observe at high temperature in the PDF has a more subtle origin as we discuss in greater
177
CHAPTER 6. TWO-ORBITAL DEGENERACY LIFTED STATE AS A LOCAL









































Figure 6.5: (a-d) The x-ray PDFs collected at the PDF beamline of (a,b) 90 K and (c,d)
300 K data (blue) fit by (a,c) tetragonal and (b,d) cubic models (red) over the range of
1.5 < r < 4 Å. The difference curves (green) are shown offset below. (e) The resulting PDF
refinement goodness-of-fit Rw values versus temperature on x-ray data using cubic (red) and
tetragonal (blue) MgTi2O4 models over the range of 1.5 < r < 4 Å. The Ti-Ti dimer is
observed in the 90 K data (marked by the solid arrow) but not present in the 300 K data
(dashed arrow)
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detail in the discussion section. To establish the disappearance of the structural dimers
at the phase transition we simulated x-ray PDFs of the cubic (no dimers) and tetragonal
(dimers) models. These are plotted as the red and blue curves, respectively, in Fig. 6.6 (a).
A number of the PDF peaks are affected on the transition through the MIT, with the largest
change observed on the peak at around 3.0 Å which contains the shortest Ti-Ti distances.
Based on the change in crystal structure, the expected change in the PDF results in the
characteristic M-shaped signature in the difference curve seen in Fig. 6.6 (a) which comes
from the disappearance of the long and short Ti-Ti bonds associated with the dimer, leaving
all the Ti-Ti distances the same. This can be compared to the difference in the measured
PDF data as MgTi2O4 crosses the MIT, shown in Fig. 6.6(c) at 300 K (red) and 100 K
(blue). First, we see a significant change in the relevant 3.0 Å peak when moving through
the MIT. This change is inconsistent with the conclusion from the previous neutron PDF
study that the dimers are retained, unaltered, to high temperature in the local structure [512],
necessitating an order-disorder scenario in which the local structure across the transition is
unchanged, with small or no change in the PDF. Instead we see a significant change in the
x-ray PDF at the phase transition, with PDF intensity moving from the short r position
towards that of the average Ti-Ti distance, as indicated by the grey circle in Fig. 6.6(c).
It is clear from careful inspection that the observed and simulated difference curves
across the transition (Fig. 6.6(c) and (a), respectively) are significantly different. PDF peak
intensity redistribution associated with the dimer removal is seen in the differential curve
as a transfer of intensity from 2.71 Å to 2.89 Å, i.e., on the low-r side of the average Ti-Ti
distance at 3.01 Å marked by the vertical dashed line in the figure. This implies that the very
short Ti-Ti ion dimers disappear at the phase transition, but the associated PDF intensity
is shifted to a position that is still shorter than that of the average Ti-Ti distance: shortened
Ti-Ti contacts in fact do exist at high temperature above the MIT but they are not the
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Figure 6.6: (a,b): The simulated (a) x-ray and (b) neutron PDFs of tetragonal (blue) and
cubic (red) MgTi2O4 models in the low-r region. All atoms use the same isotropic atomic
displacement parameter Uiso = 0.005 Å
2. Qmax, Qdamp and Qbroad are set as the same values
as the experimental PDFs. The difference curves (tetragonal model simulation minus cubic
model simulation) are shown offset below. The nearest Ti-Ti bonds are highlighted in the
blue vertical span region. (c,d): The experimental (c) x-ray and (d) neutron PDFs from
MgTi2O4 collected at 100 K (blue) and 300 K (red). The difference curves (100 K data
minus 300 K data) are shown offset below in green. The vertical dashed lines at r = 3.01 Å
represent the length of the undistorted Ti-Ti bond length in the average cubic model.
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original spin singlet dimers. We draw a distinction between these Ti-Ti contacts and the
very short dimer contacts as they are observably different. Our results are consistent with
the disappearance of dimers at the phase transition on warming, but a persistence of a local
tetragonality, smaller in magnitude than that associated with the the dimer phase.
This behavior is shown on an expanded scale in Fig. 6.7(b) where PDFs measured at
multiple temperatures are compared, focusing on the 3 Å peak.
The feature in the difference curve that shows the shift of the intensity associated with
the Ti-Ti short bonds from 2.71 Å to the longer position (2.89 Å) is shown below shaded
green (for the loss of short bonds) and purple (for the gain in longer bonds). This result is
qualitatively supported by the PDF structural modeling over the range of 1.5 < r < 10 Å,
shown in Fig. 6.7(e) and (f), where the short Ti-Ti bond shifts from 2.83 Å to 2.88 Å over
the same temperature range, but never converges to the average cubic value of 3.01 Å at
300 K.
The full temperature dependence of the dimer disappearance may then be extracted by
integrating the shaded regions in the difference curve and is shown in Fig. 6.7(c), where we
plot the integrated area shown shaded in green in the difference curve vs. temperature. In
this case the difference is always taken with respect to the 500 K dataset. The intensity
decreases gradually until around 200 K, where it rapidly falls off. The rate of fall-off in
this intensity then slows again above 250 K. There are two principal contributions to the
differential signal below the transition: the changes in the local structure and the thermal
broadening effects. Thermal broadening effects in the differential are gradual and typically
small, particularly from one data point to the next corresponding to the trends observed
below ∼ 200 K and above ∼ 250 K. On the other hand, the signal in the differential coming
from the dimers is considerably larger, roughly proportional to the big step seen at the
transition, and dissipates rapidly as the temperature passes through the MIT range. This is
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Figure 6.7: (a) PDFs measured as a function of temperature from 90 K (blue) to 300 K
(red) in the low-r region. The intermediate data-sets are plotted in grey. The vertical green
arrow at r = 2.71 Å and the purple arrow at 2.89 Å represent how the position of the Ti-Ti
short bond changes on warming. The difference curve shown offset below is that between
the 90 K dataset subtracting the 300 K dataset. The positive/negative feature between
2.6 < r < 3.0 Å indicates that intensity in the PDF at 2.71 Å at low temperature is shifting
to the position 2.89 Å at high temperature. (b) Re-plot of (a) over an expanded r-range.
The vertical dashed line at r = 3.01 Å represents the length of the undistorted Ti-Ti bond
length in the cubic average structure. (c) The temperature dependence of the integrated
area in the difference curve shown shaded green. The vertical grey dashed line at 250 K
indicates the MIT temperature. (d) The x-ray PDF refinement goodness-of-fit Rw values
versus a variable rmin (for an rmax set equal to 50 Å) when fitting a cubic MgTi2O4 model to
300 K (blue), 400 K (green), and 500 K (red) data. In each refinement rmin was allowed to
vary from 1 ≤ rmin ≤ 36 Å in 0.2 Å r-steps. The fits with the high rmin yield the behavior of
the average structure. The fits with the low rmin are weighted by the local structural signal.
(e, f) The temperature dependence of the short (blue) and long (red) Ti-Ti bond lengths,
and their differences (green) from PDF structural modeling using the tetragonal structure
over the range of 1.5 < r < 10 Å. The horizontal dashed line represents the length of the
undistorted Ti-Ti bond length in the cubic average structure. The vertical grey dashed line
at 250 K indicates the MIT temperature.
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a model-independent way of observing how the local dimer disappears on warming.
We may seek an explanation for why we see the dimers disappear at the transition
from our x-ray PDF measurements, whereas this was not evident in the earlier neutron PDF
study [512]. Observing the local Ti dimer is complicated in the neutron case by the relatively
weak and negative neutron scattering length of titanium, and an appreciable overlap of
titanium contributions with strong oxygen contributions. To show this, we perform the
same comparison that we just made for the x-ray PDFs, but on neutron data. The neutron
simulations are shown in Fig. 6.6(b) and the neutron experimental PDFs in Fig. 6.6(d). It is
clear that the signals in the difference curve, both for the simulations based on the average
structure and the data PDFs themselves, are much smaller than for the x-ray case. This is
because the most important signal in MgTi2O4 is coming from the Ti ions that are relatively
strong scatterers in the x-ray case but not in the neutron measurement. Specifically, in the
x-ray case, Ti scatters 2.75 times stronger than O and 1.8 times stronger than Mg, whereas
for neutrons the scattering of Ti is 1.7 times weaker than that of O and 1.6 times weaker than
that of Mg. In addition, the neutron PDF intensity in the range of interest is dominated
by the contributions from O-O pairs constituting TiO6 octahedra, evidenced in the data as
the additional shoulder intensity features around the 3 Å peak (Fig. 6.6(d)), as compared
to the x-ray case where such features are largely absent (Fig. 6.6(c)). This may explain the
different interpretation in the earlier neutron PDF study [512]. However, the x-ray data
unambiguously show the disappearance of the full-amplitude spin singlet Ti-Ti dimers.
This behavior, where sizable distortions associated with ordered spin singlet dimers evolve
into smaller local distortions with spin singlets disassembled, is reminiscent of that observed
in the CuIr2S4 system. In that case a local symmetry broken orbital-degeneracy-lifted (ODL)
state was observed up to the highest temperatures studied [215]. On cooling these local
distortions of broken symmetry ordered into a long-range orbitally ordered (LROO) state.
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Only below the LROO transition did charges disproportionate, forming a charge density
wave accompanied by a Peierls distortion and the formation of Ir-Ir dimers with very short
Ir-Ir bonds. We believe our observations in MgTi2O4 suggest a similar kind of ODL behavior,
which we explore to a greater extent below, though different in detail because of the different
charge filling.
As discussed above, we can rule out that the local structure is changing in the same
way as the average structure. The expected changes in the PDF at low-r due to average
structure changes at the MIT make all the low-r peaks sharper for T > TMIT , as shown in
Fig. 6.6(a). However, the data do not show this (Fig. 6.6(c)). There is a small change in
the local structure, evidenced by the feature in the difference curve around 2.9 Å, indicated
by the grey circle in Fig. 6.6(c), but it is smaller than the average structure change at the
MIT. As discussed above, the short Ti-Ti dimers (r = 2.71 Å shoulder) go away on warming
by a shift to a longer bond (around r = 2.89 Å), but this “longer” bond is still shorter than
the average 3.01 Å Ti-Ti bond distance expected from the cubic average model. These two
behaviors exactly mimic the ODL state found in CuIr2S4 [215].
As is evident in Fig. 6.3(d), the tetragonal model fits the local structure better than the
cubic model at all temperatures all the way to 500 K, the highest measurement temperature.
As in CuIr2S4 [215] the dimers disappear at the MIT transition on warming, but the local
symmetry broken state with, presumably, fluctuating short Ti-Ti bonds is present to high
temperature, closely mimicking the ODL behavior in CuIr2S4.
It is of interest to explore whether the fluctuating short Ti-Ti bonds at temperature
above the MIT correlate with each other and how this varies with temperature. To extract
the correlation length of the local fluctuating symmetry broken states, rmin-dependent PDF
fits (see Section 6.2) were performed on selected high-temperature datasets (300 K, 400 K,
and 500 K). When rmin is large the fit is over just the high-r region of the PDF and will
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retrieve the average structure and the cubic fit will be good. As rmin extends to lower
values, progressively more of the local structure that has a tetragonal distortion is included
in the fit and the agreement of the cubic model becomes degraded. The resulting Rw(rmin)
is shown in Fig. 6.7(d). The cubic fits are good over the entire region, rmin > 10 Å, with
very little variation in Rw indicated by the horizontal gray band in the figure, but rapidly
degrade below this length-scale. This suggests that the symmetry broken local distortions
have a correlation length of around 1 nm but that this correlation length does not vary
significantly in the temperature range above 300 K. This agrees well with the previously
reported length-scale of local tetragonality based on neutron PDF analysis [512].
6.4 Discussions
To rationalize the experimental observations, informative insights can be gained from
the parallels and differences drawn between CuIr2S4 and MgTi2O4. As mentioned earlier,
common to both systems is that they have orbitally ordered band-insulator ground states
featuring spin singlet dimerization resulting in the loss of magnetization below the MIT, and
that they become poor Pauli-paramagnetic metals in the high-temperature regime despite
the high cubic crystallographic symmetry. In the local structure at low temperatures, both
systems exhibit short covalent contacts between the pairs of spin singlet dimerized transition
metal ions, which evolve into longer contacts upon heating through the respective MITs, but
in a manner where the local symmetry remains broken relative to the global cubic symmetry.
The driving force behind the high-temperature local symmetry breaking in CuIr2S4 was
shown to be of electronic origin involving orbital degeneracy lifting [215]. Significantly, the
isostructural and isoelectronic sister compound, CuIr2Se4, remains metallic down to the
lowest temperature and does not show local symmetry breaking orbital-degeneracy-lifted
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(ODL) effects. This suggests that the ODL state is a prerequisite for the MIT [215] in these
spinels. Here we argue that also in MgTi2O4 local ODL effects are present and produce the
local symmetry breaking in the high-temperature region that we report here. By analogy
with CuIr2S4, they are also presumably precursor states to the spin singlet dimerization and
MIT on cooling.
The long range patterns of ordered spin singlet dimers differ in detail in the two systems,
being octamers in CuIr2S4 [204] and helices in MgTi2O4 [211], and are presumably dictated
by delicate energetics [519; 520]. Although quite intriguing, these intricate aspects of long
range order are not of a concern here. Of prime interest is the internal dimer structure,
the relationship between the dimer state and the ODL state, and the perceived electron-hole
symmetry that links the two systems [207]. In what follows we first review the ODL state and
the dimerization mechanism within the local picture of CuIr2S4, summarized in Fig. 6.8. We
then utilize the analogies between the two systems to put forward a scenario portraying the
high-temperature state and the dimerization mechanism in MgTi2O4, illustrated in Fig. 6.9.
In CuIr2S4 the dimers involve two Ir
4+ ions in 5d5 configuration, and while the dimer-
ization can be perceived as pairing of electrons, Ir4+-Ir4+ dimers actually have hole charac-
ter [215]. This subtlety and its significance will become more transparent as the dimer-
ization mechanism and the electron-hole symmetry of the two systems are further dis-
cussed. In the localized electron picture the ODL state is based on the molecular or-
bital (MO) concepts. In this, two neighboring transition metal ions with partially filled
degenerate orbitals form a MO state with shared electrons (holes) such as to lift the de-
generacy and lower the system energy. In the high-temperature regime of CuIr2S4 irid-
ium nominally has a half-integer valence (3.5+) which is provided by monovalent Cu[201;
521]. This means that each Ir3.5+ on the pyrochlore sublattice is in a nominal 5d5.5 state
corresponding to half a hole (and 5.5 electrons) per three degenerate t2g orbitals (Fig. 6.8(a),
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Figure 6.8: The recapitulation of the ODL mechanism in the CuIr2S4 thiospinel: (a) The
energy diagram sketch of atomic and molecular orbitals for nearest Ir atom pairs in vari-
ous situations: degenerate/nonbonding (DEG/NONBOND, top), orbital degeneracy lifted
(ODL, middle), and spin singlet dimer (DIMER, bottom). Horizontal arrows indicate the
ODL displacements. (b) The ODL state in CuIr2S4 in the t2g orbital manifold representation
on a segment of pyrochlore sublattice. The ODL active t2g orbitals are shown in yellow and
passive orbitals are shown in gray. Each Ir atom participates in exactly one ODL state.
The ODL states are randomly placed following principles discussed in the text. The arrows
denote the displacements of Ir associated with the ODL states and provide mapping onto
the “two-in-two-out” ice rules. The white arrows represent in-plane displacements, whereas
the blue arrows represent displacements with an out-of-plane component. The dotted ar-
rows mark the displacements associated with the ODL states occurring in the neighboring
tetrahedra which are not represented in the displayed structural segment.
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Figure 6.9: The Ti t2g orbital manifold on a pyrochlore sublattice of the MgTi2O4 spinel:
(a) Spin-singlet dimerized lattice within the tetragonal model; (b) ODL lattice within the
tetragonal model; (c) Lattice of degenerate t2g orbitals as portrayed by the cubic model. The
charge state of all Ti in all models is +3. Electron density in t2g orbitals is indicated by color
(gray is empty) and its distribution is proportional to the blue color intensity. The Ti dimers
in (a) are indicated by the double blue lines, while a pair of antiferromagnetically coupled
block arrows on an exemplar dimer denotes its spin singlet character. Note that all Ti atoms
are involved in dimerization but only dimers contained in a section of one structural slab are
indicated in (a). Out of all Ti-Ti contacts dimerized contacts have a nominal bond charge
of 2e−, whereas the other contacts carry no net charge in this picture. The ODL states in
(b) are indicated by the single blue lines. Arc arrows in (a) denote bond charge transfer
as the spin singlet dimers convert to the ODL states, according to the model discussed in
the text. The insets between the panels provide the energy diagram sketch of atomic and
molecular orbitals for nearest Ti atom pairs in various situations: degenerate/nonbonding
(DEG/NONBOND, bottom right), spin singlet dimer (DIMER, top left), one-orbital ODL
(1O-ODL, top right) and two-orbital ODL (2O-ODL, bottom left). Note that the 2O-ODL
state refers to two orbitals of the same Ti (e.g. one labelled “2”) that are engaged in two
1O-ODL states with two different Ti neighbors (e.g. these labelled “1” and “3”). Differently
colored spins and lines denoting ODL contacts indicate this two-component aspect in the
schematics for 2O-ODL. The local spin arrangement shown is for illustration purposes only
and does not represent an experimentally established alignment.
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top), of xy, yz, and zx variety. The sublattice geometry fosters direct overlaps of orbitals
from the t2g manifolds (see Fig. 6.8(b)), which, in turn, allow neighboring Ir pairs to form a
bound state sharing a single hole in the antibonding branch of degeneracy lifted MO [215],
as sketched in the energy diagram shown in the middle panel of Fig. 6.8(a).
Importantly, for any choice of two neighboring Ir on a pyrochlore lattice only one type out
of three t2g orbital varieties are overlapped (e.g. xy with xy, etc.) along the Ir4 tetrahedral
edges of the pyrochlore lattice, which brings the directionality aspect to the picture. Due
to the specifics of filling (0.5 hole/Ir) each Ir participates in exactly one such paired state
at the time. Here we call this one-orbital ODL (1O-ODL) state as each participating Ir
contributes just one of its orbitals (e.g. xy) to form MO constituting the state. The ODL
state is hence comprised of two atomic orbitals, one from each Ir in the pair, with on average
1.5 electrons (0.5 hole) contribution per Ir, resulting in MO with 3 electrons and one hole,
as shown in Fig. 6.8(a). Two electrons are in the bonding branch, and one electron (and
one hole) in the antibonding MO [215] with a net spin of 1/2. This configuration results in
the observed contraction, illustrated by block arrows in the figure, of the Ir-Ir separation in
the local structure as compared to undistorted separation expected if orbital degeneracy is
retained.
Since each iridium has 6 Ir neighbors to pair with, the ODL state fluctuates spatially
and, presumably, temporally between (xy, xy), (yz, yz), and (zx, zx) variants, which results
in an undistorted cubic structure on average [215]. One such configuration is illustrated in
Fig. 6.8(b), with strong short range correlations governed by the “one ODL state per Ir”
and the Coulomb bond charge repulsion principles, resulting in a single ODL state per Ir4
tetrahedron. Pursuant to this, the ODL state in CuIr2S4 follows the “two-in-two-out” ice
rules [522] which will be addressed later.
In this localized picture the ODL state is also a precursor for the spin singlet dimer. The
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dimer state is attained by removing an excess electron from the antibonding MO of the ODL
state, thus stabilizing the bond, as shown in the bottom panel of Fig. 6.8(a). The process
involves charge transfer between two ODL Ir3.5+-Ir3.5+ pairs, one of which becomes dimerized
Ir4+-Ir4+ by losing an electron (or gaining a hole, hence hole dimer) and the other becomes
non-ODL (and non-dimer) Ir3+-Ir3+ by gaining an electron (d6-d6 configuration). The latter
pair can be visualized by considering the state shown in the top panel of Fig. 6.8(a) but with
no holes in the t2g manifold. While adding a hole to antibonding branch of the ODL state
stabilizes the dimer bond, adding an electron disassembles the ODL state. Importantly, this
process also provides the disproportionation of site charge, as two identical Ir with 3.5+
nominal charge convert into a (3+, 4+) pair of distinct Ir sites, which then ultimately orders
in CuIr2S4 below MIT. This site charge disproportionation accounts for only 50 % of all Ir
sites, these of the 4+ kind, dimerizing in CuIr2S4.
Prior to pursuing the analogy between CuIr2S4 and MgTi2O4, we appraise the two sys-
tems from the perspective of a regime under which the ODL state can form in a transition
metal system [215]. The criteria that need to be fulfilled can be formulated as follows: (i)
filling – the transition metal in the system possesses partially filled d orbitals, (ii) symme-
try – the high crystallographic point symmetry of the system imposes the perceived orbital
degeneracy, and (iii) topology – the structural topology promotes adequate orbital overlaps.
In practice, materialization of the ODL state could further be impacted by the existence of
other competing degeneracy lifting channels that may be available to the system, such as
the relativistic spin orbit coupling (SOC), the effects of crystal field, etc. Eventually, forma-
tion of the ODL local broken symmetry state is accompanied by associated local structure
distortion. In CuIr2S4, a robust structural fingerprint of the ODL state has been observed in
the local structure despite significant SOC expected on the basis of extended spatial char-
acter of Ir 5d orbitals [215]. In MgTi2O4 the SOC tendencies are suppressed as compared
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to CuIr2S4, while appreciable local distortions similar to these seen in CuIr2S4 are evident
in the PDF data above the transition. Both CuIr2S4 and MgTi2O4 systems meet the crite-
ria: partial filling (Ir is 5d5.5 and Ti is 3d1), degeneracy-promoting high-symmetry structure
(cubic spinel structure imposes 3-fold degeneracy of the t2g manifolds in both materials),
and favorable structural topology (edge shared IrS6 and TiO6 octahedra fostering direct t2g
overlap). In both systems short nearest neighbor transition metal contacts are observed in
the high-temperature metallic regime, that are distinct from the very short spin singlet dimer
bonds observed in the insulating state at low temperature.
We now turn to the case of MgTi2O4, which is convenient to discuss in the reversed order,
starting from the local view of spin singlet dimers. Dimerization in MgTi2O4 depicted using
Ti t2g manifold representation is shown in Fig. 6.9(a), overlaying a fragment of pyrochlore
sublattice as seen in the P41212 model. In contrast to CuIr2S4, in MgTi2O4 the dimers
involve two Ti3+ in the 3d1 configuration with a single electron in the t2g manifold; hence
Ti3+-Ti3+ dimers inevitably have electron character by construction. These result in short
Ti-Ti dimerized contacts observed in the tetragonal structure at low temperature. Each
dimer carries 2e− of net charge. Since each Ti participates in a dimer and since there is
exactly one dimer per Ti4 tetrahedron [519; 512], nominal charge count results in 1e
−/Ti
site. This is consistent with no CO being observed experimentally in MgTi2O4, in contrast
to CuIr2S4, implying that all Ti sites are equivalent in this regard [211]. From the average
structure perspective and in the localized picture, supported by the experimentally observed
paramagnetism and poor metallic conduction, above the MIT the dimers could be seen to
disassemble in such a way as to statistically distribute 1e− of charge evenly across the three
degenerate t2g orbitals resulting in cubic structure with all Ti-Ti nearest neighbor contacts
equivalent, as schematically presented in Fig. 6.9(c). This implies that, despite nominal
charge equivalence of all Ti sites and no site CO observed, some charge transfer, presumably
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involving bond charge, still has to take place at the transition. This then inevitably implies
that the ground state has to involve the bond charge order which coincides with, and is
hence indistinguishable from, the observed dimer order in the diffraction measurements.
The implication of charge being equally distributed across the triply degenerate t2g mani-
fold of Ti in a manner depicted in Fig. 6.9(c), presented also in an associated energy diagram
(bottom right inset of the Figure), would be that the pyrochlore sublattice is comprised of
regular Ti4 tetrahedra with equidistant Ti-Ti contacts corresponding to equal bond charge,
as described within the cubic spinel model. However, this is not what is observed experimen-
tally. The observations based on the PDF analyses clearly demonstrate that the pyrochlore
sublattice is comprised of locally distorted Ti4 tetrahedra with a distribution of distances,
suggesting that the bond charge remains inequivalent above the MIT. One possibility is
that the dimers indeed persist in the metallic regime, as hinted at in the earlier neutron
study [512]. However, such interpretation would be inconsistent with paramagnetic behavior
observed in magnetization measurements of MgTi2O4 above the MIT. It would further be
inconsistent with the elongation of the short Ti-Ti dimer contacts evidenced in our x-ray
PDF analysis, which implies the disappearance of spin singlet dimers at MIT even locally.
In analogy with CuIr2S4, it is plausible that the dimer state gets replaced locally by an
ODL-type state in the high-temperature metallic phase. Observation of heterogeneous local
Ti-Ti contacts corresponding to inequivalent bond charge is consistent with there being an
ODL-like state in MgTi2O4. Since the local structures at high temperature and in the ground
state are distinct, the MIT in MgTi2O4 cannot be assigned to a trivial order-disorder type.
Importantly, as careful assessment shows, the ODL state in MgTi2O4 cannot be exactly
mapped onto the ODL state seen in CuIr2S4, since the charge filling is different in the two
systems (1 e−/Ti in MgTi2O4 and 0.5 hole/Ir in CuIr2S4). In the latter case two Ir neighbors
can reduce the energy of the system by forming a 1O-ODL state accommodating a common
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hole, as described in the preceding section. This results in a 3-electron state shown in the
middle panel of Fig. 6.8(a). Given that the destruction of the spin singlet dimer in MgTi2O4
involves removal of one of the electrons from the dimer state sketched in the energy diagram
in the top left inset of Fig. 6.9, consistent with destabilization and elongation of the short
Ti-Ti bond, in the ODL picture the one electron left behind would indeed result in an
electron-hole antipode of the 1O-ODL state seen in CuIr2S4, as shown in the top right inset
of Fig. 6.9. The issue arises with the placement of the extra electron from the dimer. In
the case of CuIr2S4, due to filling, the removal of one of the two holes constituting a dimer
results in generation of two 1O-ODL states on two different pairs of Ir. There, since only
50% of Ir participates in dimerization, in terms of filling one should think of this process as
a replacement of –4+–4+–3+–3+– charge tetramer with a pair of –3.5+–3.5+– ODL states
achieved by hole redistribution. Since there is no site charge disproportionation in MgTi2O4
and since each Ti is involved in dimerization, the dimer density per formula unit is twice as
large in MgTi2O4 as in CuIr2S4 and each Ti has to participate in two independent 1O-ODL
states simultaneously. Notably, the geometry of t2g orbital overlaps imposes a constraint that
the two 1O-ODL states for each Ti have to be assembled with two different Ti neighbors,
as illustrated in Fig. 6.9(a),(b). There, for example, the dimer in Fig. 6.9(a) involving Ti
labeled “2” in Fig. 6.9(b) disassembles at MIT to make two 1O-ODL states, one with the Ti
neighbor labeled “1” and another with the neighbor labeled “3”. This results in two short
Ti-Ti contacts that are both longer than the dimer distance, but shorter than the average
Ti-Ti separation in the cubic structure. We call this a two-orbital ODL state (2O-ODL)
given that two atomic orbitals of a single Ti ion are utilized. Such a 2O-ODL state is hence
comprised of a superposition of two 1O-ODL states of different variety (e.g. (xy, xy) and (yz,
yz), (yz, yz) and (zx, zx), etc.) that point in different directions and lie along different edges
of the pyrochlore sublattice. These ODL distances are marked as thick lines color coded
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as red and blue in Fig. 6.9(b), and the corresponding state is schematically shown on the
energy diagram in the bottom left inset of the Figure, where the matching color coding of
the electron spins signifies that they belong to different 1O-ODL states.
The existence of the 2O-ODL state in MgTi2O4 is corroborated by another experimentally
observed difference between the two systems: The spatial extent of the local order associated
with the metallic regime of MgTi2O4 is observably larger than that seen in CuIr2S4 [215].
The extended character of the local structural distortions associated with the 2O-ODL state
in MgTi2O4 is expected for the following reasons. First, due to filling the two ingredient
1O-ODL prong states in the 2O-ODL super-state cannot both be of the same type (e.g. if
one is (xy, xy), the other can only be (yz, yz) or (zx, zx)) which would tend to increase local
structural correlations. Second, the bond charge on different 1O-ODL bonds is of the same
sign, resulting in the Coulomb repulsion which would also maximize the span of the 2O-ODL
state itself. The observed local distortions over the length scale of about 1 nm, spanning
approximately three Ti4 tetrahedra [512], are therefore consistent with the presence of the
2O-ODL state in MgTi2O4.
The energetic benefit of the 2O-ODL state over the local spin singlet dimer state is
not apparent and remains elusive. The local 2O-ODL and disordered dimer states would
both increase the system entropy and, in turn, the entropic contribution to energy would
stabilize corresponding short range ordered state at elevated temperature. On the other
hand, some vestigial magnetic correlations could be expected in the high-temperature ODL
regime. Another possibility then is that the principal stabilization of the 2O-ODL state stems
from its presumed magnetism. The character of local spin correlations within the 2O-ODL
state cannot be established by the analysis carried out in this work. In the 2O-ODL diagram
shown in Fig. 6.9 the two spins are arbitrarily drawn as parallel to avoid any confusion with
the dimer state, but their relationship has actually not been established experimentally.
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It would therefore be of appreciable interest to explore this aspect of the 2O-ODL state
by techniques sensitive to local magnetism, such as muon spin rotation (µSR) [523] and
magnetic PDF [437] which would be particularly informative in that regard.
While the PDF probe used here provides the information on instantaneous atomic struc-
ture and as such does not differentiate between static and dynamic disorder, the ODL
state in these systems is expected to be dynamic. Spatiotemporal fluctuations then av-
erage out to the perceived undistorted cubic average structure as observed crystallograph-
ically. Notably, the resistivity just above the MIT in CuIr2S4 is about 2 mΩ cm and lin-
early increasing with temperature [205], ascribed to a bipolaronic hopping mechanism [521;
206], whereas in the metallic regime of MgTi2O4 electric resistivity is not only substantially
higher, but it decreases with increasing temperature in an insulator-like manner [209]. This
stark difference in the observed electronic transport could be considered as an important
indicator, albeit indirect, of the underlying difference reflecting the 1O-ODL and 2O-ODL
characters of the high-temperature states in these two systems, respectively.
Although the Ir dimers in CuIr2S4 are strictly speaking equivalent to the Ti dimers
in MgTi2O4, the mechanism of their local formation from the ODL state is electron-hole
symmetric and in that sense the dimers in these two systems could be considered as having
a different flavor derived from their origin. Formation of dimers in CuIr2S4 requires transfer
of holes from one half of the available population of ODL states to the other, and the
ODLs receptors of a hole become dimers, accounting for only 50 % of Ir being dimerized.
In contrast, the dimers in MgTi2O4 assemble from the ODL states by a virtue of electron
transfer, where 1O-ODL states that receive electrons become dimers with all Ti participating
in dimerization. While in both systems the process involves bond charge disproportionation,
in CuIr2S4 this consequentially results in the observed site charge disproportionation and
subsequent charge order, which is presumably imposed by the specifics of the filling and
195
CHAPTER 6. TWO-ORBITAL DEGENERACY LIFTED STATE AS A LOCAL
PRECURSOR TO A METAL-INSULATOR TRANSITION IN MAGNESIUM
TITANATE SPINELS
reflected in the dimer density per formula unit.
The presence of the 2O-ODL state has another important consequence for MgTi2O4.
Each Ti4 tetrahedron inevitably hosts two 1O-ODL states. Due to the Coulomb repulsion
of the bond charge, we would expect the two states to be placed on the opposite skew
edges of each tetrahedron, although other constellations cannot be excluded. On the other
hand, irrespective of the details of their distribution, multiple 1O-ODLs on one Ti4 tetrahe-
dron would cause distortions that are incompatible with the ice-type structural fluctuations
in the MgTi2O4 system such as those suggested in the previous study of the local struc-
ture of MgTi2O4 [512]. Given that the spin singlet dimer distortion in the ground state
of MgTi2O4 [211] follows the “two-in-two-out” ice rules [522] on each individual Ti4 tetra-
hedron in the structure, the proposition that the local Ti atomic displacements have the
same configuration in the cubic phase [512] presumably originates in part from the order-
disorder type view of the MIT in MgTi2O4 that would be implicated by the survival of
dimer-like distortions in the high-temperature phase. Our analysis does not support this
picture. However, based on the considerations described above, CuIr2S4 may possibly be
a better candidate for exhibiting the distortions of the “two-in-two-out” type in the dis-
ordered ODL regime, as illustrated by the mapping shown in Fig. 6.8(b). Exploring this
matter further both experimentally and theoretically should provide a more detailed un-
derstanding of these systems. Single crystal diffuse scattering based methods [227; 524;
525; 228; 225] and dynamical mean-field and advanced first-principles approaches [526; 527;
528] would be particularly useful in that regard.
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6.5 Conclusion
Here we applied joint x-ray and neutron pair distribution function analysis on the MgTi2O4
spinel, a candidate system for hosting the multi-orbital orbital-degeneracy-lifted (ODL) state,
to track the evolution of its local atomic structure across its localized-to-itinerant electronic
transition. Consistent with recent reports, the local structure does not agree with the av-
erage structure above the MIT temperature of 250 K and deep in the metallic cubic phase.
However, in contrast to previous findings, we provide unambiguous evidence that spin singlet
dimers are vanishing at the MIT. The shortest Ti-Ti distance corresponding to spin singlet
dimers experiences a discontinuous elongation locally on warming through the MIT but re-
mains shorter than that prescribed by the cubic average structure. The local distortion in
the metallic regime is quantitatively and qualitatively different from that observed in associ-
ation with the spin singlet state, implying that the MIT is not a trivial order-disorder type
transition. The distortion characterizes the entire range of metallic temperatures assessed,
and persists up to at least 500 K (about 2Ts). The observed behavior is a fingerprint of the
local symmetry broken ODL state observed in the related CuIr2S4 system. The correlation
length of local distortions associated with the ODL state in MgTi2O4 is about 1 nm, which
is double that seen in CuIr2S4, implying two-orbital character of the ODL state. The ob-
servations exemplify that high-temperature electronic precursor states that govern emergent
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[57] M. Bibes and A. Barthélémy, “Towards a magnetoelectric memory,” Nature Mater.,
vol. 7, pp. 425–426, June 2008.
[58] N. A. Spaldin, S.-W. Cheong, and R. Ramesh, “Multiferroics: Past, present, and
future,” Phys. Today, vol. 63, p. 38, Oct. 2010.
[59] A. Rani, J. Kolte, S. S. Vadla, and P. Gopalan, “Structural, electrical, magnetic
and magnetoelectric properties of Fe doped BaTiO3 ceramics,” Ceram. Int., vol. 42,
pp. 8010–8016, May 2016.
[60] P. Curie, “Sur la symétrie dans les phénomènes physiques, symétrie d’un champ
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[284] A. Liénard, “L’Eclairage électrique,” L’Eclairage électrique, vol. 16, no. 5, 1898.
[285] O. Heaviside, “The waste of energy from a moving electron,” Nature, vol. 67, pp. 6–8,
Nov. 1902.
[286] H. C. Pollock, “The discovery of synchrotron radiation,” Am. J. Phys., vol. 51, pp. 278–
280, Mar. 1983.
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