This paper studies solution properties of a parametric variational condition under the constant rank constraint qualification (CRCQ), and properties of its underlying set. We start by showing that if the CRCQ holds at a point in a fixed set, then there exists a one-to-one correspondence between the collection of nonempty faces of the normal cone to the set at that point and the collection of active index sets at points nearby. We then study the behavior of the Euclidean projector, and prove under the CRCQ that the set of multipliers associated with the Euclidean projection is locally a continuous multifunction. Following that, we apply the degree theory to a localized normal map, to show that the combination of the CRCQ and the so-called strong coherent orientation condition suffices for the parametric variational condition to have a locally unique, continuous solution, which is selected from finitely many C 1 functions. Applications of this result under additional assumptions extend or recover some earlier results on parametric variational inequalities. One motivation of this paper comes from the above background. We investigate the exact role the CRCQ plays in variational conditions by analyzing solution properties of variational conditions under the CRCQ alone, without assuming the MFCQ. The result here also applies to nonlinear programs; see Corollary 4.3 at the end of §4. For such an analysis one cannot naively follow the method in Kojima [10], where Kojima reformulated a nonlinear program into finding zeros of a function of both the variable and multipliers, and applied the degree theory to that function. Without the MFCQ, the degree of the latter function may not be well defined, due to possible unboundedness of the set of multipliers. More importantly, dropping the MFCQ allows the feasible set to be empty under an arbitrarily small perturbation, which makes it hard to apply existing variational analysis results. Neither is it easy to adapt the earlier works under the MFCQ/CRCQ combination to remove their dependence on the MFCQ, because development of those works was based on results in Kojima [10] and on local solvability under small perturbations. The analysis in this paper relies on some recent results in Lu [14] , which discussed properties of parametric sets under the CRCQ. One result of Lu [14] is that under the CRCQ the Euclidean projection onto the parametric set is locally unique and jointly continuous with respect to the point to be projected and the parameter that determines the set, and is indeed a continuous selection from finitely many C 1 functions. This result enables us to reformulate the variational condition using a localized normal map and then apply the degree theory to that map.
1. Introduction. Starting from the work of Janin [8] which showed that the constant rank constraint qualification (CRCQ) implies Abadie's CQ, researchers have been using the CRCQ in analysis of nonlinear programs and variational conditions (see Dempe [2] , Facchinei and Pang [4] , Kyparisis [11] , Liu [12] , Luo et al. [17] , Pang and Ralph [20] , Ralph and Dempe [22] ). Most of the latter references used the CRCQ in combination with the well-known Mangasarian-Fromovitz constraint qualification (MFCQ). It is known that the MFCQ, when combined with a second-order condition, suffices for a nonlinear program to have a locally unique, continuous solution (see Kojima [10] ), but does not guarantee a solution with Lipschitz continuity (see Robinson [24] ). Assuming that the CRCQ holds additionally makes it possible to obtain solution properties stronger than continuity, such as Lipschitz continuity, B-differentiability, and piecewise smoothness; see details in Luo et al. [17, Chapter 4] .
One motivation of this paper comes from the above background. We investigate the exact role the CRCQ plays in variational conditions by analyzing solution properties of variational conditions under the CRCQ alone, without assuming the MFCQ. The result here also applies to nonlinear programs; see Corollary 4.3 at the end of §4. For such an analysis one cannot naively follow the method in Kojima [10] , where Kojima reformulated a nonlinear program into finding zeros of a function of both the variable and multipliers, and applied the degree theory to that function. Without the MFCQ, the degree of the latter function may not be well defined, due to possible unboundedness of the set of multipliers. More importantly, dropping the MFCQ allows the feasible set to be empty under an arbitrarily small perturbation, which makes it hard to apply existing variational analysis results. Neither is it easy to adapt the earlier works under the MFCQ/CRCQ combination to remove their dependence on the MFCQ, because development of those works was based on results in Kojima [10] and on local solvability under small perturbations. The analysis in this paper relies on some recent results in Lu [14] , which discussed properties of parametric sets under the CRCQ. One result of Lu [14] is that under the CRCQ the Euclidean projection onto the parametric set is locally unique and jointly continuous with respect to the point to be projected and the parameter that determines the set, and is indeed a continuous selection from finitely many C 1 functions. This result enables us to reformulate the variational condition using a localized normal map and then apply the degree theory to that map.
Another motivation of this paper comes from the observation that the CRCQ is a generalization of both the linear independence constraint qualification (LICQ) and the case in which all constraints are linear. Sets defined by linear constraints are polyhedral convex. Sets defined by nonlinear constraints satisfying the LICQ are locally diffeomorphic to their tangent cones which are polyhedral convex; see Guddat et al. [6] , Robinson [25, 28] . The latter two references deal with a nondegeneracy condition which specializes to the LICQ for the case of standard nonlinear constraints. In this paper we do not attempt to establish a diffeomorphism result for sets defined by nonlinear constraints under the CRCQ, but we will show that such sets bear properties that are closely related to the face structure of polyhedral convex sets. We will use this result to study the Euclidean projectors onto such sets.
The variational condition considered in this paper is of the form
where f is a C 1 function from an open set X × U in n × m to n , S u is a subset of n for each u ∈ U defined by S u = x ∈ X g i x u ≤ 0 i ∈ I g i x u = 0 i ∈ J (2) and N S u x is the normal cone to S u at x. In the above equation, I and J are disjoint finite index sets, and g i for each i ∈ I ∪ J is a function from X × U to . Unless explicitly stated otherwise, we assume that each g i is C 2 on X × U . Throughout this paper we assume that a point x ū belongs to X × U and satisfies (1) , and conduct analysis in some neighborhood of x ū .
To introduce the definition of the CRCQ, denote the index set of active constraints for a point x u ∈ X × U by I x u = i ∈ I ∪ J g i x u = 0
The above definition implies J ⊂ I x u whenever x ∈ S u . Definition 1.1. The CRCQ holds at a point x u ∈ X × U if there exist neighborhoods X of x in X and U of u in U such that for each K ⊂ I x u the family x g i x u i ∈ K is of constant rank as x u and varies in X × U , where x g i x u denotes the gradient of g i with respect to x at x u .
It can be seen from the above definition that if the CRCQ holds at a point x u , then it holds at all points in some neighborhood of it. As was shown in Janin [8] , if the CRCQ holds at some point x u satisfying x ∈ S u , then the tangent cone to S u at x is given by
Accordingly, the normal cone to S u at x is given by N S u x = 0 ∪ i∈I x u i x g i x u i ∈ + for each i ∈ I x u ∩ I
We will use the notation pos a 1 a k to denote the positive hull of a finite set a 1 a k of vectors, and span a 1 a k to denote the subspace spanned by them. That is,
These definitions ensure that pos = span = 0 . We can then rewrite (5) as N S u x = pos x g i x u i ∈ I x u ∩ I + span x g i x u i ∈ J
Our work in this paper consists of three parts, one in each of the three subsequent sections. The objective is to provide some new results on the set S u and on the variational condition (1) under the CRCQ assumption.
Section 2 investigates the structure of normal cones to S u , for a fixed u ∈ U . It is known for a polyhedral convex set P containing a point x that the nonempty faces of N P x are precisely the normal cones to P contained in N P x ; see, e.g., Scholtes [33, Lemma 2.4.2] and Lu and Robinson [15, Proposition 1] . Consequently, there exists a neighborhood X of x in P , such that the collection of nonempty faces of N P x is precisely the collection of normal cones to P at points in X. Because constraints defining the set S u in (2) are possibly nonlinear, one cannot expect the normal cones to S u at points near x ∈ S u to be exactly faces of N S u x . However, under the CRCQ there is a relation between nonempty faces of N S u x and the normal cones to S u at points near x, and we can establish this relation by using active index sets. This is done in Theorem 2.1, which constructs a one-to-one correspondence between the collection of nonempty faces of N S u x and the collection of active index sets at nearby points. This result provides a way to derive information about the local geometry of S u around x from the face structure of N S u x . Section 3 continues to focus on the behavior of S u for a fixed u ∈ U , and studies the Euclidean projector onto it. By a result in Lu [14] , under the CRCQ the Euclidean projector on S u has a single-valued, continuous localization. Using the latter result and the aforementioned Theorem 2.1, we prove that the set of multipliers INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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associated with the Euclidean projection is locally a continuous multifunction. This supplements a result in Pang and Ralph [20] which proved the so-called lower semicontinuity of the set of multipliers to a perturbed projection problem. We then give a simple proof of the fact that B-derivatives of the Euclidean projector are certain skewed projections onto the critical cone. The latter result was originally proved in Pang and Ralph [20] under additional convexity assumptions. Section 4 analyzes solution properties of the parametric variational condition (1) under a combination of the CRCQ and the strong coherent orientation condition (SCOC). The SCOC requires a family of matrices to have the same nonzero determinantal sign (see Facchinei and Pang [4] , Luo et al. [17] ). Roughly speaking, the CRCQ induces stable behavior of the set S u , and the SCOC induces stable behavior of the function f in coordination with S u . Theorem 4.1 says that a combination of these two conditions suffices for (1) to have a locally unique, continuous solution as u varies in a set U 2 containingū, and that the solution is selected from finitely many C 1 functions. The set U 2 is a neighborhood ofū in u ∈ U S u ∩ X 0 = , with X 0 being some neighborhood ofx in n . With no further assumptions one cannot expect U 2 to be convex or open. The proof of Theorem 4.1 is based on results in Lu [14] and in the preceding section. It also uses some earlier results and techniques, including the coherent orientation condition on normal maps (Ralph [21] , Robinson [27] , Scholtes [34] ), formulas on the B-derivative and some matrix manipulation techniques (Facchinei and Pang [4] , Luo et al. [17] , Pang and Ralph [20] ), the relation between degrees of a function and its B-derivative (Pang [19] ), and the technique used in Kojima [10] to prove solution uniqueness. It integrates these results and techniques in a relatively short proof, in which the very basic Lemma 4.1 plays a key role.
Applications of Theorem 4.1 under additional assumptions extend or recover some earlier analytical results on (1) . By assuming the MFCQ to hold additionally, we obtain Corollary 4.1, which says that the solution to (1) [4, Theorem 5.4.12] . Results in the latter two references were obtained under additional convexity assumptions, and based on results in Kojima [10] and on certain implicit function theorems for PC 1 functions. By assuming that the function g is affine we obtain Corollary 4.2, which says that the solution to (1) is Lipschitz continuous on a convex neighborhood ofū in the set U 2 . This partially recovers a result in Lu and Robinson [16] . For comprehensive accounts on perturbational analysis of variational conditions and nonlinear programs, see books by Bonnans and Shapiro [1] , Dontchev and Rockafellar [3] , Facchinei and Pang [4] , Klatte and Kummer [9] and the review paper by Robinson [29] and references herein.
Except where we explicitly state otherwise, we use · to denote the Euclidean norm and B to denote the unit open ball around the origin, and all projectors and balls will be Euclidean. We use the notation g K to denote the function consisting of g i for indices i in a set K ⊂ I ∪ J , K to denote the cardinality of K, sgn x to denote the sign of a real number x: sgn x = 1 (or 0, − 1) if x > 0 (or = 0 < 0). We use x g K x u to denote the Jacobian matrix of g K at x u with respect to x.
2. Active index sets versus faces of the normal cone. In this section we study the structure of the set S u for a fixed u ∈ U . The main result of this section is Theorem 2.1, which assumes that the CRCQ holds at some x u ∈ X × U and gives a one-to-one correspondence between nonempty faces of N S u x and active index sets at points in S u near x. By definition, a face of a convex set C in n is a convex subset F of C such that if x 1 and x 2 belong to C and x 1 + 1 − x 2 ∈ F for some ∈ 0 1 , then x 1 and x 2 belong to F as well (Rockafellar [31] ). Throughout this section, we only need to assume the functions g i for each i ∈ I ∪ J to be C 1 on X × U . The proof of Theorem 2.1 will use the following lemma, which comes from Lu [14, Corollary 1].
Lemma 2.1. Assume that the CRCQ holds at a point x u ∈ X × U . Let K be a subset of I x u such that
for some
INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Lemma 2.1 includes the special case in which K = and x g j x u = 0. For such a case, the set Y becomes 0 , and this lemma says that g j depends only on u in X × U . In using this lemma to prove Theorem 2.1 we will only need to deal with a fixed u, and will suppress the argument u in the function . Proof. To begin with, choose a neighborhood X of x in X such that (i) each x ∈ X satisfies that I x u ⊂ I x u and that the CRCQ holds at x u ; (ii) X is a subset of the neighborhood X determined in Lemma 2.1 for each pair K j that satisfies the assumptions in Lemma 2.1.
Proof of part (a). Choose x ∈ S u ∩ X. It suffices to prove that the set 
Because F is a convex cone, we have
Rearrange (10) to get
The scalars i 's are all nonnegative. Moreover, it follows from (11) that b j > 0 for some j ∈ I x u \I x u ; accordingly, we have j > 0. Rewrite (12) as
By Carathéodory's theorem, there exist subsets I 1 of I x u and I 2 of I x u \ I x u ∪ j , with x g i x u i ∈ I 1 ∪ I 2 being linearly independent, such that
for some ∈ I 1 + I 2 with i > 0 for each i ∈ I 2 . Now let K = I 1 ∪ I 2 . The way we chose X ensures the existence of a convex neighborhood Y of g K x u in K and a C 1 function Y → such that g K x u ∈ Y and g j x u = g K x u for each x ∈ X, and y i y < 0 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
for each i ∈ I 2 and each y ∈ Y . The facts j ∈ I x u and K ⊂ I x u imply that g j x u = 0 and g K x u = 0. We have
for some y lying on the line segment between 0 and g K x u , where the last equality follows from the mean value theorem. The way we defined I 1 and I 2 implies that g i x u = 0 for each i ∈ I 1 and g i x u < 0 for each i ∈ I 2 , and the convexity of Y implies that y ∈ Y and therefore / y i y < 0 for each i ∈ I 2 . Consequently, we either have g j x u > 0 (if I 2 = ), or g j x u = 0 (if I 2 = ). On the other hand, because x ∈ S u and j ∈ I x u , we must have g j x u < 0, a contradiction. Proof of part (b). The "if" direction is trivial. For the "only if" direction, suppose for the purpose of contradiction that there exist x ∈ S u ∩ X and I ⊂ I x u satisfying (9), with I \I x u = .
Let j belong to I \I x u . Because J ⊂ I x u , j must belong to I ∩ I. The inclusion (9) implies that x g j x u belongs to the set on the right side of it. By an application of Carathéodory's theorem, there exists a subset K of I x u , with x g i x u i ∈ K being linearly independent, such that
for some ∈ K . The way we chose X ensures the existence of a convex neighborhood
In particular,
Let K 1 be a maximal subset of K such that x g i x u i ∈ K 1 is linearly independent. Write K 2 = K\K 1 . The way we chose X ensures the existence of a neighborhood
Because x g i x u i ∈ K 1 is linearly independent, we can apply the classical implicit function theorem to obtain a C 1 arc t → x t from an interval −t t to X such that (i)
. To obtain such an arc, we may, for example, partition x = x 1 x 2 such that x 1 g K 1 x u is nonsingular and partition v = v 1 v 2 accordingly, let x 2 t = x 2 + v 2 t, and then let x 1 t be the locally unique solution of
Because v x g i x u < 0 for each i ∈ I x u \K and g i x u < 0 for each i ∈ I\I x u , we can guarantee that g i x t u < 0 for each i ∈ I\K and each t ∈ 0 t by reducingt further if necessary. As a result, for each t ∈ 0 t the point x t belongs to S u ∩ X, with I x t u = K. This together with (14) proves part (3).
Part (a) of Theorem 2.1 shows that one can map I x u x ∈ S u ∩ X to the collection of nonempty faces of N S u x through the operation I x u → pos x g i x u i ∈ I x u ∩ I + span x g i x u i ∈ J Parts (b) and (c) of the theorem ensure such a map to be injective and surjective, respectively. In view of Lemma 3.3 of this paper, Theorem 2.1 shows that faces of N S u x are limits of normal cones to S u at points near x.
The CRCQ assumption is essential in Theorem 2.1. The following are two examples in which the CRCQ fails. In the first example, part (b) of Theorem 2.1 fails. In the second example, parts (a) and (c) of that theorem fail. For notational simplicity we suppress u in the examples. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Example 2.1. Let S be the subset of 2 defined by two constraints
The MFCQ holds at the origin of 2 but the CRCQ fails there. The normal cone N S 0 in this case is the vertical half-line pointing downward through the origin, and it has two nonempty faces. On the other hand, for any neighborhood X of the origin in 2 , the collection I x x ∈ S ∩ X has three members, namely 1 2 , 1 , and . It is therefore impossible to establish a one-to-one map between the collection of nonempty faces of N S 0 and I x x ∈ S ∩ X . Example 2.2. Let S be the subset of 2 defined by three constraints
1 − x 2 ≤ 0, and g 3 x 1 x 2 = −x 1 ≤ 0. Both the MFCQ and the CRCQ fail at the origin of 2 . The normal cone N S 0 in this case is − × , and it has two nonempty faces. On the other hand, for any neighborhood X of the origin in 2 , the collection I x x ∈ S ∩ X is 1 2 3 1 2 . The latter three active index sets do not correspond to any nonempty face of N S 0 . The set 0 × , which is a nonempty face of N S 0 , does not correspond to any active index set.
3. The Euclidean projector. In this section we study the Euclidean projector onto the set S u for a fixed u ∈ U . Before doing so, we need to introduce the concepts of PC 1 functions and B-differentiability.
We say that G is B-differentiable at a point x ∈ O if it is Lipschitz continuous in a neighborhood of x and there is a positively homogeneous function dG x n → m having the property that We also need the concept of localizations of multifunctions. Let G be a multifunction from a topological space P to another topological space T , and let p 0 t 0 ∈ gph G. Let P 0 and T 0 be neighborhoods of p 0 in P and t 0 in T respectively, and let G 0 be a multifunction from P 0 to T 0 . We say that G 0 is a localization
The development of this section is based on a result in Lu [14] , which says that the CRCQ implies the Euclidean projector onto S u has a single-valued, continuous localization, which is a selection from finitely many C 1 functions. We will give a precise statement of this result in Lemma 3.1. Before presenting that lemma, we need to define a collection of functions, which will serve as selection functions for the aforementioned localization.
Recall that we assumed from the beginning of this paper that there exists a given point x ū satisfying (1). Let denote the family of sets K ⊂ I x ū such that the set x g i x ū i ∈ K is linearly independent. For each K ∈ , define the following system of equations where x ∈ n and ∈ I + J are variables, and u ∈ m and z ∈ n are parameters:
These are the first-order necessary conditions of the nonlinear program of minimizing 1 2 z − x 2 subject to the equality constraints g i x u = 0 for i ∈ K. Letz =x, and note that g i x ū = 0 for each i ∈ K because K ⊂ I x ū . Hence, x = x 0 solves (15) under parameter ū z . Moreover, the Jacobian matrix of the function on the left-hand side of (15) with respect to
where I n and I I + J − K denote identity matrices of dimensions n and I + J − K respectively. Because the matrix (16) is nonsingular, it follows from the classical implicit function theorem that there exist neighborhoods X K ofx in n , U K ofū in m , and Z K ofz in n , and Lipschitz continuous
is the unique solution INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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, then the Jacobian matrices of the functions x K · · and K · · at u z with respect to z are given by
The following lemma is extracted from Lu [14, Lemma 5 and Proposition 2]. The notation I + N S u −1 in part (a) of this lemma means the inverse of I + N S u ; here I denotes the identity map from n to n . Thus, two points x and z in n satisfy x ∈ I + N S u −1 z if and only if z ∈ x + N S u x . The notation S u z denotes the Euclidean projection of z onto S u , i.e., the set of points in S u closest to z. The statement of part (a) says that the graphs of the two multifunctions, taking u z to I + N S u −1 z and S u z respectively, coincide within U 0 × Z 0 × X 0 , and that they also coincide with the graph of a single-valued function 
single-valued function that coincides with the localization to
In the rest of this paper we will use sets X 0 , U 0 , Z 0 , and U 0 as determined by the above lemma. For convenience of presentation, we will assume without loss of generality the following conditions, by making those sets smaller if necessary.
Condition A2. f is Lipschitz continuous on X 0 × U 0 with constant in the sense that
Among the above, conditions A1 and A2 are standard, and condition A3 is a consequence of the facts that K ū z = 0 and that 2 x g i · · and · · are continuous. Note that condition A1 ensures the CRCQ holds for each x u ∈ X 0 × U 0 satisfying x ∈ S u .
Let u z ∈ U 0 × Z 0 . According to part (a) of Lemma 3.1, the point u z belongs to X 0 and satisfies z ∈ u z + N S u u z . Because the CRCQ holds at u z u , we may express N S u u z in the form (6) . We have
so the set of multipliers 
Clearly, I + u z is a subset of I u z u ∩ I. Indeed, the set
is the smallest nonempty face of N S u u z containing z − u z , as implied by the following lemma. (22) and the fact¯ ∈ M thatˆ ∈ M. Because j ∈ I 0 \I + , we havē j =ˆ j = 0, which implies thatˆ j > 0. This contradicts the way we defined I + , and completes the proof that F is a face of N .
The facts that y ∈ ri F and that F is a face of N together imply that F is the smallest nonempty face of N containing y; see Rockafellar [31, Theorem 18.1] .
To proceed from here, we need the following concepts about limits and continuity of a multifunction. See Rockafellar and Wets [32] for a comprehensive discussion on this subject. Let F be a multifunction from a subset O of l to m . The outer limit of F at a point x ∈ O, denoted by lim sup x →x F x , is the set that consists of all vectors y having the property that there is a sequence x k of points of O converging to x, and a sequence y k converging to y, in which for each k the vector y k belongs to F x k . The inner limit of F at x ∈ O, denoted by lim inf x →x F x , is the set that consists of all vectors y having the property that for each sequence x k of points of O converging to x, there is a sequence y k converging to y, in which for each k the vector y k belongs to F x k . By their definitions, the outer and inner limits are always closed sets, with the inner limit being a subset of the outer limit. Hence, we have lim sup 
Proof. Let x ∈ O and K ⊂ 1 n be given. We need to prove lim sup
For the second inclusion in (24), let y ∈ pos A i x i ∈ K . There exists ∈ K + such that y = i∈K i A i x . Let x k be an arbitrary sequence converging to x, and define y k = i∈K i A i x k . For each k we have y k ∈ pos A i x k i ∈ K , and the sequence y k converges to y. This proves the second inclusion in (24) . The rest of this proof is on the first inclusion in (24) . Let y belong to lim sup x →x pos A i x i ∈ K ; then there exist sequences
By passing to a subsequence if necessary, we may assume that K 1 k ≡ K 1 , where K 1 is a fixed subset of K. The constant rank assumption implies that A i x i ∈ K 1 is linearly independent. Let k ∈ K 1 be the unique solution of
The fact that y k ∈ pos A i x k i ∈ K 1 implies that k ≥ 0, and the linear independence of A i x i ∈ K 1 implies that k is bounded. By passing to a subsequence, we may assume that k → . The vector is nonnegative and satisfies y = 
for each z ∈ Z. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Proof. Choose u z ∈ U 0 × Z 0 , and let x = u z and y = z − x. We have x ∈ X 0 ∩ S u , and by condition A1 the CRCQ holds at x u . Determine a neighborhood X of x in X 0 by applying Theorem 2.1 to x u .
Because N S u x is a polyhedral convex cone of the form (6), it has finitely many faces. The point y belongs to N S u x , so there is a real number > 0, such that each face of N S u x contains y if and only if it meets the ball y + 2 B. Because is a continuous function, we may choose a neighborhood Z 1 of z in Z 0 , such that z u ∈ X and z − z u ∈ y + B for each z ∈ Z 1 . On the other hand, because the CRCQ holds at x u , we have by Lemma 3. 
for each x ∈ X K . Now choose a neighborhood Z of z in Z 1 , such that z u ∈ X K for each z ∈ Z and K ⊂ I x u . We prove (25) holds for each z ∈ Z.
Choose z ∈ Z. The fact that Z ⊂ Z 1 implies that z u ∈ X, and the way we chose X implies that I z u u ⊂ I x u . This proves the second inclusion in (25) . For the first inclusion, write x = z u . As J ⊂ I x u trivially holds, it suffices to prove I + u z ⊂ I x u ∩ I. Note that
by the way we chose 
Due to the fact that x ∈ X and the way we chose X, the set (28) is a face of N S u x , so it contains y by the way we chose . On the other hand, it follows from an application of Lemma 3.2 that the set F = pos x g i x u i ∈ I + u z + span x g i x u i ∈ J is the smallest nonempty face of N S u x that contains y. Hence, F is a subset of the set (28) . By part (b) of Theorem 2.1, we have I + u z ⊂ I x u ∩ I. This proves the first inclusion of (25) .
The following theorem says that the set of multipliers M u z is a continuous multifunction with respect to z for each fixed u ∈ U 0 . It is related to Pang and Ralph [20, Lemma 6] , which says that the set of multipliers to a perturbed projection problem is "lower semicontinuous." The so-called lower semicontinuity in the latter reference is called inner semicontinuity in Rockafellar and Wets [32] . Additional information, including rights and permission policies, is available at http://journals.informs.org/.
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Note that the set lim inf z →z M u z is closed. Because M u z is convex, it suffices to prove its relative interior, ri M u z , is a subset of lim inf z →z M u z . Select an arbitrary¯ ∈ ri M u z and a sequence z k in Z 0 converging to z. We need to show that there exists¯ k ∈ M u z k for each k with¯ k converging to¯ . The fact that¯ ∈ ri M u z implies that¯ i > 0 for each i ∈ I + u z and¯ i = 0 for each i ∈ I\I + u z . Let x k = z k u for each k. By passing to a subsequence if necessary, we may assume without loss of generality that I x k u equals a constant index setÎ for all k. It follows from Proposition 3.1 that
Because z k ∈ Z 0 , we have
Applying Carathéodory's theorem and passing to a subsequence if necessary, we may assume that there exists a subset K ⊂Î, such that x g i x k u i ∈ K is linearly independent for each k, with
By the way we chose X 0 and U 0 (see condition A1), the family x g i x u i ∈ K is linearly independent for each x ∈ X 0 and u ∈ U 0 , so K belongs to the collection defined at the beginning of this section. The inclusion (33) implies the existence of a vector for each k.
Because k and k converge to and respectively, the sequence ¯ k converges to¯ .
In the following, we select an arbitrary k and show that¯ k belongs to M u z k . Equation (34) and the fact that
In view of the fact thatÎ = I x k u , it remains to show that¯ Additional information, including rights and permission policies, is available at http://journals.informs.org/.
The CRCQ assumption is essential in Theorem 3.1. Consider Example 2.1 again. The set S is closed and convex, so each z ∈ 2 has a unique Euclidean projection onto S. Because the MFCQ holds at each point of S, the set of multipliers associated with the Euclidean projection of each z ∈ 2 , denoted by M z here, is well defined. Let t be a negative real number. The Euclidean projection of the point 0 t onto S is the origin of 2 , with M 0 t = ∈ 2 + 1 + 2 = −t The Euclidean projection of each point t in 2 with = 0 is not the origin of 2 , and M t is a singleton. One can easily verify that M is not continuous at 0 t . Hence, if we letz be the origin of 2 , then it is impossible to find a neighborhood Z 0 ofz in 2 such that M is continuous on Z 0 . According to parts (b) and (c) of Lemma 3.1, for each fixed u ∈ U 0 the function u · is PC 1 on the open set Z 0 , and is therefore B-differentiable on Z 0 . For each u z ∈ U 0 × Z 0 , denote the B-derivative of u · at z for any direction h ∈ n by d z u z h , and define the critical cone to S u associated with z by
Because the CRCQ holds at u z u , T S u u z is a polyhedral convex cone of the form (4). Consequently, K u z is a polyhedral convex cone as well. In Proposition 3.2 below, we use Theorem 3.1 to give a simple proof of the fact that d z u z h solves a certain variational inequality over K u z . This result was proved in Pang and Ralph [20, Theorem 8] 
Proof. The fact that w belongs to K u z was originally proved in Haraux [7, Proposition 1] ; for completeness we give a simple proof below. Let k be a sequence of positive scalars converging to zero, and let z k = z + k h. Assume without loss of generality that z k ∈ Z 0 for each k, and write
By passing to a subsequence if necessary, we may assume without loss of generality that the active index set I x k u equals a constant index setÎ for all k. It then follows from Proposition 3.1 that
Equation (39) implies that w belongs to T S u x , and that
because g i x k u = 0 for each i ∈Î and each k. It follows from (37), (40), and (41) that w ∈ K u z . Next we prove (38). By Theorem 3.1, there exists k ∈ M u z k for each k such that lim k→ k = . We have
43) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
and
Substituting the latter expression into (42) and then subtracting (43), and dividing by k , we obtain
Taking limits on both sides of the above equation, and simplifying, we have
Using (40), we may partition the set I ∪ J as the union of three disjoint sets, namely, I\Î, I + u z ∪ J , and I\ I + u z ∪ J . We treat each of these separately below. For each i ∈ I\Î, the facts I x k u ≡Î and k ∈ M u z k imply that k i = 0 for each k. It follows that i = 0 as well.
For each i ∈ I + u z ∪ J , the expression of K u z in (37) and the fact that w ∈ K u z imply that 4. The variational condition. This section analyzes solution properties of the parametric variational condition (1), by applying the degree theory to a localized normal map. Generally, for a closed convex subset C of n and a function G n → n , the normal map induced by G on C is a map G C n → n defined by
where C z is the Euclidean projection of z on C; see Robinson [27] . Because the set S u in this paper is possibly nonconvex, we cannot define normal maps on S u as above. However, Lemma 3.1 enables us to define a localized normal map, which was introduced in Robinson [30] . Throughout this section, we continue to assume that the CRCQ holds at x ū , and let sets X 0 , U 0 , U 0 , and Z 0 and the function U 0 × Z 0 → X 0 be determined by Lemma 3.1 and by conditions A1, A2, and A3. Now writeẑ =x − f x ū . Without loss of generality, we may assume Condition A4. The pointẑ belongs to Z 0 , because if condition A4 failed, then we could choose a sufficiently small real number > 0 withx − f x ū ∈ Z 0 and study the variational condition − f x u ∈ N S u x the solution map of which is the same as that of (1). INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
The definition ofẑ and the hypothesis that −f x ū ∈ N S ū x imply thatx ∈ I + N S ū −1 ẑ . It then follows from condition A4 and part (a) of Lemma 3.1 thatx = ū ẑ . The analysis of this section will be based on a condition called the strong coherent orientation condition (SCOC) (Facchinei and Pang [4] , Luo et al. [17] ), which requires a certain family of matrices to have the same nonzero determinantal sign. To define the SCOC we could use the family defined at the beginning of §3, but it suffices to use a subset 1 of . We define 1 to be the family of sets K ∈ such that (i) there exists ∈ M ū ẑ with supp = i ∈ I ∪J i = 0 ⊂ K; (ii) span x g i x ū i ∈ K contains span x g i x ū i ∈ J as a subspace. This definition is equivalent to definitions of the SCOC family of active index sets in Facchinei and Pang [4] and Luo et al. [17] , when J = . In view of part (c) of Lemma 3.1, it is not hard to show via contradiction that there exist neighborhoods U 1 ofū in U 0 and Z 1 ofẑ in Z 0 , with
such that the following holds:
Indeed, in most of this section we only need the following condition, which is slightly weaker than condition A5 .
Condition A5 holds with a family smaller than 1 . To see this, define 2 to be the subset of 1 that consists of K ∈ 1 such that (i) K is a subset of I x u for some x u ∈ X 0 × U 0 with x ∈ S u and (ii) x g i x u i ∈ K is a maximal linearly independent subset of x g i x u i ∈ I x u . We show that condition A5 holds with 2 . Let u z ∈ U 1 × Z 1 and choose K ∈ 1 such that u z = x K u z and K u z ∈ M u z , and write x = u z and = K u z . Because K ⊂ I x u , we may extend K to a set K 1 ⊂ I x u such that x g i x u i ∈ K 1 is a maximal linearly independent subset of x g i x u i ∈ I x u . The set K 1 belongs to 2 . One can easily verify that x u z satisfies (15) with K 1 in place of K, so x = x K 1 u z and = K 1 u z . This proves that condition A5 holds with 2 in place of 1 . We will use 1 to define the SCOC, but we can replace 1 by 2 wherever it appears in this section except in Corollary 4.3.
In view of condition A5, for each u ∈ U 1 the function u · is a PC 1 function on Z 1 selected from 
For each u ∈ U 1 the map F u · Z 1 → n is a localized normal map, induced by the function f u · on S u . In addition, define for each
The fact thatx = ū ẑ and the definition ofẑ imply that F ū ẑ = f x ū +ẑ −x = 0. For each K ∈ 1 , the definition of 1 guarantees the existence of ∈ M ū ẑ with supp ⊂ K, and one can easily verify that x satisfies (15) under parameter ū ẑ . Accordingly, we havex = x K ū ẑ , = K ū ẑ , and
By the chain rule of B-differentiability (Robinson [26, Corollary A.4] ), for each u ∈ U 1 the function F u · is B-differentiable at each z ∈ Z 1 , with
where d z F u z h denotes the B-derivative of F u · at z for the direction h. This and (47) imply that
for each u z ∈ U 1 × Z 1 and h ∈ n . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
For each u z ∈ U 1 × Z 1 and each K ∈ 1 , if we write x = x K u z K u z , then the Jacobian matrices of x K · · and K · · at u z with respect to z are given by (17) . Hence, z x K u z is the left-upper block of the matrix
If we define
then the product K u z V K u z is a block upper triangular matrix, with its left-upper block being
and its right-lower block being the identity matrix. Because the matrix I n + i∈K 2 x g i x u i is positive definite (see condition A3), we have det V K u z > 0. It follows that the matrix displayed in (53), which is the Jacobian matrix of F K with respect to z at u z , has the same determinantal sign as K u z . The following definition for the SCOC is equivalent to its definitions in Facchinei and Pang [4] and Luo et al. [17] when J = .
Definition 4.1. The SCOC holds at x ū if for all K ∈ 1 the matrices K ū ẑ are of the same nonzero determinantal sign.
By the remark right below (53), if the SCOC holds, then the Jacobian matrices of F K for all K ∈ 1 with respect to z at ū ẑ are of the same nonzero determinantal sign. Because F K ū ẑ = 0, by making U 1 and Z 1 smaller if necessary we can assume the following conditions without loss of generality.
Condition A6. For each K ∈ 1 there exists a Lipschitz continuous
We can also assume the following condition without loss of generality. Condition A7. The matrices K u z have a constant nonzero determinant sign, which we denote by q 0 , for all K ∈ 1 and all u z ∈ U 1 × Z 1 .
The main result of this section is Theorem 4.1. In proving that theorem and its lemmas, we will use some techniques from the degree theory and some results about piecewise affine functions. We will give some basic definitions below. We refer the readers to Fonseca and Gangbo [5] , Lloyd [13] , Ortega and Rheinboldt [18] for detailed treatments on the degree theory, to Facchinei and Pang [4] , Luo et al. [17] for summaries of degreetheoretic results that are useful to the analysis here, and to Facchinei and Pang [4] , Scholtes [33] for detailed discussions on piecewise affine functions.
Let be an open bounded subset of n , and denote its closure by cl and its boundary by bdry . Let G be a continuous function from cl to n . If a is a point of n such that a ∈ G bdry , then the degree of G at a with respect to is a well-defined integer which we denote as deg G a Next we give the definition of piecewise affine functions. A continuous function G from m to n is piecewise affine if there exists a finite collection of affine functions G j m → n j = 1 k, such that the inclusion G x ∈ G 1 x G k x holds for each x ∈ m . The functions G 1 G k are called selection functions of G. Now let G be a piecewise affine function from n to n . If there is a way of choosing its selection functions such that all their Jacobian matrices are of the same nonzero determinantal sign, then we say that G is coherently oriented. Under the SCOC, for each u z ∈ U 1 × Z 1 , the function d z F u z · is piecewise affine and coherently oriented, in view of (50), (51), the continuity of d z u z · , and condition A7.
We need the following two lemmas.
n . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Proof. For each x ∈ n , ind G x is well defined, and is either 1 or −1 by the multiplication theorem of Lloyd [ Proof. Fix u z ∈ U 1 × Z 1 , and let x = u z . According to the comments following the proof of Proposition 3.2, there exists ∈ M u z such that the matrix A = I n + i∈I∪J i Proof. First, we construct the neighborhoods U 2 and Z 2 and the function z.
Recall that F ū ẑ = 0, and that ind F ū · ẑ = q 0 by Lemma 4.2.
There exists an open bounded neighborhood Z 2 ofẑ, such that cl Z 2 ⊂ Z 1 , deg F ū · Z 2 0 = q 0 , and F ū z = 0 for each z ∈ cl Z 2 \ ẑ . We can then find a positive real number such that F ū z ≥ (56) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
for each z ∈ bdry Z 2 . Choose another positive real number b such that
where M 1 and M 2 are constants defined in part (b) of Lemma 3.1, and is a constant defined in condition A2. Let U 2 = U 1 ∩ ū + bB , and define U 2 accordingly. Next, fix u ∈ U 2 , and define a homotopy J Z 1 × 0 1 → n by
For each z ∈ bdry Z 2 and t ∈ 0 1 ,
We have
where the last inequality follows from (19) . It then follows from (56) and the fact that u ∈ū + bB that
Hence, J z t = 0 for each z ∈ bdry Z 2 and t ∈ 0 1 . The homotopy invariance theorem LLoyd [13, Theorem 2.
so the equation F u · = 0 has at least one solution in Z 2 .
To prove solution uniqueness, note that
for each z ∈ bdry Z 2 , and recall that ind F u · z = q 0 at each z ∈ Z 2 by Lemma 4.2. Suppose for the purpose of contradiction that the equation F u · = 0 has infinitely many solutions in Z 2 . Each cluster point of such solutions satisfies F u · = 0 and belongs to Z 2 . The index of F u · at such a cluster point is not well defined, a contradiction. Hence, the equation F u · = 0 has only finitely many solutions in Z 2 . The fact that it has a unique solution in Z 2 follows from the equality (57) and the decomposition-of-domain property of degrees. Denote the unique solution of F u · = 0 in Z 2 by z u for each u ∈ U 2 . We prove that z · is continuous on U 2 . Let u be a point in U 2 , and let u k be a sequence in U 2 converging to u. Let z be a cluster point of the sequence z u k . The continuity of F implies that F u z = 0, and it follows from (58) that z ∈ Z 2 . As a result, z = z u . This proves that the sequence z u k converges to z u , and thereby proves continuity.
Next, define a continuous function x · from U 2 to X 0 by
By reducing the sizes of U 2 and U 2 , we may find a neighborhood X 2 ofx in X 0 such that x − f x u ∈ Z 2 for each x u ∈ X 2 × U 2 and x u ∈ X 2 for each u ∈ U 2 . For each such u, we have
The two equations in (55) follow from (59) and (60). Equation (59) and part (a) of Lemma 3.1 imply that z u − x u ∈ N S u x u
The latter inclusion and (60) implies that x u satisfies (1). INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
To show that for each u ∈ U 2 the point x u is the unique solution to (1) in X 2 , suppose that x belongs to X 2 and satisfies 0 ∈ f x u + N S u x . Define z by
This definition implies that z − x ∈ N S u x and that z ∈ Z 2 . By part (a) of Lemma 3.1 we have x = u z , which together with (61) implies that F u z = 0. It follows that z = z u and x = x u . This proves that x u is the unique solution to (1) The set U 2 is a neighborhood ofū in u ∈ U S u ∩ X 0 = . In general, the latter set is not necessarily convex, and one cannot expect U 2 to be convex. In the following, we discuss two special cases in which one can find a convex neighborhood U 3 ofū in U 2 . Accordingly, the restrictions of z and x on U 3 are Lipschitz continuous.
The first case is when the MFCQ holds at x ū in addition to the CRCQ and SCOC. Proof. Define a multifunction G from m to n by G u = x ∈ n g i x u ≤ 0 i ∈ I g i x u = 0 i ∈ J . Because the functions g i are affine, the set dom G = u ∈ m G u = is a polyhedral convex set, and G is a Lipschitz continuous multifunction on dom G. Hence, there exists a convex neighborhood U ofū in dom G such that G u ∩ X 0 = for each u ∈ U . Because U 2 = u ∈ U 2 S u ∩ X 0 = by its definition, we have U 2 ∩ U = U 2 ∩ U . Let U 3 be a convex neighborhood ofū in U 2 ∩ U ; the restrictions of z and x to U 3 are Lipschitz continuous functions.
Finally, we apply Theorem 4.1 to a parametric nonlinear program min x u s.t. x ∈ S u (62) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
