Evidence is now mounting that liquid-liquid phase separation (LLPS) underlies the formation of membraneless compartments in cells. This realization has motivated major efforts to delineate the function of such biomolecular condensates in normal cells and their roles in contexts ranging from development to age-related disease. There is great interest in understanding the underlying biophysical principles and the specific properties of biological condensates with the goal of bringing insights into a wide range of biological processes and systems. The explosion of physiological and pathological contexts involving LLPS requires clear standards for their study. Here, we propose guidelines for rigorous experimental characterization of LLPS processes in vitro and in cells, discuss the caveats of common experimental approaches, and point out experimental and theoretical gaps in the field.
Introduction
Membraneless compartments such as the nucleolus were described as early as the 1830s (Valentin, 1836; Wagner, 1835) . Evidence is now mounting that liquid-liquid phase separation (LLPS) or condensation underlies the formation of membraneless bodies such as nucleoli in cells. The list of cell compartments thought to be formed via the process of LLPS is growing rapidly and touches myriad cell functions. In addition to punctate membraneless bodies, other subcellular structures are also formed via LLPS and share similar underlying interactions and physical properties. These structures include heterochromatin (Larson et al., 2017; Strom et al., 2017) , the transport channel in the nuclear pore complex (Schmidt and Gö rlich, 2016) , and membrane receptor clusters at the cell membrane (Su et al., 2016) . Compartments that form through condensation have recently been termed ''biomolecular condensates'' (Banani et al., 2017; . The realization that LLPS can drive compartmentalization has expanded our understanding of cell biology and has motivated major efforts to delineate the function of membraneless compartments.
Through study of these condensates, we have also gained insights into the molecular basis of disease. Early examples of work in this area focused on the influence of stress granules on cell survival and their link to the development of amyotrophic lateral sclerosis (ALS) (Bentmann et al., 2012; Kim et al., 2013; Li et al., 2013; Ramaswami et al., 2013) . Stress-granule proteins form liquid condensates that can mature and solidify-i.e., they can undergo liquid-to-solid transitions-or can nucleate aggregation Molliex et al., 2015; Murakami et al., 2015; Patel et al., 2015) , and disease-associated mutations accelerate this transition (Kato et al., 2012; Kwon et al., 2013; Molliex et al., 2015; Patel et al., 2015) . A connection between cataract development and LLPS was already made over 3 decades ago (Tanaka et al., 1977) , and with the growing general realization that LLPS may favor aggregation, we can now gain more detailed insight into the molecular mechanisms of age-related disease initiation and progression (Alberti and Carra, 2018) . Thus, pathological processes related to neurodegenerative diseases and aging are also being viewed anew as manifestations of LLPS-driven processes. It is increasingly clear that understanding the biophysical principles underlying the formation of biomolecular condensates is vital for investigation of the physiology and pathophysiology of a wide range of biological processes and systems.
With the rapid identification of different membraneless compartments and proteins linked to LLPS comes the responsibility for the rigorous characterization of biological phase separation. Properties exhibited by a protein or set of proteins in vitro cannot always be extrapolated to functionally relevant LLPS in cells. Care should be taken to ask the question whether an observed phase-separation process observed in vitro is relevant to the biological process under study. Herein, we propose guidelines for rigorous experimental characterization of LLPS processes in vitro and in cells, discuss the caveats of common experimental approaches, and point out experimental and theoretical gaps in the field. We consider in vitro assays as those in which minimal components are combined in buffers to recapitulate LLPS and in vivo assays as studies performed in cells or animals. Importantly, many of the suggestions stem from our own experiences working with phase-separating systems in our laboratories. The goal, therefore, is to provide a practical primer for studying LLPS and not a full description of the concepts of phase separation. For a more detailed description of the biophysics and an exhaustive coverage of the available experimental and theoretical approaches, we will refer the interested reader to published literature. What Is Liquid-Liquid Phase Separation? When solutions of macromolecules such as proteins or nucleic acids undergo LLPS, they condense into a dense phase that often resembles liquid droplets, and this dense phase coexists with a dilute phase ( Figure 1A, bottom) . The driving force underlying LLPS is the exchange of macromolecule/water interactions for macromolecule/macromolecule and water/water interactions under conditions for which this process is energetically favorable. Discussions of the thermodynamic driving forces of LLPS and a framework for how the multivalent interactions of polymers influence the process have been presented elsewhere (Banani et al., 2017; Harmon et al., 2017; Martin and Mittag, 2018; Ruff et al., 2018) . Importantly, whether a solution undergoes phase separation depends strongly on the concentration and identities of the macromolecules and the solution and also the environmental conditions including temperature, salt type and concentration, co-solutes, pH, and the volume excluded by other macromolecules. Macromolecules thus undergo stimulus-responsive phase separation Nott et al., 2015; Ruff et al., 2018) .
Phase diagrams are generated by experiments that define the set of conditions that result in a single, well-mixed phase and the conditions that promote phase separation (Figure 1) . The generation of a phase diagram involves systematically changing two conditions, for example, concentration and salt, and assessing in which conditions a dense phase is detectable. If a system is in the two-phase regime, i.e., if light and dense phases are coexisting, so-called tie lines result from connecting the light-phase and dense-phase concentrations under the given conditions. All conditions on a single tie line result in two-phase systems with fixed dilute and dense phase concentrations; only the volume fractions of the two phases change relatively to each other The coexistence line (black) separates the one-phase and two-phase regimes and is a function of environmental conditions such as temperature, pH, etc. The system does not undergo phase separation beyond the critical point. (A) At concentrations below c sat , the system is in the one-phase regime. At any condition within the two-phase regime, the system demixes into a light phase (with c = c L ) and a dense phase (with c = c D ). All conditions on a single tie line (the orange line is an example) result in two phase systems with fixed light-phase and dense-phase concentrations, c L and c D , respectively; only the volume fractions of the two phases, f L and f D , change relatively to each other (examples 2-4). The volume fractions resulting from demixing of condition 3 can be calculated by the lever rule and are f L = L O T (i.e., the ratio of the lengths of L and T) for the light phase and f D = D O T for the dense phase. In equilibrium, c sat and c L are equivalent, but when phase separation is nucleated, c sat and c L can differ during the ripening dynamics of the system. (B) The spinodal (gray line) indicates the region of instability in which the system must undergo demixing via spinodal decomposition. In the area between the coexistence line, or binodal, and the spinodal, the system demixes when nucleated.
( Figure 1A , bottom). Within the coexistence line, or binodal, a second line, the spinodal, exists ( Figure 1B) . The spinodal indicates the region of instability in which the system must undergo demixing via spinodal decomposition. In the area between the binodal and the spinodal, the system demixes when nucleated (Figure 1B, bottom) . Generating phase diagrams can provide powerful insights such as how valency and chemical properties of molecules can modulate phase separation and whether phase separation can occur in physiologically relevant contexts. It is important to note that the simplified density transitions captured in phase diagrams may not represent exactly what happens in the complex environment of cells. The density of molecules may not change because of the high concentration of macromolecules in cells, but instead, only their spatial distribution may change. Liquids, Solids, and Gels Can All Emerge from LLPS It is increasingly clear that LLPS can produce assemblies of varied material states in cells. If the assemblies resulting from LLPS are liquid, this implies long-range molecular disorder and only short-range order; i.e., within the first few layers of molecules, their arrangement is regular, but further out the variation in molecular orientation and distances increases . Liquid assemblies can fuse, coalesce, and drip, which are typical emergent properties of liquids and determined by their surface tension (Widom, 1988) . If the dense phases have liquid-like properties, polymer molecules are often mobile within the dense phase and between the dense and light phases (for a more detailed description of the biophysics of liquids, see Hyman et al. [2014] ). The formation of the condensed phases through LLPS is often reversible. However, condensates can also undergo further transitions, e.g., gel-transitions, in particular if they exist at conditions deep within the twophase regime, far away from the binodal coexistence line (i.e., at high quench depth) . They can further transition to hydrogels formed by amyloid-like fibers, which often form irreversibly or need a change in condition such as high salt or denaturant to dissolve (Kato et al., 2012; Murray et al., 2017) . The driving force for these transitions is likely sequence encoded, and there is emerging evidence that individual protein sequences have evolved to use liquidto-solid transitions for function. One example is the yeast protein Pab1, which undergoes LLPS in heat-shocked cells and forms non-dynamic, glassy assemblies that may be adaptive (Riback et al., 2017) . Given these possible transitions, LLPS does not have to result in liquid, freely fusing assemblies; instead, biomolecular condensates can adopt a continuum of material properties (Alberti and Hyman, 2016; Weber and Brangwynne, 2012) .
Predicting and Analyzing the Features of Molecules that Undergo LLPS
The ability to undergo LLPS may be a universal property of proteins and nucleic acids under specific conditions, many of which may never be encountered in a cell. LLPS, in this way, resembles the formation of amyloid, which is a generic state of proteins (Knowles et al., 2014) . Importantly, only a small subset of proteins is able to form amyloids under physiological conditions, and these particular amyloid-forming proteins are highly relevant in physiological as well as pathological contexts (Fowler et al., 2007) . In the same manner, LLPS may not be accessible to many proteins under physiological conditions, and only particular protein sequences appear to have the ability to phase separate under the conditions that exist in living cells. Currently, our ability to identify genuine and biologically relevant LLPS is still limited, and this should make us careful in interpreting the results from phase separation studies performed in vitro.
Despite these limitations, tremendous progress has been made in recent years in understanding the molecular signatures common in molecules that can phase separate in physiological conditions. One concept that has been very useful is the concept of scaffolds and clients (Banani et al., 2016) . Scaffold molecules are considered the drivers of phase separation, whereas molecules that partition into condensates formed by scaffolds are called clients. Phase separation of scaffold proteins and the partitioning of clients is now appreciated to require the formation of a network of interactions, often between proteins and frequently between proteins and RNA. Two archetypes of protein architectures promote the formation of such networks. One type is characterized by multiple folded domains (e.g., SH3 domains in Nck), which interact with short linear motifs (SLiMs) in other proteins (e.g., proline-rich motifs in N-WASP) (Li et al., 2012) . A second type of weak multivalent interaction that can mediate LLPS is characterized by the presence of intrinsically disordered regions (IDR) with multiple interacting motifs, or ''stickers'' Nott et al., 2015; Smith et al., 2016; Wang et al., 2018) .
Both archetypes have multivalency in common; i.e., the proteins interact through multiple interacting domains or motifs. Experiments to genetically manipulate the valency of a protein proved to be very insightful in defining the domains and motifs that drive protein phase separation and showed that the saturation concentration c sat , i.e., the concentration above which the system starts to phase separate, decreases dramatically with an increase in valency (Banani et al., 2016; Li et al., 2012; Nott et al., 2015; Wang et al., 2018) . Where specific RNAs have been studied in driving LLPS, an additional source of multivalency in the protein-RNA interactions has been found (Langdon and Gladfelter, 2018; Lee et al., 2015; Zhang et al., 2015) . Many IDR-containing proteins harbor multiple domains for interacting with RNAs, and target RNAs contain multiple possible binding sites for the protein. Thus, there are many routes to forming multivalent interactions, and these interactions underlie the ability of particular proteins and nucleic acids to undergo LLPS in the constraints of the chemistry of live cells.
How condensates can emerge from a network of multivalent domain/motif interactions is easy to understand because the molecular basis of these multi-point interactions is well understood from high-resolution structures. However, how IDRs mediate LLPS is less well understood and far less intuitive and thus warrants a brief description of the current state of the art. IDRs are a type of protein domain that is frequently found in phase-separating proteins Li et al., 2012; Lin et al., 2015; Nott et al., 2015; Patel et al., 2015) . IDRs often do not have many aromatic and aliphatic amino acids, which typically build the core of folded domains, and do not adopt a single folded structure that corresponds to a single low-energy state. Instead, these proteins sample a range of conformations with similar energies that are determined by the specific primary sequence of the IDR (Das et al., 2015; Jensen et al., 2013; Mittag and Forman-Kay, 2007) . The primary sequence also determines the phase behavior of these IDRs. Our understanding of the sequence determinants of phase separation in IDRs is still rudimentary, but it is clear that different flavors of IDRs exist that determine the type of stimulus the IDR responds to Martin and Mittag, 2018; Ruff et al., 2018) . The sequence also likely determines the emergent properties of its dense phase, i.e., dense-phase concentration (Wei et al., 2017) , and material properties such as viscoelasticity (Weber, 2017) .
Sequence variations that fine-tune the phase behavior are thought to include the IDR length; the number, patterning, and type of stickers; and the identity of sequences connecting stickers, i.e., so-called linkers or spacers Wang et al., 2018) . Typical determinants of physicochemical and conformational properties include the fraction, patterning, and identity of hydrophobic residues. While hydrophobic resi-dues are rare in average IDRs, they represent adhesive elements in phase-separating IDRs and mediate condensation upon changes in temperature Pak et al., 2016; Urry et al., 1992) . Additional determinants of physicochemical and conformational properties are the fraction and patterning of charged residues (Das and Pappu, 2013; Mao et al., 2010; Marsh and Forman-Kay, 2010; Mü ller-Spä th et al., 2010; Wei et al., 2017) . Pairs of highly, but oppositely, charged proteins (or proteins and nucleic acids) can condense together in a process called complex coacervation (Aumiller and Keating, 2016; Overbeek and Voorn, 1957; Pak et al., 2016) .
One feature shared by some phase-separating IDRs is that they encompass low-complexity sequence regions (LCRs), i.e., regions in which specific amino acids are overrepresented compared to the amino acid proportions found in the proteome. One of the most common types of LCRs are prion-like LCRs. Prion-like LCRs are largely devoid of charged residues and enriched for polar amino acid residues, such as serine, tyrosine, glutamine, or asparagine, allowing their identification by composition-based algorithms (Alberti et al., 2009) . Prion-like proteins were first described in connection with infectious aggregationprone proteins called prions. However, recent findings suggest that prion-like LCRs are also frequently involved in protein phase separation Molliex et al., 2015; Patel et al., 2015) . This suggests that algorithms to detect prion proteins not only identify aggregation-prone proteins but primarily proteins that form condensates via phase separation. A slightly different type of LCR are the RGG domains that frequently occur in RNA-binding proteins . In addition to the small polar residues of prion-like LCRs, they contain a significant proportion of arginines, and the RGG boxes after which they are named mediate LCR/RNA interactions. The sequence features of prion-like domains and other LCRs are thought to promote weak interactions through charge-charge, pi-pi, and cation-pi interactions. The structural basis of these interactions is currently debated.
Generally, it is useful to identify disordered regions in proteins with predictive algorithms (Box 1; Figure 2 ), to analyze their physicochemical properties, and to use the results of these analyses to generate hypotheses as to the physical origin of the phase behavior. Taking FUS as an example, we illustrate the use of these predictive algorithms in Figure 2 . The domain architecture of FUS is known and shown for reference ( Figure 2 , top). Using a combination of IUPred and PLAAC (or a different set of disorder predictors from Box 1), we identify the first 250 residues as disordered. This prediction is in agreement with the first folded domain, the RRM, starting at residue 287. Additional disordered regions are identified N-and C-terminally of the folded zinc finger motif between residues 365 and 420 and from residue 450 to the C terminus. PLAAC identifies the QGSY-and G-rich regions in the N terminus as well as the first RGG domain as prion-like LCRs. CIDER (Box 1) reveals a lack of charged residues in the N terminus (as low fraction of charged residues [FCR] and net charge per residue [NCPR] ) and a high fraction of positively charged arginines in the RGG domains (as a slightly positive NCPR and non-zero FCR). As CIDER and PLAAC cannot differentiate between folded and disordered domains, the proper demarcation of folded and disordered domains is thus critical, and additional information about folded domains can be found in various databases, e.g., in D2P2 (Box 1). From this sequence analysis, we would predict that the N-terminal QGSY-and G-rich domains as well as the RGG domains may mediate LLPS but that FUS condensation may involve different types of amino acid motifs. Hypotheses based on sequence analyses then have to be tested experimentally. Indeed, experimental analysis of FUS phase behavior demonstrated the importance of the disordered regions and aromatic and arginine-rich motifs within them in driving phase separation of FUS . Not only does this strategy of sequence-directed experimental analysis provide insight into the phase behavior of the protein in question, it also serves to build our knowledge base of sequence/phase behavior relationships and enables further development of predictors. A key unsolved issue in biological phase separation is the degree to which particular material properties have been selected for in evolution; therefore, intensive work is needed to link primary sequence features, emergent physical properties of condensates, and their functions.
Reconstitution of LLPS with Minimal Components
The step between a careful analysis of protein sequence and the unequivocal demonstration that a cellular structure forms via LLPS is challenging. One step in the process of investigating biological condensation is to reconstitute a simplified assembly of the critical components in vitro and to test whether the assembly forms via LLPS. If the driving force for assembly can be identified (e.g., a protein interaction via a specific interface), then removal of this driving force (e.g., by mutating the interface) will suppress LLPS in vitro. Use of these same mutants then allows testing in cells of whether the assemblies are formed via the same interactions and hence LLPS. This in vitro strategy has the inherent advantage that it is carried out with purified components, and one can test explicitly which components are critical for the process. A detailed collection of methods to characterize condensates forming via LLPS in vitro and in cells can be found in Mitrea et al. (2018) .
How can one demonstrate that an assembly is formed via LLPS in vitro? A simple clue is the presence of spherical droplets that contain concentrated components (see Table 1 for a minimal set of criteria). This behavior indicates that the component is able to condense into droplets that can fuse and relax into a spherical shape. A more definitive approach is to define a saturation concentration c sat , where when c < c sat , the protein is diffuse in solution, and for c > c sat , dense droplets appear whose volume fraction f D increase when the total concentration is increased further, while the concentration in the light phase, c L , stays constant ( Figure 1A ). This behavior is not expected for other types of self-association processes, e.g., dimerization, oligomerization into defined species, or higher-order self-association without phase separation. A constant c sat and a growing dense-phase volume fraction f D with increasing total concentration are strong support for LLPS and can be tested microscopically or via scattering or centrifugation. Addition of RNA to proteins that are thought to bind RNAs either specifically or non-specifically can substantially alter and often lower the c sat for a protein Lin et al., 2015; Maharana et al., 2018; Molliex et al., 2015; Zhang et al., 2015) . The direct observation of fusion processes is helpful for demonstrating liquid behavior of the dense phase but is not a strict criterion because some condensed droplets undergo liquid-to-solid transitions and therefore do not fuse. A constant c sat and c D (concentration of the dense phase; see Figure 1A ) can help identify LLPS as a transient state in the formation of rapidly solidifying condensates. Schematic representation of the human FUS/TLS domain structure is shown on top. QGSY, region enriched for the residues glutamine (Q), glycine (G), serine (S) and tyrosine (Y) depicted in green; G-rich, region enriched for glycine residues depicted in blue; NES, nuclear export sequence depicted in magenta; RRM, RNA recognition motif depicted in yellow; RGG, region enriched for residues arginine and glycine depicted in orange; ZN, zinc finger domain depicted in purple; NLS, nuclear localization sequence depicted light blue; IUPred, prediction of intrinsic disorder; PLD, prediction of prion-like region (PLAAC); FOLD, intrinsic disorder prediction by PLAAC (black) and PAPA (purple). Fold index is shown in gray. Pi-Pi, pi interaction prediction; NCPR, net charge per residue (sliding window size of 10); FCR, fraction of charged residues; HYDRO, hydrophobicity (Kyte & Doolittle, sliding windows size of 9).
Microscopic Detection of LLPS
The most common way to initially detect LLPS is light microscopy. To start, macromolecules are observed under conditions where no assemblies are observed. Then, with a change in conditions to favor assembly (e.g., by adding or diluting salt, changing the pH or temperature, or adding RNA) followed by incubation of the sample for a fixed amount of time (minutes up to hours), the solution can be imaged microscopically for the presence of liquid droplets. When comparing different samples, the incubation time and imaging parameters (e.g., detection on the cover glass or immediately above the glass) should be held constant. The reason for this is that droplets settle on the surface of a microscope slide. This can lead to over-or underestimation of the volume fraction of the dense phase. Interaction with the glass surface can also lead to wetting or de-wetting of the surface and to changes in droplet material properties. For this reason, we advise comparing the behavior on glass slides with a variety of coatings, e.g., polyethylene glycol (PEG) or lipids . Different microscopic modalities are suitable for imaging including differential interference contrast (DIC) or fluorescence microscopy. Use of fluorescently labeled components allows estimation of the concentration of the dense phase if standard curves for the fluorophore at different concentrations are established under identical imaging conditions. However, certain RNAs and RNA-binding proteins can be crosslinked by light, so care should be taken in terms of the acquisition conditions in samples with these components to ensure that there are not experimentally induced gelation effects.
Detection of LLPS via Turbidity Measurements
Mesoscale assemblies on the order of tens to hundreds of nanometers (nm) in diameter in solution scatter visible light and can be detected by optical density measurements (typically at wavelengths of 340 nm or 400 nm) or direct static light scattering. The absolute values of scattered light report on a convolution of number and size of scattering particles and thus do not lend themselves to a direct comparison of the driving force for phase separation of different protein constructs or mutants. Instead, this approach allows determination of the onset of scattering of a dilution series and thus identification of the concentration above which droplets form, c sat . Alternatively, the onset of scattering can be monitored as a function of temperature for a given concentration (Amiram et al., 2011; Lyons et al., 2013) . One caveat here is that simple turbidity measurements detect a variety of assemblies and do not differentiate their shape, their size, or the mechanism underlying their formation. Turbidity measurements should thus be used in conjunction with microscopy. Determine c L by Centrifugation Centrifugation of systems in the two-phase regime and the associated separation of light and dense phases has been shown to allow precise measurements of the concentrations of two coexisting phases, i.e., the light or dense phase concentrations c L and c D , as a function of temperature. For this approach, LLPS of the stock solution is induced by changing the solution conditions, the phase-separated sample is incubated for a defined time, and the dense phase is sedimented by centrifugation (Taratuta et al., 1990 ). An aliquot of the light phase is removed, and its concentration determined spectroscopically (e.g., by measuring absorbance at 280 nm, in which case the solution should be diluted to prevent reformation of droplets, or with a colorimetric assay, or fluorescence intensity when using a fluorophorelabeled protein). Notably, this assay is well suited to test for a constant c L if different protein stock concentrations are used Mackenzie et al., 2017; Wang et al., 2018) , one of the defining properties of LLPS. It is noteworthy that processes such as aggregation or fibrillization that may compete with LLPS may make it challenging to determine c L accurately. Thus, microscopic analysis that can distinguish liquid droplets from aggregates or fibers should always accompany other methods. The inherent advantage of in vitro phase-separation assays is that LLPS can be monitored with a fully defined set of components. To exclude the possibility that contaminants are driving phase separation, the proteins or RNAs should be pure. Additionally, they should be homogeneous in size and not aggregated. We describe criteria for generating, storing, and handling samples for in vitro phase-separation assays.
Protein Production Considerations
Proteins should be heterologously overexpressed in E. coli, yeast, or insect cells or generated via in vitro transcription/translation assays. A typical BL21 strain is often sufficient for efficient expression, but many other strains and expression systems with different properties are available for optimization Sørensen and Mortensen, 2005) . Disordered protein regions, which are prevalent in phase-separating proteins, are sensitive to proteolytic degradation. The IDRcontaining proteins have to be purified quickly to limit the time available for degradation and aggregation, and initial purification steps should be carried out in the presence of protease inhibitors. Alternatively, protein expression can be optimized to maximize partitioning into inclusion bodies, which can be resolubilized and yield pure protein without exposing the protein to proteases of the expression host. Proteins purified under denaturing conditions have to be exchanged into a physiological buffer before carrying out phase-separation assays, and care needs to be taken to avoid aggregation, which may mask or even potentiate phase separation. In some cases, a cleavable solubility tag can be helpful such as maltose-binding protein (MBP) that is cleaved prior to analysis of the protein (Burke et al., 2015) .
Some phase-separating proteins such as FUS or TDP-43 are highly aggregation prone when made from bacteria. One reason for this may be the absence of post-translational modifications (PTMs) such as phosphorylation and methylation. Purification from insect cells is thus an attractive possibility because the samples incorporate PTMs that prevent aberrant protein behavior . Use of bacterial expression systems bypasses most uncertainty around PTMs, but when proteins are expressed from eukaryotic systems, it is strongly advised to determine the PTMs to better understand what the underlying driving forces are for LLPS. This can also improve our understanding of how cells may use PTMs to regulate LLPS. For example, phosphorylation and methylation of FUS and acetylation of DDX3X reduce the driving force for LLPS, respectively (Hofweber et al., 2018; Monahan et al., 2017; Qamar et al., 2018; Saito et al., 2019) .
Phase separation should be avoided during the purification process if the protein tends to undergo liquid-to-solid transitions. However, if dense phases can be disassembled without loss of material, several cycles of phase separation and dilution can be used as a purification method (Quiroz and Chilkoti, 2015) . The purity and integrity of protein samples should be assessed by SDS-PAGE, and the identity by immunoblotting and/or mass spectrometry. Pure protein samples should be kept in a storage buffer that prevents phase separation and then should be flash-frozen. Whenever possible, we recommend thawing a protein only once because we have observed that multiple freeze-thaw cycles can increase the aggregation propensity of a protein. The required protein stock buffer conditions depend on the protein sequence and phase behavior, but often used is a buffer with pH in the physiological range and either high or very low salt to prevent phase separation. A typical buffer will contain a buffering component (e.g., 50 mM HEPES pH 7.5), a salt component (e.g., 300 mM NaCl, 500 mM KCl, or even no salt), and a reducing agent (e.g., 1 mM TCEP or 5 mM DTT). To determine whether phase separation occurs under physiological conditions, the salt concentration should be adjusted to 150 mM NaCl or KCl. We do not recommend the use of buffers with multivalent ions such as phosphate as these buffers can strongly influence the phase behavior of proteins. Optimization of buffer conditions is an important step to achieving stable protein behavior and reducing aggregation propensity. It is important to realize that as salt, pH, or protein concentrations deviate from physiological conditions, caution should be used in interpretation of in vitro phase-separation experiments. However, a dependence of the phase behavior on solution conditions provides information on the interactions mediating phase separation and can thus be useful. Dependence on solution conditions may also suggest stimulus responsiveness to changes in intracellular pH and PTMs and can thus be an important clue to the potential of a protein to mediate adaptive responses Kroschwald et al., 2018; Riback et al., 2017) . Further indepth tips on how to handle proteins for phase-separation assays can be found elsewhere .
RNA Considerations
Many phase-separation assays also require the presence of RNA. In vitro transcription assays are a good source for long RNAs, whereas short RNAs can be purchased commercially. To visualize RNA recruitment to droplets, fluorescently labeled nucleotides can be added to in vitro transcription reactions at low concentrations to favor sparse or single-molecule labeling of RNAs (Langdon and Gladfelter, 2018) . Good RNA handling practices such as working to avoid RNase contamination and avoiding cycles of freeze-thawing RNAs are important along with checking for stability of the synthesized RNA after storage in the freezer. Some assays make use of total polyA-mRNA purified from a given cell, and this bulk RNA is commercially available.
Buffer, Additives, Crowders, and Experimental Conditions Considerations
Phase separation is exquisitely sensitive to changes in physicochemical conditions. Even small differences in temperature, protein, nucleic acid, or salt concentration can lead to different outcomes. Therefore, buffers and protein concentrations should be carefully considered and controlled, and physiologically relevant salt concentrations and compositions used. Every effort should be made to measure the physiological concentrations of components in the respective subcellular compartment (nucleus or cytoplasm) and consider these concentrations when interpreting in vitro data.
A related issue is the use of synthetic macromolecular crowders such as polyethylene glycol, dextran, or ficoll. In many cases, the amount of crowding agent added to an experiment may exceed the crowding predicted to exist in intracellular contexts (Luby-Phelps, 2013; Mitchison, 2019) . It is important to realize that the underlying mechanisms of how crowders enhance phase separation are still unclear. One prominent idea is that crowders increase the effective protein concentration and thus mimic the conditions in the crowded cytoplasm (Minton, 2001; Zimmerman and Minton, 1993) . However, there are other potential explanations. It could also be that crowders change the water activity or affect the effective valency of interacting proteins by promoting oligomerization (Senske et al., 2014; Wirth and Gruebele, 2013) . Thus, crowders should be used with caution. If crowders are used, our recommendation is to test a range of different synthetic and biological crowders to exclude artifactual chemical effects.
Small Molecule Effects on Phase Separation
As efforts focus on understanding the function of compartments formed via LLPS, it is increasingly common to include enzymes into in vitro reconstituted, phase-separating systems. This may be done with the goal to enzymatically modify the phase-separating biomolecules or to test whether LLPS alters the activity of the enzyme. In turn, as controls for enzyme experiments, high concentrations of small-molecule chemicals (such as kinase inhibitors, methyltransferase inhibitors, etc.) are commonly added to phase-separation assays. However, in addition to their biological effects on the enzymes, these chemicals can also have direct chemical effects on phase separation. One specific example is ATP (Patel et al., 2017) . ATP not only affects protein phase separation as an energy source but can also act as a hydrotrope that directly alters protein solubility. Such chemicals should be tested at various concentrations, and they should ideally be compared to chemically similar derivatives that lack the specific biological activity (nonhydrolyzable analogs in the case of ATP).
General Considerations Regarding the Complexity of In Vitro Phase-Separation Experiments
In vitro, IDRs are frequently sufficient to mediate phase separation. Examples of IDRs that phase separate at high concentrations are the IDRs of Ddx4, LAF-1, FUS, hnRNPA1, and Whi3 Lin et al., 2015; Molliex et al., 2015; Nott et al., 2015; Patel et al., 2015; Zhang et al., 2015) . These observations have led to the widespread view that these IDRs function as protein-autonomous units that drive phase separation through homotypic interactions. However, it is becoming increasingly clear that heterotypic interactions with other regions of the same polypeptide or other proteins can also drive phase separation . It will be critical to test how the rules of assembly that have been established for simple oneor two-component systems stand up to more complex mixtures of heterotypically interacting proteins that are thought to more commonly exist in cells. Complex mixtures of IDR interactions will likely be critical for establishing both the specific material properties of phase-separated assemblies and the specific molecular composition of an assembly.
Analysis of the Physical Properties of Condensates Material States of Biological Condensates Vary Widely
It is clear that the material properties of intracellular condensates can vary substantially. These structures can be highly fluid and liquid-like on a continuum to more viscous, visco-elastic, or porous solids or gels (Weber, 2017) . These variable material states can arise due to the specific molecular components involved in the condensation and as a consequence of time and maturation of the droplets and quench depth, i.e., how deep in the two-phase regime the system is. The presence of RNA-either specific or non-specific sequences-can influence the material properties of droplets; however, whether RNA fluidizes or solidifies droplets is context dependent Zhang et al., 2015) , presumably due to contributions of both valency and electrostatics. In several contexts, droplets have been shown to become more solid-like with time or with mutations that promote stable protein interactions or abrogate the ability of proteins to bind RNAs Molliex et al., 2015; Patel et al., 2015) . Additionally, within the more gel-like states, the degree to which the solid state is reversible is an important feature to consider, as the implications of irreversibility for physiology and pathology are potentially important. Despite the growing descriptions of variable physical states that can be detected in reconstituted systems, the actual function of a specific material state in cells remains unclear. The degree to which a particular viscosity or viscoelasticity has been selected for during evolution or is an emergent property of the condensing components and not necessarily tuned for the function of the structure is not yet known. Therefore, it remains critical to characterize and manipulate the material states of liquid-or gel-like compartments with the goal of ultimately understanding whether and how material states relate to function.
Monitoring the Physical Properties of Condensates
In Vitro There are multiple options for measuring the material state of droplets in the experimental setups used for in vitro reconstitution of LLPS (Figure 3) (Mitrea et al., 2018) . The most straightforward assay to determine the material state in vitro is to measure the inverse capillary velocity, which is a ratio of the viscosity to surface tension. This ratio can be estimated by filming droplets fusing using fluorescence or transmitted light microscopy and measuring the time it takes for two droplets to completely fuse into one droplet for a number of differently sized droplets. Combining measurements of inverse capillary velocity with passive microrheology, in which viscosity can be directly calculated, allows for the inference of the surface tension of droplets Zhang et al., 2015) . Measurement of contact angles (the angle between the coverglass and the droplet surface) can also provide important information on surface tension and the chemical nature of the surface of droplets (Feric et al., 2016) .
Passive microrheology involves embedding beads inside droplets and monitoring their diffusivity by determining the mean squared displacement (MSD) of the beads. There are many considerations for microrheology including the material of and size of the bead, the passivation of the bead surface, the need for a stable microscope set-up to minimize drift, and a means of adding beads to droplets and ensuring that analyzed beads are in the central regions of droplets so as to avoid boundary-effect behavior. A microfluidics-based approach has been implemented that aids in incorporation of beads and avoiding boundary effects by forming only two distinct liquid phases under flow (by fusing all droplets), and this helps avoid some artifacts commonly encountered and promotes incorporation of tracer beads into the dense phase (Taylor et al., 2016) . Surveying the behavior of a variety of sizes of beads can help determine whether, when, and where the material may show elastic properties. Ideally, these measurements are applied to simple liquids, but it is not always known whether condensates are pure simple liquids or whether they have structural heterogeneity. If structures appear to behave as highly viscous liquids or gels, atomic force microscopy (AFM) or optical tweezers may be a relevant approach to further measure the stiffness of the materials Wang et al., 2018) . The relationship of assembly morphology and secondary and tertiary structure of the component proteins is accessible by a combination of AFM with infrared nanospectroscopy (IR) (Dazzi et al., 2012; Qamar et al., 2018) . Relevant to interpretations of microrheology is estimating the pore size of the polymer mesh in droplets. This can be done with fluorescently labeled dextrans of varying sizes and determination of the threshold for incorporation (Wei et al., 2017) with care given to artifacts that may arise from interactions between the probe and droplet components.
Fluorescence recovery after photobleaching (FRAP) is often also performed on droplets as an assessment of their liquidity, and different components can vary substantially between one another in the rate of recovery due to different mobilities. This difference is especially pronounced when comparing proteins and RNAs, in which the latter appear relatively less mobile. While a highly accessible technique, there are various limitations and challenges in analysis of FRAP data. One commonly made mistake is to assume that the recovery rate of a full-FRAP reports only on the exchange rate between the dilute and the dense phase. However, the FRAP recovery rate also depends on other parameters such as the size of the photobleached droplet, mobility within a droplet, and size of bleach areas, and these are often not taken into account. However, it can still be useful for assessing extremes in material state or changes in the material state through time. If the structure is large enough, a half-FRAP can also be performed in addition to a full-FRAP (Brangwynne et al., 2009 ). In a half-FRAP, the re-arrangement of fluorescence from the bleached to the unbleached area gives more direct information on the internal mobility of molecules within a given structure. Importantly, FRAP can also be useful in assessing whether the droplets are spatially homogeneous based on the pattern of recovery. As noted below, FRAP should not be used as a definitive diagnostic for determining whether LLPS is the mechanism of assembly of a structure.
For more accurate estimates of diffusivity at the scale of individual molecules within liquid states, fluorescence correlation spectroscopy (FCS) can be used in cases where components can be sparsely labeled and are sufficiently mobile to be detected. Variations on FCS have also been used to assess how dilute droplets are (Wei et al., 2017) , which can be a useful parameter if theoretical models are being developed and to accurately assess concentrations. Additionally, application of polarized fluorescence microscopy may prove useful in detecting anisotropic subcompartments of fibrous or solid-like structures that may co-exist with liquid-like states but may not be detectable from bulk fluorescence (McQuilken et al., 2015; Yoshizawa et al., 2018) .
What If Assemblies Are Not Liquid-like?
Given the potentially metastable nature of liquid assemblies, they can transition into glassy or gel-like states that do not have classical liquid properties (Hughes et al., 2018; Murray et al., 2017) . Importantly, some sequences likely have evolved to favor these transitions to encode mechanically resistant assemblies Kroschwald et al., 2018; Riback et al., 2017) . The diffusion of components is arrested in gel-like states, and they are typically unable to fuse and coalesce. However, if the assemblies are originally formed via LLPS, they typically have spherical shapes, often resulting in many deformed spherical structures that stick together in large clusters (Molliex et al., 2015; Roberts et al., 2018) . If dynamic arrest happens shortly after phase transition, the assemblies may be too small to accurately determine their shape by light microscopy. However, at early time points, the protein concentration in the supernatant of the arrested assemblies still reflects c sat of the LLPS process. Determining the supernatant concentration for a variety of total protein input concentrations in the assembly assay can thus be used to assess whether the arrested assemblies are formed via LLPS.
Designation and Analysis of Condensates in Live Cells
Demonstrating LLPS In Vivo A major challenge in the field is having accurate metrics for demonstrating definitively that a specific protein or structure is indeed a phase-separated body in the context of the cell. Under certain conditions, many proteins and RNAs are capable of LLPS in vitro when at sufficient concentrations and/or in artificial buffer conditions. Furthermore, it is common to overexpress a protein and see a large, spherical droplet and surmise that the endogenously expressed protein must also be forming liquidlike droplets at lower concentrations that are simply below the detection limit of the light microscope. However, as phase separation requires crossing a saturation concentration, caution should be exercised when interpreting overexpression data. Efforts should be made to find additional metrics other than overexpression to support a claim that a compartment is indeed phase separated as opposed to simply a macroscopic punctum.
Currently, common criteria for defining a phase-separated structure are that it is spherical, fuses, and recovers from photobleaching. While the geometry and capacity to fuse support a liquid-like state, it is critical to keep in mind that recovery rates from FRAP have many different interpretations, especially when performed within the constraints of live cell imaging of endogenous proteins where structures may be small and moving in space. Fast FRAP can result for a variety of reasons, including reversible binding of proteins to porous, solid structures. Similarly, treatment with 1,6-hexanediol, which has emerged as an indicator of LLPS, has caveats. The rationale for using hexanediol to determine the material properties of an assembly came from a study where the selectivity barrier formed by FG-nucleoporin gels was disrupted (Ribbeck and Gö rlich, 2002) . While hexanediol can interfere with LLPS of many IDRs, this is neither necessary nor sufficient since phase separation involves various types of interactions including pi/pi, cation/pi, and electrostatic interactions, not all of which are sensitive to hexanediol. Hexanediol should also be used with caution when used on live cells because it changes the permeability of membranes and thus can lead to additional artifacts (Kroschwald et al., 2017) . Fast FRAP recovery and sensitivity to hexanediol are insufficient to unequivocally demonstrate that a structure is formed via LLPS.
What are reliable metrics to further characterize structures as products of phase separation? A good approach would be to try to recapitulate phase diagrams in living cells that show a concentration-dependent threshold for assembly, i.e., c sat Rai et al., 2018) . Mapping phase diagrams in cells requires the variation of the expressed protein levels often beyond endogenous levels. While challenging, the measured c sat can then be directly compared to the cellular concentration of a protein in a given condition, revealing whether phase separation can take place. One caveat is that it may be impossible to detect diffraction-limited assemblies with simple methods and superresolution microscopy may have to be used. However, it is currently unclear what size structures need to reach to even be considered as phase separated.
In many contexts, LLPS is driven by multivalent interactions in protein-protein or protein-RNA complexes, and it has been established that changes in valency can shift the phase landscape and material properties of condensates. Thus, genetic manipulations that increase and decrease valency should impact quantifiable aspects of phase separation such as concentration thresholds but also location, size, or material state of the droplets. It can also be useful to generate chimeric pro-teins in which the sequences thought to drive phase separation such as IDRs are exchanged for other sequences that are assembly competent to assess whether function can be rescued. Such sequences could be protein domains that are known to oligomerize such as the self-assembling matrix protein of the muNS virus (Kroschwald et al., 2015) . Recently, optogenetic tools have been developed to locally induce condensation through controlled changes in multivalency, and in some situations, this can be a useful tool. Several optogenetic systems are available (Bracha et al., 2018; Dine et al., 2018; Shin et al., , 2018 , which use engineered multivalency to drive phase separation in specific regions of the cell. Such systems will be very useful to study the nucleation of membraneless compartments in living cells, in particular if the induced phase separation is linked to a functional readout and the tools can be tuned to recapitulate physiological protein concentrations . However, because current optogenetic tools impose an artificial multivalency on top of a naturally evolved multivalency, the results should be interpreted with caution and ideally combined with additional experiments.
Probing the Physical Properties of In Vivo Condensates The ability to assess material properties is far more limited in cells. However, when droplets in vivo are sufficiently large, inverse capillary velocities can be determined by time-lapse microscopy that captures the relaxation behavior of fusing droplets. This approach can be useful to compare the properties of different droplets even if absolute viscosities are not determined. FRAP may also be used, but as cautioned above, there are many interpretations of recovery and this measurement does not definitively prove a liquid-like state that has arisen through an LLPS process.
Future work is critically needed in the form of probes that can be used in vivo to assess the viscosity and porosity of condensates in the context of cells. Genetically encoded nanoparticles (GEMS) have recently been shown to be effective probes for microrheology of the cytosol, and future work to target these particles to condensates may enable their use as passive microrheology probes. The adaptation of GEMS for active microrheology using thermally induced intracellular flows also appears within reach (Delarue et al., 2018; Mittasch et al., 2018) . Additionally, FRET probes sensitive to crowding targeted to specific condensates may be a useful tool as well to monitor density of droplets (Boersma et al., 2015; Liu et al., 2017) .
Looking to the future, quantitative phase microscopy can assess changes in the refractive index at the surfaces of droplets, which should vary depending upon the material state of structures (Steelman et al., 2017) . If sufficient differences at interfaces exist, it may even be possible to use optical tweezers to manipulate and measure the material properties of structures in the context of living cells. Finally, new methods to determine the density of condensates such as refractive index tomography (Schü rmann et al., 2018) and more advanced imaging techniques such as Brillouin microscopy (Scarcelli et al., 2015) hold great promise to allow the mapping of the material properties of condensates non-invasively inside living cells.
In addition to probing the physical properties of in vivo condensates, it is important to address whether those specific properties matter for function (see below). Therefore, manipulations that can alter the putative condensate in some capacity in terms of its physical character and also impact its function are ideal. This is easier said than done because genetic perturbations that impact protein architecture may also impact function directly, not just due to altered condensation.
The Utility and Limits of Polymer Chemistry as a Model for Guiding Theory
With the insight that LLPS has pervasive roles in biology, one goal for the field is to progress from the characterization of the phase behavior of individual proteins to a general framework that explains and predicts phase behavior of macromolecules. In an ideal scenario, the saturation concentration, stimulus responsiveness, and material properties of the condensed phase could be predicted from the sequence. While we are still far removed from this goal, we can make use of theories on phase separation developed by polymer physicists and crystallographers and expand these theories for application to complex mixtures of biopolymers. A major long-term goal for integrating theory is to enable dissection of mechanisms controlling specific features and driving forces of phase separation. Simulations provide insights into details of molecular interactions that are not easily accessible experimentally. The marriage of experiments with theory and simulations will become all the more critical as more complex mixtures of biological molecules are reconstituted that better represent the actual molecular heterogeneity of condensates in cells.
Several theoretical frameworks are useful for describing phase separation and extrapolating from experimental data. Flory-Huggins theory describes enthalpically driven demixing of homopolymers from solution under conditions of poor solvent quality, which will favor polymer-polymer interactions (Flory, 1942; Huggins, 1942) . The theory has been applied to predict the critical point of phase separation from experimental data and has yielded insights into the influence of solvent conditions on LLPS (Nott et al., 2015) . The Overbeek and Voorn extension of Flory-Huggins theory explicitly considers electrostatic effects that are required for the description of complex coacervation between oppositely charged polymers (Overbeek and Voorn, 1957) . Both are mean-field theories that best describe homopolymers and do not consider explicit sequence-dependent effects or polymer fluctuations. The recently developed random phase approximation explicitly considers sequence patterning of charged residue and has been successfully used to model experimental data of DDX4 . The development of theories with explicit sequence consideration shifts away from a homopolymer perspective and allows the evaluation of questions about the extent to which heteropolymeric proteins conform to the behavior of homopolymers. While the phase behavior of some proteins seems to be well described with mean-field homopolymer theories, emerging data suggest that other protein sequences encode emergent dense-phase properties inaccessible to homopolymers. For example, the phase behavior of the LAF-1 RGG domain, which forms a semidilute dense phase as detected using ultra-fast FCS, requires a theo-retical description accounting for three-body interactions and large-scale conformational fluctuations of the protein polymers (Wei et al., 2017) . Stepping away from mean-field theory and considering the role of fluctuations may also be required to capture phase behavior near the critical point, where fluctuations are strongest.
Another avenue to deeper insight into phase behavior is the use of simulation approaches. The simulation of individual proteins has become possible even for disordered proteins and has been successfully used to derive insights into their sequence/function relationships (Das et al., 2015) . Systems that are large enough to phase separate typically contain hundreds to thousands of molecules and require coarse-graining where the system is represented in a simplified manner (e.g., one bead per amino acid residue or series of amino acids) and only a subset of interactions are modeled. Model parameterization that results in the faithful recapitulation of accessible experimental behavior is the main challenge for coarse-graining . The recently described slab sampling method can be used for the direct extraction of thermodynamic phase diagrams of intrinsically disordered proteins (Dignon et al., 2018) and has great promise for simulating polymers with detailed sequence information.
Coarse-grained simulations of multi-component systems have recently provided insight into the physical principles that may drive the formation of multilayered membraneless organelles such as nucleoli and nuclear speckles (Fei et al., 2017; Feric et al., 2016) . The simulations provided support for the interplay of sequence-encoded interactions between different proteins or between protein and RNA; this was possible for up to five components, which shows the power of such simulations to systematically probe the interactions in multicomponent systems. The combination of favorable and unfavorable interactions between different components resulted in the non-random organization that was observed experimentally (Fei et al., 2017; Feric et al., 2016) .
Simulation and theory are important complementary approaches to the experimental characterization of phase separation. In turn, the characterization of phase behavior in cells will be a rich source of data for the parameterization of faithful simulation approaches and for emerging new theories that describe the phase behavior of complex biomolecular mixtures with properties that have so far not been observed in simpler synthetic polymer systems.
What Does It All Mean? Identification of Function
To date, many proteins have been shown to phase separate in vitro under idealized conditions. Frequently, the very same proteins form assemblies in living cells, especially when those proteins are overexpressed. However, the fact that a given protein forms assemblies at high concentrations is not necessarily evidence that the phase-separation ability of this protein is functionally relevant. To demonstrate this requires carefully designed experiments to manipulate the phase separation of a protein without altering its other functions or properties. The basis of such an experiment could be an in vitro phase-separation assay. Guided by sequence analysis, mutations could be introduced into the protein to alter its phase-separation properties. However, mutagenesis of phase-separating proteins may not be as straightforward as that of structured proteins. To change the phase behavior of a low-complexity protein, for example, it may be necessary to introduce multiple mutations to significantly alter protein multivalency Nott et al., 2015) . Once variants with specific phase-separation defects have been identified, they could be introduced into cells to replace the wild-type protein. The resulting cell lines could then be tested for the ability to promote the formation of membraneless compartments under physiological conditions or in response to a perturbation. Ideally, these experiments should be combined with a functional assay to determine whether defects in LLPS go along with defects in protein functionality.
One problem with such genetic experiments is the timescales on which effects are observed. The phenotypes observed upon expression of a variant protein might not necessarily be the result of altered phase-separation behavior but could also be due to indirect effects. For example, one can imagine that expression of the variant could lead to a stress response and that this could indirectly affect the formation of a condensate in living cells. One way around this problem could be to inject fluorescently labeled proteins directly into living cells. The use of fluorescence time-lapse microscopy would then allow observation of protein phase separation in real time. Such experiments have successfully been used to investigate the role of RNA in regulating the phase behavior of prion-like proteins in the nucleus of living cells . As discussed above, optogenetics offers another approach to manipulate phase separation in living cells.
Another possibility to investigate the functional effects of phase separation is the use of cellular extracts. Experiments with extracts have been very important in helping us understand fundamental cellular processes such as translation and transcription. Extract experiments have the advantage that they allow the use of in vitro reconstitution biochemistry. For example, one could assemble an RNA-binding protein into condensates in vitro and then test the functional effect of condensate formation on protein activity in an in vitro translation assay or similarly combine transcriptional machinery for in vitro transcription assays. Such experiments could build an important bridge between experiments in vitro and in vivo.
The physicochemical properties of LLPS suggest a variety of possible functions of phase-separation processes in cells (Alberti, 2017; Holehouse and Pappu, 2018) . In the following, we provide diverse examples for the possible functional repertoire of condensates; however, evidence for all of these functions is still being acquired, and there is much need to identify the full functional consequences of condensates ( Figure 4 ).
1. LLPS can be used for sensing and fast, adaptive, and reversible responses. Small changes in solution conditions result in fast and decisive (i.e., infinitely cooperative) condensation, and this biophysical response is faster than the initiation of transcriptional or translational programs. LLPS has been shown to be used for adaptive responses to heat or pH stress Kroschwald et al., 2018; Riback et al., 2017) . 2. LLPS can be used to buffer concentrations of proteins.
Increasing the concentration of a macromolecule results in its condensation above the saturation concentration. A further increase results in a larger volume fraction of the dense phase (with constant dense-phase concentration) and a smaller volume fraction of the dilute phase; i.e., the concentration in the dilute phase remains constant. Other self-assembly processes such as protein oligomerization do not generally produce this buffering behavior. In cells, excess protein may be stored in membraneless organelles and will enter the dilute phase as needed when protein levels drop.
3. LLPS can locally concentrate molecules in condensates to activate reactions, signaling processes, and nucleation of cytoskeletal structures. Increasing the local concentration of a key enzyme or protein complex in a condensate could accelerate biochemical reactions. For example, the miRISC complex has enhanced decapping activity when it is phase separated (Sheu-Gruttadauria and MacRae, 2018), and T cell receptor clusters formed by two-dimensional phase separation with signaling adaptors at the membrane nucleate actin polymerization more effectively (Su et al., 2016) . Similarly, centrosomal components concentrate tubulin to promote microtubule nucleation and growth (Woodruff et al., 2017) . Lastly, returning to one of the earliest identified membraneless organelles, there is growing evidence that the liquid-like state of the nucleolus may be important for the assembly of ribosomes (Feric et al., 2016; Lee et al., 2016; Mitrea et al., 2016) . 4. LLPS may sequester molecules to prevent reactions or for inactivation. If one critical component is recruited into a dense phase but all other components for an enzymatic reaction or signaling event remain in the dilute phase, the reaction or signaling event will be inhibited or slowed down. 5. LLPS can mediate the localization of proteins to preexisting phase-separated, non-membrane-bound organelles. Biomolecular condensates show selective properties, admitting some proteins and RNAs and excluding others. The rules by which molecules are sorted into different coexisting condensates are largely unclear, although a role for sequence features in RNAs and proteins and relative surface tension has been revealed (Feric et al., 2016; . It is also becoming clear that many proteins found in membraneless organelles are able to undergo LLPS at close-to-physiological conditions, even if they are not strictly required for the organelles to form in cells. Phase separation may thus mediate targeting of molecules to preexisting organelles, as has recently been proposed for UBQLN2 (Dao et al., 2018) and SPOP (Bouchard et al., 2018) . 6. LLPS can result in the formation of materials with specific viscoelastic properties, and the condensation process could be used to do work. For example, condensation could generate mechanical forces that shape cellular structures such as membranes (Bergeron-Sandoval et al., 2017) . Such mechanisms may turn out to be important for morphogenesis. 7. LLPS can result in the formation of physicochemical and mechanical filters where pore sizes are determined by the number and dynamics of the cross-links between the macromolecules that make up the condensate. This has been demonstrated for the nuclear pore (Schmidt and Gö rlich, 2016) .
While the possible roles for condensates in biology are numerous and exciting to contemplate, making a definitive determination of a functional role is not trivial. Each functional category described above (any others yet to be uncovered or imagined) would require the design of tailored experiments to determine the contribution of the condensate. Some will require the genetic manipulation of valency, others the meticulous characterization of the material properties of a condensate in vitro and in vivo. We now have an increasing arsenal of tools and methods at hand to delineate the functions of condensates in a given cellular context.
Finally, beyond the experimental tools being developed, we need to get better at extracting information about functional phase separation from the vast amount of natural sequence variation available to us in the post-genomic era. Nature has already done numerous experiments to adapt the phase behavior of a protein to the functional constraints in a living cell. We need innovative tools to be able to read this information and identify the key features and selective pressures underlying phase separation. Currently, such analyses are difficult due to the fact that sequences of phase-separating proteins are very hard to align. New ways to align these sequences and innovative computational approaches such as evolutionary couplings based on sequence covariation using approaches suitable for disordered sequences (Toth-Petroczy et al., 2016) will bring us closer to this goal.
