Abstract. We study a central problem of string processing: the compact representation of a string by its frequently-occurring substrings. In this paper we propose an effective, easily-computed form of quasi-periodicity in strings, the frequency cover; that is, the longest of those repeating substrings u of w, |u| > 1, that occurs the maximum number of times in w. The advantage of this generalization is that it is not only applicable to all strings but also that it is the only generalized notion of cover yet proposed, which can be computed efficiently in linear time and space. We describe a simple data structure called the repeating substring frequency array (RSF array) for the string w, which we show can be constructed in O(n) time and O(n) space, where |w| = n. We then use RSF to compute all the frequency covers of w in linear time and space. Our research also allows us to give an alternate algorithm to compute all non-extendible repeating substrings in w, also in O(n) time and space.
Introduction
In 1990 the idea of a "cover" or "quasiperiodicity" was introduced in [1] and later published in [2] : a cover of a string w = w [1. .n] is a proper substring u of w such that w can be constructed from possibly overlapping instances of u. For example, the string w = ababaaba has a cover u = aba. Although strings having covers are succinctly defined by their covers, such strings are rare. To generalize the notion of covers an enhanced cover of a string was proposed in [3] . An enhanced cover of w = w [1. .n] is a non-empty border of w that covers the maximum number of positions possible by any border of w. For example, w = abaaabaabaaaaba has an enhanced cover u = aba covering a maximum of 12 positions. Several linear-time algorithms have been proposed to compute covers [4] , [5] , [6] , [7] (updated in [8] ), and enhanced covers [3] , [8] . However, the expected maximum length of any border of any prefix of a string is approximately 1.64 for binary alphabets, and this number decreases with larger alphabet sizes [8] . Therefore, given a random string it is unusual for a string to have a non-empty border, and therefore to have an enhanced cover.
Given the need for a generalized notion of covers which is applicable to all strings, in [9] the α-partial cover was proposed. An α-partial cover of a string w, α ≤ n, is the shortest substring u of w covering at least α positions in w. For example, given the string w = ccabaacabaacabaaaba and α = 15, cabaa is the 15-partial cover of w as it covers α = 15 positions in w. The same paper [9] also shows that computing α-partial covers for all values of α can be done in O(n log n) time using annotated suffix trees, thereby avoiding the need to guess an appropriate α value. In this paper we introduce a notion of the cover of a string which is based on its frequently occurring substrings (Section 3). An advantage of this definition is that it is not only applicable to all strings, but can be computed efficiently using simple data structures in linear time and space. In fact it is the only generalized notion of cover that is computable in linear time and space.
The outline of the paper is as follows: in Section 2 we introduce the terminology. Next, in Section 3, we define the main concept of the paper, the frequency cover, and the repeating substring frequency array (RSF) data structure to compute it. We also give a linear time algorithm to compute RSF, and use it to compute the frequency cover(s) in linear time and space. In Section 4 we summarize the results of the experiments conducted on many sample strings to compute their frequency covers, and the percentage of positions covered by them. Finally in section 5 we give a linear algorithm using the inverse RSF array (IRSF) to compute all non-extendible repeating substrings in the given string. 
Definitions
We use SA, LCP, ISA and ILCP (without the subscript w) when there is no ambiguity. Similarly for other arrays defined below.
We define the frequency f w,u of a non-empty substring u in a string w, to be the number of times the substring u occurs in the string w. For example, in the string w = abababa, the substrings ab, ba and aba all occur three times in w, and their frequencies are f w,ab = 3, f w,ba = 3 and f w,aba = 3, respectively. A repeating substring u in a string w is a substring u of w that occurs more than once; that is, f w,u ≥ 2. A repeating substring of w is left (right) extendible if every instance of its occurrence in w is preceded (followed) by the same symbol, otherwise it is non-left (non-right) extendible, NLE (NRE) for short. For example, in the string w = ccabaacabaacabaaab, the repeating string aba is both left and right extendible because its every occurrence is preceded by c and followed by a. A repeating substring of w is said to be non-extendible (NE) if and only if it is not left or right extendible. For example in the string w = ccabaacabaacabaaab, the repeating substring cabaa is non-extendible. In this paper, whenever we speak of a repeating substring, we mean an NRE repeating substring.
Frequency Cover in Strings
We now define the main concept of this paper. A frequency cover of w is the longest of those repeating substrings u of w, |u| > 1, that occurs the maximum number of times in w.
For example in w = abababa, the substring aba is the frequency cover of w, occurring three times, as do the shorter substrings ab and ba. Note that a frequency cover is not unique. Consider the string w = ababcdcd. It has two frequency covers ab and cd. Moreover, not all strings have a frequency cover. For example w = abcdef gh does not have a frequency cover. Note that we require the frequency covers of a string to be of length greater than one, as computing frequencies of each distinct letter in the string is quick and easy, at least on an ordered alphabet of reasonable size (simply scan the string from left to right and count the number of occurrences of each distinct letter).
Our definition of frequency cover requires that the repeating substring be longest; that is, we are interested in the longest frequency cover. We can define the shortest frequency cover as the shortest of those repeating substrings u of w, |u| > 1, that occurs the maximum number of times in w. However, from Lemma 3.1 the longest frequency cover always covers more number of positions than the shortest frequency cover. Since we are interested in covers covering more number of positions, we are always interested in the longest frequency cover.
Lemma 3.1. Suppose x and y are the longest and shortest frequency covers of w respectively. Then x always covers more positions in w than y does.
Proof:
Since both x and y are frequency covers, f w,x = f w,y . Observe that the shortest frequency cover y will always be of size two; that is, |y| = 2. For if |y| > 2, any substring of y of length two would have the same frequency as that of y in w and be shorter than y, thus contradicting the assumption that y is the shortest frequency cover. For x to cover fewer positions than y does, some occurrences of x in w must overlap. Note that the overlap between any two instances of x cannot be greater than x 2 as it would create a repetition in x which leads to x not being the frequency cover -a contradiction. Therefore, x = vav (where a is a symbol). Additionally a is non-empty as otherwise it would create a repetition in x which leads to x not being the frequency cover -a contradiction. If |v| > 1, then v would be the frequency cover and not x. Therefore, |x| = 3. Note that the least positions covered by x is when all occurrences of x in w overlap. However, assuming this worst case, x, where |x| = 3, still covers one more position in w than y does. Therefore, it is not possible for a shortest frequency cover to cover more positions than the positions covered by the longest frequency cover.
Computing the RSF array
We propose a new data structure in order to efficiently compute frequency covers: To compute the RSF array, we use the next smaller value of the LCP array N SV LCP , and the next smaller value of the reverse LCP array N SV LCP R , defined by LCP 
This definition differs from the standard definition of N SV [10] in its handling of zero values in A. For various approaches to compute the standard N SV array see [11] . See Figure 1 for an example.
In a suffix array all suffixes having identical prefixes are grouped together (appear contiguously), and as a result they are grouped together in the LCP array. In this group when there is an increase in the LCP value going from index i to i + 1, the longest common prefix at index SA[i] and of length LCP[i] also occurs at SA[i + 1]. In fact, this holds for any substring identified by the LCP array before index i in this group. For example, in Figure 1 when the LCP value increases going from index four to five, the longest common prefix at SA [4] ; that is, aba also occurs at SA [5] . Similarly, the substring 'a' occurring at SA [2] and length 1 < LCP [5] also occurs at SA [5] .
When there is a drop in the LCP value between index i and i + 1, all the substrings of length greater than LCP[i + 1] no longer appear in the subsequent suffixes in the suffix array; therefore Note that N SV[i] is not equal to the frequency of the repeating substring occurring at SA[i] in w. To compute its frequency, we need to compute the total number of its previous occurrences in the suffix array before index i. By simply counting its following occurrences there is a possibility of missing its previous occurrences. This could happen when the repeating substring is followed by a subword having smaller lexicographical rank and at other times followed by symbols with higher lexicographical rank.
Counting the previous occurrences is the same as counting the occurrences of this repeating substring forward in LCP R . Therefore, we compute N SV LCP R analogous to computing N SV LCP . Since by definition 
Lemma 3.4. Algorithm 1 correctly computes the frequency of all NRE repeating substrings in w.
Lemma 3.5. Algorithm 1 executes in linear time and space in the length of the string.
Proof:
From [11] , N SV LCP and N SV LCP R can both be computed in O(n) time and space. Since computing RSF does simple addition and has a single while loop, it also executes in linear time and space.
3.2. Algorithm to compute RSF optimized for space (RSF * )
By Lemma 3.5, Algorithm 1 executes in O(n) space. To be precise, the space required for computing Algorithm 1 is 9n bytes for storing w, LCP and N SV LCP , 8n bytes for storing LCP R and N SV LCP R ; in addition, storing these results in RSF array requires an additional 4n bytes, thus summing to 21n bytes. Each entry in stack is 4 bytes, and the largest number of entries in stack is the maximum depth of the suffix tree -thus O(n) in the worst case.
However, expected depth on an alphabet of size α > 1 is 2 log α n [12] . Thus even for α = 4 (DNA alphabet size), expected space for stack is 4 log 4 n bytes -if n = 4 20 , the expected stack space would be 80 bytes. Thus in practice, the stack space requirement is negligible. Therefore, the expected space requirement for Algorithm 1 is 21n bytes. This can be significantly and easily reduced to 9n bytes, by simply not explicitly storing the LCP R , N SV LCP and N SV LCP R arrays. In particular, we can store the computed N SV LCP values directly in RSF, then compute N SV LCP R values and add it to an appropriate element in RSF. Furthermore, to avoid unnecessary duplication, we set RSF . For the sake of clarity from this point on we denote the RSF optimized for space and time as discussed above as RSF * . We propose Algorithm 2 to compute N SV LCP optimized for space for RSF * . It is similar to the algorithm proposed to compute N SV using a stack [11] , with a few minor modifications: instead of storing the values in a separate N SV LCP array, we store these values directly in RSF * array. Furthermore, to avoid unnecessary duplication, when the identified substring at SA[i] is identical to a substring previously identified by the LCP array, we set RSF * [i] = 0. Note that after Algorithm 2 executes, the RSF * array contains only partial values, as we still need to compute the N SV LCP R values and add these to the appropriate element in the RSF * array.
Note that Algorithm 2 with its modifications does not compute N SV LCP R correctly. To address this, we propose Algorithm 3. Algorithm 3 computes the N SV LCP R similar to [11] , but has the following differences:
1. Since we are interested in computing N SV for LCP R we scan the LCP array from right to left. Therefore we begin with i = n instead of i = 1. Figure 3 shows the N SV LCP , N SV LCP R , and RSF * array values computed for the string w = abacababacabacaba after executing Algorithms 2 and 3. From the discussion above and because the modifications to the N SV algorithm in [11] are minor we claim the correctness of Algorithms 2 and 3, and we get the following lemmas. Lemma 3.6. Algorithms 2 and 3 correctly compute the frequencies of all NRE repeating substrings in w.
Lemma 3.7. Algorithms 2 and 3 execute in O(n) time and require a total of 9n bytes of space.
Computing frequency covers using RSF * array
We propose Algorithm 4 to compute the frequency cover of w using the RSF * array. The outline of Algorithm 4 is as follows: firstly, we assume that SA, LCP, and RSF * arrays are precomputed. We do a left to right scan of the RSF * array, and while doing so we maintain an integer array of length n, called F C, which stores the starting index of all the local frequency covers. By the end of the scan, F C stores the starting indices of all the frequency covers of w. In the example shown in Figure 3 , the string w has just one frequency cover aba covering 14 of 17 positions in w. Figure 4 . Algorithm to output frequency covers. The F C array is assumed to be precomputed and available.
As part of proving the correctness of algorithm 4, we state and prove Lemmas 3.8 -3.10. 
Let M be the maximum of the frequencies of all substrings in w. Let the substrings that occur M times; that is, having frequency M , be S = {S 1 , S 2 , . . . , S k }. Let L be the maximum length of any substring in S. Recall that for a string w to have a frequency cover, M > 1 and L > 1, which we therefore assume.
Lemma 3.9. Suppose V is the set of all NRE repeating substrings of w. If u ∈ V, where f w,u = M and |u| = L, then u is an NE repeating substring of w.
Proof:
The proof is by contradiction. Suppose u is a left extendible repeating substring of w. Then every occurrence of u in w is preceded by the same symbol (say a ∈ Σ). Then by definition, f w,u = f w,au = M . Since u is an NRE repeating substring, au is also an NRE repeating substring, and au ∈ V, where |au| > L. But this contradicts our assumption that |u| = L, where L is the maximum length of a substring occurring M times in w. Therefore u is an NE repeating substring. . This means that every occurrence of u is succeeded (or preceded) by the same symbol (say a ∈ Σ). But then, ua (or au) of length > L is the frequency cover and not u -a contradiction.
Theorem 3.11. Algorithm 4 correctly computes all frequency covers in the given string w.
By Lemma 3.8 and 3.9, Algorithm 4 stores only those N E repeating substrings of length L and frequency M in w. By Lemma 3.10, these NE repeating substrings represent all the frequency covers of the string w. Therefore Algorithm 4 correctly computes all the frequency covers in w. Proof: By Lemma 3.5 it is clear that Algorithm 4 can be computed in O(n) time. The space required for Algorithm 4 is 17n bytes for storing w, SA, LCP, RSF * and F C arrays. This can be easily reduced to 13n bytes by merging Algorithms 3 and 4 and not storing RSF * explicitly.
Furthermore, the space required by F C array is rarely n for large strings over small alphabet (e.g., DNA Sequences). Therefore this reduces the space requirement further; for all practical purposes computing frequency covers takes 9n bytes.
Experimental results
In order to get some idea of the effectiveness/utility of frequency covers, we computed the frequency covers of sample strings found at http://www.cas.mcmaster.ca/~bill/strings/.
The results are summarized in Table 5 . In the table the % of positions covered by the frequency cover is based on the assumption that no two instances of the frequency cover in the string overlap. When the % of positions covered by a frequency cover is more than 100, it implies that the frequency cover, covers the entire string and also some of its occurrences overlap. For example, the frequency cover ata for some of the Fibonacci strings seen in Table 5 cover the entire string. In fact it is observed that when the Fibonacci string ends with a t the frequency cover is at and covers a certain percent of the string. However, when the the Fibonacci string ends with an a the frequency cover of the string is ata which covers the entire Fibonacci string. Note that in the table, the sample run-rich strings are highly periodic string and are explained in [13] . Figure 5 . Experimental results -FC denotes frequency cover, occ denotes no. of occurrences of the frequency cover in the string, and % PC denotes the percentage of positions covered computed based on no overlap.
Computing non-extendible repeating substrings in strings using RSF
It turns out that RSF can be used to compute all the non-extendible repeating substrings in w. These data structures are important in bioinformatics applications; algorithms to compute them were described in [14, 15, 16] using suffix trees or suffix arrays. We introduce the inverse RSF array IRSF to compute all non-extendible repeating substrings in w.
Definition 5.1. (IRSF array)
The "inverse repeating substring frequency array" IRSF of w of length n is an integer array of length n, where
To compute all non-extendible repeating substrings in w we need the ILCP and IRSF arrays precomputed; these can be easily computed from the ISA, LCP and RSF arrays, respectively, in linear time and space. We propose Algorithm 5 to compute all non-extendible repeating substrings in w Algorithm 5 Algorithm to compute NE repeating substrings in a string w procedure COMPUTE NE() Precompute ILCP and IRSF arrays if IRSF[1] = 0 then Output NE repeating substring pair:
Output NE repeating substring pair: (i, i + ILCP[i] − 1) i ← i + 1 outlined as follows:
1. We scan the IRSF array from left to right.
2. If IRSF[1] = 0, then it implies that the prefix of w of length ILCP [1] is an NRE repeating substring. From Lemma 5.2, it is also an NE repeating substring. Therefore we output the integer pair corresponding to this substring. The first and second integers of this pair correspond to the starting and ending index of the NE repeating substring.
3. For all IRSF[i] > 0, 2 ≤ i ≤ n, we check if the substring at i is left extendible. If it is not left extendible we output the starting and ending indices of the repeating substring in w.
Lemma 5.2. Suppose u is an NRE repeating substring of w. If u is a prefix of w then u is an NE repeating substring.
Proof:
The proof is by contradiction. Suppose u is left extendible. Then, by definition each occurrence of u in w is preceded by the same symbol. However, u is a prefix of w, and this occurrence of u has no preceding symbol. This contradicts our assumption that u is a left extendible repeating substring. Since u is both an NRE and NLE repeating substring, it follows that u is an NE repeating substring. 
Conclusions
The advantage of the frequency cover introduced in the paper is that it is applicable to all strings and can be computed in linear time as opposed to the other generalized notion of cover -the α-partial cover [9] which can be computed in O(n log n) time. Additionally, its computation does not make use of space consuming annotated suffix trees. However, the frequency cover has a drawback. The frequency cover does not always cover the maximum number of positions possibly covered by any repeating substring. For example, in w = abacababacabacaba, the frequency cover of w is aba which covers 14 of 17 positions in w. However, the substring abacaba covers a total of 17 positions in w, thus covering the entire string. Although [9] shows that computing the α−partial cover of a given string for all values of α can be computed in O(n log n) time, it has the disadvantage of using annotated suffix trees. Therefore there still remains a need for a notion of an "optimal cover" that not only is applicable to all strings but that also is a substring covering a maximum number of positions in the given string, and that can be computed efficiently.
