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Abstract-We provide improved error bounds for the convergence of Newton’s method in Banach 
spaces under generalized Zabrejko-Nguen assumptions. 
In this note we are concerned with the problem of approximating a locally unique solution z* of 
the equation 
F(z) + G(z) = 0, (1) 
where F, G are nonlinear operators defined on some convex subset D of a Banach space B1 with 
values in a Banach space Bz. 
Sufficient conditions for the convergence of Newton’s method 
%+1=&I - F’ (x,J1 (F (2,) + G(zn)) n 2 0 (2) 
have been recently given in [l], under the assumptions that 
IIF’ -F'(52) II I K(r)llm -2211 (3) 
and 
IIG (21) - G (~2) II I 4~)ll~l - 2211 (4 
for all Xi,22 E U(ze, r) = {z E &]]a: - zo]] I r}. 
Here F’(z,) denotes the F’rechet-derivative of F evaluated at z = 2,. Note that the differen- 
tiability of G is not assumed. 
In particular, Zabrejko and Nguen proved in [l, p. 6731: 
THEOREM 1. Suppose that the function x(r) = v(r) + $(r) has a unique zero r* in the intervaJ 
[0, R] and x(R) 5 0, where (P(T) = a + b Jo’ w(t) dt - T, q(r) = b J;&(t) dt, a = ]]zi - zo]] > 0 
and b = ~~F’(z~)-~~~. Th en equation (1) has a solution x* E U(xs, r*), this solution is unique 
in U(xo,R), and the iterates (2) are defined for all n 2 0, belong in U(xe,r*), and satisfy the 
estimates 
]]z,+i - xnll 5 r,+l - r, and ]]z* - x~]] 5 r* - r, for all n 2 0 
where the sequence rn, which is monotonically increasing and converges to r*, is defined by 
x (rn) 
rr+i = rn - (p, (r,) ro=O n20. 
Here we assume that the following generalized conditions are satisfied: 
IIF’(x (F’(x + h) - F’(x))11 5 A (r + llhll ,r) 
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and 
IlJ” (Q)-’ (G(z + h) - G(x))11 I B (r + llhll,r) (6) 
for all z E U(zc,r) and ]]h]] I R - T, and some fixed R > 0. 
A, B are nonnegative and continuous functions of two variables such that if one of the variables 
is fixed then A, B are non-decreasing functions of the other on the interval [0, R], with A(0, 0) = 
B(O,O) = 0. Moreover, we assume that B can be written as B(r + ]]h]]) = C(r + ]]h]]) - C(T) for 
some non-decreasing function C on [0, R]. 
It is convenient to define the scalar sequence {sn} n 2 1 by 
%+’ = sn + 1 _ A(an,O) J 
A 0, sn-1) dt + C (sn) - C (sn-1) , 
h-1 1 (7) 
where sc = 0, sr = a, and the function T on [0, R] by 
T(r) = a + 1 _ A(,., 0) ’ [ [A(t,r)dt+C(i)]. 
Then as in [l, p. 6771 we can show (see, also [I,2]): 
THEOREM 2. Let F, G : D G B1 ---) B2 
Assume: 
(i) there exists a minimum positive 
l-A(R,O) >0, 
R 
1 f 
be nonlinear operators satisfying conditions (5) and (6). 
number RI with RI 5 R 
if R = RI, or 
l- R;Rl ] A(t,O)dt>o, ifR# R1 andT(Rr) I RI; 
RI 
(ii) the ball U(zo, R) G D. Then 
(a) the scalar sequence {s,} n 2 0 generated by (7) is monotonically increasing and 
converges to RI. 
(b) Newton’s iteration generated by (2) is well defined, remains in U(x0, RI) and converges 
to a solution x* of equation (1) which is unique in U(xc, R) (if G = 0). Moreover, the 
following estimates are true: 
ll~~+l - %ll I a,+1 - sfz and ]]z* -x,(1 I RI -s, for all n 1 0. 
REMARKS. 
(a) If we choose 
r+llhll 
A(r + ljhll,r) = b / w(t)& 
r+llhll 
and B(r + ]]h]],r) = b 
I 
e(t) dt, 
T + 
then our results reduce to the ones in Theorem 1. Note that b can be dropped if F’(xo)-~ 
is assumed to be inside the left hand sides of (3) and (4). We assume that to be true in 
the rest of the remarks. 
(b) We can also choose A, B in such a way that 
(4 
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and 
23 (T + ll4l~~) = zE;; r) I\J”(4-’ (G(a: + h) - J’(4)lj. 
IlW9-l~ 
We will then have that 
r+lihll r+llhll 
A(r+ llhll,r> I 1 w(t>dt ad B(r+ llNl,~> I / E(t) dt. 
r T 
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If A(r,O) 5 W(T), A(t,r) + C(r) 5 x(r) for all t,r E [O,R], then by induction on n we can 
show 
&+1 - s, I r,+1 - Tn and R* - sn 2 T* - T, for all n 2 0. 
The uniqueness of the solution X* of equation (1) was established only when G = 0 on D. 
If G # 0 on D, then we assume that there exists a minimum number RI such that 
‘IFI 5 Ri, whereZ’l(r) = J,‘A(t,O)dt+C(r)+ a. Then we can show that x* is unique 
in U(XO, Ri) with Ri 5 RI and Tl(R1) 5 RI. 
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