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The Standardized Influence Matrix and its Applications to 
Generalized Linear Models 
ABSTRACT 
A dissertation submitted in partial fulfillment of the requirements for the degree 
of Doctor of Philosophy in the Department of Biostatistics at Medical College of 
Virginia, Virginia Commonwealth University. 
Jiandong Lu 
Medical College of Virginia 
Virginia Commonwealth University 
Research Director: Dr. Daijin Ko 
Dr. Pippa M. Simpson 
The standardized influence matrix is a generalization of the standardized in-
fluence function and Cook's approach to local influence. It provides a general and 
unified approach to judge the suitability of statistical inference based on parametric 
models. It characterizes the local influence of data deviations from parametric models 
on various estimators, including generalized linear models. Its use for both robustness 
measures and diagnostic procedures has been studied. With global robust estimators, 
diagnostic statistics are proposed and shown to be useful in detecting influential points 
for linear regression and logistic regression models. Robustness of various estimators 
is compared via the standardized influence matrix and a new robust estimator for 
logistic regression models is presented. 
Chapt er 1 
Intro d uction 
The generalized linear model (McCullagh and NeIder 1989) has found wide usage in 
a variety of fields, especially in biomedical and clinical research, and epidemiology studies. 
Unfortunately, like all mathematical models, generalized linear models are approximations 
to the situations to which they are applied. One may try to distinguish three main groups 
of reasons for it (Hampel 1962) :  
1 .  "gross error" : something went wrong when the data was recorded; 
2. limited accuracy of measurements; 
3. the underlying "true" distribution differs from those given in the parametric model. 
It is shown that these deviations cannot be ignored in practice, since even very mild and 
not obvious deviations from the assumed parametric model may change the behavior of the 
"optimal" estimator drastically for the worse (see Tukey 1960) .  
There are fundamentally two approaches to tackling the problem of model approx­
imation. One approach is to provide diagnostic tools to judge the appropriateness of the 
model; while the other is to accommodate a certain degree of discrepancy in the statistical 
inference (parameter estimation and hypothesis testing) procedures that are robust to some 
types of model violation. The former is known as a diagnostics approach, and the latter as 
1 
2 
a robust statistics approach. 
A number of researchers have devoted their efforts to these two approaches for the 
linear model in the last twenty years. The diagnostics approach attempts to evaluate model 
assumptions by comparing the fitted model with the observed data. Typically, a measure of 
influence of a data point on the parameter estimates is comprised of two parts: the residual 
and the leverage. A large value of either the residual or the leverage indicates that the 
corresponding data point has undue influence on the statistical procedure. On the other 
hand, robust statistical procedures adaptively assign weight to each data point and then 
obtain the parameter estimates, where a small weight implies that the corresponding data 
point is likely to be contaminated. 
Apparently many issues still remain unanswered. Two of them are: joint influence 
assessment in regression and discovering problems from specific models. 
1.1 Joint Influence in Regression 
The developments discussed above deal with the influence of a single data point. In 
particular, the concept of Gross-error sensitivity, defined as the supremum of the Euclidean 
norm of the influence function, measures the worst influence of an estimator. However, the 
influence of a group of the data points may not be simply the summation of the influences 
of all the single data points in the group. For example, when two contamination points 
are on one side of the regression line, the joint influence of these two points is greater than 
either single influence and is approximately the sum of both single influences if the two 
points are sufficiently far away from the line. Moreover, when two contamination points 
are on the opposite sides of the regression line, the joint influence of these two points is less 
than either single influence and may be canceled out if the two points are symmetric with 
3 
respect to the line. 
Therefore, a measure of joint influence of a group of data point is needed so that it 
is not only compatible with single influence but also is effective in finding the group of data 
points that have joint undue influence on the parameter estimates. 
1.2 Generalized Linear Model 
Many of the approaches applied to linear models can be extended to generalized linear 
models. However, the differences of the model settings trigger some unique problems for 
specific generalized linear models including logistic regression and survival time regression 
models. For instance, the distribution of residuals in logistic regression is no longer free from 
parameters; some robust technique that is useful in linear regression may not work because 
of the discrete distribution; censoring observations make it hard to define the residuals, 
and consequently the concept of outlier needs to be revised in survival time regression 
models. Therefore, more research dealing with specific problems is essential to the success 
and effectiveness of diagnostic and robust approaches. 
1.3 Prosp ectus 
This dissertation introduces the standardized influence matrix and uses it as a basic 
tool to assess the joint local influence of various kinds of estimators in regression. The 
standardized influence matrix is essentially a quadratic form of the influence function of 
parameter estimates evaluated at a group of observations in a regression model. By studying 
the standardized influence matrix of an estimator (e.g. least squares estimator, M-estimator) 
in a regression model, we can examine the robustness of the estimator in terms of joint 
local influence. In addition, we can assess the joint local influence of a group of cases 
4 
on the inferences of the model and identify the influential observations. Equipped with 
the tool we propose, we give extensive discussion of the estimators of linear and logistic 
regression model. Moreover, for purposes of diagnostic applications, some of the global 
robust estimators are studied. 
Chapter 2 presents the review and a brief discussion of existing techniques for influ­
ence assessment in generalized linear models. Chapter 3 proposes a standardized influence 
matrix and gives its properties. Contributions to robust statistics and diagnostics ap­
proaches are given in chapter 4. Chapter 5 and chapter 6 describe applications in linear 
regression and logistic regression respectively. Chapter 7 discusses a few unique issues of lo­
gistic regression for binary responses, and presents a new global robust estimator for binary 
logistic regression. Results of simulation studies using this estimator are given in chapter 8 .  
In chapter 9,  the proposed technique is  used in the analysis of  a few datasets for both linear 
regression and logistic regression. In chapter 10 conclusions are drawn and future work is 
discussed. 
Chapter 2 
Influence Assessment III Regression 
A practical and well-established approach to iniluence assessment in regression is 
based on case deletion. Recently the idea of small perturbations and methods based on 
robust regression estimators have become the two main vehicles for assessing iniluence 
of multiple observations. This chapter reviews deletion, Cook's local iniluence and robust 
regression approaches to the problem of multiple iniluential" observations in linear regression. 
Section 2.4 introduces diagnostic methods for the generalized linear model. And finally 
Section 2 .5 discusses the advantage and weakness of each approach and then suggests that 
certain measures of iniluence incorporated with robust estimators be a solution to the 
problem. 
2 .1 Deletion Approach 
The deletion approach examines how the various measures involved in a regression 
analysis of the data change when some of the observations are deleted. A number of 
measures based on various quantities have been discussed by Belsley, Kuh and Welsch 
(1980),  Cook and Weisberg (1982), Chatterjee and Hadi (1988 ) .  This section introduces 
some of those measures that are well known and their extensions to the case of multiple 
iniluential observations. 
5 
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The model for linear regression is defined as 
(2 .1.1) 
and 
E(c ) = 0, Var(c ) = 1721 
where X is an n X p full rank matrix of known covariates, Y is an n-vector of observed 
responses, f3 is a p-vector of unknown parameters, and c is an n-vector of unobservable 
error with indicated distributional properties. 
and 
The main results based on the least square estimator are summarized by 
e = Y - Y = (I - H)Y, 
1 1 
jj2 = __ eT e = __ yT(1 - H)Y. 
n - p n - p 
(2 .1 .2 )  
( 2.1.3 )  
(2 .1.4) 
(2 .1 .5)  
The notations of 1'(1), X(I) , u(I) , where 1= {i1, i2, • • •  , im} is  a subset of {1, 2, ... ,n}, 
represent the corresponding quantities when the m observations indexed by I are deleted. 
2.1.1 Single Deletion 
1. Residuals and Hat Matrix 
Residuals play an important role in regression diagnostics; no analysis is complete 
without a thorough examination of the residuals. 
(a) The ordinary residuals and hat matrix are 
and 
e Y - Y = (1 - H)Y 
(1 - H)E 
Var(e) 
7 
(2.1.6) 
(2.1.7) 
Those equations demonstrate clearly that the relationship between e and E de-
pends on the hat matrix H. It is well known that the diagonal element in the hat 
matrix, h;;, called the leverage, is a useful indicator of whether or not the ith 
case is outlying with respect to its X values. If the h;j's are sufficiently small, e 
will serve as a reasonable substitute for E, otherwise the usefulness of e may be 
limited. 
(b) Studentized Residual 
The ordinary residuals have a distribution that is scale dependent since the vari-
ance of each e; is a function of both 0"2 and h;;. It is useful to define a studentized 
version of the residuals that does not depend on either of these quantities . 
• Internally studentized residual 
e; 
1'j 
= 
o-y!l _ hii' 
i = 1,2, ... , n. 
Ellenberg(1973) showed that if rank(XU)) = p, then each 
� , i = 1,2, ... , n 
n - p  
is identically distributed as Beta(1 , Hn - p - 1)). 
(2.1.8) 
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• Externally studentized residual 
ei 
ri = --y'-O===== , i == 1,2, . .. ,n. 
O"(i) 1 - hii (2. 1.9) 
Under normality, <7(i) and ei are independent, and ri follows a Student's t 
distribution with n - p - 1 degrees of freedom. 
The relationship between ri and ri is 
• ( n - p - 1 ) '/2 Ti == Ti n _ p _ rr ' 
which shows that ri is a monotonic transformation of rio 
(2. 1.10) 
2. Mean Shift Outlier Model 
A worthwhile framework used to study outliers is the mean shift outlier model, 
Y = X(3 + di).. + e ,  
and 
E(e) = 0, Var(e) = 0"2J (2. 1. 11) 
where di is an n-vector with i-th element equal to 1, and all other elements equal to 
zero. Nonzero values of).. imply the i-th case is an outlier. 
It can be shown that the F-test statistic for Ho : ).. = 0 versus H, : ).. f 0 is identical 
to the externally studentized residual. However, there are two arguments made by 
Cook and Weisberg (1982), Chatterjee and Hadi (1988) presenting the limitations . 
• Fi, which is equal to ri2 , follows a noncentral F-distribution with noncentrality 
parameter )..2(1 - hi; )/0"2 . For large hii , the noncentrality parameter is small; 
hence it will be difficult to distinguish between the distributions of F; under 
9 
Ho and under HI' Finding outliers at remote points will be more difficult than 
finding outliers where hii is small. Also, since hii is increasing in p, outliers 
become more difficult to detect as the ntmlber of model parameters increases. 
• When the candidate case for an outlier is unknown, the test is usually based on 
the maximtml of the ri2 over all i. A multiple testing procedure must be used to 
find significance levels. Several procedures and rules are proposed and discussed 
by Cook and Prescott (1981), Lund (1975), Prescott (1975) and Tietjen et al 
(1973). 
3. Influence on the regression coefficients 
An overall measure of the combined impact of the ith case on all of the estimated 
regression coefficients is Cook's distance Di• This measure is derived from the concept 
of a confidence region for all p regression coefficients simultaneously. It can be shown 
that the boundary of this confidence region for multiple regression model (2.1.1) is 
given by: 
(/3 - (3)TXTX(/3 - (3) _ F(l - _ ) p{j2 - a, p, n p . (2.1.12) 
Cook's distance Di uses the same structure for measuring the combined impact of the 
diiferences in the estimated regression coefficients when the ';th case is deleted: 
(2.1.13) 
(2.1.14) 
Note that Di depends on two factors: the size of residual ei and the leverage value 
hii. Thus either large ei or large hii will result in large Di , and the ith case may be 
influential because of a large value of residual or of leverage. 
10 
It can be shown that Cook's Distance is a measure based on a sample version of 
the influence function of the regression parameters. Also Chatterjee and Hadi (1988) 
has summarized some other iniluence measures based on different kinds of iniluence 
functions. 
4. Likelihood distance 
Let 1(13, (72) be the log-likelihood function based on all n observations. Let /3 and iT2 
be the maximum likelihood estimate of 13 and /72 , respectively, and 1(/3, ;2 ) be the log-
likelihood evaluated at /3 and iT2• It is well known that the 100(1 - a)% asymptotic 
confidence region for 13 and /72 is given by 
Under the normality assumption, it follows that 
and 
-2 _2 ( n - p ) /7 = /7 --. 
n 
When the ith observation is deleted, the MLE of 13 and /72 are 
and 
-2 -2 ( n - p - 1) /7(i) = /7(i) • n - 1 
(2.1.15) 
(2.1.16) 
(2. 1.17) 
(2.1.18) 
The iniluence of the ith observation on the likelihood function may be measured by 
the distance between the likelihood functions evaluated at (/3, iT2 ) and (/3(i) , iT(i»)' Cook 
and Weisberg ( 1982) define the likelihood distance by 
LDi ( (3, ".2) = 2[ /( ,8, 0-2 ) - /( ,8(i)' o-ri)) ]' i = 1, 2, . . .  , n. 
It can be shown that under the normality assumption, LDi ( (3, ".2) becomes 
n( n - p - r2 ) 
nln • 
( n - 1) ( n - p) 
( n  - 1)r; 
+ 
( 1  - hi; ) ( n  - p - rn 
- 1, 
11 
( 2. 1. 19) 
( 2. 1. 20) 
where ri is the internally studentized residual as defined in ( 2 . 1. 8). Note that LDi ( (3, ".2 ) 
is useful if we are interested in estimating both (3 and ".2 . If we are only interested in 
estimating (3, the likelihood distance is defined as 
And it becomes 
LDi ( (31".2 ) = nln (1 + -P- Di) , i = 1,2, . . .  , n 
n - p  
( 2. 1. 21) 
( 2. 1. 22) 
where Di is given by ( 2.1. 14) .  Thus LDi( (31".2 )  is equivalent to  Cook's distance. 
5. Graphical displays 
Atkinson ( 1981) presented half normal plots with envelopes derived from simulation 
to detect the outlying and influential observations in regression. Atkinson's display 
is basically a quantile plot or a half normal plot for certain influence measures, such 
as studentized residual or Cook's distance, with a simulated envelope roughly like a 
simultaneous confidence region of the measure. 
Take the squared root of Cook's distance as an example, for a problem with a fixed hat 
matrix H, m pseudo-random n-vectors 01," " o� generated from a standard normal 
distribution. The pseudo squared root of Cook's Distance dk, k = 1, . .. , m are then 
12 
computed. Let the ordered elements of dk be denoted by d(i)k and, for each i, let 
cf(i)' a < 1) < 1, denote the 100 X 1) percentile of the empirical distribution of {d(i)k' k = 
1, ... , m}. Simultaneous plots of two n-vectors with elements (d(ijn) and (d�i)aln) is 
the so-called envelope. If the observed squared root of Cook's distances fall beyond 
or near the boundary of the envelope, the corresponding observations are considered 
influential. 
2 . 1 . 2  Multiple Deletion 
Almost all single deletion approaches except the graphical display method can be 
generalized to multiple observations measures. 
Let I = {it. iz, . . . , im}, m < n - p, be the set containing the indices of the m 
observations to be deleted. Without loss of generality, let us assume that the m observations 
are the last m observations, so that Y, X can be written as 
X = 
( X(I) ) (n - m) X p . 
XI mxp 
The following is a summary of the generalization of single deletion approaches: 
• The generalization of the square of the internally studentized residual becomes 
( 2.1.23) 
where 
( 2.1.24) 
( 2.1.25 )  
13 
Similarly, the externally studentized residual is formed from the internally studentized 
residual with u2 replaced by utI)' 
• The generalized mean shift outlier model is given by 
where 
E(c:) = 0, Var(c: ) = (721, 
Ur = 
( 0 ) (n - m) X m 
I mxm 
( 2. 1. 26 ) 
( 2. 1. 27) 
and rP is an m X 1 vector. A nonzero vector of rP implies that the m observations 
indexed by I are outliers. Similarly the F-test statistic 
is identical to the corresponding externally studentized residual . 
• Generalized Cook's distance becomes 
Dr = en1 - Hr)-
lHr(1 - Hr)-ler . pu2 
• Generalized likelihood distance becomes 
2[ /( ,8, 0-2) - /( ,8(I), O-(I))J 
( n(n - p - r;) ) (n - m) (n - p + pDr) n ln ( ) (  ) + 2 - n. n - m n - p n - p - rr 
2.2 Differentiation Approach and Local Influence 
( 2. 1. 28) 
( 2. 1. 29) 
( 2. 1. 30) 
We now examine a second means for identifying influential observations: different i-
ation of regression outputs with respect to specific perturbations. 
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2.2 . 1  Ordinary Approach 
Instead of deleting the ith observation, we can alter the weight attached to the 
ith observation. In model (2.1.1), we replace var ( €i )  = (]"2 with var ( €; ) = (]"2/Wi' for the 
specific i only. Differentiation of the regression coefficients with respect to Wi ,  evaluated at 
Wi = 1, provides a means of examining the sensitivity of the regression coefficients to a slight 
change in the weight given to the ith observation. Large values of this derivative indicate 
observations that have large influence on the calculated coefficients. It can be shown that 
(XTX)-l2:Tei 
[1 - (1 - W; )hiiF' 
(2.2.1) 
and it follows that 
(2.2.2) 
The last formula is often viewed as the influence of the ith observation on the estimated 
coefficients. And we can construct statistics similar to Cook's distance as 
Fi 
!1�T(xT X)!1�i 
pij-2 
(2.2.3) 
(2.2.4 ) 
Obviously the idea can be easily generalized to multiple weights cases. However, the in-
terpretation of the matrix instead of the scaler is more difficult. The eigenvalues and 
eigenvectors approach is thoroughly studied in Cook's local influence approach. 
2 .2.2 Local Influence 
In his paper, Cook (1986) attempts to "present a general method for assessing the 
local influence of minor perturbations of a statistical model". The approach relies on the 
concept of likelihood displacement and certain elementary ideas from differential geometry. 
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For a given set of observed data, let L( B) denote the log-likelihood corresponding 
to the postulated model, where B is a p X 1 vector of unknown parameters. Perturbations 
are introduced into the model through the q X 1 vector w which is restricted to some open 
subset 0 of Rq. w can reflect any well-defined perturbation scheme. For instance, w can be 
a collection of case weights, which is the situation of interest in this dissertation. Now let 
L(B I w) denote the log-likelihood corresponding to the perturbed model for a given win O. 
We assume that there exists an Wo such that L(B) = L(B I wo ) for all B. Finally, let 0 and 
Ow denote the maximum likelihood estimators under L( B) and L( B I w) respectively. 
To assess the influence of w throughout 0, Cook and other researchers consider the 
likelihood displacement 
LD (w) = 2[L(O) - L(B�)l .  (2 .2 .5) 
Then he introduces the influence graph a( w) which is formed by the value of the (q + 1) X 1 
vector 
(2.2 .6 )  
as w varies throughout O. Ideally we would like to  view a complete influence graph to assess 
influence in a particular problem. Clearly, this is possible only in simplest situations so that 
it is necessary to consider methods for extracting the information contained in an influence 
graph. Thus Cook suggests a local measure, geometric normal curvature, of influence for 
characterizing the behavior of an influence graph around w = woo 
The basic form for normal curvature is 
(2.2 .7 )  
where I is  a nonzero vector of  unit length and F is  a q X q matrix with elements 
82L(Ow) /8wk8wj , j, k = 1, .. . ,q. There are several ways of using the normal curvature to 
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study the influence in practice. The extremes Cmax = max/C/ and Cmin = min/C" which 
correspond to the maximum and minimum absolute eigenvalues of F, are two possible op­
tions. The eigenvector lmax associated with Cmax indicates how to perturb the postulated 
model to obtain the greatest local change in the likelihood displacement. In the situation 
of case weights, the relatively large ith element of lmax indicates that perturbations in the 
weight Wi of the ith case may lead to substantial changes in the result of the analysis and 
thus that Wi is relatively influential. 
Cook then applied the approach in normal linear regression models. The following 
are the main results of his application: 
• Individual cases. 
The curvature for the influence graph obtained by modifying the weight attached to 
a single case, say the ith, is 
(2.2.8) 
where Di is Cook's distance as defined in (2.1.13-14). This equation is identical to 
the ordinary differentiation approach. Then Cook remarks that "C/ measures the 
influence of local changes in the case weight, while Di measures global changes " . 
• Multiple cases 
Let W be the n-vector of case weights for the regression model (2.1.1) and assume that 
CT2 is known. After differentiating the log-likelihood LCBlw) with respect to f3 and w, 
and evaluating at jJ and Wo = 1, he has 
C/ = 2lT D(e) . H ·  D(e)l/CTZ , (2 .2 .9) 
where e and H are the ordinary residuals and hat matrix respectively, and D(e )  = 
diag(eh . .. ' en) .  Furthermore, when CT2 is unknown and if only f3 is of interest, it can 
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be shown that the curvature is given by the above equation with 0'2 replaced with a-2• 
He also gives a few examples to illustrate the behaviors of em,. and 1m,., 
• General reference for em,.' 
Cook uses a simple random sample as a rationale to decide a curvature of 2 serves 
as a useful general reference. Curvature much larger than 2 indicates notable local 
sensitivity. Since it is quite controversial to treat 2 as a criterion for being influential, 
he stressed that "regardless of the size of em,", an inspection of 1m,. is worthwhile." 
2 . 3  Robust Regression Methods 
The third approach to influence assessment is to present measures based on robust 
parameter estimates. Both Atkinson (1986) and Rousseeuw and Zomeren (1990) use the 
least median square estimator as a basic tool to construct the influence measures for each 
individual observation . 
• In Atkinson's paper the least median square estimator serves as an exploratory tool for 
the identification of outliers. The techniques of multiple deletion regression diagnostics 
are then directly applicable for confirmation of the presence of outliers and influential 
observations . 
• Since an influential observation can be either an outlier or a high leverage point, 
Rousseeuw and Zomeren suggest using robust distances as a measure of leverage and 
standardized least median residuals as an indication of outlying. The feature of their 
paper is to use estimators with a high breakdown point (see chapter 4 for the def­
inition), particularly minimum volume ellipsoid estimator (MVE) and least median 
square estimator (LMS), to obtain the distances for multivariate independent variables 
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and the residuals of the regression model. The graphic display in which the robust 
residuals versus the robust distances, classifies the data into regular observations, 
vertical outliers, good leverage points, and bad leverage points. 
2.4 Generalized Linear Mo del and Logistic Regression 
In this section, we study the proposed diagnostic methods for a generalized linear 
model (GLM), concentrating on logistic regression in particular. In a GLM we assume the 
following: 
1. Yi , i = 1 , 2, . . .  , n, are independently distributed with expected value!1-i and come from 
a probability density belonging to the exponential family f(Yi , Oi , </J) where 
f(Yi , 0; , </J ) = exp{[OiYi - b(Oi ) ] /a(</J) + C(Oi , Yi ) }  (2 .4 . 1 ) 
and the function a( </J) is commonly of the form 
a(</J) = </JIm. 
</J is called the dispersio n parameter. The equation (2.4.1 ) characterizes the random 
component of the model, 
2. The covariates 2:i = (Xi l l Xi2 , . . .  , Xip) provide a linear predictor, 
1]i = Xi/3 , (2.4.2 ) 
of !1-i and constitute the systematic component of the model. 
3. The link between the systematic and random components is given by 
1]i = 9(!1-i ) (2.4.3 ) 
where 9 is any monotonic differentiable function of!1-. A link function in which 1]i = !1-i 
is called the canonical link function. 
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Except for the case o f  normal errors with identity link function, an iterative scheme 
is needed to obtain the maximum likelihood estimators of (J. As NeIder and Wedderburn 
( 1972) pointed out, the solution of maximum likelihood equations with canonical link func-
tion is equivalent to an iterative weighted least squares procedure with a weight function 
(2.4.4) 
where 
V; = Var(y; )  = b"(B; )a(rj.». (2.4.5) 
This leads to the algorithm 
(2.4.6) 
analogue hat matrix 
(2.4.7) 
In the situation of binary logistic regression, y; follows a binomial distribution with 
parameters 1 and p; , 
Thus, 
f(y; , p; )  
p 
exp{y; In(-'-) + In(1 - p; ) } .  1- p; 
B; = In(�) , 
b (B; )  = -In( 1 - p; )  = In(l + exp(B;)), 
V; = Var(y; )  = p; ( l- p; ) , 
W; = p; (l - p; ) , 
(2.4.8) 
(2.4 .9) 
(2.4 . 10) 
(2.4. 1 1) 
(2.4.12) 
(2.4 . 13) 
and the link function for logistic regression is 
2 .4.1 Residuals 
'7 = g(/Li )  = In (�) . 1 - /Li 
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(2.4.14) 
For a generalized linear model, we require an extended definition of residuals, ap-
plicable to all distributions. It is convenient if these residuals can be used for the same 
purposes as the normal residuals in section 2 .1 .  
• Pearson residuals 
The Pearson residual, defined by 
(2.4. 15 )  
is just the raw residual scaled by the estimated standard deviation of  Y.  And the sum 
of the squares of the residuals leads to a measure of the discrepancy of the model, 
which is a generalized Pearson X2 statistic. Thus for binary logistic regression, we 
have 
(2.4 . 16 )  
• Deviance residuals 
Deviance is another important measure of discrepancy of the model, which takes the 
form 
D = 2,p[l(Yj Y) - l(pj Y)] . (2.4 .17)  
Each unit contributes a quantity di  to that measure, so that 2:: di D. Hence we 
define 
r Di = sign(Yi - Pi ) .Jd:. (2.4. 1 8 )  
For a binary logistic model, we have 
2 .4 .2  Single Deletion and One Step Approximation 
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(2.4.19) 
Since the maximum likelihood estimates (MLEs) for most GLMs are obtained by 
iterative methods, the MLEs from n - 1 cases cannot be obtained as explicit functions of 
the results of a fit to all n cases. In an important paper Pregibon (1981) derives useful one 
step approximations for the changes in the MLE and the deviance of the model when the 
model is perturbed by case weights, and he discusses some diagnostic methods which use 
these approximations. Williams (1987) describes some GLM diagnostics all of which make 
use of Pregibon's one step approximations for the change in the components of the deviance 
when a single case is deleted. The following results are from Williams's paper: 
1. All of the diagnostics proposed in his paper are functions of hii, rpi, rni, where hii is 
the ith diagonal element of H ,  r;'i is the standardized Pearson residual, which is given 
by 
• TPi Yi - jLi 
rpi = VI - hii = y'vi(1 - hi;)' 
and rVi is the standardized deviance residual, which is given by 
2. One step approximations following single case deletion are considered: 
(2.4.20) 
(2.4.21 ) 
After taking a one step of the iterative weighted least squares procedure with n - 1 
cases, he obtains 
(2.4.22) 
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Using this approximation, he derives the following: 
(a) The decrease in 2::j;ti d; is approximately </>h"r'P�. 
(b) The increase in at is approximately </>h,,(2 - h,,)(l - h"t'r'P�. 
(c) The increase in D '" 2::j d; is approximately </>h,,(l- h"t'r'P�. 
3. A mean shift outlier model is developed. 
The possibility that the ith case is an outlier can be assessed by testing the hypothesis 
that Ai '" 0 in the model 71 '" X /3 + Ui Ai' The likelihood ratio statistic is the reduction 
Gi in the scaled deviance </>-1 D when the ith case is deleted. Calculation of Gi for each 
i is computationally expensive. However Gi can be approximated by the contribution 
of deviance from case i, which is </> -1 d�, and that from the remaining n - 1 cases, 
which is approximated by h"r�i' Thus 
(2.4.23) 
The max r�i provides a statistic for testing for the presence of a single outlier. No 
size of the test is given unless the distribution of Yi is close to Normal. A generalized 
Atkinson's simulated envelope (see 2. 1. 1) is useful here to detect the single outlier. 
4. Cook's distance is approximated. 
Using the one step approximation, Cook's distance is approximated by 
(2 .4.24) 
where p is the number of parameters. 
Although all the above can be easily extended to the multiple deletion case, the 
quality of the one step approximation when multiple observations are deleted is not as 
apparent as that for single deletion. Much more work is required for subset diagnostics. 
2.4 .3 Pregibon's Differentiation Approach and Cook's Local Influence 
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Besides the contribution of the one step approximation, Pregibon ( 1981 )  introduced 
an infinitesimal approach to case diagnostics. In logistic regression particularly, the per-
turbed log-likelihood is expressed as 
lw(X,B; Y) = "L,wjl(:l:j,B; Yj) (2.4.25 ) j=l 
where { W for j = i Wi = 1 otherwise 
with 0 < W < 1 .  The Newton-Raphson method (2.4 .6)  leads to this one step estimate,  
(2.4.26 ) 
Then 
(2.4.27) 
This equation provides the ratio of the changes concerning the effect of the ith observation 
on the fit . As we mentioned earlier for the deletion approach, the extension to the multiple 
observation case requires more work. 
Since Cook's approach to local influence is based on likelihood displacement , it is ap-
plicable to generalized linear models . A few works have been published since then. Thomas 
and Cook (1989, 1990) applied local in1l.uence methods to generalized linear models,  while 
Pettitt and Bin Daud (1989)  and Weissfeld (1990)  did the same for Cox proportional hazard 
models . Beckman, Nachtsheim, and Cook ( 1987)  developed and described applications to 
mixed model analysis of variance. Escobar and Meeker ( 1988 ,  1992) described methods for 
local in1l.uence analysis with censored data and parametric regression models. 
2 .4 .4 Copas's Transposition Probability Model 
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Some special remarks on influence assessment in binary regression models were dis-
cussed by Copas (1988) .  In binary regression, unlike in ordinary linear regression, contami-
n'ltion in y can only take the very simple form of a transposition between 0 and 1. Suppose 
that such transpositions happen with a small probability " so that the actual recorded 
response y is governed by a probability p' instead of p, where 
p' ( 1 - ,)p + , ( 1 - p) 
(2 .4 .28)  
and p i s  given by (2 .4. 1 1 )  as before. Independence between the regression and random 
misclassification parts of the model is assumed, as is independence between different cases . 
Under the model, an uplier, i .e. y = 1 and p near zero, can be explained as a transposition 
error with probability p' = , > 0 rather than an extremely unusual response from the basic 
model. 
Now the log-likelihood from (2 .4 .28) is 
I(B, , ) = 2:)y; logp; + (1 - y; ) log(1 - pm. (2 .4.29)  
1 = 1  
Taking logistic regression, assume , is sufficiently small for all terms in ,2 to be  ignored, 
the corresponding score function turns out to be 
(2 .4 .30)  
where r; = y; - pi  == y; - p; + , (2p; - 1 ) .  Then for a specific value of " the maximum 
likelihood estimate B� is obtained by setting s ( B, , ) to zero. 
Based on B� , Copas discussed the changes in B� as , increases from zero, likelihood in-
ference for values of , and diagnostics for individual observations. For details and examples, 
see Copas (1988)  section 4 through 6. 
2 . 5  Influence Assessment and Robust Estimators 
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In1luence assessment is the study of variation in the results of an analysis when the 
problem formulation is modified. In the regression setting, the perturbation can be per­
turbations to assumptions , perturbations to data values and perturbations to case weights 
(including deletion with its zero weight ) . However, these three sort s of perturbations are 
related to each other. 
From an infinitesimal point of view, perturbations to data values and to case weights 
are two examples of small deviations from the underlying distribution. The influence func­
tion is mainly a heuristic tool to investigate the infinitesimal behavior of a functional on a 
probability model. Some norms of the influence function will be measures of influence of 
the contamination. 
Single deletion approaches are straight forward and well established. They work well 
if at most one observation is outlying. Although sequential deletion procedures can detect 
some of the multiple influential observations , they fail in the presence of masking effect s .  
Hence, multiple deletion approaches are needed to detect joint influence. However, because 
in most of the cases we have no idea of how many or which observations are candidates as 
influential points ,  multiple deletion approaches face massive computational expenses and 
eventually are hardly useful. 
The important feature of Cook's approach to local influence is that it can simultane­
ously handle perturbations to all cases for linear models , as well as generalized linear models . 
We can find the cases of most joint influence by looking at maximum curvature and its as­
sociated Imax . However, the quality of the assessment may be strongly influenced by a few 
outlying observations. As we have seen, the local influence approach is based on likelihood 
displacement. One of  the problems i s  that the likelihood, based on all n observations or  the 
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empirical distribution, represents the postulated model only when no outliers exist .  Hence 
with a few outlying observations, the likelihood displacement can be an influence measure 
of the contaminated model instead of the true model which we are studying. In some sense, 
local influence approach is just a version of Cook's distance, which fails to detect influential 
observations in the presence of masking. The following example demonstrates its failure to 
detect two highly influential points (#16 ,  #17)  with masking effect . The data set , shown 
in Fig.2 . 1 (a), contains 17 observations , where the first 15 observations are generated by 
Yi = 10 X :Vi + <i 
where :Vi � N(0, 1 ) ,  and <i � N(0, 0 .5)  for i = 1, ... , 15. But #16 ,  #17  are ( 100 ,- 1 0 ) ,  
( 102 , -10 .2)  respectively. Clearly #16 and #17  are high leverage points which are highly 
influential. Fig.2 .1 (b) ,  a plot of Cook's Distance versus case number, shows that #9 and 
#3 are the most influential 
points and #16 and #17  have very little influence. Similarly, Fig.2 . 1 (  c ) ,  a plot of 
Ima. versus case number by Cook's approach to local influence, shows that #9 and #3 
could be jointly influential with ema• = 77 .3 ,  whereas #16 and #17  have almost the least 
influence. 
Obviously, we can detect #16 and #17 by simply looking at Fig.2 . 1 (a) .  However, 
the detection of masking influential points in case of multiple regression would be much 
harder because it is impossible for us to view a multi-dimensional cloud of data. Therefore, 
the importance of the example is not for those 17 points per se, but to demonstrate the 
failure of approaches to local influence based on maximum likelihood estimates.  
To unmask the masking influential points ,  robust estimates,  which reflect the major­
ity of the data, should be used to assess influence. In their paper, Rousseeuw and Zomeren 
(1990)  suggest using distances based on high breakdown estimators to detect outliers in 
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a multivariate point cloud and looking at residuals from a high breakdown fit to iden­
tify regression outliers .  They combine these two and propose a robust diagnostic plot to 
identify the outliers and leverage points .  However, unlike a local influence approach, their 
approach shows the influence of individual observations not the joint influence of multiple 
observations . 
The standardized influence matrix approach proposes a measure for the joint inilu­
ence of a group of cases around the true parameters which will be estimated by robust 
estimators. 
Chapter 3 
Standardized Influence Matrix 
3.1 Influence Function under Multiple Contamination 
The influence function is essentially the Gateaux differential of a functional (Hampel 
1974, 1986) .  This chapter extends his idea to the case of multiple contamination. 
Let n be a metric space, let T be a vector-valued mapping from a subset of the 
probability measures on n into the k-dimensional Euclidean space Rk , and let F denote a 
probability measure on n for which T is defined. We consider an estimator as a sequence 
of statistics {Tn : n � I} ,  one for each possible sample size n. Ideally the observations are 
i.i.d. according to a member of the parametric model {Fe : B E El} ,  where El is an open 
subset of RP . And we assume that there exists a functional T such that 
( 3 . 1 . 1 )  
i n  probability. In addition, w e  often have asymptotic normality, that is 
fo[Tn - T(F)] -->�-oo N(O,  V(T, F) ) , (3 . 1 .2 )  
where V(T, F) is called the asymptotic (variance-)covariance matrix of {Tn ;  n � I }  at  F. 
Denote by Ox the probability measure determined by point mass 1 at  any given point 
x E n. Mixtures of F and some Ox (the contaminated distribution) are written as 
G = (1 - E)F + EOx for 0 < E < 1 . 
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( 3 . 1 . 3 )  
Then the influence function I F( x, T, F) of T at F is defined pointwise by 
IF(x, T, F) = lim 
T( [ (1 - €)F + €6x ] - T(F) 
t"-O € 
if this limit is defined for every point x E O. 
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(3.1.4) 
Since the influence function is a special case of the Gateaux differential, we have 
J IF(x, T, F)dF(x) = O. (3.1.5) 
Thus , when G is close to F, the first order von Mises expansion of T at F evaluated in G 
is given by 
T(G) T(F) + J IF(x, T, F)d(G - F)(x) + remainder 
T(F) + € . IF(x, T, F) + op (€). 
(3.1.6) 
where the definition of op ( - ) can be found in Serfling (1980). The asymptotic variance in 
(3 . 1.2) equals 
V(T, F) = J IF(x, T, F)IF(x, T, F)TdF(x). 
Theorem 3 . 1  Suppose that multiple contamination can be expressed as 
where 0 < € < 1 and 
G = (1 - €)F + €H, 
q 
H = � 7r; 6Xi 
;=1 
(3.1. 7) 
(3.1.8) 
(3.1.9) 
tS a discrete distribution at fixed points {X l " ' "  xq} with "2:,;=1 7r; = 1 and 7r; 2': 0 for 
i = 1, . . . , q ,  then provided the influence function exists for each x; , we have 
(3.1.10) 
or 
T(G) - T(F) = E' IF(X,T,F)· II + Op(E), 
where 
IF (X, T, F) = [IF(X1' T,F), ... ,IF(xq, T, F)], 
Proof: By (3.1.6) and (3.1.8) ,  we have 
o 
T(G) T(F) + J IF(x,T,F)d(G-F)(x)+ Op(E) 
T(F) + J IF(x,T,F)· [-EdF(x) + EdH(x)] + Op(E) 
T(F) + E' EH[IF(x, T, F)] + Op(E). 
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(3.1.11) 
(3.1.12) 
In the following, unless it is redefined, "" will be used to replace equality when op( E) is 
omitted. 
3.2 Standardized Influence Matrix 
To assess the iniluence of multiple contamination, we need to suggest a certain norm 
of the iniluence vector as a measure of iniluence. Such a measure should be invariant under 
a strictly monotone transformation on parameters and have a useful interpretation. 
Now consider the case of m observations- Xm = [Xl' ... , xmf, let F"H be a m-point 
contaminated distribution that can be written as 
F"H = (1 - E)F + EH 
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where H is a discrete distribution at Xm . Thus F" H  allows varying kinds of weight pertur­
bations for all cases through the distribution H. By (3 . 1 . 1 1 ) ,  we know 
T(F" H) - T(F) � € . EH [IF(:z:, T, F)] 
€ . IF(X, T, F)II. ( 3 . 2 . 1 )  
Although the class of  invariant norms i s  large the methods of  information and self 
standardization suggested by Hampel et al ( 1986 ) are used. 
Definition 3 .1  The information standardized influence displacement is defined as 
Df (H, T(F)) = ¥� � [T(F" H) - T(F)jT .  J(T(F)) . [T(F" H) - T(F)] (3 .2 .2 ) 
where J(T(F)) is the Fisher information matri:z: of T(F) . 
Obviously, when H is a point mass distribution, D f( H, T(F) ) ' / 2  is a norm of the standard­
ized influence function (Ko and Chang 1993 ) , and supz Df(6. ,  T(F)) 1/ 2  is the information 
standardized sensitivity (Hampel et al 1986 ) . In fact,  section 3 .5  will show that Df (H, T(F)) 
is equivalent to likelihood displacement for some T. Now inserting (3 .2 .1 ) into (3 .2 .2 ) , we 
have 
(3 .2 .3 ) 
where 
MSIFf (Xm ,  T, F) = IF (X, T, Ff . J(T(F)) . IF(X, T, F) . (3.2 .4 ) 
Definition 3 .2  The information-standardized influence matrix, MSIFf (Xm ,  T, F) 
is given by (3.2 . .;) . 
Similarly, we can define the self-standardized influence displacement . 
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Definition 3.3 The self-standardized influence displacement is defined as 
Ds(H, T(F)) = � � [T(F" H ) - T(FW . V(T, F)- I .  [T(F" H ) - T(F)] ( 3 . 2 . 5 )  
where V(T, Ftl is the generalized inverse of V(T, F) . 
Clearly Ds (H, T(F)) 1/2  is identical to the norm of the self-standardized influence function, 
and SUP. Ds(o. ,  T(F)) 1/ 2  is the self-standardized sensitivity (Hampel et  aI 1986) .  Since in 
many cases the problem of having singular V(T, F) can be overcome by reparameterizations , 
we assume V(T, F) is nonsingular in the following. Moreover, section 3 .6  will show that it 
is proportional to the level influence of the test based on the Wald statistic. Now insert 
(3 .2 . 1 )  into (3 .2 .5 )  and we have 
Ds (H, T(F)) = IIT . MS1Fs (X, T, F) . II, ( 3 . 2 . 6 )  
where 
MSIFs (Xm ,  T, F) = IF(X, T, Ff . V(T, F)- I . IF(X, T, F) . ( 3 . 2 . 7) 
Definition 3 .4 The self-standardized influence matrix,  MSIFs (Xm ,  T, F) is given by 
(3.2. 7) .  
The ordinary influence function and standardized influence matrix for functional T 
are most useful in the framework of a parametric model {Fo ;  (J E 0} ,  especially in connection 
with Fisher-consistent estimators; Le . ,  
T(Fo )  = (J for all (J E 0. 
Theorem 3 .2  Let TJ E 0 ,  and suppose that there exists a strictly monotone differentiable 
mapping � : 0 -> 0 such that �((J) = TJ. Now let U be the functional giving the parameter 
value TJ; that is, 
U(F. )  = TJ.  
Then 
MSIF(X, U, F") = MSIF(X, T, Fe) .  
Proof: By the definition of  the influence function, we have 
8 
8E
[U( ( 1 - E)F" + EO, )] ,=o 
e'(11) . IF(x ,  T, Fe) .  
Thus, the information standardized influence matrix 
IF(X, T, Fe)T . ((I1)T . J( U(F" » . e' (11 )  . IF(X, T, Fe) .  
Since J(I1) = 82L(I1)j811 f}/1T , 
e- 1 (W . J(I1) . (- 1 (11)  
(- 1 (I1)T . J(T(Fe » . (- 1 (11 ) .  
Insert (3.2. 1 1 )  ;nto (3.2. 10 )  and we have 
34 
(3 .2 . 8 )  
(3 .2 . 9 )  
(3 .2 . 10 )  
(3 .2 . 11 )  
(3 .2 . 12 )  
Similarly we can show invariance of  the self-standardized influence matrix since 
V( U, F) = e' (11)V(T, F)((W. (3 .2 . 13 )  
o 
3 .3 T he Lo cal Influence and Standardized Influence Mat rix 
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As we have seen, D(H, T(F) ) ,  an invariant norm of the vector of the influence func-
tion, measures the deviation of parameter estimates from the true parameter by adding X 
with weight IT. Now for a given X and F, one may think 
m� D (H, T(F) ) ( 3 . 3 . 1 )  
could serve a s  a measure of  the worst joint influence. However, the solution to ( 3 . 3 . 1 )  i s  
equivalent to the worst influence by  an individual observation. 
Clearly, the influence by a single observation z , as a special case of D(H, T(F) ) ,  is 
D(5. , T(F)) = IF(z , T, FfV(T, F) - 'IF(z , T, F) .  (3 . 3 .2 )  
Now let 
and we have 
S;; = D (5 • . , T(F)) .  
Moreover, we can rewrite MSIF as 
MSIF(Xm , T, F) = ) . ( 3 . 3 . 3 )  
Theorem 3.3 For a given Xm and F,  
mr'tx D (H, T(F) ) = m;ax s;; . ( 3 . 3 .4)  
Proof: First of all, by the Cauchy-Schwartz inequality, we have 
Hence, for all 1 :s:: i, j :s:: m, 
Since 2:;:1 7ri = 1 ,  
D(H, T(F)) 
Hence, D(H, T(F)) :S:: Smaz . 
L L Sij1ri1rj 
;= 1 j= l 
;=1 j=l  
m m 
:S L L Sma:r:7ri1t"j 
;=1 j=l 
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On the other hand, without loss of generality we can assume Su = Smaz and we have 
D(H' , T(F)) = S l l  
when II" = ( 1 ,  0, . . .  , 0 y. Therefore, we  conclude 
o 
The theorem tells us that examination of the maximum value of D (H, T(F))  alone is 
nothing but investigation of the worst influence of single observations , or standardized gross-
error sensitivity. Therefore, to study the joint influence by Xm , a new way of examining 
D(H, T(F))  is necessary. 
Given the definition of D(H, T(F) ) ,  it is clear that for a small £, £D (H, T(F)) 1/ 2  is 
a norm of the standardized bias caused by adding Xm with weight II. Since the rate of 
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bias with respect to E indicates the worst influence by  individual observations, the absolute 
value of D(H, T(F) ) does not tell us how sensitive the parameter estimates are in terms 
of joint influence. However, because the weights represent the inter-relationship among 
X l ,  . . •  , Xm,  the rate of bias with respect to the real valued weight vector II could measure 
the joint influence by Xm as a whole, and the direction that causes the largest changes in 
bias reveals which alterations simultaneously imposed on Xm may result in considerable 
changes in parameter estimates.  Geometrically, we can inspect the surface defined below: 
Definition 3 .5  The influence graph is defined as the value of the (m + 1) X 1 vector 
( II ) a(I1) = 
-!;;D (H, T(F) ) 
( 3 . 3 . 5 )  
as  II varies throughout some open subset of Rm . 
Obviously, the smoother the surface, the less change in bias when a certain action, 
such as adding or deleting a few points ,  has been imposed on the observations . However, 
unless m :<::: 2, it is impossible for us to visualize an influence graph or exhaustively examine 
the directional derivatives for all the points on the surface. We need to propose a measure 
of the behavior of the surface. Thus, we follow the differential geometric method suggested 
by Cook ( 1986) and use the normal curvature of the influence graph, which is the curvature 
of the curve in the cross section of the surface at a direction l . The reason to use curvature 
instead of slope is that slope of D(H, T(F) ) at all directions is 0 since it is a quadratic form 
of II. 
Definition 3 .6  The local influence is defined as the shape of the influence graph at local 
point liD = ( -!;; , . . . , -!;; y ,  which is comprised of the maximum curvature of the curve and 
the corresponding direction that achieves the maximum. 
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The following theorem shows that the standardized irrlluence matrix characterizes 
the local irrlluence. 
Theorem 3.4 The maximum normal curvature is 2/m times the largest eigenvalue of the 
standardized influence matrix; the corresponding eigenvector gives the direction achieving 
this maximum. 
Proof: Following Cook's geometric normal curvature approach, we construct a normal 
section by considering a straight line passing through one fixed point ITo E Rm . Such 
a line can be represented by 
IT(a) = ITo + al (3 .3 . 6 )  
where a E RI and I i s  a unit vector in  Rm . Thus the normal curvature C, = ID (IT(a) ) I . 
And it can be evaluated as 
2 T C, = - I I . MSIF(X, T, F) · / 1 .  m (3 .3 .7 )  
Hence, by matrix theory, 
where Al is the largest eigenvalue of MSIF, and Imax is the corresponding eigenvector. 
o 
Proposit ion 3 . 1  If the influence function exists for every x E fl, the local influence (see 
definition 3. 6) is independent of the choices of ITo . 
Obviously, the extreme Cmax denotes a measure of the worst local irrlluence by X . 
And the [max associated with Cmax indicates how contamination obtains its maximum local 
irrlluence. A group of relatively large positive/negative elements of [max indicates that they 
are relatively irrlluential. 
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This can be illustrated by application to a location problem with known (]', where 
p = 1 and F. (x )  = F(x - 0) .  we assume that J xdF(x)  = 0, F- 1 ( 1 /2)  = 0 and var (x ) = (]'2 . 
Let us start by considering the arithmetic mean of a n-sample. Here Tn = ( l /n) 2:::7= 1 Xi ,  
and the corresponding functional i s  defined as 
Tmean (F) = J xdF(x ) = o. 
Clearly, IF(x,  Tmean , F) = X - 0 and V(T, F) = (]'2 . Hence 
It can be shown that the (largest ) eigenvalue of MSIF(X, Tmean, F) is 
.A1 = 2)Xi - 0 ) 2 /(]'2 , i=l 
while the corresponding eigenvector is 
1 
(]'Y'X;" 
Therefore, the farther away X i is from the 0, the larger the absolute value of the corre-
sponding element of 1, and the more influential the X i . On the other hand, the sign of the 
elements of 1, indicates which side the data points reside with respect to center point (). 
Now if we have two very large outliers that are symmetric,  and the arithmetic mean 
is equal to the mean estimate without the outliers ,  then D (H, T(F) ) at ITo (with equal 
weights ) is equal to o. However, deleting one of the outliers will cause a large change in the 
mean estimate, thus the measure of the influence should reflect the large influence of these 
two observations . In fact, the largest eigenvalue, which is very large because it is the sum 
of squares , shows the influence. Moreover, since the eigenvector has positive and negative 
elements ,  D (H, T(F)) is small while the influence is large. Looking at the eigenvector, 
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it is apparent that adding one observation and deleting another leads to maxim1llIl local 
influence. 
In the same framework, one can also examine the sample median. The corresponding 
functional is given by 
and it can be shown that 
sign(:z: - B)  
IF(:z: , T=ed, F) = 
2f(B)  
and V(T=ed' F) = (2f(B) ) 2  if  f = F' is symmetric around B. Hence the standardized 
influence matrix of the estimator of sample median is 
Clearly, 
and 
( sign(:Z: 1 - B) ) 
MSIF(X, T=ed, F) = : . ( sign(:Z: 1 - B ) ,  . . . , sign(:Z:n - B ) ) .  
sign(:Z:n - B)  
_ � ( �ign(:Z: 1 - B)  ) 
11 - .,fii : . 
sign(:Z:n - B)  
Therefore, in the case of a median estimator, no matter where the :Z: i  is ,  i t s  influence on the 
estimator is uniformly bounded. No single or group of points appear to be more influential 
than the other, as shown by the eigenvector. 
3 . 4  T h e  S t andardized Influence Matrix a n d  P rinciple Comp onent 
In this section, the standardized influence matrix is interpreted from the viewpoint 
of principle components .  Like section 3.4,  we aSS1llIle Fisher consistency and existence of 
influence function. 
41 
Since ;c is a random p-vector, so is I F(z , T, F) with mean 0 and (nonsingular) co-
variance matrix V(T, F) . We follow the definition given by Ko and Chang ( 1993)  and let 
the standardized iniluence function be 
SIF(z , T, F) = V- '/2IF(z , T, F) ,  
where V-I/2 (V- I/2f = V(T, F) - l . Obviously, SIF(z , T, F) is a p-vector with mean 0 and 
covariance matrix Ip . Hence, if z follows distribution F, the eigenvalues of the covariance 
matrix of SIF(z , T, F) are 
Al = . . .  = Ap = 1 .  (3 .4 . 1 )  
Note that SIF(z , T ,  F )  i s  not unique since V- I/2  i s  not unique. O n  the other hand, 
the length of SIF(z , T, F) ,  or I I SIF(z , T, F) W remains the same no matter what V- I/2 
one selects .  
Now consider a sample of X = (Z l '  . . . ' zm ) ,  we have 
SIF(X, T, F) = (51 F(z" T, F) ,  . . .  , 51 F(zm ,  T, F))  
and 
MSIF(X, T, F) = SIF(X, T, FfSIF(X, T, F) . 
Definition 3 . 7  The complement forru of the standardized influence matriz is defined by 
the p X P matrix, 
MSIFC(X, T, F) = SIF(X, T, F)SIF(X, T, Ff. (3 .4 .2)  
By matrix theory, the eigenvalues of MSIF and MSIFc are identical. 
Theorem 3 .5  The sample covariance matrix of (SIF(z " T, F) ,  . . .  , SIF(zn , T, F) )  is 
( l /n)MSIFC (X, T, F) . 
Proof: 
�SIF(X, T, F)SIF(X, T, Ff 
n 
1 n T - L SIF(� i , T, F)SIF(�i , T, F) , n 1= 1 
which gives the sample covariance matrix. 0 
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Thus the eigenvalues of the sample covariance matrix are �" . . . , �p, the eigenvalues of 
MSIFC • Hence detecting the existence of influential observations is equivalent to testing 
the hypothesis 
(3 .4 .3 )  
:Moreover, assume IF(�" T, F) , . . .  , I F(�n ' T, F) are a random sample from a normal dis-
tribution, the following large sample distribution theorem for the eigenvalue A" . . . , Ap is 
given by Johnson and Wichern ( 1988 ) .  
Proposition 3 .2  If IF(� l ' T, F) , . . .  ,I F(�m ' T, F) are independent identical normally dis-
tributed, for large m, the �i are independently distributed with mean Ai = 1 and variance 
2A;/m = 2/m. 
Therefore, if I F(�, T, F) is normally distributed, a large value of the largest eigenvalue of 
M S IFC , or equivalently of M S IF indicates the existence of influential observations . 
Theorem 3 .6  If e, is the eigenvector of MSIFC and I, is the eigenvector of M S I F  asso-
ciated with the largest eigenvalue A"  then 
SIF(X, T, F)T e , j  J;\;". (3 .4 .4) 
Moreover, though e,  depends on which V- '/2 is selected, I,  does not. 
Proof: Since e, is the eigenvector of MSIFc associated with A" we have 
MSIF(X,T,F)"e, = SIF(X,T,F)SIF(X,T,Ff = A,e" 
By premultiplying SIF(X, T, F)T on both sides, we have 
SIF(X, T, FfSIF(X, T, F)SIF(X, T, F)T e, = A1SIF(X, T, F)T el, 
or 
MSIF(X, T, F)I� = A11� 
where I� = SIF(X, T, F)T e" 
On the other hand, 
Hence 
III�II (l�TI� )'/2 
(eiSIF(X, T, F)SIF(X, T, Ff el)'/2 
(ei A1e,)'/2 
1, I�/III�II 
SIF(X,T,Ffe,jVX;-
is the eigenvector of MSIF(X, T, F) associated with A" 
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Clearly e, depends on what V'/2 is selected since MSIFc depends on V'/2; however, 
I" as an eigenvector of MSIF is free from the choice of V'/2 since MSIF is a function 
of V not of V'/2• 0 
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In fact, the ith element of II can be written as 
lli = SIF(Xi , T, FfeI / j):;. 
By principle component theory, e, is the direction in the parameter space that gives the max-
imum variance for a linear combination of the standardized influence function of each param-
eter. Hence Iii is the projection of vector SI F( Xi , T, F) along the direction el and measures 
the contribution of Xi in the direction of e" The larger l ili l ,  the more SI F(X i , T, F) , and 
ultimately Xi , has contributed to the maximum variance, and the more influential is X i ' 
Recall the concept of local influence from the last section, we may say that the worst 
local influence corresponds to the maximum variance of a linear combination of the elements 
of SI F(x, T, F) that is determined by Xm • Furthermore, other influential points could be  
identified by  evaluating eigenvalues A I , ' . .  , A p  and the corresponding eigenvectors . 
3.5 T he Information Standardization Dr(H, T(F) )  and Likeliho o d  Dis-
placement 
For a given set of data {X l l " " xn } , the log-likelihood L(II) is defined as 
L(II) = I)n[!(xi , II) ] 
i= l  
where f(x , II) i s  the density function of  the underlying distribution F. When using the 
functional form, we can rewrite L(II) as 
L(T(F) )  = n J In[!(t , T(F) )] dFn (t) 
= n · EF• {In[!(t, T(F) ) ] } . 
Definition 3 .8  The generalized log-likelihood is defined as 
i(T(F) )  = Edln[f(t , T(F) )] } .  
( 3 . 5 . 1 )  
( 3 . 5 . 2 )  
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Definition 3 .9  The generalized likelihood displacement is given by 
LD(  €, H) = 2 [I(T(F)) - I(T(F" H » ] . ( 3 . 5 . 3 )  
Theorem 3 .7  Suppose that the density function f i s  continuous and differentiable at third 
order with respect to parameters, and 82 f / 8rj2 is continuous, 
( 3 . 5 .4) 
Proof: By Taylor's expansion, we can rewrite f(t, T(F" H » as 
Then 
In[J( t, T(F" H » ] 
In[J(t, T(F))] + 
8 ln[f(ta�(F" H)] I
,=0
' € 
1 2 82 In[J(t, T(F" H» ] 1 ( 2 ) +-€  . 8 2 + op € 2 € ,=0 
In[J(t, T(F» ] + 
8ln[��t , 0) ] 1 . €EH [IF(x , T, F)] 
9=T(F) 
1 2 [ (  T 8
2 In[J(t , 0)] 1 +- € EH IF x, T, F)] · 8080T · EH [IF(x , T, F)] 2 9=T(F) 
+op ( €2 ) . 
2 {J In[J(t, T(F» ]dF(t) - J In[J(t, T(F" H » ] dF(t) } 
2 J {In[J(t, T(F)] - ln[J(t, T(F" H ) ] } dF(t) ; {-2 8ln[J(t, O)J I . €EH [IF(x , T, F)] 80 9=T(F) 
2 [ (  T 
82 ln[J(t, O ) J I -€ EH IF x, T, F)J ' 8080T . EH [IF(x , T, F)] 9=T(F) 
+op (€2 ) } dF(t) { -2 J 8 ln[��t , {I) ] 1 dF(t) . €EH [IF(x , T, F)] 
9=T(F) 
( 3 . 5 .5 ) 
2 T J 82 ln[J(t, 0)] 1 ' }  + € EH[IF(x , T, F)] . - 8080T dF(t) . EH [IF(x , T, F)J 9=T(F) 
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Under assumptions of interchangeability of the derivative and integral (see Rudin 
1976) ,  it can be shown that 
and 
J B ln[J(t , O)l dF(t) = 0 BO 
J(T(F) ) = J B2 ln[J(t ,  O)l l _ dF(t ) .  BOBOT 8-T(F) 
Using (3 .5 .6)  and (3 .5 .7 ) ,  we have 
LD(€, H) 
o 
( 3 . 5 . 6 )  
( 3 . 5 . 7 )  
Theorem 3 .8  As a result of generalized likelihood displacement, Cook 's approach to  local 
influence is equivalent to the information standardized approach when T(F) and T(F" H ) are 
replaced by the maximum likelihood estimators 0 and Ow with € = O(l/n) ,  II = (wo + w-,
wQ ) /n 
and Wo = ( 1 ,  . . .  , 1 )T , respectively. Specifically, 
( 3 . 5 . 8 )  
and the maximum curvature of the influence graph given by Cook (see section 2.2.2) is 
( 3 . 5 . 9 )  
Proof: Recall Cook's approach to local influence: he  defined the influence graph as  ( 2 . 2 . 6 )  
where LD(w) i s  defined as  ( 2 . 2 . 5 ) .  Since 0 and Ow are the maximum likelihood  esti-
mators based on L(O) and L(Olw ) , by Taylor expansion we can rewrite L (Ow ) as 
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+op ( l llt - a l l ' ) 
� L(O) - � (Ow - Of J(O) (Ow - 0) ,  
thus, 
LD(w) 2 [L(O) - L(O� )l 
(3 . 5 . 1 0 ) 
If we write a and Ow in functional form, they are T(Fn ) and T(Fn< , H ) respectively, 
where 
IT = (wo + w - wO )/n 
€ 
with € = O(1/n) and Fn and Fn<,H are empirical distributions of F and F" H respec· 
tively, then 
LD(w) 
This result shows the equivalence of likelihood displacement and information stan-
dardized influence displacement when the parameters are approximated by maximum 
likelihood estimators . 
Furthermore, the curvature of Cook's influence graph is 
where w(a) = Wo + al. Hence, 
c, 
c _ d? LD(w(a) )  , - da2 
48 
o 
Therefore, the maximum curvature proposed by Cook ( 1986)  is the maximum curva­
ture of the information standardized approach around the maximum likelihood estimator. 
3.6 S elf-Standardization Ds(H, T(F) )  and Wald Test S t atistic 
Although information standardization is useful to assess the local influence of various 
kinds of estimators , it makes more sense to study self-standardization influence for estima­
tors other than the maximum likelihood estimator. Note that the information standardized 
matrix can be considered as a special case of the self-standardized influence matrix, in which 
T(F) represents the maximum likelihood estimator. In the following, the standardized in­
fluence matrix refers to the self-standardized influence matrix. And we drop the subscript 
unless it is needed for clarity. 
This section is going to show that the self-standardized influence matrix characterizes 
the local influence on the level of the Wald test for the hypothesis Ho : B = Bo . 
Now suppose we want to test the hypothesis Ho : B = Bo based on a consistent 
estimator iJ, the Wald test statistic is given by 
( 3 . 6 . 1 )  
where V is the (nonsingular) variance-covariance matrix of  iJ and is independent of  iJ .  We 
define T(F) and W(F) to be the functional corresponding to iJ and Wn such that 
T(Fe )  = B, 
W(F) = ( (T(F) - Bo rV(T, Ft l(T(F) - Bo ) } '/2 , ( 3 . 6 . 2 )  
where we  assume VeT, F) is known, since in  many circumstances i t  is only a function of  a 
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few scale parameters. Hence, we have 
and we can reduce the null hypothesis to 
In order to study the asymptotic power of the test , one usually constructs a sequence of 
alternatives On = 00 + .6.n- 1/2 • Similarly, the alternative hypotheses can be reduced to 
2 ( 
1 T ( ) - 1 Hn : W F) = -.6. V T, F .6. .  n 
Definition 3 . 10  The power influence displacement of E-contamination for a test based on 
Wald statistics is given by 
( 3 . 6 . 3 )  
where Cp,a is the 1 - a quantile of the Chi-square distribution with p degrees of freedom. 
Note that the level influence displacement is a special case of the power influence displace-
ment where 0 = 00 , 
TheoreID 3.9 The level influence displacement can be written as 
(3 . 6 .4)  
where do is  a constant that is  given by 
and f( u, w ) is the density function of the Chi-square distribution with p degrees of freedom 
and non centrality parameter w .  
Proof: Consider a n-point contamination H, 
W2 (F" H )  - W2 (F) = (T(F" H ) - Bo f V(T, F)- I(T(F" H )  - Bo ) 
- (T(F) - Bo )TV(T, Ft l(T(F) - Bo ) . 
Using (3 .1 . 1 1 ) ,  we have 
W2 (F" H )  - W2 (F) 
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( 3 . 6 . 5 )  
(T(F) + tEH [IF(:r: , T ,  F)] - Bo )T V(T, F) - I(T(F) + tEH [IF(:r: , T ,  F)] - Bo ) 
- (T(F) - Bof V(T, F)- l (T(F) - (/o ) + op ( t2 ) 
2t(T(F) - {/o )TV(T, Ft lEH [IF(:r: , T, F)] 
+t2 EH [IF(:r: , T, F)fV(T, F)- lEH [IF(:r: ,  T, F)] + Op (£2 ) . 
Under the null hypothesis Ho : T(F) = (/o , 
W2 (F" H )  - W2 (F) = £2 Ds (H, T(F) ) + Op ( £2 ) . (3 . 6 . 6 ) 
Under the alternative hypotheses Hn : T(F) = (/o + An- ' /2 , 
W2 (F" H )  - W2 (F) �A TV(T, F)- IEH [I F(X, T, F)] 
+t2 EH [IF(:r: , T, F)fV(T, F)- lEH [IF(:r: , T, F)] + Op (£2 ) , (3 . 6 . 7) 
or 
(3 . 6 . 8 ) 
Now we want to find the asymptotic distribution of W� .  Since iJ � AN(B, V) ,  W� � 
X; (.5 ) ,  where p is the rank of V and .5 is the noncentrality parameter given by 
( 3 . 6 . 9 ) 
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Now let f(u, 6) be the density function of a random variable u with X;,J ,  then the 
critical values Cp,,, of W� are given by 
and the power function is defined as 
( 3 . 6 . 1 0 )  
[0 f( u, 6) du. 
Cp,a 
( 3 . 6 . 1 1 )  
Returning t o  the n-point contamination H, w e  have {; � AN(T(F" H ) '  V )  and 
where 
6" H 
Then 
FO, .H (W; 2: Cp, ,, )  - Fo (W; 2: Cp, ,, )  
[0 (f( u, 6" H ) - f( u, 6)] du 
Cp,CI 
Joo 8f(U' W) 1 2 
c " . 
8w w ; J  du . (a" H - 6) + op ( € ) .  
The level influence displacement i s  
o 
( 3 . 6 . 12 )  
( 3 . 6 . 1 3 )  
( 3 . 6 . 1 5 )  
( 3 . 6 . 1 6 )  
( 3 . 6 . 17) 
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As a result of this proof, the power influence displacement of the test can be written 
as 
d� · {2y'1iE,67V(T, F)- lEH [IF(x , T, F)] 
+nE2 EH [IF(x ,  T, F)fV(T, Ft 'EH [IF(x ,  T, F)] } 
+op ( E2 ) ,  
where d� i s  a constant for a given .6. or On , which i s  given by 
( 3 . 6 . 1 8 )  
Therefore, we  can conclude that the level influence displacement of  the Wald test i s  
proportional to the self-standardized influence displacement of  the corresponding parameter 
estimators, and the local influence on the level of the Wald test is equivalent to the local 
influence on parameter estimates. However, the power influence displacement of Wald test 
is first order in E, which depends on the influence function of parameter estimators as well as 
the alternative hypotheses. In other words , more deterioration occurs in the power function 
than in the level of the test for a given rate of contamination. 
Chapter 4 
Robustness Measures and Diagnostics 
As discussed in chapter 1, there are usually two approaches dealing with effects of 
contaminations . One approach, robust estimators ,  is to accommodate the gross error that 
data have. The other one, diagnostic procedures , is to reject outliers according to some 
criteria. In fact, each approach complements the other. The rejection approach, in some 
sense,  is a non-continuous robust procedure, while a robust estimator often triggers an 
effective diagnostic method. 
As we have seen in the previous chapter, the standardized influence matrix charac­
terizes the local influence on inference of data. A new robustness measure based on the 
standardized influence matrix could serve as a supplementary concept to existing robustness 
measures. Moreover, the standardized influence matrix aided by certain robust estimators 
becomes an effective diagnostic tool in detecting influential observations . 
4.1 Existing Robustness  Measures 
The most important robustness requirements are a low gross-error sensitivity, a high 
breakdown point and qualitative robustness. 
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4 . 1 . 1  Measures Based o n  Influence Function 
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From the robustness point of view, there are at least three important summary values 
of the influence function apart from its expected values . They were introduced by Hampel 
( 1968 ,  1974, 1986) .  The first and most important one is the supremum of a norm of the 
influence function, gross-error sensitivity of T at F. It is defined as 
-( (T, F) = sup I F(x , T, F) I . (4. 1 . 1 )  
x 
where the supremum being taken over all x where I F( x , T, F) exists .  The gross-error sensi-
tivity measures the worst (approximate) influence which a small amount of contamination 
of fixed size can have on the value of the estimator. Therefore, it may be regarded as an 
upper bound on the asymptotic bias of the estimator. It is a desirable feature that , .  (T, F) 
be finite, in which case T is called B-robust at F. 
Since ,. is not an invariant measure, Krasker and Welsch ( 1 982)  defined an invariant 
sensitivity measure 
,f/ = sup [IF(x , T, F)TV(T, F)- lIF(x , T, F)J 1 / 2 , ( 4 . 1 . 2 )  
x 
which we call self-standardized gross-error sensitivity. Similarly we can define the inforrnation-
standardized gross-error sensitivity as 
,; " = sup [IF(x , T, F)TJ(T(F) )IF(x , T, F)J l / 2 .  ( 4 . 1 . 3 )  
x 
The second summary value has to do with small fluctuations in the observations . 
A measure for the worst effect of "wiggling" ( slightly changing a value) is provided by 
local-shift sensitivity 
A' I IF(y, T, F) - IF(X, T, F) I = !�; I y - x l 
. ( 4 . 1 .4)  
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The third sununary value, the rejection point is defined by 
p' = inf{r > O j IF(x , T, F) = 0 when lx l > r} . ( 4 . 1 . 5 )  
(If there exists no  such r ,  then p* = 00 by definition of  the infunmn. ) All observations 
farther away than p* are rejected completely. Therefore, it is a desirable feature if p' is 
finite. 
4 . 1 . 2  Global Reliability: The Breakdown Point 
Since the influence function is a collection of directional derivatives in the directions 
of the mass point Ox , and is evaluated at the distribution described by the model, it is a local 
concept .  Hence it must be complemented by a measure of global reliability of the estimator. 
The concept of a finite sample breakdown point was first suggested by Hodges ( 1 967)  as 
"tolerance of extreme values" in the context of the location problem. It was generalized to  
a statistical functional by Hampel ( 1968) .  However the general formulation of  a breakdown 
point was asymptotic and rather mathematical in nature. In this section we present a simple 
finite-sample version of the breakdown point , introduced by Donoho and Huber ( 1 983 ) .  
Roughly speaking, the breakdown point i s  the smallest fraction of  data contamination 
needed to cause an arbitrarily large change in the estimate. Let Xn = (X l > " " xn )  be any 
sample of size n and let T = {Tn}n2:p  be a sequence of estlinates of B. Now consider all 
possible corrupted samples X�,= that are obtained by replacing any m of the original data 
points by arbitrary values .  Define the bias( mj T, Xn) as the maximmn bias that can be  
caused by  such a contamination: 
( 4 . 1 . 6 )  
where the supremmn is  over all possible X�,= . Then the breakdown point of  T at  the sample 
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Xn is defined as 
( 4 . 1 . 7) 
4 . 1 . 3  Qualitative Robustness 
Hampel (1971)  also introduced some qualitative notions. The main idea is to comple­
ment the notion of differentiability (which leads to the influence function) with continuity 
conditions with respect to the Prohorov distance. Since it yields only a simple dichotomy 
and is hardly used in the dissertation, this section only gives the definitions for the Prohorov 
distance and qualitative robustness.  
The Prohorov distance (Prohorov 1956)  of two probability distributions F and G is 
given by 
1r(F, G) = inf{E; F(A) :::; G(A') + e for all events A} (4 .1 . 8 )  
where A' i s  the set of  all points whose distance from A i s  less than c. 
We say that a sequence of estimators {Tn ; n 2: I} is qualitatively robust at F if for 
every e > 0 there exists 5 > 0 such that for all G and for all n: 
( 4 . 1 . 9 )  
where LF (Tn )  =eans the distribution o f  Tn under F.  
4 .2 J oint Lo cal Influence 
To introduce the concept of bounded joint local in1iuence, we define 
(4. 2 . 1 )  
for all i ,  j = 1 ,  . . .  , m. 
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Definition 4 . 1  The single local influence of T(F) at a point Xi is  defined as  Sii ' 
Then bounded gross-error sensitivity is equivalent to bounded single local influence, i .e . ,  
Sii ::; a2 for i = 1 ,  . . . , m ( a  is a specified constant ) . On the other hand, the standardized 
influence matrix can be rewritten as ( S1 1  
S2 1  
MSIF(X, T, F) = : 
Sml  
(4 .2 .2 )  
Definition 4.2 The joint local influence of T(F) at X = (X l " " ,  xqJT is  defined as Am (X) ,  
the largest eigenvalue of MSIF . 
Since MSIF is symmetric and semi-positive definite, we have 
(4. 2 . 3 )  
where p i s  the dimension of  the parameter. 
Proposition 4.1  For a given m, bounded joint local influence zs equivalent to bounded 
single local influence (gross-error sensitivity) . 
However, since Am increases as m increases, eventually bounded Am will be impossible 
for all m. Even when Sii < a2 for all i = 1, . . .  , m, (4.2 .3 )  may lead to 
sup Am (X) -> 00 as m -> 00. 
x 
Now suppose IF(x , T, F) is normally distributed, by proposition 3 .2 ,  we have the 
following asymptotic property: 
or 
Am (X) 
� AN(l , 21m),  
m 
[Am (X) ] ..;m � - 1 � AN(O ,  2) .  
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Definition 4.3 The estimator T(F) has bounded joint local influence if its joint local in-
fluence Am (X) satisfies 
where C is a constant. 
Proposit ion 4.2 If estimator T(F) has bounded joint local influence, then 
Am (X) --- -+ 1 ,  as  m -+ 00 .  m 
(4.2 .4) 
Proposition 4.3 Suppose we have a sample of {:e l ' . . .  ' :en} ,  the joint local influence by 
has the following property: 
lim � = 0 ,  m,n-oo n 
lim Am (X) = o .  m,n-oo n 
Therefore, the estimator with bounded joint local influence and limm/n = 0 will 
lead to ignorable influence. On the other hand, it is easy to show that an estimator with 
unbounded standardized gross-error sensitivity has unbounded sup x Am (X)/m, and conse-
quently has unbounded joint local influence. 
Proposition 4.4 If an estimator T(F) has unbounded single local influence (standardized 
gross-error sensitivity), then it has unbounded joint local influence. 
Besides the concept of bounded joint influence, the standardized influence matrix 
provides a tool to measure the robustness of different estimators in terms of the joint local 
influence. In particular, given a dataset, one can calculate the joint influence An for several 
kinds of estimators. Obviously, the larger An is, the less robust is the estimator, at least 
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for specific data. The next few chapters formulate the standardized iniluence matrix for 
several proposed estimators in linear and logistic regression, and examine their robustness 
in relation to specific datasets .  
4.3 J oint Lo cal Influence and Breakdown Point 
Recall from chapter 3 that a contaminated distribution is expressed as 
F" H = (1 - E)F + EH, 
and the bias function is defined by 
b(  E, H, F) = T(F" H) - T(F). 
( 4 . 3 . 1 )  
( 4 .3 .2 )  
In fact , both joint local iniluence and the breakdown point of  the estimator contribute to 
the bias , but in different ways . 
• The breakdown point of the estimator, 
E' = min{E : sup I b (E, H, F) 1  = oo},  
H 
( 4 .3 .3 )  
is the minimum of the ratio of  the contamination that will make the estimator unac-
ceptable if all kinds of contamination are considered. As pointed out in the previous 
section, it is a global property. 
• Joint local iniluence represents the slope of bias at the true distribution F with the 
contamination Hm , where min -> O . 
To further understand the relationship between the joint local iniluence and break-
down point , we introduce a sample version of the bias function 
(4 .3 .4)  
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Then 
(4 .3 . 5 )  
For small min, in the sense that r;; --> 0 as  n -+ 00 ,  
(4. 3 . 6 )  
Therefore, boundedness of  the influence function is equivalent to a nonzero breakdown point . 
• If the influence function of T at F is unbounded, 
Hence, e* = o.  
• If the influence function of T at F is bounded, 
Hence it has nonzero breakdown point . 
Nevertheless, neither single local influence nor the joint local influence can help to determine 
the breakdown point of an estimator. 
4.4 Diagnostics 
An alternative approach to dealing with influential points is to construct diagnostic 
statistics . Chapter 2 has reviewed various kinds of diagnostics that focus attention on 
observations having a large influence on least squares or maximum likelihood estimators .  
The diagnostic procedure we are presenting provides statistics that reveal the observations 
having a large joint influence not only on least squares or maximum likelihood estimators 
but on any estimators that can be expressed as a functional. 
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Recall from chapter 3 , the standardized influence matrix characterizes the influence 
graph, the largest eigenvalue of the matrix represents the maximum curvature of the graph 
evaluated at true parameters ,  and the corresponding eigenvector indicates the direction 
of contamination that obtains the maximum influence (maximum curvature) .  Hence, the 
eigenvalue of the standardized influence matrix shows the severity of joint local influence 
on the inference of parameter estimators, while the associated eigenvector identifies the 
observations that are most influential. 
However, there are two problems with the effectiveness of diagnostics . First , the 
standardized influence matrix is a function of the sample X as well as the unknown true 
parameters . To obtain the diagnostics, one has to replace the true parameter with a certain 
robust estimator so that they won't be too much influenced by the data points .  The eligible 
robust estimators will be discussed in the next few chapters. 
The second problem is calibration of the largest eigenvalue, which may depend on 
which estimator we are studying. The following provides a general but not accurate guide-
line, which we call the np-guideline later. 
Theorem 4.1  
Etrace[MSIF(X, T, F)] = np 
where n is the sample size of X and p is the number of parameters. 
Proof: 
trace(MSIF) trace(IF(X, T, F)TV(T, Ft lIF(X, T, F)) 
trace(IF(X, T, F)IF(X, T, FfV(T, Ft l)  
traceCE IF(xi , T ,  F)IF(xi , T ,  FfV(T, F)- l ) 
i= l 
62 
Then if  all Xi are the sample from distribution F, we have 
n 
E[:L IF(Xi , T, F)IF(X i , T, F)T] = nV(T, F) .  
i=l 
Thus , 
E [trace(MSIF)] trace(nV(T, F)V(T, Ft 1) 
np 
o 
Since the standardized influence matrix MSIF is a semi-positive definite symmetric 
matrix with rank p, we have 
p 
trace(MSIF) = :L Ak , 
k=l 
where Al ::0: . . .  ::0: Ap. Therefore, if the largest eigenvalue is larger than np, then we say the 
joint local influence by X is severe and there are joint influential points in X, which can be 
identified by looking at the corresponding eigenvector. But if the largest eigenvalue is less 
than np, a more accurate reference depends on the specific estimator. For more details ,  see 
the next few chapters . 
Chapter 5 
Linear Regression Applications 
In this chapter the standardized influence matrix is applied in a linear regression 
context . We start with developing the standardized influence matrix for a least squares 
estimator, M-estimator and bounded influence estimator. Then global robust estimators are 
reviewed to construct a joint influence measure for the estimators . Examples to illustrate 
merits of this technique will be found in chapter 9. 
We consider the following linear model. Let { (:I: ; ,  y; ) : i = 1 ,  . . . , n} be a sequence of 
independent identically distributed random variables such that 
Yi = xJ) + €j ,  i =  1 ,  . . .  , n, ( 5 . 0 . 1 )  
where y; E R i s  the ith observation, :1:; E R P  is the ith row of  the design matrix Xn xp , 
() E 0 C RP is a p-vector of unknown parameters (p � 1 )  and €; E R is the ith error. 
We assume that 0 is open and convex and that . €; is independent of :1:; and has 
a symmetric distribution G( -jI7') ,  where 17' > 0 is a scale parameter, with density 9 with 
respect to the Lebesgue measure. Finally we assume :1: ; ,  i = 2,  . . . , n (excluding an intercept 
term) has mean 0 and finite second moment. 
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5 . 1  Least S quares Estimat o r  
The well known least squares (LS )  estimator is defined as 
n 
mJn I)Yi - X iO) 2 , 
9 ;= 1 
( 5 . 1 . 1 )  
o r  i s  the solution to 
n 
2)Yi - X iO)X[ = O . ( 5 . 1 .2 )  
i= 1 
The functional T(F) corresponding to the LS  estimator is the solution of 
J (y - x . T(F) ) xT dF(x ,  y) = 0 ,  ( 5 . 1 . 3 )  
where F(x,y) i s  the joint distribution of  ( x ,  y) ,  which is assumed to have a density 
19 ( x ,  y) = g ( (y - xO) /O")k (x ) .  ( 5 . 1 .4) 
It can be shown that the influence function of T( F) is 
IF(x ,  T, F) = {E(xT X) } - l (y - X · T(F))xT ( 5 . 1 . 5 )  
and 
( 5 . 1 . 6 )  
Thus, 
(5 . 1 . 7) 
where R = diag(1"l ,  . . .  , 1"n )  and 1"i = Yi - X iO for i = 1, . . .  , n. As is well known, the 
LS estimator has unbounded gross-error sensitivity or single local influence. Based on the 
argument in chapter 3 ,  it has unbounded joint local influence. 
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By section 3.4, MSIF and MSIFc have the same positive eigenvalues ,  and the 
eigenvector of MSIF can be obtained from the eigenvectors of MSIFc by 
( 5 . 1 . 8 )  
where I and I C  are respectively the eigenvectors of  MSIF and MSIFc associated with 
eigenvalue A. Accordingly, we can study the largest eigenvalue of MSIF through the largest 
eigenvalue of MSIFc • 
Theorem 5 . 1  If (y; - x; O)x; for i = 1 ,  . . .  , n are independent identical normally distributed 
random variables with mean 0 and covariance matrix IT' E( xT x) where E( xT x) is a nonsin-
gular matrix, i. e. 
Then MSIFc has a Wishart distribution with n degrees of freedom and covariance matrix 
Ip , i.e. Wp (n, Ip ) .  
Proof: Let p x n matrix Z be (Zl , . . .  , zn ) , where Z; = (y; - x;O)x; , then 
and 
Since for all i = 1, . . . , n ,  
IF(x; , T, F) = {E(xTx ) } - lZ; ,  
IF(X, T, F) = {E(xTX) } - l Z, 
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Then, 
By properties of the Wishart distribution, we have 
or 
o 
Therefore, the distribution function of the largest eigenvalue An of MSIF can b e  
expressed in the form 
where 
( ) 
� ,, (a)K CK (X )  ,F, a; c; X = � � -( ) -k-'- ' k=O It C K. • 
( 5 . 1 . 9 )  
For a proof see pA21 of  Muirhead ( 1 982 ) .  Since the exact distribution of  the largest eigen-
value An is computationally difficult, it is useful to have a quick and rough approximation 
for its distribution function. The following bound could be used for this purpose: 
( 5 . 1 . 1 0 )  
where X�  represents a random variable o f  chi-squared distribution with degrees o f  freedom 
n. For a proof, see pA24 of Muirhead (1982 ) .  Thus an approximate critical value for the 
largest eigenvalue of the MSIF for a least squares estimator can be  set by the (1 - a)' /p 
quantile of a chi-squared distribution with n degrees of freedom. 
In practice, the approximation given by ( 5 . 1 . 1 0 )  does not give strict enough bounds to 
decide if there are influential observations . To have an idea of the distribution of the largest 
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Table 5 . 1 :  95 % Quantiles of  the Distribution of  >.. for LS estimator 
>.. >../n 
p n mean std. mean std. 
2 25 80.56 3 .05 3 .222 0. 122 
50  109 .79 3 .05 2 .196 0 .061 
75 143.50 3 .67 1 .913  0 .049 
100 173 .26 3 .65 1 . 733 0.036 
3 25 94 .61 5 .74 3 . 784 0 .230 
50 127.40 4.50 2 .548 0 .090 
75 162 .99 4 .27 2 . 173 0 .057 
100 194.13 4.61 1 . 941 0 .046 
4 25 113 .07  7.30 4.523 0 .292 
50  144.84 7.51 2 .897 0 .150 
75 183 .41 2 .91  2.445 0 .039 
100 218 .75 4.22 2 .188  0 .042 
eigenvalue, we conducted a small simulation study in which we generated a random normal 
sample of residuals and independent variables X with p = 2, 3 , 4 and n = 25, 50 , 75, 100 .  
The largest eigenvalue, >.. , for each sample was calculated. Each combination was repeated 
for 500 times to obtain an estimate of 95 % quantile. This procedure was repeated for 
10 times to show the variability of the estimate. Table 5 . 1  lists the mean and standard 
deviation of the corresponding 95 % quantiles of the distribution of the largest eigenvalue 
for the least squares estimator. For convenience of use in later examples , the quantiles 
divided by sample size n, >"/n, are also listed in the table. 
5 . 2  Huber's  M-estimat ors 
Huber ( 1973, 1977) extended his results on robust estimation of location parameters 
to the case of linear regression. Huber's M-estimator Tn was defined by 
r(Tn )  = rnin{r (I1 ) : 11 E El} ,  ( 5 . 2 . 1 )  
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where 
r(ll) = I >( (Yi - XiB) /(j) ,  ( 5 . 2 . 2 )  
i= l 
for some function p : R -> R + and for a fixed (j. If p has derivative (0/ or )p( r) = ¢( r ) ,  Tn 
satisfies the system of equations 
L ¢((Yi - XiTn ) /(j)Xi = O . ( 5 . 2 . 3 )  
i= l  
Motivated b y  minimax asymptotic variance arguments ,  Huber proposed t o  use the function 
¢c (t) = min(e, max(t, -e ) ) ,  (5 .2 .4 )  
where e is a constant , and usually is set  to be 1 .345 .  
In practice, we usually have to estimate the s cale parameter (j along with B . Esti-
mators can be calculated by weighted least squares with weights (redefined iteratively) of 
the form 
Wi = min{ 1 ,  e/ l ri l } · ( 5 . 2 . 5 )  
I t  can be shown that the in1l.uence function of  Huber's M-estirnator for model distri-
but ion Fe(x , y) with density (ignoring the scale) fe (x , y) = g(y - xB)k(x )  is given by 
(5 . 2 . 6 )  
where 
Following Hampel ( 1973 ,  1978 ,  1986)  we can rewrite IF as a product of two factors, 
namely the influence of the residual (IR) and the (vector-valued) influence of position in 
factor space (IP) :  
where 
IF(x , r, T, Fa) = IR(r, T, G) · IP(x , T, K) ,  
IR(r, T ,  G) = 1j;c(r ) / (E1j;�) ,  
IP(x ,  T, K) = [E(xT xWlxT . 
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( 5 . 2 . 7) 
Clearly, the influence of the residual IR is bounded. This is an improvement of the least 
squares estimators from a robustness point of view. However, the influence of position in 
factor space is unbounded. Thus an outlier in the factor space could almost completely 
determine the fit . In order to cope with problems caused by outlying points in the factor 
space, we need more refined estimators. 
Similarly, the joint local influence of Huber's estimator is studied by considering the 
standardized influence matrix. It can be shown that 
where 
Thus, 
MSIF(X, Y; THubm F) 
where 
IF(X, Y; THubeq FfV(T, F) - lIF(X, Y; THube" F) 
R"XQ- 1XT R" 
R"X{E(XTX ) } - lXT R,,/Kc , 
R" = diag(1j;(r,) ,  . . .  , 1j;(rn) ) ,  
( 5 . 2 . 8 )  
( 5 . 2 . 9 )  
and 
Table 5 .2 :  95% Quantiles of the Distribution of >.. for Huber's estiInator 
>.. >.. /n 
p n mean std. mean std. 
2 25 42.94 0 .79 1 .718 0 .032 
50 72.87 0.69 1 .457 0 .014 
75 103 .30 1 .95  1 .377 0 .026 
100 131 .94 1 .70  1 .319  0 .017  
3 25 47.36 0 .59  1 .894 0.023 
50 79.96 1 .06  1 .599  0 .021  
75  1 1 1 . 1 1  1 . 3 9  1 .481 0 .018 
100 141 .17 1 .06  1 .412  0 .011  
4 25 50.20 0 .82 2 .008 0 .033 
50 84.30 0 .71  1 .686 0 .014 
75 1 17.62 1 .24 1 .568 0 .017  
100  148.48 1 .35  1 .485 0 .013  
Kc = J .f;� (r)dG. 
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Since X is not bounded, the gross· error sensitivity or the single local influence is unbounded, 
and so is the joint local influence. However, without the normality assumption for .f;(r) ,  it 
would be difficult to obtain even an approximate distribution of the largest eigenvalue of 
MSIF mathematically. 
As we did for the least squares estimator, we have used siInulation to  determine 
quantiles of the distribution of the largest eigenvalue for Huber's estiInator. Random normal 
samples of residuals and independent variables X with p = 2 , 3 , 4 and n = 25 , 50 , 75 , 100 
were generated. The largest eigenvalue, >.. , of the Huber's estimator with c = 1 .345 for each 
sample was then calculated. Each combination of p and n was repeated for 500  tiInes to 
obtain an estiInate of the 95% quantile. This procedure was repeated for 10  times to  show 
the variability of the estimate. Table 5.2 lists  the mean and standard deviation of the 95% 
quantiles of  the distribution of  the corresponding eigenvalues . As in  table 5 . 1 ,  the quantiles 
for >.. /n are listed for convenience. 
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5 . 3  B ounded Influence Estimators 
Mallows (1973,  1975 )  proposed a way to construct bounded-influence estimators by 
modifying (5 .2 .3)  to 
n 
L u(2OJ rpc( (Y; - 20; 0)/0')20; = 0 ( 5 . 3 . 1 )  
i = l  
which, for certain weights ,  u(2O; ) may depend on  the entire X matrix and not just 20 ; .  If 
u is properly chosen, then the infl.uence function will be bounded. This downweighting 
in X space does not include some consideration of the way the y values of these outlying 
observations fit in the pattern of the bulk of the data and therefore cannot be efficient . 
S chweppe (Hands chin, et al. 1975) proposed the form 
n 
L v(2O ; ),p( (y; - 2O;O) /O'v(2O; ) )2O; = 0 (5 . 3 . 2 )  
;::::: 1 
with v(2O ; )  = ( 1 - h;; ) 1/ 2 and h;; = 2O ; (XTX)- l2Or . (5 .3 .2 )  can provide a bounded influence 
function and has the additional property that if (y- 200)/ O'v( 20 ) is small, the effect of v( 20 ) will 
be canceled out . Thus some of the efficiency problems outlined for the Mallows approach 
can be overcome. 
The above two approaches provided bounded gross-error sensitivity. Krasker and 
Welsch ( 1982) proposed an efficient robust estimator with bounded self-standardized sensi-
tivity. They concentrated on estimators of the form 
n 
L w(y; , 20; , Tn) (Y; - 2O;Tn )2O; = 0 (5 . 3 . 3 )  
;= 1 
where the weight function w is nonnegative, bounded, and continuous . 
Let P denote a probability distribution for (y; , 2O ; )  on R x RP satisfying £(y; -
20 ;0 1 20 ; ) = N(O, 0'2) and E denote expectation with respect to P. With some regularity 
conditions the estimators {On } will be consistent and asymptotically normal with infl.uence 
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function 
(5 .3 .4 ) 
where B = -8/80{E[w(y - :cO):cT ] }e:e. An alternative expression for matrix B is 
(5 . 3 . 5 ) 
It can be shown that for an estimator with weight function w,  the asymptotic covariance 
matrix is 
(5 . 3 . 6 ) 
and the self-standardized sensitivity is 
(5 . 3 . 7) 
Now let a sensitivity bound a > 0 be given. Suppo'se there exists a weight function 
w that is strongly efficient among all weight function w that satisfy IS;" � a and vary with 
y only through I y  - :cO l .  Then w satisfies (up to scaler multiple) 
or 
where 
w(y, :c , O, I7, A) = min { I , 
I I 
a 
I } ,  � {",A- l",T} l 2 
[ ( )2 (Y - :CO) 2 T ] A = E w y, :c , O, I7, A --17- :c :c . 
This leads to the Krasker-Welsch estimators ( On ' I7n , An ) which satisfy 
(5 . 3 . 8 ) 
(5 . 3 . 9 ) 
(5 . 3 . 1 0 ) 
(5 . 3 . 1 1 ) 
(5 . 3 . 1 2 ) 
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where 
and z is an N(O ,  1) random variable independent of x .  
Krasker and Welsch described an approach to computing Krasker-Welsch estimates 
and discussed the problem of choosing a, the bound on the self-standardized sensitivity. 
The important feature of the estimator is that it satisfies a first-order condition for strong 
efficiency subject to the constraint . 
As for Huber's estimator, the standardized influence matrix for the KW estimator, 
TKW is given by 
( 5 . 3 . 1 3 )  
where Wa = diag(wl ' . . .  ' Wn ) , R = diag(1'l > . . .  , 1'n ) and 1' ;  = y; - x;B, i = 1 ,  . . .  , n. Since 
the Krasker and Welsch estimator has bounded self-standardized sensitivity (single local 
influence) , for a given n, it has bounded local influence too. 
As before, it is almost impossible to obtain the distribution of the largest eigenvalue of 
MSIF for the KW estimator mathematically. Hence we have conducted a small simulation 
study to determine the quantiles of the distribution of the largest eigenvalue for the KW 
estimator with a = 3 .2 .  Random normal samples of residuals and independent variables X 
with p = 2 , 3 , 4 and n = 25, 50, 75, 100 were generated. The largest eigenvalue, A, of MSIF 
for the KW estimator with a = 3 .2 for each sample was then calculated. Each combination 
of p and n was repeated for 500 times . This procedure was repeated for 10 times to show 
the variability of the estimate. Table 5.3 lists the mean and standard deviation of the 95% 
quantiles of  the distribution of  the corresponding eigenvalues for the KW estimator. As in 
table 5 .1 -5 .2 ,  the quantiles for A/n are also listed for convenience. 
Table 5 .3 :  95% Quantiles of the Distribution of ). for KW estimator 
). )./n 
p n mean std. mean std. 
2 25 38 .82 0 .62 1 .553 0 .025 
50 67.70 0 .98 1 .354 0 .020 
75 96 .07 0 .78 1 .281 0 .010 
100 124.16 0 .84 1 .242 0 .008 
3 25 42.82 0.57 1 .713  0 .023  
50 72 .93 0 .68 1 .459 0 .014 
75 103 .18 0 .78 1 .376 0 .010  
100  131 .33  1 . 14. 1 . 313  0 .011  
4 25 46.25 0.41 1 .850 0 .017 
50 77.91 1.03 1 .558 0 .021 
75 108 .90 1 .28 1.452 0 . 017  
100  138 .55 1 .00 1 .386 0 .010 
5 . 4 High Breakdown-p oint Estimators 
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The degree of robustness of an estimate in the presence of outliers can also be mea-
sured by the breakdown point . Many of the proposed robust estimators in regression fail to 
have high breakdown point . In recent years, several estimators with high breakdown point , 
i .e. , 0 .5 ,  were proposed. 
Recall that in the formation of the standardized influence matrix, it is essential to 
replace the true parameter with a global robust estimator to study the joint local influence 
of one particular dataset. In a linear regression framework, we recommend using the high 
breakdown point estimator that is available. 
5 . 4 . 1  The Least Median Squares (LMS ) Estimator 
Rousseeuw (1984) proposed the least median squares (LMS) estimator which is de-
fined by the minimization of the median of the squares of the residuals . This yields the 
estimator B given by 
(5 .4. 1 )  
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where 1'i = Yi - X iB  are the residuals. It turns out that this estimator is very robust with 
respect to outliers in Y as well as in x . It was shown that its breakdown p oint is 50% .  The 
algorithms for computation of LMS estimates are discussed in Leroy and Rousseeuw ( 1984) 
and Steele and Steiger ( 1984) .  
The scale estimate of  LMS estimator is calculated by the following. First define 
So = 1 .4826 (1 + n � p) Vmed;1'; , 
then a weight Wi for ith observation is determined by 
Finally, 
Wi = { 1 if 1 1'; /so l ::; 2 .5  o otherwise 
Note that iT' also has a 50% breakdown point . 
(5 .4 .2 )  
(5 .4 .3 )  
( 5 .4.4) 
A disadvantage of the LMS estimator is its lack of efficiency when the errors are 
really normally distributed. And Rousseeuw and Leroy ( 1 987)  have shown that it has an 
abnormally slow convergence rate. To repair this ,  Rousseeuw (1983 ,  1984) introduced the 
least trimmed squares (LTS ) estimator, given by 
h 
rn�n 2::(1'2 )(i) 
9 i=l 
(5 .4 .5)  
where (1'2 ) ( 1 )  :::; . . .  ::; (1'2 ) (n) are the ordered squared residuals. Generalizing this ,  Rousseeuw 
and Yohai ( 1984) introduced the S-estimato1', corresponding to 
min S (B) 
9 
(5 .4 .6 )  
where 5(B) is a certain type of  robust M-estimate of  the residuals 1'" . . .  , 1'n' Like LMS 
estimators , both LTS estimators and S-estimators have a 50% breakdown point by a suitable 
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choice of the constants involved. But they converge at the usual rate. On the other hand, 
the efficiency problem can also be overcome by calculating a one-step M-estimator using 
the LMS estimator as the starting point . 
Besides the efficiency problem of the LMS estimator, Hettmansperger and Sheatter 
(1992)  pointed out that the LMS estimator is sensitive to inliers,  and Davis ( 1993 )  showed 
that it has bounded iillluence only under certain conditions . Nevertheless ,  as a starting 
estimator for constructing the standardized iillluence matrix, the LMS estimator or LTS 
estimator is recommended as long as consistency and a global robust property are the main 
concerns. 
5 .4 .2  Median Absolute Deviation (MAD) 
Even though the estimator of  17'2 is not the primary interest of  the problem, a robust 
estimator is needed to quantify the standardized iillluence matrix. 
The median absolute deviation (MAD ) estimator is one of commonly used estimator 
which has maximal breakdown point E' = 0 .5 .  It is defined as 
5 .4 .3  Robust Estimator for E(xTx) 
(5 .4 .7)  
One way of obtaining a robust estimate for E( xT x )  is to use the weights given by 
LMS estimator. It can be calculated by the following, 
where Wi is given by (5 .4 .3 ) .  
- T 1 � T E(x X ) = � � WiXi X i '  L..- i=l  WI i=l  
(5 .4 .8 )  
There is another robust estimator that is called minimum volume ellipsoid (MVE) 
estimator. Rousseeuw (1983 ,  1984) introduced an estimator with maximal breakdown p oint 
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given by 
J1-( x )  = center of the minimal volume ellipsoid 
covering (at least)  h points of x, (5 .4 .9 )  
where h can be taken equal to [n/2] + 1 .  The corresponding covariance estimator C(x )  i s  
given by the ellipsoid itself, multiplied by a suitable factor to obtain consistency. Rousseeuw 
( 1986) also showed that the breakdown point of a MVE estimator converges to 50% as 
n --> 00 .  An algorithm to obtain the MVE estimator can be found in Rousseeuw (1986) .  
Therefore, 
• in the case of where no intercept is included, a global robust estimator of E ( x  T x )  
could b e  determined by 
(5 .4. 1 0 )  
where C (x )  i s  determined by  MVE estimator . 
• with an intercept ,  a global robust estimator of E(xTx ) ,  where x = ( 1 , ;;; ) ,  could be  
determined by 
" T ( 1 0  ) E(x x) = 0 C(i) 
where C(x)  i s  determined by the MVE estimator applying to x .  
(5 .4 . 1 1 )  
Since MVE procedure assumes the ellipsoid distribution for x ,  i t  i s  limited useful in 
estimating E ( x T x ) .  
Chapter 6 
Logistic Regression Applications 
In this chapter the standardized influence matrix is applied in a logistic regression 
framework. First, the standardized influence matrix is developed for a maximum likelihood 
estimator. Then the same procedure has been applied to Beran's robust estimator, Mor­
genthaler's least absolute deviation estimator and Stefanski 's  bounded influence estimator. 
Finally, a global robust estimator for grouped data is propo·sed to construct a local influence 
measure for estimators . Special action is needed in dealing with logistic regression when 
data are ungrouped. This will be discussed in the next chapter. 
We consider the logistic model defined in chapter 2 . Let Yi given �i follow a binomial 
distribution with parameter m and probability 1I"(�i )  such that 
1I"(�i )  = T(�i B ) ,  i = 1, . . .  , n, ( 6 . 0 . 1 )  
where �i  E RP i s  the ith row o f  the design matrix Xn xp , B E 0 C RP is a p-vector of 
unknown parameters (p 2: 1) and 
T(t) = (1 + exp ( _tn- I . ( 6 .0 .2 )  
Also ,  we  assume the joint distribution F of  (� , y)  has a density of  the form 
f(� ,  Yi B) = 9(Yi �B)k( � )  ( 6 . 0 . 3 ) 
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6 . 1  M aximum Likeliho o d  Estimat or (MLE) 
The maximum likelihood estimator of {} is obtained by solving the equation 
n 
2:.(y;jm - r(x,{}) ) xT = 0 
1:::;: 1 
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(6 . 1 . 1 ) 
and is, under certain conditions (see Agresti 1990 ,  chapter 12 ) ,  optimal in the sense of 
asymptotically efficient. The functional T(F) corresponding to the MLE is the solution to  
J (y/m - r(x . T(F) ) ) xT dF(x, y) = 0 (6 . 1 . 2 ) 
where F(x , y) is the joint distribution of (x , y) . Let M = E(w(x{})xTx ) , where w(t) 
r(t) ( l  - r(t) ) . The influence function of T(F) is 
Since 
and 
( ) 1 - 1 V T, F = -M , m 
MSIF(X, Yj T, F) = mRX M- 1XT R, 
where R = diag(r1 " . .  , rn ) and r, = y; jm - r(x,{}) for i = 1 ,  . . .  , n. 
(6 . 1 . 3 ) 
(6 . 1 .4) 
(6 . 1 . 5 ) 
(6 . 1 . 6 ) 
Although 1', is bounded, the influence function or gross-error sensitivity is unbounded 
as x is unbounded. Therefore, the MLE has unbounded single local influence as well as 
unbounded joint local influence. In other words, the MLE in logistic regression can be 
highly influenced by a relatively small subset of the data. 
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Unlike the linear regression case where the distribution of the residuals ri is free of 
parameters ,  the distribution of ri = y; Jm - 7(:l:i B) in logistic regression depends on the 
unknown parameters. Consequently, the distribution function of the largest eigenvalue of 
the standardized influence matrix is a function of the parameter B, and the exact critical 
value of the largest eigenvalue is also a function of B. However, the following approximation 
approach may apply to some situations: 
• For all m, the np-guideline proposed in chapter 4 can always serve as a reasonable 
reference. 
• When m is large enough, say m :::: 10 ,  the m-asymptotic distribution of the standard-
ized influence matrix is a Wishart distribution. Thus, the discussion in section 5 . 1  
applies for this case. 
• Even when all above fails , one can, based on a global robust estimator of the param-
eter, do a small simulation study to obtain the critical value of the largest eigenvalue 
for the specific regression coefficient. 
6 . 2  B eran 's Robust Estimat o r  
Beran (1982 ) proposed a general theory for robust estimation in independent non-
identical distributed (Lnj.d) models, which avoids considerations of efficiency. Following is 
a sununary of his theory only as it pertains to logistic regression. Start by asslllIling that 
the true distribution of Yi given :l:i satisfies 
E(y; Jm l:l:i ) = Pi , i = 1, . . .  , n. (6 . 2 . 1 )  
Define {j as  the value of  B which minimizes 
L I I Pi - 7(:l:iB) I I ;, 0 , ( 6 .2 . 2 )  
i= l 
8 1  
where the choice o f  the norm I I  . 1 1 0 . 9 i s  made b y  the statistician. Beran suggests taking 
I I . 1 1 ; , 9 = I . I and for this choice ij exists  uniquely. The value ij minimizes the distance 
between the true distribution of the response (PI " ' " Pn ) and the modeled distribution 
Since Beran's theory distinguishes estimators only via their asymptotic properties ,  
Stefanski (1983 ) concluded that the value of B which minimizes 
n 
'2:.(y; jm - T(:z: ;B ) )2 ( 6 . 2 . 3 )  
i= 1  
performs optimally in Beran's framework. Let  w(:z:;B)  = T' (:z:; B ) .  The resulting estimator is 
a solution to 
'2:.(y; jm - T(:z:;B) )w(:z:;B):z:; = O. ( 6 . 2 .4) 
1= 1 
The contamination neighborhood  over which this estimator is optimal takes the form 
n 
Bn (Bo , C) = {PI , ' ' ' ' Pn : '2:.(P; - T(:z:;B) ) 2 ::; 2C2 } . ( 6 . 2 .5 )  
i= 1 
The solution to (6 .2 .4) is none other than the least squares estimator of B. In fact , for 
binary (binomial) regression, minimizing the distance between the observed or empirical 
distribution and the modeled distribution is equivalent to minimizing the distance b etween 
the observed regression function and the model regression function. 
The functional T(F) corresponding to the estimator determined by (6 .2 .4 )  is the 
solution to 
j (y/m - T(:Z: '  T(F) ) )w(:z: . T(F) ):z:T dF(:z: , y) = O .  
Let 
and 
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The iniluence function is 
IF(x ,  Yj T, F) = M-' (y - T(X • T(F) )w(x . T(F))xT , ( 6 . 2 . 6 )  
and 
(6 . 2 . 7) 
The standardized iniluence matrix can be written as 
MSIF(X, Yj T, F) = mRWXQ- 1XTWR ( 6 . 2 . 8 )  
where R = diag(1'l " ' "  1'n ) , 1'; = y; jm - T(X ; • T(F) )  for i = 1 ,  . . .  , nj and W = diag( W ( X I  • 
T(F) ) ,  . . .  , W(Xn . T(F) ) ) . 
Since w(x . T(F) )xT --+ 0 as I x l  --+ 00 when T(F) fo 0, the factor w(xll) limits the 
iniluence over much of the design space. And the iniluence function of Beran's estimator is 
bounded for all x in logistic regression with T(F) fo 0 except at the intercept .  Therefore, 
generally speaking, the gross-error sensitivity of Beran's estimator is bounded, so is the 
joint local iniluence for a given n. 
6 . 3  Least Absolute D eviation Estimat or 
Morgenthaler (1992)  proposed a least absolute deviation estimator by replacing the 
L2-norm by the L ,-norm in the deviation of quasi-likelihoods. 
A quasi-likelihood function of a generalized linear model is defined by its gradient , 
( 6 . 3 . 1 )  
where f.L = (f.Ll , " "  f.Ln Y is the mean of  Y, and W(f.L) denotes the variance matrix of  the 
vector of responses. Then the quasi-likelihood estimator is the solution to the equations 
(6 . 3 . 2 )  
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The matrix D contains the partial derivatives OJ1.; / oBj = d;j . 
With a constant diagonal scatter matrix, W = diag( W I "  • •  , wn ) , fitting by least 
Lq-norm (q 2: 1) corresponds to minimizing 
The corresponding gradient is 
( 6 . 3 . 3 )  
where sgn( . )  denotes the element-wise sign-function. With q = 2 ,  this  formula reduces to the 
quasi-likelihood in (6 .3 . 1 ) .  However, this extension does not lead to consistent estimates 
unless q = 2 or unless the responses are symmetrically distributed around their means . 
One must correct for asymmetry and that demands detailed knowledge of the underlying 
distribution. 
To obtain consistent estimates Morgenthaler calculated the correcting quantities 
( 6 . 3 .4) 
The corrected gradient is 
( 6 . 3 . 5 )  
and the estimating equation for B i s  
( 6 . 3 . 6 )  
In binary logistic regression, the correction for consistency i s  
This leads to the estimating equation, 
( 6 . 3 . 7 )  
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Since D = W X, the least absolute deviation estimator for this particular model is the 
solution to 
XTW'/2 (y - J.t) = L {J.t; ( 1 - J.t; ) } '/2 (y; - J.t; )xT = O . ( 6 . 3 . 8 )  
i:;::; l 
It can be shown that the influence function of the least absolute deviation estimator 
for a binary logistic model is 
( 6 . 3 . 9 )  
where 
and J.t = T(X . T(F)) . Now let 
and we have 
( 6 . 3 . 1 0 )  
Thus, the standardized influence matrix can be  written as 
( 6 . 3 . 1 1 )  
Like Beran's robust estimator, the weight {W(XB)} '/2  limits the influence o f  the design 
space. Therefore, the least absolute deviation estimator has bounded gross-error sensitivity 
or single local influence. Consequently, the joint local influence for a given n is also bounded. 
6 . 4  Bounded Influence Estimat o r  
Stefanski , e t  a l  ( 1986)  extended the Krasker-Welsch estimator for a linear model and 
proposed an optimal bounded influence estimator for generalized linear models . 
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They start with considering M-estimator 0., satisfying 
n 
L 'ifJ(:v ; , y; ,  0., ) = 0 ,  ( 6 . 4. 1 )  
i= l  
with 
(6 .4 .2 )  
Under regularity conditions , 0.,  is consistent and asymptotically normal with influence func-
tion 
IF(:v ,  y; O(F) ) = D; / (O)'ifJ (:v ,  y, 0 ) , ( 6 .4 . 3 )  
where 
( 6 .4 .4)  
Now let 
and 00 be the true unknown parameter. The asymptotic variance of nl/ 2 (0., - (0 ) is 
( 6 .4 . 5 )  
Bounded influence estimators are those M-estimators 0., with s ( 'ifJ) ::; a < 00 ,  where 
s ( 'ifJ) is the self-standardized sensitivity of the estimator 0., . The score function of the 
optimal b ounded influence estimator is 
( 6 .4 . 6 )  
where I = I (:v ,  y, 0) i s  the score function of  the maximum likelihoo d  estimator ( (y  1m -
r( :vO) ):vT for logistic regression) , and the p X 1 vector c = c( 0 ) and the p X P matrix 
B = B(O) are functions of 0 defined implicitly by the equations 
( 6 .4 .7 )  
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With c (B )  and B(B)  so defined, tPBI is unbiased and Q"B, (B) = B (B) . Thus, BBI has b ounded 
self-standardized sensitivity with bound a. 
Stefanski also showed that for a given bound a > 0 ,  if there exists an unbiased, 
strongly efficient score tPopt satisfying s(tP) ::; a < 00 ,  then tPopt is equivalent to tPBI whenever 
the latter is defined. This result suggests the estimator {j BI be obtained by solving 
n 
L �;({jBd = 0 ,  ( 6 .4 . 8 )  
i = l  
where �; (B) tPBI(Xi , Yi ,  B, B(B) ,  c(B))  and c(B) and B(B) are defined implicitly by the 
equations 
n n 
L E9(�i(B ) )  = 0, B(B)  = n- 1 L E9(�i(B)�T CB ) ) . (6 .4 .9 )  
i = l  
Since solving (6 .4 .8)  and (6 .4 .9)  for logistic regression is difficult , Stefanski suggested substi-
tuting a one step approximation with a bounded leverage estimator as the initial estimator. 
See Stefanski (1986)  for the details of the estimation procedure. 
With known c( B)  and B( B) ,  the influence function of the bounded influence estimator 
is 
I F( x, Yi B Bf>  F) = D;;, (B)w( x , Y, B) (  l (  x, Y, B)  - c( B ) ) ,  ( 6 .4 . 10 )  
where w(x , y, B) = min"/2 [1 , a2/ { ( l (x , y , B) - c(B) JTB- 1 ( I (x , y , B) - c(B)) }] .  Moreover the 
standardized influence matrix can be written as 
MSIF(X, Yi BBI , F) = WSXB- 1 SXW, (6 .4. 1 1 )  
where the n X p matrix 
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Obviously, the estimator has bounded gross-error sensitivity or  bounded single local 
influence. For a given n, it has bounded joint local influence. 
6 . 5  Globally Robust Estimat o r  for Grou p e d  D at a  
As in  the case of  linear regression, i t  i s  important to replace the true parameter 
with a global robust estimator to study joint local influence. The following proposed robust 
estimator for grouped data is an extension of the least median squares estimator for the 
linear mo del. 
6 . 5 . 1  Empirical Logistic Transformation 
Suppose that Y follows a binomial distribution with parameter m and probability p, 
and suppose that we require an approximately unbiased estimate of the log odds, 
z(p) = log (_P-) . I - p ( 6 . 5 . 1 )  
Provided that neither the number o f  successes nor the number of  failures i s  t oo  small, i t  is 
natural that z(p) be estimated by 
Z = log( ( Y + Co ) m - Y + co ( 6 . 5 . 2 )  
where Co i s  a constant . The maximum likelihood estimator has this form with Co = 0 and has 
asymptotic bias of order O (m-1 ) .  For the particular choice Co = 1/2 ,  the estimator Zl/2  has 
asymptotic bias of order O (m-2) .  This is known as the empirical logistic transformation 
(Cox 1970) .  Cox ( 1989)  and Gart ( 1967,  1985 ,  1986)  discussed several issues about the 
variance estimator of Z and applications of empirical logistic regression. 
With the empirical logistic transformation we expect E(Z)  = X() and we can use 
linear regression techniques to obtain the parameter estimator. However, as Gart ( 1 986 )  
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pointed out , 
• E(Z) 01 z(p) in finite samples whenever p 01 1/2 ,  even for the optimal value of c = 1/2 .  
• An unbiased estimate of  Var( Z) cannot be  found in  a finite sample. 
• The distribution of Z deviates appreciatively from normality even for a fairly large 
sample size. 
• Z and its estimated variance are highly correlated. 
Thus, the transformation is useful ouly if all the binomial indices m are fairly large. 
6 . 5 . 2  Empirical Logistic Least Median S quares Estimator 
Despite the disadvantages of using the empirical logistic transformation, the least 
median squares estimator of the transformed linear model where 
E(Z) = z(p) = XB (6 . 5 . 3 )  
i s  a good  starting point and i s  a highly robust estimator for the logistic model. However, 
a straight application of LMS results in biased estimates because of nonlinearity between 
:z: and the transformed values of the extreme responses (0 or m) . The following proposed 
two stage robust estimator is based on the assumption that there is enough non-extreme 
responses by which B is mostly determined. 
Stage I: Empirical logistic least median squares. 
First of all, the responses are transformed by (6 .5 .2 )  with c = 1/2. Based on the 
assumption made, a rough estimate iJo of B is determined by LMS for model (6 . 5 . 3 )  
for non-extreme responses only. Then the weight (inverse of  the variance) WO for 
each observation can be calculated with iJo . Finally, iJI is obtained by LMS for model 
( 6 . 5 . 3 )  incorporated with weight woo 
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1 .  Apply the empirical logistic transformation to the response to generate Z, where { - log(2m + 1 )  
- � z. - log (m-Yi+ l/2 ) 
log(2m + 1 )  
if y. = 0 ;  
if y. = 1 ,  . . .  , m - 1 ; 
if y. = m. 
2 . The LMS procedure is applied to the model 
where (XO, ZO) are the transformed observations with non-extreme responses .  
Specifically, 0° is the solution to 
(6 .5 .4)  
3 .  The weight wO is calculated by 
4. The LMS procedure is applied to the model 
where (X' , Z1 ) are the transformed observations whose weights are larger than 
a small constant , b ;  that is, 01 is determined by 
(6 .5 .5 )  
The choice of the constant b is a tradeoff between the bias and stability of the 
estimates. For smaller b, the estimates are more biased but more stable. Simi-
larly, we can use a LTS procedure instead of a LMS procedure to obtain more 
stable estimates. 
90 
Stage II: One step improvement 
Because of the disadvantages of the empirical logistic transformation, the first stage 
estimator needs improvements .  In linear regression, the one step M-estimator with 
LMS not only keeps the high breakdown property of the LMS but also has good 
efficiency. Likewise, a certain form of the one step M-estimator used in the first stage 
estimator should gain a good deal of efficiency and maintain the global robustness 
property. 
Similar to the algorithm for the Least Absolute Deviations estimator, the one 
step estimator is obtained by 
( 6 .5 . 6 )  
where M i s  diagonal with elements 
m;; = w(z;Oo ) {w(JL; ) - w'(JL; ) (y;jm - JL; ) } ,  
One possible extension t o  the above one step estimator i s  to make r = y/m - JL 
be bounded further so that possible outliers would not have too much influence on 
the one step improvement . We recommend using the Huber function that is defined 
by 
-rPc(r) = { r, ( )  sgn r c ,  
with c = 1 .345 as suggested by Huber. 
if � < c' � ( l - � )/m - , 
otherwise, 
Therefore, the one step improvement proposed is defined by 
(6 .5 .7 )  
(6 . 5 . 8 )  
where Me is diagonal with elements 
m;; = w (x;8 ' ) {w (jt; ) - w' (jt; )"pe (r; ) } , i = 1, . . .  , n. 
6 . 5 . 3  High Breakdown Property and Consistency 
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In the context of logistic regression, the concept of breakdown needs to be revised. It 
is obvious that the parameter estimator may not take arbitrary large values . It makes more 
sense to examine probability estimates than parameter estimates .  Therefore, a reasonable 
definition of breakdown in the logistic regression context ought to be when all the probability 
estimates tends to the extreme values 0 or 1 .  
Since the LMS estimator in linear regression has breakdown point 0 .5 ,  for a given I ,  
8l won't breakdown unless the response of more than n/2 - I data points changes to  the 
extreme value (0  or m) . Thus it has breakdown point 0.5 - lin. Consequently, 82 also has 
breakdown point 0 .5  - lin. Accordingly, we conclude that the breakdown point of 81 or 82 , 
" 1 I 
f == - - -, 2 n 
where I is maximum number of extreme responses, whicl1 depends on XB. 
( 6 . 5 . 9 )  
Generally speaking, with regular non-extreme X and B, we expect that I is around 
nl (m + 1 ) .  Therefore, the breakdown point of the two stage estimator is 
1 1 fOp. :::::: - - --- . 
2 m + 1 
( 6 . 5 . 1 0 )  
Note that E" tends to be 0 .5  i f  m is large enough; and E" "" 0 in  the case of  ungrouped 
data where m = 1 ,  whicl1 suggests that special attention need to be paid in the case of 
ungrouped data. 
In terms of consistency, the two stage estimator, 82 -t Bo in probability as m, n -t 00. 
However, for moderate 5 ::; m ::; 10, the estimator Z may not be even approximately con-
sistent because of the weakness of the empirical logistic transformation. This results in the 
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inconsistency of 01 for moderate m, which in fact is the reason for a one step improvement . 
The one step improvement makes the estimates approximately consistent for many cases ,  
as will be shown by the simulation studies described in a later chapter. 
Chapter 7 
B inary Logistic Regression 
As it has been shown in previous chapters, the work done in linear regression provides 
a guide or methodology that may be applied to the logistic regression model. However, as 
Jennings (1986)  pointed out , the similarities that allow adaptation of such techniques to 
logistic regression seem to hide many of the differences . This chapter discusses some of the 
differences and difficulties specifically in the case of binary data with no replicates .  
7.1 Residuals and Outliers 
There are several ways of defining residuals in logistic regression as shown in chapter 
2 .  Many other definitions of generalized residuals for the generalized linear model have 
been discussed by Pierce and Schafer (1986) .  Based on m-asymptotic, they used generalized 
residuals to identify individual poorly fitting observations. However, in the case of binary 
logistic regression where m = 1, the asymptotic results no longer hold. 
Obviously, the major difficulty in binary logistic regression is that the deviance or 
Pearson residuals have a two point distribution that depends on p. For instance, the de­
viance residual is 
rDi = { -2(Yi log pi + (1 - yo )  log( l - Pi ) ) } 1 /2 , 
and the distribution of r Di depends on Pi . Specifically, Er Di � 0 and Er1i are not constant 
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_ both depend on Pi (see Jennings 1986) .  Consequently, the distribution function of the 
residuals is a function of regression coefficients O. Therefore, the usual concept of outliers 
based on residuals or the slippage model no longer works .  
Jennings (1986)  proposed a reasonable definition of an outlier by looking at the 
probability of the response Y being very far away from the true mean EY. Formally, the 
ith case is an outlier if 
Pr( lY; - EY; I  2: IYi - EY; I ) < €, 
where € is small. 
According to the definition above, outliers in the binary regression context can only 
happen where EY; or 1 - EY; is close enough to 0 or 1. Now suppose a contaminated 
sample consists of n - k observations Z = { (X l ' Yl ) ,  . . . , ( Xn _k ,  Yn -k ) }  from postnlated model 
EY = 7"(xO) with unknown 0 and k other observations Zc = " { (Xn-k+b Yn-k+i) ,  . . .  , ( xn ' Yn ) } .  
Then 
• (X I >  y/ ) ,  I = n - k + 1, . . .  , n is indistinguishable from Z, the correct samples ,  if 7"( x / B) 
is not close to the boundary of p, i .e. 0 or 1 .  
• The observation in Zc conld be identified a s  an outlier only i f  Y i s  close to 1 - 7"( xB) 
with boundary value of 7"(xO) . 
7 . 2  Why Least Median S quares S olution D o es Not Exist 
Recall that 
• the least median squares estimator of linear regression is the value satisfying 
where Ti ( O) = Yi - XiO j 
!nJnmediTi ( 0) 2 
8 
• the maxim= likelihood estimator is defined by 
n 
'" • 2 mjn .LJ rDi (li) , 9 i= l 
where rDi are the deviance residualsj 
• the minim= Pearson chi-squares estimator is defined by 
n 
mjn L rpi (B)2 , 9 i= l .  
where rpi are the Pearson residuals. 
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Now when thinking of a high breakdown point estimator of logistic regression, one 
may think there should exist a solution satisfying 
mjnmecl;r. i ( B ) 2 , 
6 
( 7.2 . 1 )  
where r. i i s  rDi or rpi ' However, using (7 .2 . 1 )  as an extension to the least median squares 
estimator in linear regression fails . 
Proposit ion 7 .1  No finite optimum solution to the objective function med;r . i (B) 2 exists. 
This can be illustrated by the example of a simple logistic regression with fixed 
intercept a. Suppose one has a sample { (X l , Yl ) , " " (xn ' Yn ) } where Yi is the binary response 
whose probability of success (Yi = 1 )  is ass=ed to be 
1 
P(Xi ) = 1 + exp( - ( a + ,8Xi ) ) ' 
where Xi fo 0 for i = 1, . . .  , n. Now let noo be the n=ber of the samples whose x < 0 and 
Y = O J nO l be the n=ber of the samples whose X < 0 and Y = Ij nlO be the n=ber of the 
samples whose X > 0 and Y = O J and nu be the n=ber of the samples whose x > 0 and 
Y = 1. Since 
nOO + nOl + nlO + nu = n, 
we know one of the following inequalities is true, 
or 
n 
noo + n" 2: 2" 
Without loss of generality, we ass1llIle noo + nu 2: n/2 .  Now as j3 -+ + 00 ,  because 
p( :z:) -+ 0 for :z: < 0 
and 
p(:z:)  -+ 1 for :z: > 0 ,  
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there are over n/2 data points whose residuals (deviance or Pearson) are arbitrarily close to  
o .  Therefore the objective function, the median of residual squares, can be arbitrarily close 
to zero. And there will be  no finite j3 achieving the minim1llIl of the objective function. 
7 . 3  A Global Robust E stimat o r  v i a  S m o o t hing 
As we all know, the global robust estimator for grouped data in the last chapter does 
not work for the case of m < 5 .  The situation is even worse when m = 1 because every 
observation is the extreme response data, where the empirical logistic transformation is 
ill-defined. However, if one can obtain a reasonable estimate of the probability Pi based on 
m local observations, the global robust estimator proposed in last chapter can be extended 
to the case of ungrouped data. A local estimate of the Pi can be determined by a locally 
weighted smoothing technique. 
7 . 3 . 1  The Locally Weighted Smoother and t h e  Model 
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A large number of  local smoothers have been proposed and studied in the last fifteen 
years.  Without doubt,  the topic of how to choose a suitable smoother for binary response 
deserves another dissertation. For a review of local smoothers,  see Hastie and Tibshirani 
( 1992) ;  for the implementation of local smoothers, see Chambers and Hastie ( 1992 ) .  
Here, we  follow the smoothing process proposed by Fowlkes ( 1987) ,  and extend i t  to 
the case of multiple explanatory variables . Suppose we have samples {(Xl '  YI ) ,  . . .  , ( xn ,  Yn ) } , 
where x; is a p - 1 row vector with continuous elements ;  Y; is a binary response. Now let 
N; be the set of indices of the observations corresponding to the m nearest neighbors of X; 
with respect to the Euclidean distance. Then the m-Iocal neighborhood smoothed value, p; 
is given by 
(7 .3 . 1 )  
where the s um  i s  over j E N; and 
(7 . 3 . 2 )  
i s  a cubic weight function. Here d;j i s  the Euclidean distance between x; and Xj ; and 
Theorem 7. 1 If for all j = 1, . . .  , n, 
d; = max d;j . jEN; 
Pj = 1/ ( 1  + exp( - (a + Xj ll) ) ) ,  
and the m nearest neighbors of x; are close enough t o  X ; ,  then 
(7 .3 .3 ) 
Proof: Let {j;j = Xj - X ; .  Now by Taylor's expansion, we have 
Pj 
Then 
o 
1 
1 + exp (- (o:  + x/ )) )  
1 
1 + exp( - (0: + xJ) + {j;j O ) )  
1 
+ {j  
exp( - ( o: + x;O ) )  
0 
1 + exp( - ( 0: + x ;O ) )  ' J  ( 1  + exp ( - (0: + X ;O ) ) ) 2 
"" P; + p; ( l  - p; )O;jO .  
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Following the approach in  last chapter, we examine the logit transformation of  
smoothed probability estimates. 
Theorem 7.2 With smoothed probability estimates given by (7.3. 1), we have the logit linear 
model 
where 
E[log( �)] = £; 0 ,  1 - p; 
Proof: It can be shown that if p; and p; are close,  then by Taylor's  expansion 
1 ( P; ) 1 ( p; ) + p; - p; og -- "" og -- . 
1 - p; 1 - p; p; ( l - p; )  
( 7 .3 .4) 
(7 . 3 . 5 )  
( 7 . 3 . 6 )  
By Theorem 7. 1 , we have 
E[ji;J - Pi "" Pi ( l - Pi ) (ii - Xi )e. 
Thus, 
o 
F E[log( -'-. ) ] 
1 - Pi 
7 .3 . 2  Global Robust Estimator 
"" log ( � ) + E[jii] - Pi 
1 - Pi Pi ( 1  - Pi ) 
ii e.  
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The estimator proposed here is an application of the empirical logistic least me-
dian squares estimator of the last chapter. The main problem in applying this estimator 
to ungrouped data is the failure of the empirical logistic transformation, and this can be 
overcome by the locally weighted smoothing technique. Specifically, one can use the 10-
cally weighted smoother discussed above to calculate , for each data point , the smoothed 
probability estimate whose empirical logit is well defined. 
Suppose { (X l , Yl ) '  . . .  ' (xn , Yn ) }  are the sample data that are going to be  fitted by 
logistic model 
1 Pi = 1 + e (a+xii3) · 
Then the algorithm for obtaining a global robust estimator is described by the following, 
1. Locally weighted smoother. 
For each Xi , i = 1 , . . .  , n, find out Di and calculate Wij for j E Di by ( 7 . 3 . 2 ) .  Then 
ii , Fi are obtained by ( 7 .3 . 1 ) and (7 .3 .5 )  respectively. 
2. Empirical Logit . 
The empirical logit for each (X i ,  Yi )  i s  defined by 
Zi = { 
3. LMS estimator. 
- log(2 Lj Wij + 1 ) 
log(� ) 
log(2 Lj Wij + 1 )  
i f  Pi  = O J 
if 0 < Pi < I j  
i f  P i  = 1 .  
The procedure described in 6 .4 i s  used to calculate 01 of  the model 
E(Z) = X() 
where 
4. One step improvement . 
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( 7 . 3 . 7) 
The same one step improvement formula is applied to the raw data with starting 
estimates 01 to obtain 02 , that is, 
where 
and the rest are defined as in section 6 .5 .2 .  
7 .3 .3  High Breakdown Point and Consistency 
( 7 . 3 . 8 )  
As in  section 6 .5 .3 ,  the breakdown in logistic regression for ungrouped data is defined 
as the case when all the probability estimates tend to be an extreme value, 0 or 1 .  Hence, 
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a s  suggested by  section 6 . 5 ,  we would expect that the breakdown point of  ijl or  ij2 , for given 
smoothed probability estimates, is 
• 1 
€ = - - -n 2 n ' 
( 7. 3 . 9 )  
where I i s  the maximum number of  the smoothed probability estimates that are zeros or  
ones. 
However, as we know, the smoothed probability estimates are not the raw data, and 
each estimate is not independent of its neighbors . The true breakdown point of the {jl or {j2 
would depend on the smoothing procedure as well as the distribution of the contaminated 
points .  The followings are some typical cases of contamination that might happen, 
• With moderate m, the smoothing procedure is robust to isolated outliers b ecause of 
the weighted average. 
• In the case of clustered outliers ,  the contamination would not or would barely spread 
out to the estimates of the other good data points because of the nearest neighborhood  
algorithm. 
• When the contamination is everywhere in the space of Rk , the smoothing procedure 
yields biased estimates in many places ,  even perhaps for all the data points .  
In the first  two cases , the global robust estimator works properly to distinguish the outliers 
and good data points ,  while it fails for the third case in which it is almost impossible to  
separate the outliers from the good data points .  Therefore, for the applicable cases ,  the 
breakdown point of ijl or {j2 is 0 .5  - lin. 
Although the empirical logit obtained by the smoothed value are not independent of 
each other, the least squares estimator based on the empirical logit and X is asymptotically 
consistent . 
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Theorem 7.3 The least squares estimator of the model 
E(Z)  = XO 
i s  asymptotically consistent, where Z is defined by  (7.3. 7) with 
and X is given by (7.3. 5) .  
Proof: The least squares estimator of  the model can be written as 
It is easy to show that (j is an unbiased estimator, because 
Now we let V = var(Z) .  By the algorithm we suggested, each Pi is correlated with 
other Pi 's of the order of m. Thus there are of the order of m nonzero elements in 
each row/column of V. 
The variance of {j can be written as 
Since 
- T - '"' -T -X X =  � Xi X i ,  
i== 1  
each element of XT X is of the order n. And because 
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each element of XTV X is of the order mn. Accordingly, each element of v ar ( 0) is of 
the order lin · mn . l in, i.e min. Hence we have 
n� v ar (O ) = OJ  
that is ,  0 is a consistent estimator of O. 
o 
The consistency of the least squares estimator suggests the consistency of the 02 • 
Simulation studies in the next chapter will demonstrate the properties of this proposed 
robust estimator. 
Chapter 8 
Some Simulation Results in Logistic Regression 
Small simulation studies were performed to investigate the performance of the max-
imum likelihood estimator, robust estimators and the proposed global robust estimators 
(81 and 82 ) under cases of non-contamination and contamination in logistic regression. The 
least absolute deviation estimator and bounded (leverage) influence estimator basically work 
for ungrouped data, but Beran's robust estimator is the only available robust estimator for 
both grouped and ungrouped data. All programs for the simulation studies were written 
by Splus and implemented on Sun Spare 10 in Department of Biostatistics at MeV. 
Random observations are mostly generated from a simple (p = 2) or multiple (p = 
3 , 4) logistic regression model 
or 
Pi log( -- ) = a + �ij3 , 1 - Pi 
( 8 . 0 . 1 )  
( 8 . 0 . 2 ) 
( 8 . 0 . 3 )  
To study robustness o f  the estimators , we  examine simulation results from the fol-
lowing three cases: 
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Table B .1 :  Data Generation for Simple Logistic Regression 
Case X Y 
A :I: � N(O ,  1 )  Y � BIN(m, p(:I: ) )  
B BO% :  :I: � N(O ,  1 )  Y � BIN(m, p(:I: ) )  
2 0 % :  :I: � N( -10 , 1 )  
C BO% :  :I: � N(O ,  1 )  Y � BIN(m, p(:I: ) )  
20%:  :I: � N( -10 , 1 )  Y � Random Number 
Table B .2 :  Data Generation for Multiple Logistic Regression (p=3)  
Case )(1 X2 Y 
A :1: 1 � N(O ,  1 )  :1:2 � Uniform(O , l )  y � BIN(m, p(:l:b :l: 2 ) )  
B BO%:  :1:1 � N(O ,  1 )  :1:2 � Uniform(O , l )  y � BIN(m, p(:l: l > :1:2 ) )  
2 0 % :  :1: 1 � N( - 10 , 1 )  
C BO%:  :1: 1 � N(O,  1 )  :1:2 � Uniform(O , l )  BO%:  y � BIN(m, p(:l: l > :1:2 ) )  
20%: :1: 1 � N( - 10 , 1 )  20%:  y � Random Number 
Table B .3 :  Data Generation for Multiple Logistic Regression (p=4) 
Case Xl X2 X3 Y 
A :1: 1 � N(O, l )  :1:2 � Uniform(O , l )  :1:3 � N(O ,  1 )  Y � BIN(m,p(:l: b :l:2 ) )  
B BO%:  :1: 1 � N(O ,  1 )  :1:2 � Uniform(0 ,1 )  :1:3 � N(O ,  1 )  Y � BIN(m, p(:l: 1 > :l:2 ) )  
20%:  :1: 1 � N( -10 , 1 )  
C BO%:  :1: 1 � N(O ,  1 )  :1:2 � Uniform(O , l )  :1:3 � N(O ,  1 )  BO% :  y � BIN(m, p(:l: l> :l:2 ) )  
20%:  :1: 1 � N( -10 , 1 )  2 0 % :  y � Random Number 
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Case A :  n random observations (x ; ,  y; ) ,  i = 1 ,  . . . , n are generated from the model ( 8 . 0 . 1 ) ,  
(8 .0 .2 )  or (8 .0 . 3 ) .  
Case B:  80% of n random observations are generated as  in case Aj while the other 20% 
random observations are high leverage points in  X space but their responses are 
correctly generated from the model. 
Case C: 80% of n random observations are generated as in Case Aj while the other 20% 
random observations are high leverage points in  X space and their responses are 
random numbers from 0 through m. 
The details of the cases for p = 2 and p = 3 , 4 are summarized by table 8 . 1 ,  table 8 .2  and 
table 8 .3 .  
To evaluate the performance of  the estimators, we  will compute the mean squares 
error matrix defined as 
MSE(O) ( 8 . 0 04)  
( 8 . 0 . 5 )  
where B i s  the number of  replications in the simulation and 
Definition 8 . 1  The bias measure of the estimate is defined by 
and the variance measure of the estimate is defined by the trace of the variance matrix of O . 
Hence, we estimate the bias and variance term of the estimates by replacing EO by 
1J and the covariance matrix by the sample covariance matrix. 
8 . 1  Simulation Studies for Grou p e d  Data 
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For grouped data, we examine the cases of m = 5 and m = 10 ,  with parameters 
a = -0 .5  and f3 = 2 in simple logistic regression; with parameters a = 1 ,  f3, = 3, f32 = - 2  
and parameters a = 1 ,  f3 ,  = 3 ,  f32 = -2,  f3 3  = -0 .5  in multiple logistic regression o f  p = 3 
and p = 4 respectively. The data of sample size of n = 50 are generated according to m and 
parameters for cases A·C ,  then the maximum likelihood estimator (MLE) , Beran's robust 
estimator (Beran) and the proposed global robust estimators (8' and 82 ) are calculated for 
the generated data. The same procedure is repeated B = 500 times .  Table 8.4,  8 . 6  and 8 . 8  
show the mean and standard deviation of  all the estimates for all combinations . Moreover, 
table 8 .5 ,  8 . 7  and 8.9 list the bias and variance measure of each estimate. 
Generally speaking, for the ideal case ( case A), the biases of the MLE, Beran's robust 
estimates and the proposed global robust estimates 82 when m = 10 are ignorable, while the 
bias of 82 when m = 5 is noticeable. For case B, in which :1:2 has 20% outlying points ,  the 
MLE, Beran's robust estimates and 82 with m = 10 behave much the same as in the case 
A, while the bias of 82 with m = 5 increases .  For the case C ,  in which 20% contamination 
exists, the MLE wildly diverges , while the Beran's robust estimates are quite stable except 
for when p = 4 and m = 10. On the other hand, 82 behaves considerable better than all 
the other estimates when m = 10 .  Fig. 8 . 1  shows the Bias for MLEs, Beran's estimates and 
82 (in the figure 82 is named as "One" because it is the result of one step improvement 
procedure ) . 
All 8' appear to be biased compared to the other estimates .  The effect of the one step 
improvement can be seen from table 8 .4  through table 8 . 9 .  Hence the one step improvement 
is certainly crucial for us in obtaining an unbiased estimator. Moreover, since almost all 
82 for m = 5 have the worst biases, a moderate number of replications-m, say m 2': 1 0  is 
Table 8.4:  Means ( S .D )  of estimates for simple regression (p=2) 
I Case I m I Estimator I a = -0 .5  f3 = 2 
A 5 MLE -0 .510  ( 0 . 170 )  2 . 024  (0 .270) 
Beran -0 .517  (0 . 185 )  2 .045 (0 .326)  
1)1  -0 .398 (0 . 156 )  1 . 548 (0 .227) 
1)2  - 0 .484 (0 . 167)  1 .901  (0 .244) 
10 MLE -0 .502 ( 0 . 1 17)  2 .021 (0 .185)  
Beran -0 .508 ( 0 . 126)  2 .033 (0 .220)  
1)1 -0 .440 (0 . 133 )  1 .  788  (0 .232) 
1)2 -0 .496 (0 . 125)  1 .996 (0 .2 1 1 )  
B 5 MLE -0 .418 ( 0 . 177) 1.926 (0 .278) 
Beran -0 .437 (0 . 194) 1 . 949 (0 . 319 )  
1)1  -0 .334 (0 . 171 )  1 .526 (0 .282)  
1)2  -0A08 ( 0 . 176 )  1 . 8 3 8  (0 .301 )  
10 MLE -0 .493 (0 . 133 )  1 .992 (0 .205 )  
Beran -0 .501  ( 0 . 145) 2 .019  (0 .251 )  
1)1 -0 .443 (0 . 147) 1 . 765 (0 .256)  
1)2  -0 .492 (0 . 142) 1 .971 (0 .235)  
C 5 MLE -
Beran -0 .502 (0 .206)  · 2 .072 (0 .306)  
1)1 -0.386 (0 . 188 )  1 .499  (0 .307)  
1)2  -0 .467 (0 .195)  1 . 864 (0 .358)  
10 MLE - -
Beran -0 .511  (0 . 145) 2 .037 (0 .253) 
1)1  -0 .451 ( 0 . 149) 1 . 775 (0 .275)  
1)2  -0 .501  ( 0 . 143) 1.985 (0 .251 )  
Table 8 .5 :  Measures of  estimators in simple regression (p=2) 
m Estimator Case A Case B Case C 
Bias Var Bias Var Bias Var 
5 MLE 0.0007 0 .102 0 .012  0 .108  - -
Beran 0 .0023 0. 141 0 .007 0 .139 0 .0053 0 . 173 
1)1 0 .215 0 .076 0 .252 0 .109  0 .263  0 .130  
1)2 0 .010 0 .088 0 .035 0 . 122 0 .0196  0 . 166  
10 MLE 0 .00046 0 .048 0 .0001  0 .060 - -
Beran 0 .0011  0 .065  0 .0004 0 .084 0 .0015  0 .085  
1)1  0 .0487 0 .072 0 .0585 0 .089 0 .053 0 .098 
1)2  0 .00003 0 .060 0 .0009 0 .075 0 .0002 0 .084 
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Table 8 .6 :  Means (S .D)  of  estimates for multiple regression (p=3 )  
I Case I m I Estimator I 0 = 1  f31 = 3 
A 5 MLE 1 .012 (0 .421 )  3 .081  (0 .397)  -2 .019  ( 0 . 748)  
Beran 1 .047 (0 .505)  3 . 1 77 (0 .581 )  -2 .089 (0 . 896 )  
(Jl 0 .691 (0 .380)  2 . 130  (0 .417)  -1 .381 (0 . 672 )  
82 0.882 (0 .398)  2 .698 (0 .413)  - 1 . 762 (0 .698)  
10 MLE 1.023 (0 .300)  3 .055 (0 .309)  -2 .038 (0 .533)  
Beran 1 .028 (0 .337)  3 .086 (0 .387)  -2 .054 (0 .605)  
81 0 .881 (0 .342) 2.626 (0 .368)  - 1 . 751  (0 .592)  
82 0.992 (0 .320)  2 .964 (0 .341)  - 1 . 976 (0 .562)  
B 5 MLE 1 .079 (0 .436) 2 .947 (0 .419)  -2 .014 (0 .788)  
Beran 1 .084 (0 .491 )  3 . 033  (0 . 604) -2 .051  (0 .883)  
8' 0 .758 (0 .41 1 )  2.024 (0 .394) - 1 .414 ( 0 . 742) 
82 0.940 (0 .417) 2 .563 (0 .427) - 1 . 764 ( 0 . 755)  
10 MLE 1 .024 (0 .312)  3 .009 (0 .316)  - 1 . 998 (0 .528)  
Beran 1 .053 (0 .363)  3 .069 (0 .423) -2.067 (0 .627)  
8' 0 .887 (0 .366)  2 .591 (0 .378)  - 1 . 736 (0 .640) 
82 0.996 (0 .333)  2 .924 (0 .345)  - 1 .955 (0 .576)  
C 5 MLE - - -
Beran 1 .088 (0 .577) 3 .267 (0 .742) -2.156 ( 1 . 0 17 )  
8' 0.635 (0 .395)  1 . 765 (0 .394)  -1 .217 (0 .631)  
82 0 .846 (0 .416)  2 .385 (0 .462) - 1 . 637  (0 .710 )  
10 MLE - -
Beran 1 .009 (0 .352)  3 . 105  (0 .438)  -2 .023 (0 .626)  
81 0 .869 (0 .354) 2 .570 (0 .433) - 1 . 742 (0 .639)  
82 0.969 (0 .326)  2 .923 (0 .376)  - 1 . 941 (0 .574) 
Table 8 .7 :  Measures of estimators in multiple regression (p=3)  
m Estimator Case A Case B Case C 
Bias Var Bias Var Bias Var 
5 MLE 0 .007 0 .894 0 .0092 0 .986 - -
Beran 0.0416 1 .396 0 .0107  1 .386  0 . 114  2 . 106  
81 1 .237 0 . 770 1 .354 0 .875 2 .272 0 . 709  
82 0 .162 0 .815  0 .250 0 .925 0 .533 0 . 8 10  
10  MLE 0.005 0 .469 0 .0007 0.476 - -
Beran 0 . 011  0 .629 0 . 0119  0 . 705  0 .0116  0 . 708  
8' 0 .216 0 .602 0 .250 0 .686 0 .268 0 . 720  
82 0.002 0 .534 0 .0078 0 .562 0 .0103  0 .577  
1 1 0  
Table 8 . 8 :  Means ( S .D)  o f  estimates for multiple regression (p=4) 
I Case I m I Estimator I Ct = 1 (31 = 3 (32 = - 2 (33 = -0 . 5 
A 5 MLE 1 .023 (0 .406) 3 .044 (0 .398)  -2 .061 (0 .726)  - 0 . 512  ( 0 . 1 2 1 )  
Beran 1 . 109 (0 .468) 3.120 (0 .581 )  -2 . 165  (0 .865)  - 0 .557  ( 0 . 154)  
(J1 0. 644 (0 .393)  2 .029 (0 .361)  - 1 .340 (0 .695)  -0 . 346 ( 0 . 123 )  
(J2 0 .862 (0 .378)  2 .589 (0 .358)  - 1 . 742 (0 .677) -0 .438 ( 0 . 1 1 5 )  
10  MLE 1 .016  (0 .291 )  3 .059 (0 .299)  -2 .030 (0 .506)  -0 .505 (0 .087)  
Beran 1 . 043 (0 .331 )  3 . 109  (0 .392)  -2 .071 (0 .581 )  -0 .526 (0 . 107 )  
(J1 0.848 ( 0 .346) 2 .600 (0 .361 )  - 1 . 691  (0 .608)  -0 .429 ( 0 . 1 08 )  
(J2 0 .968 (0 .308)  2 .944 (0 .337)  - 1 . 932 (0 .539)  -0 .485 (0 .097)  
B 5 MLE 1 .065 (0 .437) 2.932 (0 .416)  - 1 .925 (0 .791)  -0 .488 ( 0 . 1 33 )  
Beran 1 .091  (0 .498) 3 .035 (0 .670) -1 .989 (0 . 910 )  -0 .538 ( 0 . 1 78 )  
(J' 0 .747 (0 .437) 1 .947 (0 .469) -1 .326 (0 . 816 )  -0 .336 ( 0 . 140)  
(J2 0 .917  (0 .405) 2 .467 (0 .495) -1 .650 ( 0 . 756)  -0 .420 ( 0 . 129 )  
10  MLE 1 .041 (0 .331 )  3 .004 (0 .319 )  -2 .046 (0 .584) -0 .500 (0 . 099 )  
Beran 1 . 075 (0 .352)  3 .062 (0 .429) -2 . 115  ( 0 . 640) -0 .521  ( 0 . 1 14)  
(J' 0 .870 (0 .399)  2 .566 (0 .403)  - 1 . 730 (0 .687)  -0 .429 ( 0 . 1 1 7) 
(J2 0 .986 (0 .355)  2 .903 (0 .369)  - 1 . 963  (0 . 614)  -0 .484 ( 0 . 1 06 )  
C 5 MLE - - - -
Beran 1 . 171  (0 .633)  3 .314 (0 .825)  -2 .280 ( 1 . 133)  -0 .603 (0 .227)  
(J1 0 .566 (0 .410)  1 . 625 (0 .426)  - 1 . 141 (0 . 670 )  -0 .284 ( 0 . 1 0 8 )  
(J2 0 .785 (0 .432)  2 .240 (0 .535)  - 1 .568  ( 0 . 722)  -0 .389 ( 0 . 1 1 6 )  
10  MLE - - - -
Beran 0 .997 (2 .494) 3.226 (0 .807)  - 1 . 666  ( 10 . 145) -0 .693 (2 . 526 )  
(J1 0 .835 (0 .436) 2 .461 (0 .501 )  -1 .633  (0 .823)  -DA08 ( 0 . 145)  
(J2 0 . 964 (0 .388)  2 .841 (0 .436) -1 .898 ( 0 . 736 )  -0 .474 (0 . 122 )  
Table 8 .9 :  Measure of  estimators in  multiple regression (p=4) 
m Estimator Case A Case B Case C 
Bias Var Bias Var Bias Var I 
5 MLE 0 .0063 0 .865 0 .0147 1 .008 - -
Beran 0 .0567 1 .300  0 .0111  1 .556 0 .2168  2 .417  
(J1 1 . 5140 0 .783 1 . 6530 1 .096 2 .8625 0 . 8 11  
(J2 0 .2583 0 . 742 0.421 0 .996 0 .8219  1 . 008  
10  MLE 0 .0047 0.438 0 .0038 0 .563 - -
Beran 0 .0195 0 .612  0 .0230 0 . 730  0 . 1993  116 .166  
(J1 0 .2833 0 .631 0 .2833 0 .807 0.4608 1 . 139 
(J2 0 .0090 0 .508 0 .0112  0 .651  0 .0379 0 .897 
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Figure 8 . 1 :  Bias of MLE, Beran and ij2 For Grouped Data 
1 1 1  
1 1 2  
another key t o  obtain an unbiased estimate. This also was the rationale in choosing m = 1 0  
as  the smoothing parameter for the robust procedure suggested in chapter 7. 
8 . 2  S imulation Studies for Ungroup e d  Data 
For the case of binary responses without replications , we examine the estimators 
of simple regression with parameters a = - 0 .5 and f3 = 2;  and multiple regression with 
parameters a = 1 ,  f31 = 3, f32 = -2 and a = 1, f3, = 3, f32 = -2,  f33 = - 0 .5  for p = 3 
and p = 4 respectively. Data of sample size n = 100  are generated for case A- C ,  then 
the maximum likelihood estimator (MLE) , Beran's robust estimator (Beran) , least absolute 
deviation estimator (LAD ) , bounded-leverage estimator (BL ) , bounded influence estimator 
(Bl) and the proposed global robust estimators via smoothing (8' and (2 ) are calculated for 
the generated data. The same procedure is repeated B = 300 times . Table 8 . 1 0 ,  8 . 1 2  and 
8 . 14 show the mean and standard deviation of all the estimators for all the combinations . 
Table 8 . 1 1 ,  8 . 1 3  and 8 . 15  list the bias and variance measures of each estimate.  
Notice that the MLEs are the best for case A and case B ,  whereas they diverge for 
case C .  In terms of bias of the estimates,  all the estimators including Beran, LAD , BL ,  Bl 
and 82 behave quite well for case A and case B .  And, as we anticipated, the variances of 
Beran and LAD estimators are large relative to the other estimators . For the case C ,  in 
which we can exa.nline the robustness of the estimators, BL and BI estima.tes a.pproach zero 
and thus show large biases. Beran and LAD estimators are quite stable if the procedures 
converge. Table 8 . 1 6  lists the number of occurrences of divergence in 300 replications . 
A large number of divergences happens in the Beran and LAD estimation procedures, 
especially when p = 4 for case C ,  1 7.7% and 57.7% of estimates diverge for the Beran and 
LAD procedure respectively. One may imagine as the dimension of parameters increases,  
Table 8 .10 :  Means (S .D)  of estimates for simple regression (p=2)  
I Case I Estimator I a = -0 .5  (3 = 2 
A MLE -0 .506 (0 .292)  2 .067 (0 .458)  
Beran -0 .406 (2 .248)  2 .055 ( 1 .674) 
LAD -0 .511  (0 .307)  2 .086 ( 0 . 511 )  
BL -0 .506 (0 .303)  2 .072 (0 .49 1 )  
BI -0 .507 (0 .303)  2 .079 (0 .49 1 )  
()l -0 .428 (0 .308)  1 .695 (0 .485)  
()2  -0 .533 (0 .335)  2 . 158  (0 .530)  
B MLE -0.468 (0 .264) 1 . 999  ( 0 .446) 
Beran -0 .515  (0 .313)  2 .090 (0 .672 )  
LAD -0 .482 (0 .278)  2 .008 (0 .497) 
BL -0 .476 ( 0 .274) 1 .993 (0.490) 
BI -0 .476 (0 .274) 1 .999 (0.487) 
()l -0 .381  (0 .315 )  1 . 634 (0 .522)  
()2  -0 .504 (0 .319 )  2 .076  (0 .573)  
C MLE - -
Beran -0 .566 (0 .410)  2 .314 ( 1 .020)  
LAD -0 .536 (0 .327)  2 ;159 (0 . 642) 
BL -0 .288 (0 .208)  0 .747 (0 .297)  
BI -0 .287 (0 .209)  0 . 743 (0 .320)  
()l  -0 .413 ( 0 .443 ) 1 .405 ( 0 . 702)  
()2  -0 .489  ( 0 .343) 1 .832 (0 .879)  
Table 8 .11 :  Measures of  estimators in simple regression (p=2)  
Estimator Case A Case B Case C 
Bias Var Bias Var Bias Var 
MLE 0 .0046 0.295 0 .0010  0 .269  - -
Beran 0 .0118  7 .858 0 .0084 0 .550 0 . 1028 1 .208 
LAD 0 .0075 0 .355 0 .0004 0.324 0 .0266 0 .520 
BL 0 .0053 0.333 0 .0006 0 .315 1 .6162 0 . 132  
BI  0 .0063 0.333 0 .0006 0 .312 1 . 6250 0 . 146 
()l 0.0983 0 .330 0 . 1479 0 .371 0 .3620 0 .690 
()2  0.0260 0 .393 0 .0058 0.430 0 .0285 0 .890 
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Table 8 .12 :  Means (S .D)  of estimates for multiple regression (p=3)  
I Case I Estimator I a = 1 {3, = 3 (32 = - 2 
A MLE 1 . 125 (0 .688)  3 .269 (0 .743) -2 .252 ( 1 .212)  
Beran 1 .207 (0 .926)  3 .480 ( 1 . 1 8 1 )  - 2 . 3 86  ( 1 . 5 31 )  
LAD 1 . 153 (0 .771)  3 .354 (0 .921)  -2 .305 ( 1 .393)  
BL 1 . 125 (0 .708)  3 .285 (0 . 795)  -2 .255 ( 1 .272) 
BI 1 . 127 (0 .709)  3 .292 (0 . 798 )  -2 .259 ( 1 .274) 
8' 0.788 (0 .599)  2 .264 (0 .549 ) - 1 .582 ( 1 .030)  
82 1 .035 (0 .683)  3 .000 (0 .657)  -2 .077 ( 1 . 183)  
B MLE 1 .096 (0 .835)  3 .291  (0 . 949) -2 .163 ( 1 . 518 )  
Beran 1 . 134 ( 1 . 135 )  3 .524 ( 1 .540) -2.289 (2 .088)  
LAD 1 . 120 (0 .945 ) 3 .386  ( 1 . 251 )  - 2 . 222  ( 1 . 773) 
BL 1 .089 (0 .850)  3 .301  ( 1 . 034) -2 . 157  ( 1 .566)  
BI 1 . 092 (0 .854) 3.310 ( 1 .042) -2.162 ( 1 .573) 
8' 0 .643 (0 .549) 1 .823 (0 .328)  - 1 . 247 (0 .993)  
82 0 .863 (0 .633)  2 .583 ( 0 .442) - 1 . 685  ( 1 . 144) 
C MLE - - -
Beran 1 .277 ( 1 .241 ) 3 .624 ( 1 . 6 1 1 )  -2 .481 (2 . 189 )  
LAD 1 .304 ( 1 .099)  3 .435 ( 1 .507) -2 .459 ( 1 .853)  
BL 0 .645 (0 .432) 0 . 783 ( 0 .348) - 1 . 1 1 9  (0 .755)  
BI  0 .651 (0 .432) 0 . 773 (0 .370)  - 1 . 123 (0 .755)  
f)' 0 . 643 (0 .548 ) 1 . 717  (0 .525)  - 1 .255 (0 .957)  
82 0 .917  (0 .638)  2 .463 (0 .749) - 1 . 794 ( 1 . 146) 
Table 8 .13 :  Measures of estimators in multiple regression (p=3) 
Estimator Case A Case B Case C 
Bias Var Bias Var Bias Var 
MLE 0 .152  2.496 0 .1206 3 .903 - -
Beran 0.422 4.597 0 .3763 8 .020 0 .6970 8 .926 
LAD 0 .242 3 .385 0 .2126 5 .600 0.492 6 . 9 11  
BL 0 .162 2.751 0 . 1232 4.244 5 . 8199  0 . 877 
BI 0 . 168  2.762 0 .1308  4 .287 5 .8489 0 . 894 
8'  0 .762 1 . 721 2 .0789 1 .395 2 .3298 1 .492 
82 0 .0072 2.299 0 .2919 1 .904 0 .3374 2 .282 
114  
Table 8 . 14: Means ( S .D)  of estimates for multiple regression (p=4) 
I Case I Estimator I a = 1 /31 = 3 /32 = -2  I /33 = -0 . 5  
A MLE 1 .083 (0 .725) 3 .372 (0 . 799)  -2 . 160  ( 1 .250)  -0 .546 (0 .370)  
Beran 1 .288 ( 1 .212)  3 .820 ( 1 . 675)  -2 .535 ( 1 . 967)  -0 .634 (0 . 590 )  
LAD 1 . 153 (0 . 837) 3 .519 ( 1 . 047) -2 .298 ( 1 .446 ) -0 .578 (0 .45 1 )  
B L  1 . 0 6 9  (0 .709)  3 .368 (0 . 810 )  -2 . 137  ( 1 .225)  -0 .544 (0 .375)  
BI  1 .071 (0 .710)  3 .375 (0 .813)  -2 . 140 ( 1 .227) -0 .545 (0 .375)  
(P 0.654 (0 .517) 2 .019 (0 .397)  - 1 . 321  ( 0 .894) -0 .320 (0 .295 )  
02 0 .892 (0 .591 )  2. 794 (0 .530)  - 1 . 79 1  ( 1 . 0 12 )  -0 .447 ( 0 . 321 )  
B MLE 1 . 1 1 1  (0 .882)  3 .413 (0 .871)  -2 .279 ( 1 .534) -0 .553 (0 .417) 
Beran 1 .202 ( 1 . 152) 3. 744 ( 1 .488) -2 .279 ( 1 .838 )  -0 . 654 (0 . 572 )  
LAD 1 . 1 16  (0 .986)  3 .595 ( 1 .240) -2 .204 ( 1 . 6 6 1 )  -0 .604 (0 . 500 )  
BL 1 . 1 12 (0 .898)  3 .426 (0 .910)  -2 .293 ( 1 . 568 )  -0 .547 ( 0 .422) 
BI 1 . 1 15  (0 .901 )  3 .435  (0 . 914)  -2 .299 ( 1 . 573 )  -0 .548 (0 .422) 
01 0.527 (0 .519)  1 .441 (0 .297)  - 1 . 075 ( 0 .872) -0 .214 (0 .288 )  
02 0 .754 (0 .600)  2 .220 (0 .348)  - 1 . 552 ( 1 . 024) -0 .354 (0 .273)  
C MLE - - - -
Beran 1 . 144 ( 1 .062) 3 .898 ( 1 . 898 )  -2.490 (2 . 116 )  -0 .681 ( 0 . 544) 
LAD 1 .089 ( 1 .064) 3 .520 ( 1 .528)  -2 .320 ( 1 .898 )  - 0 . 592  ( 0 .440 )  
BL  0 . 6 1 2  (0 .483) 0 .521 (0 .429) -0 .997 (0 .785 )  -0 .237  (0 .217 )  
BI  0 . 612  (0 .481 )  0 . 511  (0 .439) -0 .993 ( 0 . 78 1 )  -0 .237 (0 . 218 )  
01 0.488 (0 .515)  1 .204 (0 .620)  -0 .959 ( 0 . 8 19 )  -0 .220 (0 .237)  
02 0 .748 (0 .602)  1 .855 (0 .903)  - 1 .421 (0 .971)  -0 .336 (0 .263)  
Table 8 .15 :  Measures of estimators in multiple regression (p=4) 
Estimator Case A Case B Case C 
Bias Var Bias Var Bias Var 
MLE 0 . 173 2.862 0 .2635 4 .063 - -
Beran 1 .059 8 .281 0 .696 7.246 1 . 100  9 .504 
LAD 0 .388 4.093 0.419 5 . 516  0 . 389  7.264 
BL 0 . 161  2 .799 0 .2821 4 .271 7 .3741 1 .080 
BI 0 . 167  2 . 811  0 .2936 4.300 7 .4302 1 .082 
01 1 .575 1 .311  3 .590 1 .202 4 .6514 1 .377 
02 0 . 101  1 .758 0 .891  1 .604 1 . 7365  2 . 190  
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Figure 8 .2 :  Bias of MLE, Beran, LAD , BI and iF For Ungrouped Data 
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Table 8 .16 :  Occurrence of Divergence of Beran/LAD in 300 replications I Case I Estimator If---o2"'-'1-3-=-P--'-4:-1 
A Beran 3 12 24 
LAD 0 0 1 
B Beran 5 19 47 
LAD 0 2 4 
C Beran 7 29 53 
LAD 18  136  173 
1 1 7  
divergence o f  the estimation procedure becomes a very important issue for both estimators. 
Whereas , there is no such problem with the proposed robust estimator, though the bias of 
the estimates are somewhat larger than that of the Beran or LAD estimator when p = 4 for 
case C .  Fig .8 .2  displays the Bias of MLE, Beran, LAD, BI and {p (in the figure it is named 
as the One because of one step improvement procedure) . 
As in the last section, the effects of a one step improvement in the robust estimation 
procedure have been demonstrated by table 8 . 10  through 8 . 15 .  
8 . 3  S ummary 
The results of the simulation studies can be summarized by the following: 
• The MLE, as anticipated, is the best both in terms of bias and variability of the 
estimates when the model is correctly specified. 
• The Beran and LAD are robust to at least 20% contamination unless they diverge. 
And the divergence problem appears to be  worse as the dimension of the parameters 
increases .  
• The BL and BI break down at 20% contamination, in which the estimates approach 
zero, even though they have bounded leverage or influence. 
1 1 8  
• A moderate m, i .e. m 2: 10 ,  i s  necessary for the suggested robust estimator to  b ecome 
an unbiased estimator. 
• One step improvement in the suggested procedure is very effective in reducing the 
bias caused by the empirical logit transformation. 
• 82 is robust to at least 20% clustered contamination. 
However, because of limitations of resource and time, many issues remain unknown 
or unclear. For instance, how robust are the estimators under the varying mechanisms of the 
contamination? under a higher percentage, say > 20% of contamination? It is unknown 
what factors, the starting point , iteration times or the algorithm cause the considerable 
possibility of divergence of the Beran and LAD estimation procedure. 
C hapt er 9 
Applications In D at a  Analysis 
So far we have seen that the standardized influence matrix provides a general tool 
to evaluate the joint local influence of a parametric model, with applications in linear 
regression and logistic regression models . This chapter, by a few examples ,  will show that the 
diagnostic approach we suggested is effective in identifying multiple influential observations 
even with the presence of a masking effect , and the robust measure we proposed serves as a 
quantity to compare the robustness of the estimators with respect to joint local influence. 
After introducing the data, we first examine diagnostic approaches to the maximum 
likelihood  estimator (or least squares estimator in a linear model) ,  then the robust measures 
of the estimators studied in chapter 5 and 6 are calculated. Discussion and interpretation 
are given for each example. 
9 .1 Examples in Linear Regression M o del 
9 . 1 . 1  Water S alinity D ata  
The data taken from Ruppert and Carroll ( 1980)  are a typical example of  a mask­
ing effect . It is a set of measurements of water salinity (i .e . ,  salt concentration) and river 
discharge taken in North Carolina's Pamlico Sound. As Rousseeuw and Leroy ( 1 987)  sug­
gested, we fit a linear model where salinity is regressed against salinity lagged by two weeks 
1 19 
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( x t l ,  a linear time trend (X2 , the number of biweekly periods elapsed since the beginning of 
the spring season) ; and the volume of river discharge into the sound (X 3 ) .  
First we  examine the diagnostic statistics given by the standardized residual, Cook's  
Distance, Cook's approach and our approach to local influence for the least squares esti­
mator. Table 9.1 summarizes results for each statistics, where MC2 stands for half of the 
maximum curvature. Fig. 9 . 1 -9 .2  show results for each diagnostic procedure. 
The standardized residual plot (Fig .9 . 1 (a) )  shows that case 16 is highly influential, 
and Cook's distance (Fig. 9 . 1 (b ) )  confums it. Regarding the approach to local influence, 
half of the maximum curvature, or MC2 of Cook's approach is 3 .865 ,  which is less than 
but close to the critical threshold p = 4 given by the np-guideline. Further examination of 
the corresponding eigenvector (Fig.9 .2 (a) )  shows that adding point 16 might lead to  some 
considerable changes to the values of the LS  estimate. Therefore, point 16 has the potential 
to be an influential point . On the other hand, the largest eigenvalue of the standardized 
influence matrix of the least squares estimator with estimated parameters based on LMS , 
when divided by n = 28,  is 1482.32.  It is much larger than p = 4, indicating that there 
are some influential points in the data. They can be  located by looking at the display of 
the eigenvector associated with the largest eigenvalue (Fig.9 . 2 (b ) ) . The display shows that 
adding p oint 16 and 5 would result in the parameter estimates substantially deviating from 
a global robust fit . Therefore, cases 16 and 5 are jointly influential point s .  In fact , Carroll 
and Ruppert (1985 ) indicated that cases 5 and 16 correspond to periods of very heavy 
discharge. 
Huber's  robust estimates and the Krasker-Welsch estimates are calculated with 
c = 1 .345 and a = 3 .2 ,  respectively. With LS estimates as a starting point , the result s of 
fitting (parameter estimates and the cases whose weights are much less than 1) and the 
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Figure 9 . 1 :  Deletion Diagnostics for Water Salinity Data, (a) S tandardized residuals ; (b)  
Cook's  distance; ( C) Cook's distance with case 16  deleted 
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Figure 9 .2 :  Local Influence Diagnostics for Water Salinity Data, (a) Cook's approach to  
local influence; (b ) MSIF approach to local influence 
Table 9 . 1 :  Diagnostics for Water Salinity Data 
Method Magnitude I Influential Points I 
Deletion Maximum Value 
Standardized Residual 3 . 79 16 ,  9, 15 ,  1 7  
Cook's Distance 2 . 78 16  
Local Influence MC2 
Cook's Approach 3 .865  16  (possibly ) 
Our Approach 1482.32 16 , 5 
Table 9 .2 :  Comparison of Estimates of Water Salinity Data 
Estimator Parameter Estimates Cases MCo 
(w . t  <{:: 1 )  
L S  9 .59  0 . 78 -0 .026 -0 .30  None 1482 .32 
(3 . 13 )  ( 0 . 09 )  ( 0 . 16 )  ( 0 . 1 1 )  
Huber 13 .33 0 . 757  -0 .094 -0 .437 16 ,  15 ,  17 20 .17 
(2 .40)  (0 .066)  ( 0 . 12 )  (0 . 082 )  
KW 16 .95  0 . 722 - 0 . 1 18  - 0 . 581  16 , 5 ,  9 2.47 
(2 . 15 )  ( 0 . 116 )  ( 0 . 137)  ( 0 . 047) 
measure of robustness, MCo of the iniiuence graph are listed in table 9 .2 .  
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By looking at  M Co in the table alone, we easily conclude that the Krasker-Welsch 
estimator is the most robust estimator, while the least squares estimator is the least .  More-
over, we can consult with table 5.1 through 5.3 to see if the values of MCo are abnormal. 
Clearly, all the values are beyond the 95% quantile of the distribution of the largest eigen-
values of the MSIFs, suggesting that iniiuential observations exist in data with respect t o  
each estimate. However, the absolute values o f  MC2 give a base to compare the stability 
of the estimates. Fig .9 .3  further displays the eigenvectors associated with the largest eigen-
value for all three estimates .  Fig. 9 . 3 (a) shows that small changes in cases 16 and 5 would 
lead to a substantial change in least squares estimates and inference. Since Huber's robust 
estimator has downweighted case 16  but not case 5, the iniiuence caused by case 16 has 
been reduced while that caused by case 5 hasn't been. This is shown by Fig .9 .3 (b ) ,  in which 
the ratio between case 16 and case 5 become smaller, and small changes in cases 1 6 ,  5, 23 ,  
and 24 would lead to a large change in  Huber's estimates .  However, the change in  Huber's 
estimates is much smaller than that in the least squares estimate. Finally, the final weights 
of cases 16 ,  5 and 9 in KW estimation are much less than 1 .  Thus , the Krasker-Welsch 
estimator succeeds in downweighting the iniiuential points revealed above. Fig . 9 . 3 (  c ) ,  in 
which cases 16 ,  5 are no longer the most iniiuential points for KW-estimates ,  also shows 
124 
Table 9.3: Diagnostics for Hawkins Data 
I Method Magnitude I Influential Points 
Deletion Maximum Absolute Value 
Standardized Residual 5 .287 1 1-14  
Cook's Distance 2 . 114  1 1-14 
Local Influence MC2 
Cook's Approach 23.44 11 -13  
Our Approach 340 .61  1 -10  
the effect of downweighting. 
9 . 1 .2 Hawkins-Bradu-Kass D ata 
The data set ,  generated by Hawkins , Bradu, and Kass  ( 1984) , consists of  75 obser-
vations with one response and three explanatory variables .  The first 10 observations are 
bad leverage points and the next four points are good leverage points (their 2: ,  are outlying, 
but the corresponding y, fit the model quite well) . 
First ,  the diagnostic statistics given by the standardized residual, Cook's Distance, 
Cook's approach and our approach to local influence are calculated for the least squares 
estimator. Table 9 .3  and Fig .9 .4-9 .5  display results .  Basically, the first three approaches 
tell the same story, namely that cases 11-13 (14) are influential. MC2 of Cook's approach 
is 23 .44 (larger than p = 4) , and the corresponding eigenvector is shown in Fig.9 . 5 (a) . It 
shows that adding points 1 1 ,  12 ,  and 13 would lead to a substantial change of the values 
of the least squares estimator. Hence, we come to the wrong decision that the p oints 1 1 ,  
1 2 ,  and 13  are the most influential points .  O n  the other hand, the largest eigenvalue of 
the standardized influence matrix, when divided by n = 75, is 340.61 and it s associated 
eigenvector (Fig .9 .5 (b ) )  shows that a deletion of points 1-10 would make the value of the 
least squares estimator far away from the global robust fit . Therefore, points 1 - 10  are the 
influential points ,  and this is how the data was generated. 
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Figure 9 . 3 :  Eigenvectors of MSIF for LS ,  Huber and KW estimates of Water Salinity D ata, 
(a) LS estimates; (b ) Huber's estimates ;  ( c) KW estimates 
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Figure 9 .4 :  Deletion Diagnostics for Hawkins Data, (a) standardized residuals ;  (b )  Cook's  
distance 
Table 9.4: Comparison of Estimates of Hawkins Data 
Estimator Parameter Estimates Cases 
(w .t <{:: l )  
LS -0 .39 0 .24 -0 .335 0 .38  None 
(0.42 ) (0 .26 ) (0 . 16 ) (0 .13 ) 
Huber -0 .780 0 .166 0 .011  0 .273 1 1-14  
(0 .212 ) (0_134) (0 .079 ) (0 .066 ) 
KW -0 .778 0 . 164 0 .060 0 .228 11-14 
(0.283 ) (0 .155 ) (0 .019 ) (0 .045 ) 
Me2 
340 .61  
4 .72 
1 .93  
Huber's robust estimates and the Krasker-Welsch estimates are calculated with 
127  
c = 1 .345 and a = 3 . 2 ,  respectively. The results of  fitting (parameter estimates and the 
cases whose weights are much less than 1 ) and the measure of robustness ,  Me, of the 
influence graph, are given in table 9.4.  
As in the last example, the Krasker-Welsch estimator is the most robust one, while 
the LS estimator is the least ,  based on the value 
of Me, in the table. By consulting table 5 . 1  through 5 .3 ,  one can conclude that 
the largest eigenvalues are abnormally large and that influential observations exist in the 
data for all three estimates. Fig .9 .6  displays the eigenvectors associated with the largest 
eigenvalues for all three estimates.  Fig .9 .6 (a) shows that small changes in cases 1 - 10  would 
lead to substantial changes in the least squares estimates and their inference. Since both 
Huber's estimates and the KW-estimates downweight cases 11- 14, not cases 1 -10 ,  Fig .9 . 6 (b ) 
and Fig. 9 . 6(c ) suggest that small changes in cases 1 -10  still result in considerable changes in 
both estimates ,  though the magnitude of the changes varies and is much smaller than that 
of the least squares estimates. Hence, this is an example of bounded influence estimates that 
break down due to  a group of bad points .  By examining the local influence of the estimates ,  
one can find out if the bounded influence estimate is well enough protected against  joint 
influence by a group of points .  
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Figure 9 .5 :  Local Influence Diagnostics for Hawkins Data,  (a) Cook's  approach to local 
influence; (b) MSIF approach to local influence 
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Figure 9 .6 :  Eigenvectors of  MSIF for LS ,  Huber and KW Estimates of  Hawkins Data, (a )  
LS  estimates; (b) Huber's estimates;  ( c )  KW estimates 
9 . 2  Examples i n  L o gistic Regression M o del  
9 . 2 . 1  Vaso -Constriction Data  
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To illustrate the MSIF approach in  a logistic regression context , we  use data from 
Finney ( 1 947) in which there are n = 39 cases .  A binary response is defined in terms 
of the presence ( 1 )  or absence ( 0 )  of vaso-constriction of the skin of the digits after the 
inspiration of air. A logistic regression related this response to the volume of air, VOL, and 
the inspiration rate, RATE. Since this vaso-constriction data have been extensively studied 
by various researchers including Pregibon ( 1981 ,  1982 ) ,  Copas ( 1988 )  and Morgenthaler 
( 1992) ,  they will be used to examine how effective is the proposed procedure. 
The model is given as the following, 
logit(p) = (30 + (31 10g(VOL)  + (32 10g(RAT E) . ( 9 . 2 . 1 )  
First we  examine diagnostic statistics for a maximum likelihood  estimator. Table 9 . 5  
and Fig.9 . 7-9 . 8  show results based on  Cook's Distance, Cook's approach and our proposed 
approach to  local influence. In fact all three approaches reveal the same influential p oints 
4 and 18 ,  which is consistent with the conclusions made by Pregibon ( 1981 ,  1982 ) ,  C opas 
( 1988 ) ,  etc . . The difference here is that our MSIF approach gives a strong indication of 
being influenced by cases 4 and 18; while the deletion approach and Cook's approach to 
local influence result in weaker indications of influence. 
The robust estimators dis cussed in chapter 6 and 7 are calculated and the estimates 
and their standard error (where applicable) are listed in table 9 .6 .  Moreover, given cases 4 
and 18 are influential, the MLE with cases 4 and 1 8  deleted (last entry of table 9 . 6 )  is also 
calculated to compare with the previous estimator. Having looked at table 9 .6 ,  one can find 
that the estimates by the LAD and the Beran estimators and the MLE with cases 4 ,  1 8  
o .,; . . . 
1 0  
Cook's D istance 
. . . 
20 30 
Case Number 
Figure 9 .7: Deletion Diagnostics for Vaso-Constriction Data 
Table 9.5 :  Diagnostics for Vaso-Constriction Data 
Method Magnitude 
Deletion Maximum Absolute Value 
Cook's Distance 0 . 180  
Local Influence MG, 
Cook's Approach 2 . 176 
Our Approach' 6 . 103  
Our Approach" 163 .32 
Our Approach-" 319 .33  
* with {p replacing the true parameters 
** with LAD estimates replacing the true parameters 
*** with MLE' replacing the true parameters 
I Influential Points 
4, 18  
4, 18  (possibly) 
4, 1 8  
4, 1 8  
4, 18  
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Figure 9 .8 :  Local Influence Diagnostics for Vaso- Constriction Data,  (a) Cook's  approach; 
MSIF approach with true parameters replaced by (b) (j2 , (c) LAD estiInates and (d) MLE" 
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deleted (MLE* ) , which are similar, depart substantially from the MLE estimates;  while the 
estimates by the BL, BI estimators and {p are somewhere between the two extremes . This 
phenomenon suggest that the first group that includes the LAD and Beran estimator and 
MLE" , is the most robust estimator group ; while the second group that includes estimators 
BL, BI and {p , is less robust than the first group but more robust than the last group , 
comprised of MLE estimator. Actually, the following comparisons of the estimators by 
MC2 of the MSIF approach, given by table 9 .7 ,  explain the phenomenon. 
In table 9 .7 ,  MC2 in the first column is obtained by using 02 to replace the true 
parameters in the formulation of the MSIF, in the second column by using LAD estimates 
and in the third column by using the MLE* . From the first column, the maximum curvature, 
1 . 1 1 2  and 1 . 165  for Beran and LAD estimates (close to 1 ) suggests no cases would influence 
the estimates much. However, MC2 for the BI estimates ,  2 .087 ,  suggests  considerable 
influence may happen on BI estimates by the data and the BI estimator is less robust 
than the Beran and LAD estimators. Finally, as revealed by the diagnostics , the MLE 
estimator is very much influenced by a small portion of the data and it is · the least robust 
estimator. In Fig.9 .9 ( a)- (b ) , the corresponding eigenvector plots locate cases 4 and 18 as 
the influential points for MLE and BI estimates. When the LAD estimates are chosen to 
replace the true parameters ,  a larger value of MC2 for the MLE estimates supports the 
existence of influential points .  However, MC2s  for the Beran, LAD and BI estimates are 
close to  2 and the difference in robustness between the Beran, LAD and BI estimates is no 
longer apparent . When the true parameters are replaced by the MLE' , the BI estimates 
appear to be  most robust .  In Fig. 9 . 10 -9 . 11 ,  displays of the eigenvectors of MSIF approach 
with the true parameters replaced by LAD and MLE' are consistent with Fig. 9 . 9 ,  especially 
for panels (a) and (b ) . 
Table 9 .6 :  Estimates of Vaso-Constriction Data 
I Estimator I Intercept I log(VOL ) I log(RATE ) I 
MLE -2 .875 5 . 179 4.562 
(1 .32)  ( 1 .87)  ( 1 .84)  
Beran -22.997 37 .966 30 .055 
( 17.04) (20 .58)  (21 .84 ) 
LAD -21 .278 34.414 27 .722 
( 13 .23)  (22 .06)  ( 1 6 .82)  
BL -5.427 8.596 7.679 
(2 .38)  (3 .59 )  ( 3 . 1 9 )  
BI -5 .482 8 .  689 7 .751 
(2 .37)  (3 . 57) ( 3 . 1 9 )  
()!  -4 .222 4 .997 5 .751 
(}2  -5 .636 7.771 7 .615  
MLE* -24.581  39 .550 31 . 935  
(14 .01 )  (23 .22)  ( 17 . 74)  
* Maxumun likelihood estimate with cases 4 and 1 8  deleted 
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Unlike linear regression, the distribution of the largest eigenvalue in logistic regression 
depends on the parameters and subsequently on the selection of the parameter estimates 
to replace the true parameters. There seems no clear way of comparing the values of MC2 
between two different replacements of the true parameters. Hence, it appears that the 
robust measure, MC2 , depends on the data as well as the parameters. Quantifying the 
robustness of the estimator in terms of local influence may not be possible and the values 
may vary. 
9 . 2 . 2  Low Birth Weight D ata  
The data, taken from Hosmer and Lemeshow (1989 )  are for a study of  risk factors 
associated with low infant birth weight . The data were collected at Baystate Medical 
center, Springfield, Massachusetts during 1986 .  The variables identified in table 9 . 8  have 
been shown to be associated with low birth weight in obstetrical literature. The goal of the 
study was to ascertain if these variables were important in the p opulation being served by 
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Figure 9 . 9 :  Eigenvectors of  MSIF with 82 for Vaso-Constriction Data, (a) MLE, (b )  BI, 
( c )  Beran, (d) LAD 
I 6 1 mmA m m m m mAu m m : m m u u u u m 1 
:; _ . . .  . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . ] 
1 0  20 
Case Number 
(a) 
30 40 
i 6 1 mAm m m m m m m A" . .  m .. m . .  m m ./; . . . . . .  m . . . . . .  m . . . . .  m 1 :; - . . .  . . . . . . . . . . . . . . .  . . . . . . . . . . . . .  . . .  - . . . . . . . . j 
� 6 
� OJ 
& 9 
iii 
'" 
9 
<; 6 -g 
� OJ -'" 9 w 
'" 
9 
1 0  20 
Case Number 
(b) 
• •  · 4 • • • • • • • • • • • •  · 16 • . • • •  \/ 
1 0  20 
Case Number 
(c) 
30 
/\ . . . . . . .  / 
30 
/\ / 
• •  · 4 · • • • • • • • • • • • •  1<l. • . • • • \/. • • •  • • • • • • • • •  
1 0  20 
Case Number 
(d) 
30 
40 
40 
40 
136  
FigUIe 9 .10 :  Eigenvectors of  MSIF with LAD estimates for Vaso- Constriction D ata, (a )  
MLE, (b) BI ,  (c)  Beran, (d) LAD 
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Figure 9 . 1 1 :  Eigenvectors of  MSIF with MLE' for Vaso-Constriction Data, (a) MLE,  (b)  
BI ,  ( c )  Beran, (d) LAD 
Table 9 .7 :  Comparison of Estimates of Vaso-Constriction Data 1 Estimator �---,,;;--...--:::-M-:-::G:"-2 .,-::-::::-=-11 
82 I LAD I MLE* 
MLE 6 .103  163 .32 319 .33  
Beran 1 . 1 12  1 . 931  2 .242 
LAD 1 . 165  1 . 852  2 . 1 78 
BI 2 .087 1 .813  1 . 8 16  
the medical center where the data were collected. 
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Based on a detailed analysis , Hosmer and Lemeshow concluded that there were no 
associations between the AGE,  FTV and low birth weight in  this data. Hence we shall 
examine the model given by the following, 
where 
logit(p) 130 + f3,LWT + f32RAGE1 + f33RAGE2 + f34SMOKE 
{ 1 RAGE = 1 RAGE1 = 
0 otherwise 
RAG E2 = { 1 RAG E. = 2 . o otherwlse 
(9 . 2 . 2 ) 
As we did for the last example, we first examine diagnostic statistics for the maximum 
likelihood  estimator. Table 9 . 9  and Fig.9 . 12- 9 . 13 show results based on Cook's distance, 
Cook's approach and our proposed approach to local influence. From Fig .9 . 12 (a) , Cook's  
Distance suggests  that cases 13  and 148 are relatively influential. However, unlike the 
previous example, after we delete case 13, case 51 ,  which was not influential at firs t ,  emerges 
as the most influential point ( see Fig .9 . 12 (b ) , the Cook's distance after case 13  is deleted) . 
Then MG2 of the Cook's approach is equal to 1 .279 ,  suggesting limited influence. The 
eigenvector plot given by Cook's approach to local influence (Fig. 9 . 13 (a) )  shows that cases 
Table 9 . 8 :  Variables in  the Low Birth Weight Data 
Variable 
Low Birth Weight 
(O=Birth Weight 2: 2500g, 
l=Birth Weight < 2500g) 
Age of the Mother in Years 
Weight in Pounds at the Last Menstrual Period 
Race (1= White, 2=Black, 3=Other) 
Smoking Status During Pregnancy ( 1=  Yes ,  O=No) 
History of Premature Labor ( O=None, l=At least one) 
History of Hypertension ( l=Yes ,  O=No) 
Presence of Uterine Irritability (1= Yes ,  O=No) 
Number of Physician Visits During the First Trimester 
(O=None, l= One, 2=Two, etc . )  
Abbreviation 
LOW 
AGE 
LWT 
RACE 
SMOKE 
PTL 
HT 
UI 
FTV 
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13 ,  148,  172,  184 and possibly 5 1  are the iniluential points ,  although the magnitude of 
local iniluence is small. Finally the other panels of Fig .9 . 13 ,  the eigenvectors of the MSIF 
approach with 82 , LAD and MLE* (MLE with cases 13 ,  148 , 1 72 ,  184,  51  deleted) replacing 
the true parameters also confirm the results provided by Cook's approach to the local 
iniluence, although MC2 s are a little different , especially when the true parameters are 
substituted by MLE* ( see table 9 . 9 ) .  
The robust estimates discussed in  chapter 6 and 7 are calculated and are listed in 
table 9 . 10 .  Given cases 13 ,  148 ,  1 72 ,  184, 51 have the potential to be iniluential, the MLE 
with those points deleted (MLE' ) is also listed as the last entry of table 9 . 10 .  Having looked 
at table 9 . 1 0 ,  one may find that all estimates but MLE* are similar, which implies that even 
though iniluential points exist in the data, the magnitude of iniluence is quite small. The 
final weight of BI estimates that gives 0 .75 ,  0 . 74, 0 .99 ,  0 . 87  to cases 13 ,  148, 172 ,  184 
respectively, also suggests in spite of those four cases departing from the model only a little 
downweighting is needed to  achieve bounded iniluence. Now, regarding the local iniluence, 
MC2 ' s  ( see table 9 . 1 1 ) ,  which are almost all between 1 and 2 ,  indicate that the effects 
of iniluential points for all those four estimates are small. The only exception is that the 
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Figure 9.12: Deletion Diagnostics for Low Birth Weight Data, (a) Cook's distance; (b) 
Cook's distance with case 13 deleted 
Table 9.9: Diagnostics for Low Birth Weight Data 
I Method Magnitude I Influential Points 
Deletion Maximum Absolute Value 
Cook's Distance 0 .0529 
Local Influence MC2 
Cook's Approach 1 .279 
Our Approach' 1 .364 
Our Approach'- 1 . 3 11  
Our Approach' -'  3 .651 
* with 62 replacing the true parameters 
** with LAD estimates replacing the true parameters 
* * *  with MLE' replacing the true parameters 
13, 148 
13 ,  148, 172 ,  184 (possibly 51 )  
13 , 148, 172 , 1 84, 5 1  
13 ,  148, 1 72 ,  1 84 ,  5 1  
1 3 ,  148, 172 ,  1 84, 5 1  
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Figure 9 .13 :  Local Influence for Low Birth Weight Data (a) Cook's  approach; MSIF ap­
proach with true parameters replaced by (b)  (p , ( c )  LAD estimates and ( d) MLE* 
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Table 9 . 10 :  Estimates of Low Birth Weight Data 
I Estimator I 130 135 136 
MLE -0 .059 -0 .016 1 . 176 0 .808 0 .811  1 .268  1 . 902  0 . 735  
(0 .98 ) (0 .01 ) (0 .52 ) (0 .44 ) (0.40 ) (0.46 ) (0 .71 ) (0.46 ) 
Beran 0 .281 -0 .018  1 . 147 0 . 722 0 . 709 1 . 316  2 .009 0 . 631  
( 1 .05  ) (0 .01 ) (0 .54) (0.46 ) (0.42 ) (0.47 ) (0 .75 ) (0.47 ) 
LAD 0.085 -0 .017 1 .158 0 . 755 0 . 749 1 .290  1 . 929 0 .682  
( 1 .00 ) (0 .01 ) (0 .52 ) (0.45 ) (0.41 ) (0.46 ) (0 .72 ) (0.46 ) 
BL -0 .013  -0 .017  1 . 137  0 . 814  0 . 807  1 . 256  1 .982 0 . 699  
(1 .000 ) (0 .007) (0 .522 ) (0.443 ) (0.404) (0.461 ) (0 .735 ) (0.463 ) 
BI -0 .026 -0 .016  1 . 149 0 .813  0 .809 1 .257  1 . 962 0 . 706  
(0 .992 ) (0 .007) (0.520 ) (0 .442 ) (0.403 ) (0.460 ) (0 . 724) (0.463 ) 
()!  ·0 .447 -0 .012 1 .017 0 .270 0 . 703 1 . 8 12  1 . 770 1 .418  
(}2  -0 .168 -0 .017 1 .393 0 .694 0 .835 1 .658 2 .127 1 . 034 
MLE" 2 .398 ·0 .035 0 .873 0 .662 0 .469 1 .509 3 .879 0 . 5 19  
(1 .28 ) (0 .01 ) (0 .57) (0.46 ) (0 .44) (0 .50 ) (1 . 1 1 ) (0.49 ) 
* Maximum likelihood estimate with cases 13 ,  148, 172 ,  1 84, 51 deleted 
local influence of MLE with MLE" replacing the true parameters , in which Me, is 3 .487 ,  
shows that potentially MLE is influenced by cases 13 ,  148, 172,  184, 51  (see Fig . 9 . 13 (d) ) . 
Moreover, in terms of comparing robustness with respect to local influence, it seems hard 
to give an order of robustness to the Beran, LAD and BI estimators because of the different 
substitutions for true parameters . 
In Fig. 9 . 14-9 . 16 ,  displays of the eigenvectors of the MSIF approach with the three 
substitutions for the true parameters show that the MLE and BI estimates have been 
influenced by cases 13 ,  5 1 ,  148, 172 ,  184 to different degrees ( see (a)- (b ) ) . Things are a 
little different for the Beran and LAD estimates .  When 8' is used, no distinct points show 
up as influential for both estimates; when LAD estimates are used, cases 13, 51, 148 ,  172 ,  
184 appear to  be  influential for both; while when the MLE' is used, only case 51  is influential 
for Beran's estimates,  but cases 13 ,  51 and possibly some others are influential for the LAD 
estimates .  
Nevertheless ,  since the magnitudes in table 9 .11 are relatively small, the term of 
Table 9 . 11 : Comparison of Estimates for Low Birth Weight Data 1 Estimator 11-----.,-,,.--,---,-M-,-C=-2..-- ..,,-11 82 I LAD I MLE" 
MLE 1 .364 1 . 311  3 .487  
Beran 1 .666 1 .212 1 .381  
LAD 1 .544 1 .279 1 . 951  
BI 1 .264 1 .264 1 . 551  
iniluential implies to only small changes in  parameter estimates and their inference. 
143 
So far, we have applied the MSIF approach to  a few examples in linear regres sion 
and logistic regression. Empirical studies , especially for logistic regression, are necessary to 
examine the effectiveness of this approach and to illustrate the pros and cons of different 
kinds of robust estimators . 
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Figure 9 _ 14: Eigenvectors of MSIF with {)2 for Low Birth Weight Data, (a) MLE, (b) BI, 
(c) Beran, (d) LAD 
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Figure 9 .15 :  Eigenvectors of MSIF with LAD estimates for Low Birth Weight D ata,  (a)  
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Figure 9 _ 16 :  Eigenvectors of MSIF with MLE" for Low Birth Weight Data, (a) MLE, (b)  
BI ,  (c )  Beran, (d) LAD 
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C o nclusions and Fut ure Research 
We have developed a measure of local influence based on a standardized influence 
matrix. As a generalization of Cook's approach to local influence, the standardized influence 
matrix is an integrated approach to local influence of data for several aspects of statistical 
inference, for instance, parameter estimates,  likelihoo d  and the level of the Wald test statis­
tics. It characterizes the local influence on parameter estimators that can be expressed by 
functional forms and provides a supplementary measure of the robustness of estimators . It 
can be  used to study the deviation of parameter estimates from true parameters ,  and will 
unveil masking effects that plague ordinary diagnostics. Moreover, theoretically it works 
for all kinds of parametric models and practically at least for some important parametric 
models . 
We have concentrated on its applications to linear regression and logistic regression 
models . For linear regression, we have examined the least squares estimator, the Huber's ro­
bust estimator and the Krasker-Welsch bounded influence estimator. With the least median 
squares estimator or least trim means squares estimator substituted for the true parame­
ters, we have shown the effectiveness of a diagnostic procedure based on the standardized 
influence matrix and by this criteria, have found that the Krasker-Welsch estimator is the 
most robust estimator of the three, while the least squares estimator, not surprisingly, is 
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the least .  
For logistic regression, we have examined the maximum likelihood estimator, Beran's 
robust estimator, the least absolute deviation estimator and Stefanski's bounded iniluence 
estimator. Due to the unique aspects of a binary response, we have shown that it is not 
feasible to extend the least median squares technique in a logistic regression model. Al­
though a proposed estimator that combines least median squares and smoothing techniques 
has been proven to be useful in some cases ,  finding a generally useful robust estimator is a 
major obstacle to the application of the standardized influence matrix as a diagnostic tool. 
There are many related areas of research yet to be  done. 
1. The concept of bounded local iniluence needs to be investigated further. Although 
the relationship between local influence and gross-error sensitivity has been studied, 
it seems that the concept of bounded local iniluence is more meaningfully connected 
with the idea of a breakdown point when the gross-error sensitivity is bounded. 
2 .  The definition of a global robust property or of a breakdown point for logistic regres­
sion needs to be revised. Chapter 8 gave the rationale for revision. However, due to 
the limitation of resources and time we fail to reach a formal definition and give a 
detailed investigation. 
3. Besides applications to linear regression and logistic regression, the standardized influ­
ence matrix approach can apply to many other models such as models for polytomous 
data including ordinal data, models for survival time data and other generalized linear 
models .  Probably each model warrants a Ph.D .  dissertation. 
4. Further generalizations of the standardized influence matrix and the associated theory 
are possible. Although the main target of our proposed approach is a possible case 
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weight perturbation, our methodology can be  generalized for other perturbations . For 
instance, 
Small changes in response or explanatory variables .  
Since a small change in :z: can be  expressed as 
T(F, )  ;::; T(F) + e[IF(:z: + 6.:z: , T, F) - IF(:z: , T, F) ] .  
Now if the influence function is continuous and differentiable, and the change 
that occurs in one variable is small, we have 
8IF(:z: T F) 
IF(:z: + 6.:z: , T, F) - IF(:z: , T, F) ;::; 6.:z: " . 
8:z: 
Therefore, if we relax the constraint on the weights to 11"; 2: 0, i = 1 ,  . . .  , m 
(see theorem 3 . 1 ) ,  and replace the influence function with the derivative of the 
influence function, the local influence by a small change in a variable will b e  
determined b y  the generalized standardized influence matrix. 
Transposition probability in binary response. 
Based on the model given by Copas ( 1988 ,  see section 2.4.4), we assume that the 
small transposition probability ;; occurs in observation :z:; .  Now the influence 
function of certain estimators by the contamination ;; at :z:; can be developed 
according to  
Then the local influence with respect to  the transposition probability will be  
determined by  the standardized influence matrix accordingly. 
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Moreover, we can extend the Copas model into polytomous responses including 
ordinal variables while assuming the transposition probability happens among 
adjacent categories of the responses. 
With work of this kind based on the standardized influence matrix or a generalization, 
we can not only identify mnltiple influential observations but look into relationships among 
a group of data points and have further insight into the implications of parametric models 
with less than perfect data. 
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