ABSTRACT Multi-label learning plays a critical role in the areas of data mining, multimedia, and machine learning. Although many multi-label approaches have been proposed, few of them have considered to de-emphasize the effect of noisy features in the learning process. To address this issue, this paper designs a new method named representative multi-label learning algorithm. Instead of considering all features, the proposed algorithm focuses only on the representative ones, via incorporating an affinity propagation algorithm, kernel formulation, and a multi-label support vector machine into the learning framework. Specifically, it first adopts an affinity propagation algorithm to select a set of representative features and capture the relationships among features. Then, the algorithm constructs the representative kernel functions to measure the similarity between data instances. Finally, a multi-label support vector machine is applied to solve the learning problem. Based on the representative multi-label learning algorithm, we further design a representative multi-label learning ensemble framework to improve the accuracy, stableness, and robustness. Experimental results show that the proposed algorithm works well on most of the datasets and outperforms the compared multi-label learning approaches.
I. INTRODUCTION
Multi-label learning has received wide and significant attention recently, owing to its crucial role in various applications such as image processing [1] - [4] , bioinformatics [5] - [8] , and pattern recognition [9] - [12] . Different from the singlelabel learning, in the multi-label learning scenarios, each data instance is associated with a set of labels, namely, they belong to several classes simultaneously. In some views, single-label learning can be considered as a special case of multi-label learning, when a data instance belongs to one class only. In this way, it is much more difficult to solve multi-label learning problems than to solve the single-label learning ones.
During the past decade, a lot of multi-label learning algorithms have been proposed, which can be generally categorized into the following three groups. The fist group of algorithms directly adapts popular learning techniques, such as k-nearest neighbor [13] , linear dimensionality reduction [14] , and artificial neural network [15] , to deal with multi-label learning. The second group of algorithms specifically introduces new methodologies for multi-label learning, such as the multi-instance multi-label learning [16] , [17] . Besides, in the third group of algorithms, efforts have been paid to investigating the different factors that affect the effectiveness of multi-label learning, in order to make improvement [18] - [24] .
Although traditional multi-label learning approaches have been successfully applied to different types of datasets, there exist some limitations, typically coming from the improper handling of features in the datasets. On the one hand, the existence of noisy features would significantly reduces the effectiveness and stableness of the multi-label learning approaches. On the other hand, traditional multi-label learning approaches do not consider the correlations among different features. However, the correlations commonly exists in many datasets. For example, in the scenarios of cancer sample classification, genes in the expression data may be distributed across different gene sub-ontologies, and those belonging to the same sub-ontology may share some common characteristics. The correlation and redundancy in features influence the effectiveness and efficiency of multi-label learning.
To overcome the above-mentioned limitations, in this paper, we design a new algorithm named representative multi-label learning algorithm. Compared with traditional multi-labeling algorithms, our work has several novelties and characteristics: (1) instead of using all available features, we select a subset of the most representative features by means of affinity propagation to avoid the influence of noise and redundancy; (2) based on the selected features, the algorithm constructs a set of representative kernel functions that measure the similarity between data instances; (3) we then formulate a multi-label support vector machine using the representative kernel functions to complete the multi-label learning task; and (4) in order to further improve the stableness and robustness of the algorithm, we propose a representative multi-label learning ensemble framework.
To the best of knowledge, we are the first attempt to incorporate the affinity propagation algorithm, the kernel formulation, and the multi-label support vector machine into the multi-label learning framework. Experiments on real datasets show that (1) the proposed multi-label learning approach works well on most of the datasets; (2) it outperforms many other multi-label learning approaches.
The remainder of the paper is organized as follows. Section II presents the related works for the multi-label learning approach. Section III introduces the representative kernel functions. Section IV provides the details of the representative multi-label learning algorithm. Section V describes the representative multi-label learning ensemble framework. Section VI evaluates the performance of our proposed approaches experimentally, and Section VII draws the conclusion.
II. RELATED WORKS
Multi-label learning is one of the most important topics in the areas of data mining, multimedia, machine learning, and bioinformatics, etc. Compared with single-label learning, the data instance may belong to several classes simultaneously in the case of multi-label learning. As a result, it is more difficult to handle multi-label learning problems. In order to solve this problem, a lot of multi-label learning algorithms have been proposed in recent years [25] . Most of these algorithms can be categorized into three groups based on their different emphases.
The multi-label learning algorithms in the first group focus on the adaptation of traditional learning algorithms to multilabel learning algorithms. For example, Zhang and Zhou [13] designed a k-Nearest Neighbor algorithm based multi-label lazy learning approach. Brucker et al. [26] explored the multi-label classification problem based on predicted class hierarchies. Ji et al. [27] investigated the multi-label classification problem via the extraction of shared subspace. They also developed a general framework which is used to extract shared structures during the process of multi-label classification and applied the framework to multi-topic web page categorization as well as automatic gene expression pattern image annotation [28] . Zhang and Zhou [29] studied the multi-label dimensionality reduction problem, and designed a dependence maximization-based multi-label dimensionality reduction approach. Ji and Ye [14] and Sun et al. [30] designed multi-label classification approaches that are based on the linear dimensionality reduction and the hypergraph spectral learning formulation, respectively. Besides, Zhang and Zhou [15] proposed a multi-label learning approach based on artificial neural network and applied it to text categorization and functional genomics. They also proposed a multi-label naive Bayes classification approach based on feature selection [31] .
In the second group, the research works concentrate on introducing new methodologies for multi-label learning. Zhou and Zhang [16] , Zhou et al. [17] proposed a multi-instance multi-label learning concept and developed the MIMLBOOST, MIMLSVM, and D-MIMLSVM. Zhang and Zhou [32] proposed a maximum margin method for multi-instance multi-label learning and applied it to scene classification and text categorization. Kong et al. [33] and Wang et al. [34] studied the transductive multi-label learning approaches, while Wang et al. [34] applied it to video concept detection. Vens et al. [35] studied the hierarchical multi-label classification problem and proposed a hierarchical multi-label learning method based on decision trees. Tsoumakas et al. [36] proposed a random k-labelsetsbased multi-label learning approach. Xioufis et al. [37] studied the multi-label stream classification problem. Bao et al. [38] designed a region-aware and scalable multilabel propagation algorithms based on the entropy graph for image indexing. Ji et al. [39] studied the multi-label multiple kernel learning problem, and designed an efficient algorithm for object recognition. Qian et al. [40] studied the semi-supervised dimension reduction for multi-label and multi-view learning.
Research works in the third group explored the critical factors that greatly affect the effectiveness of multi-label learning so as to make improvement. Gao and Zhou [18] explored the consistency of multi-label learning approaches and studied the multi-label loss functions. Sun et al. [19] studied how to adjust the multi-label learning approach to deal with weak label problem. Zhang and Zhou [20] designed a multi-label learning algorithm based on instance differentiation, and applied it to gene functional analysis, scene categorization, and automatic web page classification. Madjarov et al. [21] proposed a two stage-pruned classifier chain method for multi-label learning problems. Tsoumakas et al. [22] designed a Java library, named MULAN, for learning from multi-label data. Read et al. [23] designed a novel classifier chain method for multi-label classification. Zhang et al. [24] studied the effect of label dependency for the multi-label learning problem. Wu et al. [41] designed a multi-label tree ensemble method, which is applied to multi-label classification.
Besides, some multi-label learning algorithms are developed for specific applications. For example, in the area of image processing and pattern recognition, Ding et al. [1] and Jing et al. [2] applied the hierarchical context-based multiinstance multi-label learning and the multi-label dictionary learning, respectively, for image annotation. Xu et al. [4] combined fuzed multimodal bi-relational graph with multilabel learning to perform multi-label image classification, while Huang et al. [9] studied how to label specific data representation for multi-label image classification. Zhao et al. [10] adopted multi-label learning for facial action unit and holistic expression recognition. Besides, Xu et al. [11] explored the local rademacher complexity for multi-label learning. Huang et al. [12] proposed the multi-label conditional restricted Boltzmann machine. Considering the context of bioinformatics, Li et al. [5] applied the multi-instance multilabel learning algorithm based on support vector machine to drosophila gene expression pattern images. Jiang and McQuay [6] used multi-label correlated semi-supervised learning to predict protein function. Chen et al. [8] incorporated the fuzzy hypergraph regularization into multi-label learning framework and applied the algorithm for protein subcellular location prediction. Wu et al. [42] applied multi-instance multi-label learning for genome-wide protein function prediction.
III. REPRESENTATIVE KERNEL FUNCTION FORMULATION
In this paper, we incorporate the affinity propagation into the multi-label learning framework and develop the representative multi-label learning algorithm (RMLLA). RMLLA consists of two major components: representative kernel functions and the multi-label support vector machine. This section formulates the representative kernel functions, which are based on the representative features identified by the affinity propagation algorithm and are used to measure the similarities of data instances.
A. KERNEL FUNCTIONS
The most popular kernel functions include the Linear, Polynomial, Gaussian, and Sigmoid kernel functions. Given a dataset S with n data instances (S = {s 1 , s 2 , . . . , s n }), and each data instance s i consists of m features
where i, j ∈ {1, . . . , n}, and ς is a constant. The Polynomial kernel K 2 (s i , s j ) is formulated as
where α is a pre-specified parameter. The Gaussian kernel
where σ 2 denotes the variance, which is pre-specified by the user. The Sigmoid kernel K 4 (s i , s j ) is computed as
where η is a pre-specified parameter. The Sigmoid kernel is also named the hyperbolic tangent kernel. Compared with traditional kernel functions, our representative kernel functions consider the representative features of the data points instead of all features. The definition of the representative Linear kernel function
where (·) is particularly a function or an algorithm which is used to detect a subset of representative features. Similarly, the representative polynomial kernel K 2 ( (s i ), (s j )) is formulated as
The representative Gaussian kernel
and the representative Sigmoid kernel
B. AFFINITY PROPAGATION
From the above description, it can be noticed that the most important step in calculating the representative kernel functions is to select a suitable to find the representative features (denoted as ''representatives'' for short in the following of this subsection). To this end, we use the affinity propagation algorithm (AP) designed by Frey and Dueck [43] . We found that AP not only provides a way to detect a set of representatives but also it helps discover the underlying relationships among the features. In this way, AP fulfills our requirements of representative feature selection, which has potential to improve the discriminability of kernel functions. Particularly, our algorithm performs AP according to the following steps. Given a dataset with m features, AP considers the data according to the feature dimensions, namely, S = {f 1 , f 2 , . . . , f m }, such that each feature f i = {s 1i , s 2i , . . . , s ni } is viewed as an instance. In the first step, the algorithm calculates the similarity τ (f h , f d ) (where h, d ∈ {1, . . . , m}) between each pair of features. Taking the similarity information as input, the algorithm then formulates two types of messages for propagation: the responsibility ζ (f h , f d ) and the availability δ(f h , f d ).
The responsibility ζ (f h , f d ) is the message sent from the feature f h to the candidate representative f d . It serves as the accumulated evidence that indicates how appropriate for the feature f h to select the feature f d as its representative, when compared with other potential representatives. Specifically, ζ (f h , f d ) is calculated by the following rule:
where τ 0 is a parameter of AP pre-specified by the users, which is named ''preference''. Inversely, the availability δ(f h , f d ) is the message sent from the candidate representative f d to the feature f h . It is the accumulated evidence that indicates how well-suited the feature f d serves as the representative of the feature f h , when considering the support from other features for which f d should be the representative. Particularly,
AP iteratively refine the representative set by propagating the messages between data points, until the representatives with high quality are obtained. The learning process is similar to the expectation-maximization: in the first stage, AP updates all the values of responsibilities by fixing the values of availabilities. In the second stage, the values of availabilities are renewed by AP when the values of responsibilities are fixed. The responsibilities and availabilities are then combined to determine the representatives. For feature f h , supposing 
IV. REPRESENTATIVE MULTI-LABEL LEARNING
This section formulates the multi-label support vector machine component of RMLLA to perform multi-label classification. First, the training and test sets are reduced using the representative features. Then, given the reduced multi-label training set {( (s i ), L i )|i = (1, . . . , n 1 )} (where n 1 is the number of data instances in the training set, L i is the corresponding label set of the data instance (s i ),
, the objective of RMLLA is to find a multi-label classifier associated with a real-valued function g to assign the larger values to the labels in L i than the others. The real-valued function g can be further converted to a ranking function r which satisfies r(
In order to solve the multi-class problem, RMLLA decomposes the multi-class problem into k binary sub-classification problems. During the training process of the p-th classifier (where p ∈ {1, . . . , k}), the training data instances whose label sets contain the p-th label will serve as the positive data samples, whereas the training data instances whose label set do not contain the p-th label will serve as the negative data samples.
RMLLA first formulates the discriminant function : S ⊆ R m → R for two classes as [44] (
where V = { (v 1 ), (v 2 ), . . . , (v t )} consists of the support vectors belonging to the set of training; K V ( (s)) denotes the evaluation vector of representative kernel functions centering at V ; t is the number of support vectors; β ∈ R n is a weighted vector; and ε ∈ R is a bias term. The binary classification rule
We further extend the above definition for the multi-class problem:
where p ∈ L = {1, 2, . . . , k}, the matrix [β 1 , β 2 , . . . , β k ] consists of all the weighted vectors, and the vector [ε 1 , ε 2 , . . . , ε k ] T includes all the biases. The multi-class classification rule : S → L = {1, 2, . . . , k} is formulated as
Given a subset of training pairs for the p-th label,
, and the corresponding hidden states l i ∈ L = {1, 2}), the training process of RMLLA for two classes problem is to train the discriminant function ( (s)) = β · K V ( (s)) + ε of the binary classifier ( (s)), which can be converted to solve the quadratic programming task as
which subjects to
where 1[p × 1] and 0[p × 1] denote the vectors of ones and zeros respectively, θ is defined as
The matrix is constructed as
where K is the selected representative kernel function. The discriminant function ( (s)) is affected by three factors, namely, the weighted vector β, the bias ε, and the set of support vectors V . The weighted vector β is calculated as
where (s j ) ∈ V . The bias ε can be derived by the Karush-Kuhn-Tucker (KKT) conditions with the following constrains:
If KKT is hold, the bias ε is calculated as
where O ε = {j|0 < γ j < C} are the set of indices of vectors on the boundary. In the test procedure, the test data instance is labeled by the classes with positive SVM values. The ranking order of the labels for data instance s is determined by the corresponding values of ( (s)). If l i ( (s)) > l j ( (s)), r(l i ) < r(l j ), where i, j ∈ {1, 2, . . . , |L |}; l i , l j ∈ L ; L is the predicted label set for the data instance s; l i ( (s)) and l j ( (s)) denote the SVM scores with respect to the predicted labels l i and l j respectively. If all the ( (s)) values are negative, the test data instance is labeled by the class corresponding to the largest ( (s)) value.
V. THE REPRESENTATIVE MULTI-LABEL LEARNING ENSEMBLE FRAMEWORK
In addition, we design a representative multi-label learning ensemble framework (RMLLEF) that embeds RMLLA and integrates different representative kernel functions. The framework is illustrated in Fig. 1 . Specifically, RMLLEF first adopts AP to select a subset of representative features from the dataset. Then, it constructs the hybrid representative kernel functions which consist of the four different representative kernel functions. Next, RMLLEF uses RMLLA based on the hybrid representative kernel functions to train a set of multilabel SVM classifiers. The obtained classifiers are executed to predict the labels of instances in the test set. Finally, the majority voting scheme is adopted to combine the results obtained from different classifiers and to produce the final learning results. The use of ensemble learning enhances the stableness and robustness of RMLLA.
VI. EXPERIMENTS A. DATASETS
In the experiments, we evaluate the performance of our proposed method on an image dataset for natural scene classification and a biological Yeast dataset for functional genomic prediction. The proposed RMLLA algorithm without using ensemble learning is tested in the majority of experiments, whereas its ensemble version, the RMLLEF, is tested in the last subsection.
The image dataset [45] contains image instances that belong to one or several object classes simultaneously. There are 2000 images in total, which are categorized into 20 label sets: sea, sunset, desert, trees, mountains, sea + sunset, sea + trees, sunset + trees, desert + mountains, desert + sea, desert + sunset, desert + trees, mountains + sea, mountains + sunset, mountains + trees, mountains + sea + trees, desert + mountains + sunset, desert + subset + trees, mountains + subset + trees, sea + sunset + trees. We adopt the feature extraction approach in [13] to obtain a 294-dimensional feature vector for each image.
The Yeast dataset has been preprocessed by Elisseeff and Weston [46] . The dataset contains 2417 genes and maintains only the known structure of the functional classes.
The possible label sets for genes include: metabolism, energy, transcription, transport facilitation, cellular communication or signal transduction, protein synthesis, cellular biogenesis, cellular organization, cellular transport or transport mechanisms, ionic homeostasis, cell growth or cell division or DNA synthesis, cell rescue or dense or cell death and aging, transposable elements or viral and plasmid proteins. Each gene is represented by a 103-dimensional feature vector, which may belong to one or several functional classes simultaneously.
B. PERFORMANCE MEASURES
We adopt the hamming loss measure 1 , the ranking loss measure 2 , the one-error measure 3 , the coverage measure 4 , and the average precision measure 5 to evaluate the performance of RMLLA and other multi-label learning approaches [13] , [47] . Each algorithm is tested 10 times to show the average and standard deviations of the five measures. Two-fold cross-validation is performed on the image dataset and the Yeast dataset.
The hamming loss measure 1 is defined as
where j ∈ {1, 2, . . . , n 2 }, n 2 is the number of test data pairs, h ∈ {1, 2, . . . , k}, w jh is the entry of the ground-truth matrices W, and w jh is the entry of the predicted matrices W . The hamming loss measure 1 calculates how many times the labels for data instances are misclassified. The smaller 1 is, the better the performance is. The ranking loss measure 2 is formulated as
, (27) where r j (l p ) and r j (l q ) denote the ranking order of the labels l p and l q in the ground-truth label set for the data instance s j ; r j (l p ) and r j (l q ) denote the ranking order of the labels l p and l q in the predicted label set for s j ; and p, q ∈ {1, 2, . . . , |L j |}. The ranking loss measure 2 focuses on the average fraction of label pairs which are ranked in the reverse order for the data instance. A better classifier tends to generate lower 2 values. The one-error measure 3 is formulated as
where r(l ) is the ranking order for the label l in the predicted label set, and L j and L j are the predicted label set and the ground-truth label set for the data instance s j respectively. The one-error measure 3 calculates how many times the topranked label in the predicted label set for the data instance is not in the ground-truth label set. The predicted result is accurate if 3 = 0. The coverage measure 4 is defined as
where L * j denotes the minimum set of predicted labels for s j which covers all the labels in the ground-truth set L j , and |L * j | is the cardinality of L * j . The coverage measure 4 considers the average size of the minimum set of predicted labels which is able to cover all the labels in the ground-truth label set for the corresponding data instances. The smaller 4 is, the better the quality of the predicted result is.
Last, the average precision measure 5 is formulated as
where r j (l h ) is the ranking order of the label l h for the data instance s j in the predicted label set L j , h ∈ {1, 2, . . . , |L j |}, l is a pre-specified label in the ground-truth label set L j . The average precision measure 5 calculates the average fraction of labels whose ranking order are smaller than the ranking order of the label l (l ∈ L j ). The larger 5 is, the better the performance is.
In the following experiments, we first conduct investigations to show the influence of the preference parameter in RMLLA. Then, we explore the effects of using different kernel functions, the multi-label support vector machine (MLSVM), and the affinity propagation algorithm (AP) one by one. Next, RMLLA is compared with several other multi-label learning approaches on the image and the Yeast datasets. Finally, we explore the effect of ensemble learning by comparing RMLLA with RMLLEF.
C. INVESTIGATION OF THE PREFERENCE PARAMETER
The preference parameter, τ 0 in Eq. 
D. EFFECT OF DIFFERENT KERNEL FUNCTIONS
In order to investigate the effect of different kernel functions, we evaluate the performance of RMLLA with respect to the linear kernel function (Linear), the polynomial kernel function (Poly), the Gaussian Radial based kernel function (RBF) and the sigmoid kernel function (Sigmoid). Fig. 4 and Fig. 5 show the comparison results of RMLLA based on different kernel functions in terms of different performance measures on the image dataset and the Yeast dataset respectively. RMLLA based on the polynomial kernel function generally obtains the best results. This may because the polynomial kernel function implicitly map the input feature space to a higher dimensional space and it can capture the underlying structure of the datasets. As illustrated in Fig. 4 and Fig. 5 , the performance of RMLLA based on the sigmoid kernel function is less satisfactory. The possible reason is that the sigmoid kernel function is sensitive to the parameters. If the parameters are not set to the suitable values, the performance of RMLLA based on the sigmoid kernel function will degrade.
E. EFFECT OF THE MULTI-LABEL SUPPORT VECTOR MACHINE
To evaluate the effect of using the multi-label support vector machine, we substitute the multi-label K -nearest neigh-VOLUME 5, 2017 We also apply the students' t-test with a significance level of 5% to investigate the difference between AP+MLSVM and AP+MLKNN. The results are presented in Table 1 , where ''1'' rejects the null hypothesis, which means the results of AP+MLSVM significantly outperforms those of AP+MLKNN; and ''0'' accepts the null hypotheses, which means the results of the two algorithms are statistically similar. The test results indicate that, in most cases, the performance of AP+MLSVM and AP+MLKNN are significantly different on the two datasets.
F. EFFECT OF THE AFFINITY PROPAGATION
In order to explore the effect of the affinity propagation (AP) algorithm, we compare RMLLA based on AP and MLSVM (AP+MLSVM) with the approach based on k-medoid and MLSVM (k-medoid+MLSVM) in [13] . Fig. 7 shows the comparison results. It can be observed that AP+MLSVM outperforms k-medoid+MLSVM. The possible reasons are: (1) AP is able to avoid unsatisfactory results caused by the random initialization, (2) AP is able to adjust the number of clusters, and (3) AP can identify the relationships among features and discover the most representative features. The t-test with a significant level of 5% is adopted to explore the significance of differences between RMLLA and the approach based on k-medoid and MLSVM (as illustrated in Table 2 ). The results indicate that using AP and using the k-medoid generate significantly different results in terms of all performance measures on the two datasets. In summary, AP is a better choice for feature selection in RMLLA when compared with the approach based on k-medoid.
G. COMPARISONS WITH OTHER MULTI-LABEL LEARNING APPROACHES
We also compare RMLLA (AP+MLSVM) with the multilabel support vector machine (MLSVM) in [46] and the MLKNN with respect to the hamming loss measure, the ranking loss measure, the one-error measure, the coverage measure, and the average precision measure. Fig. 8(a) and (b) illustrate the results on the image dataset and the Yeast dataset, respectively. From the figure, it can be seen that RMLLA outperforms its competitors in terms of different measures. Since MLSVM and MLKNN do not use the representative kernel functions, the comparison results verify the critical effects of using a subset of representative features to construct kernels. We further explore the significance of difference between RMLLA and MLKNN, and those between RMLLA and MLSVM by the t-test with a significant level of 5% (as illustrated in Table 3 and Table 4 ). The test results indicate that all the differences between RMLLA and MLKNN are significant on the image dataset and the Yeast dataset, and all the differences between RMLLA and MLSVM are significant too. In general, all the components should work together to allow RMLLA to achieve better performance. If AP in RMLLA is missing, its effectiveness will be reduced on certain datasets.
H. EFFECT OF ENSEMBLE LEARNING
In order to study the effect of ensemble learning, RMLLA is compared with its ensemble version, RMLLEF, with respect to the average values of different measures on the image dataset and the Yeast dataset. Fig. 9(a) and (b) illustrate the performance of RMLLA and RMLLEF on these two datasets. It is reasonable that RMLLEF outperforms RMLLA in terms of different measures, owing to that RMLLEF integrates multiple results obtained by RMLLA to improve the accuracy and the stableness of the algorithm. We also perform the t-test with the significant level 5% to investigate the significance of difference between RMLLA and RMLLEF. The comparison results in Table 5 shows that the ensemble learning framework can make a significant change for performance enhancement of the RMLLA algorithm.
VII. CONCLUSION
This paper exploits the problem of multi-label classification. Our major contribution is the new multi-label learning algorithm, referred to as the representative multi-label learning algorithm (RMLLA). Compared with traditional multi-label learning algorithm, RMLLA makes the first attempt to incorporate the affinity propagation approach into the learning process, which is able to select the representative features and to relieve the distraction of noisy features. Then, representative kernel functions are constructed, and a multi-label support vector machine is developed to complete the classification task. In the experiments, we perform a thorough analysis of different components of RMLLA and come to the following conclusions: (1) suitably selected preference in RMLLA can improve the performance of RMLLA; (2) If the affinity propagation algorithm is removed or substituted by the others, the performance of RMLLA will be reduced; and (3) MLSVM in RMLLA also plays an important role in enhancing the performance. In the future, we will further explore the factors which influence the effectiveness of RMLLA, and apply RMLLA to different multi-label classification problems in the area of data mining.
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