Abstract. A mathematical model of microbial competition for limiting nutrient and wallattachment sites in a chemostat, formulated by Freter et al. in their study of the colonization resistance phenomena associated with the gut microflora, is mathematically analyzed. The model assumes that resident and invader bacterial strains can colonize the fluid environment of the vessel as well as its bounding surface, competing for a limited number of attachment sites on the latter. Although conditions for coexistence of the two strains are of interest, and are provided by some of our results, two bistable scenarios are of more relevance to the colonization resistance phenomena. In one case, each bacterial strain's single-population equilibrium, is stable against invasion by the other strain and there exists an unstable coexistence equilibrium, while in the second case the resident strain equilibrium is stable against invasion by the invader and yet a locally attracting coexistence equilibrium exists. Both scenarios imply that a threshold dose of invader is required to colonize the chemostat. Our analysis consists of finding equilibria, determining their stability properties, and establishing the persistence or extinction of the various strains.
These simulations are suggestive and warrant a more thorough analysis of the mathematical model, the intended purpose of the present paper. Obviously, competition between a resident strain and an invader which are identical in every respect, as assumed by Freter et al. [10, 11, 12, 14, 15] , is a mathematically degenerate case. If we turn to the classical chemostat model (see [23] ) for guidance, we find that there is a line segment (a continuum) of neutrally stable equilibria in case of competition between identical competitors. The ultimate outcome is extremely sensitive to initial data (and to noise!)-every solution approaches one of these equilibria, but a nearby solution may approach a different but nearby equilibrium. As it turns out, the same outcome holds for Freter's model. Clearly, there is a need to study more generic situations.
The model formulated by Freter is sufficiently general so that it may apply to the formation of a biofilm or the fouling of a bioreactor. Presently, there is a great interest in biofilms as it becomes clear that the more natural state of bacteria is as a member of a biofilm community rather than as an isolated planktonic cell in a fluid media and as the health implications of biofilms are becoming more wellknown. For example, antibiotics are less effective against bacteria in a biofilm community than they are for the planktonic form [9] . See various review articles by Costerton and his colleagues [7, 8, 9] and [5] .
The Freter model has stimulated much research on an analogous model based on the plug flow tubular reactor; see [1, 2, 3, 17] . See [12, 19] for the use of CSTRs as experimental models in colon research.
The Freter model is not the only model of bacterial growth and competition with wall-attachment. Simple chemostat-based models have been formulated by Topiwala and Hamer [27] and later by Baltzis and Fredrickson [4] . A different model was formulated and studied recently by Pilyugin and Waltman [20] . The Freter model is distinguished from these earlier models by a number of factors. First and most importantly, it assumes a limited number of wall-attachment sites as opposed to an unlimited number. This difference has the effect of making the model more highly nonlinear. In fact, the attraction of bacteria to the wall is assumed to be given by a nonlinear mass-action rate rather than a linear rate assumed in other models. Finally, as the wall-attachment sites may fill up, the model must account for the daughter cells of wall-attached bacteria which cannot find attachment sites and consequently are sloughed off into the fluid environment. The bottom line is that the Freter model is highly nonlinear and difficult to fully analyze.
Aside from the obvious interest in the possibility of coexistence between two competing bacterial strains, which we show can occur for the Freter model, some other outcomes are also of biological interest. Perhaps of most interest is our finding that the bistable case may occur in which each strain's single-population equilibrium is stable in the linear approximation to invasion by the competing strain. In this case, there is an unstable coexistence equilibrium of saddle type, the stable manifold of which forms a separatrix surface in state space separating the basins of attraction of the two single-population equilibria. Viewing one population as representing the indigenous microflora of the gut and the other as an invading nonindigenous strain, we may consider Freter's experiment being carried out in this case. If a small dose of invaders is introduced with the resident population at its equilibrium, then the invaders will be washed out because the initial state belongs to the basin of attraction of the resident equilibrium. However, if the dose of invading strain is sufficiently high such that the initial state has crossed the separatrix surface into the domain of attraction of the invader equilibrium, then the invader will displace the resident strain with all the unwanted consequences for the health of the animal or human. The original use of the term "colonization resistance" in gut microbiology was as a measure of the oral dose of a bacterial strain required for colonization of the gut [18] . Mathematically, in the Freter model, it is represented by a separatrix manifold in state space.
The basic competition model is described in the next section and the single population growth model with wall attachment is fully analyzed in the subsequent section. Section 4 treats the case of competition between a resident strain able to colonize the wall of the vessel and an invader that lacks this ability. The full model treating competition between two bacterial strains capable of wall attachment is considered in section 5. Our main results are discussed in section 6 and illustrated by numerical simulations. An appendix contains the mathematical proofs of our results. All stability assertions of this paper are to be interpreted in a local sense unless explicitly indicated otherwise by the use of the adjective "global." 2. The model. We follow [12] in considering a two-strain model, referring to one strain as the resident strain and the other as the invading strain. See [12] for a thorough description of the model. Here, we simply outline its main features. Let n r (t) be the biomass concentration of planktonic resident bacteria, that is, resident bacteria in the fluid media of the chemostat and let m r (t) be the biomass of resident bacteria that are attached to the wall of the chemostat. We will refer to these cells as wall-attached cells. Similar designations are used for the planktonic invading strain biomass density n i (t) and wall-attached biomass density of invaders m i (t). We follow Freter in assuming that the specific growth rate of a microbe is the same whether the cell is in its planktonic state or its wall-attached state for a given value of the nutrient concentration. Recent evidence from work on biofilms suggest that this is not a good assumption [7, 8] . It is assumed here to simplify the algebra; however, based on previous work [2] , it is not expected that the assumption of different specific growth rates for planktonic and wall-attached states will alter our results or add any new phenomena. We require that the specific growth rates f r and f i have the following properties:
A common choice is the Monod function:
The model assumes an upper bound A for the weighted biomass M of bacteria that can adhere to the wall of the chemostat. A fraction G(M ) of daughter cells of wallattached cells are assumed to find wall-attachment sites, the fraction 1 − G(M ) of daughter cells become planktonic cells. Here,
is a weighted average of m r and m i (Freter assumes a = 1 and b = 1) and G(M ) is strictly decreasing, reflecting the idea that G is larger when wall-attachment sites are plentiful and small when they are scarce. We assume that G(M ) has the following properties:
Freter takes G to be
where k is a small positive number, although he provides no justification for this particular form. We stress that, except for our numerical simulations, none of our results depend on the special forms of f or G. Planktonic cells are attracted to the wall at a mass-action rate proportional to the product of n r and A − M , the latter being a measure of the unoccupied wall attachment sites. Wall attached cells are sloughed off at a rate proportional to their density. Finally, we ignore cell death in the model.
The model parameters, all positive, are described in the following The model equations then take the form:
The equations in (2.1) can be simplified by nondimensionalizing the parameters, and dependent and independent variables. Nondimensional quantities are indicated below with bars.
We drop the bars and return to the original notation: 
Adding the five equations of (2.2) giveṡ
which immediately leads to the boundedness of solutions.
3. Single-population-growth. We first consider single-population growth, the equations for which are the following:
The appropriate domain for (3.1) is
which is positively invariant. The washout equilibrium, uninteresting biologically, is denoted by E 0 = (1, 0, 0), and the variational matrix corresponding to it is given by
The eigenvalues consist of −1 plus the eigenvalues of the following submatrix:
We denote by SM (A r ), the stability modulus of A r , which is just the maximum of the real parts of its eigenvalues. As for most matrices of interest in this paper, A r has real eigenvalues so SM (A r ) is simply the largest one. Our main result follows. 
The bacterial population is washed out of the reactor if SM (A r ) < 0, or it can colonize the chemostat if the reverse inequality holds. In the latter case, there is a unique, locally attracting equilibrium with positive values for planktonic and wall-attached densities. Unfortunately, we are unable to show the latter is globally attracting, but at least we can show that both planktonic and wall-attached bacterial densities eventually exceed some positive lower bound which is independent of initial data.
Of course, the stability modulus may be computed explicitly and this leads to the conclusion that SM (A r ) > 0 if
and SM (A r ) < 0 if the reverse inequality holds. We note that the quantity on the right is strictly less than 1. This is an important observation since, in the absence of wall attachment a population can survive in the chemostat if and only if f r (1) > 1 (see [23] ). It stands to reason that the threshold growth rate should be lower when the organism can attach to the wall since then it is relatively less affected by washout. We take a moment to defend a practice we will use throughout the paper. Rather than writing complicated inequalities resulting from the quadratic formula, as for the inequality immediately above, which reveals very little of the biology and which singles out for special attention the specific growth rate above all others, we choose to state conditions in terms of the stability modulus of various 2 × 2 matrices which have nonnegative off-diagonal entries. Matrices having nonnegative off-diagonal entries are called quasi-positive matrices here. Because the Perron-Frobenius theorem can be applied to the sum of a quasi-positive matrix and a suitable multiple of the identity matrix, quasi-positive matrices have nice spectral properties; see [23, 24] . This theory will find extensive application in our proofs.
The authors are indebted to Thieme for pointing out that a change of variables in (3.1) leads to a cooperative system under suitable conditions. A system is said to be cooperative if its Jacobian matrix is quasipositive in the region of interest and is irreducible if this Jacobian matrix is irreducible. See [24] for more on cooperative systems and monotone dynamics. In this special case, we can prove that E r attracts all solutions with n r (0) + m r (0) > 0. Let
Then (3.1) becomeṡ 
Wall-adhering residents versus nonadhering invaders.
We now consider competition between a resident strain, able to colonize the wall of the chemostat, and an invading strain which cannot colonize the wall. In this case, (2.2) reduces to the following system:
, where s i is the unique solution of f i (s i ) = 1. As noted in the previous section, the threshold growth rate for the invader-only equilibrium to exist is higher than that for the resident-only equilibrium to exist. A coexistence equilibrium E c = (s,n r ,m r ,n i ) is one for which m r + n r > 0 and n i > 0. It is easy to see that in fact n r and m r must both be positive ands = s i .
Our first result summarizes the stability properties of the equilibria E 0 , E r , and E i . 
and unstable (SM (B) > 0) if the reverse inequality holds. The quantity on the righthand side can be seen to be strictly less than 1 (see Remark 1). Therefore, as expected, the threshold growth rate for the invaders to successfully invade the resident strain equilibrium is higher than for the reverse invasion to occur. This reflects the lack of ability of the invaders to adhere to the wall. It can be shown that if SM (A r ) < 0, then n r (t), m r (t) → 0 as t → ∞ for all solutions of (4.1). Similarly, if f i (1) < 1, then n i (t) → 0 for every solution of (4.1). The proof follows that of Proposition 5.1.
If both E r and E i exist, then they cannot both be asymptotically stable in the linear approximation. While Theorem 4.3 completely settles the existence and uniqueness of E c , it does not address its stability. We conjecture that E c is asymptotically stable whenever it exists. This conjecture is based on a Maple calculation of the Routh-Hurwicz criterion reported in [25] which fills an entire page. Also see [25] for simulations demonstrating that E c may exist.
We conclude this section by showing that if the resident and invader have the same nutrient uptake functions and if the resident can colonize the chemostat in the absence of the invader, then the resident excludes the invader. Properties of E i and A i are obtained from those of E r and A r . E 0 is asymptotically stable if both SM (A r ) < 0 and SM (A i ) < 0 and unstable if either inequality is reversed. These inequalities identify inadequate competitors as our first result shows.
and if E r exists, then it is asymptotically stable and E i is unstable if it exists. If
It is traditional in population dynamics to discuss the stability of a single-population equilibrium in terms of whether or not it may be invaded by an infinitesimal inoculum of the other population. We wish to do that here as well but we caution the reader that our choice to use Freter's designation of the two strains as "resident" and "invader" strains now has an unfortunate consequence. In order to discuss the stability of the invader-only equilibrium E i , we must determine whether or not the resident strain can or cannot successfully invade it. With this caution, we hope the reader will only be mildly annoyed with this language. The following theorem summarizes the stability properties of E r and E i . The invader strain can invade the resident strain equilibrium if SM (A ri ) > 0 and cannot if the reverse inequality holds. Note the mixing of subscripts "r" and "i" on quantities appearing in the matrix A ri takes into account that the invading strain confronts the environment determined by the resident strain equilibrium.
It is reasonable that the invader cannot invade the resident strain equilibrium unless it can survive on its own in the chemostat (E i exists) and similarly when invader and resident are interchanged.
An important question is under what circumstances can the invader strain successfully invade and establish itself in the chemostat. The following result addresses this issue.
Theorem 5.3. Suppose that E r exists and that it attracts all solutions of (2.2)
for every solution of (2.2) with n i (0) + m i (0) > 0. A symmetric conclusion holds where i and r are interchanged.
The result that the limit inferior of both n i and m i exceed some lower bound which is independent of initial data is termed uniform persistence or permanence in the population biology literature; see, e.g., [26] .
A central issue is whether or not a coexistence equilibrium E c = (s c , n If an E c exists, then both E r and E i must also exist. The question of the existence of E c is algebraically difficult due to the many strong nonlinearities in the equations. We obtain a sufficient, but not necessary, condition for its existence. E c exists if E r and E i are both unstable or if they are both stable in the linear approximation and an additional condition holds. The additional condition says, roughly, that although the invader cannot invade the resident-only equilibrium (SM (A ri ) < 0), it could invade if the nutrient level, instead of being s = s r , were the higher value s = 1 which corresponds to the scaled input concentration from the nutrient reservoir (SM (B ri ) > 0), and similarly with resident and invader interchanged.
Theorem 5.5. Suppose that both E r and E i exist. If either
where Both situations described in Theorem 5.5 occur. See Figure 1 for the case when both E r and E i are unstable to invasion by the other strain where an apparently stable E c exists. Figures 2 and 3 show that E c can exist in the bistable case where both E r and E i are asymptotically stable. In this case, E c is unstable. E c may be nonunique as Figures 4 and 5 attest. Here, one E c is stable and another is unstable. See [25] for a bifurcation analysis which illuminates conditions under which E c may bifurcate from E r as the maximum growth rate of the invader is increased. Both supercritical and subcritical transcritical bifurcations may occur. Parameter values for simulations described in Figures 1-5 are provided in Tables 1,3 , and 5; equilibrium locations and their stability are given in Tables 2, 4 , and 6.
The existence of E c does not ensure that the two strains can coexist. Below we establish conditions that do ensure that both populations survive in the long run. In the language of persistence theory, the two populations persist uniformly.
Corollary 5.6. Suppose that E r and E i exist. Suppose also that E r attracts all solutions of (2.2) with n r (0) + m r (0) > 0 and n i (0) = m i (0) = 0, and that E i attracts all solutions of (2. We remark that in all simulations performed here and in [25] , solutions converge to one of the equilibria.
A singular perturbation analysis is carried out in [25] when the dilution rate ρ is large, i.e., when the mean residence time of planktonic bacteria in the chemostat is small compared to other time scales of the problem. In this case, the densities of planktonic bacteria of each strain are in a quasi-steady state with the more slowly changing wall-attached densities allowing a reduction of the five-dimensional system (2.2) to a planar system for (m r , m i ). In this regime, competitive exclusion is the generic outcome of competition.
6. Discussion. The ability of a bacterial strain, capable of wall attachment, to survive in the chemostat is shown to depend on whether the largest eigenvalue of a 2 × 2 quasi-positive matrix is positive or not. As there are two niches for bacteria, the planktonic niche and the wall-adherent niche, it seems entirely appropriate that its survival depends on whether it can grow sufficiently well in at least one of these two environments to offset possible losses to the other, perhaps less suitable, one. In terms of the original, unscaled parameters, a strain of bacteria can colonize the chemostat with dilution rate ρ and nutrient feed concentration S 0 if and only if the largest eigenvalue of the matrix Table 1 . This time the invaders win when they start at relatively high density and the residents start at a low one.
Fig. 3. A plot of nr(t), mr(t), n i (t), and m i (t) versus time with parameters and initial conditions from
is positive, or equivalently, if
.
As the quantity on the right is complicated, it is useful to replace this inequality by slightly stronger inequalities which may better provide a biological interpretation. We offer two such below. The inequality above holds (see Remark 1) if either the wallattached bacteria can grow fast enough to overcome loss due to slough-off of cells, i.e.,
or if the planktonic bacteria can grow fast enough to overcome washout, i.e,
By way of contrast, the latter inequality gives the threshold for survival in the chemostat for planktonic cells in the absence of wall growth (see [23] ). In simulations reported by Freter and his colleagues in [10, 12] , G(0) ≈ 1 and λ r is much smaller than ρ, so the former inequality may more readily hold than the latter. Thus the ability to adhere to the wall of the chemostat provides a substantially greater chance for successful colonization.
Competition between a resident bacterial strain capable of wall attachment and an invader which lacks this competency is considered in section 4. We must again warn the reader here that by following Freter in designating "invader" and "resident" as the two bacterial strains, we make it awkward to employ the standard invasibility terminology in discussing the stability of each single-population equilibrium, particularly that of the invader-only equilibrium. Hopefully, this warning will prevent any misunderstandings.
. A plot of nr(t), mr(t), n i (t), and m i (t) versus time with parameters from
As expected, it is more difficult for the invader to successfully invade the resident strain equilibrium than vice versa. Quantitatively, the invader can invade the resident strain equilibrium E r only if
while either of the inequalities (here, we make do with slightly stronger inequalities than required which allow a more transparent biological interpretation, using Remark 1)
suffice to allow the resident strain to successfully invade the invader equilibrium E i . Here, s r and s i denote the (unscaled) nutrient concentration at the resident or invader equilibrium, respectively. A unique coexistence equilibrium E c is shown to exist if and only if each strain can successfully invade the other strain's equilibrium. Table 5 .

Coexistence occurs.
As a special case, consider the competition between a resident strain, capable of wall attachment, and a mutant strain unable to colonize the wall, e.g., for lack of an appropriate receptor on its surface. Assuming the two strains have identical specific growth rates f ≡ f r = f i and that the resident can colonize the chemostat in the absence of the mutant then Theorem 4.4 implies that the resident population drives the mutant to extinction.
Competition between two strains capable of wall attachment is considered in section 5. Sharp conditions for one strain to be able to successfully invade the other strain's equilibrium are given. Assuming that the resident strain equilibrium is globally attracting when only the resident strain is present (see Theorem 3.2 for sufficient conditions), it is proved that the above-mentioned invasion condition implies that the invader avoids extinction in the sense that both its planktonic and wall-attached densities ultimately exceed positive lower bounds which are independent of initial data.
A coexistence equilibrium exists when both resident and invader strains can invade each others' single-population equilibrium and when both resident and invader singlepopulation equilibria are uninvadible by the rival strain. This is in contrast to the case of asymmetric competition between a resident capable of wall-attachment and a mutant lacking this ability where a coexistence equilibrium can only exist when both strains can invade each others equilibrium. We refer to this case where both E r and E i are asymptotically stable as the bistable case. We expect that E c is an unstable saddle. (See Table 1 for parameter values leading to this case.) As noted in the introduction, this case may be particularly relevant to the phenomena of colonization resistance in the gut (see [18] ). In the bistable case, ingestion of a subthreshold dose of a bacterial strain would lead to its being washed out of the gut over time (see Figure 2 ), while ingestion of a superthreshold dose would lead to it displacing the resident strain (see Figure 3 ) with potentially negative consequences for the health of the human or animal. For the parameter values of Table 1 , we have determined the threshold inoculum of planktonic invaders n i (we took m i = 0) required to be introduced at the resident equilibrium to displace the resident as being approximately 7.53 times the equilibrium value n * i in the invader equilibrium E i . Also intriguing is the possibility for multiple coexistence equilibria. See Table 5 for parameter values which lead to two E c , one stable and the other unstable. Figures 4 and 5 indicate some of the possible outcomes of such competition. The resident equilibrium E r is asymptotically stable. If one perturbs it by introducing a small inoculum of planktonic invaders, the latter are washed out. However, a large dose of planktonic invaders results in the coexistence of the two strains at the asymptotically stable equilibrium E c1 . The threshold inoculum of invading planktonic bacteria required to be introduced to the resident equilibrium to allow for coexistence was found to be 5.34 times the equilibrium value n * i of the invader equilibrium E i . In contrast to the bistable case, successful invasion does not result in extinction but in coexistence.
Of course, the coexistence of two bacterial strains at a stable equilibrium is also of biological relevance given the great diversity of the gut ecosystem. See Figure 1 for a simulation in this case.
We make no claim that the parameter values used in our simulations are biologically reasonable. They have merely been chosen to illustrate the range of dynamical behavior inherent in the model.
It is interesting to compare our results with those in Pilyugin and Waltman [20] . As noted in the introduction, their model assumes unlimited wall-attachment sites so the only nonlinearities in the model are due to nutrient uptake. They do not assume that the specific growth rates of planktonic and wall-attached cells are equal. However, their results are most complete in this case, and since the general case is not treated we confine our comparisons to this case. They show that E r is globally attracting for nontrivial initial data for the single-strain model. The main difference however is for the competition model. Their model gives competitive exclusion under the conditions described above. For n-competitors, they show that there is only one winner. The strain that can grow at the lowest nutrient concentration eliminates the others just as for the classical chemostat (see [23] ). Our results here complement those in [1, 2, 3] where the plug flow reactor was used instead of the chemostat. The simpler ordinary differential equations that result in the case of a chemostat allow for a more complete analysis to be given here.
Finally, our intention in this paper has been to give a reasonably complete mathematical analysis of an important model constructed by Freter and his colleaques in [10, 11, 12, 14, 15] to show that the ability of bacteria to adhere to the gut wall plays a role in the colonization resistance phenomena. These authors relied on a few numerical simulations, some of which were carried out in the mathematically degenerate case of identical resident and invader strains. Hopefully, our analysis provides a more balanced perspective on the generic dynamics inherent in this model system. Its dynamics are much richer than the classical chemostat competition model without wall-attachment where the generic outcome is competitive exclusion. Perhaps our most important contribution on the biological side has been to show the existence of various bistable phase portraits and to point out the relevance of these to colonization resistance. The associated separatrix surface, the stable manifold of an unstable coexistence equilibrium, implies a threshold dose of invading strain is required to overcome the advantages held by the resident strain. It is not clear that a separatrix can occur in the wall-growth model treated in [20] .
Proofs.
7.1. Matrices. We begin by considering a family of quasi-positive matrices that have been encountered often. For 0 ≤ M ≤ 1 and x ≥ 0 define
T r (x, M ) = trace P r (x, M ). 
Proof. The partial derivatives of H r are given by
The results follow from G < 0. We define x r (M ) to be the smaller of the two. (2) follow directly from the quadratic formula or from the fact that P r (x, M ) is a quasi-positive and irreducible matrix (see Appendix A of [23] ). As such, it has a dominant real eigenvalue. The determinant in (7.1) has been factored so one sees that
. (4) We have
The result follows. Lemma 7.3. For fixed M , 0 ≤ M < 1, we have the following:
Proof.
(1) If 0 ≤ x < x r (M ), then det P r (x, M ) > 0 and T r (x, M ) < 0 by Lemma 7.2, thus both eigenvalues are negative and SM (P r (x, M )) < 0.
(2) Now suppose x > x r (M ). If x r (M ) < x < k r (M ), we have det P r (x, M ) < 0 by Lemma 7.2, which implies the eigenvalues have opposite sign giving SM (P r (x, M ) 
Equilibria.
The equilibrium points of (2.2) are found by setting the functions on the right-hand side of (2.2) equal to zero and then solving the corresponding system of equations for solutions in Ω. The equations are:
Adding the last two equations gives
1−fi(s) . Using these relationships in the first equation yields 1 − s − nr yr − ni yi = 0. Replacing n i , n r in the third and fifth equations yields the simplified equilibrium equations which have the same solutions as the preceding system:
If we are interested in solutions with nonzero m r and m i then we may divide through by these quantities in the last two equations and simplify to get
The first two equations imply that f i (s), f r (s) < 1 so the last two equations are equivalent to
Proofs in section 3. Now consider the resident equilibrium (n
Solving the third equation for n r in terms of s we have
and let
If E r ∈ Ω, then n r > 0, 0 < m r < 1, and s > 0. The first equation of (7.5) gives s < 1. The second equation gives 0 < y r z r (s) = m r < 1 and f r (s) < 1. The constraint y r z r (s) < 1 leads to p(s) < f r (s). The fourth equation of (7. Proof. We evaluate some derivatives below: 
Therefore, h is strictly decreasing in I so the solution s r to h(s) = 0, if it exists, is unique. It follows (see (7.5) ) that E r is unique if it exists. Now, h( 
where the last inequality holds since y r z r (s 1 ) = 1, s 1 < s 2 , and z r (s) < 0 imply y r z r (s 2 ) < 1.
Proof. The Jacobian matrix at E r is given by 
It is easily seen that A 1 and A 3 are positive since f r (s r ) < 1. Now use the fact that δ > 1, γ > κ, f r (s r ) < 1, and G(m * r ) < 1 to obtain
The Routh-Hurwitz theorem completes the proof.
Proposition 7.8. If SM (A r ) < 0, then E 0 is globally attracting. Proof. Rewrite the last two equations in (3.1) to geṫ
Using the fact that lim sup t→∞ s(t) ≤ 1, which follows from the first of equations (3.1), we find that n r and m r satisfy the following differential inequalitẏ
for large values of t, where
and for arbitrary δ > 0 which will be chosen below. If we define V = (n r , m r ) t , E = (1, −1) t , and C = P r (f r (1 + δ), 0), then the system above takes the forṁ
As SM (A r ) = SM (P r (f r (1), 0)) < 0, we may choose δ > 0 so small that q ≡ SM (C) < 0. By the Perron-Frobenius theorem, corresponding to q = SM (C), there exists an eigenvector W = (u, v) t , with u, v > 0, such that C t W = qW . The ratio of the components of V is easily seen to satisfy
As the denominator is positive so must be the numerator, since u, v > 0, so q < 0 < f r (1 + δ) implies that u < v. Taking the inner product of both sides of the differential inequality satisfied by V with the positive vector W , we get
for every solution of (3.1) with n r (0) + m r (0) > 0.
Proof. We apply Theorem 4.6 in [26] . Using the notation of that result, we set X = Ω 0 , X 2 = {(s, n r , m r ) ∈ Ω 0 : n r = 0 or m r = 0}, and X 1 = X \ X 2 . We wish to show that solutions starting in X 1 ultimately stay away from X 2 . The notation x(t) = (s(t), n r (t), m r (t)) for a solution of (3.1) will be used. The set Y 2 = {x(0) ∈ X 2 : x(t) ∈ X 2 , t ≥ 0} = {(s, 0, 0) : s ≥ 0} and Ω 2 , defined to be the union of the omega limit sets of solutions starting in Y 2 , consists of the equilibrium E 0 . Obviously, the set M = {E 0 } is an acyclic covering of Ω 2 in X 2 . We must show that M is an isolated compact invariant set in X and that it is weak repellor for X 1 : where d(x, M ) is the distance from x to M . Suppose M is not a weak repellor for X 1 . Then there exists x(0) ∈ X 1 such that x(t) → E 0 as t → ∞, i.e., x(0) belongs to the stable manifold of E 0 . If we let V = (n r , m r ) t , then we may write the last two equations of (3.1) aṡ
The Perron-Frobenius theorem implies the existence of an eigenvector W = (u, v) t for P r (f r (1), 0) corresponding to the dominant eigenvalue q ≡ SM (P r (f r (1), 0)) > 0 with u, v > 0. Taking the inner product of both sides of the differential equation with W leads to
For all large t, we have
implying that un r + vm r → ∞ as t → ∞. This contradiction to x(t) → E 0 shows that M is a weak repellor for X 1 . A similar argument also establishes that M is isolated in X. Theorem 4.6 in [26] implies the desired result. Proof of Theorem 3.2. The off-diagonal entries of the Jacobian matrix of the vector field (3.2) are displayed below
The quantity β is positive if (3.3) holds, in which case (3.2) is cooperative. It is easily checked that J is irreducible when x > 0. In the new coordinates E 0 = (E, x, m r ) = (1, 0, 0) and
By 
) is a monotone system we have z(t) ≤ w(t) ≤ p(t)
for t > 0. Thus w(t) also converges to E r . Since w(0) was chosen arbitrarily, we have all trajectories with initial conditions in Λ off of the E-axis converge to E r . We can conclude that all of the trajectories with initial conditions in Ω off of the s-axis converge to E r .
Proofs in section 4.
Proof of Theorem 4.1. The Jacobian of (4.1) evaluated at E 0 = (1, 0, 0, 0) is
where f r (s r ), 0) ) by the Perron-Frobenius theorem (see Theorem A.5 of Appendix A of [23] ). But SM (P r (f r (s r ), 0)) > 0 from above. Thus, SM (B) > 0 and E i is unstable. On the other hand, if SM (B) = SM (P r (f r (s i ), 0) < 0, then the fact that E r exists implies that SM (P r (f r (s r ), 0)) > 0 so s i < s r by the last assertion of Theorem A.5 of [23] , so f i (s r ) > f i (s i ) = 1. Thus E r is unstable.
Proof of Theorem 4.3. The s-component of E c is s i . After some simplification of the equilibrium equations similar to that of (7.4) we obtain the relations Assume that E c = (s i ,n r ,m r ,n i ) exists. The existence of E i is trivial since s i < 1. It follows from Lemma 7.1 that H r (f r (s i ), 0) < 0 so SM (P r (f r (s i ), 0)) > 0. But B = P r (f r (s i ), 0) so SM (B) > 0, implying by Theorem 4.1 that E i is unstable and E r exists. Lemma 7.6 and its proof imply that s = s r is the unique root of h(s r ) = H r (f r (s r ), y r z r (s r )) = 0 in I. Now,n r > 0 implies that f r (s i ) < 1 and (7.7), we have h(s i ) = H r (f r (s i ), y r z r (s i )) > 0. Furthermore, p(s i ) < f r (s i ) is a consequence of y r z r (s i ) < 1. Since f r (s i ) < 1 < k r (y r z r (s i )), by Lemma 7.2 we conclude that f r (s i ) < x r (y r z r (s i )) < λ r /G(y r z r (s i )). Thus q(s i ) > 0. Therefore, s i ∈ I. By Lemma 7.6, h is strictly decreasing in I, from which it follows that s i < s r and consequently f i (s r ) > f i (s i ) = 1.
If E r and E i are both unstable, then by Theorem 4.1 we have f i (s r ) > 1, implying that s i < s r < 1, and we have SM (B) > 0, implying that f r (s i ) > x r (0) by Lemma 7.3. Therefore, x r (0) < f r (s i ) < f r (s r ) < 1 < k r (0), so by Lemma 7. 
