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Abstract.  
We consider a scheme of equiprobable allocation of particles into cells by sets. The Edgeworth type 
asymptotic expansion in the local central limit theorem for a number of empty cells left after allocation 
of all sets of particles is derived.  
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1. Introduction. 
Many combinatorial problems in probability and statistics can be formulated and best understood by 
using appropriate random allocation schemes (alternatively known as urn models). Such models 
naturally arise in statistical mechanics (Feller (1968)), clinical trials (Gani (1993)), cryptography 
(Menezes et al. (1997)) etc. The properties of various random allocation schemes have been extensively 
studied in the probabilistic and statistical literature, see books by Kolchin et al. (1976), Johnson and 
Kotz (1977) and survey papers by Ivanov et al. (1984) and Kotz and Balakrishman (1997). 
The classical allocation scheme assumes equiprobable allocation of n particles to a finite number N 
of cells, i.e. the probability of a particle falling into any particular cell is equal to 1N − . There are several 
generalizations of the classical scheme, see, for example, Ivanov et al. (1984). In the present paper we 
consider the following generalization of the classical model.  
Let cells be indexed by 1,2,..., N  and sets of particles be indexed by 1,2,..., s , a set of particles with 
index  j containing jn  particles. We assume that 
• Particles are allocated one set at a time 
• Sets of particles are allocated independently of each other. 
• No two particles from a given set can be allocated to a common cell.  
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• All inNC  possible variants of the allocation of particles from the i-th set have the same 
probability equal to ( ) 1−inNC , 1, 2,...,i s= . 
This paper deals with the random variable (r.v.) ),...,,( 100 snnNμμ = giving the number of empty 
cells left after all the  s  sets of particles have been allocated.  
Note that this allocation scheme corresponds to an urn model when we deal with s independent 
samples of sizes 1 2, ,..., sn n n  respectively, where each sample is drawn by simple sample scheme without 
replacement from a population of size N; here the r.v. 0μ  is a number of untouched elements of the 
population.  
The classical allocation scheme corresponds to the case 1 2 ... 1sn n n= = = = .The random allocation 
of particles by sets was also studied in the literature. For detailed surveys of theory and applications see 
Ivanov et al. (1984) and Kotz and Balakrishman (1997). The most relevant to the present paper 
references are Park (1981), Mikhhaylov (1980, 1981), Vatutin and Mikhaylov (1982) and Mirakhmedov 
(1985, 1994, 1996). In particular, the most general limit theorem for  r.v. 0μ  were obtained by 
Mikhaylov and Vatutin (1982): they proved the central limit theorem and Poisson limit theorem for 0μ  
under rather weak conditions, giving lower bounds for the remainder terms. But the topics of interest to 
us here are not readily available in the literature. In the present paper, we will derive an Edgeworth type 
asymptotic expansion in the local central limit theorem for 0μ  using a combination of two approaches. 
The first approach is based on a Bartlett type formula for the characteristic function of 0μ  and the 
second one is based on the Frobenius-Harper technique, exploiting the fact that the r.v. 0μ  can be 
represented as a sum of independent Bernoulli r.v.’s.  
       Thus in this paper our purpose is twofold. On the one hand, we wish to derive a better local 
approximation formula for the distribution of 0μ . On the other hand, we would also like to develop the 
above mentioned methods to obtain an asymptotical expansion type result. 
 The organization of the paper is as follows. In Section 2, a Bartlett type formula is presented. An 
asymptotic expansion of the characteristic function of 0μ  is given in Section 3. In Section 4, an 
asymptotic expansion is obtained in the central local limit theorem for 0μ  in the case of a fixed s. The 
case when  s  can increase as 
1
min ll s n≤ ≤ →∞  is discussed in Section 5.  
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In what follows, all the asymptotic relations assume that 
1
min ll s n≤ ≤ →∞  and N →∞ . By the symbol C  
(with and without subscripts) we denote absolute positive constant. The relation (1, )B pξ ∼  means that 
the  r.v. ξ  has the Bernoulli distribution with parameter p, 0 1p< < . 
 
2. Bartlett’s type formula. 
 The allocation of the l-th set of particles is determined by the random allocation indicators  ,l mη , 
1, 2,...,m N= , where , 1l mη =  if a particle of the l-th set falls into the cell with index  m, , 0l mη =  
otherwise. It is clear that , (1, )l m lBi pη ∼  with Nnp ll /= ; also ,1 ,2 ,...l l l N lnη η η+ + + = , sl ,...,2,1= , and  
                               { }0 1, 2, ,
1
... 0
N
m m s m
m
μ η η η
=
= ⇑ + + + =∑ ,                                                      (2.1) 
where }{A⇑  is the indicator of the event A.  
  Let ,l mξ , 1,2,...,l s= ; 1, 2,...,m N=  be a collection of the mutually independent  r.v.’s , 
(1, )lm lBi pξ ∼ , , ,1 ,2 ,...l N l l l Nζ ξ ξ ξ= + + + . It is easy to check that for any Nkkk ,...,, 21  with 0=lk or 1 
such that 1 2 ... N lk k k n+ + + =  
     { },1 1 ,2 2 ,, ...,l l l N NP k k kη η η= = = = { },1 1 ,2 2 , ,, ..., /l l l N N l N lP k k k nξ ξ ξ ζ= = = = .               (2.2) 
  Let  ,1 ,2 ,( , ,..., )l l l l Nη η η η= , ,1 ,2 ,( , ,..., )l l l l Nξ ξ ξ ξ= . For any measurable function  f  such that 
1 2( , ,..., )sE f ξ ξ ξ < ∞  one has the following Bartlett’s type formula (see Bartlett (1938)): 
1 2( , ,..., )sEf η η η  
         1 2 , 1
1
,
1
1 ... ( , ,..., ) exp ( ) ...
(2 { })
s
s l l N l ss
l
l N l
l
Ef i n d d
P n
π π
π π
ξ ξ ξ τ ζ τ τ
π ζ =− −
=
⎧ ⎫= −⎨ ⎬⎩ ⎭=
∑∫ ∫∏
.             (2.3) 
  Indeed, by the total expectation formula 
                  1 2 ,
1
( , ,..., ) exp ( )
s
s l l N l
l
Ef i nξ ξ ξ τ ζ
=
⎧ ⎫−⎨ ⎬⎩ ⎭∑ =   
                  ( )
1, 2, ,, ,..., , 1 2 1, 2, ,
1
exp ( ) ( , ,..., ) / , ,...,
N N s N
s
l l N l N N s N
l
E i n E fζ ζ ζ τ ζ ξ ξ ξ ζ ζ ζ
=
⎡ ⎤⎧ ⎫−⎨ ⎬⎢ ⎥⎩ ⎭⎣ ⎦∑  
Integrating both sides of this equality with respect to sτττ ,...,, 21 over the s dimensional cube s],[ ππ−  
we get 
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1 2 , 1 2
1
... ( , ,..., ) exp ( ) ...
s
l l N l s
l
Ef i n d d d
π π
π π
ξ ξ ξ τ ζ τ τ τ
=− −
⎧ ⎫−⎨ ⎬⎩ ⎭∑∫ ∫  
{ } ( )1, 1 2, 2 , 1 2 1, 1 2, 2 ,(2 ) , ,..., ( , ,..., ) / , ,...,s N N s N s N N s N sP n n n E f n n nπ ζ ζ ζ ξ ξ ξ ζ ζ ζ= = = = = = = . 
Formula (2.3) follows due to (2.2) and the fact that 1, 2, ,, ,...,N N s Nζ ζ ζ  are independent r.v.’s . 
Bartlett’s type formula seems to be very effective in applications to problems of random allocation 
schemes see, for instance, Holst (1979) and Mirakhmedov (1985, 1996, 2007). In particular, if 
1 2 0( , ,..., ) exp{ }sf itη η η μ=  formula (2.3) generates an integral representation of the characteristic 
function of 0μ . It is important that in this case the integrand in (2.3) is the characteristic function of a 
sum of independent ( 1)s + -dimensional random vectors (r.vec’s) (see relation (3.10) below). This fact 
allows us to use the method of characteristic functions which is well developed for a sum of independent 
r.vec’s, see e.g. the book by Bhattacharya and Rao (1976) (from now on it is referred to as BR). 
 
3. Asymptotic expansion of the characteristic function of 0μ .  
Put  Nnp ll /= ,    ll pq −=1 ,   ss qqqQ ...21= ,    
      ∑
=
− −+−=+++=⇑
s
l
lllssss puqQQuuuuuug
1
1
2121 )(}0...{),...,,( ,                            (3.1) 
and define an r.v. 0ν  by 
                                 ∑
=
=
N
m
smmmg
1
210 ),...,,( ηηην .                                                                  (3.2) 
We have sNQ−= 00 μν  and  
                   { } { }0 1 2
1 1 1
... 0 0
sN N
m m sm lm s
m m l
E P P NQμ η η η η
= = =
= + + + = = = =∑ ∑∏ .                       (3.3) 
Note that 1 2( , ,..., )m m smg ξ ξ ξ as well as ( )smmmsmmmg ξξξξξξ ,...,,),,...,,( 2121 , Nm ,...,2,1= , are i.i.d. 
r.vec’s. Moreover, it is not hard to check that 
                                   21 2
1
( , ,..., )
N
m m sm
m
Varg Nξ ξ ξ σ
=
=∑                                                          (3.4) 
with   
                                         2 1
1
1 (1 )
s
s s l l
l
Q Q p qσ −
=
⎛ ⎞= − +⎜ ⎟⎝ ⎠∑ ,                                                           (3.5) 
and also that 
0),...,,( 21 =smmmEg ξξξ ,   0))(,...,,( 21 =− llmsmmm pEg ξξξξ , sl ,...,2,1= ,                          (3.6) 
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                    0))(,...,,( 221 =− llmsmmm pEg ξξξξ , sl ,...,2,1= .                                               (3.7) 
For simplicity of notation we put  
                     σξξξ /),...,,(~ 21 smmmm gg = ,           llllmlm qpp /)(~ −= ξξ .   (3.8) 
Let g~  and lξ~  be r.v.’s  having common distributions with mg~  and lmξ~  respectively. Set 
                                  ∫ Ψ=Θ
0
111 ...),...,,()(
A
s
N
N ddtt ττττ                                                        (3.9) 
with 
                              { }slqNpA llls ,...,2,1,:,...,, 210 =≤= πττττ , 
                              ⎭⎬
⎫
⎩⎨
⎧ +=Ψ ∑
=
s
l
l
l
s N
i
g
N
itEt
1
1
~~exp),...,,( ξτττ . 
Put { }1 2 0( , ,..., ) exp /sf it Nη η η ν σ=  in the formula (2.3) and use the inversion formula for the local 
probability { }llN nP =ζ  to get  
                             0 ( )( ) exp
(0)
def
N
N
N
tt E it
N
νϕ σ
Θ⎧ ⎫= =⎨ ⎬ Θ⎩ ⎭ .                                                          (3.10) 
Define polynomials )(1 tG  and )(2 tG  as 
                      21 1/ 2
1
1 1( ) ( , ,..., ) exp ...
(2 ) 2s
s
k k s l ss
lR
G t P t d dτ τ τ τ τπ =
⎧ ⎫= −⎨ ⎬⎩ ⎭∑∫ ,  k =1,2                   (3.11) 
where  
                         ( )311311 ~...~~6),...,,( smsmms gtEitP ξτξτττ +++= , 
    ( ) ( )( )4 24 22 1 1 1 1 1( , ,..., ) ... 3 ...24s m m s sm m m s smiP t E tg E tgτ τ τ ξ τ ξ τ ξ τ ξ⎡ ⎤= + + + − + + +⎢ ⎥⎣ ⎦       
                          21 1
1 ( , ,..., )
2 s
P t τ τ+ . 
Taking into account (3.6) and (3.7) we obtain  
3
3
1
~
6
)()( gEittG = , 
⎥⎦
⎤⎢⎣
⎡ −−+= ∑
=
3)~~(3~
24
)()~(
72
)()(
1
224
4
23
6
2
s
l
lgEgE
itgEittG ξ ( )∑
=
+−+
s
l
lll gEEgE
it
1
2232
2
1~~~~~
4
)( ξξξ          
            ( )4 3 2
1
1 3 5( ) 3( 2)
24
s
l l
l
E E sξ ξ
=
+ + + +∑   . 
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Put   
                    ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −++
⎭⎬
⎫
⎩⎨
⎧−= )0()((1)(11
2
exp)( 221
2
GtG
N
tG
N
ttWN , 
                               ( ) 13 1 1min , ,...,N s sT N E g p q p q−⎛ ⎞= ⎜ ⎟⎝ ⎠ .                                           (3.12) 
Theorem 1. There exist constants C0 and C1 such that if 
                                                      0 Nt C T≤                                                                           (3.13) 
then 
                       
2
5
1( ) ( ) (1 )exp 12N N N
tt W t C L tϕ ⎧ ⎫− ≤ + −⎨ ⎬⎩ ⎭  
with 
                  ( ) ( )3/ 253/ 2 4 4
1
s
N l l l l
l
L N E g p q p q−−
=
⎛ ⎞= + +⎜ ⎟⎝ ⎠∑ .                                                        (3.14) 
Proof.  Let 
          2 21 1 1 2 1
1
1 1 1( , ,..., ) exp 1 ( , ,..., ) ( , ,..., )
2
s
s l s s
l
t t t t
NN
τ τ τ τ τ τ τ
=
⎧ ⎫⎛ ⎞ ⎛ ⎞= − + + Ρ + Ρ⎨ ⎬⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠⎩ ⎭∑NP , 
                ( ){ }1/ 34 41 1 2,..., : , 1,2,...,s l l l l lC Np q p q l sτ τ τ −Α = ≤ + = . 
Lemma 1. If  ( ) 132t N E g −≤   and ( )1 1,..., s Aτ τ ∈  then 
                           2 2 21 1
1( , ,..., ) exp ( ... )
6
N
s st tτ τ τ τ⎧ ⎫Ψ ≤ − + + +⎨ ⎬⎩ ⎭ . 
Proof.  In view of (3.6), the r.vec. ( )1, ,...,m m m smV g ξ ξ=    has a unit correlation matrix. Due to the 
well-known inequalities between Lyapunov’s ratios (see Lemma 6.2 of BR) we have 
( )1/ 33 5l lE Eξ ξ≤  and ( ) ( )5 3/ 24 4l l l l lE p q p qξ −= + . Now Lemma 1 follows from Theorem 8.7 of  BR.  
Lemma 2. There exist constants C2 and C3 such that if  
                                              ( ) 1/ 352t C N E g −≤                                                                 (3.15) 
and ( )1 1,..., s Aτ τ ∈   then  
              1 1( , ,..., ) ( , ,..., )
N
s st tτ τ τ τΨ − NP 9 9 2 23
1 1
11 exp
4
s s
N l l
l l
C L t tτ τ
= =
⎧ ⎫⎛ ⎞ ⎛ ⎞≤ + + − +⎨ ⎬⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎩ ⎭∑ ∑ . 
Proof. Lemma 2 follows from Theorem 9.10 of BR because (3.6) and Vm has unit correlation matrix. 
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Recalling (3.9) and (3.11) we have 
2
1 2
1 1( ) 1 ( ) ( ) exp
2N
tt G t G t
NN
⎧ ⎫⎛ ⎞Θ − + + −⎨ ⎬⎜ ⎟⎝ ⎠ ⎩ ⎭ ( )1 1 1 1( , ,..., ) ( , ,..., ) ...
N
s s s
A
t t d dτ τ τ τ τ τ= Ψ −∫ NP        
             
0 11
1 1 1 1( , ,..., ) ... ( , ,..., ) ...
s
N
s s s s
A AA
t d d t d dτ τ τ τ τ τ τ τ
−−
− + Ψ∫ ∫
\
NP  1 2 3
def= ∇ +∇ +∇ .          (3.16)                   
Let  t  satisfy (3.15). Then, using Lemma 2, we have 
                    
2
9
1 4 (1 )exp 4N
tC L t
⎧ ⎫∇ ≤ + −⎨ ⎬⎩ ⎭
.                                                                          (3.17) 
Now assume that ( ) ( )1/ 3 15 32 0C N E g t C N E g− −≤ ≤  . Applying Lemma 1 we obtain  
      
1 1
2
1 1 1 1 1 5( , ,..., ) ... ( , ,..., ) ... exp 12
N
s s s s N
A A
tt d d t d d C Lτ τ τ τ τ τ τ τ ⎧ ⎫∇ ≤ Ψ + ≤ −⎨ ⎬⎩ ⎭∫ ∫ NP .           (3.18) 
Due to the definition of 1( , ,..., )st τ τNP , it is clear that 
                              
2
6
2 6 (1 )exp 2N
tC L t
⎧ ⎫∇ ≤ + −⎨ ⎬⎩ ⎭
.                                                                (3.19) 
We have 
1
1 1
( , ,..., ) exp exp 1 exp
s s
s l l l l
l l
i it it E E g
N N N
τ τ τ ξ τ ξ
= =
⎛ ⎞⎛ ⎞⎧ ⎫ ⎧ ⎫⎧ ⎫Ψ ≤ + −⎨ ⎬ ⎨ ⎬ ⎨ ⎬⎜ ⎟⎜ ⎟⎩ ⎭⎩ ⎭ ⎩ ⎭⎝ ⎠⎝ ⎠∑ ∑       
                      
1 1
exp exp
s s
l
l l l
l l
t ti iE E g E E g
N N N N
ττ ξ ξ
= =
⎧ ⎫ ⎧ ⎫≤ + = +⎨ ⎬ ⎨ ⎬⎩ ⎭⎩ ⎭∑ ∏   . 
Use here the inequalities 2exp{( 1) / 2}x x≤ − and 1 xx e+ ≤  to get 
      
2
1
1
1( , ,..., ) exp 1 exp
2
s
l
s l
l
tit E E g
N N
ττ τ ξ
=
⎧ ⎫⎛ ⎞⎧ ⎫⎪ ⎪⎜ ⎟Ψ ≤ − − +⎨ ⎨ ⎬ ⎬⎜ ⎟⎩ ⎭⎪ ⎪⎝ ⎠⎩ ⎭
∑    
                       
2
1
1exp 1 exp .
2
ss
l
l
l
e tiE E g
N N
τ ξ
=
⎧ ⎫⎛ ⎞⎧ ⎫⎪ ⎪⎜ ⎟≤ − − +⎨ ⎨ ⎬ ⎬⎜ ⎟⎩ ⎭⎪ ⎪⎝ ⎠⎩ ⎭
∑                                         (3.20) 
Because (1, )l lB pξ ∼  and   
                                            
2
2
2sin 2
z z
π≥ , z π≤ ,                                                               (3.21) 
we have 
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2 2
2
2exp 1 sin 12
l l l
l l l
l l
iE p q
NN Np q
τ τ τξ π
⎧ ⎫ = − ≤ −⎨ ⎬⎩ ⎭
 . 
Hence from (3.20) we obtain 
                    21 2
1
1( , ,..., ) exp .
2
ss
s l
l
e t E g
t
N N
τ τ τπ =
⎧ ⎫Ψ ≤ − +⎨ ⎬⎩ ⎭∑

                                             (3.22) 
If ( )1 0 1,..., s A Aτ τ ∈ − then there exists an index l0 such that ( )0 0 0 0 0 0 01/ 34 42 l l l l l l lC Np q p q Np qτ π−+ ≤ ≤ . 
Therefore, using (3.22), we get 
 
0 0
( 1) 2 2
3 022 exp 4
s s s
l l
CNp q C eπ π
+ ⎧ ⎫⎡ ⎤∇ ≤ − −⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭ 0 0
( 1) 2 2
22 exp 8
s s
l l
C Np qπ π
+ ⎧ ⎫≤ −⎨ ⎬⎩ ⎭                      (3.23) 
because of (3.13), (3.12), the choice of 20 2 / 8
sC C e π≤  and 1E g ≤ due to the well-known inequalities 
for moments. Thus by (3.17), (3.18), (3.19) and (3.23) from (3.16) we have  
  ( )2 291 2 71 1( ) 1 ( ) ( ) exp 1 exp2 12N Nt tt G t G t C L tNN ⎧ ⎫ ⎧ ⎫⎛ ⎞Θ − + + − ≤ + −⎨ ⎬ ⎨ ⎬⎜ ⎟⎝ ⎠ ⎩ ⎭ ⎩ ⎭ . 
In particular,  
                                     2 7
1(0) 1 (0)N NG C LN
⎛ ⎞Θ − + ≤⎜ ⎟⎝ ⎠ .                                                       (3.24) 
     Theorem 1 follows from these relations and formula (3.10). 
Remark 1. Let, for some C, 
                                 ( ) 13 1min( )l ll sE g E g C p g− ≤ ≤≤  .                                                                     (3.25) 
Then condition (3.13) of Theorem 1 can be replaced by  
                                      ( ) 130t C N E g −≤  .                                                                             (3.26) 
Indeed, in this case we should only give an alternative bound for 3∇ as follows:  
        
0 0
0 0
( 1) 2 2
3 0 322 exp 4
s s s
l l
l l
E gCNp q C e
p q E g
π π
+
⎧ ⎫⎡ ⎤⎪ ⎪∇ ≤ − −⎢ ⎥⎨ ⎬⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭

  
                 
0 0 0 0
( 1) 2 ( 1) 22 2
02 22 exp 2 exp4 8
s s s s s
l l l l
C CNp q CC e Np qπ ππ π
+ +⎧ ⎫ ⎧ ⎫⎡ ⎤≤ − − ≤ −⎨ ⎬ ⎨ ⎬⎢ ⎥ ⎩ ⎭⎣ ⎦⎩ ⎭ ,                          
because of (3.25), (3.26) and due to the choice of 20 2 / 8
sC C Ce π≤ . 
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4. Asymptotic Expansion in the Local Limit Theorem for 0μ . Case of fixed s. 
   We set 
          ( )2 3 2 22
1
1
s
l l l
l
M Eg E Egξ ξ ξ
=
= − +∑     , 33M Eg=  , ( )( )24 24
1
3 1
s
l
l
M Eg Eg ξ
=
= − +∑    
and define ˆ ( )NW x as the inverse Fourier transform of above defined function ( )NW t . The function 
ˆ ( )NW x can be obtained by formally substituting 
2 / 2( 1) xd e
dx
ν
ν
ν
−−  instead of 2 / 2( ) tit eν −  for each ν in the 
expression for ( )NW t . Let ( )H xν stand for the ν-th order Hermit-Chebishev polynomial. Recall that  
   22 ( ) 1H x x= − , 33( ) 3H x x x= − , 4 24 ( ) 6 3H x x x= − + , 6 4 26( ) 15 45 15H x x x x= − + − . 
 We have 
        
2
232
3 6 3 4 4 2 2
1 ( ) 1 1 1ˆ ( ) 1 ( ) ( ) ( )
4 18 82 6
x
N
H xW x e M H x M H x M H x M
NNπ
− ⎛ ⎞⎛ ⎞= + + + +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ . 
 Recall (3.1), (3.5), (3.8) and additionally put  
                
1
max ll sn n≤ ≤= ,   1 ...s sP p p= ⋅ ⋅ ,  ( )2 1 2 11max min ,s l l s l ll s Q p q P p qα − −≤ ≤= , 
                             ( ) /k sx k NQ Nσ= − .                                                                            (4.1) 
Also keep in mind that all of lp , ,σ g  etc depend on N , 1n ,…, sn . 
Theorem 2.  Let (3.25) hold and  
                                           
1
3
,...,
sup
sn n
E g Cσ ≤ .                                                                        (4.2)  
Then there exist constants 8C and 9C such that 
            { } ( )9( 1) / 20 80 ˆmax ( ) C NsN k N s sk N n N P k W x C L N PQ e ασ μ σ −+≤ ≤ − = − ≤ + , 
with NL  and σ  from (3.12) and (3.5) respectively.  
From Theorem 2 immediately follows  
Corollary 1. If lp  are bounded away from zero and one for all 1,2,...,l s=   then                                
                           { }0 3/ 20 1ˆmax ( )N kk N n N P k W x O Nσ μ≤ ≤ −
⎛ ⎞= − = ⎜ ⎟⎝ ⎠ . 
Proof of Theorem 2. Put  ( ) 130NT C N E g −=  . Due to the inversion formula, we have  
{ }0 1ˆ ( ) ( ) ( ) ( )2
N N
N k N N N
t T T t N
N P k W x t W t dt t dt
π σ
σ μ ϕ ϕπ ≤ ≤ ≤
= − ≤ − +∫ ∫    
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                                              1 2 3( ) .
N
def
N
t T
W t dt
≥
+ = Δ + Δ + Δ∫                                                  (4.3) 
  Use Theorem 1 and Remark 1 to get   
                                                        1 10 .NC LΔ ≤                                                                            (4.4) 
It is obvious that  
                                                         3 11 .NC LΔ ≤           (4.5) 
Let X ∗  be the symmetrization of the r.vec. X , i.e. X X X∗ ′= − , where X ′ and X are mutually 
independent r.vec.’s having a common distribution , a be the distance between the real  a and the 
integers; ( ) 2( ) ,XD u E X u∗= , where ( ),X u∗  is the scalar product of the vectors X ∗and u. 
Lemma 3. For any real  u one has 
                      ( ){ } 2 24 1 exp , 2
2 2X X
u uD E i X u Dππ π
⎛ ⎞ ⎛ ⎞≤ − ≤⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
Proof of Lemma 3 was presented by Mukhin (1984). 
For simplicity of notation, let g and lξ  stand for r.v.’s having the same distributions as 1( ,..., )m smg ξ ξ  
and lmξ , respectively.  
Let  12C t π≤ ≤ . Putting ( )1, ,..., sX g ξ ξ=  and ( )1, ,..., su t τ τ= , we have  
( ) 21 11 ...2 2X s suD E g t ξ τ ξ τπ π ∗ ∗ ∗⎛ ⎞ = + + +⎜ ⎟⎝ ⎠  
{ } ( ) 211 1 2 1 11... 0, 1, ... 0 12s s sP Q q tξ ξ ξ ξ ξ τπ −⎡ ⎤′ ′ ′≥ + + = = + + = + −⎣ ⎦  
{ } 211 2 1 2 1 110, ... ... 1 2s s sP Q q tξ ξ ξ ξ ξ ξ τπ −′ ′ ′ ⎡ ⎤+ = = = = = = = = −⎣ ⎦  
( ) 2 22 1 1 2 1 11 1 1 1 1 1 1 1 131 112 2s s s sQ p q Q q t P q p Q q t Cτ τ απ π− − − −⎡ ⎤ ⎡ ⎤= + − + − ≥⎣ ⎦⎣ ⎦ ,                            (4.6) 
because t  is bounded away from zero and hence ( ) 211 11 12 sQ q t τπ −⎡ ⎤+ −⎣ ⎦ and 
2
1
1 1
1
2 s
Q q t τπ
−⎡ ⎤−⎣ ⎦ can 
not be equal to zero simultaneously. Now use inequalities ( ){ }2exp 1 / 2x x≤ − , (4.6) and Lemma 3 to 
get 
                ( )1 1 1, ,..., s s st N Np q Np qσ τ τΨ  
 11
 
                 ( ) 142 / 21 1 11exp 1 , ,...,2 Cs s st N Np q Np q e ασ τ τ −⎧ ⎫⎛ ⎞≤ − − Ψ ≤⎨ ⎬⎜ ⎟⎝ ⎠⎩ ⎭ .                        (4.7) 
Hence using (3.10) and taking into account (3.9), (3.10), (3.24) and condition (4.2), under which 
0 12/ /NT N C C Cσ ≥ = , by simple manipulations we obtain 
                 { } { }1 ( 1) / 22 14 15exp / 2 exp(0)
s
s
s sPQ N C N C N
π α α
+
+∇ ≤ − ≤ −Θ .   (4.8) 
Theorem 2 follows from (4.3),(4.4), (4.5) and (4.8). 
 
5. Asymptotic Expansion in the Local Limit Theorem for 0μ when s may increase. 
 In this Section we apply another approach (known as Frobenius-Harper technique) first considered 
by Frobenius (1910) and rediscovered by Harper (1967); it was also used, for instance, by Park (1981), 
Vatutin and Mikhaylov (1984) and Gani (2004). We wish to use the distributional equality of 0μ to a 
sum of independent Bernoulli r.v.’s. Vatutin and Mikhaylov (1984) showed that the probability 
generating function 0( )F z Ezμ= satisfies the Frobenius-Harper property: ( )F z  is a polynomial of degree 
N n−  and has only negative real roots, which we denote by  1 2, ,..., N nd d d −− − − . Hence 
                                 
1 1
( )
1
m
N n N n
Ym
m mm
z dF z Ez
d
− −
= =
−= =+∏ ∏ .                                                                  (5.1) 
where 1 2, ,..., N nY Y Y −  is a sequence of independent r.v.’s and (1, )l lY B a∼ with  ( ) 11l la d −= + ,                          
1,2,...,l N n= − . Thus the r.v.’s  0μ  and 0 1 2 ... N nY Y Yμ −′ = + + +  have a common distribution. Using this 
fact we can obtain an asymptotic expansion result without any restrictions on  s – the number of the sets 
of particles. Indeed, by Fourier inversion formula  
                    { }
0
0
0
1 ( )
2
kitu
t Var
P k e t dt
Var π μ
μ γπ μ
−
≤
= = ∫ , 
where   
                                                 0 0( ) /ku k E Varμ μ= − ,                                                              (5.2) 
                      0 0
10 0
( ) exp exp
N n
m m
m
E Y at E it E it
Var Var
μ μγ μ μ
−
=
⎧ ⎫ ⎧ ⎫− −⎪ ⎪ ⎪ ⎪= =⎨ ⎬ ⎨ ⎬′⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭∏ ,                                        (5.3) 
Because of (5.1) and 0 0 1 2 ... N nE E a a aμ μ −′= = + + + , 0 0Var Varμ μ′= . Due to the second equality in 
(5.3), for  0t Varπ μ′≤   we find, using (3.21), that  
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2
2 2
2
1 0
( ) 1 (1 )sin exp
2
N n
m m
m
t tt a a
Var
γ πμ
−
=
⎛ ⎞ ⎧ ⎫= − − ≤ −⎜ ⎟ ⎨ ⎬⎜ ⎟′ ⎩ ⎭⎝ ⎠∏ . 
Therefore, applying the classical method of the proof of asymptotical expansion results in the central 
local limit theorem for sums of independent lattice r.v.’s (see, for instance, Petrov (1995), and  also 
Section 4 of the present paper), we can easily derive an asymptotic expansion result for  { }0P kμ =  
without any restrictions on  s . This result has the following form. Put 
          ( ) ( )3/ 2 33 0
1
( , )
N n
m m
m
L n N Var E Y aμ −−
=
′= −∑
3/ 2
1 1
(1 ) (1 )(1 2 )
N n N n
m m m m m
m m
a a a a a
−− −
= =
⎛ ⎞= − − −⎜ ⎟⎝ ⎠∑ ∑ , 
    ( ) ( ) ( )( )22 4 24 0
1
( , ) 3 ( )
N n
m m m m
m
L n N Var E Y a E Y aμ −−
=
′= − − −∑  
                   ( )
2
1 1
(1 ) (1 ) 1 6 (1 )
N n N n
m m m m m m
m m
a a a a a a
−− −
= =
⎛ ⎞= − − − −⎜ ⎟⎝ ⎠∑ ∑ . 
Theorem 3. There exists a constant C such that 
                   { }
2
32
0 0 30
1 ( )max 1 ( , )
62
ku
k
k N n
H uVar P k e L n Nμ μ π
−
≤ ≤ −
⎛= − +⎜⎝  
                             26 43 4 3/ 2
0
( ) ( )( , ) ( , )
72 24 ( )
k kH u H u CL n N L n N
Varμ
⎞+ + ≤⎟⎠ . 
However, such a result is not practical, because the terms of the asymptotic expansion depend on 
1 2, ,..., N nd d d −  the calculation of which is a difficult problem.  
Theorem 2 of Section 4 assumed that the number s of the sets of particles is fixed. This is a technical 
condition, as we used the method of asymptotic expansions for the characteristic functions of the sums 
of independent r. vec.’s, where  s  is the dimension of those vectors. Actually, the basic formula (3.10) is 
still correct without any restrictions on  s . Hence it can be used for formal construction of the terms of 
an asymptotic expansion of the characteristic function of 0 0 0( ) /E Varμ μ μ− .  
Recalling (2.1) and that 1 2, ,...,m m smη η η  are mutually independent r.v.’s with (1, )lm lBi pη ∼  for each 
1,2,...,m N= , we have   
          { }
0
2
1 2
1
... 0
N
m m sm
m
E Eμ η η η
=
= ⇑ + + + =∑  
                 { } { }1 2 1 2
, 1
... 0 ... 0
N
m m sm l l sl
m l
m l
E η η η η η η
=≠
+ ⇑ + + + = ⇑ + + + =∑  
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                 { }1 1 2 2
, 1
0, 0, 0, 0,..., 0, 0 .
N
s m l m l sm sl
m l
m l
NQ P η η η η η η
=≠
= + + = = = = = =∑  
The r.vec.’s 1 1 2 2( , ), ( , ),..., ( , )m l m l sm slη η η η η η are mutually independent, because the sets of particles 
are allocated independent of each other. Hence      
       { }
0
2
, 1 1 1
0, 0 ( 1) 1 1
1
s sN
j j
s jm jl s
m l j j
m l
n n
E NQ P NQ N N
N N
μ η η
= = =≠
⎛ ⎞⎛ ⎞= + = = = + − − −⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠∑∏ ∏  
        2 2 1
1
( 1)
s
s s s i i
i
NQ N N Q NQ p q−
=
= + − − ∑ 1 2 1 22 11
2
( 1) ... ( ... ) .
( 1)
s
s i i i i i iNQ p p p q q qN ν ν
ν
ν
ν
−
−
=
−+ −∑ ∑  
where  ∑  denotes summation over all ν -tuples 1( ,..., )i iν  with components not equal to each other and 
such that 1,2,...,mi s= ;  1,2,...,m ν= . From this and (3.3), (3.5) we have       
                
1 2 1 2
2
2 2 1
0 2
2
( 1) ... ( ... )
1 ( 1)
s
s i i i i i i
NVar N Q p p p q q q
N N ν ν
ν
ν
ν
μ σ
−
∗ −
−
=
−= + − −∑ ∑      
              
1 2 1 2
2
2 1
2
21
1
( 1)1 ... ( ... )
( 1)
( 1) 1 1
s
s
i i i i i is
s l l
l
QN p p p q q q
N
N Q p q
ν ν
ν
ν
ν
σ
−
−
−
=−
=
⎛ ⎞⎜ ⎟−⎜ ⎟= +⎜ ⎟−⎛ ⎞⎛ ⎞− − +⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
∑ ∑∑
 
         2 (1 )
def
NN bσ= + .                                                                                                               (5.4) 
Note that ( )( ) ( )( )1/ 2 1/ 22 0( ) / 1N N Nt N Var t b tγ ϕ σ μ ϕ −= = +  (see (3.10) and (5.3)) owing to (3.4) and 
(5.4). So due to (3.10) we formally have ( ) ( )( ) 21/ 2 ( )1 ( ) ( ) ( )2N N N N N Nitt W b t t W t b tγ ε ε−= + + = + +  , 
where ( )N tε and ( )N tε  are of the order ( )3/ 2O N − . Hence the first three terms of asymptotic expansion of 
( )0 0Var P kμ μ =  equal to  1 2ˆ ( ) ( )N k k NW u N H u b−+  , where N Nb Nb= . This, in combination with 
Theorem 3, implies the following result   
Theorem 4. There exists a constant C such that  
{ } ( )0 0 2 3/ 20 2
1ˆmax ( ) ( )
(1 )
N k k Nk N n
N
CVar P k W u H u b
N N b
μ μ σ≤ ≤ − = − − ≤ +
 . 
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Remark 2. In Theorem 4 exact normalization by 0Varμ is used, see ku in (5.2), whereas in  
Theorem 2 we deal with normalization by Nσ ( see kx in (4.1)), which is an asymptotic of 0Varμ . 
The extra term 1 2( )k NN H u b
−   appeared in Theorem 4 for that reason. 
      Remark 3.  The r.v. 0μ is the special case of the statistics of the form 1, 2, ,
1
( , ,..., )
N
m m s m
m
h η η η
=
∑ , were 
h is a measurable real function. For this general statistics Bartlett type formula is also hold. Hence the 
formal construction of the terms of asymptotic expansions can be established. Some applications of 
Bartlett type formula for so called “generalized allocation schemes” are presented in Mirakhmedov 
(1985, 1994, 1995, 1996, 2007) . 
    Remark 4. We restricted ourselves to the first three terms of the asymptotic expansion. It is obvious 
that the presented approach can be used to derive asymptotic expansions of any length. 
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