















A dissertation submitted to the faculty at the University of North Carolina at Chapel Hill in partial fulfillment 










                                                                                                                  Approved by: 
                                                                                                                  Jill M. Dowen 
                  A. Gregory Matera 
                                                                                                                  Samantha G. Pattenden 
                                                                                                                  Nate A. Hathaway 


































Megan Nicole Justice 








Megan Nicole Justice: DETERMINANTS OF COHESIN LOCALIZATION AND FUNCTION IN GENOME 
ORGANIZATION AND GENE EXPRESSION 
(Under the direction of Jill Dowen) 
 
 The ring-shaped cohesin complex participates in various biological processes including DNA 
replication and repair, cell cycle progression, gene expression, and three-dimensional organization of the 
genome. Despite these important roles, little is known regarding the mechanisms that facilitate loading, 
translocation, and unloading of this complex. The prominent model involves loading of the complex by 
NIPBL and unloading by WAPL. This model has been challenged, however, by recent reports which 
provide evidence for previously unappreciated roles of NIPBL and WAPL. For example, NIPBL has been 
shown to be required for active extrusion of DNA loops by the cohesin complex and some reports provide 
conflicting evidence on the molecular role of WAPL. Moreover, various recent reports have identified 
previously unknown binding partners of cohesin. Therefore, additional unrecognized binding partners may 
exist and affect the localization and/or function of the complex. Finally, new structural evidence suggests 
that the cohesin ring adopts complex orientations in the nucleus which were not previously identified, 
which may imply that specific domains of the proteins involved have important roles in the function of the 
complex or its association with DNA. Utilizing biochemistry, molecular biology, and genomics, this work 
evaluates the molecular determinants of cohesin localization and function. We introduce a previously 
unrecognized binding partner of the cohesin complex, WIZ. Loss of WIZ results in genome-wide 
alterations in cohesin localization and changes in gene expression and genome organization. We 
demonstrate that WIZ regulates cohesin localization in a manner distinct from the canonical unloader 
WAPL, and in a manner distinct from its previously identified binding partner G9a. Additional data 
demonstrate that the cohesin accessory proteins STAG1 and STAG2 have largely redundant roles in the 
control of cohesin localization but have somewhat unique roles in regulating gene expression. Finally, we 
analyze the importance of the hinge domain of the cohesin complex by mutating a residue within the 
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SMC1A subunit. We find that disruption of the hinge domain results in genome-wide loss of cohesin 
binding, widespread changes in gene expression, and loss of enhancer-promoter loops. In all, the work 
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CHAPTER 1 – INTRODUCTION 
 
1.1 Cohesin Complex Composition and Structure 
 The mammalian cohesin complex is composed of three core subunits including RAD21 and two 
Structural Maintenance of Chromosomes (SMC) proteins, SMC1 and SMC3. The three core subunits of 
cohesin are conserved throughout evolution, from yeast to mammalian cells. Both SMC proteins are 
composed of a central hinge domain flanked by coiled-coil domains ending in ATPase heads at the N- 
and C-termini. Each SMC protein forms a rod-like structure by “folding” at the hinge region, allowing its N- 
and C-terminal ATPase heads to interact (Figure 1.1).  
 The hinge domains of SMC1 and SMC3 are known to stably dimerize, resulting in distinct V-
shaped dimers which can be visualized using electron micrographs (Haering et al. 2002). This interaction 
between the SMC1 and SMC3 hinge domains forms a donut-like structure with a central pore that has 
positively charged amino acid side chains extending into the space (Haering et al. 2002; Kurze et al. 
2011). Neutralization of the positive residues within the hinge domain pore does not abolish binding of the 
cohesin complex to DNA, but does result in altered post-translational modifications on cohesin and 
defects in its function in sister chromatid cohesion (Kurze et al. 2011). On the other hand, artificial fusion 
of the SMC1 and SMC3 hinge domains or substitution of the hinge domains with residues from other 
heterodimer forming proteins inhibits de novo DNA binding of the cohesin ring (Gruber et al. 2006). These 
data suggest that the hinge region of the cohesin ring has complicated and poorly understood functions in 
the regulation of cohesin association with DNA, as well the molecular functions of cohesin at these sites. 
The ATPase head domains of SMC1 and SMC3, at the other end of the SMC rods, can directly interact 
by binding ATP, which stimulates the ATPase activity of the dimer (Arumugam et al. 2006). Binding and 
hydrolysis of ATP are required for association of the cohesin complex with DNA (Arumugam et al. 2003; 
Weitzer et al. 2003). Once the ATPase heads are bound by ATP, the heads are bridged by a kleisin 
subunit called RAD21, which further stimulates the ATPase activity of the complex (Arumugam et al. 
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2003). Binding of the RAD21 subunit completes the core complex and forms a tri-partite, closed ring with 
a central pore large enough to encircle two nucleosome-bound strands of DNA (Figure 1.1).  
 
 
Figure 1.1 Structure of the mammalian cohesin complex. The mammalian cohesin complex is a ring-
shaped multi-subunit protein complex consisting of three core members (SMC3, SMC1, and RAD21). The 
SMC proteins interact via a central hinge region in each protein. Flanking the hinge region are two coiled 
coil domains ending in ATPase heads. The ATPase heads are joined by RAD21. The complex is also 
composed of two non-core subunits, STAG (SA) and PDS5, both of which have two protein orthologs in 
mammals (STAG1/2 and PDS5A/B). Together, these subunits form a ring-like structure which is capable 
of topologically embracing one or two strands of DNA. 
 
 RAD21 is a largely unstructured protein which serves as a binding interface for several accessory 
proteins, including the HEAT repeat-containing PDS5 and STAG proteins (Muir et al. 2020; van der Lelij 
et al. 2020). While yeast only express one PDS5 protein, vertebrates express two homologs: PDS5A and 
PDS5B. The PDS5 proteins are so-named for the observed phenotype of Precocious Dissociation of 
Sister chromatids following their knockdown (Misulovin et al. 2018). It has been demonstrated that the 
PDS5 proteins assist in maintaining acetylation of SMC3, a post-translational modification that has been 
proposed to stabilize the cohesin ring on chromatin, which will be discussed further in section 1.2 (Chan 
et al. 2013; Vaur et al. 2012). It has been posited that the PDS5 proteins compete with another cohesin-
associating factor, NIPBL, for binding to the cohesin complex, and it is thought that PDS5 proteins 
mediate the interaction between the complex and two additional factors: Sororin and WAPL (Kueng et al. 
2006; Sutani et al. 2009; Nishiyama et al. 2010, 2013; Petela et al. 2018). In all, it is clear that the PDS5 
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proteins have critical roles in regulating the interactions between cohesin and other proteins, as well as 
with chromatin, but careful dissection of the differential functions of PDS5A and PDS5B is necessary to 
fully understand how each variant contributes to the various biological roles of cohesin. 
 In vertebrates, each cohesin ring is thought to be accompanied by one of three STAG proteins, 
STAG1, STAG2, or STAG3, though STAG3 is only expressed in germ cells and some cancers (Winters et 
al. 2014). STAG1 and STAG2 are roughly 75% identical at the amino acid level with the most divergence 
in sequence occurring at the N- and C-termini (Losada et al. 2000). Both STAG1 and STAG2 are 
important for proper cellular function, as knockout of STAG1 results in embryonic lethality and mutations 
to STAG2 are frequently found in various cancers (Remeseiro et al. 2012; Romero-Pérez et al. 2019). 
Whether incorporation of STAG1 versus STAG2 into the cohesin complex imparts specific functions 
remains largely unknown, and studies of specific functions for STAG proteins have historically been 
limited as many of the fundamental studies of the cohesin complex were performed in yeast, which only 
possess a single STAG protein. More recent studies have begun to investigate the functional differences 
between cohesin complexes containing STAG1 and those containing STAG2, but reports thus far are 
somewhat contradictory.  
 It has been proposed that STAG1 and STAG2 have differential roles in sister chromatid cohesion, 
with STAG1 contributing to telomeric cohesion and STAG2 contributing to centromeric cohesion 
(Canudas and Smith 2009). STAG1 and STAG2 have also been shown to differentially impact the role of 
cohesin in DNA repair, as depletion of STAG2 influences repair pathway selection while depletion of 
STAG1 has not been shown to have this effect (Kong et al. 2014). Some reports suggest that the 
genomic distribution of STAG1 and STAG2, as assayed by ChIP-seq, are partially distinct (Viny et al. 
2019; Kojic et al. 2018). Using peak-calling algorithms, STAG1 “only” or STAG2 “only” sites have been 
identified in the genome, revealing slight enrichment of STAG2 at enhancers and promoters and partial 
enrichment of STAG1 at CTCF sites (Kojic et al. 2018; Cuadrado et al. 2019). However, visual inspection 
of ChIP-seq signal for STAG1 at STAG2 “only” sites, and STAG2 signal at STAG1 “only” sites, revealed 
the presence of sub-peak-calling-threshold signal, bringing into question whether binding sites unique to 
one STAG protein exist or are biologically relevant (Cuadrado et al. 2019; Kojic et al. 2018). 
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Nevertheless, cells depleted of either STAG1 or STAG2 have somewhat differential patterns of global 
gene expression, suggesting that the two proteins have distinct roles in transcriptional regulation (Viny et 
al. 2019; Kojic et al. 2018; Cuadrado et al. 2019). These differences could be driven by differential 
contribution of STAG1 and STAG2 to cohesin localization and genome organization (Viny et al. 2019; 
Casa et al. 2020). Importantly, a careful and well-controlled genome-wide assessment of cohesin core 
complex member occupancy in the absence of one or both STAG proteins has not yet been performed, 
making it difficult to definitively state what the effects of each variant are on the localization of the cohesin 
complex on the genome. Overall, the STAG proteins have complex roles in transcriptional regulation and 
may contribute to unique cohesin complex functions, though our understanding of how this occurs 
remains limited. 
 
1.2 Known Regulators and Mechanisms of Cohesin Chromatin Binding Dynamics 
 Cohesin is thought to interact with chromatin both topologically, by embracing DNA strands within 
the ring complex, and non-topologically via unclear mechanisms. The interaction between cohesin and 
chromatin is known to be regulated by various binding partners. Although the mechanisms by which 
cohesin is loaded onto DNA, translocates along DNA, is recruited to specific loci, and is evicted from 
chromatin have been the focus of many studies across decades, many questions remain. The following 
sections describe our current knowledge of these processes. 
 
1.2.1 Loading  
 The textbook model states that cohesin is loaded onto chromatin by the protein NIPBL along with 
the NIPBL binding partner MAU2 (Ciosk et al. 2000). NIPBL binds to regions of open chromatin such as 
promoters and enhancers, and may facilitate chromatin remodeling, as it has been shown to associate 
with remodeling factors (Jahnke et al. 2008; Dowen et al. 2013; Muñoz et al. 2019). NIPBL stimulates the 
ATPase activity of the cohesin complex (Petela et al. 2018). It is thought that the cohesin complex loads 
onto chromatin via an ‘entry gate’ located at the hinge domain of the cohesin complex, as ‘locking’ the 
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gate via crosslinking or protein fusion results in reduced DNA entrapment within the cohesin ring (Gruber 
et al. 2006; Srinivasan et al. 2018).  
 Recent publications, however, have brought into question whether the term “loader” accurately 
describes NIPBL. For example, NIPBL has now been shown to be required for the process of in vitro DNA 
loop extrusion, indicating a role for NIPBL post-loading (Davidson et al. 2019; Kim et al. 2019). In 
addition, recent evidence shows that other proteins also contribute to cohesin loading, such as the MCM 
complex during S-phase (Zheng et al. 2018). It has even been recently suggested that DNA entry may 
occur via an opening between the SMC subunits and RAD21, in a reaction that may involve WAPL and 
PDS5A/B, proteins originally thought to unload cohesin (Murayama and Uhlmann 2015; Higashi et al. 
2020). Finally, it has also been posited that the cohesin complex may interact with DNA without 
entrapment of DNA within the ring, through a “non-topological” association with chromatin, bringing into 
question whether opening of the cohesin hinge is required for all cohesin complex functions (Srinivasan et 
al. 2018; Kim et al. 2019). In conclusion, the precise role of NIPBL in control of cohesin binding to 
chromatin, as well as the mechanisms that regulate loading and entrapment of DNA by the cohesin 
complex, and the importance of the hinge domain in cohesin localization on chromatin remain unclear. 
 
1.2.2 Translocation and “Loop Extrusion” 
 Recently, the cohesin loading factor NIPBL was shown to stimulate translocation of the cohesin 
complex along DNA (Davidson et al. 2019; Kim et al. 2019). As the cohesin complex travels along DNA, it 
can be captured at sites of CTCF binding (Wutz et al. 2017; Merkenschlager and Nora 2016; Nora et al. 
2017). The DNA sequence motif of CTCF is non-palindromic, meaning it has a directionality. An 
interesting observation from HiC data (which detects pairwise, long-range contacts in the genome) is that 
there is a preferential orientation of CTCF motifs at DNA loop anchors (Rao et al. 2014; de Wit et al. 
2015).  Since each CTCF-mediated DNA loop has two CTCF-bound anchors, random chance dictates 
that 25% of the time the DNA motifs should point inwards, or be convergent, 25% of the time the motifs 
should point outwards, or be divergent, and 50% of the time the motifs should be in tandem, pointing 
either to the left or right. However, evaluation of CTCF-bound anchors reveals that over 60% of CTCF 
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motifs at DNA loop anchors are convergent (Rao et al. 2014). Recent work has demonstrated a 
preference for cohesin binding to the N-terminus of CTCF, potentially providing a biochemical and 
biophysical explanation for the non-random distribution (Li et al. 2020; Pugacheva et al. 2020).  
 
1.2.3 Unloading  
 The process of cohesin removal from chromatin is not fully understood. Cohesin is unloaded from 
the genome via two distinct mechanisms. 1) At the onset of anaphase, the RAD21 subunit is cleaved by 
Separase (Nasmyth and Haering 2009), allowing for sister chromatid separation. 2) Throughout the cell 
cycle, a PDS5-associating protein, WAPL, seemingly promotes unloading of the cohesin ring (Shintomi 
and Hirano 2009; Gandhi et al. 2006). It is thought that WAPL removes cohesin from chromatin by 
opening an ‘exit gate’ between the SMC3 and RAD21 subunits (Eichinger et al. 2013; Chan et al. 2012; 
Murayama and Uhlmann 2015; Huis In’t Veld et al. 2014).  In some reports, depletion of WAPL results in 
increased levels of cohesin on chromatin, leading to excessive condensation of chromosomes 
(Busslinger et al. 2017; Tedeschi et al. 2013). In contrast, depletion of WAPL in yeast has been shown to 
have no effect on, or even reduce the amount of cohesin on chromatin (Sutani et al. 2009; Shintomi and 
Hirano 2009). A similar result has also been shown in HeLa cells (Wutz et al. 2017). Finally, as mentioned 
in section 1.2.1, recent reports suggest WAPL may have roles in both evicting and stabilizing cohesin on 
chromatin (Murayama and Uhlmann 2015; Liu et al. 2020b). Thus, like NIPBL, the mechanisms by which 
WAPL regulates cohesin localization remain unclear.  
 
1.3 Diverse Biological Roles of the Cohesin Complex 
Cohesin has various biological roles in multiple cellular processes – many of which are essential 
for cell viability. Cohesin is essential for the pairing of sister chromatids during mitosis, efficient DNA 
repair, DNA replication efficiency, transcriptional regulation, and proper three-dimensional (3D) 
organization of DNA inside the nucleus. The cohesin complex is essential for development, as null 
mutations of core complex members are embryonic lethal (White et al. 2013; Xu et al. 2010). 
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Hypomorphic mutations in cohesin subunits and regulators are linked to myriad diseases ranging from 
developmental disorders to cancer (Singh and Gerton 2015). One particular group of developmental 
disorders, termed “cohesinopathies”, are associated with mutations to cohesin subunits and regulatory 
proteins, and include Cornelia de Lange syndrome and Roberts syndrome (Barbero 2013). It may come 
as no surprise that cohesin plays vital roles in various biological processes, given both the evolutionary 
conservation of the complex as well as the outcomes of cohesin perturbation. These diverse biological 
roles are discussed in the following sections. 
 
1.3.1 Genome Architecture and Gene Expression 
One crucial role for cohesin is in the regulation of gene expression, which is achieved in part via 
regulation of three-dimensional (3D) chromatin structures (Kagey et al. 2010; Dowen et al. 2014; Zhu and 
Wang 2018). In order to fit into the nucleus, mammalian DNA must be highly compacted within a cell. This 
compaction does not occur randomly, however, as cellular function requires proper maintenance of 
contacts between genes and the cis-regulatory elements that regulate gene transcription. On the smallest 
scale, DNA packaging is achieved by wrapping ~150 nucleotides of DNA around an octamer of histone 
proteins, forming chromatin. At the highest level, entire individual chromosomes occupy specific 
‘territories’ within the nucleus, preferentially associating with themselves rather than other chromosomes. 
It was not until recently that sequencing technologies were developed to allow for high-resolution 
detection and classification of DNA structures of intermediate size. 
The detection of these intermediate 3D structures is accomplished by an array of techniques 
commonly referred to as chromosome conformation capture, or 3C, assays. The first 3C technology 
allowed for detection of one-vs-one contacts throughout the genome (Dekker et al. 2002). Subsequent 
iterations of this technology allowed for the detection of one-vs-all (4C) or many-vs-many (5C) contacts in 
the genome. The Hi-C assay can detect all potential contacts within a genome (Lieberman-Aiden et al. 
2009). The Hi-C assay is performed by crosslinking cells (typically with formaldehyde) to capture 3D 
contacts, ligation to capture interactions between proximal DNA molecules, and sequencing across the 
ligated, chimeric DNA molecules (Lieberman-Aiden et al. 2009). In doing so, pairwise contacts across the 
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genome can be identified. Hi-C data are commonly visualized using triangular heatmaps in which the 
frequency of DNA contacts are displayed via pixel intensity. 
Early Hi-C experiments in mammalian cells revealed that within individual chromosomes there 
are regions of high transcriptional activity which generally correspond to nucleosome-depleted, or “open”, 
chromatin as well as regions which are transcriptionally inactive and correspond to nucleosome-dense, or 
“closed”, regions. Different interactions in and among these regions causes a distinctive plaid-like pattern 
when visualized as a Hi-C map, and are now referred to as A-compartments and B-compartments, 
respectively (Figure 1.2). It is known that A-compartments preferentially interact with other A-
compartments, and B-compartments with other B-compartments. Further Hi-C analyses made it possible 
to identify two distinct types of intermediately sized structures: contact domains, which appear as large 
filled-in triangles, and DNA loops, which appear as a distinct focus of enrichment at the uppermost tip of a 
Hi-C triangle (Rao et al. 2014) (Figure 1.2). The cohesin complex and the zinc finger protein CTCF 
(CCCTC binding factor) are associated with these structures, showing enrichment at contact domains and 
DNA loop boundaries. 
 
Figure 1.2 Genome Architecture Detectible via Hi-C. A) Cartoon depiction of Hi-C heatmap displaying 
the distinct plaid patterning indicative of chromosomal compartmentalization, with one A compartment 
and one B compartment labeled. B) Cartoon depiction of Hi-C heatmap showing a DNA loop. C) Cartoon 
depiction of Hi-C heatmap showing a contact domain.  
A B 
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Cohesin is required for the formation of DNA loops, as degradation of cohesin results in loss of 
the majority of detectable loops (Rao et al. 2017). It is thought that cohesin forms DNA loop structures by 
actively translocating along chromatin in a process dubbed ‘loop extrusion’, which is detailed in section 
1.2.2. One manner in which cohesin impacts transcription is by binding to enhancer and promoter 
elements throughout the genome and promoting the formation of contacts between them, creating 
enhancer-promoter (E-P) loops (Kagey et al. 2010; Schmidt et al. 2010). Recent reports suggest other 
proteins, such as YY1, may assist cohesin in the formation of E-P loops which can drive expression of the 
target gene (Weintraub et al. 2017). Importantly, occupancy of cohesin at promoters, does not necessarily 
correlate with higher gene expression (Thiecke et al. 2020).  It is also important to note that the effect of 
cohesin perturbation on gene expression vary widely based on the nature of the perturbation and duration 
of depletion (Dowen et al. 2014; Ing-Simmons et al. 2015; Kagey et al. 2010; Nora et al. 2017; Rao et al. 
2017; Seitan et al. 2013; Sofueva et al. 2013; Viny et al. 2015; Zuin et al. 2014). 
Another type of DNA loop structure mediated by cohesin is co-occupied by the zinc finger protein 
CTCF. CTCF-mediated DNA loops – sometimes called architectural loops or insulated loops – are more 
ubiquitous than E-P loops, as CTCF binding sites are remarkably well-conserved across cell-types 
(Cuddapah et al. 2009; Cai et al. 2020). E-P loop structures are largely independent of CTCF (CTCF 
does not generally localize to promoters in the genome) and are thought to be somewhat cell-type 
specific. In addition to DNA loops, the cohesin complex can act in coordination with CTCF to bridge long-
range interactions, joining together loci megabases apart in the linear genome to form contact domains 
(Parelho et al. 2008; Wendt et al. 2008). The key difference between DNA loops and contact domains is 
that DNA loops represent a contact between two distinct loci with few interactions occurring within the 
intervening DNA, while contact domains feature many contacts between all regions of the DNA flanked by 
the CTCF/cohesin bound anchors (Figure 1.2). Unlike DNA loops, some contact domains remain intact 
following the depletion of cohesin, though interactions both within and between domains are decreased 
(Zuin et al. 2014). Previous reports state that domains mediated by cohesin and CTCF are largely cell-
type invariant, however more recent reports utilizing single-cell techniques to probe genome architecture 
suggest that the apparent conservation of contact domains is due to population averaging of millions of 
cells with traditional Hi-C methods, and that cell-to-cell variation of domains does exist (Bintu et al. 2018).  
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Though DNA loops and contact domains are typically considered distinct features of genome 
architecture which can both be detected via 3C technologies, the relationship between DNA loops and 
contact domains marked by CTCF and cohesin is complex. CTCF-mediated DNA loops can contain small 
contact domains or nested E-P loops, and it has been suggested that some contact domains are defined 
by a CTCF-mediated DNA loop (Rowley and Corces 2018; Dowen et al. 2014). Therefore, the classic 
hierarchical model of genome organization is likely not an accurate reflection of these structures and has 
recently come under scrutiny. It is important to note that though CTCF and cohesin contribute to both 
DNA loops and contact domains, the mechanisms that drive the formation and maintenance of each type 
of structure may be distinct.  Regardless, both types of CTCF/cohesin-mediated DNA structures play 
important roles in the regulation of gene expression. CTCF has been previously characterized as a 
protein which binds insulator elements in vertebrates to block enhancer activity and act as a barrier to 
spread of a chromatin state (Cuddapah et al. 2009). CTCF binding at DNA loop anchors and contact 
domain anchors acts to constrain the activity of enhancers located within the loop/domain and prevent 
aberrant gene expression (Dowen et al. 2014). Interestingly, the enhancer blocking activity of CTCF, as 
well as its ability to serve as the anchor of a DNA structure seems to depend on the orientation of its non-
palindromic binding motif (de Wit et al. 2015).  
Disruption of CTCF-mediated structures via deletion or inversion of the DNA motifs at the anchors 
causes aberrant activation of genes by enhancers (Dowen et al. 2014; de Wit et al. 2015). Transcriptional 
regulation by CTCF-mediated structures is especially important for maintenance of cellular identity, since 
genes that specify cellular identity often reside within CTCF-mediated structures. For example, genes that 
promote pluripotency in embryonic stem cells are often driven by large tandem arrays of enhancers 
(termed superenhancers) which are housed within Super-enhancer Domains (Dowen et al. 2014).  At the 
same time, genes which promote differentiation are repressed by being sequestered within structures 
decorated with heterochromatic marks and polycomb group proteins, termed Polycomb Domains (Dowen 
et al. 2014). CRISPR-mediated deletion of CTCF sites at the boundaries of select Super-enhancer 
Domains results in decreased expression of the gene(s) within the structure and increased expression of 
neighboring gene(s) outside of the structure (Dowen et al. 2014). Conversely, deletion of Polycomb 
Domain boundaries results in increased expression of the originally repressed gene(s) within the structure 
11 
(Dowen et al. 2014). Due to the insulating nature of these structures, they have been named “insulated 
neighborhoods” (Dowen et al. 2014; Hnisz et al. 2016; Sun et al. 2019). In conclusion, the cohesin 
complex is implicated in various aspects of genome architecture, including bridging enhancers and 
promoters by forming E-P loops, and by working in conjunction with CTCF to form DNA loops and contact 
domains which define regions of increased chromatin interactions, prevent the spread of chromatin 
states, and concentrate enhancer activity on target genes.  
 
1.3.2 Sister Chromatid Cohesion 
The cohesin complex is named for its role in sister chromatid cohesion. The ring-like structure of 
the complex is thought to permit topological embrace of both DNA strands, ensuring proper segregation 
of chromosomes upon cellular division (Singh and Gerton 2015).  As such, the cohesion of sister 
chromatids is actively established throughout the process of DNA replication in S phase and maintained 
until the onset of anaphase (Srinivasan et al. 2020). Sister chromatid cohesion can also affect DNA 
repair, which will be discussed in the following section. The link between sister chromatid cohesion and 
DNA replication will be explored in section 1.3.4.   
 
1.3.3 DNA Repair 
Throughout the cell cycle, cohesin is recruited to double-stranded DNA breaks, facilitating 
successful DNA repair (Litwin et al. 2018; Ström et al. 2004). Recently, it has been suggested that 
cohesin-STAG2 is recruited in an S/G2 phase-specific manner to promote homologous recombination, 
implying a crucial role for cohesin in repair pathway selection (Kong et al. 2014). PDS5A, PDS5B, and 
WAPL have also been recently shown to be required for proper DNA repair (Morales et al. 2020; Benedict 




1.3.4 DNA Replication 
During S phase, cohesin associates with replisome machinery including MCM proteins and is 
recruited to replication forks both in normal conditions and upon replication stress (Zheng et al. 2018; 
Tittel-Elmer et al. 2012). It is during the act of DNA replication that cohesion between sister chromatids is 
established (Zheng et al. 2018; Srinivasan et al. 2020). This is due to the fact that acetylation of lysine 
residues in the SMC3 subunit of cohesin, via ESCO1 and ESCO2, stabilizes the cohesin complex on 
DNA and prevents unloading during the process of DNA replication (Ivanov et al. 2018; Samora et al. 
2016). ESCO1 and ESCO2 proteins associate with both MCM complex members and PCNA (Ivanov et 
al. 2018; Song et al. 2012). Notably, the interaction between ESCO1 or ESCO2 and PCNA is required for 
establishment of sister chromatid cohesion regardless of SMC3 acetylation status (Song et al. 2012). 
Furthermore, perturbation of PCNA loading factors results in loss of sister chromatid cohesion as well as 
SMC3 acetylation (Liu et al. 2020a). Interestingly, acetylation of cohesin has been shown to promote 
timely progression of the replication fork, suggesting the relationship between cohesin post-translational 
modifications and DNA replication is complex and may involve a positive feedback mechanism (Song et 
al. 2012). Finally, cohesin-mediated genome structures have been linked to the control of replication 
timing as contact domains have been shown to correlate with replication domains (Guillou et al. 2010; 
Marchal et al. 2018, 2019).  
In conclusion, the biological roles of cohesin are diverse and essential for cell viability. These 
roles are also intricately linked, making it sometimes difficult to discriminate cause from effect in cohesin 
mutant phenotypes. These various roles also highlight the importance of understanding the molecular 
control of cohesin binding, removal, and dynamics on chromatin.  
 
1.4 Widely Interspaced Zinc Fingers Protein (WIZ) 
 Widely Interspaced Zinc fingers protein, or WIZ, is a C2H2-type zinc finger protein of which 
relatively little is known. WIZ contains unusually widely spaced zinc fingers, hence its name, with spacing 
ranging from 16 to 258 amino acids, rather than the 7 amino acid interval common in other zinc finger 
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proteins (Matsumoto et al. 1998). Whether WIZ possesses the ability to bind directly to DNA or RNA – like 
other zinc finger-containing proteins - remains unclear. The Wiz gene is ubiquitously expressed in various 
cell types and tissues (Ueda et al. 2006). Perhaps the most well characterized function of WIZ is as a 
component of the G9a/GLP lysine methyltransferase complex (Simon et al. 2015; Bian et al. 2015). The 
complete complex consists of G9a, GLP, WIZ, and ZNF644 (another C2H2 zinc finger protein) all of 
which have been shown to interact (Bian et al. 2015). WIZ has been shown to stabilize this complex on 
chromatin and facilitate mono- and di-methylation of the Lysine 9 residue of Histone 3 (H3K9me1/2), as 
knockdown of WIZ results in reduced H3K9me2 levels on chromatin (Simon et al. 2015). siRNA mediated 
knockdown of WIZ results in reduced G9a protein stability, as well as reduced G9a levels at CTCF sites 
(Simon et al. 2015). Thus far, no reports have suggested that WIZ and G9a have separable roles in the 
cell.  
 WIZ has also been shown to travel with the replication fork, presumably by binding PCNA via its 
PIP-box domain, though this has not been shown experimentally (Dungrawala et al. 2015; Sirbu et al. 
2013). Knockdown of WIZ in HEK293T cells resulted in an extended S phase, while overexpression of 
WIZ in HT1080 cells has been shown to overcome treatment with the DNA replication blocking drug 
aphidicolin, implicating WIZ in proper progression through the cell cycle (Levenson et al. 1999; Lopez-
Contreras et al. 2013; Srivastava et al. 2018). It is possible that the role of WIZ at the replication fork 
involves G9a, since G9a also localizes to replication sites and is known to interact with DNMT1, though 
the specific details regarding the relationship between WIZ and DNA replication are still poorly 
understood (Esteve et al. 2006; Dungrawala et al. 2015). 
  A 2016 publication featuring analysis of WIZ chromatin immunoprecipitation followed by high-
throughput sequencing (ChIP-seq) data revealed a striking enrichment of the CTCF motif within WIZ 
peaks and strong overlap of CTCF ChIP-seq signal with that of WIZ (Isbel et al. 2016).  Until now, the 
details of how and why WIZ co-localizes with CTCF on chromatin have remained unknown. Previously, it 
was also unclear whether a relationship exists between WIZ and cohesin, which is also known to co-
localize with CTCF on chromatin and has a role in DNA replication. Indeed, the fact that WIZ localizes to 
many of the same loci as cohesin suggested that WIZ has a role in the regulation of cohesin binding to 
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the genome. Finally, although previous reports indicated that G9a binding to CTCF sites on chromatin is 
reduced in the absence of WIZ, whether G9a is involved in the role of WIZ at CTCF/cohesin sites was 
hitherto unknown (Simon et al. 2015). In conclusion, WIZ represented a candidate regulator of cohesin 
localization on chromatin and formation and maintenance of genome architecture, which warranted 
further studies into the precise roles of WIZ in these processes. 
 
1.5 Goals and Outcomes of This Work 
 It is clear from decades of intense study that the cohesin complex plays various essential roles 
within the cell. The functions of the cohesin complex range from ensuring proper chromosome 
segregation during cellular division to instructing gene regulation by targeting enhancer activity via 
genome architecture. Still, remarkably little is known about the molecular determinants which regulate 
how cohesin is localized to specific regions of the genome, how it is loaded onto chromatin, how it 
translocates and forms DNA structures, and how it is evicted from chromatin. Recent studies have 
challenged the long-held view that a single protein, NIPBL, is responsible for loading the complex onto 
chromatin, and that another protein, WAPL, is responsible for unloading the complex. It is clear from 
experiments that perturbed the binding of cohesin (as well as CTCF) that the localization of the cohesin 
complex on chromatin is vital to many of its biological functions including gene regulation and control of 
cellular identity. Therefore, it is imperative to understand how dynamic cohesin localization is regulated 
within the cell. As such, the work herein explores the contribution of three distinct aspects of cohesin 
biology in regulation of the complex’s genomic localization and biological roles. First, the functions of the 
zinc finger protein WIZ, which binds to the same loci as cohesin, in control of the genome-wide 
distribution and functions of cohesin in genome architecture and gene expression are explored. Next, 
whether known cohesin accessory proteins STAG1 and STAG2 impart unique functions on the complex 
or recruit the complex to different regions of the genome is investigated. Finally, the function of the hinge 
domain of the cohesin complex, which has been implicated in the loading of the cohesin onto chromatin, 
is evaluated in order to better understand how the hinge regulates the occupancy of the cohesin complex 
on chromatin.  
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 Given the striking overlap between WIZ and the known cohesin-associating factor CTCF, we 
sought to characterize the relationship between WIZ the architectural proteins CTCF and cohesin, as 
detailed in CHAPTER 2 of this work. A series of biological, biochemical, and genomics experiments, 
reveal that WIZ is a previously unidentified binding partner of both CTCF and the cohesin complex, 
forming interactions with these proteins which are not dependent on the presence of DNA or RNA. In WT 
mESCs, WIZ co-localizes on chromatin with CTCF and cohesin at enhancers, promoters, and anchors of 
DNA structures. CRISPR-mediated deletion of a large portion of the Wiz gene in mESCs results in loss of 
detectable WIZ protein. In mESCs lacking WIZ, significant changes in the expression of more than 3,500 
genes are detected, including changes to genes which are located within insulated neighborhoods and 
whose expression is affected by perturbation of CTCF and/or cohesin. In addition, mESCs lacking WIZ 
display changes in the expression of genes which control cellular identity, with genes regulating 
maintenance of the pluripotent state being downregulated while markers of cellular differentiation were 
upregulated. While the protein levels of the cohesin core subunits are unaltered in the absence of WIZ, 
the genome-wide occupancy of the cohesin complex is drastically altered, with more than 25,000 new 
binding sites identified in cells lacking WIZ. Additionally, most conserved cohesin binding sites display 
significantly increased cohesin ChIP-seq signal, indicating that the occupancy of the cohesin complex on 
the genome is increased in the absence of WIZ. Finally, the loss of WIZ results in altered genomic 
architecture, with more, smaller DNA loops identified in the absence of WIZ. 
  CHAPTER 3 explores the potential mechanisms by which cohesin occupancy is increased in the 
absence of WIZ. Since WAPL has been implicated in unloading cohesin from chromatin, we hypothesized 
that the increased cohesin occupancy in cells lacking WIZ may be similar to increased cohesin 
occupancy in cells lacking WAPL. Strikingly, a comparison of cohesin distribution in cells lacking either 
WIZ or WAPL reveals that loss of WIZ affects the occupancy of cohesin at far more loci than loss of 
WAPL. In addition, sites ectopically bound by cohesin in the absence of these proteins are unique, 
indicating that WAPL and WIZ regulate the localization of cohesin on chromatin in distinct ways. We next 
considered whether the altered distribution of cohesin binding in the absence of WIZ could be attributed 
to loss of G9a-mediated heterochromatin formation, as WIZ has been shown to be crucial in the 
stabilization of the G9a/GLP histone lysine methyltransferase on chromatin and for the deposition of 
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H3K9me2. Once again, loss of WIZ impacts cohesin localization in a manner distinct from G9a. Finally 
several transcription factors are enriched in WT mESCs at ectopic cohesin binding sites identified in cells 
lacking WIZ. Surprisingly, many of these factors have known roles in cellular stress responses. Further 
evaluation of cells lacking WIZ reveals that the cell cycle is significantly impacted in cells lacking WIZ, 
with S-phase being significantly prolonged.  
 CHAPTER 2 of this work, which was published in Cell Reports in 2020, is the first report to 
describe a functional relationship between WIZ and the cohesin complex. Though a previous report 
places WIZ at CTCF binding sites genome-wide, the function of WIZ at these sites and the impact of WIZ 
on CTCF and cohesin binding and function on chromatin were until now understudied. Similarly, WIZ has 
not been previously implicated in the regulation of cellular identity or genomic architecture. Further, 
CHAPTER 3 of this work demonstrates that the effects of loss of WIZ on cohesin localization and function 
are distinct from the effects of loss of WAPL, though both perturbations seem to result in a general 
increase in cohesin occupancy on the genome. The roles of WIZ in regulating cohesin are also largely 
independent of G9a. Importantly, WIZ has not previously been suggested to act in a manner 
independently of G9a. Thus, this work also suggests a separation of function for WIZ which has not 
previously been appreciated.  In all, this work identifies a previously unknown regulator of cohesin 
localization and function on chromatin. 
 In addition to exploring novel cohesin interacting proteins, this work investigates how known 
accessory proteins STAG1 and STAG2 regulate the localization and function of the cohesin complex on 
chromatin, as detailed in CHAPTER 4. Since many classical studies of the cohesin complex were 
performed in yeast, which contain only one STAG homolog, the contribution of each of the mammalian 
STAG proteins to the function of the cohesin complex remains largely uninvestigated. Early genome-wide 
studies on the mammalian STAG variants, cohesin-STAG1 and cohesin-STAG2, suggested that the two 
proteins have unique localization across the genome. However, close inspection of ChIP-seq signal at 
sites classified as unique to one STAG protein show enrichment for both variant complexes, bringing into 
question whether sites with a called peak for only one STAG variant are biologically relevant. Indeed, our 
work indicates that STAG1 and STAG2 have virtually identical genome-wide binding distributions in WT 
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mESCs. Importantly, a physical interaction between STAG1 and STAG2 is not detected, making it 
unlikely that two different cohesin variant complexes exist at the same loci simultaneously, in a higher-
order complex. Depletion of one STAG variant has minimal effects on nuclear protein levels of the other. 
Additionally, loss of STAG1 does not result in differential STAG2 occupancy across the genome and vice 
versa.  
 Surprisingly, loss of either STAG variant has minimal effects on cohesin localization on 
chromatin. Few RAD21 ChIP-seq peaks are unique to WT, STAG1-KO, or STAG2-KO mESCs. 
Quantitative analysis of conserved cohesin peaks also reveals that the vast majority of shared peaks 
display no change in cohesin occupancy in either mutant. It is interesting to note that those sites which 
are identified as differentially occupied in the absence of STAG1 tend to have reduced cohesin ChIP-seq 
signal while differential sites in the absence of STAG2 tend to show increased signal. Despite the lack of 
cohesin redistribution in STAG1-KO or STAG2-KO cells, the mutant cell lines do display changes in gene 
expression. Some genes are differentially expressed in both STAG1-KO and STAG2-KO while other 
genes are uniquely regulated by one STAG protein. How this unique regulation is achieved when the 
proteins localize to the same loci is still unknown. Supporting the idea that STAG1 and STAG2 regulate 
cohesin localization and function on chromatin in redundant manners, the greatest effects on RAD21 
localization are observed when both STAG proteins are depleted in mESCs. The dual depletion also 
enhances the effects of a single STAG depletion on gene expression and causes reduced cellular 
proliferation. Together, these results support a model in which STAG1 and STAG2 are incorporated into 
cohesin complexes which bind the same genomic loci at different times. Only upon loss of both STAG 
variants are large alterations in cohesin localization observed. Despite this fact, it appears that the STAG 
proteins have somewhat unique effects on gene expression, with some genes requiring only one STAG 
variant to be present for proper expression, and other genes being dependent on both variants. These 
findings provide much needed insight into how different cohesin accessory proteins may impact the 
function of the cohesin complex. 
 Finally, as outlined in CHAPTER 5 of this work, the contribution of the hinge domain on the 
genomic localization and function of cohesin is investigated. Previous studies indicate that the hinge 
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region plays a crucial role in the association of the cohesin complex with DNA, as fusion of the hinge 
prevents opening of the cohesin ring and results in reduced DNA entrapment within the ring. Interestingly, 
the hinge domain is a hotspot for mutations occurring in human cancers. In particular, an arginine (R) 
residue at position 586 in the cohesin core subunit SMC1A is frequently mutated to either tryptophan (W) 
or glutamine (Q). An R586W mutation was engineered into isogenic mESCs to assess the functional 
effects of this mutation on localization of the cohesin complex and its roles in genome architecture and 
gene regulation. The R586W mutation causes misexpression of over 7,000 genes, including those 
involved in controlling cellular identity. Despite this, minimal changes in the active histone marks, Histone 
3 Lysine 4 tri-methyl (H3K4me3) and Histone 3 Lysine 27 acetyl (H3K27ac) are observed at misregulated 
genes. There are, however, some minor changes in levels of H3K27me3 at the promoters of differentially 
expressed genes.  
 Consistent with the proposed role of the hinge domain in DNA entrapment by cohesin, the 
R586W mutation results in loss of over 30,000 cohesin ChIP-seq peaks. Many lost binding sites are 
identified as enhancers and promoters, which are thought to be cohesin loading sites by NIPBL. In 
addition, ~72% of retained binding sites are differentially bound, with the vast majority displaying 
decreased cohesin ChIP-seq signal. Again, this is consistent with the idea that the hinge domain plays a 
vital role in the loading of cohesin onto chromatin. These data also suggest that the hinge domain is 
essential for the role of cohesin in genome architecture, as both the total number of contact domains and 
DNA loops are reduced in R586W hinge domain mutant mESCs. These structures are also weaker than 
those detected in WT mESCs. Finally, R586W mutant mESCs are more sensitive to loss of NIPBL than 
their WT counterparts. Despite not observing a change in chromatin bound levels of cohesin in R586W 
mutant mESCs, these results are consistent with a functional interaction between NIPBL and the cohesin 
hinge domain, perhaps contributing to topological DNA embrace by the cohesin ring.  
 The work presented herein explores the precise roles of various molecular determinants of 
cohesin localization on chromatin in mESCs. While some proteins are canonically known as regulators of 
the association of cohesin with DNA – such as NIPBL and WAPL – the field lacks a thorough 
understanding of the mechanisms that regulate the localization and function of the cohesin complex on 
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chromatin. The data presented here suggest that WIZ is a previously unrecognized regulator of cohesin 
occupancy genome-wide, affecting the localization of cohesin in a manner distinct from the cohesin 
“unloader” WAPL and distinct from the known WIZ binding partner G9a. Despite having somewhat unique 
roles in the regulation of gene expression, the STAG1 and STAG2 protein variants display redundant 
roles in cohesin localization on chromatin. Finally, the importance of the hinge domain of SMC1 in 
regulating genome-wide cohesin occupancy, gene expression, and genome architecture is demonstrated. 
Taken together, this work sheds much-needed light on the molecular determinants of cohesin localization 
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CHAPTER 2 – A WIZ/COHESIN/CTCF COMPLEX ANCHORS DNA LOOPS TO DEFINE GENE 
EXPRESSION AND CELL IDENTITY1 
 
Introduction 
 Eukaryotic genomes are organized into DNA loops that play important roles in gene expression 
control. DNA binding proteins and transcriptional cofactors can facilitate interactions between enhancers 
and promoters, or spatially constrain such interactions, to ensure proper transcriptional regulation of 
genes. Despite the importance of DNA looping to genome structure and function, the molecular 
mechanisms that control dynamic DNA loops and gene expression are poorly understood. 
 Two structural regulators of DNA loops include cohesin and CTCF. CTCF is a zinc finger-
containing protein that binds to a specific DNA sequence motif that is often found at the anchors of DNA 
loops (Rowley and Corces 2018). Cohesin is a ring-shaped structural maintenance of chromosomes 
(SMC) protein complex that is thought to facilitate formation or stabilization of a DNA loop. The DNA loops 
occupied by cohesin and CTCF have been termed topologically associating domains (TADs), loop 
domains, CTCF contact domains, and insulated neighborhoods (Dixon et al. 2012; Dowen et al. 2014; 
Gibcus and Dekker 2013; Gorkin et al. 2014; Merkenschlager and Nora 2016; Nora et al. 2012). These 
DNA loops can influence the targeting of enhancers to specific genes at a locus and prevent enhancers 
from acting on other nearby genes (Dowen et al. 2014). DNA loop anchor sites have also been described 
as insulator elements for their ability to block other potential DNA loops and serve as barriers to the 
 
1 This chapter previously appeared as an article in Cell Reports. Original citation is: Justice M, Carico ZM, 
Stefan HC, Dowen JM. A WIZ/Cohesin/CTCF Complex Anchors DNA Loops to Define Gene Expression 
and Cell Identity. Cell Rep. 2020 Apr 14;31(2):107503. doi: 10.1016/j.celrep.2020.03.067. My 
contributions to this chapter involve project design, data collection, development of analysis packages, 




spread of a chromatin state (Bonev and Cavalli 2016; Eagen 2018). Recently, several other proteins have 
been reported to occupy DNA loop anchors, including YY1, BRD2, TOP2B, and ZNF143 (Hsu et al. 2017; 
Uusküla-Reimand et al. 2016; Weintraub et al. 2017; Wen et al. 2018). How these proteins regulate the 
formation and/or dissolution of DNA loops, and how such activities affect gene expression, remains 
unclear. 
 Recently, WIZ (widely interspaced zinc finger-containing protein) was reported to localize to 
CTCF binding sites and therefore represents a candidate structural regulator of long-range DNA 
interactions (Isbel et al. 2016). WIZ is a zinc finger-containing protein that occupies promoters and CTCF 
binding sites in the mouse adult cerebellum (Isbel et al. 2016). Previous studies implicate WIZ in 
heterochromatin formation via the recruitment and stabilization of G9a and GLP histone 
methyltransferases to DNA, thereby directing the deposition of H3K9me1, H3K9me2, and H3K27me1 at 
specific sites in the genome (Bian et al. 2015; Mozzetta et al. 2014; Simon et al. 2015; Ueda et al. 2006; 
Wu et al. 2010). These histone modifications are associated with HP1 binding and Polycomb-mediated 
transcriptional repression of genes (Bannister et al. 2001; Lachner et al. 2001; Mozzetta et al. 2014). Like 
several other DNA loop structuring factors, the homozygous loss of Wiz results in embryonic lethality 
(Daxinger et al. 2013; Isbel et al. 2016). Heterozygous loss of Wiz results in improper expression of 
protocadherin genes in the brain and causes decreased activity and increased anxiety-like behavior in 
mice (Isbel et al. 2016). Here, we investigate the role of WIZ at CTCF binding sites in the genome and 
report a role for WIZ distinct from that with G9a and GLP in heterochromatin formation. We identify a 
function for WIZ in DNA loop architecture, regulation of gene expression, and maintenance of stem cell 
identity.  
Materials and Methods 
Cell lines 
 V6.5 murine embryonic stem cells were a gift from R. Young of the Whitehead Institute for 
Biomedical Research. V6.5 are male cells derived from a C57BL/6(F) x 129/sv(M) cross. HEK293T 
(female human embryonic kidney) cells were a gift from R. Young of the Whitehead Institute for 
Biomedical Research. 
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 Cell culture 
 Naïve V6.5 murine embryonic stem cells (mESCs) were grown on irradiated murine embryonic 
fibroblasts in serum +LIF standard conditions, as previously described (Dowen et al. 2014). Briefly, 
KnockOut DMEM(Thermo Fisher Scientific, 10829-018) was supplemented with 15% fetal bovine serum 
(VWR, 97068-085)). Cell counts were obtained on a Countess II FL Automated Cell Counter (Invitrogen). 
HEK293T cells were cultured in DMEM (GIBCO, 11995065) supplemented with 10% cosmic calf serum 
(Thermo Fisher Scientific, SH3008703), 1x GlutaMAX (Thermo Fisher Scientific, 35050-061), 100U/ml 
penicillin, 100ug/ml streptomycin (Thermo Fisher Scientific, 15140-122) and passaged similarly to 
mESCs. 
 
 Genome editing 
 mESCs were transfected with plasmids containing a sgRNA, Cas9 and a fluorescent gene (eGFP 
or mCherry) using Lipofectamine 2000 (Thermo Fisher Scientific 11-668-027). Two days later single cells 
were sorted by UNC Flow Cytometry Core Facility staff using a FACSAria II (BD Biosciences). 104 cells 
were collected, expanded, screened by PCR and DNA sequencing, and cryogenically stored. Individual 
allele sequences were determined by PCR of the region surrounding the mutated site, followed by TOPO-
TA cloning (Thermo Fisher Scientific, K4575J10) and Sanger sequencing. sgRNA sequences are 
provided below and were designed using the CRISPR tool (http://zlab.bio/guide-design-resources) (Cong 
and Zhang 2014). The Wiz deletion allele (referred to in this text as Wizdel) contains a homozygous 
deletion from exon 3 to exon 7. The official allele name according to the International Committee on 
Standardized Genetic Nomenclature for Mice is Wizem1Jdow. 
sgRNA 1: 5′- CCATGCCCTTCCCGCCTACC −3′ 
sgRNA 2: 5′- TCCCTGGTTGGCCGAAGTGC −3′ 








  Chromatin immunoprecipitation 
 Chromatin immunoprecipitation (ChIP) was performed using the following antibodies: WIZ (Novus 
Biologicals, NBP1-80586), CTCF (Active Motif, 61311), SMC1 (Bethyl Laboratories, A500-055A), RAD21 
(Bethyl Laboratories, A300-080A). 
 For WIZ ChIP-seq replicate 1 in wild-type cells, mESCs were crosslinked in 1% formaldehyde 
(Sigma Aldrich, F1635) for 20 minutes, then quenched with 125 mM glycine. Cells were lysed first with 
Lysis Buffer 1 (50 mM HEPES-KOH pH7.5, 140 mM NaCl, 1mM EDTA, 10% glycerol, 0.5% NP-40, and 
0.25% Triton X-100) by incubating cells in the buffer for 10 minutes at 4C. Nuclei were next lysed with 
Lysis Buffer 2 (10mM Tris-HCl pH 8, 200mM NaCl, 1mM EDTA, and 0.5 mM EGTA) by incubating nuclei 
in the buffer for 10 minutes at room temp. Finally, nuclear extracts were resuspended in Sonication Buffer 
1 (20mM Tris-HCl pH 8, 150mM NaCl, 2mM EDTA, 0.1% SDS, and 1% Triton X-100). Cells were 
sonicated using a Branson probe sonicator with the following settings: 18% amplitude, 30 s on, 60 s off, 
17 cycles, 8.5 minutes total. WIZ antibody (4ug, NBP1-80586) was incubated with Protein G Dynabeads 
(150ul, Thermo Fisher Scientific, 10004D) for 6 hours at 4C. Unbound antibody was removed by washing 
beads three times with PBS before sonicated chromatin was added to antibody conjugated beads and 
incubated overnight at 4C. Beads were washed with sonication buffer, wash buffer 1 (20mM Tris-HCl pH 
8, 500mM NaCl, 2mM EDTA, 0.1% SDS, and 1% Triton X-100), wash buffer 2 (10mM Tris-HCl pH 8, 
250mM LiCl, 1mM EDTA, and 1% NP-40), and wash buffer 3 (10mM Tris pH 8, 1mM EDTA, and 50mM 
NaCl). Chromatin was eluted from beads by adding elution buffer (50mM Tris pH 8, 10mM EDTA, and 1% 
SDS) and incubating at 65C for 1 hour, spinning down the mixture, then moving the supernatant to a new 
tube. Supernatant was left at 65C overnight to reverse crosslinks. RNA was degraded by adding TE and 
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RNase A (Sigma Aldrich, R4642) to the tubes at 37C for 2 hours followed by protein degradation with 
CaCl2 and Proteinase K (NEB, P8107S) for 30 minutes at 55C. DNA was precipitated using phenol 
chloroform followed by NaCl, glycogen, and ethanol addition. Resulting DNA pellet was resuspended in 
10 mM Tris HCl pH 8. ChIP-seq library was prepared using the ThruPLEX-FD Prep kit (Takara, 
R400428). 
 For WIZ ChIP-seq replicate 2, CTCF ChIP-seq replicate 1, and SMC1 ChIP-seq replicate 1, 50 
million mESCs were crosslinked in 1% formaldehyde for 2 minutes before quenching with 125 mM 
glycine. Crosslinked cells were lysed using Lysis Buffer 1 and Lysis Buffer 2 before resuspension in 
Sonication Buffer 1. Human chromatin (from HEK293T cells) was spiked in (to final 5%) prior to sonication 
for the indicated experiments. Sonication of nuclei was performed on a Covaris E220 with the following 
settings: Duty Factor 8, PIP/W 210, and 200 cycles per burst for 12 minutes. Chromatin fragments of 200-
1,000 base pair size were generated. Antibodies (WIZ, NBP1-80586, 4ug; CTCF, 61311, 10ug; and 
SMC1A, A300-055A, 10ug) were incubated with 100uL Protein G Dynabeads for 6 hours. Unbound 
antibody was removed via washing, as detailed above, before incubation of antibody bound beads with 
chromatin overnight. Beads were then washed with Sonication Buffer 1 and Wash Buffers 1, 2, and 3 as 
detailed above. Chromatin was eluted as described above. Crosslinks were reversed overnight via 
incubation at 65C and addition of 5ul Proteinase K. Zymo ChIP DNA Clean and Concentrate kit (Zymo 
Research, D5205) was used to purify DNA following Proteinase digestion. Sequencing libraries were 
prepared using NEBNext Ultra II DNA library prep kit for Illumina (NEB, E7645S). 
 For CTCF ChIP-seq replicate 2, 40 million cells were crosslinked in 1% formaldehyde for 2 
minutes, lysed with Lysis buffers 1 and 2 as indicated above, before resuspension in Sonication Buffer 1 
and addition of human spike-in chromatin. Sonication was performed on Covaris E220 as detailed above 
and ChIP protocol was completed as detailed above. Sequencing libraries were prepared using a Hyper 
Prep kit (Roche/Kapa Biosciences, KK8502) according to manufacturer’s instructions 
 For SMC1A ChIP-seq replicate 2, cells were crosslinked for 20 minutes in 1% formaldehyde 
(Sigma Aldrich, F1635) and quenched by adding 125 mM glycine. Cells were lysed using Lysis Buffers 1 
and 2, and recovered nuclei were resuspended in Sonication Buffer 1 and sonicated using a Biorupter 
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(Diagenode) water bath sonicator. Insoluble material was then cleared by spinning sonicated lysates for 
10 minutes at 21,000 rcf. To perform the IP, 15μg of anti-SMC1A antibody (Bethyl Laboratories, A300-
055A) was incubated with 100μl Dynabeads per IP for 8 hours, after which beads were washed twice with 
PBS to remove excess antibodies. An estimated 25x106 cell equivalents of chromatin in 550μl then were 
incubated overnight at 4°C with the antibody-bound beads while rotating. Beads were collected using a 
magnet and the unbound fraction removed, followed by washes with Wash Buffers 1, 2, and 3 as detailed 
above. Crosslinks were reversed as described above, and phenol:chloroform extraction was used to 
collect DNA. Libraries were prepared using a ThruPlex DNaseq kit according to manufacturer’s 
instructions, and 50bp single-end sequencing reads were collected using the Illumina HiSeq 2500 
platform. 
 For RAD21 ChIP-seq, cells were crosslinked in 1% formaldehyde (ThermoFisher, 28906) for 5 
minutes in PBS and quenched by adding glycine. Cells were lysed using Lysis Buffers 1 and 2, and 
recovered nuclei resuspended in 1ml Covaris Shearing Buffer (50mM Tris pH 7.5, 10mM EDTA, 0.1% 
SDS). Human HEK293T nuclei prepared in the same manner were spiked-in to a final concentration of 
5%, and nuclei were sheared for 12 minutes using a Covaris E220 water bath sonicator with device 
settings of duty factor 5, PIP/W of 140, and 200 cycles per burst. Insoluble material was cleared by 
spinning sonicated lysates for 10 minutes at 21,000rcf. 10μg anti-RAD21 antibody (Bethyl Laboratories, 
A300-080A) was incubated for 8 hours with 30μl of Dynabeads in PBS, after which excess antibodies 
were washed from the beads. 107 cell equivalents of sheared chromatin were incubated overnight with 
the antibody-bound beads in 1 mL Sonication Buffer 1, washed with Wash Buffers 1, 2, and 3, and 
crosslinks were reversed overnight as described above. DNA was purified using a ChIP DNA Clean and 
Concentrator Kit (Zymo Research, D5205) according to manufacturer’s instructions. Sequencing libraries 
were prepared using a Hyper Prep kit (Kapa Biosciences, KK8502) according to manufacturer’s 
instructions, and 150bp paired-end sequencing reads were collected using the Illumina NovaSeq SP 





 For the Re-ChIP experiment, 120 million wild-type mESCs were crossliked in 1% formaldehyde 
for 5 minutes before lysing with Lysis Buffers 1 and 2 then resuspension in Covaris Shearing Buffer. Cells 
were sonicated using a Covaris E220 sonicator with the settings detailed above. Input material was saved 
post-sonication and the remaining chromatin was divided into three tubes for IP of CTCF (Active Motif, 
61311, 10 ug), WIZ (Novus Biologicals, NBP1-80586, 4ug), and IgG (Bethyl Laboratories, P120-101, 10 
ug). For the first ChIP, the Active Motif Re-ChIP-IT kit (53016) was used with the following modifications: 
1) the antibodies and beads were incubated together for 6 hours prior to the addition of chromatin; 2) 
incubation of chromatin, antibodies/ beads was performed overnight at 4C. 
 Following the first ChIP, additional input material was saved before each tube of chromatin was 
divided into four tubes for the second ChIP with CTCF (Active Motif, 61311, 10ug), WIZ (Novus 
Biologicals, NBP1-805864ug), IgG (Bethyl Laboratories, P120-101, 10 ug), or no antibody as a control 
and allowed to incubate overnight. Input material from the first ChIP was purified using the Zymo ChIP 
DNA Clean and Concentrator kit (Zymo Research, D5201) prior to qPCR analysis. qPCR was performed 
on an Applied Biosystems QuantStudio 6 qPCR machine using primers found in Table S6. 
 
 High-throughput sequencing 
 50bp or 100bp single-end or paired-end sequencing was performed on Illumina Hi-Seq 4000, Hi-
Seq 2500, or NovaSeq 6000 platforms using Illumina reagents according to manufacturer’s instructions. 
 
 Transfection 
 A pcDNA3.1 empty vector and vector containing human Wiz cDNA driven by a CMV promoter 
with a Myc-His tag was obtained from Dr. Samantha Pattenden. The plasmids were transformed into 
DH5-α competent E. coli and purified using the Zymo II Midiprep kit (Zymo Research, D4200). For 
transfection, 8 ug of isolated plasmid was mixed with 2 M CaCl2. The mixture was added to 2X HEPES 
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Buffered Saline (HBS) with addition of air bubbles with an empty pipette. Once entire CaCl2/DNA mixture 
was added to HBS, the DNA/HBS mixture was added dropwise to a 10 cm plate of HEK293T cells. Cells 
were incubated for 24 hours before receiving a change to fresh media. After an additional 24 hours, cells 
were scraped and pelleted for collection. 
 
 Co-immunoprecipitation 
 Co-immunoprecipitation studies were performed using a Nuclear Complex Co-IP Kit (Active Motif, 
54001) and Protein G Dynabeads (Thermo Fisher Scientific, 10009D). Each immunoprecipitation was 
performed using 100ug of nuclear extract. Input material was loaded as a control, with 1X corresponding 
to 20ug of protein. 
 
 Western blotting 
 Cells were washed with PBS and collected via scraping. Pellets were resuspended in Lysis Buffer 
A (10mM HEPES pH 7.9, 10mM KCl, 0.1mM EDTA, and 0.1mM EGTA) with 1x protease inhibitor cocktail 
(Sigma Aldrich, 11697498001) and incubated for 15 minutes at 4C before addition of 1 mL 10% NP-40 
and pelleting via centrifugation. The resulting pellet was resuspended in cold TEN250/0.1 buffer (50mM 
Tris-HCl pH 7.5, 250mM NaCl, 5mM EDTA, and 0.1mM NP-40) and incubated for a minimum 30 minutes 
at 4C. Following pelleting via centrifugation, the nuclear fraction (supernatant) was collected. Prior to 
western blotting, protein levels were quantified using the DC assay from BioRad (BioRad, 5000112). 
Samples were run in 4%–20% Tris-Glycine gels (BioRad, 4568094) and transferred to PVDF membranes 
(VWR, 29301-856). Membranes were blocked for at least 45 minutes with 5% Blotting-Grade Blocker 
(BioRad, 1706404) before overnight incubation at 4C with primary antibody. The membrane was then 
washed 3 × 10 minutes with TBS-T before incubation for 1 hour at room temperature with secondary 
antibody. After 3 × 10 minute washes with TBS-T, membranes were imaged using either Thermo 
SuperSignal West Pico (Thermo Fisher Scientific, 34577) or Thermo SuperSignal West Femto (Thermo 
Fisher Scientific, 34094) chemiluminescent substrate with an Amersham Imager 600. Primary antibodies 
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 Three replicates of the Wizdel clonal cell line and wild-type cell line were resuspended in 1ml 
Trizol (Invitrogen, 15596018). Chloroform (Sigma Aldrich, C2432) was added for phase separation. RNA 
was purified using the Zymo RNA Clean and Concentrator Kit (Zymo Research, R1013). cDNA was 
prepared with Superscript IV (Thermo Fisher Scientific, 18091050). qPCR was performed on an Applied 
Biosystems QuantStudio 6 qPCR machine using primers found in Table S6. 
 
 RNA-seq 
 Three replicates of the Wizdel clonal cell line and wild-type cell line were resuspended in 1ml 
Trizol (Invitrogen, 15596018). Chloroform (Sigma Aldrich, C2432) was added for phase separation. RNA 
was purified using the Zymo RNA Clean and Concentrator Kit (Zymo Research, R1013). Libraries were 
prepared using a TruSeq RNA Library Prep Kit v2 (Illumina, RS-122-2001) with indexes AR001-AR009. 
Library cleanup was performed using Agencourt AMPure XP beads (Beckman Coulter, A63881). 
Sequencing was performed on an Illumina Hi-Seq 4000 with 50 bp paried end reads. 
 
 Hi-C 
 2-5 x 106 cells were crosslinked with 1% formaldehyde in PBS for 2 minutes, then quenched by 
addition of 125 mM glycine. Hi-C library construction was performed using an Arima-HiC kit (Arima 
Genomics) and Hyper Prep DNA-seq library prep kit (Kapa Biosciences, KK8502) according to 
manufacturer’s instructions, with the following modifications. Digested Hi-C libraries were treated with 
Arima ligase for 1 hour at room temperature instead of the recommended 15 minutes, and barcoded 
sequencing adapters were ligated for 1 hour at 20°C instead of the recommended 15 minutes. 
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ChIP-seq analysis and normalization 
 Replicates were merged as raw fastq files before reads were aligned to a merged genome 
containing both mouse genome assembly mm10 and human genome assembly hg38 using bowtie (v 
1.2.2) (parameters -v 2 -p 24 -S -m 1 –best –strata) (Langmead et al. 2009). Mouse chromosomes were 
denoted by Mchr prefix to allow for separating from human in future steps. Duplicate sequences were 
removed using samtools (v 1.9) markdup (-r -s) (Li et al. 2009). Reads mapping to mouse and human 
chromosomes were separated using samtools idxstats and counted with awk. A bam file containing only 
mouse reads was created using samtools view and converted to bed format using bedtools (v 2.26) 
bamtobed and reads were extended by 200 bp (Quinlan and Hall 2010). Extended bed files were used to 
call peaks using MACS (v 2016-02-15) with a false discovery rate of 1% (macs2 callpeak -f BED -g mm -q 
0.01) (Zhang et al. 2008). To obtain a high confidence peak set, called peak summits were expanded by 
50 bp on either side using awk and any expanded peak overlapping a repeat element (defined using the 
Repeat Masker Track from UCSC genome browser) was removed prior to any peak-related analysis. A 
normalization factor was calculated for each sample using the formula 1/h where h is the number of 
human aligned reads in millions, as described previously (Orlando et al. 2014). Normalization to the 
provided reference (human genome), rather than the total read depth of the dataset, enables for the 
discovery and quantification of dynamic epigenomic changes. The bed file containing mouse reads was 
converted to bedgraph using bedtools genomecov (-bga -scale 1/h) before being converted to a bigwig 
file with bedGraphToBigWig from ucsctools (v 320) (Kent et al. 2002). Z-score normalization was 
performed where indicated using a custom R script from Spencer Nystrom of Dr. Daniel McKay’s lab. 
 Overlap peak lists were generated by using bedtools intersect on summit files generated by 
MACS extended by 50 bp on either side. Average signal plots were generated using deeptools (v 3.0.1) 
computeMatrix (reference-point for CTCF sites, promoters, and enhancers; scale-regions for meta-loop 
anchors and insulated domains) followed by deeptools plotProfile (Ramírez et al. 2016). Enhancers were 
defined by merging ChIP-seq data from the master transcription factors Nanog, Sox2, and Oct4 and 
calling peaks on the merged data (Whyte et al. 2013). Heatmaps were generated using deeptools 
computeMatrix reference-point or scaled-regions followed by deeptools plotHeatmap. Data in Figure 1B 
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were subjected to k-means clustering with 2 clusters using deeptools plotHeatmap–kmeans 2 (chosen 
based on results from k-means clustering with a range of 2-6 clusters). In order to visualize different 
classes of binding sites in each group featured in Figure S2J, bedtools bigwigCompare was used to 
create a subtractive bigwig track in which WT RAD21 ChIP-seq signal was subtracted from Wizdel RAD21 
ChIP-seq signal at each site. Each heatmap in Figure S2J was then plotted in order of descending signal 
based on the subtractive RAD21 heatmap values. Correlation plots were generated using deeptools 
multiBigwigSummary followed by plotCorrelation (–removeOutliers –skipZeros –corMethod pearson). 
Coverage tracks were visualized using the UCSC Genome Browser. Unbiased motif analysis was 
performed using MEME-ChIP (Bailey et al. 2009). Differentially bound CTCF and Cohesin sites were 
identified using DiffBind (Ross-Innes et al. 2012). 
 
 RNA-seq analysis 
 RNA sequence reads were aligned to genomic sequence using Star (version 2.6.0a) (Dobin et al. 
2013). Differentially expressed genes were identified using DESeq2 from Bioconductor (Love et al. 2014) 
(Table S3). A PCA plot was generated using DESeq2 plotPCA and an MA plot was generated using 
DESeq2 plotMA. Locations of insulated neighborhoods (Super-enhancer Domains and Polycomb 
Domains) were obtained from (Dowen et al. 2014). Coordinates of insulated neighborhoods were 
converted from mm9 to mm10 using the UCSC LiftOver tool. Genes located within or near these 
neighborhoods were identified using bedtools intersect. Ranked list of DEGs by expression, barplot of GO 
terms, and barplot of pairs of genes exhibiting the loss of insulation signature were manually generated 
with Microsoft Excel (Table S4). Violin plots of genes within and near insulated neighborhoods were 
generated using ggplot2 geom_violin (Wickham 2016). Significance of violin plots was computed using 
the Wilcoxan test via compare_means from R package ggpubr (Wickham 2016). Gene Set Enrichment 




 Hi-C analysis 
 Initial processing of Hi-C data was performed with the Juicer software package (Durand et al. 
2016b). Reads were aligned using BWA-mem with default parameters, after which PCR duplicates, reads 
with Q ≤ 30, and self-ligated fragments were filtered out before Hi-C matrices were assembled (Table S5) 
(Li and Durbin 2009). Matrices were visualized using the Juicebox software package (Durand et al. 
2016a). WT replicates were well correlated (Pearson R = 0.98) and Wizdel replicates were well correlated 
(Pearson R = 0.93). Loops were called using the HiCCUPS algorithm (Rao et al. 2014) (parameters -p 
8,4,2 -i 14,10,6) on Knight-Ruiz balanced matrices at resolutions of 5 kb, 10 kb, and 25 kb, and the 
resulting list of merged loops was used for subsequent analyses. Contact domains were called using the 
Arrowhead algorithm (Rao et al. 2014)with default parameters on Knight-Ruiz balanced matrices at 25 kb 
resolution. Eigenvectors for analysis and visualization of compartmentalization were calculated by 
passing aligned reads into the Homer Hi-C analysis software package (Heinz et al. 2010; Lieberman-
Aiden et al. 2009). 
 Loops were classified as either dynamic or static by measuring the distance from a left anchor in 
one genotype to the nearest left anchor in the other genotype using bedtools closest and repeating this 
analysis for right anchors. Due to resolution limitations, a dynamic anchor was defined as being more 
than 25,001 bp away from the nearest same side anchor in the other genotype. To be considered static, 
both anchors of a loop must be within 25kb of an anchor in the opposite genotype. A dynamic loop may 
have either one or two altered anchors. Loop size was determined by measuring the distance from the 
start of the left anchor to the end of the right anchor. The same analyses were performed using domain 
anchors. Genes were assigned to loop structures by performing bedtools intersect between the classes of 
looped regions and a list of gene promoters. Log fold change of genes inside various looped regions was 






WIZ Binds CTCF Sites across the Mammalian Genome 
 To investigate the chromosomal localization of WIZ relative to other proteins that contribute to 
long-range DNA interactions, we performed chromatin immunoprecipitation followed by high-throughput 
sequencing (ChIP-seq) in mouse embryonic stem cells (mESCs) for WIZ, CTCF, and the cohesin subunit 
SMC1A (Table S1).1  We found that WIZ occupies 44,018 sites in the genome, including many sites 
occupied by CTCF and SMC1A (Figures 2.1A, 2.1B, and S2.1A). WIZ and CTCF signals were highly 
correlated across the genome and also within peaks (Figure 2.1C). WIZ binding was enriched at cis-
regulatory elements, including enhancers, promoters, CTCF sites, cohesin-mediated DNA loop anchors, 
and super-enhancers (Figures 2.1D and S2.1B). Like CTCF and cohesin, WIZ was enriched at the 
boundaries of insulated neighborhood structures throughout the genome. WIZ binding sites were 
enriched for the CTCF consensus sequence motif, with its being the top motif represented in WIZ peaks 
(Figure 2.1E; Table S2). Motif discovery on (1) WIZ peaks that overlap CTCF peaks and (2) WIZ peaks 
that do not overlap CTCF peaks revealed mostly overlapping results, with enriched motifs for CTCF, 
ZIC1, and ZIC4 identified in both lists (Figure S2.1C). This suggests that WIZ is not recruited to a class of 
sites independent of CTCF, in a manner that is DNA sequence specific. Importantly, our CTCF ChIP-seq 
data are similar to other published datasets in terms of both peak number and overlap (Figure S2.1D) 
(Nora et al. 2017). We confirmed the specificity of the WIZ antibody using a Myc-tagged version of human 
WIZ, which is highly conserved with mouse WIZ (Figure S2.1E). Patterns of CTCF binding across the 
genome are strikingly consistent among different cell types (Cuddapah et al. 2009; de Wit et al. 2015; 
Dixon et al. 2012; Kim et al. 2007; Nora et al. 2012). Similarly, WIZ shows a moderate overlap in binding 
between mESCs and adult mouse cerebellum, and 17,313 of 21,817 conserved WIZ peaks (79%) across 
these tissues overlap with conserved CTCF peaks in these tissues (Figure S2.1F) (Isbel et al. 2016; Shen 
et al. 2012). Additionally, WIZ and CTCF transcript levels are generally correlated across many different 
human cell types, consistent with a possible widespread role for WIZ with CTCF (Figure S2.1G). 
Together, these data show that WIZ occupies many sites across the genome with cohesin and CTCF, 



















Figure 2.1. WIZ Occupies Enhancers, Promoters, Insulators, and DNA Loop Anchors across the 
Embryonic Stem Cell Genome. (A) Genome Browser tracks showing ChIP-seq signal for WIZ, CTCF, 
and SMC1A. High-confidence SMC1A ChIA-PET interactions are depicted as black lines (Dowen et al., 
2014). (B) Average signal plots and clustered heatmaps displaying WIZ, CTCF, and SMC1A ChIP-seq 
signal (Z score normalized) at WIZ peaks. (C) Correlation of WIZ and CTCF ChIP-seq signal (Z score 
normalized) at a union set of peaks (Pearson correlation r = 0.93). (D) Average signal plots showing the 
occupancy of WIZ, CTCF, and SMC1A at enhancers, promoters, CTCF sites, DNA loop anchors from 
cohesin ChIA-PET, and insulated neighborhoods. (E) MEME-ChIP motif discovery identifies the CTCF 


















Figure S2.1. Overlap of WIZ and CTCF in different cell and tissue types, Related to Figure 2.1. A. 
Overlap of WIZ, CTCF, and SMC1A peaks in mouse embryonic stem cells. B. Metagene representation of 
WIZ, CTCF and SMC1A signal at Super-enhancers (Dowen et al., 2014). C. MEME-ChIP motif discovery 
identifies CTCF and ZIC consensus motifs as the top motifs present within WIZ peaks overlapping CTCF 
peaks and WIZ peaks not overlapping CTCF peaks. D. Overlap of CTCF peaks with published CTCF 
peaks in mouse embryonic stem cells. E. Western blot analysis of a transfected construct WIZ-Myc-His in 
HEK293T cells. Detection of human WIZ with a Myc antibody and WIZ antibody. F. Overlap of WIZ peaks 
and CTCF peaks in mouse embryonic stem cells and cerebellum. Overlap of conserved WIZ and 
conserved CTCF peaks in mouse embryonic stem cells and cerebellum. G. Common expression pattern 
of WIZ and CTCF across 53 human cell and tissue types (Uhlen et al., 2015). Another zinc finger protein, 
ZNF536, displays a more restricted expression pattern. 
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WIZ Interacts with CTCF and the Cohesin Complex 
 To determine if WIZ forms a complex with CTCF and cohesin, we performed co-
immunoprecipitations (coIPs) followed by western blots. Pull-downs using antibodies targeting either WIZ 
or CTCF co-purified CTCF and WIZ, respectively, suggesting that WIZ and CTCF are in a complex with 
each other (Figure 2.2A). Additionally, SMC1A was also co-purified using either WIZ or CTCF antibodies. 
These interactions appear to be independent of DNA and RNA, as nuclear extracts for the coIPs were 
prepared in the presence of a nuclease. To investigate co-occupancy of CTCF and WIZ on chromatin, a 
sequential ChIP experiment (re-ChIP) was performed in which a CTCF or control IgG antibody was used 
in a first ChIP reaction (Figure S2.2A). From the CTCF ChIP eluate, a second ChIP experiment was 
performed using CTCF, WIZ, IgG, or no antibody as a control. Both CTCF and WIZ antibodies showed 
enrichment in the second ChIP, demonstrating that CTCF and WIZ co-occupy chromatin sites. Together 
these results suggest that WIZ physically interacts, either directly or indirectly, with both CTCF and 
cohesin. 
 We next considered whether WIZ directly binds DNA at CTCF sites. WIZ and CTCF both contain 
multiple C2H2-type zinc finger motifs, but the two proteins share minimal amino acid sequence identity. 
WIZ has 6 zinc fingers that are widely spaced compared with those of other proteins, including CTCF. 
CTCF has 11 zinc fingers, of which zinc fingers 4–7 bind the core DNA consensus motif (Nakahashi et al. 
2013). Importantly, the amino acids within zinc fingers 4–7 of CTCF that are responsible for the 
recognition of the CTCF DNA sequence motif are not conserved in WIZ. Because CTCF-occupied sites 
are known to have low nucleosome density (Nora et al. 2017), we examined nucleosome density at sites 
co-occupied by WIZ and CTCF and compared them with WIZ-occupied sites that are not CTCF peaks. 
WIZ/CTCF peaks showed decreased nucleosome occupancy, while WIZ peaks not overlapping CTCF 
peaks tend to be of low-amplitude signal and do not show well-positioned nucleosomes (Figure S2.2B) 
(Mullen et al. 2011). Taken together with the coIP experiments, our data suggest that WIZ exists in a 



















Figure 2.2. WIZ Forms a Complex with CTCF and Cohesin. (A) Western blot analysis showing co-
immunoprecipitation of WIZ, CTCF, and SMC1A, as well as IgG controls from nuclear lysates. (B) 
Genome Browser tracks showing CTCF and RAD21 occupancy in wild-type and Wizdel cells at an ectopic 
RAD21 peak. WIZ occupancy in wild-type cells is shown. (C) Genome Browser tracks showing CTCF and 
RAD21 occupancy in wild-type and Wizdel cells at a differential RAD21 site. WIZ occupancy in wild-type 
cells is shown. (D) Overlap of RAD21 peaks in wild-type and Wizdel cells. For shared RAD21 peaks and 
ectopic RAD21 peaks, the overlap with functional elements in the genome is shown (CTCF sites, 
enhancers, promoters, other). (E) Average signal plots and heatmaps of RAD21 signal in wild-type and 
Wizdel cells at 25,549 ectopic RAD21 peaks in Wizdel cells. (F) MA plots showing differential enrichment of 
RAD21 and CTCF between wild-type and Wizdel cells. Sites of significantly differential enrichment are 





Figure S2.2. Impact of WIZ loss at Cohesin and CTCF occupied sites across the genome, Related 
to Figure 2.2. A. Re-ChIP analysis where a first ChIP was performed using CTCF or IgG antibodies. 
Then a second ChIP was performed on eluted material from the first CTCF ChIP using antibodies to WIZ, 
CTCF, IgG, or a no antibody control. qPCR measurements showing enrichment at binding sites. N.D. 
indicates not determined. Data are represented as mean + average deviation of three technical replicates. 
B. Nucleosome occupancy plots showing H3 and WIZ signal at the top 5,000 WIZ peaks (strongest 
signal) overlapping CTCF peaks and at the top 5,000 WIZ peaks not overlapping CTCF peaks. C. 
Genome browser tracks showing RNA-seq signal in Wizdel cells versus wildtype cells. A lack of reads is 
observed in the 11kb region deleted with CRISPR Cas9 genome editing. D. Western blot analysis of WIZ, 
CTCF and SMC1A in Wizdel cells and wildtype cells treated with siCTCF or siGAPDH control. E. Western 
blot analysis of RAD21 and SMC3 in Wizdel cells and wildtype cells. F. MEME-ChIP motif discovery 
identifies CTCF and ZIC consensus motifs as the top motifs present within ectopic RAD21 peaks. G. 
Overlap of RAD21 and SMC1A peaks in wildtype cells. Overlap of RAD21 peaks in Wizdel cells and 
SMC1A peaks in wildtype cells. Overlap of ectopic RAD21 peaks in Wizdel cells and SMC1A peaks in 
wildtype cells. H. Cumulative enrichment of RAD21 ChIP signal across the genome. I. Overlap of CTCF 
peaks in wildtype and Wizdel cells. J. Clustered heatmaps of RAD21, CTCF, and WIZ signal at classes of 
sites in the genome that display differential Cohesin, differential Cohesin and CTCF, or not differential 























 To investigate the function of WIZ in cohesin and CTCF occupancy on the genome, we generated 
Wizdel cells using CRISPR/Cas9 genome editing (Figures S2.2C and S2.2D). These cells have a large in-
frame deletion that removes 67% of the coding sequence of the Wiz gene (including zinc fingers 2–5), 
likely resulting in a null allele. Western blot analysis confirmed that an epitope within the deleted region is 
not detected in Wizdel cells. Wizdel cells may have a slight reduction in CTCF levels. Likewise, we 
observed reduced WIZ levels following small interfering RNA (siRNA) depletion of CTCF in wild-type (WT) 
cells, possibly indicating that WIZ protein stability is sensitive to CTCF levels. Additionally, GAPDH siRNA 
treatment in Wizdel cells may have reduced CTCF levels compared with WT cells. Importantly, the levels 
of cohesin subunits SMC1A, RAD21, and SMC3 are largely unaltered in Wizdel cells (Figure S2.2E).  
 We performed ChIP-seq for CTCF and the cohesin subunit RAD21 in WT and Wizdel cells 
(Figures 2.2B and 2.2C). Notably, the core cohesin complex members SMC1A, SMC3, and RAD21 are 
frequently used interchangeably as proxies for cohesin and their signals are correlated. We used a spike-
in of human chromatin during the ChIPs in order to quantitatively measure relative levels of enrichment. 
Wizdel cells showed increased cohesin signal, which could be detected in two distinct analyses. First, 
ChIP-seq for RAD21 revealed a striking increase in the number of cohesin peaks in Wizdel cells (Figure 
2.2D). Although most of the RAD21 peaks in WT cells were preserved in Wizdel cells (84%), there was 
also a large increase in ectopic RAD21 peaks in Wizdel cells (Figure 2.2E). The 25,549 ectopic RAD21 
peaks represented 48% of the total RAD21 peaks detected in Wizdel cells. The ectopic RAD21 peaks 
rarely overlapped CTCF sites (1,896 of 25,549), which is a strikingly different pattern from the shared 
RAD21 peaks that preferentially occur at CTCF sites. Motif discovery performed on the 25,549 ectopic 
RAD21 peaks identified the CTCF motif, as a subset of ectopic cohesin sites do overlap with CTCF, but 
did not reveal a striking relationship with other DNA-binding factors (Figure S2.2F). Importantly, the 
ectopic RAD21 peaks in Wizdel cells did not strongly overlap SMC1A peaks in WT cells. Specifically, 
13,729 of the 25,549 ectopic RAD21 peaks did not overlap SMC1 peaks in WT cells, supporting the 
notion that these are de novo peaks (Figure S2.2G). Importantly, the RAD21 ChIP-seq datasets showed 
similar IP efficiencies in WT and Wizdel cells (Figure S2.2H). 
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 A second distinct analysis that identifies differential ChIP-seq signal at a largely conserved peak 
set was used and revealed increased cohesin signal at cohesin-occupied sites in Wizdel cells. We 
observed 23,056 sites of differential cohesin enrichment in Wizdel cells, with the majority (97.3%) of these 
sites showing stronger RAD21 signal in Wizdel cells compared with WT (Figure 2.2F). Although the 
analyses used to identify ectopic RAD21 peaks and sites with differential RAD21 signal are distinct, they 
likely measure different aspects of the same phenomenon of altered cohesin occupancy across the 
genome. 
 CTCF binding was largely unchanged in Wizdel cells, as 26,498 of 29,082 peaks (91%) were 
preserved (Figure S2I). Quantitative analysis revealed that only 1,969 sites (7%) exhibited differential 
CTCF enrichment between WT and Wizdel cells, of which most represented increased signal within weak 
CTCF peaks. The majority of sites with differential CTCF signal also showed differential cohesin signal; 
however, there was a large class of sites that also displayed only differential cohesin signal (Figure 
S2.2J). These data demonstrate that Wizdel cells gain a large number of ectopic cohesin peaks across the 
genome at sites that are rarely CTCF occupied. Additionally, Wizdel cells show increased cohesin 
enrichment at many sites normally occupied by cohesin and CTCF. 
 
WIZ Is Required for Proper Gene Expression and Maintenance of Cell Identity 
 Proteins involved in structuring DNA loops are required for proper regulation of gene expression, 
as their loss can cause mis-targeting of enhancers to inappropriate genes and alter expression of cell 
identity genes (Dowen et al. 2014; Sun et al. 2019). Previous studies have shown that depletion of 
cohesin or CTCF leads to misregulation of genes, with fewer transcriptional changes seen following acute 
and partial depletions, and complete or long-term loss causing hundreds of misexpressed genes (Dowen 
et al. 2013; Ing-Simmons et al. 2015; Kagey et al. 2010; Nora et al. 2017; Rao et al. 2017; Seitan et al. 
2013; Sofueva et al. 2013; Viny et al. 2015; Zuin et al. 2014). In order to examine the role of WIZ in gene 
regulation, we performed RNA sequencing (RNA-seq) in Wizdel cells. Overall, 3,683 genes were 
differentially expressed in Wizdel cells, with 1,519 genes downregulated and 2,164 genes upregulated 
compared with WT (10% false discovery rate [FDR]; Figure 2.3A; Table S3). Gene Ontology analysis 
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revealed that some of the biological processes most affected in Wizdel cells include system development, 
anatomic structure morphogenesis, and regulation of cell differentiation (Figure 2.3B; Table S4). Similarly, 
gene set enrichment analysis (GSEA) revealed that differentially expressed genes (DEGs) are enriched in 
the “regulation of embryonic development” gene set (Figure S2.3A; Table S4). Among the DEGs, the 
stem cell identity genes Nanog and Pou5f1(Oct4) were downregulated in Wizdel cells, whereas 
endodermal transcription factors Sox17 and Gata6 were among the most upregulated (Figure 2.3C). 
These results suggest a widespread role for WIZ in proper transcriptional regulation and maintenance of 
embryonic stem cell identity. 
 Given that WIZ co-occupies the genome with CTCF and cohesin, we next evaluated genes 
whose expression is controlled by genome architecture (Dowen et al. 2014). Insulated neighborhoods are 
DNA loops formed by cohesin and CTCF. Some insulated neighborhoods focus the activity of strong 
enhancers on highly expressed target genes inside of loops and prevent enhancers from accessing 
genes outside of loops (Dowen et al. 2014). Importantly, genes within insulated neighborhoods often 
encode master transcription factors and other regulators of cell identity. Therefore, to assess whether WIZ 
supports transcriptional insulation at DNA loops, we examined expression of genes within and outside of 
insulated neighborhoods previously identified from cohesin ChIA-PET data (Dowen et al. 2014). We 
focused on insulated neighborhoods that contain super-enhancers, termed super-enhancer domains 
(SDs), and their highly expressed target genes (Figure 2.3D) (Dowen et al. 2014). At ten example SDs, 
we observed decreased expression of super-enhancer target genes and increased expression of genes 
outside of the DNA loop in Wizdel cells relative to WT cells (Figure 2.3E). At eight of these ten SDs, WIZ 
peaks overlapped the anchors of the SD or fell within 1 kb of the anchors of the SD. Moreover, 111 DEGs 
in Wizdel cells lie within SDs and tend to decrease in expression compared with all DEGs (Figures 2.3F 
and S2.3B). Furthermore, 178 DEGs that are located outside of SDs tend to show increased expression, 
consistent with inappropriate enhancer targeting. RAD21 signal was increased both at the boundaries 
and inside of SDs, but CTCF signal was largely unchanged (Figure 2.3G). Importantly, the function of WIZ 
in supporting transcriptional insulation appears distinct from its previously reported role as a G9a cofactor 
in heterochromatin formation. Although more than 8,500 genes are differentially expressed in G9a−/− 
ESCs (Mozzetta et al. 2014), about 3,500 genes are differentially expressed in Wizdel cells (Figure 
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S2.3C). Only 2,252 genes are differentially expressed in both G9a−/− ESCs and Wizdel cells, consistent 
with the notion that WIZ and G9a do not genocopy each other with regard to their roles in regulating gene 
expression. Furthermore, although Wizdel cells showed a signature change in gene expression inside and 
immediately outside of SDs, G9a−/− cells did not show this pattern (Figure S2.3D). Together, these 
results suggest that WIZ is required for proper transcriptional insulation and control of embryonic stem cell 































Figure 2.3. WIZ Is Required for Proper Gene Expression. (A) Changes in gene expression from RNA-
seq in Wizdel cells versus wild-type cells. Genes with significant changes in expression (false discovery 
rate [FDR]-adjusted p < 0.1) are colored with upregulated genes shown in red and downregulated genes 
in blue. (B) Gene Ontology analysis identifies misregulated biological processes in Wizdel cells that are 
involved in stem cell identity and differentiation. (C) Differentially expressed genes ranked by log2 fold 
change with key pluripotency and cell identity markers indicated. (D) Model depicting a Super-enhancer 
Domain where transcriptional insulation may occur. (E) Change in gene expression at ten Super-
enhancer Domains from RNA-seq in Wizdel cells versus wild-type cells. (F) Change in gene expression of 
DEGs located inside Super-enhancer Domains and within 150 kb of a Super-enhancer Domain. (G) 





Figure S2.3. WIZ maintains stem cell identity, Related to Figure 2.3. A. Gene set enrichment analysis 
of gene expression changes in Wizdel cells. B. Change in gene expression of all expressed genes and all 
genes inside Super-enhancer domains. C. Venn diagram showing overlap of differentially expressed 
genes in Wizdel cells and G9a-/- cells, for genes with available coordinate information. D. Change in gene 
expression of all G9a -/- DEGs, G9a -/- DEGs within Super-enhancer domains, all Wizdel DEGs, and 





WIZ Is a Regulator of DNA Loops 
 To directly investigate whether WIZ is required for DNA loop architecture, we performed Hi-C in 
WT and Wizdel cells. We generated two biological replicates for WT and Wizdel cells, totaling 783 million 
reads and 835 million reads, respectively (Table S5). Overall, WT and Wizdel cells displayed similar 
patterns of DNA interactions, as measured by the distances between PETs in the datasets (Figure 
S2.4A). To assess whether specific features of genome organization were altered in Wizdel cells, we 
examined DNA loops, contact domains, and genome compartmentalization using established analysis 
methods. 
 DNA loops, distinct contacts between pairs of specific distal loci, were identified using HiCCUPS 
(Rao et al. 2014). DNA loops were largely intact in Wizdel cells; however, local changes in DNA loops 
were detected, such as at the Dazl locus (Figures 2.4A and 2.4B ). This locus also displayed differential 
cohesin and CTCF occupancy, as well as differential expression of the Dazl and Tbc1d5 genes between 
WT and Wizdel cells (Figure S2.4B). Overall, there was an increase in total DNA loop number in Wizdel 
cells (4,119) versus WT cells (3,094) (Figure 2.4C). By comparing the DNA loops detected in WT cells 
and Wizdel cells, we identified 2,321 persistent loops, in which a DNA loop used identical anchor sites in 
both cell lines. Differential loops were also detected, in which one or both anchors were altered in one of 
the cell lines. There were 773 DNA loops specific to WT cells and 1,798 DNA loops specific to Wizdel 
cells. The DNA loops in Wizdel cells were smaller than those in WT cells, with the mean loop size 
decreased from ∼606 kb in WT cells to ∼521 kb (Figures 2.4D and S2.4C). We also assessed the 
strength of loops using aggregate peak analysis (APA) (Rao et al. 2014), which revealed that persistent 
DNA loops display stronger APA scores in Wizdel cells than WT cells (Figure S2.4D). As expected, WT 
cells displayed stronger APA scores than Wizdel cells at WT-specific DNA loops, and Wizdel cells displayed 
stronger APA scores than WT cells at Wizdel -specific DNA loops. 
 The increased number of DNA loops detected in Wizdel cells is consistent with the increased 
cohesin occupancy observed by differential RAD21 ChIP-seq signal and the presence of ectopic peaks. 
Notably, 26.5% of shared RAD21 sites and a similar 23.8% of differential RAD21 sites (showing mostly 
increased signal in Wizdel cells) are located in DNA loop anchors (Figure 2.4E). Only 9.6% of ectopic 
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RAD21 peaks overlap a DNA loop anchor. This suggests that although there are many new ectopic 
cohesin sites across the genome of Wizdel cells, they are less frequently engaged in a DNA loop than 
shared cohesin sites. 
 To investigate the relationship between differential DNA loops and differential gene expression, 
we identified classes of DNA loops across the genome and examined the expression of genes inside. The 
classes included persistent loops, differential loops, loops that are both differential and persistent 
(because of the nesting of multiple DNA loops), or no loops. Overall, the proportion of DEGs was 
unchanged across these four classes of DNA loops (Figure S2.4E). However, there was a difference in 
the APA score of all DNA loops detected in each cell line, with the loops detected in Wizdel cells showing 
stronger insulation scores than the DNA loops detected in WT cells (Figure S2.4F). Additionally, DNA 
loops containing DEGs showed stronger insulation scores in Wizdel cells than the DNA loops containing 
DEGs in WT cells (Figure S2.4F). Furthermore, at seven of the ten example SDs (Figure 2.3E), either the 
gene inside or outside was located within 25 kb of a WT-specific DNA loop anchor or Wizdel -specific DNA 
loop anchor. 
 Finally, we assessed changes in contact domains, defined as discrete regions of increased 
chromatin interactions above background, using the Arrowhead algorithm (Rao et al. 2014). Although the 
number and size of contact domains were not significantly altered between WT and Wizdel cells, the 
overlap of contact domains revealed the presence of WT-specific and Wizdel -specific structures (Figures 
S4G and S4H). Compartmentalization of the genome into A (active) and B (inactive) compartments was 
investigated using principal-component analysis  (Heinz et al. 2010; Lieberman-Aiden et al. 2009) and 
revealed minimal instances of compartment switching between WT and Wizdel cells (Figure 2.4F). Taken 
together, these results suggest that loss of WIZ causes changes in DNA loops by altering cohesin 






Figure 2.4. WIZ Is Important for DNA Loop Architecture of the Genome. (A) Genome Browser tracks 
showing DNA loops, cohesin (RAD21) occupancy, and CTCF occupancy in wild-type cells and Wizdel 
cells. DNA loops were identified using HiCCUPS. WIZ occupancy in wild-type cells is shown. (B) Hi-C 
maps showing signal in wild-type and Wizdel cells (left) at the Dazl locus at 5 kb resolution. Differential 
signal between wild-type and Wizdel cells shown on the right. (C) Venn diagram showing both persistent 
and differential DNA loops between wild-type and Wizdel cells. (D) Size distribution of DNA loops in wild-
type and Wizdel cells. To compare the means of the distributions, a Wilcoxon rank-sum test was 
performed; **** represents an adjusted p value of 4e-18. (E) Proportion of shared RAD21 peaks, ectopic 
RAD21 peaks and differential RAD21 sites that overlap the anchor of a DNA loop detected in wild-type or 
Wizdel cells. (F) Compartmentalization of the genome into A and B compartments on the basis of 
eigenvector (EV) score, represented as wild-type versus Wizdel cells. Eigenvector track of chromosome 1 




























Figure S2.4. Features of DNA loops and contact domains in Wizdel cells, Related to Figure 2.4. A. 
Distribution of the distance between paired-end tags (PETs) in wildtype and Wizdel cells. B. RT-qPCR 
measuring expression of Dazl and Tbc1d5. Data are represented as mean + average deviation of three 
biological replicates. C. Cumulative distribution plot showing sizes of DNA loops in wildtype and Wizdel 
cells. D. Insulation score (aggregate peak analysis) of persistent and differential DNA loops. **** indicates 
p< 0.0001 as determined by a Mann-Whitney test. E. Expression of genes in different classes of DNA 
loops. Percentages indicate the differentially expressed genes (downregulated in blue, upregulated in 
red) in Wizdel cells relative to wildtype. F. Insulation score (aggregate peak analysis) of wildtype and Wizdel 
DNA loops that contain DEGs or all DNA loops. * indicates p< 0.01 and **** indicates p< 0.0001 as 
determined by a Mann-Whitney test. G. Venn diagram showing conservation of contact domains in 




















 Here, we demonstrate that WIZ is required for embryonic stem cell identity gene expression 
programs and represents a DNA loop structuring protein. WIZ forms a complex with CTCF and cohesin at 
the anchors of DNA loops across the mammalian genome. Aberrant WIZ function causes many changes 
in gene expression, including at DNA loops important for regulating stem cell identity genes. Like other 
proteins involved in structuring DNA loops, WIZ is essential for embryonic viability and is ubiquitously 
expressed across many cell and tissue types (Isbel et al. 2016; Uhlén et al. 2015). Although WIZ has 
previously been implicated in heterochromatin formation, this work reveals a distinct role for WIZ in 
transcriptional regulation and DNA loop architecture. 
 WIZ forms a complex with CTCF and cohesin at many sites across the genome, including CTCF 
binding sites, enhancers, promoters, DNA loop anchors, and insulated neighborhoods (Dowen et al. 
2014). Recruitment of WIZ to these sites is likely mediated by interaction with CTCF and not direct 
binding to DNA, as coIP experiments revealed a physical interaction between CTCF and WIZ that is not 
dependent on DNA or RNA. Additionally, although both WIZ and CTCF contain zinc finger motifs, WIZ 
lacks the key residues that mediate CTCF binding to its consensus DNA sequence motif (Nakahashi et al. 
2013). Specific aspects of how CTCF and WIZ interact remain to be investigated, including identifying the 
domains involved and determining whether the interaction is direct. 
 WIZ regulates both cohesin distribution on chromatin and DNA loop architecture. Wizdel cells 
display >20,000 ectopic cohesin peaks that tend to not overlap CTCF sites, enhancers, or promoters of 
genes. The appearance of a large number of ectopic cohesin peaks in Wizdel cells suggests that WIZ 
normally acts by negatively regulating cohesin occupancy on the genome. The ectopic cohesin peaks are 
less likely to engage in a DNA loop than shared cohesin peaks. These findings suggest that aberrant 
cohesin localization alone is not sufficient for formation of DNA loops and that the gained cohesin 
occupancy and DNA loops in Wizdel cells are not simply a consequence of altered gene expression 
programs, as they tend not to overlap promoters. Aberrant WIZ function caused an overall increase in 
DNA loop number and decrease in DNA loop size. Both persistent DNA loops and DNA loops specific to 
Wizdel cells were stronger than those in WT cells. Although DNA loops were altered in Wizdel cells, major 
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changes in contact domains and compartmentalization of the genome into A and B compartments were 
not observed. This is consistent with evidence that contact domains and compartments are largely a 
product of transcriptional and chromatin state, while DNA loops are a product of the activity of cohesin 
and CTCF (Rao et al. 2017). We did not detect a significant global relationship between DEGs and either 
persistent or differential DNA loops in our analysis. Taken together, these results suggest that WIZ 
normally restricts cohesin levels and distribution across the genome limiting the number of DNA loops. 
 Wizdel cells display gene expression signatures consistent with loss of pluripotency. In mESCs, 
the genes responsible for maintenance of stem cell identity and pluripotency are housed within DNA 
loops (Dowen et al. 2014; Sun et al. 2019). Wizdel cells showed decreased expression of several of these 
genes, including Nanog, Pou5f1(Oct4), and Prdm14. This is consistent with previous studies which found 
that DNA loop structuring proteins and complexes, such as cohesin, are required for maintenance of stem 
cell identity (Hu et al. 2009; Kagey et al. 2010). Furthermore, genes that direct changes in cell identity 
during differentiation, such as Gata6 and Sox17, exist in insulated neighborhoods and show increased 
expression in Wizdel cells. Although our study cannot distinguish between direct and indirect 
transcriptional effects of WIZ deletion, the altered expression of cell identity genes in Wizdel cells likely 
contributes to broad transcriptional changes, affecting biological processes such as cellular differentiation, 
morphogenesis, and development. Thus, we conclude that WIZ is required for maintenance of embryonic 
stem cell identity, potentially through its regulation of DNA loop architecture. 
 Importantly, the phenotype of Wizdel mESCs cannot be fully explained by loss of G9a/GLP-
mediated heterochromatin formation. Previous work showed that a double knockout of G9a and GLP did 
not alter expression of Pou5f1(Oct4), Prdm14, and Gata6 (Mozzetta et al. 2014), which were identified as 
DEGs in Wizdel cells. If WIZ solely functions in heterochromatin formation, then Wizdel cells should largely 
genocopy loss of G9a and GLP, but they do not. Instead, we propose that WIZ can regulate gene 
expression through its role in mediating genome architecture. 
 Several recent reports have identified candidate DNA loop structuring factors that associate with 
cohesin and CTCF, including BRD2, ZNF143, YY1, and TOP2A/2B (Hsu et al. 2017; Uusküla-Reimand et 
al. 2016; Weintraub et al. 2017; Wen et al. 2018). The molecular mechanisms by which these proteins, 
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and WIZ, regulate DNA loop architecture remain unclear. Notably, loss of the cohesin unloading factor 
WAPL has been shown to increase the number of DNA loops, similar to Wizdel cells, but WAPL-deficient 
cells show larger DNA loops, while Wizdel cells display smaller loops than WT cells (Haarhuis et al. 2017). 
It is unclear how WIZ might support the lengthening of DNA loops, while also suppressing their number. 
As Wizdel cells did not display an overall change in cohesin subunit protein levels, it is possible that WIZ 
regulates the ratio of DNA-associated versus free cohesin in the nucleus. Alternatively, WIZ could 
regulate the translocation of cohesin along DNA and/or cohesin stability at CTCF sites. Further studies 
are needed to elucidate the precise role of WIZ, along with other structural regulators, in DNA loop 
architecture. 
 In conclusion, WIZ is required for proper gene expression and maintenance of stem cell identity. 
WIZ co-occupies the genome with the DNA loop structuring proteins cohesin and CTCF. Aberrant WIZ 
function causes an increase in cohesin and, to a lesser to extent, CTCF occupancy across the genome. 
This is associated with an increase in the number of DNA loops, which tend to be smaller than those 
found in wild-type cells. This work identifies WIZ as a structural regulator of DNA loop architecture that is 
important for proper transcriptional regulation of cell identity genes. 
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CHAPTER 3 – DISTINCT ROLES FOR WIZ, WAPL, AND G9A IN REGULATING COHESIN 
LOCALIZATION ACROSS THE GENOME2 
 
Introduction 
 The cohesin complex plays important roles in regulation of gene expression, genome 
organization, DNA replication, DNA repair, and sister chromosome cohesion. Knowledge of how cohesin 
performs these varied functions at specific sites across the genome is limited. The ring-shaped cohesin 
complex is thought to be loaded at specific sites, translocate along or extrude DNA, and then unload from 
distal DNA sites.  NIPBL (nipped b-like) regulates the level of cohesin on the genome and its ability to 
extrude DNA by stimulating ATP hydrolysis by the cohesin subunits SMC1 and SMC3. Removal of 
cohesin from the genome occurs in one of two ways. At the onset of anaphase, the RAD21 subunit of 
cohesin is cleaved by the enzyme Separase to allow for separation of sister chromatids in mitosis. A 
second regulator of cohesin unloading is WAPL (wings apart-like), which is thought to remove cohesin 
from chromatin throughout the cell cycle by opening a “DNA exit gate” in the complex, rather than 
cleavage of a subunit. Depletion of WAPL results in increased levels of cohesin on the genome (Gandhi 
et al. 2006). Many open questions remain regarding the molecular details of cohesin occupancy of the 
genome, including whether additional cohesin regulators remain to be identified and characterized.  
 Recently, WIZ (widely interspaced zinc fingers protein) was identified as a binding partner of the 
cohesin complex (Justice et al. 2020). WIZ contains six C2H2-type zinc fingers which are unusually 
widely spaced compared to other proteins and WIZ is ubiquitously expressed in nearly all cell types 
(Ueda et al. 2006; Justice et al. 2020). The most well-studied role of WIZ is in the stabilization of the G9a-
GLP histone lysine methyltransferase complex on chromatin (Simon et al. 2015).
 
2 My contributions to this chapter involve project design, data collection, development of analysis 
packages, data analysis, and writing the manuscript. 
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Interestingly, quantitative ChIP-seq for the cohesin subunit RAD21 following loss of WIZ from mESCs 
(mouse embryonic stem cells) revealed a genome-wide increase in cohesin occupancy on chromatin, as 
measured in two distinct analyses. First, peak-calling and overlap identified 25,000 ectopic cohesin peaks 
in the absence of WIZ. Interestingly, whereas shared cohesin peaks frequently overlap CTCF sites and 
DNA loop anchors, the ectopic cohesin peaks rarely overlap CTCF sites and DNA loop anchors. Second, 
a quantitative analysis of changes in ChIP-seq signal at retained cohesin sites in the absence of WIZ 
revealed a significant increase at nearly all retained cohesin peaks. This work revealed that WIZ is a 
regulator of cohesin occupancy on chromatin – though the molecular details of this relationshp remain 
unclear.  
 Here, we investigate potential molecular causes of increased cohesin occupancy of the genome 
in the absence of WIZ. Comparing the localization of cohesin upon of loss of WIZ and loss of the cohesin 
unloader WAPL reveals that WIZ and WAPL regulate cohesin localization in distinct ways, with loss of 
WIZ affecting far more binding sites. Additionally, loss of WIZ affects cohesin localization differently than 
loss of G9a. Furthermore, we identify transcription factors which may drive the altered localization of 
cohesin in the absence of WIZ.  These transcription factors are associated with cellular response to 
stress, among other biological processes. Finally, Wizdel cells exhibit a significantly prolonged S-phase 
and shortened G2/M phase, consistent with the cells undergoing a stress-like response. Taken together, 
these data suggest that WIZ plays a robust role in the regulation of cohesin localization, distinct from the 
roles of WAPL and G9a.  
 
Materials and Methods 
Cell Culture 
 Mouse embryonic stem cells (mESCs, v6.5, male) were grown in serum + LIF (leukemia inhibitory 
factor) standard conditions, as previously described (Justice et al. 2020) (except without addition of a 
feeder layer of irradiated MEFs). 
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Flow cytometry  
 Confluent 10 cm plates of mESCs were treated with 10 uL of EdU and incubated at 37o C for 30 
minutes. Cells were then washed with PBS and trypsinized. After spinning down, cell pellets were washed 
once with PBS then fixed by resuspending in a solution of 500 uL PBS and 4% PFA (paraformaldehyde) 
and incubating for 15 minutes at room temperature. Cells were washed twice with 1 mL 1% BSA in PBS. 
Cells were then resuspended in 1 mL 1% BSA + 0.5% Triton X-100. Cells were incubated at room 
temperature for 15 minutes then pelleted. Cells were suspended in a labeling solution of 1 mM CuSO4, 
~1 uM AlexaFlour 647 Azide, and 100 mM Ascorbic Acid. Cells were incubated at room temperature for 
30 minutes, protected from light. 1 mL 1% BSA + 0.5% Triton X-100 was added before pelleting cells. 
Cells were resuspended in 1% BSA + 0.5% Triton X-100. To one biological replicate, 1 drop FxCycle 
Violet (Thermo Fisher, R37166) reagent was added to each sample before sorting with Attune Nxt 2 
instrument. To two additional biological replicates, cells were resuspended in a solution of 100 ug/mL 
RNAse and 1 ug/mL DAPI and incubated at 37 C for one hour before samples were sorted on Attune NxT 
2. Cell cycle analysis was performed using FCSExpress. Total number of replicates including biological 
and technical is n=5 for WT and n=6 for Wizdel cells. 
 
ChIP-seq analysis 
 Publicly available ChIPseq datasets for 1) RAD21 in WT and WAPL-AID mESCs (Liu et al. 2020), 
2) SMC3 in WT and G9a KO / G9a/GLP DKO mESCs (Jiang et al. 2020), and 3) WT and Wizdel mESCs 
(Justice et al. 2020) were downloaded from GEO and processed using a previously published custom 
script (Justice et al. 2020). Replicates were merged as raw fastq files before analysis. For the RAD21 
ChIPseq in both Wizdel and WAPL-AID cells, plus their matched WT samples, two biological replicates 
were merged for each condition. The WAPL-AID condition samples represent cells treated with auxin for 
24 hours while the WT samples represent 0 hours of treatment. These samples were spike-in normalized 
using human read counts as previously described (Orlando et al. 2014; Justice et al. 2020; Liu et al. 
2020). The WT SMC3 ChIPseq data presented here represents pooled single replicates from J1 and TT2 
WT mESCs (genome-wide pearson correlation = 0.91), and the G9a KO ChIPseq data represents pooled 
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single SMC3 ChIPseq replicates from G9a KO and G9a/GLP DKO cells (genome-wide pearson 
correlation = 0.95), since biological replicates were not provided in the original manuscript. It should be 
noted that there have been no separable roles identified for G9a and GLP. SMC3 WT and G9a KO 
samples were not prepared with a spike-in for normalization, and were instead normalized by subtracting 
the input signal from ChIP samples. This was done in two ways: 1) for peak calls, any peaks called in the 
input conditions were removed from peaks called in the ChIP samples and 2) for plotting ChIPseq signal 
in heatmaps and average signal plots, the bam file coverage for the input samples was subtracted from 
the bam file coverage of ChIP samples using bamCompare (deeptools v 3.2.0). After peak calling, 
summits are extended by 50 bp on either side and overlapped with repetitive elements (obtained from the 
UCSC genome browser) using bedtools intersect. Any peaks overlapping a repetitive element is 
removed. Therefore, peaks are defined as 100 bp regions around peak summits called by MACS2, that 
do not overlap a repetitive element. 
 For cis-regulatory element distribution plots in Figures 1 and 2, CTCF sites are defined from 
previously published data (Justice et al. 2020), DNA loop anchors represent SMC1A ChIA-PET anchors 
from a previous publication (Dowen et al. 2014), enhancers represent peaks of a combined ChIPseq 
dataset for master transcription factors OCT4, SOX2, and NANOG (Justice et al. 2020), and TSS 
elements were obtained using the UCSC genome browser table browser. In Figures 1 and 2, overlap of 
ectopic cohesin peaks from different conditions is defined as falling within 2 kb. Distance plots in Figures 
1 and 2 were generated by measuring the distance from an ectopic cohesin peak in one condition to the 
nearest ectopic cohesin peak in another condition using bedtools closest. The distribution of peak 
distances in Figures 1 and 2, as well as the plots in Figure 3E and F, were generated using ggplot2 (v 
3.3.2). Subtractive heatmap tracks in Figures 1 and 2 were prepared by subtracting WT ChIP signal from 
mutant ChIP signal using bigWigCompare (deeptools, v 3.2.0). Heatmaps were generated using 
deeptools computeMatrix and plotHeatmap (v 3.2.0).  
 Differential occupancy analysis in Figure 3 was performed using DiffBind (v 3.0.7). Motif analysis 
was performed using the MEME-ChIP tool from MEME Suite with differential mode (shared RAD21 peaks 
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between WT and WIZdel as background) (Bailey et al. 2009). NFYA and SP1 ChIP-seq datasets were 
previously published and re-analyzed (Ly et al. 2013; Gilmour et al. 2019).  
 
Results 
WIZ regulates cohesin localization in a manner distinct from WAPL 
 WAPL is known as a cohesin unloader, since its loss results in increased levels of cohesin on 
chromatin (Kueng et al. 2006; Gandhi et al. 2006; Wutz et al. 2017).  To determine if WIZ functions with 
or similar to WAPL in regulating the genomic localization of cohesin, an analysis of cohesin ChIP-seq 
data was performed in cells lacking WAPL and cells lacking WIZ (Liu et al. 2020; Justice et al. 2020) 
(Table S1).1 Analysis of spike-in normalized RAD21 ChIP-seq data in Wizdel cells identified more than 
25,000 ectopic cohesin peaks that are not present in wildtype (WT) mESCs (Figure 3.1A). In contrast, 
fewer than 5,000 peaks are lost, or orphaned, upon loss of WIZ. Whereas cohesin peaks shared between 
Wizdel and WT mESCs frequently overlap CTCF sites, ectopic cohesin peaks in the absence of WIZ do 
not frequently overlap CTCF sites or DNA loop anchors (Figure 3.1B). Both ectopic cohesin peaks and 
shared cohesin peaks show a similar overlap with enhancers, whereas ectopic cohesin peaks in Wizdel 
cells are slightly more enriched at promoters than shared cohesin peaks.  Following WAPL degradation, 
the number of cohesin peaks identified is similar to that identified in WT cells (~38,000 v ~35,000) (Figure 
3.1A). While many cohesin peaks are shared between WT and WAPL-AID cells, roughly 10,000 cohesin 
peaks are lost, or orphaned, following WAPL degradation and nearly 12,000 ectopic cohesin peaks are 
gained. The distribution of ectopic cohesin peaks at cis-regulatory elements upon loss of WAPL is similar 
to that of ectopic cohesin peaks in the absence of WIZ, with the greatest decrease occurring at CTCF 
sites and DNA loop anchors (Figure 3.1B). 
   A direct comparison of the location of cohesin peaks in each condition reveals substantial 
overlap between the WT RAD21 peaks from the Wizdel study and WAPL-AID study (Figure S1A).  There is 
also a substantial overlap of the RAD21 peaks shared by wildtype and Wizdel cells, as well as the RAD21 
peaks shared by wildtype and WAPL-AID cells.  In contrast, there is remarkably little overlap of ectopic 
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RAD21 peaks in Wizdel cells and ectopic RAD21 peaks in WAPL-AID cells, even when overlap is liberally 
defined as within 2kb (Figure 3.1C, S3.1A). Consistent with this finding, the mean distance from an 
ectopic cohesin peak in WAPL-AID cells to an ectopic cohesin peak in Wizdel cells is over 50 kb, while the 
mean distance between shared peaks in each condition is only ~13 kb (Figure 3.1D, S3.1B). 
Furthermore, the median distance between a shared cohesin peak in WAPL-AID cells to a shared peak in 
Wizdel cells is 0, while the median distance between ectopic cohesin peaks is over 7 kb (Figure 3.1D, 
S3.1B). These results suggest that WAPL and WIZ do not function together in the regulation of cohesin 
localization, but rather function in distinct manners. To determine how ectopic cohesin peaks identified in 
one condition are affected in the other condition, differential ChIP-seq signal at ectopic cohesin peaks 
identified in 1) Wizdel cells, 2) WAPL-AID cells, and 3) shared in both conditions was determined 
(perturbation – WT) (Figure 3.1E). Whereas loss of WIZ caused a strong increase in RAD21 signal at 
ectopic cohesin peaks identified in WAPL-AID cells, WAPL depletion had little effect on RAD21 levels at 
ectopic cohesin peaks identified in Wizdel cells. Therefore, we conclude that WIZ regulates the genomic 







Figure 3.1. WIZ and WAPL regulate cohesin localization at distinct binding sites. (A) Overlap of 
RAD21 ChIP-seq peaks in WT and Wizdel cells (top). Overlap of RAD21 ChIP-seq peaks in WT and 
WAPL-AID cells. (bottom) (B) Bar graph showing overlap of shared (grey) and ectopic (orange) RAD21 
peaks in Wizdel cells with CTCF sites, DNA loop anchors (Dowen et al. 2014), enhancers (defined by 
peaks of a merged ChIP-seq dataset for Oct4, Sox2, and Nanog in mESCs), and promoters (UCSC 
defined TSS) (top). Overlap of shared (grey) and ectopic (purple) RAD21 peaks in WAPL-AID cells with 
CTCF sites, DNA loop anchors, enhancers, and promoters. (C) Overlap of ectopic RAD21 peaks in Wizdel 
cells and WAPL-AID cells. (D) Histogram showing the distribution of distances from each ectopic RAD21 
peak in WAPL-AID cells to the nearest ectopic RAD21 peak in Wizdel cells. Median and mean of the 
distribution are represented with red dashed and solid lines, respectively. (E) Heatmaps showing the 
subtractive RAD21 signal (perturbation – WT) at ectopic cohesin peaks identified in Wizdel cells only 
(leftmost heatmaps, sorted from highest to lowest subtractive signal in Wizdel cells), peaks identified as 
ectopic in both Wizdel cells and WAPL-AID cells (center heatmap, sorted from highest to lowest 
subtractive signal in Wizdel cells), and peaks identified only in WAPL-AID cells (rightmost heatmap, sorted 



















Figure S3.1. Overlap of RAD21 peaks in WAPL-AID and Wizdel cells, Related to Figure 1. (A) Overlap 
of (clockwise from top left) all WT RAD21 peaks, all perturbation RAD21 peaks, shared RAD21 peaks, 
and ectopic RAD21 peaks identified in WAPL-AID, Wizdel cells and matched wildtype cells. (B) Histogram 
showing the distribution of distances from each shared RAD21 peak in WAPL-AID cells to the nearest 
shared RAD21 peak in Wizdel cells. Median and mean of the distribution are represented with red dashed 
and solid lines, respectively. 
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WIZ regulates cohesin localization in a manner distinct from G9a 
 The most well-studied function of WIZ is in the stabilization of histone lysine methyl-transferase 
complex on the genome.  This complex, made up of WIZ, G9a, GLP and ZNF644, facilitates deposition of 
the repressive histone modifications H3K9me1 and H3K9me2 (Bian et al. 2015; Simon et al. 2015). 
Knockdown of WIZ with siRNA results in a decrease in G9a protein levels in the cell, as well as decreases 
in G9a, GLP, and H3K9me2 levels on chromatin (Simon et al. 2015). Since it is thought that cohesin 
loading preferentially occurs at nucleosome-depleted regions, it is also possible that altered cohesin 
localization in the absence of WIZ is due to disruption of G9a-mediated heterochromatin formation (Kanke 
et al. 2016; Muñoz et al. 2019). Therefore, we investigated whether loss of G9a alters cohesin localization 
in a manner similar to loss of WIZ. Overlap of ChIP-seq peaks of SMC3, a core cohesin complex 
member, from G9a KO and WT mESCs reveals 20,000 ectopic cohesin peaks and nearly 13,000 
orphaned cohesin peaks upon loss of G9a (Figure 3.2A) (Jiang et al. 2020). Like ectopic cohesin peaks in 
Wizdel and WAPL-AID cells, ectopic cohesin peaks in G9a KO cells show little overlap with CTCF sites, 
DNA loop anchors, or enhancers (Figure 3.2B). Despite possessing a similar number of ectopic cohesin 
peaks, Wizdel cells and G9a KO cells display largely distinct sets of ectopic cohesin peaks (Figure 3.2C, 
S3.2A). The average distance from an ectopic cohesin peak identified in G9a KO cells to an ectopic 
cohesin peak identified in Wizdel cells is over 40 kb, more than double the average distance between 
shared cohesin peaks in each condition (Figure 3.2D, S3.2B). Furthermore, the median distance between 
ectopic SMC3 peaks in G9a KO and ectopic RAD21 peaks in Wizdel cells is nearly 10 kb, as opposed to a 
median of 0 bp separating shared SMC3 peaks from shared RAD21 peaks (Figure S3.2B). While ectopic 
cohesin peaks identified in G9a KO cells also show increased cohesin signal in Wizdel cells, ectopic 
cohesin peaks in Wizdel cells do not show changes in cohesin levels in G9a KO cells, suggesting that the 






Figure 3.2. WIZ regulates cohesin localization independently of G9a. (A) Overlap of SMC3 ChIP-seq 
peaks in WT and G9a KO cells. (B) Overlap of shared (grey) and ectopic (green) SMC3 peaks with CTCF 
sites, DNA loop anchors, enhancers, and promoters. (C) Overlap of ectopic RAD21 peaks in Wizdel cells 
with ectopic SMC3 peaks in G9a KO cells. (D) Histogram showing the distribution of distances from each 
ectopic SMC3 peak in G9a KO cells to the nearest ectopic RAD21 peak in Wizdel cells. Median and mean 
of the distribution are represented with red dashed and solid lines, respectively E) Heatmaps showing the 
subtractive cohesin signal (perturbation – WT) at ectopic cohesin peaks identified in Wizdel cells only 
(leftmost heatmaps, sorted from highest to lowest subtractive signal in Wizdel cells), peaks identified as 
ectopic in both Wizdel cells and G9a KO cells (center heatmap, sorted from highest to lowest subtractive 
signal in Wizdel cells), and peaks identified only in G9a KO cells (rightmost heatmap, sorted from highest 
to lowest subtractive signal in G9a KO cells).   
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Figure S3.2. Overlap of RAD21 peaks in G9a KO and Wizdel cells, Related to Figure 2. (A) Overlap of 
(clockwise from top left) all WT cohesin peaks, all perturbation cohesin peaks, shared cohesin peaks, and 
ectopic cohesin peaks identified in G9a KO and Wizdel cells. (B) Histogram showing the distribution of 
distances from each shared SMC3 peak in G9a KO cells to the nearest shared RAD21 peak in Wizdel 
cells. Median and mean of the distribution are represented with red dashed and solid lines, respectively. 
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Loss of WIZ results in more robust changes in cohesin localization than loss of G9a or WAPL 
 In addition to identification of shared or distinct cohesin peaks, we performed a quantitative 
analysis of reads at retained cohesin binding sites to identify significant quantitative changes in cohesin 
levels in cells lacking WIZ, WAPL, and G9a (Figure 3.3A). Loss of WIZ results in differential cohesin 
levels at 64% of retained binding sites (Figure 3.3B). Furthermore, nearly all of the differential sites 
(96.8%) displayed increased cohesin signal in Wizdel cells compared to WT. In contrast, analysis of 
differential cohesin levels in WAPL-AID cells revealed a moderate effect on cohesin ChIP-seq signal at 
retained sites (27.5% differential) (Figure 3.3C). Consistent with its canonical role as cohesin unloader, 
loss of WAPL leads to increased cohesin signal at nearly 80% of differential sites. Loss of G9a had the 
smallest effect on cohesin levels out of the conditions examined, with only 13% of retained sites 
displaying significant changes in cohesin ChIP-seq signal (Figure 3.3D). Additionally, of the differential 
cohesin sites, only 41% displayed increased signal in the G9a KO cells, suggesting that loss of G9a has a 
variable effect on cohesin levels while loss of WAPL or WIZ causes a strong and preferential direction of 
change in cohesin levels.  
 Comparison of differentially occupied sites in each condition revealed that roughly half of cohesin 
sites which are differentially occupied in WAPL-AID cells (48.8%) are also differentially occupied in Wizdel 
cells, with nearly 3,500 sites which are differentially occupied in both conditions (Figure 3.3E). While 
many of these sites display increased cohesin signal in both conditions, roughly 1,000 sites are oppositely 
affected by the two perturbations. A comparison of differentially occupied sites in the absence of WIZ and 
G9a revealed that while 2,500 sites (49.3% of differential G9a sites) display altered cohesin occupancy in 
both conditions, most of these sites are oppositely regulated (Figure 3.3F). Nearly all of the sites 
commonly regulated by WIZ and G9a display lower cohesin signal in G9a KO cells, yet display increased 
cohesin signal in the absence of WIZ. These data suggest that WIZ regulates cohesin levels at far more 









Figure 3.3. Distinct roles for WIZ, WAPL, and G9a in cohesin localization. (A) Cartoon depiction of 
differential occupancy analysis. Quantitative ChIP-seq signal at peaks called in both WT and perturbation 
conditions is compared, with sites showing significant increases or decreases in signal being called as 
differentially occupied. (B) Differential occupancy analysis in Wizdel cells. Total percentage of differentially 
occupied retained sites is in parentheses in the panel title. Differential sites are highlighted in orange. (B) 
Differential occupancy analysis in WAPL-AID cells. Differential sites are highlighted in purple. (C) 
Differential occupancy analysis in G9a KO cells. Differential sites are highlighted in green. (E) 
Comparison of change in cohesin ChIP-seq signal at sites identified as differentially occupied in both 
Wizdel and WAPL-AID cells. The log2 fold change in ChIP-seq signal at each site in Wizdel cells is 
represented with an orange dot. The log2 fold change in ChIP-seq signal at each site in WAPL-AID cells 
is represented with a purple dot. The sites which show an increase in ChIP-seq signal in both conditions 
are located in the teal quadrant. (F) Comparison of change in cohesin ChIP-seq signal at sites identified 
as differentially occupied in both Wizdel and G9a KO cells. The log2 fold change in ChIP-seq signal at 
each site in Wizdel cells is represented with an orange dot. The log2 fold change in ChIP-seq signal at 
each site in G9a KO cells is represented with a green dot. The sites which show an increase in ChIP-seq 

















Ectopic cohesin peaks in Wizdel cells are enriched for hallmarks of chromatin accessibility   
 The result that cohesin localization is differentially affected by loss of WIZ and loss of G9a 
suggests that the increased cohesin signal observed in Wizdel cells is not fully explained by recruitment of 
cohesin to newly accessible sites due to loss of heterochromatin. To further investigate the chromatin 
landscape of ectopic cohesin peaks identified in each condition, we examined the enrichment of various 
euchromatic and heterochromatic histone post-translational modifications (PTMs) and chromatin 
accessibility from wildtype cells at the genomic locations that become ectopic cohesin peaks in Wizdel 
cells, WAPL-AID cells, and G9a KO cells. In order to fully appreciate the relationship between the change 
in cohesin signal at ectopic cohesin peaks and the enrichment of histone PTMs, we sorted each set of 
ectopic cohesin peaks in descending order of the difference in signal between WT and perturbation 
conditions. In doing so, ectopic cohesin peaks which display the largest change in cohesin signal are at 
the top of each heatmap while peaks with the most subtle change in cohesin signal are at the bottom.  
 Consistent with the observation that loss of WIZ and G9a affect distinct genomic loci, the ectopic 
cohesin peaks identified in Wizdel cells showing the greatest increase in cohesin signal lack the 
heterochromatic marks H3K9me1, H3K9me2, and H3K9me3 in WT cells (Figure 3.4A). Instead, these 
peaks are strongly enriched for H3K4me1, H3K4me2, and H3K4me3 and display robust ATAC-seq 
signal, suggesting that the peaks that gain the most cohesin upon loss of WIZ are already accessible in 
WT mESCs. By comparison, while all sets of ectopic cohesin peaks are enriched for euchromatic marks 
on average, the ectopic cohesin peaks which display the strongest increase in cohesin signal in WAPL-
AID and G9a KO cells are less enriched for H3K4me1, H3K4me2, or H3K4me3 marks (Figure 3.4B, C). 
Taken together, these data suggest that ectopic cohesin binding upon loss of WIZ preferentially occur at 




Figure 3.4. Ectopic cohesin peaks in Wizdel, WAPL-AID, and G9a KO cells display differential 
chromatin landscapes (A) Heatmaps showing subtractive RAD21 ChIP-seq signal (Wizdel – WT), WT 
RAD21 ChIP-seq signal, Wizdel RAD21 ChIP-seq signal, ATAC-seq signal, and ChIP-seq signal for 
H3K4me1, H3K4me2, H3K4me3, H3K9me1, H3K9me2, and H3K9me3 at ectopic RAD21 peaks in Wizdel 
cells. (B) Heatmaps showing subtractive RAD21 ChIP-seq signal (WAPL-AID– WT), WT RAD21 ChIP-
seq signal, WAPL-AID RAD21 ChIP-seq signal, ATAC-seq signal, and ChIP-seq signal for H3K4me1, 
H3K4me2, H3K4me3, H3K9me1, H3K9me2, and H3K9me3 at ectopic RAD21 peaks in WAPL-AID cells. 
(C)  Heatmaps showing subtractive SMC3 ChIP-seq signal (G9a KO– WT), WT RAD21 ChIP-seq signal, 
G9a KO SMC3 ChIP-seq signal, ATAC-seq signal, and ChIP-seq signal for H3K4me1, H3K4me2, 































Figure S3.4. Shared cohesin peaks in Wizdel, WAPL-AID, and G9a KO cells display similar 
chromatin landscapes (A) Heatmaps showing subtractive RAD21 ChIP-seq signal (Wizdel – WT), WT 
RAD21 ChIP-seq signal, Wizdel RAD21 ChIP-seq signal, ATAC-seq signal, and ChIP-seq signal for 
H3K4me1, H3K4me2, H3K4me3, H3K9me1, H3K9me2, and H3K9me3 at shared RAD21 peaks in Wizdel 
cells. (B) Heatmaps showing subtractive RAD21 ChIP-seq signal (WAPL-AID– WT), WT RAD21 ChIP-
seq signal, WAPL-AID RAD21 ChIP-seq signal, ATAC-seq signal, and ChIP-seq signal for H3K4me1, 
H3K4me2, H3K4me3, H3K9me1, H3K9me2, and H3K9me3 at shared RAD21 peaks in WAPL-AID cells. 
(C)  Heatmaps showing subtractive SMC3 ChIP-seq signal (G9a KO– WT), WT RAD21 ChIP-seq signal, 
G9a KO SMC3 ChIP-seq signal, ATAC-seq signal, and ChIP-seq signal for H3K4me1, H3K4me2, 





























Ectopic cohesin peaks in Wizdel cells contain motifs for transcription factors associated with 
cellular stress responses 
 In order to identify binding motifs within ectopic cohesin peaks in Wizdel cells, we performed a 
differential enrichment analysis using MEME-ChIP (Table S2). A previous analysis of motifs enriched at 
ectopic cohesin peaks in Wizdel cells failed to identify motifs distinct from those found in shared cohesin 
peaks (Justice et al. 2020). In order to refine this analysis, the width of the input sequences was 
decreased from 500 bp to 100 bp, centered around the peak summit. Also, a differential enrichment mode 
of MEME-ChIP, using cohesin peaks shared between WT and Wizdel cells as background, was used in 
order to identify for enriched motifs unique to Wizdel cells. This revised analysis identified several 
transcription factor motifs, including those for ZNF263, SP1, Tp53, Nfe2l2, and NFYA, as well as one de 
novo motif (Figure 3.5A). The same analysis in WAPL-AID cells revealed enrichment for SP2, ZIC3, 
TFAC2C, and SP1 motifs (Figure 3.5B). Motifs enriched at ectopic SMC3 peaks in G9a KO cells included 
EWSR1-FLI1, Obox5, SOX10, and Runx1 (Figure 3.5C).  Analysis of previously published NFYA and SP1 
ChIP-seq data confirmed that cohesin peaks in Wizdel cells are enriched at NFYA and SP1 peaks in WT 
mESCs (Figure 3.5D, E). In contrast, neither ectopic cohesin peaks in cells lacking WAPL or G9a are 
enriched at NFYA or SP1 binding sites.  
 Many of the transcription factors whose motifs are enriched at Wizdel ectopic cohesin peaks are 
ubiquitously expressed and participate in various cellular functions. For example, SP1 (specificity protein 
1) is expressed in various cell types, both healthy and diseased, and regulates expression of genes 
involved in diverse biological processes such as regulation of the cell cycle, chromatin remodeling, DNA 
damage responses, cellular housekeeping, differentiation, and apoptosis, among others (Philipsen and 
Suske 1999; Beishline and Azizkhan-Clifford 2015). Interestingly, other transcription factors identified at 
Wizdel ectopic cohesin peaks, including NF-YA and p53, have previously been shown to interact with SP1 
and participate in regulation of genes involved in biological responses to stress and cell death (Beishline 
and Azizkhan-Clifford 2015; Ly et al. 2013). Surprisingly, another identified motif belongs to the 
transcription factor Nfe2l2, a protein which is normally cytoplasmic but is imported to the nucleus under 
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oxidative stress (Pajares et al. 2018). Though relatively little is known about ZNF263, it too has been 
shown to regulate genes related to stress and cell death (Cui et al. 2020).  
 Since the transcription factors identified as enriched at Wizdel ectopic cohesin peaks have been 
linked to cellular stress responses, we looked for additional evidence that cells lacking WIZ are 
responding to cellular stress. It is well established that cellular stressors can affect progression of the cell 
cycle. In addition, WIZ has a known role in promoting proper DNA replication, as depletion of WIZ causes 
a prolonged cell cycle while overexpression of WIZ can allow cells to overcome treatment with aphidicolin 
(Levenson et al. 1999; Srivastava et al. 2018). For these reasons, we performed flow cytometry analysis 
to evaluate the effects of loss of WIZ on the cell cycle of mESCs (Figure 3.6A). Consistent with previous 
reports, a significant increase in the percent of Wizdel cells in S phase was detected compared to WT cells 
(Figure 3.6B). A significant decrease in the percent of cells in G2/M phase was also observed in Wizdel 
cells. To investigate whether the population doubling time of Wizdel cells is altered compared to WT cells, 
we performed a proliferation assay (Figure 3.6C). Cells were plated at a known density and counted at 
24, 52, 64, and 72 hours post-seeding. As early as 52 hours post-seeding, the relative cell number of 
Wizdel cells was reduced compared to WT. The 52 and 64 hour timepoint data were used to calculate the 
population doubling times. The total population doubling time of Wizdel cells was slightly higher than that 
of WT cells (~14 h vs ~13 h). Combining data from flow cytometry analysis and the population doubling 
times, the length for each cell cycle phase was calculated in WT and Wizdel cells (Figure 3.6D). This 
analysis revealed a significant increase in the length of S phase and a significant decrease in the length 
of G2/M phase in Wizdel cells compared to WT. Together, these data suggest that Wizdel cells exhibit an 
altered cell cycle profile and increased cohesin binding at sites occupied by transcription factors 






Figure 3.5. Ectopic cohesin peaks in Wizdel cells are enriched for various transcription factor 
motifs. (A) Table showing MEME-ChIP motif enrichment analysis results for ectopic RAD21 peaks in 
Wizdel cells. RAD21 peaks shared between Wizdel and WT cells were used as background in the analysis. 
Top 10 found motifs are shown. (B) Table showing MEME-ChIP motif enrichment analysis results for 
ectopic RAD21 peaks in WAPL-AID cells. RAD21 peaks shared between WAPL-AID and WT cells were 
used as background in the analysis. Top 10 found motifs are shown. (C) Table showing MEME-ChIP 
motif enrichment analysis results for ectopic SMC3 peaks in G9a KO cells. SMC3 peaks shared between 
G9a KO and WT cells were used as background in the analysis. Top 10 found motifs are shown. (D) Bar 
graph showing the percent of SP1 peaks in WT mESCs which overlap (L to R) all WT RAD21 peaks, all 
WAPL-AID RAD21 peaks, orphaned RAD21 peaks in WAPL-AID, ectopic RAD21 peaks in WAPL-AID 
cells, all WT SMC3 peaks, all G9a KO SMC3 peaks, orphaned SMC3 peaks in G9a KO cells, ectopic 
SMC3 peaks in G9a KO cells, all WT RAD21 peaks, all Wizdel RAD21 peaks, orphaned RAD21 peaks in 
Wizdel cells, and ectopic RAD21 peaks in Wizdel cells. (E) Bar graph showing the percent of NFYA peaks in 
WT mESCs which overlap (L to R) all WT RAD21 peaks, all WAPL-AID RAD21 peaks, orphaned RAD21 
peaks in WAPL-AID, ectopic RAD21 peaks in WAPL-AID cells, all WT SMC3 peaks, all G9a KO SMC3 
peaks, orphaned SMC3 peaks in G9a KO cells, ectopic SMC3 peaks in G9a KO cells, all WT RAD21 































Figure 3.6. Prolonged S-phase and shortened G2/M in the absence of WIZ. (A) Scatterplots showing 
flow cytometry results for WT and Wizdel cells. Cells in G1 phase are gated with a blue rectangle. Cells in 
S phase are gated with an orange rectangle. Cells in G2/M are gated with a black rectangle. Negative 
control gate (AB-, red rectangle) was drawn using unstained samples. (B) Bar graph showing the percent 
of cells in each cell cycle phase in WT and Wizdel cells. Data represent n=5 (WT) and n=6 (Wizdel cells) 
replicates, both technical and biological. Asterisks represent p<0.01 and p<0.001 measured using an 
unpaired t-test. (C) Line plot showing the proliferation rate of WT (grey) and Wizdel (orange) cells. For 
population doubling time calculation, only data from the 52- and 64-hour timepoints were used. (D) Line 
plot showing the length in hours of each cell cycle phase in WT and Wizdel cells. Lengths were calculated 
using percent of cells in each phase analyzed by flow cytometry and population doubling time data from 






 The cohesin complex participates in various biological processes that happen on the genome and 
is essential for cell viability. However, many questions remain about the mechanisms dictating the 
loading, translocation, and unloading of the complex at various sites in the genome. WIZ was previously 
identified as a candidate regulator of cohesin localization, as loss of WIZ protein leads to increased 
cohesin ChIP-seq signal genome-wide (Justice et al. 2020). However, molecular details of how WIZ 
regulates cohesin and how loss of WIZ compares to loss of other known effectors of cohesin localization 
was not clear. Here, we compare and contrast patterns of cohesin mislocalization upon loss of WIZ, loss 
of a known WIZ binding partner G9a, and loss of the canonical cohesin unloader WAPL. The results 
reveal that loss of WIZ, G9a, and WAPL causes distinct effects on the genome-wide distribution of 
cohesin and known biological functions of cohesin. Interestingly, loss of WIZ has a wide-spread effect on 
cohesin localization, affecting more cohesin binding sites than either loss of G9a or loss of WAPL. In 
addition, the effect of WIZ loss is remarkably consistent across the genome, with nearly all differentially 
occupied sites displaying higher signal for cohesin in the absence of WIZ. Finally, sites which become 
ectopically bound by cohesin in each condition display unique chromatin profiles in WT mESCs, 
suggesting that WIZ, G9a, and WAPL all regulate the localization of the cohesin complex by partially 
independent mechanisms. Together, these data suggest that WIZ acts in a manner distinct from its 
binding partner G9a or the canonical cohesin unloader WAPL.  
 The cohesin complex is unloaded from chromatin by the protein WAPL. Depletion of WAPL has 
been shown via microscopy to increase the residence time of the cohesin complex on chromatin (Kueng 
et al. 2006; Gandhi et al. 2006). As such, we hypothesized that loss of WIZ protein may alter cohesin 
localization in a manner similar to a defect in WAPL-mediated unloading of the complex. However, 
analysis of ectopically bound cohesin peaks in cells lacking WIZ and those in cells lacking WAPL 
revealed that cohesin is distributed to a distinct set of loci in each condition. Furthermore, loss of WIZ 
affects most ectopic cohesin peaks in cells lacking WAPL, as demonstrated by increased ChIP-seq signal 
at those sites. This signal may fall below the threshold for calling an ectopic cohesin peak or may be 
classified as differentially bound in the absence of WIZ. In contrast, loci which display ectopic cohesin 
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peaks in the absence of WIZ show no change in cohesin signal upon loss of WAPL. Quantitative analysis 
of cohesin ChIP-seq signal at retained cohesin binding sites in each condition revealed that loss of WIZ 
results in a consistent increase in cohesin levels, whereas loss of WAPL has a more varied effect on 
cohesin levels. In all, these data suggest that WIZ regulates cohesin localization in a manner distinct from 
WAPL.  
 Previous studies suggest that WIZ plays a crucial role in the function of the G9a/GLP histone 
lysine methyltransferase complex (Simon et al. 2015; Bian et al. 2015). Together, this complex functions 
in the deposition of the repressive H3K9me1 and H3K9me2 histone modifications. Since cohesin is 
thought to preferentially load at and localize to euchromatic regions of the genome, we wondered if 
ectopic cohesin peaks in the absence of WIZ could be newly opened regions previously repressed by the 
G9a complex. We therefore compared the effect of G9a loss on cohesin localization to the effect of WIZ 
loss on cohesin localization. While loss of WIZ often affects sites of ectopic cohesin peaks in the absence 
of G9a, loss of G9a does not result in an increase in the average ChIP-seq signal of cohesin at ectopic 
cohesin peaks in cells lacking WIZ. Few binding sites are differentially occupied in cells lacking G9a, 
compared to >60% of sites in cells lacking WIZ. Furthermore, sites which are differentially occupied in 
each condition show mostly opposite effects on cohesin signal, with consistently higher signal upon loss 
of WIZ. These data suggest that WIZ regulates cohesin at a subset of binding sites independently of its 
canonical binding partner G9a. 
 Evaluation of the DNA sequences underlying ectopic cohesin peaks in Wizdel cells revealed 
enrichment for several transcription factor motifs. While the transcription factors whose motifs are 
enriched in ectopic cohesin peaks in cells lacking WIZ have various cellular functions, many of the factors 
have been implicated in the response to cellular stress. It should also be noted that some of these 
transcription factor motifs have been identified at peaks for the cohesin loader NIPBL (Zuin et al. 2014). 
Therefore, the ectopic cohesin peaks in Wizdel cells could be due to an increased frequency of cohesin 
loading or by an altered association between NIPBL and the cohesin complex. Many of the motifs 
enriched at ectopic cohesin peaks in Wizdel cells, including Tp53, Nfe2l2, and ZNF263, are not enriched in 
ectopic cohesin peaks found in cells lacking WAPL or G9a. These results raise the possibility that cohesin 
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localization may differ in each of the three analyzed conditions due to association with specific 
transcription factors. Consistent with previous reports, we observe a significant increase in the length of S 
phase in Wizdel cells compared to WT cells. It is unclear whether this altered cell cycle is associated with 
the ectopic binding of cohesin to sites occupied in WT cells by stress-related transcription factors. Further 
studies are needed to understand whether Wizdel cells undergo a stress-like response which may be 
responsible for or driven by the altered localization of cohesin. It should also be noted that the effect of 
protein depletion on cohesin localization may be sensitive to the nature or duration of the depletion. 
Taken together, our data suggest WIZ regulates cohesin localization on the genome in a highly consistent 
manner that is mostly independent of WAPL and G9a. 
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CHAPTER 4 – DISTINCT AND OVERLAPPING ROLES OF STAG1 AND STAG2 IN COHESIN 
LOCALIZATION AND GENE EXPRESSION IN EMBRYONIC STEM CELLS3 
 
Background 
 The spatial organization of the eukaryotic genome is fundamentally important for proper gene 
expression. Cohesin and CTCF play essential roles in establishing and regulating three-dimensional 
genome structure (Rao et al. 2014; Wendt et al. 2008; Bonev and Cavalli 2016; Busslinger et al. 2017). 
Cohesin functions in sister chromatid cohesion, DNA repair, replication, and gene expression, but the 
molecular mechanisms that underlie such diverse roles remain poorly understood (Mehta et al. 2013; 
Nasmyth and Haering 2009; Hagstrom and Meyer 2003). It is hypothesized that accessory subunits, like 
STAG1 and STAG2, could alter the properties and functions of the core cohesin complex. Cohesin is a 
ring-shaped protein complex comprised of the core subunits SMC1A, SMC3, and RAD21. This core 
complex can associate with either STAG1 or STAG2 (Losada et al. 2000; Zhang et al. 2013) along with 
several other regulatory proteins. Importantly, STAG1 and STAG2 are not thought to function outside of 
the cohesin complex. 
 Proper cohesin function is required for normal development and cellular function. Homozygous 
loss of core cohesin ring components is lethal to cells (Rao et al. 2017; Schwarzer et al. 2017), however 
mutations in cohesin subunits and cohesin regulators can be tolerated and are observed in various 
cancers including myeloid leukemia, glioblastoma, Ewing sarcoma, and melanoma
 
3 This chapter previously appeared as an article in Epigenetics & Chromatin. Original citation is: Arruda 
NL, Carico ZM, Justice M, et al. Distinct and overlapping roles of STAG1 and STAG2 in cohesin 
localization and gene expression in embryonic stem cells. Epigenetics Chromatin. 2020;13(1):32. 
Published 2020 Aug 10. doi:10.1186/s13072-020-00353-9. My contributions to this chapter include 
development of data analysis pipelines, data analysis support, and manuscript editing. 
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 (Hill et al. 2016; Solomon et al. 2011; Lawrence et al. 2014). The STAG proteins are frequently mutated 
in cancers, but it is not clear if such defects contribute to disease. STAG proteins also appear to be 
necessary for normal development, with STAG1 knockout mice showing developmental defects and 
embryonic lethality (Remeseiro et al. 2012a, 2012b). Loss of STAG proteins is predicted to cause 
misexpression of genes, thereby leading to disease. Whereas acute loss of cohesin causes minimal 
transcriptional changes, it is likely that the duration of STAG loss is important for widespread gene 
expression defects (Rao et al. 2017; Schwarzer et al. 2017; Zuin et al. 2014). A deeper understanding of 
how cohesin subunits impact transcriptional regulation is needed to elucidate the molecular mechanisms 
by which cohesin controls gene expression and to reveal how defects in these functions may contribute to 
disease. 
 Defining the individual roles of STAG1 and STAG2 will provide insight into how variant cohesin 
complexes exhibit different functions in cellular processes and disease. The two STAG proteins display 
75% conservation at the amino acid level, with the N-terminal and C-terminal regions showing the most 
divergence (Losada et al. 2000). Both proteins contribute to sister chromatid cohesion on chromosome 
arms, but cohesin-STAG1 is specifically required for cohesion at telomeres, and cohesin-STAG2 for 
cohesion at centromeres (Remeseiro et al. 2012a; Canudas and Smith 2009; Daniloski and Smith 2017). 
Cohesin-STAG1 is also implicated in DNA replication at telomeres, because its loss results in decreased 
telomeric replication and subsequent aneuploidy (Remeseiro et al. 2012a). Cohesin-STAG2 participates 
in repair of DNA damage and promotes replication fork progression (Ding et al. 2018; Mondal et al. 2019; 
Kong et al. 2014) 
 Recent work has implicated both STAG1 and STAG2 in regulating gene expression and genome 
organization, however, the molecular basis of STAG-dependent gene regulation has been controversial. 
Although some studies suggest STAG1 and STAG2 localize to many shared sites across the genome, 
other studies identify and highlight smaller classes of distinct sites with possibly different functions in 
various mammalian cell types (Cuadrado et al. 2019; Kojic et al. 2018; Casa et al. 2020; Viny et al. 2019; 
Wutz et al. 2020). Some reports have observed that cohesin-STAG1 localizes to CTCF sites and TAD 
boundaries, whereas cohesin-STAG2 is found at enhancers, promoters, and Polycomb Domains 
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(Cuadrado et al. 2019; Kojic et al. 2018). However, a contradictory report found that STAG1, but not 
STAG2, is enriched upstream of transcription start sites (Remeseiro et al. 2012b). In general, acute 
depletion of STAG1 or STAG2 is thought to cause selective transcriptional defects, suggesting that the 
two proteins have at least partially distinct roles in gene control (Cuadrado et al. 2019; Kojic et al. 2018; 
Casa et al. 2020; Viny et al. 2019). STAG1 and STAG2 might differentially contribute to higher order 
genome organization, with STAG1 appearing to mediate more long-range interactions and STAG2 
mediating more mid-range interactions (Cuadrado et al. 2019; Kojic et al. 2018; Casa et al. 2020; Wutz et 
al. 2020)These distinct types of DNA loops could be due to differential stability of cohesin rings on DNA. 
Cohesin-STAG1 interacts more strongly with CTCF than cohesin-STAG2, and cohesin-STAG1 is more 
resistant to removal from DNA by the cohesin unloading factor WAPL than cohesin-STAG2 (Wutz et al. 
2020). Consistent with this idea, cohesin-STAG2 rings associate more strongly with WAPL than cohesin-
STAG1 (Cuadrado et al. 2019). Deeper knowledge of STAG protein function is important for 
understanding how variant cohesin complexes might differentially regulate gene expression and three-
dimensional genome organization. 
 Here we show that cohesin-STAG1 and cohesin-STAG2 have nearly identical localization 
patterns across the embryonic stem cell genome. Stable loss of STAG1 or STAG2, following 
CRISPR/Cas9 genome editing, has minimal effects on the distribution and levels of cohesin on the 
genome. Nevertheless, gene expression analysis in isogenic Stag1−/− or Stag2−/− mESCs reveals only 
partially overlapping roles for these two proteins in transcriptional regulation. Depletion of STAG1 in 
Stag2−/− cells reveals their redundant functions in cohesin occupancy on the genome, cell proliferation, 
and gene expression at a large set of genes not sensitive to the loss of either individual STAG protein. 
 
Materials and Methods 
Cell culture 
 Murine embryonic stem cells (v6.5, male) were grown on gelatinized tissue culture dishes under 
standard ESC conditions (Whyte et al. 2012). HEK293T (female human embryonic kidney) cells for spike-
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in normalization were passaged similarly to mESCs and grown in DMEM (Gibco) supplemented with 10% 




 mESCs were transfected with plasmids containing a sgRNA, Cas9, and a fluorescent gene 
(eGFP or mCherry) using Lipofectamine 2000 (Thermo Fisher Scientific). One to two days later, single 
fluorescent cells were either sorted by UNC Flow Cytometry Core Facility staff using a FACSAria II (BD 
Biosciences) or on a CytoSort Array using a CellRaft AIR System (Cell Microsystems). Cells were 
collected, expanded, screened by PCR and DNA sequencing, and cryogenically stored. Sequences at the 
editing sites were determined by PCR of the region surrounding the mutated site and Sanger sequencing. 
The sgRNA sequence, edited sequence, and official allele name according to the International Committee 
on Standardized Genetic Nomenclature for Mice are shown below. 
 
 Stag1−/− replicate 1 (also known as Stag1em1Jdow) contains a homozygous deletion of 114 bp 
in exon 7 (Ile49-Thr86) and was generated with these sgRNAs: 
Stag1 sgRNA 1: 5′- TATATTGACACTGTCGAATC -3′ 
Stag1 sgRNA 2: 5′- AGGCATACAAGTACCCTTGC -3′ 
 
 Stag1−/− replicate 2 (also known as Stag1em2Jdow) contains a homozygous deletion of 121 bp 
in exon 7 (Ile49-Ala88) and was generated with these sgRNAs: 
Stag1 sgRNA 1: 5′- TATATTGACACTGTCGAATC -3′ 
Stag1 sgRNA 2: 5′- AGGCATACAAGTACCCTTGC -3′ 
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 Stag2−/− replicate 1 (also known as Stag2em1Jdow) contains a homozygous deletion of 7 bp at 
Leu203 and was generated with this sgRNA: 
Stag2 sgRNA 1: 5′- ACTGTCATTTCACTTCTTAC -3′ 
 
 Stag2−/− replicate 2 (also known as Stag2em2Jdow) contains a homozygous deletion of 431 bp 
from exon 7 to 9 (Asp155-Arg298) and was generated with these sgRNAs: 
Stag2 sgRNA 2: 5′- GATTACCCACTTACCATGGC -3′ 
Stag2 sgRNA 3: 5′- CCCACTTACCATTACAGGTA -3′ 
 
  Chromatin immunoprecipitation (ChIP) and ChIP-sequencing 
 Cells (3 × 107) were counted and crosslinked with 1% formaldehyde in PBS for 5 min then 
quenched with 2.5 M glycine. Before chromatin extraction, 5% of HEK293T cells was added to the mESC 
samples to be later used as a spike-in normalization. Crosslinked cells were lysed with in 10 ml Lysis 
Buffer 1 (50 mM Hepes–KOH pH 7.5, 140 mM NaCl, 1 mM EDTA, 10% glycerol, 0.5% NP-40, and 0.25% 
Triton X-100) by rotating for 10 min at 4 C. After pelleting, nuclei were lysed in 5 ml Lysis Buffer 2 (10 mM 
Tris–HCl pH 8, 200 mM NaCl, 1 mM EDTA, and 0.5 mM EGTA) by rotating for 10 min at room 
temperature. After washing with 5 ml of shearing buffer (10 mM Tris pH 7.5, 1 mM EDTA, and 0.1% 
SDS), chromatin was resuspended in 1 ml of shearing buffer. Sonication of nuclei was performed on a 
Covaris E220 with the following settings: Duty Factor 5, PIP/W 140, and 200 cycles per burst for 12 min. 
Chromatin fragments of 200–1000 base pairs were generated. Following sonication, insoluble material 
was pelleted and removed by spinning samples for 10 min at 15,000 rpm. 
 The antibodies were incubated with 30 μl Protein G Dynabeads (Thermo Fisher Scientific) for 6–8 
h prior to addition of chromatin. Unbound antibody was removed by washing beads twice with PBS with 
1× protease inhibitor cocktail (PIC). The chromatin in shearing buffer was spiked with NaCl and Triton X-
100 to be in a ChIP buffer (15 mM Tris pH 7.5, 1.5 mM EDTA, 0.1% SDS, 150 mM NaCl, and 1% Triton 
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X-100). Chromatin from 1 × 107 cells was added to antibody conjugated beads and incubated rotating 
overnight at 4 C. 
 The next day, beads were washed with ChIP buffer, wash buffer 1 (20 mM Tris–HCl pH 8, 500 
mM NaCl, 2 mM, EDTA, 0.1%, SDS, and 1% Triton X-100), wash buffer 2 (10 mM Tris–HCl pH 8, 250 
mM LiCl, 1 mM EDTA, and 1% NP-40), and wash buffer 3 (10 mM Tris pH 8, 1 mM EDTA, and 50 mM 
NaCl) each for 5 min rotating at 4 C. Chromatin was eluted from beads by adding elution buffer (50 mM 
Tris pH 8, 10 mM EDTA, and 1% SDS) and incubating at 65 C for 1 h, vortexing every 15 min. 
Supernatant was left at 65 C overnight with addition of 5 μl Proteinase K to reverse crosslinks. The next 
day, DNA was purified using a ChIP DNA Clean and Concentrate kit (Zymo). Sequencing libraries were 
prepared using Kapa Hyper Prep Kit (Kapa Biosystems). All sequencing was performed on three different 
machines. STAG1 wild-type replicate 1, STAG2 wild-type replicate 1, STAG2 Stag1−/− both replicates, 
and STAG1 Stag2−/− replicate 1, were sequenced on a NovaSeq collecting 100 bp single-end reads. 
STAG1 wild-type replicate 2, STAG2 wild-type replicate 2, STAG1 Stag2−/− replicate 2, and all siRNA 
treated samples were sequenced on a NovaSeq SP collecting 50 bp paired-end reads. The RAD21 
ChIPs in wild-type and STAG knockout lines were sequenced on a HiSeq 4000 collecting 50 bp single-
end reads. ChIPs were performed using the antibodies referred to in Additional file 1: Table S1. 
  
ChIP-qPCR 
 STAG1 ChIP and STAG2 ChIP was performed for two biological replicates each in wild-type, 
Stag1−/−, and Stag2−/− cells. Proteinase K digestion and DNA purification was performed as described 
above for chromatin immunoprecipitations. DNA from the ChIPs and 5% input material from each sample 
was analyzed by qPCR using an Applied Biosystems QuantStudio6 qPCR machine. One negative control 
region and three CTCF sites were examined using the following primers: 
 
Negative control forward: 5′- GCCTAAACGGCCCACTTACT -3′ 
Negative control reverse: 5′- GCTCAGAGTACCCTGGAGAAT -3′ 
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Site #1 (Gnai2) forward: 5′- ACAGAGCGATACGGCTCAGCAA -3′ 
Site #1 (Gnai2) reverse: 5′- AAGTGGTAGCCGAAGGCAAGTGAA -3′ 
 
Site #2 (Jam2 SD) forward: 5′- CCCTAGTGTCTGAATGCTGAAT -3′ 
Site #2 (Jam2 SD) reverse: 5′- AAGCTCTCTAAGGCTGTGTTG -3′ 
 
Site #3 (Dmtn SD) forward: 5′- CCTTCTGCAGACGTTCCAT -3′ 
Site #3 (Dmtn SD) reverse: 5′- ACGTCTGTCCTCTCCAAGT -3′ 
 
 Average fold change of ChIP enrichment was determined relative to the negative control region 
and 5% input material using Microsoft Excel. Three technical replicates were performed for each 
biological replicate. The mean average fold change and standard deviation of the six total samples per 
genotype were calculated and presented as bar graphs. 
 
 RNAi 
 Cells were counted and 5 × 105 were plated per well in 6-well plates. 50 nM of siStag1 
(Dharmacon, M-041989-01-0005) or siGLO transfection control (Dharmacon, D-001630-01-05) was 
transfected per well using DharmaFECT 1 (Dharmacon) transfection reagent following manufacturer’s 
instructions. Cells were harvested after 48 h for ChIP, protein extractions, or RNA (a timepoint prior to any 





 Three replicates of a single CRISPR clone were used for each genotype. Replicate one was used 
for Stag1−/− and replicate two was used for Stag2−/−. Cells (7 × 105) were plated per well into 6-well 
dishes and collected 2 days later. Cells were resuspended in Trizol (Invitrogen) and Chloroform (Sigma 
Aldrich) was added for phase separation and RNA was precipitated. After collection, RNA was purified 
using the Zymo RNA Clean and Concentrator Kit (Zymo). Libraries were prepared, with poly-A transcript 
enrichment and sequenced by Novogene on a NovaSeq 6000 instrument collecting 150 bp paired-end 
reads. RNA-sequencing samples are outlined in Additional file 1: Table S1. 
 
Co-immunoprecipitation (coIP) 
 Co-immunoprecipitation assays were performed using a Nuclear Complex Co-IP Kit (Active Motif) 
with a homemade protocol for the nuclear fraction digestion step. Cells were collected via scraping in 
PBS from a confluent tissue culture plate. Nuclei were isolated using the kit procedure. Nuclei were lysed 
in 200 μl Buffer A (10 mM HEPES pH 7.9, 10 mM KCl, 1.5 mM MgCl2, 340 mM Sucrose, and 10% 
glycerol) with 1× protease inhibitor cocktail (PIC) (Sigma Aldrich) and digested with 10U of Benzonase at 
37 C for 15 min. The reaction was quenched with 0.5 M EDTA and incubated on ice for 5 min. 
Supernatant containing chromatin-bound proteins was collected following centrifugation at 4 C for 5 min 
at 5000×g. Protein levels were quantified using the DC Protein Assay (BioRad). 400 μg of protein was 
used in each IP following the kit procedure, using the low stringency buffer. Protein G Dynabeads were 
incubated with antibody for 6–8 h and used for capturing and cleaning IP material following kit instructions 
(Invitrogen). IP material was eluted in 50 μl of ChIP Elution Buffer (50 mM Tris pH 8, 10 mM EDTA, and 
1% SDS) at 65 C for 1 h, vortexing every 15 min to keep beads in suspension. 
 
 Fractionation 
 Cells were trypsinized and counted 48 h post-transfection of siRNA in order to obtain 1 x 107 cells 
per condition. Chromatin bound and unbound (nuclear soluble) fractions were collected using the 
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Subcellular Protein Fractionation Kit for Cultured Cells (Thermo Scientific). Collection of fractions was 
performed following manufacturer’s instructions for the 100 μl packed cell volume, with additional PBS 
washes in between each collection. 
  
Western blotting 
 Adherent cells of similar confluency were washed with PBS and collected via scraping. Cell 
pellets were frozen on dry ice and stored until use. Once thawed, pellets were resuspended in 10 ml of 
Lysis Buffer A (10 mM HEPES pH 7.9, 10 mM KCl, 0.1 mM EDTA, and 0.1 mM EGTA) containing 1× 
protease inhibitor cocktail (PIC) (Sigma Aldrich) and incubated at 4 C while rocking for 15 min. 1 ml of 
10% NP-40 was added, samples immediately vortexed, and pelleted at 1350×g for 5 min at 4 C. The 
pellet was resuspended in 1 ml of cold Buffer TEN250/0.1 (50 mM Tris–HCl pH 7.5, 250 mM NaCl, 5 mM 
EDTA, and 0.1 mM NP-40) containing 1X PIC and incubated for a minimum of 30 min rotating at 4 C. 
After spinning at 4 C at max speed for 10 min, the nuclear fraction (supernatant) was collected. 
 Protein levels were quantified using the DC Protein Assay (BioRad). Samples were run on 4–20% 
Tris–Glycine gels (BioRad) and transferred to nitrocellulose membranes (VWR). Membranes were 
blocked for 1 h with 5% blocking grade buffer (BioRad) and incubated overnight rocking at 4 C with 
primary antibody. Antibodies used were SMC1 (Bethyl, A300-055A), SMC3 (Abcam, ab9263), RAD21 
(Bethyl, A300-080A), STAG1 (Bethyl, A300-157A), STAG2 (Bethyl, A300-158A), CTCF (Active Motif, 
31917004), Histone H3 (Abcam, ab1791), and Actin (Abcam, ab190476). Membranes were washed 
3 × 10 min with TBS-T at room temperature and incubated for 1 h rocking at 4 C with secondary antibody. 
Antibodies used were Donkey anti-Rabbit (GE Healthcare, NA934) and Rabbit anti-Goat (Abcam, 
ab97100). Secondary antibody was washed off with 3 × 10 min washes with TBS-T at room temperature. 
Membranes were imaged using either Thermo SuperSignal West Pico PLUS or Thermo SuperSignal 
West Femto chemiluminescent substrates with an Amersham Imager 600 (GE Healthcare). Quantification 




 Cells were trypsinized and counted 24 h post-transfection of siRNA. Cells (5 × 104) were plated in 
single well of a 6-well plate for every timepoint. Total cell count per well was counted using a Countess II 
FL (Life Technologies) at 48 h, 72 h, 84 h, and 96 h post-transfection. All calculations are represented as 
a fraction of initial plating density and plotted using GraphPad Prism (GraphPad). Significance was 
determined using Tukey’s multiple comparisons test. 
  
ChIP-seq analysis, normalization, and representations 
 Biological replicates were merged as raw fastq files before being processed. Merged files were 
then aligned to a merged genome containing both mouse genome assembly mm10 and human genome 
assembly hg38 using bowtie (v 1.2.2) (parameters -v 2 -p 24 -S -m 1 -best -strata). Mouse chromosomes 
were denoted by a Mchr prefix for future distinction from human chromosomes. Duplicate sequences 
were removed using samtools (v 1.9) markdup (-r -s). Reads mapping to mouse and human 
chromosomes were separated using samtools idxstats and counted with awk. A bam file containing only 
mouse reads was created using samtools view. This was then converted to bed format using bedtools (v 
2.26) bamtobed and reads were extended by 200 bp. Extended bed files were used to call peaks using 
MACS (v 2016-02-15) with a false discovery rate of 1% (macs2 callpeak -f BED -g mm -q 0.01). To obtain 
a high confidence peak set prior to any peak related analysis, peak summits were expanded by 50 bp on 
either side and any expanded peaks overlapping a repeat element (defined using the Repeat Masker 
Track from UCSC genome browser) were removed using bedtools intersect (-v). 
 A normalization factor was calculated for each ChIP-seq dataset using the formula 1/h where h is 
the number of human aligned reads in millions as described previously (Orlando et al. 2014). The bed file 
containing mouse reads was converted to a bedgraph file using bedtools genomecov (-bga -scale 1/h) 
before being converted to a bigwig file with bedGraphToBigWig from ucsctools (v 320). Z-score 
normalization was performed where indicated using a custom R script from Spencer Nystrom of Dr. 
Daniel McKay’s lab. 
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 Summit files generated by MACS were extended by 50 bp on either side before performing peak 
overlaps with bedtools intersect. Average signal plots were generated using deeptools (v 3.0.1) 
computeMatrix (reference-point for CTCF sites, promoters, enhancers, and denoted peak lists) followed 
by deeptools plotProfile. Heatmaps were generated using deeptools computeMatrix (reference-point) 
followed by deeptools plotHeatmap. Clustering of heatmaps was performed with k-means clustering with 
3 clusters using deeptools plotHeatmap (-kmeans 3). Fingerprint plot was generated using deeptools 
plotFingerprint (-skipZeros). Correlation plots (Additional file 2: Figure S2) were generated using 
deeptools multiBigwigSummary followed by plotCorrelation (-removeOutliers -skipZeros -corMethod 
pearson). Signal tracks were visualized using IGV 2.4.10 desktop browser. Differentially bound sites were 
identified using DiffBind (v 2.12.0) (Ross-Innes et al. 2012). 
 The list of promoters was obtained from UCSC transcription start sites. Enhancers were defined 
as sites co-occupied by the transcription factors OCT4, SOX2, and NANOG. ChIP-seq data for these 
factors was pooled and peaks were called following the method above. Any transcription start site bound 
by these factors was removed from the list of enhancers. “Other” sites were obtained by taking the list of 
peaks for each class and removing those that overlapped with CTCF sites, enhancers, and promoters 
using bedtools intersect (-v). 
  
RNA-seq analysis 
 RNA sequencing reads were aligned to the genome using Star (version 2.6.0a) (Dobin et al. 
2013). Differentially expressed genes were identified using DESeq 2 from Bioconductor (v 1.24.0) (Love 
et al. 2014). Lists of DEGs for all the overlaps and combined lists of DEGs were generated in R using 
dplyr. The correlation plot was generated using GraphPad PRISM followed by Pearson correlation 
analysis. Heatmaps of log2 fold changes were generated in R using pheatmap. For gene ontology (GO) 
analysis, the lists of Stag1−/− specific, Stag2−/− specific, common, and redundant differentially expressed 
genes were further subsetted into upregulated and downregulated gene sets. GO analysis was performed 
on each of these six gene sets using the ShinyGO software package (FDR < 0.05) (Ge et al. 2020). The 
top 30 significantly enriched terms for each subset was then intersected with the others. FDRs for the 
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terms with at least one overlap in another gene set were represented as a heatmap using pheatmap in R. 
The top 30 enriched terms for each subset are presented in Additional file 4: Table S3, with the exception 
of the Stag1−/− specific downregulated terms only having 23. Gene expression counts from 1019 
transformed human cell lines were downloaded from the Cancer Cell Line Encyclopedia. Expression of 
STAG proteins was represented as a ratio of Stag2 to Stag1 transcript levels, and plotted as a cumulative 
distribution function using Microsoft Excel. Read counts from Stag1 and Stag2 transcripts for mESC v6.5 
were determined from our own RNA-seq data. Violin plots and statistics were generated using GraphPad 
PRISM followed by a Wilcoxon ranked-sum test. MA plots were generated using DESeq 2 plotMA. 
Coordinates of insulated neighborhoods (Super-enhancer Domains and Polycomb Domains) were 
obtained from (Dowen et al. 2014). The original coordinates were converted from mm9 to mm10 using 
UCSC LiftOver. Bar graphs of cell identity genes, genes exhibiting the loss of insulation signature, 
transcript ratios, and percentage of genes changed in SD and PDs were manually generated with 














Overlapping distribution of cohesin-STAG1 and cohesin-STAG2 on the genome 
 To investigate the localization of STAG1 and STAG2 in mouse embryonic stem cells (mESCs), 
we performed chromatin immunoprecipitation followed by high-throughput sequencing (ChIP-seq) (Table 
S1).1 In order to quantitatively compare signals between samples, a spike-in of human chromatin was 
added prior to the immunoprecipitation and used to normalize the datasets. Peak calling with MACS2 
(Zhang et al. 2008b) (FDR < 0.01) identified 43,355 STAG1 peaks and 35,989 STAG2 peaks in the mESC 
genome. ChIP-seq for RAD21 and CTCF was also performed and revealed that STAG proteins display a 
strong overlap with the core cohesin complex and CTCF (Fig. 4.1a, Figure S4.1A). Strikingly, STAG1 and 
STAG2 show very similar ChIP-seq signals across the genome. At both STAG1 peaks and STAG2 peaks, 
there are similar levels of both STAG proteins (Fig. 4.1b). While previous studies have shown that STAG1 
preferentially occupies CTCF sites and STAG2 preferentially occupies enhancers and promoters 
(Cuadrado et al. 2019; Kojic et al. 2018), we observe no preference for STAG1 or STAG2 peaks 
overlapping CTCF sites, enhancers, or promoters (Fig. 4.1c). RAD21 peaks show a similar distribution to 
STAG1 and STAG2 across these functional elements (Figure S4.1B). Importantly, our STAG1 and 
STAG2 ChIP-seq datasets show strong overlap with previously reported STAG1 and STAG2 ChIP-seq 
datasets in mESCs that were generated with different antibodies (Pearson correlation, R2 = 0.95 and 0.80 
for STAG1 and STAG2, respectively) (Cuadrado et al. 2019) (Figure S4.1C). Notably, use of a higher 
false discovery rate (FDR < 0.05) does not greatly impact the number of peaks called or alter the strong 
overlap of the two datasets (Figure S4.1D). Clustered ChIP-seq signal at a union list of 48,269 STAG1 
and STAG2 peaks shows that STAG1 levels and STAG2 levels are correlated, and fails to reveal sites in 
which a single STAG protein is preferred over the other (Fig. 4.1d). Importantly, these ChIP-seq datasets 
are of high quality with strong enrichment over background and a high proportion of reads are contained 
within peaks (Figure S4.1E). Together, these data indicate that cohesin-STAG1 and cohesin-STAG2 





Figure 4.1. Overlapping distribution of cohesin-STAG1 and cohesin-STAG2 on the genome. a 
Genome browser tracks showing ChIP-seq signal for STAG1, STAG2, RAD21, and CTCF (Z-score 
normalized). b Average signal plots of STAG1 and STAG2 signal at STAG1 peaks and STAG2 peaks (Z-
score normalized). c Frequency of peaks overlapping known functional elements in the genome: CTCF 
sites, enhancers, promoters, or other (none of the above). d Clustered heatmaps displaying STAG1, 
STAG2, RAD21, and CTCF signal (Z-score normalized) at a union list of STAG1 and STAG2 peaks. e 








Figure S4.1. STAG1 and STAG2 occupy the same sites across the genome, Related to Figure 4.1. 
A. Genome browser tracks for STAG1, STAG2, RAD21, and CTCF at example loci (Z-score normalized). 
B. Frequency of RAD21 peaks overlapping known functional elements in the genome: CTCF sites, 
enhancers, promoters, or other (none of the above). C. Heatmaps of STAG1 and STAG2 ChIP-seq signal 
at union peak lists from peaks called in this study and peaks re-analyzed from Cuadrado et al., 2019, 
using FDR < 0.01. Heatmaps are clustered using k-means and ChIP-seq signal is Z-score normalized. D. 
Heatmaps of STAG1 and STAG2 ChIP-seq signal at union peak lists from peaks called in this study and 
peaks re-analyzed from Cuadrado et al., 2019, using FDR < 0.05. Heatmaps are clustered using k-means 
and ChIP-seq signal is Z-score normalized. E. Fingerprint plot showing cumulative enrichment of reads 






 Various models of cohesin function have been proposed, some involving a single cohesin ring 
complex and others requiring two rings to bring a pair of distal sequences into physical proximity 
(Srinivasan et al. 2018; Murayama et al. 2018; Liu et al. 2020; Zhang et al. 2008a). Because our ChIP-
seq data suggest that STAG1 and STAG2 localize to the same sites across the genome, we next 
investigated whether they exist in a complex. Co-immunoprecipitation (coIP) experiments performed 
under native conditions revealed that immunoprecipitation (IP) of STAG1 was able to co-purify the core 
cohesin subunit SMC1A but not STAG2. Likewise, IP of STAG2 was able to co-purify SMC1A but not 
STAG1 (Fig. 4.1e). Importantly, the SMC1A–STAG interaction was not dependent on DNA or RNA, since 
the immunoprecipitation was performed in the presence of a nuclease. This result demonstrates that 
STAG1 and STAG2 proteins do not exist together in a higher-order complex, corroborating a previous 
study that used both microscopy and Re-ChIP to demonstrate that STAG1 and STAG2 do not colocalize 
to the same piece of chromatin at the same time (Casa et al. 2020). Together with the overlapping pattern 
of STAG1 and STAG2 localization, our work argues that individual cells within a population have either a 




















Figure 4.2. Cohesin distribution is minimally changed in Stag1−/− and Stag2−/− mESCs. a Western 
blot analysis of cohesin subunit levels in wild-type, Stag1−/−, and Stag2−/− nuclear lysates. b Genome 
browser tracks showing STAG1 signal in wild-type and Stag2−/− cells, and STAG2 signal in wild-type and 
Stag1−/− cells. c MA plots showing differential enrichment of STAG1 signal between wild-type and 
Stag2−/− cells. Differential enrichment of STAG2 signal between wild-type and Stag1−/− cells is also 
shown. d Average signal plots of STAG1 signal at CTCF sites, enhancers, and promoters in wild-type and 
Stag2−/− cells. STAG2 signal at CTCF sites, enhancers, and promoters in wild-type and Stag1−/− cells is 
also shown. e Genome browser tracks showing RAD21 signal in wild-type, Stag1−/−, and Stag2−/− cells 
at Stag1−/− and Stag2−/− differential peaks. f MA plots showing differential enrichment of RAD21 in 
Stag1−/− and Stag2−/− cells. g Average signal plots of RAD21 signal at CTCF sites, enhancers, and 







Figure S4.2. Cohesin localization is largely independent of either STAG protein, Related to Figure 
4.2. A. Sequencing chromatograms for Stag1 -/- and Stag2 -/- mESC lines. Gray highlight indicates new 
amino acid sequence and purple dashed lines indicate the specific cut sites. B. Correlation plots of 
STAG1 signal at a set of union peaks from wildtype and Stag2 -/- cells and STAG2 signal at a set of 
union peaks from wildtype and Stag1 -/- cells. C. Venn diagram of STAG1 peak overlap between wildtype 
and Stag2 -/- cells. Heatmaps depicting signal at wildtype-enriched or knockout-enriched sites are also 
shown. The same is shown for STAG2 peak overlap in wildtype and Stag1 -/- cells. D. Fingerprint plot 
showing cumulative enrichment of reads per fraction of the genome for STAG1 ChIPseq replicates in 
wildtype and Stag2 -/- cells. STAG2 ChIP-seq replicates in wildtype and Stag1 -/- cells is also shown. E. 
ChIP-qPCR for STAG1 and STAG2 in wildtype, Stag1 -/-, and Stag2 -/- cells. Fold enrichment at three 
different CTCF sites, relative to 5% input material and a negative control region is depicted. Data 
represented as mean ± standard deviation across two biological replicates, each with three technical 
replicates. F. Correlation plots of RAD21 signal at a set of union peaks from wildtype and Stag1 -/-, and 
wildtype and Stag2 -/- cells. G. Fingerprint plot showing cumulative enrichment of reads per fraction of the 
genome for RAD21 ChIPseq in the two biological replicates for wildtype, Stag1 -/-, and Stag2 -/- cells. H. 
Venn diagram of RAD21 peak overlap between wildtype and Stag1 -/- cells, and wildtype and Stag2 -/- 
cells. Heatmaps depicting signal at wildtype-enriched or knockout-enriched sites are also shown. I. Venn 
diagrams of the overlap between sites of decreased RAD21 ChIP signal in Stag1 -/- cells compared to 
























Loss of a STAG protein causes minimal redistribution of the other STAG protein 
 We next evaluated whether the STAG proteins compensate for one another with regard to their 
occupancy of the genome. We used CRISPR/Cas9 genome editing to generate stable single-knockout 
mESC lines. Multiple clonal Stag1−/− cell lines and Stag2−/− cell lines were created and their 
homozygous deletions were confirmed by Sanger sequencing (Figure S4.2A). Western blot analysis 
confirmed the loss of the target protein and demonstrated that the levels of other cohesin complex 
subunits were not strikingly changed (Fig. 4.2a). STAG1 ChIP-seq was performed in Stag2−/− cells, 
employing a spike-in for quantification of relative signals. STAG1 occupancy on the genome was similar 
in wild-type and Stag2−/− cells, with a high correlation between the two cell lines (Fig. 4.2b, Figure S4.2B) 
and similar numbers of peaks identified (43,355 and 42,389, respectively). Most of the wild-type STAG1 
peaks overlapped with STAG1 peaks in Stag2−/− cells, and the non-overlapping peaks often showed 
signal for STAG1 in Stag2−/− cells that fell short of the peak calling threshold (Figure S4.2C). To identify 
sites of differential STAG1 enrichment, we used DiffBind (Ross-Innes et al. 2012). Only 375 sites 
displayed differential STAG1 signal among a consensus list of 27,714 sites (1.35%) shared between wild-
type and Stag2−/− cells (Fig. 4.2c). Most of the 375 sites of differential STAG1 signal showed increased 
signal in Stag2−/− cells relative to wild-type cells. STAG1 signal in both wild-type and Stag2−/− cells 
frequently occupied CTCF sites and, to a lesser extent, enhancers and promoters (Fig. 4.2d). 
 STAG2 ChIP-seq in Stag1−/− cells revealed moderate changes in STAG2 occupancy compared 
to wild-type cells (Fig. 4.2b, Figure S4.2B). As we observed with our STAG1 analysis, STAG2 occupancy 
on the genome was similar in wild-type and Stag1−/− cells, with similar numbers of peaks identified in 
each cell line (35,989 and 33,346, respectively) and most of the peaks in the two cell lines overlapped 
(Figure S4.2C). Differential STAG2 signal was observed at 3844 sites from a consensus list of 34,614 
STAG2 sites (11.1%) shared between wild-type and Stag1−/− cells (Fig.4.2c). The differential STAG2 
signal was mostly increased in Stag1−/− cells relative to wild-type cells. STAG2 signal in both wild-type 
and Stag1−/− cells frequently occupied CTCF sites, and to a lesser extent, enhancers and promoters 
(Fig. 4.2d). Importantly, all STAG1 and STAG2 ChIP-seq datasets displayed similar enrichment profiles, 
supporting the quality of the samples, and antibody specificity was validated by ChIP-qPCR and western 
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blot analysis (Fig. 4.2a, Figure S4.2D–E). We conclude that, in the absence of one STAG protein, there is 
no major redistribution of the other STAG protein to new genomic sites. Furthermore, at the normally 
occupied STAG sites, there is not a large increase in the levels of remaining STAG protein, indicating that 
STAG proteins are limiting. We thus observe little evidence for STAG peaks that are specific to wild-type, 
Stag1−/− cells, or Stag2−/− cells. Additionally, fewer than 11% of peaks showed changes in STAG levels 
in wild-type, Stag1−/− cells, or Stag2−/− cells. Rather, many of the sites occupied by STAG proteins in 
wild-type cells are also occupied in Stag1−/− cells or Stag2−/− cells at similar levels. 
 
Cohesin localization is largely independent of STAG1 and STAG2 
 It has been suggested that the STAG proteins may serve as a protein–protein interface between 
CTCF and cohesin (Xiao et al. 2011; Li et al. 2020). We sought to investigate whether loss of a single 
STAG protein causes redistribution of the core cohesin complex across the genome, possibly by 
disruption of a cohesin–CTCF interaction. RAD21 ChIP-seq was performed with a spike-in control in wild-
type, Stag1−/−, and Stag2−/− cells (Fig. 4.2e). Similar numbers of cohesin peaks were identified in each 
cell line: 33,665 wild-type peaks, 26,920 peaks in Stag1−/− cells, and 34,694 peaks in Stag2−/− cells. 
RAD21 signal in either knockout cell line was positively correlated with the RAD21 signal in wild-type 
cells, and all datasets had similar ChIP-seq enrichment profiles (Figure S4.2F–G). Most RAD21 peaks in 
the knockout lines overlapped wild-type RAD21 peaks, and the non-overlapping peaks often showed 
signal that fell short of the peak calling threshold (Figure S4.2H). DiffBind was used to identify differential 
RAD21 signal among a consensus list of peaks, revealing 1582 RAD21 sites from a consensus of 23,080 
sites (6.85%) that displayed differential signal in Stag1−/− cells compared to wild-type. Stag2−/− cells 
displayed only 202 sites from a consensus of 25,896 sites (0.78%) of differential RAD21 signal (Fig. 4.2f). 
RAD21 signal in wild-type, Stag1−/−, and Stag2−/− cells frequently overlapped CTCF sites and, to a 
lesser extent, enhancers and promoters (Fig. 4.2g). Notably, these sites of decreased RAD21 signal in 
Stag1−/− cells do not overlap sites of increased STAG2 signal in Stag1−/− cells, revealing a small class 
of sites (1445) that lose the core cohesin ring, but do not gain cohesin-STAG2 (Figure S4.2I). These 
results indicate that loss of a single STAG protein does not cause a major redistribution of the core 
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cohesin complex to new, ectopic sites. Rather, at the population level, STAG1, STAG2, and RAD21 
largely localize to the same sites across the genome and at similar levels in wild-type, Stag1−/−, and 
Stag2−/− cells. 
 
Partially distinct and overlapping roles of STAG1 and STAG2 in gene expression 
 To investigate the roles of STAG1 and STAG2 in gene regulation, we performed RNA-seq in wild-
type, Stag1−/−, and Stag2−/− cells. There were 3115 differentially expressed genes (DEGs) in Stag1−/− 
cells and 4274 DEGs in Stag2−/− cells compared to wild-type cells (padj < 0.1) (Table S2). There were 
1484 genes sensitive to the loss of either STAG protein, or commonly regulated (Fig. 4.3a). The majority 
of commonly regulated DEGs (1345 out of 1484) display gene expression changes in the same direction 
in both knockout cell lines and tend to have similar fold changes (Figure S4.3A). However, overall the 
Stag1−/− cells and Stag2−/− cells have weakly correlated gene expression changes (R2 = 0.311) (Fig. 
4.3b). Loss of a STAG protein caused similar numbers of up- and down-regulated genes (~ 1500 genes 
up and down for STAG1, and ~ 2100 genes up and down for STAG2) (Figure S4.3B). Importantly, STAG1 
and STAG2 transcript levels appear to be similar in wild-type mESCs and loss of either STAG protein did 
not significantly affect transcript or protein levels of the other STAG (Figure S4.3C, Fig. 4.2a). This 
suggests that changes in gene expression are a consequence of loss of an individual STAG and not due 
to gain of function of the other STAG. We note that the Stag1−/− replicate 1 cell line contains an in-frame 
deletion of 38 amino acids in the N-terminus of STAG1 that leads to normal Stag1 transcript levels but no 
detectable protein (Fig. 4.2a, Figure S4.2A, S4.3C). Notably, the ratio of Stag2 transcripts to Stag1 
transcripts in wild-type mESCs is 1.08, which is lower than most of the ~ 1000 cell lines in the Cancer Cell 
Line Encyclopedia (Barretina et al. 2012), indicating that other cell types operate with a relatively higher 








Figure 4.3. STAG1 and STAG2 display partially distinct and overlapping roles in gene expression. 
a Overlap of differentially expressed genes (DEGs) in Stag1−/− cells compared to wild-type cells and 
Stag2−/− cells compared to wild-type cells. Cells were treated with siGLO as a transfection control. b 
Correlation plot of log2 fold changes of DEGs. DEGs specific to Stag1−/− are shown in red, DEGS 
specific to Stag2−/− are shown in blue, and DEGs sensitive to the loss of either STAG (common) are 
shown in purple. c Heatmap of log2 fold changes for a combined list of DEGs in Stag1−/− and Stag2−/− 
cells. Heatmap of STAG1 and STAG2 ChIP-seq signal in wild-type cells at the promoters of the combined 
list of DEGs. d Average signal plots for STAG1, STAG2, and RAD21 ChIP-seq signal in wild-type cells at 
Stag1−/− specific, common, and Stag2−/− specific DEG promoters. e Gene Ontology (GO) terms for 
biological processes that are Stag1−/− specific, Stag2−/− specific, and common to both knockouts. f 
Violin plot depicting log2 fold changes for all DEGs, and those within Super-enhancer Domains and 
Polycomb Domains for Stag1−/− and Stag2−/− cells. Dotted lines indicate the mean. Asterisks indicate 
significant differences between groups (****p < 0.0001, **p < 0.01). g Bar graphs with log2 fold change of 
expression of cell identity genes, including those that represent pluripotency (Pou5f1, Sox2, Nanog), 
ectoderm (Pax6 and Nestin), and endoderm lineages (Gata6 and Sox17) in Stag1−/− and Stag2−/− cells. 










Figure S4.3. Roles of STAG1 and STAG2 in gene expression, Related to Figure 4.3. A. Correlation 
plot showing the log2 fold changes of DEGs that are identified in both Stag1 -/- and Stag2 -/- cells 
(common only) as well as the number of genes within each quadrant of the graph. B. MA plots showing 
DEGs in Stag1 -/- or Stag2 -/- cells relative to wildtype. C. Normalized read counts for STAG1 and STAG2 
transcripts for wildtype, Stag1 -/-, and Stag2 -/- cells. Data represented as the average across three 
biological replicates with error bars representing standard deviation. The statistical test used to determine 
no significance (n.s) was a T-test. D. Relative transcript levels (log2 Stag2/Stag1) in our mESCs and 
1,019 cell lines pulled from the Cancer Cell Line Encyclopedia.E. MA plot showing genes differentially 
expressed between Stag1 -/- and Stag2 -/- cells (without respect to wildtype cells). F. Model of a Super-
enhancer Domain where a cohesin and CTCF-mediated DNA loop focuses the activity of a Super-
enhancer (teal) on a target gene inside the loop (pink). This prevents the Superenhancer from acting on 
the gene outside the loop (orange). When transcriptional insulation is lost or impaired, the Super-
enhancer can act on the orange gene and decrease activity on the pink gene. G. Bar graph of log2 fold 
change of expression of genes inside and outside of Super-enhancer Domains in Stag1 -/- or Stag2 -/- 
cells relative to wildtype. H. Bar graph of percentages of all Super-enhancer Domain genes and 
Polycomb Domain genes that are up and downregulated in Stag1 -/- specific, common, and Stag2 -/- 

















 Despite the weak global correlation, many genes were similarly impacted by loss of either STAG 
protein, as observed by a similar trend of log2-fold changes at a merged list of 5905 DEGs (Fig. 4.3c). 
ChIP-seq signal for STAG1 and STAG2 in wild-type cells reveals that the promoters of DEGs tend to be 
occupied by STAG1 and/or STAG2. Importantly, there is not a major difference between STAG1, STAG2, 
and RAD21 wild-type ChIP-seq signal at Stag1−/− specific, common, and Stag2−/− specific DEG 
promoters (Fig. 4.3d). Comparing Stag1−/− cells directly to Stag2−/− cells revealed 1940 genes with 
higher transcript levels in Stag1−/− than Stag2−/− cells, and 1936 genes with higher transcript levels in 
Stag2−/− than Stag1−/− cells (Figure S4.3E). These results indicate that STAG1 and STAG2 do not fully 
genocopy one another, as some genes are similarly impacted by loss of either STAG, while other genes 
are differentially impacted or not changed in one of the single-knockout cell lines. Gene ontology analysis 
of Stag1−/− specific, common, and Stag2−/− specific gene sets identified biological processes that were 
differentially impacted by loss of STAG1 or STAG2 (Fig. 4.3e, Table S3). Biological processes tend to sort 
into those regulated by STAG1 or STAG2, with only one example (‘system development’) among the top 
30 hits showing coordinated regulation by the two proteins, and several metabolic and biosynthetic 
pathways showing opposing regulation by the STAG proteins. It is surprising to find a small degree of 
overlap in the biological processes dysregulated by loss of STAG1 versus STAG2, given their similar 
occupancy patterns across the genome. 
 We next examined gene expression at insulated neighborhoods in Stag1−/− and Stag2−/− cells. 
Insulated neighborhoods are DNA loop structures formed by cohesin and CTCF, that control gene 
expression by restricting enhancer activity or spread of a chromatin state (Dowen et al. 2014). Two 
classes of insulated neighborhoods are Super-enhancer Domains and Polycomb Domains. Super-
enhancer Domains (SDs) focus super-enhancer activity on genes inside of the DNA loop (Figure S4.3F), 
and in cases of impaired loop function, genes inside the loop decrease in expression, while genes outside 
can increase in expression (Dowen et al. 2014). We hypothesized that loss of STAG1 or STAG2 could 
disrupt cohesin function at the anchors of insulated neighborhoods and impact the expression of genes in 
the local area. Indeed, both Stag1−/− cells and Stag2−/− cells displayed gene expression defects at 
individual SD examples, with target genes inside decreasing in expression and genes outside increasing 
in expression (Figure S4.3G). However, when considering all DEGs contained within SDs, only Stag2−/− 
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cells displayed a significant decrease in expression relative to all DEGs (p < 0.0001) (Fig. 4.3f). Further 
analysis of the genes commonly or specifically impacted by loss of the STAG proteins showed that a high 
percentage of Stag2−/− specific genes are downregulated within Super-enhancer Domains (Figure 
S4.3H). We also examined Polycomb Domains (PDs) for evidence of dysregulation in STAG mutant cells. 
PDs maintain repressive chromatin states within a DNA loop, and contain genes that can increase in 
expression upon the loss of the DNA loop and Polycomb-mediated repression (Dowen et al. 2014). Like 
the SDs, there were similar numbers of DEGs identified within PDs in both Stag1−/− and Stag2−/− cells, 
but their expression levels were not significantly altered compared to all DEGs (Fig. 4.3f). Also, there was 
not a specific trend for Stag1−/− specific, common, or Stag2−/− specific genes being up or downregulated 
within PDs (Figure S4.3H). These results suggest a specific function for STAG2, but not STAG1, in 
regulating gene expression at Super-enhancer Domains. 
 Pluripotency and differentiation genes often reside within insulated neighborhoods in mESCs. 
Although the pluripotency genes Pou5f1, Sox2, and Nanog were not significantly altered by loss of 
STAG1 or STAG2, the ectodermal genes Pax6 and Nestin were increased and the endodermal genes 
Gata6 and Sox17 were decreased (Fig. 4.3g). These results suggest that whereas STAG2 may play a 
distinct role in regulating gene expression within SDs, both STAG proteins are required for proper 
maintenance of stem cell identity gene expression programs. We conclude that STAG1 and STAG2 
exhibit both distinct and overlapping roles in gene expression and, ultimately, control of cellular identity. 
 
Dual loss of STAG1 and STAG2 reveals redundant roles in cohesin function 
 To investigate potential redundancy of STAG1 and STAG2, we generated cells nearly devoid of 
both STAG proteins. STAG1 was targeted for depletion with siRNA in both wild-type and Stag2−/− mESC 
cells, alongside a non-targeting control (siGLO) treatment. Efficient STAG1 depletion was observed and 
quantified by western blot (Figure S4.4A). To investigate how cohesin distribution across the genome is 
impacted by loss of both STAG proteins, RAD21 ChIP-seq was performed under four conditions, 
employing a spike-in for quantification of relative signals: wild-type siGLO, wild-type siStag1, Stag2−/− 
siGLO, and Stag2−/− siStag1. RAD21 ChIP-seq signal was strongly decreased in Stag2−/− siStag1 cells 
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compared to the other conditions (Fig. 4.4a, 4.4b). The loss of RAD21 signal occurred at CTCF sites, 
enhancers, and promoters (Figure S4.4B). Reduced cohesin levels on the genome were also observed 
by western blot of chromatin bound and unbound (nuclear soluble) fractions in the four siRNA conditions 
(Figure S4.4C). Differential binding analysis revealed that at a consensus list of 31,220 RAD21 sites, 
siStag1 treatment caused only 511 (1.6%) sites of differential RAD21 signal in wild-type cells, while 
siStag1 treatment in the Stag2−/− cell line resulted in 16,878 (54.1%) sites of differential RAD21 signal 
(Figure S4.4D). Importantly, these changes do not result from differences in ChIP efficiency between the 
samples (Figure S4.4E). 
 Since dual loss of STAG proteins reduced cohesin signal on the genome, we expected 
substantial impacts on gene expression. RNA-seq in the four conditions revealed that siRNA depletion of 
STAG1 in a Stag2−/− background caused 6493 genes to be differentially expressed, versus only 133 
DEGs following STAG1 depletion in the wild-type background (Figure S4.4F, Table S2). Notably, the 
Stag2−/− siStag1 DEGs were highly correlated with Stag2−/− siGLO DEGs (4284) (R2 = 0.813), and 
weakly correlated with Stag1−/− siGLO DEGs (3115) (R2 = 0.261) (Figure S4.4G). An overlap of the 
Stag2−/− siStag1 DEGs with Stag1−/− siGLO and Stag2−/− siGLO DEGs revealed a class of genes 
sensitive to the loss of both STAG proteins (redundant) (Fig. 4.4c). STAG1 and STAG2 appear to act 
redundantly at these 2279 genes, with a single STAG able to compensate for the loss of the other STAG 
protein. This is in contrast to the 1484 genes commonly affected by loss of either STAG1 or STAG2 
individually. GO term analysis was performed on the redundant gene class and identified many biological 
processes that were also identified in Stag2−/− specific gene class, and to a lesser extent the common 
gene class and Stag1−/− specific gene class (Figure S4.4H, Table S3). Gene expression changes in 
Stag2−/− siStag1 were of a higher magnitude than those observed upon acute depletion of STAG1 in 
wild-type mESCs (Fig. 4.4d). These higher magnitude gene expression changes occurred at SDs, with 
genes within SDs being significantly reduced compared to the total pool of DEGs in Stag2−/− siStag1 
cells (p < 0.0001) (Fig. 4.4e). We did not observe a specific role for STAG1 at SDs, as the distribution of 
gene expression changes in SDs was not significantly different from that of all genes for wild-type siStag1 
and Stag1−/− cells (Fig. 4.3f, Fig. 4.4e). Furthermore, cell identity genes showed stronger expression 
changes in Stag2−/− siStag1 cells compared to either Stag2−/− siGLO or wild-type siStag1 cells (Fig. 
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4.4f). Loss of both STAG proteins enhanced the defects in transcriptional insulation observed upon loss 
of either STAG1 or STAG2, with genes inside insulated neighborhoods showing decreased expression 
and genes outside increasing in expression (Fig. 4.4g). 
 It has been suggested that STAG proteins serve as the interface of the cohesin–CTCF interaction 
(Xiao et al. 2011; Li et al. 2020). To investigate this possibility, we performed a CTCF co-
immunoprecipitation followed by western blot in the four conditions. Strikingly, we did not observe a 
change in the cohesin–CTCF interaction in either the single STAG depletion or Stag2−/− cells depleted of 
STAG1 (Fig. 4.4h). Finally, we asked whether the reported synthetic lethality observed upon depletion of 
STAG1 in STAG2-null cancer cells (Benedetti et al. 2017; van der Lelij et al. 2017) also occurred in 
mESCs. While loss of STAG2 alone caused a slight decrease in relative cell number over time, Stag2−/− 
siStag1 cells showed a strong proliferation defect (Fig. 4.4i). While the mechanism of this synthetic 
interaction remains unclear, it is not due to disruption of the cohesin–CTCF interface. Rather it may be 
due to a defect in cohesin stability on chromatin, aberrant gene expression, and/or failure to restructure 
chromosomes during the cell cycle. 
 Taken together, this work reveals overlapping and distinct roles for STAG1 and STAG2. In 
mESCs, cohesin-STAG1 and cohesin-STAG2 show identical patterns of localization across the genome, 
and their localization is not dependent on one another. Despite their high degree of genomic overlap, 
STAG1 and STAG2 do not display strongly overlapping roles in gene expression. Dual loss of both STAG 
proteins reveals a class of genes where STAG1 and STAG2 act redundantly and demonstrates the 






Figure 4.4. Dual loss of STAG1 and STAG2 reveals redundant functions. a Genome browser tracks 
for RAD21 ChIP-seq signal in the four conditions: wild-type siGLO, wild-type siStag1, Stag2−/− siGLO, 
and Stag2−/− siStag1 cells. b Average signal plots and heatmaps of RAD21 signal at a union peak list 
from the four conditions. c Venn diagram of DEGs from Stag1−/− siGLO, Stag2−/− siGLO, and Stag2−/− 
siStag1 cells. d Clustered heatmap of log2 fold changes for a combined list of DEGs in wild-type siStag1, 
Stag2−/− siGLO, and Stag2−/− siStag1 cells all relative to wild-type siGLO. e Violin plots depicting log2-
fold changes of all DEGs, and those within Super-enhancer Domains and Polycomb Domains for wild-
type siStag1, Stag2−/− siGLO, and Stag2−/− siStag1 cells all relative to wild-type siGLO. Dotted lines 
indicate the mean. Asterisks indicate significant differences between groups (****p < 0.0001). f Bar graphs 
with log2 fold change of expression of cell identity genes including those that represent pluripotency 
(Pou5f1, Sox2, Nanog), ectoderm (Pax6 and Nestin), and endoderm lineages (Gata6 and Sox17) in wild-
type siStag1, Stag2−/− siGLO, and Stag2−/− siStag1 cells, all relative to wild-type siGLO. Asterisks 
indicate significant differences from wild-type siGLO cells (padj < 0.01). g Bar graph with log2 fold change 
of expression of genes inside and outside of Super-enhancer Domains in wild-type siStag1, Stag2−/− 
siGLO, or Stag2−/− siStag1 cells, all relative to wild-type siGLO. Asterisks indicate significant differences 
from wild-type siGLO cells (padj < 0.01). h Western blot analysis following co-immunoprecipitation of 
CTCF and cohesin in the four conditions. i Proliferation assay with relative cell number represented as a 
fraction of original plating density for the four conditions. Asterisks indicate significant differences between 
groups (****p < 0.0001, **p < 0.01, *p < 0.05). Significance at 72 h is between wild-type siStag1 and 


























Figure S4.4. Dual loss of STAG1 and STAG2 causes major changes in gene expression and 
cohesin localization, Related to Figure 4.4. A. Western blot analysis and quantification of the four 
siRNA conditions: wildtype siGLO, wildtype siStag1, Stag2 -/- siGLO, and Stag2 -/- siStag1 cells. B. 
Average signal plots showing RAD21 signal in the four conditions (wildtype siGLO, wildtype siStag1, 
Stag2 -/- siGLO, and Stag2 -/- siStag1 cells) at CTCF sites, enhancers, and promoters. C. Western blot 
analysis following a fractionation in the four siRNA conditions. Both chromatin bound (B) and unbound, or 
nuclear soluble, (U) are shown for each condition. D. MA plots showing sites of differential enrichment of 
RAD21 in the wildtype siStag1 and Stag2 -/- siStag1 cells relative to wildtype siGLO. E. Fingerprint plot 
showing cumulative enrichment of reads per fraction of the genome for RAD21 ChIPseq in the two 
biological replicates for wildtype siGLO, wildtype siStag1, Stag2 -/- siGLO, and Stag2 -/- siStag1 
conditions. F. MA plots showing DEGs following treatment of siStag1 in wildtype and Stag2 -/- cells 
compared to wildtype siGLO. G. Correlation plots of log2 fold changes of DEGs between the single 
knockouts and dual depletion condition. Stag1 -/- siGLO specific genes are in red, Stag2 -/- siGLO 
specific genes are in blue, Stag2 -/- siStag1 specific genes are in purple, and the genes that overlap 
within each plot are in gray. H. Gene Ontology (GO) terms for biological processes that are Stag1 -/- 


















 In this study, we investigated how the complete and chronic loss of STAG1 and STAG2 impacts 
cohesin localization and gene expression. STAG1 and STAG2 proteins localize to the same sites across 
the genome, likely in independent cohesin ring complexes. Upon loss of a single STAG protein, there is 
not redistribution of the other STAG or the core cohesin complex across the genome to new sites. 
Despite their shared occupancy patterns and lack of interdependency in genome occupancy, we observe 
that STAG1 and STAG2 have both overlapping and distinct effects on gene expression. While many 
genes display differential expression following loss of a single STAG protein, loss of both STAG proteins 
causes an increase in DEGs, as well as reduced cohesin occupancy. Finally, we demonstrate a synthetic 
interaction between the two STAG proteins that prevents cellular proliferation, similar to the synthetic 
lethality reported in cancer cell lines (Benedetti et al. 2017; van der Lelij et al. 2017). This work suggests 
that STAG proteins are not specificity factors for recruiting cohesin ring complexes to distinct sites in the 
genome, but rather STAG proteins differentially function in gene control at common sites across the 
genome. 
 Our results demonstrate that STAG1 and STAG2 display nearly identical distributions across the 
genome, despite not interacting together in a stable complex. Our finding that the STAG proteins do not 
physically interact corroborates similar coIP and microscopy results in mESCs and human colorectal 
cancer lines, and is consistent with a model where cohesin functions as a single ring, rather than as a pair 
of rings (Losada et al. 2000; Cuadrado et al. 2019; Casa et al. 2020; Wutz et al. 2020; Liu et al. 2020; 
Haering et al. 2002; Sumara et al. 2000). Several recent reports have found that STAG1 and STAG2 
localize at many shared sites, but also localize to a subset of sites exclusively (Cuadrado et al. 2019; 
Kojic et al. 2018; Casa et al. 2020; Wutz et al. 2020). However, our analysis in mESCs does not identify a 
class of sites preferentially occupied by one specific cohesin-STAG complex, and agree with a recent 
report that shared sites reflect a population average, where some cells have cohesin-STAG1 and others 
have cohesin-STAG2 at an individual site (Casa et al. 2020). We note that relative levels of STAG1 and 
STAG2 appear to vary across different cell types (Losada et al. 2000; Kojic et al. 2018; Casa et al. 2020), 
thus the nearly equal ratio of STAG2 to STAG1 in mESCs may contribute to their overlapping genomic 
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distributions. These results contradict a recent report on STAG localization in mESCs, which claimed that 
STAG2 preferentially localizes to Polycomb-marked genes through interactions with PRC1 (Cuadrado et 
al. 2019). Several factors may account for differences between present and previous studies using wild-
type mESCs, including different mouse strains, the use of spike-in normalization, and differences in data 
analysis or interpretation. Notably, an advantage of this study is the development of stable Stag1−/− and 
Stag2−/− isogenic cell lines in order to interrogate the distribution and function of the individual STAG 
proteins. 
 We find that loss of a single STAG protein does not cause a redistribution of cohesin to new, 
ectopic sites. This suggests either that the STAG proteins play redundant roles in controlling cohesin 
localization on chromatin, or do not direct cohesin to specific sites on the genome. Our dual depletion of 
the STAG proteins in mESCs indicates that at least one STAG is required for stable maintenance of 
cohesin on chromatin. These results in cells parallel observations in Xenopus extracts, in which inhibition 
of STAG incorporation into cohesin complexes interferes with cohesin occupancy on chromatin (Losada 
et al. 2000). It is also consistent with a recent report suggesting that a STAG subunit is necessary for a 
conformational change within the cohesin core ring, promoting its stable association with chromatin (Liu 
et al. 2020). However, we do note that simultaneous depletion of STAG1 and STAG2 fails to disrupt the 
interaction between the core cohesin ring and CTCF, in contrast with previous findings indicating that 
STAG proteins are the principal interface between cohesin and CTCF (Xiao et al. 2011; Li et al. 2020). 
Notably, this coIP was performed in the presence of a nuclease, suggesting that the cohesin-CTCF 
interaction is independent of DNA. Our results are consistent with recent reports in mESCs and others 
showing that deletion of the putative STAG-interacting domain from CTCF does not disrupt the cohesin-
CTCF interaction (Hansen et al. 2019; Nora et al. 2020; Saldaña-Meyer et al. 2014). It is unclear, 
however, if the limited amount of STAG1 residing in cells after the siRNA treatment is sufficient to 
maintain the cohesin-CTCF interaction. Generation of cell lines with stable deletion of one STAG and 
acute-inducible degradation of the other would help address this, as well as allow for a more robust 
exploration of how STAG proteins regulate cohesin. Together, these data indicate that the individual 
STAG proteins may not be necessary for the interaction between CTCF and cohesin in vivo. However, 
the STAG proteins are required for the stability of the cohesin complex on chromatin. 
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 Given the overlapping distribution of STAG1 and STAG2 on the genome, it is striking that the 
genes regulated by the two proteins only partially overlap. Gene expression can ultimately be categorized 
into four groups: genes that are Stag1−/− specific, Stag2−/− specific, sensitive to loss of either STAG1 or 
STAG2 (common regulation), and those only sensitive to the loss of both STAG proteins (redundant 
regulation). The genes within these sets are associated with a variety of biological processes, including 
several linked to metabolism and developmental processes, however a prominent feature distinguishing 
the genes affected by either STAG was not found. The redundant gene class was not enriched for 
specific biological roles not found in the other three gene classes. Our gene expression changes are not 
consistent with the previously reported specific gene expression signatures for each STAG in various cell 
types, with STAG1 reported to regulate RNA processing, heart and lung development, and metabolism, 
and STAG2 reported to regulate stem cell maintenance, hematopoietic and nervous systems, and cardiac 
differentiation (Remeseiro et al. 2012b; Cuadrado et al. 2019; Kojic et al. 2018). While a specific role for 
STAG2 in regulating Polycomb Domain genes has been reported (Cuadrado et al. 2019), we see a 
somewhat specific requirement for STAG2 in promoting expression of genes within Super-enhancer 
Domains. Surprisingly, we find that both STAG1 and STAG2 occupy promoters independent of whether 
those genes are specifically regulated or commonly regulated by the STAG proteins. Furthermore, the 
large class of redundant genes, where the presence of at least one STAG is required for proper gene 
expression, suggests that both cohesin variants can localize to and function at shared genomic sites, 
even if they do not physically interact. Together with their overlapping distributions, this suggests that 
STAG proteins localize to the same set of regulatory elements across the genome, yet have partially 
distinct effects on gene expression at those sites. 
 It is unclear how STAG1 and STAG2 may differentially function at common sites. One recent 
report suggests cohesin-STAG1 more stably associates with chromatin than cohesin-STAG2, and that 
cohesin-STAG1 is enriched for SMC3 acetylation, a post-translational modification associated with stable 
cohesin occupancy during sister chromatid cohesion (Kojic et al. 2018; Wutz et al. 2020; Ben-Shahar et 
al. 2008). It is possible that cohesin-STAG1 and cohesin-STAG2 display different stabilities on DNA 
allowing for distinct DNA loops to form or common DNA loops with distinct properties. Consistent with 
this, cohesin-STAG2 is reportedly involved in shorter-range contacts within TADs, while cohesin-STAG1 
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may mediate more long-range contacts (Cuadrado et al. 2019; Kojic et al. 2018; Casa et al. 2020; Wutz et 
al. 2020). However, depletion of the STAG proteins in these experiments does not cause major changes 
to cohesin localization. It is possible that STAG1 and STAG2 differentially impact cohesin occupancy on 
the genome by regulating loading, unloading, or translocation of cohesin rings. Potential interactions 
between STAG proteins and the cohesin loader NIPBL have not been characterized, however STAG2 
has been shown to co-immunoprecipitate with the cohesin unloader WAPL, while STAG1 does not 
(Cuadrado et al. 2019; Kim et al. 2016). Cohesin is thought to be loaded at sites of active transcription 
and then move along chromosome arms. It is unclear if both STAG proteins are present on translocating 
cohesin rings, and whether they have the same dynamic properties. While this work characterizes the 
distinct and overlapping roles of STAG1 and STAG2, further studies are needed to investigate the 
properties of distinct cohesin rings, their interaction partners, and impacts on gene expression. 
 
Conclusions 
 This work utilizes stable single-knockout mouse embryonic stem cell lines to investigate the 
individual chronic loss of STAG1 and STAG2 in cohesin localization and gene expression. We find that 
while STAG1 and STAG2 show nearly identical localization patterns throughout the genome, they do not 
display completely overlapping roles in gene expression. This work reveals a class of genes selectively 
misexpressed upon loss of both STAG1 and STAG2, indicating redundant roles for the two proteins. Loss 
of both proteins also causes a severe depletion of cohesin on chromatin, enhanced gene expression 
changes, and a cell proliferation defect. This reveals that cells are dependent on the presence of at least 
one STAG protein for proper function. These results contribute to knowledge of cohesin’s role in genome 







We thank all other members of the Dowen lab and the lab of Dr. Daniel McKay for helpful discussions and 
comments. We thank the staff of the UNC High-Throughput Sequencing Facility for sequencing. We 











































Barretina J, Caponigro G, Stransky N, Venkatesan K, Margolin AA, Kim S, Wilson CJ, Lehár J, Kryukov G 
V., Sonkin D, et al. 2012. The Cancer Cell Line Encyclopedia enables predictive modelling of 
anticancer drug sensitivity. Nature 483(7391): 603–607. 
 
Ben-Shahar TR, Heeger S, Lehane C, East P, Flynn H, Skehel M, Uhlmann F. 2008. Eco1-dependent 
cohesin acetylation during establishment of sister chromatid cohesion. Science (80- ) 321(5888): 
563–566. 
 
Benedetti L, Cereda M, Monteverde LA, Desai N, Ciccarelli FD. 2017. Synthetic lethal interaction between 
the tumour suppressor STAG2 and its paralog STAG1. Oncotarget 8(23): 37619–37632. 
 
Bonev B, Cavalli G. 2016. Organization and function of the 3D genome. Nat Rev Genet 17(11): 661–678. 
 
Busslinger GA, Stocsits RR, van der Lelij P, Axelsson E, Tedeschi A, Galjart N, Peters J-M. 2017. 
Cohesin is positioned in mammalian genomes by transcription, CTCF and Wapl. Nature 544(7651): 
503–507. 
 
Canudas S, Smith S. 2009. Differential regulation of telomere and centromere cohesion by the Scc3 
homologues SA1 and SA2, respectively, in human cells. J Cell Biol 187(2): 165–173. 
 
Casa V, Gines MM, Gusmao EG, Slotman JA, Zirkel A, Josipovic N, Oole E, Van Ijcken WFJ, Houtsmuller 
AB, Papantonis A, et al. 2020. Redundant and specific roles of cohesin STAG subunits in chromatin 
looping and transcriptional control. Genome Res 30(4): 515–527. 
 
Cuadrado A, Giménez-Llorente D, Kojic A, Rodríguez-Corsino M, Cuartero Y, Martín-Serrano G, Gómez-
López G, Marti-Renom MA, Losada A. 2019. Specific Contributions of Cohesin-SA1 and Cohesin-
SA2 to TADs and Polycomb Domains in Embryonic Stem Cells. Cell Rep 27(12): 3500-3510.e4. 
 
Daniloski Z, Smith S. 2017. Loss of tumor suppressor STAG2 promotes telomere recombination and 
extends the replicative lifespan of normal human cells. Cancer Res 77(20): 5530–5542. 
 
Ding S, Diep J, Feng N, Ren L, Li B, Ooi YS, Wang X, Brulois KF, Yasukawa LL, Li X, et al. 2018. STAG2 
deficiency induces interferon responses via cGAS-STING pathway and restricts virus infection. Nat 
Commun 9(1):. 
 
Dobin A, Davis CA, Schlesinger F, Drenkow J, Zaleski C, Jha S, Batut P, Chaisson M, Gingeras TR. 
2013. STAR: Ultrafast universal RNA-seq aligner. Bioinformatics 29(1): 15–21. 
 
144 
Dowen JM, Fan ZP, Hnisz D, Ren G, Abraham BJ, Zhang LN, Weintraub AS, Schujiers J, Lee TI, Zhao K, 
et al. 2014. Control of cell identity genes occurs in insulated neighborhoods in mammalian 
chromosomes. Cell 159(2): 374–387. 
 
Ge SX, Jung D, Jung D, Yao R. 2020. ShinyGO: A graphical gene-set enrichment tool for animals and 
plants. Bioinformatics 36(8): 2628–2629. 
 
Haering CH, Löwe J, Hochwagen A, Nasmyth K. 2002. Molecular architecture of SMC proteins and the 
yeast cohesin complex. Mol Cell 9(4): 773–788. 
 
Hagstrom KA, Meyer BJ. 2003. Condensin and cohesin: More than chromosome compactor and glue. 
Nat Rev Genet 4(7): 520–534. 
 
Hansen AS, Hsieh THS, Cattoglio C, Pustova I, Saldaña-Meyer R, Reinberg D, Darzacq X, Tjian R. 2019. 
Distinct Classes of Chromatin Loops Revealed by Deletion of an RNA-Binding Region in CTCF. Mol 
Cell 76(3): 395-411.e13. 
 
Hill VK, Kim JS, Waldman T. 2016. Cohesin mutations in human cancer. Biochim Biophys Acta - Rev 
Cancer 1866(1): 1–11. 
 
Kim JS, He X, Orr B, Wutz G, Hill V, Peters JM, Compton DA, Waldman T. 2016. Intact Cohesion, 
Anaphase, and Chromosome Segregation in Human Cells Harboring Tumor-Derived Mutations in 
STAG2. PLoS Genet 12(2):. 
 
Kojic A, Cuadrado A, De Koninck M, Giménez-Llorente D, Rodríguez-Corsino M, Gómez-López G, Le 
Dily F, Marti-Renom MA, Losada A. 2018. Distinct roles of cohesin-SA1 and cohesin-SA2 in 3D 
chromosome organization. Nat Struct Mol Biol 25(6): 496–504. 
 
Kong X, Ball AR, Pham HX, Zeng W, Chen H-Y, Schmiesing JA, Kim J-S, Berns M, Yokomori K. 2014. 
Distinct functions of human cohesin-SA1 and cohesin-SA2 in double-strand break repair. Mol Cell 
Biol 34(4): 685–98. 
 
Lawrence MS, Stojanov P, Mermel CH, Robinson JT, Garraway LA, Golub TR, Meyerson M, Gabriel SB, 
Lander ES, Getz G. 2014. Discovery and saturation analysis of cancer genes across 21 tumour 
types. Nature 505(7484): 495–501. 
 
Li Y, Haarhuis JHI, Sedeño Cacciatore Á, Oldenkamp R, van Ruiten MS, Willems L, Teunissen H, Muir 
KW, de Wit E, Rowland BD, et al. 2020. The structural basis for cohesin–CTCF-anchored loops. 




Liu W, Biton E, Pathania A, Matityahu A, Irudayaraj J, Onn I. 2020. Monomeric cohesin state revealed by 
live‐cell single‐molecule spectroscopy. EMBO Rep 21(2):. 
 
Losada A, Yokochi T, Kobayashi R, Hirano T. 2000. Identification and characterization of SA/Scc3p 
subunits in the Xenopus and human cohesin complexes. J Cell Biol 150(3): 405–416. 
 
Love MI, Huber W, Anders S. 2014. Moderated estimation of fold change and dispersion for RNA-seq 
data with DESeq2. Genome Biol 15(12): 550. 
 
Mehta GD, Kumar R, Srivastava S, Ghosh SK. 2013. Cohesin: Functions beyond sister chromatid 
cohesion. FEBS Lett 587(15): 2299–2312. 
 
Mondal G, Stevers M, Goode B, Ashworth A, Solomon DA. 2019. A requirement for STAG2 in replication 
fork progression creates a targetable synthetic lethality in cohesin-mutant cancers. Nat Commun 
10(1): 1–16. 
 
Murayama Y, Samora CP, Kurokawa Y, Iwasaki H, Uhlmann F. 2018. Establishment of DNA-DNA 
Interactions by the Cohesin Ring. Cell 172(3): 465-477.e15. 
 
Nasmyth K, Haering CH. 2009. Cohesin: Its Roles and Mechanisms. Annu Rev Genet 43(1): 525–558. 
 
Nora EP, Caccianini L, Fudenberg G, So K, Kameswaran V, Nagle A, Uebersohn A, Hajj B, Saux A Le, 
Coulon A, et al. 2020. Molecular basis of CTCF binding polarity in genome folding. Nat Commun 
11(1): 1–13. 
 
Orlando DA, Chen MW, Brown VE, Solanki S, Choi YJ, Olson ER, Fritz CC, Bradner JE, Guenther MG. 
2014. Quantitative ChIP-Seq Normalization Reveals Global Modulation of the Epigenome. Cell Rep 
9(3): 1163–1170. 
 
Rao SSP, Huang SC, Glenn St Hilaire B, Engreitz JM, Perez EM, Kieffer-Kwon KR, Sanborn AL, 
Johnstone SE, Bascom GD, Bochkov ID, et al. 2017. Cohesin Loss Eliminates All Loop Domains. 
Cell 171(2): 305-320.e24. 
 
Rao SSP, Huntley MH, Durand NC, Stamenova EK, Bochkov ID, Robinson JT, Sanborn AL, Machol I, 
Omer AD, Lander ES, et al. 2014. A 3D map of the human genome at kilobase resolution reveals 
principles of chromatin looping. Cell 159(7): 1665–1680. 
 
Remeseiro S, Cuadrado A, Carretero M, Mart́nez P, Drosopoulos WC, Cañamero M, Schildkraut CL, 
Blasco MA, Losada A. 2012a. Cohesin-SA1 deficiency drives aneuploidy and tumourigenesis in 
mice due to impaired replication of telomeres. EMBO J 31(9): 2076–2089. 
146 
Remeseiro S, Cuadrado A, Gómez-Lãpez G, Pisano DG, Losada A. 2012b. A unique role of cohesin-SA1 
in gene regulation and development. EMBO J 31(9): 2090–2102. 
 
Ross-Innes CS, Stark R, Teschendorff AE, Holmes KA, Ali HR, Dunning MJ, Brown GD, Gojis O, Ellis IO, 
Green AR, et al. 2012. Differential oestrogen receptor binding is associated with clinical outcome in 
breast cancer. Nature 481(7381): 389–393. 
 
Saldaña-Meyer R, González-Buendía E, Guerrero G, Narendra V, Bonasio R, Recillas-Targa F, Reinberg 
D. 2014. CTCF regulates the human p53 gene through direct interaction with its natural antisense 
transcript, Wrap53. Genes Dev 28(7): 723–734. 
 
Schwarzer W, Abdennur N, Goloborodko A, Pekowska A, Fudenberg G, Loe-Mie Y, Fonseca NA, Huber 
W, Haering CH, Mirny L, et al. 2017. Two independent modes of chromatin organization revealed by 
cohesin removal. Nature 551(7678): 51–56. 
 
Solomon DA, Kim T, Diaz-Martinez LA, Fair J, Elkahloun AG, Harris BT, Toretsky JA, Rosenberg SA, 
Shukla N, Ladanyi M, et al. 2011. Mutational inactivation of STAG2 causes aneuploidy in human 
cancer. Science (80- ) 333(6045): 1039–1043. 
 
Srinivasan M, Scheinost JC, Petela NJ, Gligoris TG, Wissler M, Ogushi S, Collier JE, Voulgaris M, Kurze 
A, Chan KL, et al. 2018. The Cohesin Ring Uses Its Hinge to Organize DNA Using Non-topological 
as well as Topological Mechanisms. Cell 173(6): 1508-1519.e18. 
 
Sumara I, Vorlaufer E, Gieffers C, Peters BH, Peters JM. 2000. Characterization of vertebrate cohesin 
complexes and their regulation in prophase. J Cell Biol 151(4): 749–761. 
 
van der Lelij P, Lieb S, Jude J, Wutz G, Santos CP, Falkenberg K, Schlattl A, Ban J, Schwentner R, 
Hoffmann T, et al. 2017. Synthetic lethality between the cohesin subunits STAG1 and STAG2 in 
diverse cancer contexts. Elife 6. 
 
Viny AD, Bowman RL, Liu Y, Lavallée VP, Eisman SE, Xiao W, Durham BH, Navitski A, Park J, 
Braunstein S, et al. 2019. Cohesin Members Stag1 and Stag2 Display Distinct Roles in Chromatin 
Accessibility and Topological Control of HSC Self-Renewal and Differentiation. Cell Stem Cell 25(5): 
682-696.e8. 
 
Wendt KS, Yoshida K, Itoh T, Bando M, Koch B, Schirghuber E, Tsutsumi S, Nagae G, Ishihara K, 
Mishiro T, et al. 2008. Cohesin mediates transcriptional insulation by CCCTC-binding factor. Nature 
451(7180): 796–801. 
 
Whyte WA, Bilodeau S, Orlando DA, Hoke HA, Frampton GM, Foster CT, Cowley SM, Young RA. 2012. 
Enhancer decommissioning by LSD1 during embryonic stem cell differentiation. Nature 482(7384): 
221–225. 
147 
Wutz G, Hilaire BTG St., Ladurner R, Stocsits R, Nagasaka K, Pignard B, Sanborn A, Tang W, Varnai C, 
Ivanov MP, et al. 2020. ESCO1 and CTCF enable formation of long chromatin loops by protecting 
cohesinSTAG1 from WAPL. Elife 9. 
 
Xiao T, Wallace J, Felsenfeld G. 2011. Specific Sites in the C Terminus of CTCF Interact with the SA2 
Subunit of the Cohesin Complex and Are Required for Cohesin-Dependent Insulation Activity. Mol 
Cell Biol 31(11): 2174–2183. 
 
Zhang N, Jiang Y, Mao Q, Demeler B, Tao YJ, Pati D. 2013. Characterization of the Interaction between 
the Cohesin Subunits Rad21 and SA1/2. PLoS One 8(7):. 
 
Zhang N, Kuznetsov SG, Sharan SK, Li K, Rao PH, Pati D. 2008a. A handcuff model for the cohesin 
complex. J Cell Biol 183(6): 1019–1031. 
 
Zhang Y, Liu T, Meyer CA, Eeckhoute J, Johnson DS, Bernstein BE, Nussbaum C, Myers RM, Brown M, 
Li W, et al. 2008b. Model-based analysis of ChIP-Seq (MACS). Genome Biol 9(9): R137. 
 
Zuin J, Dixon JR, Van Der Reijden MIJA, Ye Z, Kolovos P, Brouwer RWW, Van De Corput MPC, Van De 
Werken HJG, Knoch TA, Van Ijcken WFJ, et al. 2014. Cohesin and CTCF differentially affect 
chromatin architecture and gene expression in human cells. Proc Natl Acad Sci U S A 111(3): 996–
1001. 
148 
CHAPTER 5 – A COHESIN CANCER MUTATION REVEALS A ROLE FOR THE HINGE DOMAIN IN 
GENOME ORGANIZATION AND GENE EXPRESSION4 
 
Background 
 Three-dimensional genome organization is an important regulator of gene expression in 
metazoans (Hnisz et al. 2016). DNA loops form when two distal genomic sites are brought into physical 
contact, causing the intervening DNA to form a loop. Two major classes of DNA loops have been 
identified: E-P loops are formed when enhancers are brought in proximity to promoters and are 
associated with active gene expression, while insulated loops are formed by the interaction of a pair of 
distal CTCF-bound sites. Insulated loops can restrict the formation of potential E-P loops and act as a 
boundary element separating distinct chromatin states. E-P loops are developmentally dynamic and 
associated with active transcription, while insulated loops may be shared across cell types and 
independent of the transcriptional state contained within them (Dowen et al. 2014; Ji et al. 2016; Smith et 
al. 2016; Phillips-Cremins et al. 2013). The impact of aberrant DNA looping on gene expression in human 
disease contexts remains unclear. 
 Formation of DNA loops is mediated by the cohesin complex, which is comprised of a core 
structure consisting of the proteins SMC1A, SMC3, and RAD21 (Uhlmann 2016). SMC1A and SMC3 
each have large flexible coiled-coil domains, a hinge domain and an ATPase domain. 
 
4 This chapter previously appeared as an article in PLoS Genetics. Original citation is: Carico ZM, Stefan 
HC, Justice M, Yimit A, Dowen JM. A cohesin cancer mutation reveals a role for the hinge domain in 
genome organization and gene expression. PLoS Genet. 2021 Mar 24;17(3):e1009435. doi: 
10.1371/journal.pgen.1009435. My contributions to this chapter include development of data analysis 
pipelines, data analysis support, and manuscript editing. 
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In the complex, SMC1A and SMC3 heterodimerize via interaction between their coiled-coil domains, 
hinge domains and ATPase domains (Hirano and Hirano 2002; Haering et al. 2002). The ATPase 
domains are themselves bound by the kleisin subunit (Haering et al. 2004; Gligoris et al. 2014; Huis In’t 
Veld et al. 2014). Several additional proteins from the HEAT-repeat-containing family, such as STAG1, 
STAG2, PDS5A, PDS5B, NIPBL, and WAPL, associate with the core complex through interactions with 
RAD21 (Wells et al. 2017). Both the core cohesin ring and HEAT-repeat proteins may directly interact 
with DNA (Shi et al. 2020; Li et al. 2018; Gligoris et al. 2014). In addition to its roles in regulating DNA 
loop formation, cohesin is required for sister chromatid cohesion and DNA damage repair mechanisms in 
eukaryotes (Hassler et al. 2018). How the cohesin complex forms loops and maintains normal cellular 
function are major open questions. 
 Altered cohesin function is observed in human disease (Singh and Gerton 2015). Germline 
mutations in several cohesin subunits cause a range of developmental defects that are collectively 
termed cohesinopathies (Liu et al. 2009). Somatic mutations in cohesin subunits are implicated in a wide 
array of cancers (Fisher et al. 2017; Katainen et al. 2015; Hill et al. 2016). The SMC3 and RAD21 genes 
are haploinsufficient, as demonstrated by heterozygous frameshift and nonsense somatic mutations (Hill 
et al. 2016). The STAG2 gene is encoded on the X chromosome and its inactivation is only partially 
compensated for by its paralogue, STAG1 (Hill et al. 2016).  Reduced expression of these subunits 
results in pre-leukemic skewing of hematopoiesis and contributes to myeloid neoplasia in murine models 
(Mullenders et al. 2015; Mazumdar et al. 2015; Viny et al. 2015; Galeev et al. 2016). The X chromosome-
encoded SMC1A gene is almost exclusively subject to missense mutations, which are distributed along 
the length of the coding sequence but enriched at several hotspots (Forbes et al. 2017). While these 
hotspots often occur at highly conserved residues within the characterized ATPase and hinge domains 
(Forbes et al. 2017), it is not known whether they impact cohesin function. Mechanistic insight into how 
cohesin mutations contribute to malignancy is lacking. Previous studies have largely ruled out models 
where cohesin defects cause catastrophic chromosome damage via aneuploidy, chromosomal breaks, 
and impaired sister chromatid cohesion (Mullenders et al. 2015; Kim et al. 2016). In an alternative model, 
aberrant cohesin function caused by mutation to cohesin subunits, may lead to disease by misregulating 
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chromatin loops and gene expression (Bompadre and Andrey 2019). Accordingly, mutations that cause 
partial loss of function may reveal important mechanistic insights into cohesin function. 
 Understanding how aberrant cohesin function causes human disease is complicated by limited 
knowledge of the molecular mechanisms through which cohesin interacts with chromatin and mediates 
DNA looping. Studies in yeast have demonstrated that ATP hydrolysis by cohesin is required for loading 
onto chromatin, translocation, and establishment of sister chromatid cohesion, while mammalian studies 
found that ATP hydrolysis is required for loop extrusion (Vian et al. 2018; Davidson et al. 2019; Kim et al. 
2019; Srinivasan et al. 2018). Cohesin ATPase activity in both yeast and metazoans is stimulated by 
Scc2/NIPBL, while evidence in yeast suggest that ATPase activity and NIPBL incorporation into the 
complex may be inhibited by PDS5 (Petela et al. 2018; Davidson et al. 2019). An intact SMC1A-SMC3 
hinge is also required for cohesin function. In yeast, mutation of residues that stabilize the interface 
between the Smc1 and Smc3 hinge subunits decreases cohesin levels on chromatin, while neutralization 
of a positively-charged channel created by that interface permits loading but prevents establishment of 
sister chromatid cohesion (Mishra et al. 2010; Kurze et al. 2011; Srinivasan et al. 2018). Given that 
cohesin is thought to use the ATPase domains and kleisin subunit to capture DNA (Chapard et al. 2019), 
it is important to understand the molecular details through which the hinge modulates cohesin function. 
 We hypothesized that recurrent cancer mutations to cohesin subunits might disrupt important 
functions and, therefore, provide mechanistic insight into cohesin biology and the role of cohesin in 
oncogenesis. We use publicly available cancer exome sequencing data to identify a hotspot mutation at 
amino acid residue 586 in the hinge of SMC1A. Engineering an arginine (R) to tryptophan (W) mutation at 
this position in the genome of murine embryonic stem cells (mESCs) caused drastic changes in gene 
expression, reduced cohesin binding to DNA and loss of chromatin loops. These findings represent the 
first functional assessment of the cohesin hinge in mammalian cells and provide molecular insights into 




Materials and Methods 
Antibodies 
 For western blotting, polyclonal primary antibodies against SMC1A (Bethyl Laboratories, 
Montgomery, TX;  A300-055A), SMC3 (Abcam, Cambridge, MA; ab9263), RAD21 (Bethyl Laboratories, 
A300-080A), STAG1 (Bethyl Laboratories, A300-157A), STAG2 (Bethyl Laboratories, A300-158A), 
PDS5A (Bethyl Laboratories, A300-089A), PDS5B (Bethyl Laboratories, A300-538A), and NIPBL (Bethyl 
Laboratories, A301-079A) were used. Secondary horseradish peroxidase-conjugated antibodies raised 
against rabbit immunoglobulin (IgG) in donkey (GE Healthcare, Chicago, IL; NA934) or against goat IgG 
in rabbits (Abcam, ab97100) were used. For ChIP, polyclonal antibodies against RAD21 (Bethyl 
Laboratories, A300-080A), H3K4me3 (Abcam, ab8580), H3K27ac (Active Motif, Carlsbad, CA; 39135), 
H3K27me3 (Abcam, ab6002) were used. For CoIP, polyclonal antibodies against SMC1A (Bethyl 
Laboratories, A300-055A), NIPBL (Bethyl Laboratories, A301-079A), STAG2 (Bethyl, Laboratories A300-
159A) and non-specific polyclonal rabbit IgG (Bethyl Laboratories, P120-101) were used. 
 
Cell lines 
 V6.5 murine embryonic stem cells were a gift from R. Young of the Whitehead Institute for 
Biomedical Research. V6.5 are male cells derived from a C57BL/6(F) x 129/sv(M) cross.   
 
Cell culture 
 Naïve V6.5 mESCs were grown as previously described (Justice et al. 2020). To assess 
proliferation, cells were seeded at an initial density of 5 x 104 cells in wells of a six-well dish, and counts 
were collected at 24, 48, either 60 or 64, and 72 hours after seeding. To count, cells were trypsinized and 
resuspended in PBS, then mixed with trypan blue and counted as above. Wells were set up in triplicate at 
each time point. 
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mESCs were differentiated into EBs using hanging droplet cultures as described (Behringer et al. 2016), 
with modifications. Briefly, mESCs were dissociated into single-cell suspension and placed into hanging 
droplets in the same media as before, lacking LIF supplementation. After three days, images were 
acquired using an EVOS FL light microscope (Thermo Fisher). For further differentiation, individual 
droplets were transferred to gelatinized wells of 24-well plates and maintained in the same media as 
before. Development of beating cardiomyocytes was monitored by daily examination under a microscope. 
 For cell cycle analysis, cells growing in asynchronous cultures were placed in single-cell 
suspension, then fixed and stored in 70% ethanol at -20ºC. To assess DNA content, cells were incubated 
with 100µg of RNAseA for 2 hours, then stained with 50µg/ml propidium iodide in PBS. Data were 
acquired on a BD FACScan instrument. For analysis, FlowJo software (TreeStar) was used to gate live, 
single cells using forward and side scatter, and cell cycle status was determined by using propidium 




 Genome-edited mESC lines weres generated as previously described (Justice et al. 2020), with 
modifications. mESCs were transfected with a single-stranded donor oligonucleotide (ssODN) repair 
template, plasmids encoding a synthetic guide RNA (sgRNA), Cas9 and a fluorescent gene (eGFP or 
mCherry) using Lipofectamine 2000 (Thermo Fisher, 11-668-027).  Single GFP+RFP+ cells were sorted 
by UNC Flow Cytometry Core Facility staff using a FACSAria II (BD Biosciences, San Jose, CA). 
Fluorescent cells were grown in dilute cultures on irradiated murine embryonic fibroblast monolayers to 
form colonies. Individual colonies were expanded into clonal cell lines, screened for genome edits by 
PCR and Sanger sequencing, and cryogenically stored. Individual allele sequences were determined by 
PCR of the region surrounding the mutated site, followed by TOPO-TA cloning (Thermo Fisher, 
K4575J10) and Sanger sequencing. sgRNA and ssODN sequences are provided below and were 
designed using the CRISPR tool (crispr.mit.edu). Both SMC1A-R586W clones bear a c.1756C>T 
mutation in the Smc1a gene, resulting in a codon change from CGG to TGG. Clone 1 is known as 
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Smc1atm1(c.1756C>T)Jdow, according to Jackson Laboratories Mouse Genome Informatics 
nomenclature conventions. Clone 2 contains an additional mutation, c.1770G>C, that inactivates the 
protospacer adjacent motif (PAM) and causes a silent codon change, and is known as 
Smc1atm2(c.1756C>T,c.1770G>C)Jdow.  
 
sgRNA 1:  5’- CACCGAGAAACTCCGGGAGCTGAAG -3’ 
sgRNA 2:  5’- AAACCTTCAGCTCCCGGAGTTTCTC -3’ 
ssODN: 5’ -
AAGATTCTTCACACACAGGTGAAACCTACTGATGAGAAACTC[TGG]GAGCTGAAGGGCGCCAAGCTA
GTGATTGATGTAATTCGTTAT -3’  
 









 Cells were counted and 5 x 105 were plated per well in 6-well plates. 50nM of SMARTpool siRNA 
pools (GE Healthcare) targeting Nipbl or Wapl, 25nM each of SMARTpools targeting Pds5a and Pds5b, 
or 50nM of the negative control siGLO reagent, were transfected using DharmaFECT (GE Healthcare) 
transfection reagent following the manufacturer’s instructions. Cells were collected 48 hours post-
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transfection to assess knockdown efficiency for all lines and siRNA pools. For proliferation assays, cells 
transfected with the Nipbl- and Wapl-targeting siRNA pools were seeded into 6-well plates 24 hours post-
transfection, and cells transfected with the Pds5a- and Pds5b-targeting siRNA pools were seeded 48 
hours post-transfection.  
 
RT-qPCR 
 To extract RNA, cells were resuspended in 1ml Trizol (Thermo Fisher, 15596018) and incubated 
for 5 minutes at room temperature and stored at at -80ºC, or further processed. 200µl chloroform 
(Millipore Sigma, St. Louis, MO; C2432) was added and mixed, before centrifugation to separate organic 
and aqueous phases. The aqueous phase was recovered, mixed with 400µl additional chloroform, and 
centrifuged. The aqueous phase was recovered and RNA was precipitated by addition of isopropanol. 
Total RNA was quantified using a NanoDrop instrument (Thermo Fisher). cDNA was prepared with 
Superscript IV and oligo-d(T) primers (Thermo Fisher, 18091050) according to manufacturer’s 
instructions. qPCR was performed using SYBRgreen Master Mix on an Applied Biosystems QuantStudio 
6 qPCR instrument using primers found in Table S5. 
 
RNA-seq 
 RNA was extracted as described above, then cleaned up using the Zymo RNA Clean and 
Concentrator Kit (Zymo Research, R1013). Libraries were prepared and sequenced by Novogene 
(Sacramento, CA) on an Illumina NovaSeq 6000 with 150 bp paired end reads.   
 
Chromatin immunoprecipitation 
 Cytoplasms of crosslinked cells were lysed by sequential incubations in lysis buffer 1 (50 mM 
Hepes-KOH pH7.5, 140 mM NaCl, 1mM EDTA, 10% glycerol, 0.5% NP-40, and 0.25% Triton X-100) and 
lysis buffer 2 (10mM Tris-HCl pH 8, 200mM NaCl, 1mM EDTA, and 0.5 mM EGTA). Nuclei were 
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recovered and washed with shearing buffer (10mM Tris pH 7.5, 1mM EDTA, 0.1% SDS). Nuclei were 
resuspended in shearing buffer at 30 x 106 cell equivalents/ml, and 1ml of nuclei was sonicated on a 
Covaris E220 to generate chromatin fragments of 200-1000bp. Following sonication, insoluble material 
was cleared by high-speed centrifugation.  
 Prior to addition to chromatin, 10µg antibodies were incubated with 30µL Protein G Dynabeads 
(Thermo Fisher) for 6-8 hours. Beads were washed three times with 1mL PBS containing 1X complete 
protease inhibitor cocktail (PIC; Roche, Basel, Switzerland; 11697498001). Chromatin from 1 x 107 cell 
equivalents was added to antibody conjugated beads, and buffer was adjusted to a total volume of 1ml 
(ChIP buffer; 15mM Tris pH 7.5, 1.5mM EDTA, 0.1% SDS, 150mM NaCl, 1% Triton X-100, 1x PIC). 
Chromatin and bead-bound antibodies were rotated together overnight at 4ºC.  
 After overnight incubation, beads were washed with 1 ml ChIP buffer, wash buffer 1 (20mM Tris-
HCl pH 8, 500mM NaCl, 2mM, EDTA, 0.1% SDS, and 1% Triton X-100), wash buffer 2 (10mM Tris-HCl 
pH 8, 250mM LiCl, 1mM EDTA, and 1% NP-40), and wash buffer 3 (10mM Tris pH 8, 1mM EDTA, and 
50mM NaCl). For K27me3 ChIPs, the above washes were replaced with 3 washes of 1ml RIPA buffer (50 
mM HEPES pH 7.5, 500 mM LiCl, 1 mM EDTA, 1% NP-40 and 0.7% sodium deoxycholate), followed by 
one wash with wash buffer 3. All wash buffers were supplemented with 1x PIC. Chromatin was eluted 
from beads by adding elution buffer (50mM Tris pH 8, 10mM EDTA, and 1% SDS) and incubating at 65ºC 
for 1 hour. Crosslinks were reversed through overnight incubation with Proteinase K (Thermo Fisher), 
after which DNA was purified using a ChIP DNA Clean and Concentrate kit (Zymo, Irvine, CA; D5205). 




 For ChIP-seq, 50bp single-end reads or 100bp single-end or paired-end sequencing was 
performed on Illumina (San Diego, CA) Hi-Seq 4000, Hi-Seq 2500, or NovaSeq 6000 platforms using 
Illumina reagents according to manufacturer’s instructions.    
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Co-immunoprecipitation 
 Co-immunoprecipitation studies were performed using a Nuclear Complex Co-IP Kit (Active Motif, 
54001), with modifications, as previously described (Justice et al. 2020). Ten µg of each antibody was 
bound to Protein G Dynabeads (Thermo Fisher, 10009D) for 6-8 hours before application of cellular 
extracts. Cells were lysed and nuclei permeabilized according to manufacturer’s instructions. Nuclei were 
then resuspended in nuclear digestion buffer (10mM HEPES pH 7.9, 10mM KCl, 1.5mM MgCl2, 340mM 
Sucrose, and 10% glycerol) and incubated for 15 minutes at 37ºC with 10U of benzonase (Millipore 
Sigma, E1014). Digestion was quenched with addition of EDTA to 5mM, and insoluble components of the 
nuclear extract were cleared by high-speed centrifugation. Each IP was performed overnight at 4ºC, using 
250µg of nuclear extract in 500µl of 1x low-stringency IP buffer (Active Motif, 54001). Beads were washed 
3x in 1x low-stringency IP buffer supplemented with 100µg/ml BSA, then 3x in 1x low-stringency IP buffer 
without BSA. Protein was eluted from the beads by incubating for one hour in ChIP elution buffer. Input 
material was reserved as a control. All buffers following the benzonase treatment were supplemented 
with 1x PIC. Western blots were performed as described below. 
 
Subcellular protein fractionation 
 Subcellular protein fractionation was performed using a Subcellular Protein Fractionation kit 
(Thermo Fisher, 78840) according to manufacturer’s instructions, with the addition of a wash in 1x PBS 




 Nuclear protein extraction and western blotting were performed as previously described (Justice 
et al. 2020). Briefly, cells were collected via scraping and lysed by incubating for 15 minutes in cold Lysis 
Buffer A (10mM HEPES pH 7.9, 10mM KCl, 0.1mM EDTA, and 0.1mM EGTA, 1x PIC), and intact nuclei 
were pelleted and recovered via centrifugation. Nuclear proteins were extracted by incubating with 
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TEN250/0.1 buffer (50mM Tris-HCl pH 7.5, 250mM NaCl, 5mM EDTA, and 0.1mM NP-40). Insoluble 
nuclear components were cleared by high-speed centrifugation. For the western blot appearing in Figure 
S1, a Dounce homogenizer was used to complete cell lysis. 
 Western blotting was performed as previously described (Justice et al., 2020). Protein extracts in 
1x Laemmli buffer were loaded into 4-20% pre-cast gradient PAGE gels (Bio-Rad, 4561094) and run to 
completion in a 25mM Tris, 192mm glycine, 0.1% w/v SDS running buffer (Bio-Rad, 1610732) using a gel 
electrophoresis apparatus. Protein was transferred onto polyvinylidene fluoride (PVDF) membranes by 
electrophoresis in 25mM Tris, 192mM glycine, 20% v/v methanol. After transfer, membranes were 
blocked with 5% milk in Tris-buffered saline (20mM Tris, 150mM sodium chloride) supplemented with 
0.1% w/v Tween-20 (TBS-T), and incubated overnight at 4ºC with antibodies diluted in the same buffer 
supplemented with milk. After incubation, membranes were washed with TBS-T and incubated for 1 hour 
at 4ºC with secondary antibody diluted in blocking buffer. After incubation, membranes were washed with 
TBS-T, then developed using SuperSignal West Pico or Femto (Thermo Fisher) chemiluminescent 
substrate. Images were acquired using the Amersham Imaging platform (GE Healthcare). After imaging, 
blots were stripped using Reblot Plus Strong buffer (Millipore Sigma, 2504) according to manufacturer’s 
instructions before re-probing with additional primary antibodies. 
 
Hi-C 
 Hi-C was performed as previously described (Justice et al. 2020) using the Arima Genomics (San 
Diego, CA) Hi-C kit. Sequencing was performed on the Illumina NovaSeq platform using either SP or S4 






ChIP-seq analysis and normalization 
 Reads in .fastq format were aligned to a merged genome containing both mouse genome 
assembly mm10 and human genome assembly hg38 using bowtie as previously described previously (v 
1.2.2) (parameters -v 2 -p 24 -S -m 1 –best –strata) (Langmead et al. 2009; Justice et al. 2020). Duplicate 
sequences were removed using samtools (v 1.9) markdup (-r -s) (Li et al. 2009). A bam file containing 
only mouse reads was created using samtools view and converted to bed format using bedtools (v 2.26) 
bamtobed and reads were extended by 200 bp (Quinlan and Hall 2010). Extended bed files were used to 
call peaks using MACS (v 2016-02-15) with a false discovery rate of 1% (macs2 callpeak -f BED -g mm -q 
0.01) (Zhang et al. 2008). For H3K27me3 ChIP-seq, broad peak calling was performed (macs2 
broadpeak -f BED -g mm -q 0.01). To obtain a high confidence peak set, called peak summits were 
expanded by 50 bp on either side using awk and any expanded peak overlapping a repeat element 
(defined using the Repeat Masker Track from UCSC genome browser) was removed prior to any peak-
related analysis. Z-score normalization was performed where indicated using a custom R script from 
Spencer Nystrom of Dr. Daniel McKay’s lab (Justice et al. 2020). The bed file containing aligned reads 
was converted to bedgraph using bedtools genomecov (-bga -scale 1/h) before being converted to a 
bigwig file with bedGraphToBigWig from ucsctools (v 320) (Kent et al. 2002). 
 Overlap peak lists were generated by using bedtools intersect on summit files generated by 
MACS extended by 500 bp on either side for RAD21, K4me3, and K27ac peak sets. H3K27me3 broad 
peaks were defined as overlapping if they shared ≥1bp identity. Peaks were defined as overlapping a 
TSS if they fell within 1kb of UCSC-annotated TSSs. Peaks were defined as overlapping a Hi-C loop 
anchor if the 500bp-extended summit file overlapped with a loop anchor.  Average signal plots were 
generated using deeptools (v 3.0.1) computeMatrix (reference-point for CTCF sites, promoters, and 
enhancers; scale-regions for meta-loop anchors and insulated domains) followed by deeptools plotProfile 
(Ramírez et al. 2016). Heatmaps were generated using Deeptools computeMatrix reference-point or 
scaled-regions followed by Deeptools plotHeatmap. Fingerprint plots were generated using the 
plotFingerprint routine in Deeptools. Coverage tracks were visualized using the UCSC Genome Browser. 
Differentially bound sites were identified using DiffBind, as were the correlation coefficients presented in 
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Figure S3A (Ross-Innes et al. 2012). Locations of insulated neighborhoods (Super-enhancer Domains 
and Polycomb Domains) were obtained from Dowen et al. (2014), and wildtype CTCF ChIP-seq data 
were obtained from Justice et al. (2020). 
 
RNA-seq analysis 
 RNA-seq was analyzed as previously described (Justice et al. 2020), with modifications. RNA 
sequence reads were aligned to mouse genome build mm10 using Star (version 2.6.0a) (Dobin et al. 
2013). Differentially expressed genes were identified using DESeq2 from Bioconductor with an adjusted 
p-value of 0.10 (Love et al. 2014). Violin plots of differentially expressed genes were generated and 
analyzed using Prism 8.0 (Graphpad). Heatmaps were generated using the pHeatmap software package 
in RStudio (Rstudio, Inc.). The gProfiler web-based software was used to perform gene ontology analysis 
using default parameters  (Raudvere et al. 2019). 
 
Hi-C analysis 
 Initial processing of Hi-C data was performed with the Juicer software package (Durand et al. 
2016b). Reads were aligned using BWA-mem with default parameters, after which PCR duplicates, reads 
with Q≤30, and self-ligated fragments were filtered out before Hi-C matrices were assembled (Table S3)  
(Li and Durbin 2009). Matrices were visualized using the Juicebox software package (Durand et al. 
2016a). Loops were called using the HiCCUPS algorithm (Rao et al. 2014) (parameters -p 8,4,2 -i 
14,10,6) on Knight-Ruiz balanced matrices at resolutions of 5 kb, 10 kb, and 25 kb, and the resulting list 
of merged loops was used for subsequent analyses. Contact domains were called using the Arrowhead 
algorithm (Rao et al. 2014) with default parameters on Knight-Ruiz balanced matrices at 10 kb resolution. 
Eigenvectors for analysis and visualization of compartmentalization were calculated by passing aligned 
reads into the Homer Hi-C analysis software package and using the makeTagDirectory and runHiCpca.pl 
routines (Lieberman-Aiden et al. 2009; Heinz et al. 2010). 
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 Loop and contact domain positions were compared using the Compare Lists software in the 
Juicer Tools suite, with a tolerance of 25kb for loop anchor positions and a tolerance of 10kb for contact 
domain boundaries. Loops called in one genotype were assessed for sub-threshold signal in the other 
using the HiCCUPsDiff software (parameters -r 5000,10000,25000 -p 8,4,2 -I 14,10,6). Overlaps between 
loop anchors and other features defined by ChIP-seq were assessed using the bedtools intersect 
function. Interaction frequency curves were calculated from un-normalized 10kb contact matrices using 
the Homer analyzeHiC routine (-ifc –res 10000).  
 
Image analysis 
 All image analysis was conducted using the Fiji/ImageJ software package (Rueden et al. 2017). 
Western blots after coIP experiments were quantified by measuring pixel density for each lane, then 
normalizing to either wildtype signal for input lanes, or to the signal in the blot for the IP target protein. For 
westerns run with subnuclear protein fractions, pixel density was measured for each lane, then values for 
soluble and chromatin-bound were summed as a measure of total nuclear protein. Chromatin-bound pixel 
density was then represented as a fraction of the sum of soluble and chromatin-bound signal. For 
westerns after both coIP and fractionation experiments, background was calculated for each lane by 
making two measurements of non-specific signal within a lane. These measurements were averaged and 
subtracted from the signal for the specific band of interest. EB area was determined by using the Fiji area 
and Feret diameter measurement functions. 
 
Statistical analysis 
 Unless otherwise noted, statistics were performed using Prism 8 software (Graphpad, San Diego, 





A leukemia mutation causes global dysregulation of gene expression in mESCs   
 Using the COSMIC cancer-genome database we identified a recurrent R-to-W mutation at 
SMC1A amino acid residue 586 that occurred almost exclusively in the context of acute myeloid leukemia 
(AML; Figure 5.1A) (Forbes et al. 2017). R586 is thus far the single most frequently mutated SMC1A 
residue in AML (Figure 5.1A). Roughly half (7 out of 16) of the mutations at R586 resulted in a 
substitution to tryptophan (W), while the rest (9 out of 16) were changed to glutamine (Q). As revealed by 
crystallography and cryo-EM structures, R586 is on a solvent-exposed outer surface of the cohesin hinge, 
making it a candidate site for post-translational modifications or mediating interactions with other proteins 
or nucleotides (Figure S5.1A) (Kurze et al. 2011; Shi et al. 2020). Importantly, the cohesin hinge interacts 
with single stranded DNA and STAG proteins, catalyzes ATP hydrolysis by the head domains, and is 
thought to be important for dynamic changes in cohesin conformation and movement (Figure S5.1A) (Shi 
et al. 2020; Nichols and Corces 2018). R586 is not found at the SMC1A-SMC3 hinge interface, like other 
mutations which have been shown to destabilize cohesin ring closure in yeast (Kurze et al. 2011; 
Srinivasan et al. 2018). Furthermore, SMC1A-R586 is conserved in metazoans but not yeast, which do 
not generally utilize DNA loops to control gene expression (Figure S5.1B). Given the position of the 
residue within a potentially functional region of SMC1A, and its prevalence in disease, we sought to 
evaluate whether this mutation alters cohesin function.  
 To study SMC1A-R586, we used CRISPR/Cas9 genome editing to generate two independent 
murine embryonic stem cell (mESC) clonal lines bearing the R586W mutation encoded in the 
endogenous Smc1a locus. Since Smc1a is encoded on the X chromosome and the mESC V6.5 line is 
male, the cells express mutant SMC1A protein and no wildtype protein. mESCs provide an isogenic 
background in which to study direct effects of a single mutation, independent of other potentially 
confounding mutations in a cancer context. Additionally, embryonic stem cells represent a powerful 
system for the study of transcriptional regulation and cell identity due to the wealth of previous information 
and their ability to both self-renew and give rise to all cell types of an adult organism. Since a large 
number of cancers, and especially blood cancers, exhibit loss of cellular identity (Hnisz et al. 2013), 
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knocking the SMC1A-R586W mutation into mESCs will allow for investigation of potential aberrant cellular 
identity and the molecular mechanisms that underlie it. The SMC1A-R586W mutation did not significantly 
alter expression levels of SMC1A or other cohesin complex subunits (Figure S5.1C-D). Morphologically, 
SMC1A-R586W mESCs adopt a flattened and differentiated appearance, similar to that previously 
reported for SMC1A knockdown (Figure 5.1B) (Kagey et al. 2010).  
 We assessed whether gene expression is altered in SMC1A-R586W mESCs by performing RNA-
seq on wildtype and each SMC1A-R586W clonal mESC line. Using an adjusted p-value of 0.1, over 7,000 
differentially-expressed genes (DEGs) were identified in each SMC1A-R586W clone relative to wildtype, 
with somewhat more genes increased in expression than decreased (Figure 5.1C-D and Table S1).1 The 
two mutant clones exhibited similar gene expression changes: Of the more than 7,000 DEGs in each 
SMC1A-R586W clone, nearly 6,000 are in common and display positively correlated changes relative to 
wildtype (Figure 5.1E-F). Principal component analysis revealed tight clustering by genotype and 
sequencing data were generally of good quality (Figure S5.1E and Table S2). Gene ontology (GO) 
analysis showed that upregulated genes were enriched for signatures of cancer-associated gene 
expression programs, while downregulated genes were enriched for genes regulating transcription and 
chromatin state, DNA repair, and cell cycle (Figure 5.1G and Table S3). Genes associated with 
pluripotency were reduced in expression, while differentiation-associated genes were increased (Figure 
5.1H and S5.1F). Powerful enhancer elements termed Super-enhancers (SEs) are required to drive the 
expression of pluripotency-controlling transcription factors, while factors driving differentiation are 
encoded within DNA loops decorated by Polycomb machinery (Polycomb Domains; PDs) in mESCs 
(Aloia et al. 2013; Whyte et al. 2013; Dowen et al. 2014). Strikingly, DEGs controlled by SEs tended to 
exhibit substantial reductions in gene expression, while those repressed by Polycomb tended to undergo 
large increases (Figure S5.1G). Furthermore, the SMC1A-R586W mutation alters expression of several 
AML tumor suppressors and oncogenes in mESCs, including Dnmt3a, Tet2, Ezh2, and Runx1, 
suggesting a role for cohesin in regulating expression of these genes across cell types (Figure 5.1I) 
(Eppert et al. 2011). 
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 Next, we explored whether the global transcriptional changes in SMC1A-R586W mESCs resulted 
in functional changes to those cells. We assessed the potential of cells to differentiate into embryoid 
bodies (EBs), an in vitro process which mimics the in vivo process of gastrulation and formation of germ 
layers (ten Berge et al. 2008). We triggered EB formation by culturing a fixed number of wildtype or 
SMC1A-R586W mESCs in hanging droplets of media lacking leukemia inhibitory factor (LIF). SMC1A-
R586W mESCs form smaller EBs than wildtype cells (Figure S5.1H). This may be explained in part by 
proliferation differences, as SMC1A-R586W mESCs grew more slowly than wildtype cells (Figure S5.1I). 
Notably, the proliferation differences are not explained by delays in a specific phase of the cell cycle, as 
asynchronously growing wildtype and SMC1A-R586W mESCs show similar percentages of cells in G1, S, 
and G2/M phases of the cell cycle (Figure S5.1J). We further assessed differentiation by transferring EBs 
from hanging-droplet cultures to tissue-cultured-treated dishes and allowing them to continue 
differentiating in media lacking LIF. Under these conditions, 5-20% of cells in the population develop into 
beating cardiomyocytes, which can be observed with light microscopy (Später et al. 2014). We monitored 
wildtype and SMC1A-R586W cultures for 10 days and noted that mutant EB cultures lagged in both first 
appearance of beating cells and in total number of wells that ultimately exhibit beating (Figure S5.1K). 
Together, these data indicate that the SMC1A-R586W mutation substantially alters gene expression in 





Figure 5.1. Broad transcriptional changes in SMC1A-R586W mESCs. A Lollipop plot of protein 
sequence mutations observed in SMC1A in the COSMIC cancer genome atlas. B Images of wildtype and 
two independently derived SMC1A-R586W ES clones growing in complete media with LIF. Scale bar, 
500µm. C-D MA plots comparing RNA-seq data from R586W clone (cl) 1 and cl2 to wildtype mESCs. n=3 
biological replicates for all groups. Red, adjusted p<0.1 as determined by DESeq2. E Venn diagram 
showing overlap of differentially-expressed (DE) genes between two R586W ES clones. F Correlation plot 
of 5,984 common differentially expressed genes in R586W cl1 and R586W cl2. G Gene ontology analysis 
using upregulated and downregulated DE genes shared by R586W cl1 and cl2. H Expression of 







Figure S5.1, Related to Figure 5.1. Phenotypic changes in SMC1A-R586W mESCs. A Position of 
R586 within the cohesin complex (PDB:2WD5) (Kurze et al. 2011; Shi et al. 2020). B Alignment of the 
R586 region of SMC1A in various eukaryotes. C Expression of Smc1atranscripts in R586W mESCs. n=3 
biological replicates. D Expression of core Cohesin subunits in SMC1A-R586W mESCs E Principal 
component analysis of RNA-seq data in wildtype and R586W ESCs. F RT-qPCR analysis of gene 
expression changes for pluripotency genes in R586W cl1 and cl2. *, p<0.05 as measured by two-way 
ANOVA. n=3 biological replicates. G Expression of Super-enhancer domain (SD) and Polycomb Domain 
(PD) genes in RNA-seq data. ****, p<0.0001 as measured by Kruskal-Wallis test. H Embryoid body size 
after 3 days of differentiation in hanging-droplet cultures in the absence of LIF. ****, p<0.0001 as 
measured by Kruskal-Wallis test. Data merged from three biological replicates, with total number of 
measurements given. I Proliferation rate during 72 hours as measured by hemacytometer. p<0.05 at 72 
hours between wildtype and R586W clone 2 mESCs as measured by two-way ANOVA. n=5 biological 
replicates. J DNA content as measured by propidium iodide staining in the indicated lines. P values >0.05 
for all comparisons between genotypes as measured by 2-way ANOVA. K Cardiomyocyte differentiation 
in WT and SMC1A-R586W mESCs. Error bars ± 1 s.d. Differences n.s. as measured by two-way ANOVA. 

















Minimal disruption of active or repressive histone modifications in SMC1A-R586W mESCs. 
 Gene activity is linked to the histone code, such that actively transcribed regions and sites of 
transcriptional repression are marked by distinct histone tail modifications. Aberrant changes in histone 
modifications and chromatin state are associated with cancer (Zhao and Shilatifard 2019). Therefore, we 
sought to investigate whether the SMC1A-R586W mutation may alter the pattern of histone modifications, 
and thereby, contribute to differential expression of genes. We assessed whether the chromatin 
landscape was altered by performing chromatin immunoprecipitation followed by high-throughput 
sequencing (ChIP-seq) for histone 3 lysine 4 trimethylation (K4me3), lysine 27 acetylation (K27ac), and 
lysine 27 trimethylation (K27me3) in wildtype and mutant mESCs. Surprisingly, we found that global 
K4me3, K27ac, and K27me3 levels were largely unchanged between wildtype and SMC1A-R586W 
mESCs (Figure 5.2A and S5.2A). Peak calling identified thousands of K4me3, K27ac, and K27me3 sites 
in wildtype and mutant mESCs, with many peaks of each modification overlapping with TSSs (Figure 
5.2B-D and S5.2B-D). Peaks in SMC1A-R586W mESCs exhibited partial overlap with wildtype peaks for 
all three histone modifications. We also examined whether these histone modifications were altered at 
differentially expressed genes, and found no changes in K4me3 at DEGs that were up- or downregulated 
in SMC1A-R586W (Figure 5.2E-F). Modest increases in K27ac and decreases in K27me3 were observed 
at TSSs of upregulated genes, consistent with the increased transcriptional activity at these genes (Figure 
2G-J). No substantial changes in histone modifications were observed at SE-associated or Polycomb-
repressed genes (Figure 5.2K-M). These results suggest that the the differentially-expressed genes in 
SMC1A-R586W mESCs are not well-correlated with changes in histone modifications, and instead the 
mutant cohesin hinge domain may impact other mechanisms of gene regulation. 
 We used the Diffbind software package to assess quantitative differences in histone modifications 
at a set of consensus sites across the genome (Ross-Innes et al. 2012). While we found few quantitative 
changes in K4me3 or K27me3 levels, we did observe over 3,000 K27ac peaks that significantly gained 
signal in SMC1A-R586W mESCs (Figure S5.2E-G). Of these, over 800 were found at a TSSs associated 
with an upregulated DEG, identifying a class of sites where gene expression changes were correlated 
with histone modification changes in SMC1A-R586W mESCs. We identified classes of K4me3, K27ac, 
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and K27me3 peaks that were unique to either WT or SMC1A-R586W mESCs and overlapped TSSs of 
differentially expressed genes. We saw that genes whose TSSs gained K4me3 or K27ac peaks in the 
SMC1A-R586W mESCs tend to increase in expression (Figure S2H-I). However, loss of a K27me3 peak 
from a TSS in the SMC1A-R586W mutant was not associated with increased gene expression (Figure 
S5.2J). Together, these data demonstrate that levels of histone modifications associated with active and 
repressive chromatin states are largely unchanged in SMC1A-R586W mESCs, and those changes that 
do occur are well-correlated with changes in gene expression. Therefore, we conclude that misregulation 
of chromatin state is not a major driving force of the gene expression changes observed in SMC1A-






Figure 5.2. Active histone markings at promoters and enhancers are similar between wildtype and 
SMC1A-R586W mESCs. A UCSC Genome Browser coverage tracks showing K4me3 and K27ac 
distribution at the Pou5f1 (Oct4) locus in mESCs. CTCF data were previously published (Justice et al. 
2020) B Overlap of K4me3-marked TSSs, C K27ac-marked TSSs, and D K27me3-marked TSSs in 
wildtype and SMC1A-R586W mESCs. E K4me3 signal at the TSSs of genes downregulated and F 
upregulated in SMC1A-R586W mESCs. G K27ac signal at the TSSs of genes downregulated and H 
upregulated in SMC1A-R586W mESCs. I K27me3 signal at the TSSs of genes downregulated and J 
upregulated in SMC1A-R586W mESCs. K K4me3 signal at TSSs of Super-enhancer associated genes. L 
K27ac signal at Super-enhancer Domains. M K27me3 signal at Polycomb Domains identified by Dowen 
et al. (2014). K4me3 and K27me3 data represents merge of two biological replicates for each group. 
K27ac data shown represents merge of three biological replicates of wildtype and two each of SMC1A-






Figure S5.2, Related to Figure 5.2. Histone modifications in SMC1A-R586W mESCs. A UCSC 
Genome Browser coverage tracks showing K27me3 distribution at the Nes locus in mESCs. A Overlap of 
K4me3 peaks called in wildtype and SMC1A-R586W mESCs B Overlap of K4me3 peaks, C K27ac 
peaks, and D K27me3 peaks in wildtype and SMC1A-R586W mESCs. E Differential binding analysis 
performed with Diffbind (Ross-Innes et al. 2012) for K4me3, F K27ac, and G K27me3. Red dots indicate 
p<0.05. H Expression of DEGs with TSSs containing a called K4me3 peak only in WT, only in SMC1A-
R586W mESCs, or in both. **, p<0.01 and ****, p<0.0001 as measured by Kruskal-Wallis test. I 
Expression of DEGs with TSS containing aK27ac peak only in WT, only in SMC1A-R586W mESCs, or in 
both (with increased signal in SMC1A-R586W mESCs as measured by Diffbind ‘Inc. in R586W’). ****, 
p<0.0001 as measured by Kruskal-Wallis test. J Expression of DEGs with TSSs containing a called 





























Reduced cohesin at promoters and enhancers in SMC1A-R586W mESCs. 
 To investigate possible mechanisms by which the SMC1A-R586W mutation might alter cohesin 
function in order to cause global transcriptional changes, we evaluated cohesin distribution on chromatin 
by performing ChIP-seq for the core cohesin subunit RAD21. Given that other hinge mutations 
characterized in yeast impair cohesin loading, we hypothesized that the SMC1A-R586W mutation might 
act similarly and cause a global reduction in cohesin signal. ChIP-seq data were of good quality, and 
showed strong correlation between replicates and between the two SMC1A-R586W clones (Figure 
S5.3A-E; Table S2). Whereas global RAD21 levels were generally maintained in mutant cells compared 
to wildtype (Figure 5.3A-B), at promoters and enhancers there was a strong reduction in RAD21 signal 
(Figure 5.3C). Additionally, both mutant clones showed reduced signal-to-noise compared to wildtype 
(Figure S5.3C-D). K-means clustering of RAD21 signal into three distinct categories was performed: a 
group of high-amplitude RAD21 signal in all groups marked also by high CTCF signal in wild type cells; a 
group with relatively higher RAD21 signal in SMC1A-R586W mESCs marked by intermediate wildtype 
CTCF signal, and a large group with low-amplitude RAD21 signal in wild type, minimal RAD21 signal in 
the two mutant lines, and minimal CTCF signal in wild type cells (Figure 5.3B). Peak calling using merged 
replicates revealed fewer peaks in SMC1A-R586W compared to wildtype mESCs (~28,000 versus 
52,000, respectively) (Figure 5.3D). The number of RAD21 peaks overlapping CTCF sites was largely 
unchanged in SMC1A-R586W mESCs, while overlap of RAD21 peaks with K4me3-marked promoters 
and K27ac-marked enhancers was substantially decreased (Figure 5.3E). The 4,390 ectopic RAD21 
peaks gained in both SMC1A-R586W clones (but not present in wildtype mESCs) mostly overlapped 
CTCF sites, while RAD21 peaks specific to wild type mESCs more frequently overlapped promoters and 
enhancers and rarely overlapped CTCF sites (Figure 5.3F). Similarly, differential binding analysis of a 
consensus peak list revealed a relatively small number of sites with increased RAD21 signal in SMC1A-
R586W mESCs compared to wildtype, which tended to overlap CTCF sites, and a larger set of sites with 
decreased RAD21 signal that tended to overlap promoters and enhancers (Figure 5.3G-H). Furthermore, 
RAD21 loss was broadly observed across sites with active histone modifications, including K4me3-
marked TSSs, and both TSS-proximal and -distal K27ac peaks (Figure S5.3F-H). Given the large set of 
genes whose expression either increases or decreases in R586W mESCs, we investigated cohesin levels 
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at their promoters. Strikingly, RAD21 was similarly depleted from the promoters of both upregulated and 
downregulated genes in SMC1A-R586W mESCs, indicating that cohesin may be required for both 
activation and repression of gene expression (Figure S5.3I-J). Finally, given that the SMC1A-R586W 
mutation causes loss of cohesin from a subset of genomic sites, we performed subcellular protein 
fractionation experiments to assess bulk cohesin levels on the genome (Figure 5.3I-J). These results 
revealed that neither the core cohesin complex or loading subunit NIPBL are depleted from chromatin in 
bulk as a consequence of the SMC1A-R586W mutation. We conclude that the SMC1A-R586W mutation 
interferes with cohesin localization to promoters and enhancers, and that this interference results in the 
dysregulated transcription observed in mutant cells.   
 
Reduction of small DNA loops in SMC1A-R586W mESCs 
 Since the SMC1A-R586W mutation reduces cohesin levels at promoters and enhancers, we 
investigated whether chromatin looping was also altered. We performed in situ Hi-C on wildtype and 
SMC1A-R586W mESCs, and analyzed the data using the Juicer software package (Durand et al. 2016b). 
We generated two Hi-C replicates from wildtype and SMC1A-R586W mESCs, totaling approximately 
1.1x109 reads for each genotype, and determined that the data were of good quality and replicates were 
well-correlated using several metrics (Figure S5.4A-B and Table S4). Reads from replicates were merged 
together for subsequent analyses. The Arrowhead algorithm was used to identify contact domains, which 
represent regions that contain many Hi-C contacts. We found a striking depletion of short-range, intra-
domain contacts in SMC1-R586W mESCs at the HoxA locus (Figure 5.4A). We further compared genome 
organization, histone modifications, and cohesin occupancy at two AML tumor suppressor genes 
identified as downregulated in SMC1A-R586W mESCs. Dnmt3a expression was reduced by >70% in 
SMC1A-R586W mESCs, and Hi-C revealed that local, short-range contacts around the Dnmt3a locus are 
substantially decreased, with several small contact domains observed in wildtype and two larger contact 
domains present in SMC1A-R586W mESCs (Figure S5.5A). Notably, RAD21 ChIP-seq signal is 
substantially reduced in both SMC1A-586W mESC clones compared to wildtype, while K27ac signal is 
not altered (Figure S5.5B). A similar pattern is observed at the tumor suppressor and Super-enhancer 
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Domain gene Tet2, whose expression is decreased by 65% in SMC1A-R586W mESCs. Depletion of local 
contacts are observed at the Tet2 locus, yet no change in K27ac signal is observed (Figure S5.5C-D). 
Additionally, RAD21 signal is largely maintained at CTCF sites flanking the Tet2 gene, but is lost from the 
Tet2 TSS in SMC1A-R586W mESCs. These results suggest that loss of cohesin from critical disease-
associated loci may cause loss of regulatory DNA contacts and alter gene expression. 
 Fewer contact domains were called in SMC1A-R586W mESCs relative to wildtype, with smaller 
contact domains (<500kb in size) exhibiting the greatest loss (Figure 5.4B-C and S5.4C). Insulation 
scores and directionality indices were measured to assess the strength of contact domains and their 
ability to prevent contacts from crossing their boundaries (Dixon et al. 2012; Crane et al. 2015). These 
analyses revealed that SMC1A-R586W contact domains were less defined and exhibited reduced 
insulation capacity compared to wildtype (Figure S5.4D-E). 
 Next, we used the HiCCUPs algorithm to identify DNA loops, which are pairwise contacts 
between distal regions of the genome. Similar to our analysis of contact domains, we detected fewer DNA 
loops in SMC1A-R586W mESCs than wildtype and found that the distribution was shifted toward longer 
loops in the mutant cells (Figure 5.4D-E and S5.4F). This loss of shorter DNA loops in SMC1A-R586W 
mESCs is consistent with a loss of enhancer-promoter contacts (Figure 5.4D). A simple intersection of 
loop anchor positions identified sets of loops lost and gained in SMC1A-R586W mESCs, however, 
HiCCUPsDiff analysis demonstrated that virtually all gains and losses represent quantitative changes in 
loop strength, not qualitative changes to loop structures (Figure 5.4E). Because most wildtype loops are 
retained in SMC1A-R586W cells, just at sub-threshold levels, we performed Aggregate Peak Analysis 
(APA) (Rao et al. 2014) using both the wildtype loop list and SMC1A-R586W loop list to quantify the 
changes in loop strength. Excluded from this analysis were relatively rare, but extremely large loops (> 
2Mb) as they may represent technical artifacts of the loop-calling algorithm and not reflect biologically 
meaningful structures. We found that DNA loops identified in wildtype mESCs displayed a significantly 
stronger APA score in wildtype than SMC1A-R586W cells (Figure 5.4F). Interestingly, the reciprocal 
analysis was also true, DNA loops identified in SMC1A-R586W cells displayed a significantly stronger 
APA score in SMC1A-R586W cells than in wildtype. Since APA score is determined by measuring the 
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enrichment of signal in the point of a called loop relative to signal in the interior of the loop (Rao et al. 
2014), this analysis may reflect the diminished intra-loop signal in SMC1A-R586W cells compared to 
wildtype rather than enhanced strength of a DNA loop boundary. Finally, we investigated whether the 
strength of DNA loops related to loop size by performing APA on the wildtype DNA loop list subsetted into 
the size categories presented in Figure 5.4D. This analysis revealed that SMC1A-R586W cells have 
weaker DNA loops across all size categories compared to wildtype (Figure S5.4G).  
 To further explore whether enhancer-promoter loops were specifically lost in SMC1A-R586W 
mESCs, we overlapped the positions of loop anchors in each group with promoter and enhancer 
elements (Figure 5.2) and saw that loops anchored by K4me3-marked TSSs or TSS-distal K27ac sites 
were more frequently lost than gained in SMC1A-R586W mESCs relative to wild type (Figure S5.4H). 
Conversely, SMC1A-R586W mESCs were better able to retain loops anchored by CTCF and RAD21 
(Figure S5.4I). We evaluated more transient interactions formed by promoters and enhancers by plotting 
the frequency distributions of contact lengths with promoters, distal K27ac sites, and CTCF-bound 
elements and noted a striking depletion of short-range contacts at all three classes in SMC1A-R586W 
mESCs (Figure 5.4G-J). Finally, we assessed whether the organization of the genome into active and 
repressed compartments was altered by the SMC1A-R586W mutation, as loss of Cohesin activity has 
been associated with altered compartment structure (Rao et al. 2017). Minimal changes in 
compartmentalization of the genome were observed in SMC1A-R586W mESCs compared to wildtype 
(Figure S5.4J-K). We conclude that the SMC1A-R586W mutation impairs the ability of mESCs to organize 
chromatin into loops and contact domains, which correspond to short-range contacts between regulatory 
elements such as enhancers and promoters. 
 
Relationship between SMC1A-R586W and cohesin accessory proteins 
 Given recent findings that the R586 region of SMC1A may interact with STAG proteins and 
NIPBL (Shi et al. 2020), we sought to investigate whether the SMC1A-R586W mutation disrupts the 
physical or functional interactions between the core cohesin complex and NIPBL or STAG proteins. To 
assess this, we performed coIPs with antibodies targeting SMC1A, NIPBL, and STAG2 in wildtype and 
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SMC1A-R586W mESCs (Figure 5.5A). Western blotting on precipitated proteins revealed that  
incorporation of STAG2 and NIPBL into the cohesin complex was largely unchanged between wildtype 
and SMC1A-R586W mESCs (Figure 5.5A and S5.6A-E). Next, we assessed whether functional 
interactions between the cohesin complex and its accessory proteins were impacted by the SMC1A-
R586W mutation. Since NIPBL is required for cohesin loading at promoter and enhancer elements (Ciosk 
et al. 2000; Watrin et al. 2006; Muñoz et al. 2019), we investigated whether wildtype and SMC1A-R586W 
cells are similarly impacted by Nipbl knockdown. Nipbl knockdown using siRNA dramatically reduced 
cellular proliferation of SMC1A-R586W, but not wildtype mESCs (Figure 5.5B-D and S5.6F), indicating 
greater sensitivity to NIPBL loss in the mutant cells. In other cell types, depletion of the cohesin unloading 
factor WAPL increases the amount of cohesin on chromatin and rescues cell growth phenotypes caused 
by reduced NIPBL function (Haarhuis et al. 2017). Therefore, we investigated whether knockdown of 
WAPL rescues the reduced proliferation of SMC1A-R586W mESCs. Instead, Wapl knockdown failed to 
increase proliferation of SMC1A-R586W mESCs (Figure 5.5B, and S5.6E-H), suggesting that the defect 
in SMC1A-R586W mESCs is not fully explained by disruption of NIPBL-mediated cohesin loading. In 
yeast, Pds5 potently inhibits Scc2/NIPBL activity, arresting cohesin translocation and ATP hydrolysis 
(Petela et al. 2018). Therefore, we investigated whether co-depletion of PDS5A and PDS5B might rescue 
proliferation defects in SMC1A-R586W mESCs. We performed SMC1A coIP and confirmed that PDS5A 
and PDS5B are capable of incorporation into the cohesin complex in SMC1A-R586W mESCs (Figure 
S5.6I). However, simultaneous treatment of mESCs with Pds5a and Pds5b siRNAs caused similar 
proliferation defects in wildtype and SMC1A-R586W cells (Figure 5.5E-G and S5.6J). Together, these 
data indicate that the proliferation defect of SMC1A-R586W mESCs is not simply due to altered cohesin 






Figure 5.3. Cohesin is selectively depleted at promoters and enhancers in SMC1A-R586W mESCs. 
A RAD21 enrichment measured by ChIP-seq at the HoxA locus in wildtype and R586W cl1 and cl2. B 
Heatmap representation of RAD21 and CTCF enrichment, with k-means clustering. Rows are ranked in 
descending order based on WT RAD21 signal (column 1). C Average signal plots depicting RAD21 
enrichment at CTCF sites, a merged list of K27ac peaks (enhancers), and a merged list of K4me3-
marked TSSs (promoters) in wildtype and R586W cl1 and cl2. D Overlap of called peaks in wildtype and 
R586W cl1 and cl2. E Distribution of RAD21 peaks across the given genomic sites in wildtype and 
R586W mESCs. F Distribution of RAD21 peaks common to both R586W clones but not wildtype mESCs. 
G Differential analysis using Diffbind of RAD21 signal at peaks common to wildtype and both R586W 
clones. Red, p-adj<0.1. H Distribution across given genomic sites of peaks with increased or decreased 
signal in R586W mESCs as measured by Diffbind. For analyses shown, data from 2 biological replicates 
for each of wildtype, R586W cl1, and R586W cl2 were merged. I Representative western blots showing 
the levels of indicated proteins in soluble (Sol.) and chromatin-bound (CB) fractions. J Amounts of 
chromatin-bound protein expressed as a fraction of total (chromatin-bound + soluble) signal for WT, 





Figure S5.3, Related to Figure 5.3. RAD21 ChIP-seq in SMC1A-R586W mESCs. A Correlation 
analysis and B principal component analysis of wildtype and R586W individual RAD21 ChIP-seq 
replicates. C Fingerprint analysis of individual and D merged RAD21 ChIP-seq replicates in wildtype and 
R586W mESCs. E Heatmaps displaying RAD21 signal in individual replicates across same set of peaks 
as in Figure 3B. F K27ac signal at K27ac peaks ≤1kb from a TSS. G K27ac signal at K27ac peaks >1kb 
from a TSS. H Overlap of indicated histone modification with WT RAD21 peaks or a merged list of 
SMC1A-R586W RAD21 peaks. I RAD21 ChIP signal at TSSs associated with upregulated or J 



















Figure 5.4. Altered chromatin looping in SMC1A-R586W mESCs. A Hi-C heatmaps at 10kb resolution 
centered around the HoxA locus in wildtype and R586W mESCs. Yellow lines indicate positions of 
contact domains called by Arrowhead in each. B Distribution of contact domains by size in WT and 
SMC1A-R586W mESCs. C Overlap of domain positions in WT and SMC1A-R586W mESCs. D 
Distribution of loops by size in WT and SMC1A-R586W mESCs. E Left, overlap of loop positions between 
wildtype and R586W mESCs as measured by Juicer Tools CompareLists routine. Right, overlap of loop 
positions as measured by Juicer Tools HICCUPsDiff routine F Aggregate peak analysis (APA) in wildtype 
and R586W mESCs, at wildtype loops (top row) or R586W loops (bottom row). p<0.05 as measured by 
Kruskal-Wallis test with Dunn’s multiple comparisons correction for wildtype vs R586W when APA is 
determined at wildtype loop calls (top row), and wildtype vs R586W when APA is determined at R586W 
loop calls (bottom row). G Distribution of contact distances with K4me3-marked TSSs, H CTCF sites, or I 
TSS-distal K27ac sites in WT and SMC1A-R586W mESCs. Line is mean of two replicates in each group. 
Statistical significance tested using Kolmogorov-Smirnoff test. J Binned interactions under 500kb with 


























Figure S5,4, Related to Figure 5.4. Three-dimensional genome organization in SMC1A-R586W 
mESCs. A Hi-C heatmaps at 10kb resolution centered around the HoxA locus for individual replicates in 
wildtype and B SMC1A-R586W mESCs. Cyan dots indicate positions of called loops in merged data. C 
Cumulative distribution plot of contact domain size in wildtype and SMC1A-R586W mESCs. D Insulation 
scores and E directionality indices at contact domain boundaries in merged wildtype and SMC1A-R586W 
data sets. F Cumulative distribution plot of DNA loop size in wildtype and SMC1A-R586W mESCs. G APA 
scores in WT and SMC1A-R586W mESCs using WT-called DNA loops in specified size ranges. H 
Overlap of DNA loop anchors with histone modifications and I CTCF and/or RAD21 in wildtype and 
SMC1A-R586W mESCs. J Compartment analysis along chromosome 1 and K genome-wide in wildtype 

















Figure 5.5. Physical and functional interactions between NIPBL and Cohesin in SMC1A-R586W 
mESCs. A Co-immunoprecipitation experiments were performed in wildtype and SMC1A-R586W mESCs 
with the indicated antibodies. Western blots shown are representative of 3 independent biological 
replicates. B Log2-transformed cell counts at the given time points in wildtype and SMC1A-R586W 
mESCs transfected with the indicated siRNA. n=4 biological replicates for siControl and siNipbl, and N=2 
biological replicates for siWapl. C Ratio of siNipbl to siControl proliferation in wildtype and SMC1A-
R586W mESCs. *, p<0.05 as measured by two-way ANOVA between WT and R586W cl1. #, p<0.05 as 
measured by two-way ANOVA between WT and R586W cl2 . D Transcript levels in siNipbl and siWapl 
transfected mESCs. n=4 biological replicates for siNipbl, n=2 for WT and R586W clone 1 siWapl, and n=1 
for R586W clone 2 siWapl.  p<0.05 as measured by two-way ANOVA. E Log2-transformed cell counts at 
the given time points in wildtype and SMC1A-R586W mESCs transfected with the indicated siRNA. n=2 
biological replicate for siControl and siPds5a+Pds5b. F Ratio of siPds5a+Pds5b to siControl proliferation 
in wildtype and SMC1A-R586W mESCs. n=2 biological replicates. All differences not significant as 
measured by two-way ANOVA. G Transcript levels in siPds5a+Pds5b knockdown mESCs expressed 








Figure S5.5, Related to Figures 5.2, 5.3, and 5.4. Changes in genome organization and cohesin 
enrichment at AML tumor suppressor loci. A Difference map (R586W – WT) of Hi-C signal atthe 
Dmnt3a locus. Data presented at 10kb resolution. B Contact domain calls, RAD21 and K27ac ChIP-seq 
signal at the Dnmt3a locus in WT and SMC1A-R586W mESCs. C Difference map (R586W – WT) of Hi-C 
signal at the Tet2 locus. Data presented at 10kb resolution. D Contact domain calls, RAD21 and K27ac 







Figure S5.6, Related to Figure 5.5. Physical and functional interactions between cohesin and 
cohesin accessory proteins in SMC1A-R586W mESCs. A-E Quantification of 3 biological replicates of 
the coIP experiment presented in Figure 5A. Graphs in A-C provide quantification of the indicated bands 
represented by the blot on the left in Figure 5A. Graphs on D-E provide quantification of the indicated 
bands represented in the blot on the right in Figure5A. All differences between wildtype and SMC1A-
R586W are not significant as measured by two-way ANOVA. F Non-transformed cell count data from 
experiment in Figure 5G. G Ratio of siWapl to siControl proliferation in wildtype and SMC1A-R586W 
mESCs. Differences n.s. as measured bytwo-way ANOVA. H Wapl knockdown relative to siControl-
treated cells as measured by RT-qPCR in siNipbl and siWapl mESCs. n=2 biological replicates for all 
except R586W clone 2, where n=1 biological replicate. I Western blots were performed with the indicated 
antibodies on material recovered from the indicated IP experiments. Data are representative of two 



















 Here, we demonstrate that a cancer-associated mutation to the hinge domain of SMC1A results 
in striking changes to gene expression and genome organization. Cohesin complexes containing SMC1A-
R586W show reduced occupancy at enhancers and promoters, and decreased short-range DNA loops. 
The DNA loops and contact domains formed in SMC1A-R586W mESCs are compromised, as measured 
by several metrics. These results suggest that the SMC1A-R586W mutation interferes with both cohesin 
localization and the ability of cohesin complexes to mediate DNA loop interactions. These changes in 
DNA loop interactions are sufficient to alter gene expression even in the absence of large-scale changes 
to active or repressive chromatin modifications. Notably, the broad transcriptional and architectural 
changes observed in SMC1A-R586W mESCs occur in the absence of additional cancer mutations, single 
nucleotide polymorphisms, and variants seen in disease settings, demonstrating that altered cohesin 
function is sufficient to bring about changes that may contribute to the disease state. 
 Despite the changes in gene expression observed in SMC1A-R586W mESCs, there were not 
major changes in H3K27ac, H3K4me3 and H3K27me3 patterns, suggesting a partial uncoupling of the 
histone code and gene expression. Rather than causing changes to the histone code, the SMC1A-
R586W mutation may impact RNA polymerase II (RNAPII) elongation. Enhancers are thought to stimulate 
the transition of the paused form of RNAPII to the elongating form that productively synthesizes RNA 
(Smith and Shilatifard 2014; Bradner et al. 2017). Indeed, cohesin depletion or cohesin mutations have 
previously been shown to increase RNAPII pausing at cohesin-bound genes and decrease transcription 
in gene bodies (Schaaf et al. 2013). Therefore, cohesin can act like other enhancer-bound proteins that 
promote RNAPII elongation through gene bodies leading to productive transcription. Our results are 
consistent with studies demonstrating that altered levels of cohesin subunits lead to significant changes in 
expression of hundreds to thousands of genes (Kagey et al. 2010; Dowen et al. 2013; Arruda et al. 2020). 
This is somewhat different from reports where acute or transient depletion of cohesin subunits causes 
relatively fewer genes to change in expression (Zuin et al. 2014; Rao et al. 2017). Interestingly, while 
acute depletion of RAD21 levels by approximately 80 percent only changes expression of dozens of 
genes, it is sufficient to reduce local, intra-domain contacts, similar to the pattern observed in SMC1A-
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R586W mESCs (Zuin et al. 2014). We also note that, despite the broad transcriptional changes observed 
in SMC1A-R586W mESCs, they exhibit minimal changes in compartmentalization. This is consistent with 
the relatively unchanged histone modification landscape in SMC1A-R586W mESCs, as 
compartmentalization is driven in part by chromatin state (Bonev and Cavalli 2016). Instead, 
transcriptional changes in SMC1A-R586W appear to be driven by a decrease in DNA loops and contact 
domains, without major changes in chromatin state. 
 These findings represent the first functional characterization of the cohesin hinge in mammalian 
cells and reveal a role for the hinge domain in regulating cohesin localization and chromatin looping. In 
yeast, suppressor screens have implicated the hinge in both establishing the topological embrace of DNA 
required for sister chromatid cohesion and in permitting non-topological interactions with DNA) (Mishra et 
al. 2010; Srinivasan et al. 2018; Kurze et al. 2011). Neutralization of positively charged Smc1 and Smc3 
residues near the central pore of the hinge prevents topological association with chromatin, while 
mutation of residues that destabilize the Smc1-Smc3 hinge interface abrogates both topological and non-
topological interactions. While the R586W mutation does disrupt a positively charged residue similar to 
the yeast mutations in the pore of the hinge domain, we note several distinctions between the R586W 
and yeast mutant phenotypes. The R586 residue is located far from the central pore structure and the 
SMC1A-SMC3 hinge interface, and the absence of cell cycle defects in SMC1A-R586W mESCs suggests 
that the mutation does not impair topological engagement of cohesin with chromatin, as was shown with 
several yeast hinge mutations (Srinivasan et al. 2018). Our ChIP-seq data further indicate that cohesin 
loading is not affected to the extent required to disrupt sister chromatid cohesion and the cell cycle 
(Heidinger-Pauli et al. 2010). Therefore, it is unlikely that SMC1A-R586W disrupts the central pore or 
stability of the hinge domain. 
 Our evidence indicates that the R586W mutation alters cohesin localization and DNA looping, 
potentially by altering interaction between the hinge and cohesin accessory proteins or DNA. Several 
studies of yeast cohesin suggest the hinge interacts with both the kleisin-bound accessory proteins STAG 
and PDS5, and the ATPase heads of SMC1 and SMC3 (Mc Intyre et al. 2007; Uhlmann 2016; Xu et al. 
2018). Xu et al. (2018), employed suppressor screens in yeast that indicated the cohesin hinge may 
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cooperate with the ATPase/kleisin/HEAT interface to dynamically bind and release DNA as part of DNA 
loop extrusion by the complex (Davidson et al. 2019; Nichols and Corces 2018; Kim et al. 2019). This 
dynamic binding and release of chromatin is thought to involve a conformational change of cohesin 
between extended and folded states, resulting in an inchworm-like motion (Nichols and Corces 2018). 
Cryo-EM structures suggest that the cohesin hinge may make dynamic contacts with STAG1, single 
stranded DNA, or NIPBL through residues including R586 (Shi et al. 2020). However, depletion of PDS5A 
and PDS5B or WAPL failed to rescue the SMC1A-R586W-induced proliferation defect, indicating that 
decreased cohesin unloading is not sufficient to rescue the mutant phenotype. This suggests that the 
SMC1A-R586W defects are independent of NIPBL and its function as a cohesin loader. Thus, the R586W 
mutation may instead disrupt the folded conformation of cohesin and thereby reduce the efficiency of 
cohesin motion or loop extrusion. While our work does not directly address involvement of the cohesin 
hinge in translocation or DNA loop extrusion, our Hi-C results reveal a loss of intra-domain contacts 
similar to that seen upon inhibition of cohesin ATPase activity in lymphoblastic cell lines(Vian et al. 2018). 
However, whereas inhibition of cohesin ATPase activity caused a selective decrease in cohesin signal at 
CTCF sites, the SMC1A-R586W mutation caused a selective decrease in cohesin signal at enhancers 
and promoters.  This suggests that both the hinge and the ATPase domains of cohesin play important, 
yet distinct roles in cohesin mobility on chromatin.   
 Notably, our results are the first to demonstrate that a cancer mutation in the cohesin complex 
causes changes in genome organization. In murine AML models, cohesin point mutations and loss-of-
expression mutations have been shown to participate in leukemogenesis by permitting hematopoietic 
stem cells (HSCs) to explore aberrant, pre-leukemic transcriptional programs and open novel enhancer-
like elements in (Mazumdar et al. 2015; Mullenders et al. 2015; Viny et al. 2015; Galeev et al. 2016). 
However, these studies do not establish a direct mechanism through which mutant cohesin molecules 
drive disease pathology. While we observe similar transcriptional dysregulation in our SMC1A-R586W 
mESCs, Hi-C data indicate that SMC1A-R586W may act primarily through weakening of intra-domain 
regulatory contacts. Similar loss of local chromatin interactions was observed in Stag2-null murine HSCs, 
suggesting that this finding may be generalizable to a number of pathologies linked to cohesin mutations 
(Viny et al. 2019).   
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 While cancer cells are generally thought to grow and divide rapidly, the SMC1A-R586W mutation 
causes decreased proliferation of mESCs. A possible explanation for how this genetic mutation may 
contribute to oncogenesis, independent of control of cell growth rate, is through an epigenetic 
mechanism. Cohesin is an epigenetic regulator of gene expression and cellular identity. The aberrant cell 
identity in SMC1A-R586W mESCs may reflect the ‘epigenetic priming’ effect described for several first-hit 
mutations in myeloid neoplasia (Vicente-Dueñas et al. 2018). Reduced or ablated activity of epigenetic 
regulators such as DNMT3A and TET2 causes precocious expression of differentiation-associated gene 
expression programs in HSCs; additional mutations cause unchecked proliferation resulting in overt 
oncogenesis. Similar phenotypes emerge in models of cohesin cancer mutations during murine 
hematopoiesis (Mullenders et al. 2015; Mazumdar et al. 2015; Viny et al. 2019). Cohesin mutations in 
cancer may permit cancer-initiating cells to explore aberrant developmental fates before acquiring other 
mutations that cause hyper-proliferative phenotypes. The hematopoietic system may be especially 
sensitive to such mutations in epigenetic regulators, as HSCs turn over slowly and a clonal subpopulation 
with increased self-renewal capacity could potentially survive for decades before acquiring the additional 
mutations needed for myeloid neoplastic syndromes to emerge (Sperling et al. 2017). Consistent with 
this, in a murine model of AML driven by monoallelic inactivation of Smc3, disease only developed once 
Smc3+/- HSCs were also given the proliferation-driving FLT3-internal tandem duplication (ITD) cancer 
mutation, although SMC3 loss alone was sufficient to cause aberrant activation of non-HSC 
transcriptional programs (Viny et al. 2015). Conversely, SMC1A-R586W may represent a second hit that 
creates conditions permissive to oncogenesis, where benign neoplasias can adopt more aggressive 
characteristics. We propose that a similar mechanism is at work in SMC1A-R586W cancers, and that this 
multi-hit model may be generalizable to other cohesin loss-of-function mutations in a variety of cancers. 
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CHAPTER 6 – DISCUSSION AND FUTURE DIRECTIONS 
6.1 WIZ regulates cohesin localization, cellular identity, and genome architecture 
 The biological functions of WIZ have not been well studied. Despite one previous publication 
suggesting that WIZ occupies CTCF binding sites across the genome, the potential function of WIZ at 
CTCF sites had not previously been explored (Isbel et al. 2016). CHAPTER 2 of this work describes 
previously unrecognized roles for WIZ in gene expression, maintenance of cell identity, genome 
architecture, and cohesin localization. In WT mESCs, WIZ, CTCF, and cohesin form a protein complex. 
The interactions between WIZ and CTCF, or WIZ and cohesin, may be direct or indirectly mediated by 
additional proteins, however our studies indicate that the interactions persist after degradation of DNA 
and RNA. These proteins colocalize on chromatin, as evidenced by extensive overlap of ChIP-seq peaks 
for the proteins. Together, WIZ, CTCF, and cohesin occupy promoters, enhancers, and DNA loop 
anchors across the genome. 
 The loss of WIZ in mESCs alters cellular identity, with genes supporting the maintenance of the 
pluripotent state being significantly downregulated and genes promoting cellular differentiation being 
significantly upregulated. In total, more than 3,600 genes are significantly mis-regulated in cells lacking 
WIZ. About 2/3 of the differentially expressed genes are upregulated and about 1/3 are downregulated, 
consistent with previous reports suggesting WIZ has roles in both transcriptional activation and repression 
(Bian et al. 2015; Isbel et al. 2016). An increased number of DNA loops are detected in Wizdel mESCs, 
which are on average smaller than those in WT mESCs.  A connection between perturbed DNA loops 
and differential gene expression was not detected, however obtaining higher-resolution HiC data or 
utilizing more sensitive techniques, such as promoter capture Hi-C, to call loops in WT and Wizdel mESCs 
may allow for detection of a relationship. Surprisingly, the genome-wide distribution of cohesin is greatly 




 Over 25,000 ectopic cohesin peaks were identified in cells lacking WIZ. Additionally, ~60% of 
retained binding sites between WT and Wizdel mESCs display significantly higher levels of cohesin ChIP-
seq signal in Wizdel mESCs. Ectopic cohesin peaks in the absence of WIZ rarely overlap cis-regulatory 
elements, compared to WT mESCs. Furthermore, despite more DNA loop anchors being detected in 
Wizdel mESCs, the ectopic cohesin peaks are rarely located at the base of DNA loop anchors. It is 
therefore possible that newly detected DNA loops in cells lacking WIZ are mediated by other structural 
regulatory proteins, such as YY1, ZNF143, or perhaps a yet unidentified regulator of DNA looping 
(Weintraub et al. 2017; Wen et al. 2018). Together, our data suggest that WIZ negatively regulates 
cohesin levels and localization across the genome. It is interesting to note that despite WIZ being 
detected at nearly all CTCF peaks in WT mESCs, loss of WIZ had little effect on the genome-wide 
distribution of CTCF. The number and location of CTCF ChIP-seq peaks is largely unchanged in cells 
lacking WIZ, and very few shared CTCF peaks display significant changes in ChIP-seq signal. Therefore, 
despite localizing extensively to CTCF sites, it appears that WIZ has a negligible role in controlling the 
genomic localization of CTCF.  
 In CHAPTER 3 of this work, how WIZ-mediated regulation of cohesin localization is similar to or 
distinct from both G9a-mediated and WAPL-mediated regulation of cohesin localization is explored.  
Whereas WIZ associates with the G9a/GLP complex, we hypothesized that ectopic cohesin peaks in the 
absence of WIZ may be due to loss of G9a-mediated heterochromatin formation (Simon et al. 2015). 
Instead, analysis reveals that WIZ and G9a distinctly regulate the localization of cohesin. While a similar 
number of ectopic peaks are detected in each condition, the ectopic peaks are found at distinct loci, with 
an average of over 40kb separating an ectopic cohesin peak in the absence of G9a from an ectopic 
cohesin peak in the absence of WIZ. Most of the cohesin sites affected by loss of G9a are also affected 
by loss of WIZ, though loss of WIZ results in a more consistent change in cohesin ChIP-seq signal. Nearly 
all sites which are differentially occupied by cohesin in both Wizdel mESCs and G9a KO mESCs have 
increased cohesin ChIP-seq signal in cells lacking WIZ, while cohesin occupancy at these same sites is 
more variably affected by loss of G9a. In contrast, loss of G9a has little to no effect on ectopic cohesin 
peaks in the absence of WIZ. Furthermore, the ectopic cohesin peaks which display the greatest increase 
in Wizdel mESCs tend to be more enriched for the euchromatic H3K4me2 and H3K4me3 marks. It is 
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interesting to note that some ectopic cohesin peaks in Wizdel mESCs are somewhat enriched for the 
heterochromatic H3K9me2 mark, but these peaks tend to display a more muted change in cohesin ChIP-
seq signal than sites marked with H3K4me2/3 in WT cells. This strongly implies that while the role of WIZ 
in G9a-mediated heterochromatin formation does influence the genome-wide localization of cohesin, it is 
not the primary driver of cohesin mis-localization in the absence of WIZ.  
 These results suggest that WIZ and G9a have at least partially distinct roles in cohesin 
localization, with WIZ exhibiting a more widespread and consistent effect on cohesin signal. This 
discovery is particularly interesting because WIZ and G9a are not known to function independently of 
each other. The data presented here do not rule out the possibility that G9a exists in the 
WIZ/CTCF/cohesin complex, but do suggest that G9a is not a major regulator of cohesin distribution in 
the same way that WIZ functions. It would be informative to perform co-immunoprecipitation (coIP) 
experiments for CTCF, cohesin, and G9a to determine whether G9a also binds to these architectural 
proteins. It would also be illuminating to generate cells with mutations in the various zinc fingers of WIZ to 
determine whether any of these domains specifically regulate its binding to G9a and/or CTCF/cohesin, in 
an attempt to generate separation of function alleles. Although previous literature suggests that G9a and 
H3K9me2 are lost from chromatin in the absence of WIZ, it must be noted that it has not been formally 
shown that either G9a protein levels or H3K9me2 levels are altered in our Wizdel mESCs. A more 
thorough understanding of the complex relationship between WIZ, G9a, and CTCF/cohesin would require 
further assessment of the localization on chromatin and protein interactions of G9a in Wizdel mESCs.  
 WIZ also regulates cohesin localization in a manner distinct from WAPL. WAPL is considered to 
be an unloader of cohesin, with loss of WAPL leading to increased levels of cohesin on chromatin, as 
observed by microscopy (Kueng et al. 2006; Gandhi et al. 2006). Analysis of cohesin localization on 
chromatin in cells lacking either WIZ or WAPL reveals that loss of WIZ has a more widespread and 
consistent effect on cohesin localization than auxin-induced degradation WAPL. Loss of WIZ tends to 
cause an increase in cohesin ChIP-seq signal at ectopic cohesin peaks identified in cells lacking WAPL, 
but loss of WAPL does not seem to have an effect on cohesin localization at ectopic cohesin peaks 
identified in the absence of WIZ. These results indicate that WIZ has an effect on cohesin localization 
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comparable to or greater than the effect of a canonical cohesin regulator. It would be interesting to 
understand more about the effect of WIZ loss on WAPL protein levels and localization, however current 
studies are limited by the availability of robust commercial antibodies.  
 Taken together, our data reveal that WIZ is a regulator of genome-wide cohesin localization. Loss 
of WIZ results in increased cohesin ChIP-seq signal at nearly every WT cohesin binding site. The precise 
mechanism by which WIZ regulates cohesin localization on chromatin remains unclear. Since the bulk 
levels of chromatin bound cohesin appear unaltered in Wizdel mESCs, but nearly all binding sites 
identified by ChIP-seq are occupied at a higher level, it is possible that deletion of WIZ somehow 
increases the residence time of cohesin on chromatin. This could be achieved, for example, by facilitating 
or preventing the acetylation of SMC3, which is a post-translational modification associated with 
increased stability or the “cohesive” form of cohesin. To determine whether WIZ affects cohesin residence 
time or binding dynamics, FRAP should be performed in WT and Wizdel mESCs.  
  Alternatively, WIZ may indirectly inhibit cohesin binding to chromatin by stabilizing other proteins 
on chromatin. Indeed, one previously reported role of WIZ is the stabilization of the G9a/GLP complex on 
chromatin (Simon et al. 2015). Motif analysis identified several transcription factors (i.e. ZNF263, SP1, 
and NFYA) whose motifs are enriched at ectopic cohesin peaks in Wizdel mESCs and observed 
enrichment of euchromatic marks at those peaks in WT cells. It is therefore possible that WIZ helps to 
stabilize various transcription factors at euchromatic sites in WT cells. Upon loss of WIZ, these factors 
may be degraded, allowing for cohesin loading to occur at these loci or cohesin molecules to 
translocate/extrude to regions of the genome previously bound by the degraded transcription factors. 
 Importantly, the method and duration of target protein depletion could underlie differences in the 
degree and nature of phenotypes observed in cells lacking either WIZ, WAPL, or G9a.  The Wizdel mESCs 
used in our studies are a stable cell line and have, therefore, existed without WIZ for several passages. A 
more careful evaluation of the direct consequences of loss of WIZ on cohesin localization, and how those 




6.2 An evolving understanding of the genome-wide binding dynamics of cohesin 
 Current models of cohesin dynamics suggest that loading is facilitated by NIPBL and unloading of 
the cohesin complex by WAPL. This view may be oversimplified. For example, recent studies suggest 
that NIPBL is required for active translocation of the cohesin ring, demonstrating that the role of NIPBL is 
not simply that of a ‘”loader” (Kim et al. 2019; Davidson et al. 2019). Furthermore, recent studies implicate 
several other proteins in facilitating the loading of cohesin, including nucleosome remodeling complexes 
and DNA replication machinery (Muñoz et al. 2019; Zheng et al. 2018). Reports have also suggested that 
the topological embrace of DNA by the cohesin ring is not required for DNA loop extrusion (Kim et al. 
2019). This proposition is somewhat paradoxical, since NIPBL is required for cohesin ring translocation 
and DNA entrapment by the ring is not required for loop extrusion. Therefore, NIPBL must have roles 
outside of the scope of its “loader” title.  
 The evidence implicating WAPL as a cohesin “unloader” is primarily microscopy-based. In HeLa 
cells, siRNA mediated knockdown of Wapl causes increased antibody staining of cohesin subunits on 
chromatin and increases the residence time of the cohesin complex on chromatin (Kueng et al. 2006). 
Increased cohesin residence time has also been observed in MEFs and HeLa cells upon induced Wapl 
deletion (Tedeschi et al. 2013; Wutz et al. 2017). In addition, reports suggest that knockdown of WAPL 
increases chromatin bound cohesin levels, but does not affect the total cellular levels of RAD21 protein as 
assayed by immunoblot (Gandhi et al. 2006; Tedeschi et al. 2013). These reports suggest a 
straightforward model in which WAPL negatively regulates the levels of cohesin on chromatin. However, 
contradictory reports do exist within the literature. Surprisingly, one study found that siRNA-mediated 
knockdown of WAPL has minor effects on chromatin bound levels of SMC3 and RAD21 in HeLa cells 
(Wutz et al. 2017). Further, in a separate study, ChIP-seq for cohesin and CTCF in MEFs lacking WAPL 
revealed few changes in the genome-wide distribution of cohesin and CTCF (Tedeschi et al. 2013). 
These ChIP-seq experiments also uncovered a loss of cohesin signal at the TSS of most genes which are 
upregulated in cells lacking WAPL, an effect contradictory to WAPL’s proposed role as solely an unloader 
of cohesin (Tedeschi et al. 2013).  As demonstrated in CHAPTER 3 of this work, ChIP-seq analysis 
reveals that cohesin binding sites are only mildly affected by the auxin-induced degradation of WAPL, and 
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upon loss of WAPL, cohesin occupancy across the genome undergoes various changes in signal 
intensity rather than displaying a consistent increase in signal. Interestingly, it seems that a yeast 
homolog of WAPL, Rad61, may have a role in cohesin localization on chromatin distinct from that of 
mammalian WAPL. Multiple reports indicate that in yeast cells containing Rad61 mutations, fewer cells 
exhibit sister chromatid cohesion than in WT Rad61 counterparts, suggesting a defect in cohesin binding 
to chromatin (Rowland et al. 2009; Warren et al. 2004). It has also been suggested that in yeast, WAPL is 
required for efficient association of cohesin with G2 phase chromosomes (Sutani et al. 2009). One report 
even suggests WAPL may have some functions in loading of the cohesin complex onto chromatin 
(Murayama and Uhlmann 2015). Taken together, the complete body of literature surrounding WAPL and 
NIPBL suggests that the field is just beginning to ascertain the molecular details of how these proteins 
regulate cohesin localization.  
 The terminology used to describe the roles of NIPBL and WAPL, as a cohesin loader and 
unloader, respectively, may have obscured their precise molecular roles in the nucleus. For example, 
NIPBL is required for proper cohesin levels and enhancers and promoters, but it was recently shown to 
stimulate ATP-dependent cohesin translocation along DNA.  It is now understood that cohesin can 
interact with chromatin in both topological and non-topological modes. Little is known about how these 
modes of DNA engagement relate to known biological functions of cohesin. It has been shown that 
topological embrace is required for sister chromatid cohesion, but not required for DNA loop extrusion in 
vitro (Kim et al. 2019; Murayama et al. 2018). Whether topological embrace is required for the stable 
formation and maintenance of DNA loops has not been demonstrated. It is also important to note that 
assays commonly used to assess the genome-wide distribution of cohesin, such as ChIP-seq, may be 
biased towards detecting cohesin bound to chromatin in one manner as opposed to the other. Even if 
both topologically and non-topologically bound cohesin can be detected by ChIP-seq, it is not yet possible 
to identify and separate these two different manners of binding. Given these two distinct modes of DNA 
interaction, it is unclear whether non-topologically bound cohesin would be considered to be “loaded” onto 
chromatin, or whether the “loading/unloading” terminology is specific to topologically-bound cohesin. It is 
also unclear whether an “unloading” mechanism would be required to release non-topologically-bound 
cohesin from chromatin. Understanding these aspects of the association of cohesin with chromatin is 
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essential for a complete understanding of the roles of “loaders” and “unloaders” in regulating cohesin 
localization. However, as the field is now beginning to appreciate, “loaders” and “unloaders” of cohesin 
from chromatin are not the only factors to impact cohesin localization on chromatin. Therefore, more 
studies are needed in order to expand the knowledge and lexicon of the cohesin cycle.  
 In recent years, structural biology studies have revealed that the cohesin ring adopts multiple 
conformations, including a rod like, V-shaped, and circular orientation, as well as more complex 
orientations involving contacts between many subunits and accessory proteins (Higashi et al. 2020). It is 
suggested that NIPBL stabilizes a conformation of cohesin which is advantageous for the loading of 
cohesin onto chromatin (Higashi et al. 2020). In the presence of ATP and DNA, NIPBL promotes 
engagement of the ATPase heads, whereas WAPL does not (Higashi et al. 2020). It is therefore 
important to consider what consequences different cohesin binding proteins and cohesin mutations may 
have on the conformation of the cohesin complex. It is also interesting to consider how different domains 
of the cohesin ring may function in these various conformations. In CHAPTER 5, the importance of the 
integrity of the cohesin hinge domain in the maintenance of the proper localization of cohesin on 
chromatin is explored. A cancer-associated mutation in the hinge domain causes decreased cohesin 
ChIP-seq signal genome-wide. This is consistent with prior reports which suggest that the hinge domain 
of cohesin plays an important role in cohesin occupancy of the genome (Gruber et al. 2006; Srinivasan et 
al. 2018). The altered genome occupancy in cells bearing a cohesin hinge domain mutation could be due 
to altered contacts between the hinge domain of cohesin and the accessory proteins NIPBL and 
STAG1/2, since these contacts are important features of the cohesin complex conformation (Higashi et al. 
2020). As structure-probing techniques like cryo-EM become more commonplace, it will be interesting to 
evaluate how various cohesin binding partners may affect the conformation and thus the function of the 
cohesin complex.  
 The relationship between the localization of cohesin on chromatin and the functions of the 
cohesin complex in gene expression and genome architecture is complex. Genome-wide removal of 
cohesin results in loss of DNA loops and alters gene expression (Rao et al. 2017; Dowen et al. 2014; Ing-
Simmons et al. 2015; Kagey et al. 2010; Nora et al. 2017; Seitan et al. 2013; Sofueva et al. 2013; Viny et 
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al. 2015; Zuin et al. 2014). However, individual loci do not always show a positive correlation between the 
occupancy of cohesin and the effects on transcription and DNA looping.  CHAPTER 2 of this work 
demonstrates that mESCs lacking WIZ display an increased number of DNA loops and cohesin binding 
sites, yet relatively few of the ectopic cohesin peaks in Wizdel cells act as DNA loop anchors. The 
relationship between mis-localized cohesin, differential gene expression, and differential DNA loop 
structures is complex and warrants investigation in future studies. CHAPTER 4 of this work demonstrates 
that although cohesin-STAG1 and cohesin-STAG2 complexes localize to shared binding sites across the 
genome, depletion of individual STAG proteins has non-redundant effects on gene expression. How 
different cohesin variations ring can occupy the same genomic locus and have different effects on 
transcription and architecture remains unclear. Notably, the STAG proteins are highly conserved in amino 
acid sequence, limiting the possibility of a protein-binding transcription factor binding uniquely to one 
STAG. Still, immunoprecipitation of the STAG proteins could be followed by mass spectroscopy in order 
to identify any binding partners unique to one homolog. Regardless, it is clear that further studies are 
required to fully determine the relationship between the presence of cohesin on chromatin at a particular 
genomic locus and the effects on the 3D structure of the genome and gene expression. 
 In conclusion, while phenomenal progress has been made in understanding the mechanisms that 
regulate cohesin binding to chromatin, there are still large gaps in our knowledge. The work presented 
within this dissertation begins to bridge these gaps by exploring various aspects of cohesin localization 
and function. A novel regulator of cohesin occupancy on chromatin, WIZ, is identified. By comparing the 
impact of loss of WIZ to loss of known cohesin regulators, it is demonstrated that WIZ regulates cohesin 
levels in a manner distinct from other known cohesin regulators, WAPL and G9a. Also revealed in this 
work is that a single point-mutation to the hinge domain of cohesin is sufficient to alter its genome-wide 
binding pattern and DNA looping. Thus, the structure and/or conformation of the cohesin ring impacts its 
functions in ways that the field does not yet fully understand. Finally, the mammalian STAG protein 
variants have largely redundant roles in cohesin localization, yet differing impacts on gene regulation. 
Therefore, the field still has much to discover about relationship between cohesin localization and 
function. Future studies of cohesin binding dynamics will complement these results describing cohesin 
occupancy across the genome and its functions. It is imperative that the field continues to dissect how 
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cohesin localization on chromatin is regulated in order to fully understand and appreciate the mechanisms 
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