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Necessary and sufficient conditions for the orthonormality of a multi-scaling
function f with integer dilation factor a and multiplicity r are established. Here
f : (f1 , . . . , fr)T and satisfies f(x)  (
M
k0
Pkf(ax 0 k) , for some positive
integer M , with P0 , . . . , PM being r 1 r real matrices and P0 , PM x 0. These
conditions also apply to the setting of the usual uni-scaling functions and uni-
wavelets ( i.e., multiplicity r  1). The orthonormality of all the multi-scaling
functions and multi-wavelets constructed in the wavelet literature can be veri-
fied. Extensive demonstrative examples are given. q 1998 Academic Press
Key Words: orthonormality; two-scale matrix symbols; two-scale matrix equa-
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1. INTRODUCTION
In the construction and applications of wavelets, certain properties are always desir-
able, such as continuity, compact and short supportedness, orthonormality, interpolat-
ing, and very importantly, symmetry or antisymmetry. However, with wavelet(s)
associated with only one scaling function, some of these properties are either impossi-
ble or incompatible. Recently, to obtain most of these desirable properties, the so-
called multi-wavelets [2, 17, 18] have been introduced [2, 7, 9, 17, 18, 23]. As usual,
these multi-wavelets are from their corresponding multi-scaling functions. In other
words, a multiresolution analysis (MRA) of L 2(R) is generated by several scaling
functions. Our main concern of this paper is how to establish necessary and sufficient
conditions for the orthonormality of a multi-scaling function or a multi-wavelet.
To see the differences of uni- and multi-scaling functions and wavelets, namely,
from scalars to matrices, let us look at an MRA of L 2(R) generated by one scaling
function f. A function f ˆ L 2(R) is called a uni-scaling function if it generates an
MRA of L 2(R) and satisfies
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f(x)  ∑
kˆZ
pkf(2x 0 k) ,
with two-scale symbol
P(z)  1
2 ∑kˆZ
pkzk .
There is an extensive study of the orthonormality in the wavelet literature for a uni-
scaling function. For f to be orthonormal (o.n.) , Mallat [20] established both the
necessary conditions on P ,
P(1)  1, P(z)2 / P(0z)2  1, z  1, (1.1)
and the sufficient condition on P ,
inf
v¡p
P(e0iv /2 )  0.
Daubechies [5, p. 190] indicated that P satisfying the necessary conditions in (1.1)
and leading to ‘‘bad’’ f’s ( i.e., not o.n.) constitutes a very ‘‘thin’’ set. Indeed, for f
to have a certain order of approximation (or polynomial reproducing), P can be
factored as
P(z)  1
2 ∑
M
k0
pkzk  S1 / z2 D
m
SM0m(z) , (1.2)
where z  e0iv /2 , m( M) is a positive integer, SM0m ˆ pM0m , the collection of all
polynomials of degree ¡ M 0 m , and SM0m(1)  1. For a two-scale symbol P in
(1.2) satisfying (1.1) to generate an o.n. scaling function in L 2(R) , Daubechies [5,
p. 182; 6] established the following sufficient condition on P ,
max
z1
SM0m(z)  2m01/2 . (1.3)
Cohen [3] gave necessary and sufficient conditions for f to be o.n. by using the zero-
set of the two-scale symbol P of f, as follows. There is a compact set K congruent
to [0p, p] modulo 2p and containing a neighborhood of 0 so that
inf
k0
inf
vˆK
P(e0 iv /2k )  0.
Here, a compact set K is said to be congruent to [0p, p] modulo 2p if K  2p
and for all v ˆ [0p, p] , there is k ˆ Z such that v / 2pk ˆ K . This characterization
is also true for infinitely supported case. Cohen [3; 5, p. 186] also established a
sufficient condition as follows.
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LEMMA 1. If P satisfies (1.1) , then f defined by
fO (v)  ∏
`
j1
P(e0 iv /2 j ) (1.4)
is in L 2(R) . If, in addition, P(e0iv /2 ) has no zeros in [02p /3, 2p /3] , then f is o.n.
Lawton [15] observed that Cohen’s criterion is equivalent to the following state-
ment: f is not o.n. if and only if there is a v0 ˆ [0p, p] such that its autocorrelation
symbol F satisfies
F(v0 / 2pk)  0, k ˆ Z.
Lawton [14, 15] also established an efficient criterion for (compactly supported) f
to be o.n. in terms of the multiplicity of the eigenvalue 1 of a linear operator associated
to the two-scale sequence {pk}kˆZ of f. It turns out that Lawton’s criterion can be
described by using the spectrum of a (finite) (2M0 1)1 (2M0 1) matrix determined
by the two-scale sequence {pk}kˆZ of f. Precisely, the eigenvalue 1 of the (2M 0
1) 1 (2M 0 1) matrix
A : (ajk)0M/1¡j ,k¡M01 (1.5)
is nondegenerate, where M must be an odd number and
ajk : 12 ∑lˆZ
plpV l02 j/k , 0M / 1 ¡ j , k ¡ M 0 1. (1.6)
Cohen et al. [4] proved the equivalence of Cohen’s criterion and Lawton’s criterion.
Gro¨chenig [8] also gave a simple proof of several criteria for the orthonormality of
the integer translates of a uni-scaling function. Lawton et al. [16] gave some results
on the stability and orthonormality of multidimensional scaling functions. Lagarias
and Wang [13] established similar results for compactly supported multidimensional
scaling functions.
One of the objectives of this paper is to establish necessary and sufficient conditions
for the orthonormality of a multi-scaling function f. We will give our main notation
and definitions in Section 2. To analyze the multi-scaling function setting, we will
first discuss extensively, in Section 3, some results for dilation factor a ¢ 2 similar
to Lawton’s criterion for the setting of uni-scaling functions and uni-wavelets. Some
examples will be demonstrated in Section 4. We will show how natural it is to connect
o.n. complex-valued uni-scaling functions with o.n. real-valued multi-scaling functions
in Section 5. Our main results, necessary and sufficient conditions for a multi-scaling
function f, will be established in Section 6. Examples of applying these criteria to
finding all those bad P’s (with f having small supports) as well as using our criteria
to verify the orthonormality of all the multi-scaling functions in [2, 7] will be given
in Section 7.
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2. NOTATION
To facilitate our presentation, we will collect in this section some frequently used
notation and terminology in this paper.
Let L 2 : L 2(R) be the space of all square-integrable functions on the real line.
As usual, the inner product, norm, and Fourier transform of functions on L 2 are given
by
» f , g …*
`
0`
f ( x) g(x) dx , \ f \ » f , f … 1/2 , and fO (v)*
`
0`
e0ivx f ( x)dx ,
respectively. For any function f ˆ L 2 , we will use the notation
fj,k : fj,k(r) : a j /2 f (a jr0k) , j , k ˆ Z,
where a ¢ 2 is an integer and will be called a dilation factor. Hence, if fl ˆ L 2 ,
then
fl;j,k(r) : a j /2 fl(a jr0k) , j , k ˆ Z.
The r 1 r matrix
F(z) : ( ∑
lˆZ
» fj (r) , fk(r0 l) …z l)1¡j ,k¡r ∑
lˆZ
( » fj (r) , fk(r0 l) …)1¡j ,k¡rz l (2.1)
is called the autocorrelation symbol relative to f : ( f1 , . . . , fr)T , fl ˆ L 2 , 1 ¡ l
¡ r . A family
{ fl(r 0 k) : 1 ¡ l ¡ r , k ˆ Z}, (2.2)
with fl ˆ L 2 , 1 ¡ l ¡ r , is said to be orthonormal if
» fl(r 0 k) , fl =(r 0 k *) …  dl ,l =dk ,k = , 1 ¡ l , l* ¡ r ; k , k* ˆ Z. (2.3)
By applying the Poisson summation formula, it follows from (2.1) that
F(z)  ∑
kˆZ
fO Sv
a
/ 2pkD fO Sv
a
/ 2pkD*, (2.4)
where z : e0iv /a and the asterisk denotes complex conjugation of the transpose.
A real- and vector-valued function
c : (c1 , . . . , c (a01)r)T (2.5)
is called a multi-wavelet with dilation factor a (and multiplicity r [9]) if cl ˆ L 2 ,
1 ¡ l ¡ r , and the family
{cl ; j,k : 1 ¡ l ¡ (a 0 1)r ; j , k ˆ Z} (2.6)
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constitutes a Riesz basis of L 2 . A multi-wavelet c in (2.5) is o.n. if the family (2.6)
is also.
For constructing multi-wavelets that generate MRAs of L 2 , as a usual approach,
scaling functions need to be constructed first. We will consider
f : (f1 , . . . , fr)T , (2.7)
satisfying two-scale matrix equations
f(x)  ∑
kˆZ
Pkf(ax 0 k) , (2.8)
where Pk , k ˆ Z, are r 1 r real matrices. A real- and vector-valued function f in
(2.7) that satisfies (2.8) will be called a multi-scaling function with dilation factor
a (and multiplicity r) if in addition, fl ˆ L 2 , 1 ¡ l ¡ r , and f satisfies the Riesz
basis property, namely, the family
{fl(r 0 k) : 1 ¡ l¡ r ; k ˆ Z} (2.9)
constitutes a Riesz basis of its L 2-closure. A multi-scaling function f is o.n. if the
family (2.9) is also. For convenience, the functions fl , 1 ¡ l ¡ r , will also be called
scaling functions. It is clear from (2.8) that
fO (v)  P(z)fO Sv
a
D , (2.10)
where z  e0iv /a and
P(z) : 1
a
∑
kˆZ
Pkzk , (2.11)
called the two-scale matrix symbol of the two-scale matrix sequence {Pk}kˆZ of f.
As usual, f in (2.8) generates an MRA {Vj}jˆZ of L 2 , if
L 2  <
jˆZ
Vj , Vj : closL2 »fl;j,k : 1 ¡ l ¡ r ; j , k ˆ Z … .
In what follows, unless otherwise indicated, we will set
Pk  0, k  0 or k  M , (2.12)
and define supp f  <rl1 supp fl . Similar to the case of a  2 [21], it can be shown
that
supp f , F0, M
a 0 1G . (2.13)
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To ensure the Riesz basis property of f, we end this section by indicating the following
result by Jia and Micchelli [12] and Goodman and Lee [9].
LEMMA 2. Let fl ˆ L 2 , 1 ¡ l ¡ r, and F its autocorrelation symbol as in (2.1)
or (2.4) . Then the family (2.2) is a Riesz basis for a subspace of L 2 if and only if F
is positive definite on z  1.
3. UNI-SCALING FUNCTIONS AND WAVELETS
In this section, we will fix r  1 in (2.8) . However, due to some crucial differences
between the two settings of r  1 and r ¢ 2, we will call f a uni-scaling function.
Also, to avoid any confusion and to distinguish it from the multi-scaling function
setting, we rewrite (2.8) as
funi (x)  ∑
kˆZ
pkfuni (ax 0 k) , (3.1)
with two-scale symbol
Puni (z) : 1
a
∑
kˆZ
pkzk . (3.2)
For funi to be compactly supported, we further assume that
p0pM x 0, and pk : 0, k  0 or k  M . (3.3)
Then
fO uni (v)  Puni (z)fO uniSv
a
D . (3.4)
A uni-scaling function funi satisfying (3.1) with two-scale symbol Puni in (3.2) – (3.3)
has compact support. In fact, different from (2.13), we have
supp funi  F0, M
a 0 1G .
Let Funi be the autocorrelation symbol of funi . By applying (3.1) – (3.4) , Funi must
satisfy the identity
Funi (za)  ∑
a01
j0
Puni (wjz)2Funi (wjz) , z  1, (3.5)
where
wj : e0ij2p /a , j  0, . . . , a 0 1. (3.6)
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On the other hand, by applying Lemma 2 in Section 2 to r  1, funi is a uni-scaling
function if and only if Funi satisfies
Funi (z)  0, z  1. (3.7)
Next, for funi to be a scaling function, it is necessary [5, p. 144] that fO uni (0) x 0.
As usual, it is convenient to normalize f such that
fO uni (0)  1. (3.8)
It then follows from (3.8) that Puni (1)  1. For funi to be o.n., similar to (1.1) , it is
also necessary that
∑
a01
j0
Puni (wjz)2  1, z  1, (3.9)
where wj , j  0, . . . , a 0 1, are given by (3.6) . Observe from (3.4) , (3.8) , and
(3.9) that
Puni (wj)  dj,0 , j  0, . . . , a 0 1. (3.10)
By writing (3.9) explicitly and applying (3.10), it can be shown that (3.9) – (3.10)
are equivalent to
∑
jˆZ
pjpV j/ak  adk ,0 , k ˆ Z, (3.11)
and
∑
jˆZ
paj/k  1, k  0, . . . , a 0 1. (3.12)
However, a function funi , which is uniquely determined via its Fourier transform
fO uni (v)  ∏
`
j1
Puni (e0 iv /a j ) , (3.13)
with Puni satisfying (3.9) – (3.10) or {pk} satisfying (3.11) – (3.12), cannot be guaran-
teed to be a scaling function or to be o.n. For instance [5, p. 181], with dilation factor
a  2, the two-scale symbol
Puni (z)  1 / z
3
2
satisfies (3.9) – (3.10) or (3.11) – (3.12). By applying (3.13) and (3.8) , we have
funi (x)  1/3x (0,3] (x) , where xV denotes the characteristic function of a set V. Since
its autocorrelation symbol
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Funi (z)  19 S1z / 1 / zD
2
does not satisfy (3.7) , funi is neither a uni-scaling function nor o.n.
Set
Ma : M
a 0 1 , (3.14)
where r is the ‘‘ceiling’’ function, namely, x : inf{n : n ¢ x , n ˆ Z}, for any
x ˆ R. By using a matrix determined by the two-scale sequence {pk} of funi , we can
give some necessary and sufficient conditions for the orthonormality of uni-scaling
function funi with dilation factor a ¢ 2. Precisely, we have the following.
THEOREM 1. Let funi ˆ L 2 satisfy (3.1) or (3.4) with Puni in (3.2) . Then funi is
uniquely determined from its Fourier transform as in (3.13) . Furthermore, the follow-
ing statements are equivalent.
( i ) funi is an o.n. uni-scaling function.
( ii ) The autocorrelation symbol Funi relative to funi satisfies
Funi (e0iv /a) : ∑
kˆZ
ZfO uniSv
a
/ 2pkDZ2  1, a .e . v ˆ R.
( iii ) The Fourier transform fO uni of funi satisfies
1
2p *
`
0`
e0ijvfO uni (v)2 dv  dj,0 , j ˆ Z. (3.15)
(iv) The linear operator Y defined on all 2p-periodic continuous functions g
on R, namely,
(Yg)(v) : ∑
a01
j0
Puni (e0i (2p j/v ) /a)2gS2pj / v
a
D , v ˆ R,
has 1 as its only fixed point.
(v) The bi-infinite matrix
Buni : (bj,k) j,kˆZ (3.16)
with
bj,k : 1
a
∑
lˆZ
plpV l0aj/k , (3.17)
for j , k ˆ Z, has simple eigenvalue 1 with eigenvector
( . . . , 0, 0, 1, 0, 0, . . . )T . (3.18)
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Proof. ( i ) B ( ii ) follows by a direct application of Poisson summation formula.
For (ii ) B ( iii ) , since for any g ˆ L 1 : L 1(R) , the infinite series (
kˆZ
g(v / 2pk)
converges a.e. to a function G ˆ L 1(0, 2p) , it follows from fO uni2 ˆ L 1 that the
infinite series (
kˆZ
fO uni (v / 2pk)2 converges a.e. to and defines a function in L 1(0,
2p) , say, W . Hence, for each j ˆ Z, the j th Fourier coefficient of W is given by
1
2p *
2p
0
e0ijvW (v)dv  1
2p ∑kˆZ *
2p
0
e0ijvfO uni (v / 2pk)2dv
 1
2p ∑kˆZ *
2p(k/1)
2pk
e0ijvfO uni (v)2dv
 1
2p *
`
0`
e0ijvfO uni (v)2dv,
which gives (ii ) B ( iii ) . (Observe that W (v)  Funi (e0iv) .) By applying the identity
(3.5) , ( iv) c ( ii ) is clear. For (ii ) (or ( iii )) c ( iv) , first observe that for any two
2p-periodic functions g1 and g2 on R,
*
p
0p
(Yg1)(v)g2(v)dv  ∑
a01
j0
*
p
0p
Puni (e0i (2p j/v ) /a)2g1S2pj / v
a
Dg2(v)dv
 a ∑
a01
j0
*
(2 j/1)p /a
(2j01)p /a
Puni (e0iv)2g1(v)g2(av)dv
 a *
(2a01)p /a
0p /a
Puni (e0iv)2g1(v)g2(av)dv
 a *
p
0p
Puni (e0iv)2g1(v)g2(av)dv,
which leads to, for any positive integer l ,
*
p
0p
(Y lg1)(v)g2(v)dv  al *
p
0p
Z∏l01
k0
Puni (e0 iakv)Z2g1(v)g2(alv)dv
 *
alp
0a lp
Z∏l
k1
Puni (e0 iv /ak )Z2g1Sv
al
Dg2(v)dv. (3.19)
Now, let g be a fixed point of Y, i.e.,
g(v)  ∑
a01
j0
Puni (e0i (2p j/v ) /a)2gS2pj / v
a
D , v ˆ R. (3.20)
Then, for each k ˆ Z, by applying (3.19), the k th Fourier coefficient of g is given
by
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1
2p *
p
0p
e0ikvg(v)dv  1
2p *
p
0p
e0ikv(Y lg)(v)dv
 1
2p *
alp
0a lp
e0ikvZ∏l
k1
Puni (e0 iv /ak )Z2gSv
al
Ddv
 1
2p
g(0) *
`
0`
e0ikvfO uni (v)2dv, as l r ` ,
where in the last equality, the continuity of g at 0 has been used. Therefore, ( iii ) (or
(3.15)) immediately gives that g must be some constant. For (i) B (v) , observe that
for any 2p-periodic g in (3.20), if we introduce
h(z) : gSv
a
D ,
where z  e0iv /a , the identity (3.20) is equivalent to
h(za)  ∑
a01
j0
Puni (wjz)2h(wjz) , z  1, (3.21)
which is already satisfied by the autocorrelation symbol Funi of funi , as in (3.5) . It
is then clear that ( i) B (v) means the identity (3.21) holds only if h is constant. To
this end, we write
h(z)  ∑
jˆZ
xjz
j
. (3.22)
Substituting Puni in (3.2) and h in (3.22) to the identity (3.21), it follows that the
vector
X : ( . . . , x01 , x0 , x1 , . . . )T (3.23)
satisfies the linear system
BuniX  X , (3.24)
where the coefficient matrix Buni is given by (3.16) – (3.17). Hence, g (or h) being
constant is equivalent to that Buni in (3.16) – (3.17) has nondegenerate eigenvalue 1
with corresponding eigenvector given by (3.18). j
Remark 3.1. Observe from (3.17) that the entries of the matrix Buni in (3.18)
satisfy bU j,k  b0j,0k , j , k ˆ Z, which leads to, for j ˆ Z,
xV 0 j  ∑
kˆZ
bU 0j,kxV k  ∑
kˆZ
bj,0kxV k  ∑
kˆZ
bj,kxV 0k;
i.e., if X in (3.23) is a solution for (3.24), so is X˜ : ( . . . , xV 1 , xV 0 , xV 01 , . . . )T . Hence,
for Buni to have nondegenerate eigenvalue 1, it is necessary that the entries of its
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corresponding eigenvector X in (3.23) satisfy x0j  c1xV j , j ˆ Z, for some constant c1
x 0. In addition, if pk ˆ R, k ˆ Z, then x0j  xj ˆ R, j ˆ Z.
Remark 3.2. The statement (v) in Theorem 1 means that the null space of Buni 0 Ibi
is 1-dimensional with basis vector as in (3.18), where Ibi is the bi-infinite identity matrix.
In addition, if Puni satisfies (3.9), then it follows from (3.11) that bj,ak  djk , j , k ˆ Z.
So the bi-infinite matrix Buni in (3.16) – (3.17) has central column vector as in (3.18),
i.e., it has the eigenvalue 1 already with corresponding eigenvector in (3.18). In other
words, funi is o.n. if and only if its two-scale sequence {pk} satisfying (3.11) – (3.12)
and the matrix Buni in (3.17) – (3.18) has nondegenerate eigenvalue 1.
Remark 3.3. If {pk} satisfies (3.3) , then it is clear from (3.21) – (3.22) that xj 
0,  j  Ma , and the statement (v) in Theorem 1 reduces to the requirement of the
finite matrix
Cuni : (bj,k)Maj,k0Ma (3.25)
having nondegenerate eigenvalue 1 with eigenvector
(0, . . . , 0, 1, 0, . . . , 0)T ,
Ma Ma
(3.26)
where bj,k , j , k  0Ma , . . . , Ma , are given by (3.17), and Ma by (3.14). In other
words, the null space of Cuni 0 I2Ma/1 is 1-dimensional with basis vector as in (3.26),
where Ik is the k 1 k identity matrix. Observe that when a  2, the matrix Cuni in
(3.25) is exactly the matrix A in (1.5) – (1.6) .
We have the following.
COROLLARY 1. Let funi ˆ L 2 satisfy (3.1) or (3.4) with two-scale symbol Puni in
(3.2) and two-scale sequence {pk} satisfying (3.11) – (3.12) . Then funi is o.n. if and
only if the matrix
Duni : (bj,k) j,kˆZ" {0}
does not have eigenvalue 1 , where bj,k , j , k ˆ Z" {0} , are given by (3.17) . If, in
addition, pk ˆ R, k ˆ Z, then funi is o.n. if and only if the matrix
Auni : (bj,k / b0j,k) j,kˆZ/" {0}
does not have eigenvalue 1 , where bj,k ,  j , k ˆ Z/ " {0} , are given, again,
by (3.17) .
In applications, it is important to have compactly supported and real-valued o.n.
uni-scaling functions. To this end, we have the following simple criterion for funi to
be o.n.
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COROLLARY 2. Let funi ˆ L 2 satisfy (3.1) or (3.4) with two-scale symbol Puni in
(3.2) and two-scale sequence {pk} in (3.3) satisfying (3.11) – (3.12) . Then funi is
o.n. if and only if the 2Ma 1 2Ma matrix
Duni : (bj,k) j,k0Ma,. . . ,01,1,. . . ,Ma (3.27)
does not have eigenvalue 1 , where bj,k , j , k  0Ma, . . . , 01, 1 , . . . , Ma, are given
by (3.17) . In other words,
det(Duni 0 I2Ma ) x 0. (3.28)
If , in addition, pk ˆ R, k  0 , . . . , M, then funi is o.n. if and only if the Ma 1 Ma
matrix
Auni : (bj,k / b0j,k) j,k1,. . . ,Ma (3.29)
does not have eigenvalue 1 , where bj,k ,  j , k  1 , . . . , Ma, are also given by (3.17) .
In other words,
det(Auni 0 IMa ) x 0. (3.30)
In summary, for a compactly supported real-valued uni-scaling function funi ˆ L 2
with two-scale sequence {pk} satisfying (3.11) – (3.12), we have established that its
orthonormality can be verified simply by checking whether the matrix Auni in (3.29)
satisfies (3.30).
We end this section by discussing the corresponding wavelets of o.n. funi’s. For an
o.n. uni-scaling function funi with the dilation factor a ¢ 2, there are a 0 1 o.n. uni-
wavelets corresponding to funi . Although the L 2 subspace (called a wavelet subspace)
generated by all the integer translates of these a 0 1 o.n. uni-wavelets is unique, these
a 0 1 uni-wavelets themselves are not necessarily unique when a ¢ 3 [1]. We will
not get into the details but give a general criterion of orthonormality for constructing
these a 0 1 o.n. uni-wavelets.
Let funi be a uni-scaling function satisfying (3.1) or (3.4) and cuni,1 , . . . , cuni,a01
be (a group of) its a 0 1 o.n. uni-wavelets. As usual, introduce, for each j ˆ Z,
Vj : closL2 »funi; j,k(r) : k ˆ Z … ,
Wj : closL2 »cuni,l;j,k(r) : 1 ¡ l ¡ a 0 1; k ˆ Z … . (3.31)
Then
cuni,l(x)  ∑
kˆZ
ql;kfuni (ax 0 k) , (3.32)
and the family
{cuni,l;j,k(r) : 1 ¡ l ¡ a 0 1; j , k ˆ Z}
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constitutes an o.n. basis of W0 such that
V1  V0 !⊥ W0 .
Take the Fourier transforms of (3.32) to get
cO uni,l(v)Ql(z)fO uniSv
a
D , where Ql(z) 1
a
∑
kˆZ
ql;kz k , 1¡ l¡ a0 1, (3.33)
with z  e0iv /a . By introducing
cuni : (cuni,1 , . . . , cuni,a01)T ,
Q(z) : (Q1(z) , . . . , Qa01(z))T , (3.34)
it follows from (3.33) that
cO uni (v)  Q(z)fO uniSv
a
D .
We have the following.
PROPOSITION 1. Let funi ˆ L 2 be an o.n. uni-scaling function satisfying (3.1) or
(3.4) with two-scale symbol Puni in (3.2) . Then cuni,1 , . . . , cuni,a01 are (a group of)
its a 0 1 o.n. uni-wavelets as in (3.32) or (3.33) if and only if Q in (3.33) – (3.34)
is determined by the unitary condition of the matrix
MPuni,Q(z) : F Puni (w0z) Puni (w1z) ??? Puni (wa01z)Q(w0z) Q(w1z) ??? Q(wa01z) G , z 1, (3.35)
where wj , 0 ¡ j ¡ a 0 1 , are given by (3.6) .
Remark 3.4. To find any group of a 0 1 o.n. uni-wavelets cuni,1 , . . . , cuni,a01 is
exactly the Gram–Schmidt process of finding a 0 1 rows determined by Q1 , . . . ,
Qa01 for the matrix MPuni,Q in (3.35) to be unitary on z  1, with the first row being
given in terms of Puni . The simplest situation a  2 is well studied (cf., e.g., [6, 15]) .
There are also some studies to the settings a ¢ 3 (cf., e.g., [1, 5]) .
4. EXAMPLES OF THE ORTHONORMALITY OF UNI-SCALING FUNCTIONS
We will give some examples in this section to demonstrate how to check the
orthonormality of compactly supported real-valued uni-scaling functions. We will see
via these examples that how less chance a uni-scaling function cannot be o.n. when
its two-scale sequence {pk}kˆZ satisfies (3.11) – (3.12).
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EXAMPLE 4.1. a  2, M  Ma  1. It is trivial from (3.11) – (3.12) that p0  p1
 1, which is N1  x (0,1] , the first order cardinal B-spline. It is also clear from
Corollary 2 that (3.29) – (3.30) is satisfied with Auni  p0p1 /2  1/2 x 1.
EXAMPLE 4.2. a  2, M  Ma  3. It follows from (3.11) – (3.12) that p0 , . . . ,
p3 satisfy
p0p2 / p1p3  0 and p0 / p2  p1 / p3  1. (4.1)
The matrix Auni in (3.29) in Corollary 2 is
Auni 
1
2
(p0p1 / p1p2 / p2p3) / 12 p0p3 1
1
2
(p0p1 / p1p2 / p2p3)
1
2
p0p3 0
1
2
(p0p1 / p1p2 / p2p3)
0 0 1
2
p0p3
.
So (3.30) yields
(p0p3 0 2)(p0p1 / p1p2 / p2p3 / 2p0p3 0 2) x 0. (4.2)
Hence, it follows from (4.1) – (4.2) that the only ‘‘bad’’ choice for p0 , . . . , p3 is
p0  p3  1, p1  p2  0, (4.3)
which we have addressed in Section 3 (or [5, p. 181]) . Furthermore, the parametric
form of (4.1) is
p0  12 /
√
2
2
cos t , p1  12 /
√
2
2
sin t ,
p2  12 0
√
2
2
cos t , p3  12 0
√
2
2
sin t , (4.4)
where
t ˆ [0, 2p]" Hp4 , 3p4 , 7p4 J . (4.5)
The only ‘‘bad’’ choice for p0 , . . . , p3 in (4.3) corresponds t  7p /4 in (4.4) . It
also follows from (4.4) that
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Puni (z)  1 / z2 S2(z) where
S2(z) : S12 /
√
2
2
cos tD 0
√
2
2
(cos t 0 sin t)z / S12 0
√
2
2
sin tDz 2 . (4.6)
Observe that Puni (e0iv /2 ) in (4.6) has zeros only at v  2p when t  5p /12 and t
 13p /12. In other words, by Cohen’s sufficient condition in Lemma 1, all the two-
scale sequences in (4.4) with t satisfying (4.5) will yield an o.n. scaling function.
However, for continuity of funi , it is necessary that p0, p3 1. Then the parameter
t in (4.4) satisfies
t ˆ V : Sp4 , 5p4 D " H3p4 J . (4.7)
It can be shown that
max
tˆV
max
z1
S2(z)  max
tˆV
√
3
4
0
√
2
4
(cos t 0 sin t) / 1
2
sin t cos t  3
√
2
4

√
2,
i.e., (1.3) with m  1 is automatically satisfied. In other words, the orthonormality
of f’s with two-scale sequences p0 , . . . , p3 in (4.4) and t in (4.7) is also verified by
Daubechies’ sufficient condition in (1.3) . Moreover, for funi to reproduce linear
polynomials in V0 , with V0 as in (3.31), S2(01)  0, so that t  5p /12 or 13p /12
ˆ V. When t  5p /12, we have the Daubechies o.n. uni-scaling function fD2 with
two-scale sequence p0 , . . . , p3 given by
(p0 , . . . , p3)  S1 /
√
3
4
,
3 /
√
3
4
,
3 0
√
3
4
,
1 0
√
3
4 D .
EXAMPLE 4.3. a  2, M  Ma  5. Similarly, by (3.11) – (3.12), p0 , . . . , p5
satisfy
p0p4 / p1p5  p0p2 / p1p3 / p2p4 / p3p5  0 and
p0 / p2 / p4  p1 / p3 / p5  1. (4.8)
The matrix Auni in (3.29) is
Auni  F12 ∑lˆZ (plpl02j/k / plpl/2j/k)G
5
j,k1
.
By using p4  1 0 p0 0 p2 and p5  1 0 p1 0 p3 from the last two equalities in
(4.8) , the first two equalities in (4.8) are
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Sp2 0 12D
2
/ Sp3 0 12D
2
 1
2
, and
Sp0 0 1 0 p22 D
2
/ Sp1 0 1 0 p32 D
2
 2 0 (p2 / p3)
4
; (4.9)
and the inequality (3.30) is P1P2P3 x 0, where
P1 : p0(1 0 p1 0 p3) 0 2,
P2 : p0p1 / 2p1p2 / p2p3 0 p0p3 0 p1 0 p2 / 1,
and
P3 : 3p0p1 / 2p1p2 / p2p3 / p0p3 0 2p0 0 p1 0 p2 / 2.
It is easy to check that if p0 , . . . , p3 satisfy (4.9) , then P1 x 0. Under the condition
p0p5 x 0 in (3.3) , it can also be checked that (4.9) and P2  0 give no real solution
for p0 , . . . , p3 . Finally, it takes a little effort to obtain that (4.9) and P3  0 yield
the only ‘‘bad’’ choice for p0 , . . . , p5 ,
p0  p5  1, p1  p2  p3  p4  0. (4.10)
The function f corresponding to this two-scale sequence is 1/5x (0,5] . In addition, if
we parameterize (4.9) , all the o.n. scaling functions obtained from (4.8) must have
two-scale sequences of the form
p0  14 0
1
4
cos 2m / 1
4
sin 2m /
√
2
2
sin m cos n,
p1  14 0
1
4
cos 2m 0 1
4
sin 2m /
√
2
2
sin m sin n,
p2  12 /
1
2
cos 2m 0 1
2
sin 2m,
p3  12 /
1
2
cos 2m / 1
2
sin 2m,
p4  14 0
1
4
cos 2m / 1
4
sin 2m 0
√
2
2
sin m cos n,
p5  14 0
1
4
cos 2m 0 1
4
sin 2m 0
√
2
2
sin m sin n. (4.11)
The ‘‘bad’’ choice for p0 , . . . , p5 in (4.10) corresponds to parameters (m, n) 
(p /2, 7p /4) or (3p /2, 3p /4) . Together with the requirement p0p5 x 0, the parameters
m and n in (4.11) have to satisfy
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m ˆ (0, 2p)" {p}; n ˆ [0, 2p] ; (m, n) x Sp2 , 7p4 D or S3p2 , 3p4 D ;
m / n x 5p
4
or
13p
4
; m 0 n x 0 7p
4
, 0 3p
4
,
p
4
, or
5p
4
.
(4.12)
Observe that with p0 , . . . , p5 in (4.11) and m, n satisfying (4.12), Puni can be factored
as Puni (z)  (1 / z) /2S4(z) , where S4 ˆ p4 . It can be verified that S4(e0iv /2 )  0
leads to
cos
v
2
 1
2
or
1 {
√
5
4
at
(m, n)  Sp2 , 7p4 D or S3p2 , 3p4 D .
However, these two pairs of values for m and n have been excluded, as indicated in
(4.12). In other words, this example can be served as an example for which Cohen’s
sufficient condition in Lemma 1 is not a necessary condition for funi to be o.n.
EXAMPLE 4.4. a  3, M  4. Then Ma  2 and p0 , . . . , p4 satisfy
p0 / p3  p1 / p4  p2  1 and p0p3 / p1p4  0,
which has the parametric form
p0  12 /
√
2
2
cos t , p1  12 /
√
2
2
sin t , p2  1,
p3  12 0
√
2
2
cos t , p4  12 0
√
2
2
sin t , (4.13)
for t ˆ [0, 2p]" {p/4, 3p/4, 5p/4}, so that
Puni (z)
 1 / z / z
2
3 SS12 /
√
2
2
cos tD 0
√
2
2
(cos t 0 sin t)z / S12 /
√
2
2
cos tDz 2D .
The matrix Auni in (3.29) is given by
Auni F13 ∑lˆZ (plpl03 j/k/ plpl/3 j/k)G
2
i ,j1

1
2
/
√
2
6
(cos t0 sin t)0 1
3
sin t cos t 1
2
0
√
2
6
(cos t0 sin t)/ 1
3
sin t cos t
0 1
12
0
√
2
12
(cos t0 sin t)0 1
6
sin t cos t
.
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Then (3.30) yields
sin 2t 0
√
2(cos t 0 sin t) / 3 x 0, t ˆ [0, 2p]" Hp4 , 3p4 , 5p4 J .
Hence, the only funi with two-scale sequence p0 , . . . , p4 in (4.13) is not o.n. when t
 7p /4, which leads to
p0  p2  p4  1, p1  p3  0.
The ‘‘bad’’ function funi corresponding to this two-scale sequence is 1/2x (0,2] . Ob-
serve again that to get a continuous o.n. scaling function, the parameter t in (4.13)
is necessarily in the interval (p /4, 5p /4) with t x 3p /4.
EXAMPLE 4.5. a  4, M  6. Then Ma  2 and p0 , . . . , p6 satisfy
p0 / p4  p1 / p5  p2 / p6  p3  1 and p0p4 / p1p5 / p2p6  0,
which can be rewritten as
p3  1, p4  1 0 p0 , p5  1 0 p1 , p6  1 0 p2 and
p0(1 0 p0) / p1(1 0 p1) / p2(1 0 p2)  0. (4.14)
Then with the matrix Auni in (3.29) as
Auni  F13 ∑lˆZ (plpl04j/k / plpl/4j/k)G
2
j,k1
,
the requirement (3.30) yields
(p0 0 p0p2 0 4)(p0 / p1 0 p0p1 0 p1p2 0 3/2) x 0. (4.15)
Since (4.14) – (4.15) has no real solution, all funi with two-scale sequences p0 , . . . ,
p6 satisfying (4.14) are o.n. In particular, by requiring funi to be symmetric [1] and
0  p0  1, we have
(p0 , . . . , p6)  S2 0
√
6
4
,
1
2
,
2 /
√
6
4
, 1, 2 /
√
6
4
,
1
2
,
2 0
√
6
4 D ,
so that
Puni (z) 
√
6 0 2
16
(1 / z / z 2 / z 3)(1 / z)(01 / (4 /
√
6)z 0 z 2) . (4.16)
Observe that funi with two-scale symbol Puni in (4.16) and funi (1)  1 is uniquely
determined. This uni-scaling function is o.n.; is compactly supported, supp funi  [0,
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2]; is symmetric, funi (r)  funi (2 0 r) ; is interpolating, funi (k)  dk ,0 , k ˆ Z; is
continuous; and reproduces constants, (
kˆZ
funi (r 0 k)  1.
5. FROM UNI- TO MULTI-SCALING FUNCTIONS
If an o.n. uni-scaling function is complex valued (with nonzero real and imaginary
parts) , neither its real part nor its imaginary part is self-refinable. We will not investi-
gate in detail the complex-valued uni-scaling functions in this paper. However, we
will show how to establish a natural connection between complex-valued uni-scaling
functions (with dilation factor a) and multi-scaling functions (with multiplicity 2).
Let funi,R and funi,I be funi’s real and imaginary parts, respectively, i.e.,
funi (x)  funi,R(x) / ifuni,I(x) . (5.1)
If we use ak and bk for the real and imaginary parts of the complex numbers pk , k 
0, . . . , M , then Puni can be written as
Puni (z)  Puni,R(z) / iPuni,I(z) with
Puni,R(z) : 1
a
∑
M
k0
akz
k and Puni,I(z) : 1
a
∑
M
k0
bkz
k
. (5.2)
It follows from the two-scale equation
funi (x)  ∑
M
k0
pkfuni (ax 0 k) , p0pM x 0, (5.3)
and (5.1) that
f(x)  ∑
M
k0
Fak 0bk
bk ak
G f(ax 0 k) , (5.4)
where
f(x) : (funi,R(x) , funi,I(x))T . (5.5)
The Fourier transformation of (5.4) is
fO (v)  P(z)fO Sv
a
D , (5.6)
where z  e0iv /a and
P(z) : F Puni,R(z) 0Puni,I(z)Puni,I(z) Puni,R(z) G , (5.7)
with Puni,R and Puni,I in (5.2) . Observe from (5.5) – (5.7) that f is a real- and vector-
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valued function with two components as funi’s real and imaginary parts, P(z) is a 2
1 2 matrix with entries as polynomials in z . If we define
Pk : Fak 0bk
bk ak
G , k  0, . . . , M , (5.8)
P(z) is a polynomial in z with coefficients as real-valued 2 1 2 matrices. Observe
also that neither funi,R nor funi,I is self-refinable if both Puni,R x 0 and Puni,I x 0. From
(5.3) and (5.1) , the orthonormality condition of funi , namely,
»funi (r) , funi (r 0 k) …  dk ,0 , k ˆ Z, (5.9)
is equivalent to
»funi,R(r) , funi,R(r 0 k) … / »funi,I(r) , funi,I(r 0 k) …  dk ,0 ,
»funi,R(r) , funi,I(r 0 k) … 0 »funi,I(r) , funi,R(r 0 k) …  0, k ˆ Z. (5.10)
It follows from (5.9) and (5.3) that
∑
jˆZ
pjpV j/ak  adk ,0 , k ˆ Z, (5.11)
which is equivalent to
∑
jˆZ
[ajaj/ak / bjbj/ak]  adk ,0 ,
∑
jˆZ
[ajbj/ak 0 bjaj/ak]  0, k ˆ Z. (5.12)
It is clear from (5.11) that M in (5.3) must satisfy a / M . By using the matrices in
(5.8) , the identities in (5.12) are equivalent to
∑
jˆZ
PjPTj/ak  adk ,0I2 , k ˆ Z. (5.13)
In addition, the condition fO uni (0) x 0 implies that P(1) must have eigenvalue 1. It
then follows from (5.7) that
Puni,R(1)  1, Puni,I(1)  0, (5.14)
which leads to P(1)  I2 . As in the real-valued setting, if we require Puni (01)  0,
then
Puni,R(01)  Puni,I(01)  0, (5.15)
which leads to P(01)  0. Hence, the study of complex-valued funi is equivalent to
the study of the vector-valued function f : (funi,R , funi,I)T . We will see in the
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following sections that if f in (5.4) and (5.8) is a multi-scaling function, the identities
in (5.13) are necessary for f to be o.n. Observe that, different from the general setting
of o.n. multi-scaling functions, the symbol P of the special form in (5.7) satisfies
P(1)  I2 . The orthonormality of such a corresponding funi in (5.1) , however, can
still be verified by the first part of Corollary 2, namely, (3.27) – (3.28). We will not
get into the details but demonstrate by two examples.
EXAMPLE 5.1. a  2, M  1. It follows from (5.12) and (5.14) that
a 20 / b 20 / a 21 / b 21  2,
a0 / a1  2, b0 / b1  0. (5.16)
Observe that (5.16) has only solution a0  a1  1, b0  b1  0, which corresponds to
f(x)  (funi,R(x) , funi,I(x))T  (c1 , c2)Tx (0,1] (x) , (5.17)
where c1 , c2 ˆ R with c 21 / c 22  1. In other words, with a  2 and M  1 in (5.3) ,
the only o.n. funi is x (0,1] up to a constant with modulus 1.
EXAMPLE 5.2. a  2, M  3. Again, it follows from (5.12) and (5.14) that
a 20 / a 21 / a 22 / a 23 / b 20 / b 21 / b 22 / b 23  2,
a0a2 / a1a3 / b0b2 / b1b3  0,
a0b2 / a1b3 0 a2b0 0 a3b1  0,
a0 / a1 / a2 / a3  2, b0 / b1 / b2 / b3  0. (5.18)
Furthermore, if (5.15) is satisfied, namely, Puni,R(01)  Puni,I(01)  0, the last two
equalities in (5.18) are
a0 / a2  a1 / a3  1, b0 / b2  b1 / b3  0,
so that
Puni,R(z)  1 / z2 (a0 / (a1 0 a0)z / (1 0 a1)z
2) ,
Puni,I(z)  b0 1 / z2 (1 0 z)
2
, with a 20 0 a0 / a 21 0 a1 / 2b 20  0. (5.19)
Observe that up to a constant with modulus 1, Daubechies o.n. uni-scaling function fD2
corresponds to a0  (1 /
√
3)/4, a1  (3 /
√
3)/4, and b0  0 in (5.19). For simplicity,
we only consider both funi,R and funi,I being symmetric. This is equivalent to both Puni,R
and Puni,I being reciprocal, i.e., a0  1 0 a1 in (5.19). Hence, (5.19) yields
6119$$0233 06-15-98 11:23:19 achaal AP: ACHA
298 JIAN-AO LIAN
p0  12 /
1
2
cos t / iS12 sin tD , p1  12 0 12 cos t 0 iS12 sin tD ,
p2  p1 , p3  p0 , (5.20)
where t ˆ (0, 2p)" {p}. The 4 1 4 matrix Duni in (3.27) has eigenvalues
1
2
, 0 1 / cos t
2
, and 1 {
√
5 / 4 cos t
4
. (5.21)
Since none of the values in (5.21) is 1 when t ˆ (0, 2p)" {p}, all the complex-
valued uni-scaling functions funi corresponding to two-scale symbols
Puni (z)  1 / z2 S1 / cos t2 0 (cos t)z / 1 / cos t2 z 2 / iS12 sin tD(1 0 z)2D
are o.n., where t ˆ (0, 2p)" {p}.
Remark 5.1 Observe from (5.20) in Example 5.2 that the block matrix
F P1 P0P3 P2G
has double eigenvalue 1 with dimension of its corresponding eigenspace being 2. In
other words, there will be two f’s determined from (5.4) . Indeed, any vector-valued
function f in (5.4) with symbol P in (5.20) violates the Riesz property. For a sequence
of pk’s, there are perhaps two f’s from (5.4) or (5.6) . This can also be seen from
the fact that the two vectors fO (0) , which is nonzero, and ( \funi,R\2 , \funi,I\2)T , which
satisfies \funi,R\ 22 / \funi,I\ 22  1, are not uniquely determined.
Remark 5.2. To distinguish with the setting of real-valued uni-scaling functions
and avoid both funi,R and funi,I being self-refinable, we may assume both Puni,R(z) x
0 and Puni,I(z) x 0.
Remark 5.3. To get o.n. complex-valued uni-scaling functions with high approxi-
mation order m , similar to the setting of real-valued o.n. uni-scaling functions, Puni
must have the special form
Puni (z)  S1 / z / rrr / z a01
a
DmSM0m(z) ,
SM0m ˆ pM0m , SM0m(1)  1, (1 / z / rrr / za01) Q SM0m(z) . (5.22)
In fact, by using results in [10, 17, 18, 22], a vector-valued function f in (5.5) –
(5.7) has approximation order m if and only if Puni has the special form in (5.22).
This can be proved, e.g., by using Theorem 2 in [18]: A multi-scaling function f
provides approximation order m if and only if m is the largest integer such that there
are vectors a 0, l ˆ Rr , l  0, . . . , m 0 1, with a 0,0 x 0, satisfying
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a 0, l S ∑
jˆZ
P2j 0 12 l IrD  0 ∑
l01
k0
(01) l0k 1
2 l0k S lkDa 0,k ∑jˆZ (2 j) l0kP2j ,
a 0, l S ∑
jˆZ
P2j/1 0 12 l IrD  0 ∑
l01
k0
(01) l0k 1
2 l0k S lkDa 0,k ∑jˆZ (2 j / 1) l0kP2j/1 ,
for l  0, . . . , m 0 1.
6. ORTHONORMALITY OF MULTI-SCALING FUNCTIONS
We now turn to the orthonormality study of multi-scaling functions.
Let f be a multi-scaling function in (2.7) satisfying (2.8) or (2.10) – (2.11), and
F be its autocorrelation symbol, namely,
F(z) : ( ∑
lˆZ
»fj (r) , fk(r 0 l) …z l)1¡j ,k¡r
 ∑
lˆZ
fO Sv
a
/ 2plDfO Sv
a
/ 2plD* , (6.1)
with z  e0iv /a . Then, similar to (3.5) , F satisfies
F(za)  ∑
a01
j0
P(wjz)F(wjz)P(wjz)*, z  1, (6.2)
where wj , 0 ¡ j ¡ a 0 1, are given by (3.6) . Such a f being a multi-scaling
function requires both that the matrix P(1) , from (2.10) – (2.11) with v  0, have
nondegenerate eigenvalue one and that the family in (2.9) be a Riesz basis. Then it
follows that the corresponding eigenvector fO (0) of eigenvalue 1 of P(1) , with
∑
r
l0
fO l(0)  1, (6.3)
is uniquely determined, that f is also uniquely determined by
fO (v)  lim
Nr`
FS∏N
j1
P(e0 iv /a j )DfO (0)G , (6.4)
and, from Lemma 2 in Section 2, that F(z) is positive definite on z  1.
For f to be o.n., similar to (3.9) , it is necessary that P satisfies
∑
a01
j0
P(wjz)P(wjz)*  Ir , z  1, (6.5)
which, similar to (3.11), is equivalent to
∑
jˆZ
PjP*j/ak  adk ,0Ir , k ˆ Z. (6.6)
6119$$0233 06-15-98 11:23:19 achaal AP: ACHA
300 JIAN-AO LIAN
We have the following.
THEOREM 2. Let f be a multi-scaling function satisfying (2.8) and (6.3) with
two-scale matrix symbol P satisfying (6.5) . Then f is uniquely determined by (6.4) .
Furthermore, the following statements are equivalent.
( i ) f is an o.n. multi-scaling function.
( ii ) The autocorrelation symbol F relative to f in (6.1) satisfies
F(e0iv /a)  Ir , a.e. v ˆ R.
( iii ) The Fourier transform fO of f satisfies
1
2p *
`
0`
e0ikvfO (v)fO (v)*dv  dk ,0Ir , k ˆ Z,
i.e.,
1
2p *
`
0`
e0ikvfO j(v)fO l(v) dv  dk ,0dj,l , j , l  1, . . . , r ; k ˆ Z.
( iv) The linear operator U defined on all matrices with entries as 2p-periodic
continuous functions on R, namely,
(UF)(v) : ∑
a01
j0
P(e0i (2p j/v ) /a)FS2pj / v
a
DP(e0i (2p j/v ) /a)*, v ˆ R,
has Ir as its only fixed point.
(v) The system of linear matrix equations
1
a
∑
kˆZ
∑
lˆZ
PlXkP*l0aj/k  Xj , j ˆ Z, with {Xj}jˆZ , C r1r , (6.7)
has only solutions of the form
Xj  cdj,0Ir , j ˆ Z, (6.8)
for some c ˆ R, where C r1r is the collection of all r 1 r complex-valued matrices.
Proof. The proof is similar to that of Theorem 1 for the uni-scaling function
setting. ( i) B ( ii ) is clear. ( ii ) B ( iii ) follows from
1
2p *
2p
0
e0ijv ∑
kˆZ
fO (v / 2pk)fO (v / 2pk)*dv
 1
2p ∑kˆZ *
2p(k/1)
2pk
e0ijvfO (v)fO (v)*dv  1
2p *
`
0`
e0ijvfO (v)fO (v)*dv.
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(iv) c ( ii ) is obvious. For (ii ) or ( iii ) c ( iv) , notice that for matrices F , G , H with
entries as 2p-periodic continuous functions on R,
*
p
0p
G(v)(UF)(v)H(v)dv  a *
p
0p
G(av)P(e0iv)F(v)P(e0iv)*H(av)dv,
which leads to, for any positive integer l ,
*
p
0p
G(v)(U lF)(v)H(v)dv
 al *
p
0p
G(alv) ∏
l
k1
P(e0 ia l0kv)F(v)S∏l
k1
P(e0 ia l0kv)D*H(alv)dv
 *
alp
0alp
G(v) ∏
l
k1
P(e0 iv /ak )FSv
al
DS∏l
k1
P(e0 iv /ak )D*H(v)dv. (6.9)
Let F be a fixed point of U, i.e.,
F(v)  ∑
a01
j0
P(e0i (2p j/v ) /a)FS2pj / v
a
DP(e0i (2p j/v ) /a)*, v ˆ R. (6.10)
Then, for each j ˆ Z, by applying (6.9) with G(v)  e0ijvIr and H(v)  Ir , the j th
Fourier coefficient matrix Fj of F is given by
Fj : 12p *
p
0p
e0ijvF(v)dv  1
2p *
p
0p
e0ijv(U lF)(v)dv
 1
2p *
alp
0alp
e0ijv ∏
l
k1
P(e0 iv /ak )FSv
al
DS∏l
k1
P(e0 iv /ak )D*dv, (6.11)
for any l ˆ Z. On the other hand, it also follows from (6.5) and (6.9) that
dj,0Ir  12p *
alp
0alp
e0ijv ∏
l
k1
P(e0 iv /ak )S∏l
k1
P(e0 iv /ak )D*dv, (6.12)
for any l ˆ Z. Hence, by applying the continuity of F , the identities (6.11) and (6.12)
yield
Fj  cdj,0Ir , j ˆ Z,
for some constant c . For (i) B (v) , again, we introduce, with z  e0iv /a ,
G(z) : FSv
a
D .
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Then the identity (6.10) becomes
G(za)  ∑
a01
j0
P(wjz)G(wjz)P(wjz)*, z  1, (6.13)
which is satisfied by F as in (6.1) – (6.2) . By substituting G by
G(z)  ∑
jˆZ
Xjz j ,
and P by P(z)  1
a
(
jˆZ
Pjz j to the identity (6.13), it follows that the matrix sequence
rrr, X01 , X0 , X1 , rrr
satisfies (6.7) . The equivalence of (i) and (v) follows from the fact that the identity
(6.13) is only satisfied by G being a constant multiple of the identity matrix Ir , namely
(6.8) . This completes the proof of the theorem. j
With each matrix A  (ajk) ˆ Cm1n , the collection of all m 1 n matrices on C ,
we associate the vector vec A ˆ Cmn of stacked columns of A , defined by
vec A : (a11 , . . . , am1 , a12 , . . . , am2 , . . . , a1n , . . . , amn)T .
For A  (ajk) ˆ Cm1n , B  (bjk) ˆ C p1q , the Kronecker product [11, p. 243] of
A and B , denoted A # B , is defined to be the block matrix
A # B : F a11B ??? a1nB??? ??? ???
am1B ??? amnB
G  (ajkB) ˆ Cmp1nq .
We need the following.
LEMMA 3 [11, p. 254]. For matrices A, B, X of appropriate sizes,
vec(AXB)  (BT # A)vec X .
Applying Lemma 3 to (6.7) – (6.8) , we have the following for compactly supported
multi-scaling functions.
COROLLARY 3. Let f be a multi-scaling function satisfying (2.8) and (6.3) with
two-scale matrix symbol P in (2.11) – (2.12) satisfying (6.5) . Then f is an o.n. multi-
scaling function if and only if the matrix
C : S1
a
∑
lˆZ
(PU l0aj/k # Pl)DMa
j,k0Ma
(6.14)
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has nondegenerate eigenvalue 1 with eigenvector
(0, . . . , 0,
r 2Ma
(vec Ir)T , 0, . . . , 0)
r 2Ma
T
,
where Ma is given by (3.14) .
Proof. First, observe that when {Pk}kˆZ satisfies (2.12), the identities in (6.7)
become
1
a
∑
kˆZ
∑
lˆZ
PlXkP*l0aj/k  Xj , j  0Ma , . . . , Ma ,
with {Xj} , C r1r and Xj  0,  j  Ma , (6.15)
where Ma is given by (3.14). Observe also from Lemma 3 that, for matrices Al , Bl ,
and Xl of appropriate sizes, l  1, . . . , k ,
vecS∑k
l1
AlXlBl D  ∑k
l1
(BTl # Al)vec Xl . (6.16)
Hence, it follows from (6.15) – (6.16) that the matrix C in (6.14) satisfies
Crvec X  vec X ,
where
vec X : ((vec X0Ma )T , . . . , (vec XMa )T )T .
The corollary follows from the equivalence of (i) and (v) in Theorem 2. j
We end this section by briefly discussing the construction of o.n. multi-wavelets
for given o.n. multi-scaling functions. First, we have the following.
PROPOSITION 2 [19]. Let f be a multi-scaling function with two-scale matrix
symbol P(z)  1/a (
kˆZ
Pkzk . Then f reproduces constants if and only if there is a
(row) vector a 0,0 ˆ Rr" {0} , satisfying
a 0,0 ( ∑
jˆZ
Paj/n 0 Ir)  0, 0 ¡ n ¡ a 0 1,
which is equivalent to
a 0,0P(wj)  dj,0a 0,0 , 0 ¡ j ¡ a 0 1, (6.17)
with wj , 0 ¡ j ¡ a 0 1 , being given by (3.6) .
For constructing an o.n. multi-wavelet c corresponding to a given o.n. multi-scaling
function f, we have the following.
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PROPOSITION 3. Let f be a multi-scaling function with two-scale matrix symbol
P(z)  1/a (
kˆZ
Pkzk . Then a vector-valued function c, given by
c(x)  (c1 , . . . , c (a01)r)T  ∑
kˆZ
Qkf(2x 0 k) ,
is an o.n. multi-wavelet corresponding to f if and only if the ar 1 ar matrix
MP ,Q(z) : F P(w0z) P(w1z) ??? P(wa01z)Q(w0z) Q(w1z) ??? Q(wa01z) G , z  1,
is unitary, where
Q(z) : 1
a
∑
kˆZ
Qkzk ˆ C (a01)r1r .
7. EXAMPLES OF BAD P’s
We will demonstrate by two examples how to use our criteria to find out all
the two-scale matrix symbols P satisfying both (6.5 ) and (6.17) but leading to
nonorthonormal functions. We will focus on compactly supported real-valued o.n.
multi-scaling functions.
First observe that the symbol P of an o.n. multi-scaling function determines a
‘‘family’’ of o.n. multi-scaling functions. Precisely, we have the following.
PROPOSITION 4 [2]. Let f be an o.n. multi-scaling function with two-scale matrix
symbol P satisfying both (6.5) and (6.17) . Then for any orthogonal matrix U,
PH (z) : UP(z)UT
is a two-scale matrix symbol of the o.n. multi-scaling function fH determined by
fH (r) : Uf(r) .
When r  2, any orthogonal matrix in R 212 is either
U1(m) : Fcos m sin m
sin m 0cos mG (7.1)
or
U2(n) : F cos n sin n0sin n cos nG  F1 00 01GU1(n)  U1(0)U1(n) ,
for some m or n ˆ [0, 2p] . In other words, it follows from Proposition 4 that an o.n.
multi-scaling function f with given two-scale matrix symbol P can be extend to a
family of o.n. multi-scaling functions with two-scale matrix symbols
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U1(u)P(z)U1(u)T , (7.2)
for all m ˆ [0, 2p] . Observe also from (6.6) that if a finite {Pk}kˆZ , namely,
Pk  0, k  0 or k  M , and P0 , PM x 0,
with some M ˆ Z/ , satisfies (6.6) , so does its reversal, i.e., the sequence {PM , PM01 ,
. . . , P0}. Moreover, the matrix C in (6.14) corresponding to {P0 , . . . , PM} is
orthogonally similar to such a matrix corresponding to {PM , . . . , P0}. Precisely, we
have the following.
THEOREM 3. A finite matrix sequence {P0 , . . . , PM} determines an o.n. multi-
scaling function (f1 , . . . , fr)T if and only if the finite matrix sequence {PM , . . . ,
P0} determines an o.n. multi-scaling function
fH (r) : fS M
a0 10 rD Ff1S Ma0 10 rD , . . . , frS Ma0 10 rDG
T
. (7.3)
Proof. First, if {Pk}kˆZ satisfies (6.6) and P˜ j : PM0 j , j ˆ Z, then for each
k ˆ Z,
∑
jˆZ
PH jPH j/ak  ∑
jˆZ
PM0jP,M0j0ak  ∑
jˆZ
Pj/akP,j
 ( ∑
jˆZ
PjP,j/ak),  adk ,0Ir .
Second, it follows from the two-scale matrix equation (2.8) of f that fH in (7.3)
satisfies
fH (x)  ∑
jˆZ
PjfSaS M
a 0 1 0 xD 0 jD
 ∑
jˆZ
PM0 jfS M
a 0 1 0 (ax 0 j)D  ∑jˆZ PH jfH (ax 0 j) .
Finally, it suffices to show that the matrix C : (Cj,k)Maj,k0Ma in (6.14) relative to P0 ,
P1 , . . . , PM and the matrix C˜ : (CH j,k)Maj,k0Ma relative to PM , PM01 , . . . , P0 share the
same spectrum. In fact,
CH j,k  1
a
∑
lˆZ
PHU l0aj/k # PH l  1
a
∑
lˆZ
PU M0l/aj0k # PM0l
 1
a
∑
lˆZ
PU l/aj0k # Pl  C0j,0k , j , k  0Ma , . . . , Ma ,
so that C˜  IH r,2Ma/1CIH r,2Ma/1 , where I˜r,k represents the k 1 k ‘‘skew’’-unit-block matrix
with all r 1 r zero matrix entries except ( j , k 0 j / 1)st entries being Ir , j  1, . . . ,
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k . Since (IH r,2Ma/1)01  IH r,2Ma/1 , the two matrices C and C˜ are orthogonally similar to
each other, which implies that they have indeed exactly the same spectrum. This
completes the proof of the theorem. j
For simplicity, we will set in the sequel the multiplicity r  2 and the dilation
factor a  2. Further, without loss of generality, we will also treat finite two-scale
matrix symbols the ‘‘same’’ up to similar orthogonal transformations in (7.2) and
their reversals. To begin our examples, we also need the following.
LEMMA 4 [11, p. 245]. Let Aˆ Cm1m, Bˆ C n1n , and r( A) , r( B) their spectrums,
respectively. If r( A)  {l1 , . . . , lm} and r( B)  {m1 , . . . , mn} , then
r(A # B)  r(B # A)  {ljmk : j  1, . . . , m , k  1, . . . , n}.
Furthermore, let lO 1 , . . . , lO p and mP 1 , . . . , mP q be the distinct eigenvalues of A and B
with algebraic multiplicities s1 , . . . , sp and t1 , . . . , tq , respectively. Then the algebraic
multiplicity of t in r( A # B) is exactly (
lO jmP kt
sjtk , i.e., all the ways (possibly none)
that t arises as a product, one factor from r( A) and the other from r( B) .
EXAMPLE 7.1. M  1. We would like to answer the question, What are all the
‘‘bad’’ choices for P0 and P1 such that
P(z)  1
2
(P0 / P1z) , P0 , P1 x 0, (7.4)
satisfies both (6.6) and (6.17), namely,
P0P*0 / P1P*1  2I2 ,
a 0,0 (P0 0 I2)  a 0,0 (P1 0 I2)  0, (7.5)
with a 0,0 ˆ R2" {0}? To this end, observe first that the matrix C in (6.14) is given
by
C  1
2 F PU 1 # P0 0 0PU 0 # P1 PU 0 # P0 / PU 1 # P1 PU 1 # P00 0 PU 0 # P1G . (7.6)
If P0 and P1 in (7.4) satisfy (7.5) , then C in (7.6) has eigenvalue 1 with corresponding
eigenvector ((vec O2)T , (vec I2)T , (vec O2)T )T , where O2 is the 2 1 2 zero matrix.
In other words, the matrix
C2 : 12 (PU 0 # P0 / PU 1 # P1) (7.7)
has eigenvalue 1 with eigenvector vec I2 . Hence, by Corollary 3 in Section 6, all the
‘‘bad’’ choices for P0 and P1 will be from those that make either the eigenvalue 1 of
the matrix C2 in (7.7) be degenerate, or one of the two matrices
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C1 : 12 PU 1 # P0 and C3 :
1
2
PU 0 # P1 (7.8)
have eigenvalue 1. However, by Lemma 4, for real-valued P0 and P1 ,
r(C1)  r(C3)  H12 lm:l ˆ r(P0) , m ˆ r(P1)J . (7.9)
To be precise, we let
P0  F x1 x2
x3 x4
G x 0 and P1  F x5 x6
x7 x8
G x 0,
and
a 0,0 : (x , y) x 0, (7.10)
in the second identity of (7.5) . It suffices to consider the case x  0, y x 0. Both
the cases x x 0, y  0 and x x 0 x y can be obtained from the case x  0, y x 0
via similar orthogonal transformations with u  p /2 and sin 2n x 0 in (7.2) , respec-
tively. Then (7.5) leads to
x3  x7  0, x4  x8  1, x6  0x2 , (7.11)
and
x 21 / 2x 22 / x 25  2. (7.12)
By (7.11), the (upper-triangular) matrices P0 and P1 have eigenvalues x1 , 1 and x5 ,
1, respectively. Hence, by applying (7.9) , the matrix C1 in (7.8) is upper-triangular
and has eigenvalues x1x5 /2, x1 /2, x5 /2, and 1/2. By (7.12), none of these eigenvalues
can be 1. However, the matrix C2 in (7.7) , given by
C2 
(x 21 / x 25) /2 0 0 x 22
0 (x1 / x5) /2 0 0
0 0 (x1 / x5) /2 0
0 0 0 1
, (7.13)
can have degenerate eigenvalue 1. In fact, C2 in (7.13) has degenerate eigenvalue 1
if and only if either x1 / x5  2 or x 21 / x 25  2. Together with (7.11) – (7.12), we
arrive at
P0  F
√
2 cos u 0
0 1G , P1  F
√
2 sin u 0
0 1G , u ˆ [0, 2p] . (7.14)
In summary, all the ‘‘bad’’ choices for P0 and P1 in (7.4) are from the family (7.2)
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with P in (7.4) , P0 and P1 in (7.14), and U1(m) in (7.1) . In other words, we obtained
all the o.n. multi-scaling functions for M  1, up to similar orthogonal transformations
in (7.2) , with
P0  Fj h0 1G and P1  Fz 0h0 1 G ,
where j, h, and z satisfy j 2 / 2h 2 / z 2  2 and h x 0.
EXAMPLE 7.2 M  2. Again, we need to find all the ‘‘bad’’ choices for P0 , P1 ,
and P2 , such that
P(z)  1
2
(P0 / P1z / P2z 2) , P0 , P2 x 0, (7.15)
satisfies both (6.6) and (6.17), namely,
P0P*2  0,
P0P*0 / P1P*1 / P2P*2  2I2 ,
a 0,0 (P0 / P2 0 I2)  a 0,0 (P1 0 I2)  0, (7.16)
with a 0,0 ˆ R2" {0}. Then the matrix C in (6.14) has the form
C  FC1 0 0*1 C2 *2
0 0 C3
G , (7.17)
where ‘‘*1’’ and ‘‘*2’’ are two nonzero rectangular matrices of appropriate sizes,
C1 : 12 PU 2 # P0 , C3 :
1
2
PU 0 # P2 , (7.18)
and
C2 : F12 ∑lˆZ (PU l02j/k # Pl)Gj,k01,0,1 , (7.19)
with Pj  0, j x 0, 1, 2. Now, since C in (7.17) has eigenvalue 1 with corresponding
eigenvector ((vec O2)T , (vec O2)T , (vec I2)T , (vec O2)T , (vec O2)T )T , the matrix
C2 in (7.19) has eigenvalue 1 with eigenvector ((vec O2)T , (vec I2)T , (vec O2)T )T .
Hence, by Corollary 3 in Section 6, all the bad choices of P0 , P1 , and P2 for P in
(7.15) will be from those that make either the matrix C2 in (7.19) have degenerate
eigenvalue 1 or one of the matrices C1 and C3 in (7.18) have eigenvalue 1. By letting
P0  F x1 x2
x3 x4
G x 0, P1  F x5 x6
x7 x8
G , and P2  F x9 x10
x11 x12
G x 0,
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and assuming, for the same reasons as in Example 7.1, that x  0, y x 0 for a 0,0 as
in (7.10), the identities in (7.16) yield
x7  0, x8  1, x10  0x2 0 x6 , x11  0x3 , x12  1 0 x4 ,
and
x1x3 / x2x4 0 x2  0,
x1x9 0 x2x6 0 x 22  0,
x3x9 0 x2x4 0 x4x6  0,
x 23 / x 24 0 x4  0,
x 21 / x 25 / 2x 26 / x 29 / 2x1x9 0 2  0. (7.20)
For simplicity, we give the following cases.
Case 1. x4  1. Then (7.20) leads to x1  x3  0, x6  0x2 , so that
P0  F0 x20 1 G , P1  F x5 0x20 1 G , and P2  F x9 00 0G ,
where x2 , x5 and x9 satisfy
x9 x 0 and 2x 22 / x 25 / x 29  2. (7.21)
Hence, both C1 and C3 in (7.18) do not have eigenvalue 1. The requirement that
matrix C2 in (7.19) have degenerate eigenvalue 1 gives the bad choice
P0 F0 00 1G , P1 F
√
2 cos u 0
0 1G , P2 F
√
2 sin u 0
0 0G , (7.22)
where u ˆ (0, 2p)" {p}.
Case 2. x4  0. Then (7.20) leads to x2  x3  x4  x9  0, x6  0x2 , so that
P0  F x1 00 0G , P1  F x5 x60 1 G , and P2  F0 0x60 1 G ,
with x1 , x5 and x6 satisfying
x1 x 0 and x 21 / x 25 / 2x 26  2.
So the two-scale matrix sequences in this situation correspond to the reversals of those
in Case 1.
6119$$0233 06-15-98 11:23:19 achaal AP: ACHA
310 JIAN-AO LIAN
Case 3. x4 x 0 or 1. Then from the fourth identity in (7.20), this is equivalent to
considering x3 x 0. However, this can be obtained from either Case 1 or Case 2 by
a similar orthogonal transformation in (7.2) .
In summary, all the ‘‘bad’’ choices for P0 , P1 , and P2 in (7.15) have been found,
as given by (7.22), up to similar orthogonal transformations in (7.2) as well as their
reversals.
We end this paper by indicating that, with P in the form (7.15) , it is easy to
check that none of the two-scale matrix symbols of the multi-scaling functions
constructed in [2, 7 ] is in this family, namely, none of them can be written in the
form (7.2 ) for some m ˆ [0, 2p] with P0 , P1 , and P2 in (7.22) , or one of their
reversals. In other words, the orthonormality of these multi-scaling functions (as
well as their corresponding multi-wavelets ) has been verified. For a longer but
finite two-scale matrix sequence {Pk }kˆZ , the orthonormality of its corresponding
multi-scaling function f can be verified by a direct application of Corollary 3 in
Section 6.
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