It is well-known that kernel regression estimators do not produce a constant estimator variance over a domain. To correct this problem, Nishida and Kanazawa (2015) proposed a variance-stabilizing (VS) local variable bandwidth for Local Linear (LL) regression estimator. In contrast, Choi and Hall (1998) proposed the skewing (SK) methods for a univariate LL estimator and constructed a convex combination of one LL estimator and two SK estimators that are symmetrically placed on both sides of the LL estimator (the convex combination (CC) estimator) to eliminate higher-order terms in its asymptotic bias. To obtain a CC estimator with a constant estimator variance without employing the VS local variable bandwidth, the weight in the convex combination must be determined locally to produce a constant estimator variance. In this study, we compare the performances of two VS methods for a CC estimator and find cases in which the weighting method can superior to the VS bandwidth method in terms of the degree of variance stabilization.
Introduction
Suppose that X 1 , X 2 , ..., X n are i.i.d. explanatory random variables with density function f X i (x i ) on bounded support I ∈ R. The response Y i , i = 1, 2, .., n, is written as Y i = m(X i ) + U i |X i , where m(·) is an R → R function of the X i and U i |X i 's, i = 1, ..., n are disturbances independent with respect to i, and assumed to be independent of X j , i = j, with the conditions E U i |X i [U i |X i = x i ] = 0 and
2 (x i ). Our aim is to estimate the regression mean, m(x) = E(Y i |X i = x).
Locally liner (LL) regression estimation is a refined method for achieving this aim (Fan and Gijbels, 1992) . LL estimation involves estimating a straight line that is tangent to m(x) and then plotting the intercept of the estimated straight line at every tangent point
x, defined by y(u) = β 0 + β 1 (u − x) through data pairs (X i , Y i ), to choose β 0 and β 1 that minimize the weighted residual sum of squares,
where K X (·) is a nonnegative and symmetric kernel function with adequate smoothness and h = h(n) is a bandwidth as a function of the sample size n satisfying h → 0 and nh → ∞ as n → ∞. The minimizing pair ( β 0 (x), β 1 (x)) is given by β 0 (x) = r 0 (x)s 2 (x) − r 1 (x)s 1 (x) r 0 (x)s 2 (x) − s 2 1 (x)
, β 1 (x) = r 1 (x)s 0 (x) − r 0 (x)s 1 (x) s 0 (x)s 2 (x) − s , where
Choi and Hall (1998) proposed a skewing (SK) method for LL estimation in the context of bias reduction. Skewing involves calculating the estimator at an off-center point x 0 slightly to the left or right of x, but nevertheless evaluating the estimator at x. An SK estimator estimates a straight line tangent to m(x) at x = x 0 and is expressed by m h (x|x 0 ) = β 0 (x 0 ) + β 1 (x 0 )(x − x 0 ) = r 0 (x 0 )s 2 (x 0 ) − r 1 (x 0 )s 1 (x 0 ) + {r 1 (x 0 )s 0 (x 0 ) − r 0 (x 0 )s 1 (x 0 )}(x − x 0 ) s 0 (x 0 )s 2 (x 0 ) − s 2 1 (x 0 )
. According to Choi and Hall (1998) , if we denote the interval x−x 0 by lh, then the asymptotic bias of the SK estimator at x with its tangent point being x 0 = x + lh is E X i ,Y i { m h (x|x + lh) |X 1 , X 2 , ..., X n } − m(x)
This VS bandwidth can never outperform the mean squared error (MSE)-minimizing bandwidth in terms of MISE in a univariate setting. Nishida and Kanazawa (2015) also proposed a VS local variable diagonal bandwidth matrix for a multivariate LL estimator and presented the sufficient condition under which the VS bandwidth matrix can outperform the MSE-minimizing diagonal bandwidth matrix in terms of the MISE.
In contrast, for the CC estimator ' m h,λ (x), we can propose another strategy for achieving homoscedasticity that involves controlling the weighting parameter λ in (2), which is essentially dependent on x. Although Choi and Hall (1998) suggested that λ(x) should be determined to minimize the term V (λ(x)) in (6) grobally, we set λ(x) = λ * V S (x) to satisfy
at every x in a domain, where ζ is a positive constant determined to minimize the MISE or the estimator variance. The choice of λ * V S (x) depends on the type of kernel and the term γ * (x) = σ 2 (x)/f X (x), which can be rewritten as the ratio of two density functions 
However, variance stabilization using the weighting parameter λ(x) poses a problem that the term V (λ(x)) in (7) has the upper and the lower bounds with respect to λ(x) that are dependent on the type of kernel. Figure 1 illustrates the function V (λ(x)) with respect to λ(x) when uniform, Epanechnikov, and Gaussian kernels are employed and represents the bounds of V (λ(x)). Following Choi and Hall (1998) , the upper bound of the term V (λ(x)) is given by The lower bound cannot be necessarily written explicity. Since we allow the term [
to range from 0 to infinity in general, we cannot address every type of data; moreover, the selection of kernel function is important for variance stabilization using λ(x).
The reminder of this paper is organized as follows. In Section 2, we propose a new VS method using the weighting parameter λ * (x) in ' m h,λ (x) and explain its limitation resulting from the boundedness of V (λ(x)). We also discuss the desirable kernels for variance stabilization using the weighting method. In Section 3, we conduct simulation studies to compare two VS methods for the CC estimator, namely the VS local variable bandwidth and the VS weighting methods, because both the methods achieve homoscedasticity with regard to the leading term. This makes simulation studies indispensable for understanding their behaviors up to the remainder terms. We provide discussion and draw conclusion in Section 4.
Variance-Stabilizing Weighting Method for the CC Estimator
The following proposition provides a feasibility condition for constructing a VS kernel regression estimator using the weighting method with the CC estimator (2) and illustrates how λ(x) can be determined. In the proposition, we define λ max = arg max λ V (λ) and λ min = arg min λ V (λ). We also define x max = arg max x∈I γ * (x) and x min = arg min x∈I γ * (x).
Proposition 1. The CC estimator produces a constant estimator variance when the weight-
where ζ is a positive constant, at every x in the domain.
(i) Variance stabilization is feasible if and only if
(ii) To minimize the constant estimator variance, the weight λ * V S,V ar (x) must be employed at every x ∈ I satisfying
(iii) To minimize MISE, the weight λ * V S,M ISE (x) must be employed at every x ∈ I satisfying
Proof of (i): We define the function V = ψ(γ * ) = ζ/γ * , a monotonically decreasing function with respect to γ * . To make the term V (λ(x))γ * (x) constant over the domain,
This condition yields (12).
✷

Proof of (ii):
From (12), we obtain the range
For the constant estimator variance to be minimized, the parameter ζ must be equal to the lower bound of the range. ✷ Proof of (iii): Considering that the parameter λ(x) is included in the denominator of the bias term B(x) in (4), we can determine the local parameter λ * V S (x) and the global parameter ζ that minimize the AMISE in (11) under the constraints
Hereafter, we denote ζ * M ISE and ζ * V ar to be the values of the parameter ζ's that minimize the MISE and the estimator variance, respectively. To help understand the proof, please refer to Figure 2 . We also present the following illustrative example to see in which cases variance stabilization using the weighting method is feasible. 
Remark 1. To decrease the constant estimator variance, it is desirable that we choose kernels whose V (λ min ) values are small and/or that we deal with data containing small
Figure 2: Diagram to illustrate the proof of proposition 1. We can choose any combination (γ * (x), V (λ)) in the shaded area of the diagram. We notice that ζ 0 < ζ 1 < ζ 2 < ζ 3 , and the values of the parameters ζ 1 and ζ 2 are obtained when (γ
and (γ * (x min ), V (λ max )) respectively. Variance stabilization using the weighting parameter λ(x) is feasible, if ζ 1 < ζ < ζ 2 . This condition is equivalent to (12). The estimator variance is minimized when ζ * V ar = ζ 1 . The MISE will be minimized under the constraint ζ 1 < ζ < ζ 2 .
values of γ * (x max ).
Remark 2. It is possible that there exist multiple weighting parameters λ *
In such cases, we employ the largest parameter to assure continuity of λ * V S (x).
The algorithm
We summarize the algorithm for variance stabilization using the weighting parameter
1. Choose a kernel, and calculate V (λ max )/V (λ min ).
, then variance stabilization is not feasible.
Otherwise, go to the next step.
i. To minimize the constant estimator variance, ζ * is set to be ζ * V ar .
ii. To minimize MISE, ζ * is set to be ζ * M ISE .
5. Estimate " B(x) in (5) with λ * V S (x). Then, obtain the estimator ' h * V S from (10).
6. Calculate l(λ * V S (x)) at every x in I.
Choice of Kernel
From (12), we notice that the choice of kernel is important for variance stabilization when using the weighting method because kernels that yield a larger value of
can handle many types of data. To follow our discussion of this point, see Table 1 , in which we evaluate the term V (λ max )/V (λ min ) for different types of kernels by employing Gaussian, cosine, and triangle kernels, as well as the kernel in Wand and Jones (1995, p.31) , i.e.,
for θ = 0, 1, 2, ..., 10, which yields uniform, Epanechnikov, biweight, and triweight kernels respectively, when θ = 0, 1, 2, and 3. The function I [a,b] (·) is an indicator function defined in [a, b] . Fugure 3 summarizes the results in the table. Those results show that the value V (λ max )/V (λ min ) increases as the variance or kurtosis of the kernel increases, with the exception of kernels with an unbounded domain such as Gaussian, logistic, and sigmoid.
Specifically, uniform kernel yields the largest value of V (λ max )/V (λ min ) and is the best for the purpose of variance stabilization among the kernels presented. We also notice that kernels with unbounded domains are inadvisable. Table 1 : Evaluation of the term V (λ) for different types of kernels. Kernels with infinite domains are marked with * . Gaussian:
. Remark 3. Let us consider the following kernel function
which yields uniform, triangle, and Epanechnikov kernels, respectively, when (a 0 , a 1 ) =
(1/2, any value), (1, 1) and (3/4, 2). When 0 < a 0 < 1/2, the kernel function does not satisfy the essential property for kernels that the point at which we want to estimate the probability density must decrease (resp., increase) weight if the point is located farther from (resp., closer to) the data point; nevertheless, it is a probability density function satisfying the standard conditions required for kernel smoothing, symmetry, nonnegativity and adequate smoothness. Considering this example and choosing (a 0 , a 1 ) = (0, 6.0131), we obtain the kernel K X (t) = 3.5065|t| 6.0131 I [−1,1] (t) illustrated in the left panel of Figure. 4, which yields the maximim V (λ max )/V (λ min ) = 2.5854 among the class of kernel functions (16).
This value is 26.78% larger than that obtained using the uniform kernel. We conjecture that the mechanism for distributing the higher weight to a point farther away is necessary for the kernel to increase the value of V (λ max )/V (λ min ).
Simulation
We are especially interested in knowing to what degree the proposed methods-the VS local variable bandwidth and VS weighting methods-can stabilize the estimator variance up to the remainder terms. We are also interested in evaluating the cost of variance stabilization in terms of the MISE. For this purpose, we conduct simulations and comparisons between two proposed methods. For the sake of comparison, we employ two more methods that produce heteroscedastic regression estimators. One is the MISE-minimizing fixed bandwidth method:
with the corresponding AMISE being 
The other is the MSE-minimizing local variable bandwidth method:
with the corresponding asymptotic mean squared error (AMSE) and AMISE being, respec-
With this as background, we now compare the following eight types of methods. The simulation setting is as follows. For the true regression function, we employ the function given in Choi and Hall (1998) 
[3 sin(2kπx) + 2 sin(3πx)], k = 1, 2, 3,
If k is greater, the frequency of the curve y = m(x) becomes high.
We use the settings of f X (x) and σ 2 (x) given in Example 1-(i). For the kernel, we employ a Gaussian kernel. We repeat the following process M = 100 times at points from 0.000 to 1.000 with an increment of 0.001 for n = 100, 500, and 1, 000.
Process
Step 1 Generate X i with a sample size n distributed as f X i (x i ).
Step 2 Generate U i |{X i = x i } with a sample size n distributed as N(0, σ 2 (x i )).
Step 3 Obtain (X i , Y i ) with a sample size n, where
Step 4 Construct each estimator (a)-(h) at every point x = 0.00 + ǫ · j, ǫ = 0.001, j = 1, ..., 1000, using the sample (X i , Y i ), i = 1, ..., n, obtained in Step 1-3 above.
Step 5 Repeat
Step 1 through 4 M = 100 times.
Step 6 Let ' m h,λ (T) (x) be the CC estimator calculated (T)-th generated sample of size n. At every point x = 0.0+ǫ·j, j = 1, ..., 1000, compute the sample variances of ' m h,λ (T) (x), T = 1, ..., M, that are respectively calculated in
Step 1-5. Perform this computation for each estimator (a)-(h).
Step 7 For each estimator (a)-(h), obtain the distribution of the sample variances of ' m h,λ (T) (x), T = 1, ..., M, calculated at 1000 points in Step 6. Calculate the standard deviations (SDs) of the distribution for each.
Step 8 For each estimator, compute the estimator of the MISE given by
The simulation programs are written in the programing language C and compiled using Open Watcom Version 1.5. We assume an error term U i |X i is a normally distributed random variable with a mean of 0 and variance σ 2 (X i ). To generate random numbers X i and U i |X i , i = 1, ..., n, the algorithm in William et al. (1992, p.280) for Box-Muller method is used.
The SDs calculated in Step 7 can be regarded as degrees of variance stabilization. When running a simulation, we have to pay attention to the boundary effects discussed in Gasser and Müller (1979) and Rice (1984) for the fixed design kernel regression estimator. Boundary effects can occur even for the LL estimator in the areas 0 < x < h and 1 − h < x < 1, where the symmetry of the kernel is not satisfied and the estimator is biased. Especially, in the case of the CC estimator, the points x − lh and x + lh are outside the domain I when 0 < x < lh and 1 − lh < x < 1, respectively, and the estimators are more biased around these areas.
To avoid boundary effects, we set the domain as [ι, 1 − ι], ι = 0.0, 0.05, 0.10 and 0.15, and calculate the SD for every ι. Tables 2, 3 , and 4 show the results of the simulation when k = 1, 2, and 3, respectively. In Figure 5 , we present the plots of γ * (x), l(λ * V S (x)), and λ * V S (x) at every x for both cases of ζ * V ar and ζ * M ISE used in the simulation. First, we check which method performs the best in terms of the degree of variance stabilization by looking at the SD of the sample variances of the regression estimators calculated at an interval of 0.001 in the domain. Let us examine the cases k = 1, 2, and 3. The MSE-minimizing bandwidth yields the smallest SD in both groups [I] and [II] when ι = 0.0, regardless of the sample size n. However, it is noticeable that, when ι = 0.10, and 0.15, either of the VS bandwidth or the VS weighting methods yields the smallest SD when compared with other estimators in each group, regardless of n. Notably, we find many cases in which the VS bandwidth method produces a smaller SD than the VS weighting method; however, it appears that the VS weighting method is superior to the VS bandwidth in terms of SD when the sample size is large (n = 1, 000) and ι = 0.15. These results obtained for k = 1, 2, and 3 provide some evidence that the VS weighting method can stabilize estimator variance more efficiently than the VS bandwidth method in areas where boundary effects are ignored and the sample size is large.
Second, we examine the results of the simulation in terms of the AMISE and ÿ MISE.
In this paper, we employ the strategy of stabilizing the estimator variance, rather than minimize the MISE or MSE. When using this strategy, it is inevitable that the VS bandwidth augments the MISE, compared with the MSE-minimizing bandwidth. However, in the case of the VS weighting method, it is expected that the MISE augmentation does not occur in all situations. In this sense, we are interested in calculating the cost of variance stabilization in terms of MISE augmentation. We present the AMISE values for each situation in Tables   2, 3 , and 4. In group [II], the VS weighting method performs worse than the VS bandwidth in terms of the AMISE because the VS bandwidth uses two parameters λ(x) and h to reduce the AMISE, whereas the VS weighting method uses only one parameter h for the same purpose. In group [I], the VS weighting method performs better than not only the VS bandwidth method but also the method using the MSE-minimizing bandwidth in terms of the AMISE. The strategy to minimize the estimator variance introduces the advantages of the VS weighting method in AMISE. The ratio of the AMISE calculated using the VS weighting method to that calculated using the MSE-minimizing bandwidth method takes the maximum value of 1.0667 when k = 1 in [II] . In the tables, we also present the ÿ MISE values. The ratio of the ÿ MISE estimated using the VS weighting method to that estimated using the MSE-minimizing bandwidth method takes the maximum value of 1.7156 when k = 2 and n = 1, 000 in [I] .
Third, we compare (a) and (e), that is, λ * V S,V ar (x) and λ * V S,M ISE (x). We observe the estimator (e) yields a larger ÿ MISE for k = 1, 2, and 3. This result appears odd, because (e) would be expected to minimize MISE by definition. We interpret this result as being caused either by the remainder terms of the AMISE or by the fact that the estimator of the MISE in (19) requires improvement. If we fix the domain ι = 0.15, the estimator (e) yields a smaller SD for k = 1, 2, and 3 regardless of the sample size n. If we emphasize variance stabilization, then the estimator (e), the VS weighting method with λ * V S,M ISE (x), appears to be preferable. We observe the same tendency as to SD in the comparison between (b) and (f ), i.e., betweenλ V S,V ar andλ V S,M ISE .
Fourth, we explain the relationship of λ * V S (x) and l(λ * V S (x)) with the γ * (x) expressed in Figure 5 for the case k = 1. The difference in calculating the two graphs in Figure 5 is that the kernel and γ * (x) suffice to determine λ * V S,V ar (x), whereas additional information regarding m (i) (x), i = 2, 3, and 4, is required to determine λ * V S,M ISE (x). Both graphs illustrate that the size of λ * V S (x) is inversely proportional to that of the variance γ * (x) in achieving variance stabilization. In the domain in which the variance γ * (x) is low, the VS weighting method forces us to assign a higher weight for ' m h,λ (x ± lh) to ' m h,λ (x) in the CC estimator and vice versa. This fact is compatible with the fact that V (λ(x)) increases with increasing λ(x) exceeding a critical value λ min , because the mechanism that reduces/increases the estimator variance in the domain where γ * (x) is high/low is required to achieve variance stabilization.
For the cases k = 2, and 3, we observe the same relationship.
To assist in the visual understanding of the results, we also present the graphs of the eight estimators (shown in Figure 6 ) using a randomly selected sample of size n = 1, 000
for the cases k = 1, 2, and 3. As pointed out by Nishida and Kanazawa (2015) , we observe the discontinuous points in the curves of the regression estimators produced by the MSEminimizing bandwidth (h), which were produced more often than (d), in the areas where B(x) takes a zero value when k = 1 and 2 even though the curvature of m(x) is not necessarily zero in those areas. These discontinuities in the regression estimator in (h) causes the values of ÿ MISE to be larger than the MISE values of other estimators even though (h) is designed to minimize ÿ MISE. In our simulation, we attempt to employ the noisy setup for σ 2 (x) and f X (x) to emphasize the differences in variance stabilization between the estimators.
Consequently, we observe that neither the conventional bandwidth method nor the two proposed methods work well in capturing the picture of the true regression functions around the peaks when k = 1, 2, and 3. The costs of variance stabilization not only for the VS weighting method but also for the VS bandwidth method rise to the surface in the discrepancy between the true regression function and the regression estimator around the peaks. [3 sin(2kπx) + 2 sin(3πx)], k = 2, f X (x) =
(1/0.3829)(1/ √ 2π) exp (−0.5(x − 0.5) 2 ), σ 2 (x) = (2.5 + |x − 0.5|) defined in I = [0, 1] and Gaussian kernel. In the literature, we find several studies on variance-stabilizing nonparametric estimators. Anscombe (1948) proposed a VS transformation for the bin count of a histgram. VS kernel density estimation can be achieved by applying nonparametric regression estimation to transformed bin count data, normalizing the outcome to become a probability density function, and taking the inverse of the VS transformation, as in Fan et al.(1996) . Abramson (1982) proposed the global variable bandwidth in density estimation in the context of bias reduction and mentioned the possibility of a VS kernel density estimator. Fan and Gijbels (1992) also mentioned the possibility of a VS LL regression estimator using global variable bandwidth.
Although stabilizing the estimator variance in itself is one definition, constructing VS nonparametric estimators enables us to create confidence bands with a constant width for an entire curve. This is also expected to stabilize the results in nonparametric estimation.
In addition to the above mentioned aspects, we proposed two methods for obtaining VS kernel regression estimators using the CC estimator. The first method employs the VS local variable bandwidth, and the other locally controls the weighting parameter of the CC estimator to make the estimator variance constant over the domain. A major difference between the two methods is that the VS bandwidth method is applicable to any kind of data, whereas the weighting method is not suitable for data whose variability in the vertical direction changes substantially over the domain. The type of kernel is an important factor for the applicability of the weighting method in variance stabilization. In general, a kernel that distributes a higher weight to more distant points can handle several types of data. We compare the performances of the two methods through simulations and find the evidence that the VS weighting method performs better than the VS bandwidth method in terms of the degree of variance stabilization when the sample size is large and the boundary effect is ignored. We also find that the strategy to minimize the estimator variance using the VS weighting method can yield AMISE values that are smaller than those obtained using the MSE-minimizng bandwidth method.
Some studies on the linear combination of nonparametric estimators can be found in addition to Choi and Hall (1998) . Chen et al. (2000) applied SK methods to two-parameter locally parametric density estimators in Hojort and Jones (1996) , in which a local kernel smoothed likelihood function is defined to estimate the best local parametric approximant to the true density for every x, and to construct the convex combination of three estimators.
Because the structures of the bias and the variance brought by this method are essentially the same as those of Choi and Hall (1998) , both the VS weighting and the VS local variable bandwidth methods are applicable to stabilize the estimator variance. In the context of boundary modification, Rice (1984) proposed an estimator constructed by using a linear combination of two non-skewed kernel regression estimators. One of the differences between Choi and Hall (1998) and Rice (1984) is that different bandwidth sizes are used for the components in Rice (1984) , whereas a common bandwidth size is used in Choi and Hall (1998) . We expect that the asymptotic variance of the estimator can be written in terms of the weighting parameter in the linear combination and the two bandwidths. We conjecture that it is possible to control one of the two bandwidths to stabilize the estimator variance and determine the weighting parameter to simultaneously make the estimator near the boundary of the same order of magnitude as that observed in the interior area.
In Section 3, we conduct simulations on the assumption that the components of the bandwidths, f
X (x), i = 1, and 2, σ 2 (x), and m (j) (x), j = 2, 3, and 4, are all true functions because our main concern is to compare the performances of the two VS methods. To obtain the data driven bandwidth ' h * V S and weighting parameter ' λ * V S (x), a plug-in method can be used; however, nonparametric estimations for m (i) (x), i = 2, 3, and 4, are generally difficult, and the estimation process as a whole is expected to be computationally too intensive.
