1.
Introduction. The purpose of this paper is to offer two Miintz type theorems. We denote the polynomials of degree n in the variable j^n by 7r n (A n ), that is, The principal results of this paper are:
THEOREM 1. Suppose S > 0 and X n > h for all n. Then U£L i H n is dense in C[S, 1 ] and only if
hmsup---^log F .
In the context of this paper denseness of LCij H n is with respect to the uniform norm on [S, 1]. (Note that Ujjij H n is not usually a subspace of C [8, 1] ). THEOREM 2. Suppose { a,} and {/?,-} are two monotone sequences. Suppose, for all n, 0 < a t < A,," < A, 2 < i < n, 0 = X\, n < ^2,n < ' -< X n ,n and suppose
The proofs of these two theorems both rely on a knowledge of the locations of the zeros of the associated Chebyshev polynomials. This is discussed in the next section. The basic approximation theoretic facts, and two different proofs of Miintz's Theorem are available in [2] 
and c is chosen so that
Here || || denotes the supremum norm. We make the following assumption throughout, about the Haar spaces we are considering: ASSUMPTION 1. Assume that 1 G //", that each g t is differentiable on (a, b), and if /' has n -1 zeros on (a, b), for/ G //", then/ is identically constant. This assumption is easily verified for systems of type (1.1) or (1.2), both of which are Descartes systems.
A property T n shares with the usual Chebyshev polynomial (of degree n -1) is that T n has exactly (n -1) zeros on [a, b] and that T n oscillates between ±1 exactly n times on [a,b\. Furthermore, under the normalization we have chosen, T n (b) = 1 and T n is unique.
For a sequence of Haar spaces { H n } on [a, b] and their associated Chebyshev polynomials { T n } let the mesh of T n be denoted by This theorem is proved for infinite Markov systems, M, in [1] . The modifications to this case are entirely straightforward. (The key to the proof in [1] is Lemma 1 parts a] and c] and this lemma holds with H n as above.) It should be noted that the proof of this theorem is elementary.
3. Proofs. The proof of Theorem 1 follows in a fairly straightforward way from Theorem 3. This is because we can explicitly write down the Chebyshev polynomials. 
Suppose that A, < 7/ for i = 2,..., n. (We denote this situation by M < N). Suppose that TM is the Chebyshev polynomial with respect to M, with zeros ot\ < 0C2 < • -• < a n and Tjsi is the Chebyshev polynomial with respect to N with zeros fa < fa < • • • < fa, all in [0,1]. Then a, < fit for i = 1... n. (We say in this case that the zeros ofT^ lie to the left of the zeros ofT N ).
PROOF. The proof rests on the following improvement theorem due to Smith [4] which in our context says the following: if q > l n and at n distinct points in (0,1), where
(with strict inequality away from the roots).
We now proceed to increase the coefficients of TM, one at a time, starting with the largest, then the second largest, etc. At each stage we show that the new associated Chebyshev polynomial has zeros to the right of the old one.
Suppose that only one exponent of N is different from those of M (i.e. for exactly one /, À, < 70-If / = w then T N has a larger lead term than T M and hence, (3.2) lim 7V(JC) -TM(X) = oo.
X--KX)
If / T^ n then we deduce from the improvement theorem, that the best approximation to j^" from span { 1,J^2, ...,^ } is not as good as the best approximation to
So, in particular, the coefficient of x A " in TM must be less than the coefficient of JC^ in 7/v and once again (3.2) holds. (Note that in each case, up to normalization, x*" minus the best approximation is the Chebyshev polynomial. Note also that TM and T^ are both monotone on [1, oo)).
Suppose now that Tfs[(x)has zeros a\,...,a n and that T M (x) has zeros f3\,..., /3 n .
Suppose also that oci< (5i i = &+ l,...,rc but <*k > fa.
Consider S" := T N -T M .
Then S has at most n zeros (counting multiplicity) on (0, oo) since it is in a Haar system of order n +1. Furthermore, between the n extrema of each of TM and 7# there lies a zero of S. Also S(l) = S(0) = 0. In particular no interval between sucessive extrema can contain two zeros of S. However, under the above assumption, the interval (a*, Û^+I) contains two zeros (note that T M and T N have the same sign on (a*, Cty+O) and these do not lie between sucessive extrema of TM-This contradiction finishes the proof.
• Consider n and let S n be the associated Chebyshev polynomial. Then, by Proposition 1, the zeros of T n , the Chebyshev polynomial with respect to H' n , are to the left of the zeros of S n . However H' n contains a polynomial V n -\ := Co + £" =3 c^1 which is a Chebyshev polynomial of degree n -1 with respect to { 1, J^3 , x? 4 ,..., x? n } and which has its zeros to the right of the zeros of S n -\. Furthermore the zeros of T n and V n -\ interlace (otherwise on subtraction T n -V n -\ would have too many zeros). Now, since £ ^-= 00, by Muntz's Theorem { l,jc a2 ,...} is dense in C[0,1] and hence, by Theorem 3, the mesh of the {S n } tends to zero on [0,1]. Since the zeros of S n and S n -\ interlace it follows that the mesh of the { T n } also tends to zero. This, with Theorem 3, finishes the proof of a).
Part b). The zeros of the Chebyshev polynomials associated with the H n are bounded below by the zeros of the Chebyshev polynomial associated with a non-dense Markov system. In this case, as in [1] , the zeros all avoid an interval [0,6] and the result follows from Theorem 3.
•
