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Abstract
Since the early 1990s, functional magnetic resonance imaging (fMRI) has dominated the brain mapping
field and it has been proved a powerful tool for mapping human brain functions. The fMRI is a high
spatial-temporal resolution medical-imaging modality, which means the data structure is complicated
and the data size is huge. These features of fMRI data pose some challenges to traditional statistical
methods which focus on data with small sample size and simple data structure. The functional activa-
tion detection and functional connectivity network analysis by using fMRI are two important research
topics in the neuroscience. In this work, we present three different statistical methods, corresponding
to three chapters, for the activation detection and network discovery. In the first part, we present a spa-
tial Bayesian method for simultaneous activation detection and hemodynamic response function (HRF)
estimation; in the second part, we propose a model based clustering method to detect the functional con-
nectivity network; in the third part, we present a general and novel statistical framework for robust and
more complete estimation of brain functional connectivity based on correlation analysis and hypothesis
testing. The complicated data features are taken into account in the three algorithms.
ii
To My Father and Mother
iii
Acknowledgments
First and most, I would like to express my deeply-felt gratitude to my advisers Professor Michelle Y.
Wang and Professor Feng Liang for their guidance, encouragement and constant support over the past
several years. I benefit a lot from their lectures and weekly meetings. Thank you for your enormous
patience when I am slow and thank you for precious suggestions. This thesis would not have been
possible without their supports.
I am very grateful to Professor Douglas G. Simpson and Professor John I. Marden for agreeing to be
on thesis committee and being so supportive and helpful. I enjoyed a lot from the classes of Professor
Douglas G. Simpson and Professor John I. Marden about linear regression analysis and multivariate
analysis.
I thank Professor Adam Martinsek, Dr. Maria Muyot and Professor Annie Qu for their kind support
when I worked in Illinois Statistics Office.
I would like to thank graduate students in the Statistics Department. Thank you for the happy time
we spent together and for the sad moments we shared with each other. My special thanks go to Zhi He,
Chunxiao Zhou, Yunwen Yang, Peng Wang, Na Cui, Yang Feng and Blandine Bawawana.
In particular, I would like to thank my dearest friend in my life Hanxue Bai for his endless support,
encouragement and love. Finally, I’d like to dedicate this thesis to my parents and my husband for your
love and care. Without your support, I could not be the person as I am today.
iv
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 What is fMRI Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Noise in fMRI Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Preprocessing of fMRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Statistical Issues in fMRI Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Characteristics of fMRI Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Statistical Methods in fMRI Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6.1 Model-based Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6.2 Decomposition-based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.7 Real Visual fMRI Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Chapter 2 Functional Activation Detection via Bayesian Spatial Variable Selection . . . . . 11
2.1 Functional Activation Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Model-based Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Inference on HRF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Non-parametric Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.4 Features of Present Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 A Joint Statistical Model for faMRI and HRF . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 A Spatial and Hierarchical Bayesian Approach . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Prior Elicitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Posterior Inference via MCMC . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3 Monte Carlo Estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.4 Model Selection via A Neighborhood Information Criterion . . . . . . . . . . . 25
2.4 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Homogeneous Cluster Single Stimulus Setting . . . . . . . . . . . . . . . . . . 26
2.4.2 Inhomogeneous Single Stimulus Cluster Setting . . . . . . . . . . . . . . . . . . 47
2.4.3 Multiple Stimuli Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5 Real Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5.1 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5.2 Recovery of HRFs for Different Regions . . . . . . . . . . . . . . . . . . . . . 56
2.5.3 Comparisons of Activation Map . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
v
Chapter 3 A Spatial Mixture Model for Network Discovery . . . . . . . . . . . . . . . . . . 70
3.1 Brain Connectivity Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.1 Model-based Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.1.2 Decomposition-based Approaches . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.1.3 Clustering-based Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.1.4 Features of Present Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Statistical Modeling in fMRI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3 Restoration Maximization Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.3.1 Basic Settings for Unknown Parameters . . . . . . . . . . . . . . . . . . . . . . 75
3.3.2 Potts Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3.3 Difficulties in MAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3.4 Pseudo-Likelihood Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.3.5 Restoration-Maximization (RM) Algorithm . . . . . . . . . . . . . . . . . . . . 77
3.3.6 Updating Steps in Finite Mixture Regression Model . . . . . . . . . . . . . . . 78
3.3.7 Updating Steps in Potts Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4.1 Simulation Results for Data without Spatial Noise . . . . . . . . . . . . . . . . 80
3.4.2 Simulation Results for Data with Spatial Noise . . . . . . . . . . . . . . . . . . 80
3.5 Real Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Chapter 4 Functional Brain Network Analysis through Temporal and Spatial Correlation
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.1.1 Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.1.2 Introduction of Present Method . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2 Determination Multiple Homogeneous Seed Regions . . . . . . . . . . . . . . . . . . . 99
4.3 Functional Connectivity Using Multiple Correlations . . . . . . . . . . . . . . . . . . . 99
4.3.1 Estimating Temporal/Sample Multiple Correlations . . . . . . . . . . . . . . . . 99
4.3.2 Estimating Spatial Multiple Correlations in Noise . . . . . . . . . . . . . . . . . 100
4.3.3 Identifying Functional Connectivity of Brain . . . . . . . . . . . . . . . . . . . 103
4.4 Functional Interactivity Using Partial Multiple Correlations . . . . . . . . . . . . . . . . 105
4.4.1 Estimating Temporal Partial Multiple Correlations . . . . . . . . . . . . . . . . 105
4.4.2 Estimating Spatial Partial Multiple Correlations in Noise . . . . . . . . . . . . . 106
4.4.3 Identifying Conditional Functional Connectivity of Brain . . . . . . . . . . . . . 107
4.5 Simulation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.6 Real Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Appendix A Estimation of Correlation Matrix . . . . . . . . . . . . . . . . . . . . . . . . . 118
Appendix B Multiple Stimulus Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Appendix C EM algorithm on finite mixture model . . . . . . . . . . . . . . . . . . . . . . 122
Appendix D Estimation of Noise Variance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
vi
List of Tables
2.1 Comparison of activation detection for four methods at different SNR levels. (S) is our
proposed single-site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G1) is the GLM with family-
wise threshold 5%; (G2) is the GLM with family-wise threshold 1%. # FP means the
voxel number of false positive and # FN means the voxel number of false negative.
There are 3161 non-activated voxels and 935 activated voxels. . . . . . . . . . . . . . . 28
2.2 Comparison of activation detection for four methods at different SNR levels. S) is our
proposed single-site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G1) is the GLM with family-
wise threshold 5%; (G2) is the GLM with family-wise threshold 1%. FPR means the
false positive rate and FNR means the false negative rate. . . . . . . . . . . . . . . . . . 31
2.3 Comparison of Normalized HRF estimation at different SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G) is the ordinary least square
estimator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.4 Comparison of Normalized HRF estimation at different HRF SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G) is the ordinary least square
estimator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.5 Comparison of Information Criterion Difference at different θ values . . . . . . . . . . . 65
2.6 Comparison of activation detection for four methods at different SNR levels. (S) is our
proposed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G1) is the GLM with family-
wise threshold 5%; (G2) is the GLM with family-wise threshold 1%. # FP means the
voxel number of false positive and # FN means the voxel number of false negative.
There are 3161 non-activated voxels and 935 activated voxels. . . . . . . . . . . . . . . 65
2.7 Comparison of activation detection for four methods at different SNR levels. (S) is our
proposed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G1) is the GLM with family-
wise threshold 5%; (G2) is the GLM with family-wise threshold 1%. FPR means the
false positive rate and FNR means false negative rate. . . . . . . . . . . . . . . . . . . . 65
2.8 Comparison of Normalized HRF estimation at different SNR levels. (S)is our pro-
posed single site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G) is the ordinary least square
estimator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
vii
2.9 Comparison of activation detection for four methods at different SNR levels. (S) is our
proposed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G1) is the GLM with family-
wise threshold 5%; (G2) is the GLM with family-wise threshold 1%. # FP means the
voxel number of false positive and # FN means the voxel number of false negative.
There re 3161 non-activated voxels and 935 activated voxels. . . . . . . . . . . . . . . . 67
2.10 Comparison of activation detection for four methods at different SNR levels. (S) is our
proposed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G1) is the GLM with family-
wise threshold 5%; (G2) is the GLM with family-wise threshold 1%. FPR means the
false positive rate and FNR means the false negative rate. . . . . . . . . . . . . . . . . . 68
2.11 Comparison of Normalized HRF estimation at different SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-
Hastings sampling method; (I) is the individual approach; (G) is the ordinary least square
estimator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1 Parameter Estimation under Different SNR Levels when k = 4 . . . . . . . . . . . . . . 80
3.2 Comparison of Pairwise Misclassification Rates in the Block Design without Global Trends 83
3.3 Comparison of Pairwise Misclassification Rates in the Block Design with Global Trends 85
3.4 Comparison of Pairwise Misclassification Rates for Different Regressors . . . . . . . . . 87
viii
List of Figures
1.1 a) fMRI experiment: the brain of a subject is scanner by a magnetic resonance scanner;
b) cognitive task (pressing buttons) and corresponding task function: the baseline means
the subject takes rest and the step function means the subject takes the cognitive task; c)
time series of single brain slice: the scanner scans the brain slice by slice in a given time;
d) the time series intensity for a specific voxel in the slice. . . . . . . . . . . . . . . . . 2
1.2 Over time, the MR signal intensity gradually changes. This phenomenon is known as
temporal drift caused by system noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Preprocessing procedures, including spatial realignment, temporal realignment, co-registration,
normalization and smoothing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Functional activation detection. a) cognitive task (pressing buttons) and the task func-
tions (black bar means rest and the gray bar means task). The red and orange regions
in the b), c) and d) show the activated regions induced by the cognitive task. b) is axial
view; c) is coronal view; d) sagittal view. . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Spatial localization for visual region V1 and corresponding time series intensity before
preprocessing and after preprocessing. a) A voxel in visual region V1; b) V1 voxel nor-
malized time series intensity before preprocessing; c) V1 voxel normalized time series
intensity after preprocessing. The blue line denotes the measurements and the red line
denotes the stimulus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Hemodynamic Response Function. The blue line denotes activated voxel and the red line
denotes the non-activated voxel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 The HRFs at different delays of response and the corresponding time series. The top row
includes different HRFs (from left to right, the γ is respectively 3,7,11 and 15). The red
dots denote the 16 hemodynamic response components; the red dashed lines denote the
baseline; the blue solid lines denote the HRF. The bottom row shows the corresponding
time series of an activated voxel without noise on HRF. . . . . . . . . . . . . . . . . . . 27
2.3 Ground truth of locations for different γ values. The gray background means no activa-
tion regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
ix
2.4 The “Activation Map” comparison of the present method by using single site Gibbs sam-
pling, present method by using multiple-site Metropolis-Hastings sampling, individual
approach, GLM with 5% significant level and GLM with 2% significant level. First
Row: results of proposed method by using single site sampling. Second Row: results
of proposed method by using multiple-site sampling. Third Row: results of individual
approach. Forth Row: results of GLM with 5% significant level. Fifth Row: results of
GLM with 1% significant level. Different columns denote different SNR levels: from left
to right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “Activation Map” of
proposed method (single site Gibbs sampling and multiple-site Metropolis-Hastings sam-
pling) and individual approach, the red color denotes the activation regions and the gray
color denotes non-activation regions. In the “Activation Map” of GLM, the red color and
yellow color denote the activation regions and the gray color denotes the non-activation
regions. The yellow color regions mean more significance the red color regions. . . . . 29
2.5 The “HRF Map” comparison of the present method by using single site Gibbs sam-
pling, present method by using multiple-site Metropolis-Hastings sampling, individual
approach, GLM with 5% significant level and GLM with 2% significant level. First
Row: results of proposed method by using single site sampling. Second Row: results
of proposed method by using multiple-site sampling. Third Row: results of individual
approach. Forth Row: results of GLM with 5% significant level. Fifth Row: results of
GLM with 1% significant level. Different columns denote different SNR levels: from
left to right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “HRF Map”
of proposed method (single site Gibbs sampling and multiple-site Metropolis-Hastings
sampling) and individual approach, gray color denotes non-activation regions (γ = 0)
and the other colors (blue and green) denote activation regions with different γ values,
which means different HRFs in different regions. In the “HRF Map” of GLM, the red
color and yellow color denote the activation regions and the gray color denotes the non-
activation regions. The yellow color regions mean more significance the red color regions. 30
2.6 The box-plot for HRF estimators when SNR=0.25. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 32
2.7 The box-plot for HRF estimators when SNR=0.5. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 33
2.8 The box-plot for HRF estimators when SNR=1.0. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the grand truth. . . . . . . . . . . . . . . . . 34
x
2.9 The box-plot for HRF estimators when SNR=2.0. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 35
2.10 The box-plots comparison for the overall HRF MSE at different SNR levels: SNR=0.25,
0.5, 1.0 and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed
multiple-site Metropolis-Hastings sampling method; I: individual approach; G: ordinary
least square method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.11 The box-plots comparison for the HRF1 MSE at different SNR levels: SNR=0.25, 0.5,
1.0 and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed
multiple-site Metropolis-Hastings sampling method; I: individual approach; G: ordinary
least square method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.12 The box-plots comparison for the HRF2 MSE at different SNR levels: SNR=0.25, 0.5,
1.0 and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed
multiple-site Metropolis-Hastings sampling method; I: individual approach; G: ordinary
least square method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.13 The box-plots comparison for the HRF3 MSE at different SNR levels: SNR=0.25, 0.5,
1.0 and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed
multiple-site Metropolis-Hastings sampling method; I: individual approach; G: ordinary
least square method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.14 The box-plots comparison for the HRF4 MSE at different SNR levels: SNR=0.25, 0.5,
1.0 and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed
multiple-site Metropolis-Hastings sampling method; I: individual approach; G: ordinary
least square method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.15 “HRF Map” for four different HRF SNR levels by using single site Gibbs sampling
method: 0.25, 0.5, 1.0 and 2.0 from left top panel to right panel, respectively. Colored
regions denote the activation regions and gray regions denote the non-activation regions. 41
2.16 Activation Map for four different HRF SNR levels by using multiple-site Metropolis-
Hastings sampling method: 0.25, 0.5, 1.0 and 2.0 from left top panel to right panel,
respectively. Colored regions denote the activation regions and gray regions denote the
non-activation regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.17 The box-plot for HRF estimators when HRF(SNR)=0.25. Different columns denote dif-
ferent methods: our proposed method by using single site Gibbs sampling method, our
proposed method by using multiple-site Metropolis-Hastings sampling method, individ-
ual approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 43
2.18 The box-plot for HRF estimators when HRF(SNR)=0.5. Different columns denote dif-
ferent methods: our proposed method by using single site Gibbs sampling method, our
proposed method by using multiple-site Metropolis-Hastings sampling method, individ-
ual approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 44
xi
2.19 The box-plot for HRF estimators when HRF(SNR)=1.0. Different columns denote dif-
ferent methods: our proposed method by using single site Gibbs sampling method, our
proposed method by using multiple-site Metropolis-Hastings sampling method, individ-
ual approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 45
2.20 The box-plot for HRF estimators when HRF(SNR)=2.0. Different columns denote dif-
ferent methods: our proposed method by using single site Gibbs sampling method, our
proposed method by using multiple-site Metropolis-Hastings sampling method, individ-
ual approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 46
2.21 Ground truth of locations for different γ values. The gray background means no activa-
tion regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.22 The “Activation Map” comparison of the present method by using single site sampling,
present method by using multiple-site sampling, individual approach, GLM with 5%
significant level and GLM with 2% significant level. First Row: results of proposed
method by using single site Gibbs sampling. Second Row: results of proposed method
by using multiple-site Metropolis-Hastings sampling. Third Row: results of individual
approach. Forth Row: results of GLM with 5% significant level. Fifth Row: results of
GLM with 1% significant level. Different columns denote different SNR levels: from left
to right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “Activation Map”
of proposed method (single site Gibbs sampling and multiple-site Metropolis-Hastings
sampling) and individual approach, the red color denotes the activation regions and the
gray color denotes non-activation regions. In the “Activation Map” of GLM, the red
color and yellow color denote the activation regions and the gray color denotes the non-
activation regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.23 The “HRF Map” comparison of the present method by using single site Gibbs sam-
pling, present method by using multiple-site Metropolis-Hastings sampling, individual
approach, GLM with 5% significant level and GLM with 2% significant level. First
Row: results of proposed method by using single site sampling. Second Row: results
of proposed method by using multiple-site sampling. Third Row: results of individual
approach. Forth Row: results of GLM with 5% significant level. Fifth Row: results of
GLM with 1% significant level. Different columns denote different SNR levels: from
left to right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “HRF Map” of
proposed method (single site Gibbs sampling and multiple-site Metropolis-Hastings sam-
pling) and individual approach, gray color denotes non-activation regions (γ = 0) and
the other colors (blue and green) denote activation regions with different γ values, which
means different HRFs in different regions. In the “HRF Map” of GLM, the red color and
yellow color denote the activation regions and the gray color denotes the non-activation
regions. The yellow color regions mean more significance the red color regions. . . . . 50
2.24 The box-plot for HRF estimators when SNR=0.25. Different columns denote different
methods: our proposed method by using single site sampling Gibbs method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . 51
xii
2.25 The box-plot for HRF estimators when SNR=0.5. Different columns denote different
methods: our proposed method by using single site sampling Gibbs method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . . 52
2.26 The box-plot for HRF estimators when SNR=1.0.Different columns denote different
methods: our proposed method by using single site sampling Gibbs method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . . 53
2.27 The box-plot for HRF estimators when SNR=2.0. Different columns denote different
methods: our proposed method by using single site sampling Gibbs method, our pro-
posed method by using multiple-site Metropolis-Hastings sampling method, individual
approach and least square estimator from top to bottom , respectively. Different rows
denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no task from top to bottom,
respectively. The black line in each plot is the ground truth. . . . . . . . . . . . . . . . . 54
2.28 The ground truth of four different HRFs, four different tasks and corresponding signals
without noise. The top row shows the HRF. The red dots denote the 16 hemodynamic
response components; the red dashed lines denote the baseline; the blue solid lines denote
the HRF. The middle row shows the tasks and the last row shows the corresponding signal. 55
2.29 Comparison of “HRF Map” at different signal SNR levels by using single site Gibbs
sampling method. The left top panel denotes the ground truth; from middle top panel to
right bottom slot show the “Activation Map” at SNR=5.0, SNR=3.0, SNR=2.0, SNR=1.0
and SNR=0.5, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.30 Task and normalized mean time series of V1 Right region. Red line means the task and
blue means the time series. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.31 Activation map of the real fMRI data, showing V1 Left/Right, V5 Left/Right and the
posterior parietal (PP) cortices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.32 Activation map generated by our present single site Gibbs sampling method. The first
row denotes the V1 regions; the second row denotes the posterior parietal (PP) cortices
regions and the third row denotes the V5 regions. The color bar shows the 16 different γ
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.33 Activation map generated by GLM. The first row denotes the V1 regions; the second
row denotes the posterior parietal (PP) cortices regions and the third row denotes the V5
regions. The color bar shows the p-value. . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.1 Ground truth of locations for different functional networks. The black background means
background. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2 Ground truth of global trends and seed block design paradigms. . . . . . . . . . . . . . . 82
3.3 Ground truth of global trends and seed event design paradigms. . . . . . . . . . . . . . . 82
3.4 Three regressors extracted from PCA analysis when SNR = 0.1 . . . . . . . . . . . . . 83
3.5 Comparison of RM, EM and GLM under different SNRs in the block design data without
global trends. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.6 Three regressors extracted from PCA analysis when SNR = 0.1 . . . . . . . . . . . . . 85
3.7 Comparison of RM, EM and GLM under different SNRs in the block design data with
global trends. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
xiii
3.8 Comparison of RM, EM and GLM under different SNRs for different regressors. The
first row shows the RM algorithm results with principal components regressors; the sec-
ond row shows the RM algorithm results with mean time series seed regressors. Different
columns denote different SNR levels. . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.9 Comparison of RM results under different cluster numbers. From the figure, the optimal
cluster number is 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.10 Regressors extracted from PCA in the event design experiment. . . . . . . . . . . . . . . 89
3.11 Comparison of RM results under different cluster numbers in the event design experiment. 90
3.12 Global trends extracted from the whole fMRI image using PCA. . . . . . . . . . . . . . 92
3.13 Seed paradigm extracted from PCC region using PCA. . . . . . . . . . . . . . . . . . . 93
3.14 PCC network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.15 Seed paradigms extracted from V1 left and V1 right regions using PCA. . . . . . . . . . 94
3.16 Visual regions network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.1 Configuration diagram for the P seed regions and a random voxel X. . . . . . . . . . . . 102
4.2 (a): Ground truth of a simulated seed; (b): Normalized time series of an associated
connectivity voxel at SNR = -0.5dB. (c): ROC curves at SNR (in dB) = 0.0, -0.5, -1.0,
-1.5 (top to bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3 Identified functional connectivity (color maps) for simulated data (SNR = -1.0dB) —
Comparison of our multi-seed method (multiple correlation) and the single-seed method
(with spatial noise considered, too). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4 Comparison of ROC curves for our multi-seed method (solid lines) and the single-seed
method (with spatial noise also considered, dashed lines) at different SNRs, showing
significantly improved performance using multiple seeds. Note: The TPR and FPR for
the single-seed case are computed as below: M is the total number of voxels; Let i = 1,
2 be the seed index. Suppose: ni (i = 1, 2) is the number of voxels correctly detected
as significant; Ni (i = 1, 2) is the number of voxels with added type i connectivity; mi
(i = 1, 2) is the number of voxels incorrectly detected as significant. Therefore, the
combined TPR and FPR used in the ROC plots for the single-seed case are: TPR =
(n1+n2)/(N1+N2) and FPR = (m1+m2)/(M-N1-N2). . . . . . . . . . . . . . . . . . . . . 112
4.5 Identified functional connectivity (color maps) for simulated data (SNR = -1.0dB) —
Comparison of our multi-seed methods using multiple and partial multiple correlations . 113
4.6 Structural model for the dorsal visual stream (modified from (Buchel and Friston, 1997)),
including primary visual cortex (V1), visual cortical area MT (V5), posterior parietal
cortex (PP), and modulatory interaction term involving dorsolateral prefrontal cortex (PFC).114
4.7 Estimated correlograms from the real fMRI data, showing the asymptotic correlation, ρ∞
, in ρθ(h) (marginal correlation) is lower than the one in ρθ∗(h) (partial correlation). This
might be related to the fact that a baseline condition of brain function exhibits decreases
during performance of a cognitive task Greicius et al. (2003). . . . . . . . . . . . . . . . 115
4.8 Comparison and results of functional interaction maps for the real fMRI data . . . . . . 116
xiv
Chapter 1
Introduction
1.1 What is fMRI Data
Functional magnetic resonance imaging (fMRI) is a special magnetic resonance imaging (MRI) scan.
Since the fMRI emerged twenty years ago, it has dominated the brain mapping field. There are four
important advantages of fMRI: first, fMRI has high spatial and temporal resolution; second, the total
scanning time required can be very short; third, the fMRI can record signals from all regions of the
brain, unlike the electroencephalography (EEG) data, magnetoencephalography (MEG) data and some
other medical-imaging modalities which only record the signals of the cortical surface; last, fMRI is a
noninvasive scanning method, which is safer than X-ray computed tomography (CT) scanning or positron
emission tomography (PET) scanning (Buxton, 2002).
Figure 1.1 demonstrates a standard fMRI experiment. One subject (can be more subjects) is asked
to lie still on soft pads and perform different cognitive tasks or stimuli, such as memorization, pressing a
few buttons, viewing movies, hearing sounds and so on. The subject’s brain is scanned at a high spatial
resolution and at a quick rate (typically once every two or three seconds) slice by slice. In the fMRI data
analysis, the volume element in a brain is usually called a voxel. A single slice contains thousands of
voxels (for example: each slice has a 64× 64 grid, that is 4096 voxels in the slice); and the whole brain
consists of at least 10 slices. The experiment takes between fifteen minutes and two hours. In this period,
the magnetic resonance (MR) scanner records the intensity signal about hundreds of times for each voxel,
which means each voxel has a time series intensity. Therefore, the whole fMRI data size is huge. We are
interested in finding out what the connection is between the magnetic resonance measurements and the
brain functions as presented in the neuronal activity, and, how we can use the connection to generate the
brain functional mapping.
Although the brain working mechanisms are still under investigation, neuroscientists have acquired
some basic ideas about them. When the stimulus is coming, some brain regions become active in re-
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sponse to the stimulus. There are oxygen levels increases in such activated regions as consequences
of two increases: the blood flow rate to the activated regions and the metabolism of the neurons in the
activated regions. This oxygen level increase is what is measured by fMRI (Lazar, 2008). Based on the
research by neuroscientists, most regions in the brain can not be activated under the tasks and there are
no increases in the oxygen levels in such non-activated regions. That is the reason why we can use fMRI
data to investigate the brain cognitive functions by identifying the oxygen levels increases.
Figure 1.1: a) fMRI experiment: the brain of a subject is scanner by a magnetic resonance scanner; b)
cognitive task (pressing buttons) and corresponding task function: the baseline means the subject takes
rest and the step function means the subject takes the cognitive task; c) time series of single brain slice:
the scanner scans the brain slice by slice in a given time; d) the time series intensity for a specific voxel
in the slice.
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How can we measure the increases of oxygen levels in activated regions? Hemodynamic response
function (HRF) is proposed for the goal and it has attracted more and more interests in recent years.
HRF measures the changes in the ratio of oxygenated to deoxygenated blood and it is the theoretical
response of the magnetic resonance intensity to a very short stimulus of unit intensity (Ragapakse et al.,
1998). Once a voxel is activated by the task or stimulus, there is a delay of about one to two seconds
for the hemodynamic response (HR) before any changes are observed, because the blood will take some
time to arrive the relevant regions. The HR climbs up to a peak value gradually following the stimulus.
This process usually takes six to eight seconds. If there is no further stimulus, the HR begins to drop
to baseline slowly. Usually, there is a dip below the baseline before the complete recovery. The whole
process for HR takes approximately 15 to 20 seconds from the start of stimulus to the complete recovery.
So, the measured fMRI intensity to the stimulus is not instantaneous but lagged and damped by the HRF.
1.2 Noise in fMRI Data
Noise is a practical issue we must consider in the fMRI data analysis. Fortunately, the noise and prepro-
cessing methods have been well studied. We will review the major sources of noise in this section and
the preprocessing approaches in the next section.
There are two types of noise sources: the first type is intrinsic noise, including thermal noise and
system noise; the second type is subject-related and motion-related noise (Woolrich et al., 2004; Lazar,
2008).
The intrinsic noise is only related to the properties of the scanner. Thermal noise is caused by the
thermal motions of the electrons in the electronic components of a scanner. The thermal noise reflects
changes in the strength of the MR signal during the period of an imaging session. As the temperature
of the scanner or the whole system increases, the thermal noise will increase. Though the thermal noise
is inevitable, it is not of much concern, because the thermal noise is random and it does not relate to
any specific experimental tasks. System noise comes from the fluctuations in the functioning of the
MR hardware. An important aspect of system noise is the drift in the time series intensity. During the
experiment period, the intensity signal at any given voxel gradually and systematically changes, as shown
in Figure 1.2. This drift is also called temporal drift and it can be removed in the preprocessing step.
The subject-related and motion-related noise is caused by the fact that the experimental subject need
breathe, move around, blink and do some other motions during the scanning. The subject receives the
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Figure 1.2: Over time, the MR signal intensity gradually changes. This phenomenon is known as tem-
poral drift caused by system noise.
instruction to remain still during the experiment because of the way of acquiring data and the goal of
localizing activity. If the subject moves, the brain activation from one location will be contaminated by
activation from nearby locations, as a consequence of blurring of signal. Since the spatial resolution of
fMRI data are typically 1-3 mm per grid, a tiny amount of movement will cause serious effect on the
signal. In addition, a typical fMRI experiment takes fifteen minutes to two hours, it is very difficult
for a subject to remain stationary for such a long time. So, the subject-related and task-related noise is
also called as “motion” noise. Unlike the intrinsic noise, this kind of noise is far from random and it is
hard to reduce. This subject-related and motion-related noise has gained more attention from a statistical
perspective and should be considered in the statistical analysis.
1.3 Preprocessing of fMRI
In this section, we will review the preprocessing procedures that are widely used in the fMRI statis-
tical parametric mapping (SPM) package. There are three aims to do the preprocessing: first, reduce
unwanted and random noise, consequently increase the signal-to-noise ratio (SNR); second, allow dis-
play of functional mapping on higher resolution image; last, provide the coordinate space for making
inference about individual subject. There are five standard procedures in the pre-processing: temporal
realignment, spatial realignment, co-registration, normalization and spatial smoothing, as shown in the
Figure 1.3.
The temporal realignment accounts for the fact that different slices in brain are acquired at slightly
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Figure 1.3: Preprocessing procedures, including spatial realignment, temporal realignment, co-
registration, normalization and smoothing.
different time, rather than all slices at once. However, most fMRI data analysis assume every voxel is
acquired at exactly the same time. The temporal realignment is applied to make the original fMRI data
satisfy the assumption. In addition, the temporal realignment reduces most temporal drift effects from
the system noise.
There are two goals of spatial realignment: first, ensure every voxel is acquired at exactly the same
location during scanning; second, reduce unwanted variance components that are induced by motions in
the time series intensity. Ashburner et al. (1997) gives more technical details about spatial realignment.
In the fMRI data analysis, even after perfect spatial realignment, movement-related noise still exists.
This calls for a further step in the statistical modeling.
The third step is co-registration of functional and anatomical data. The anatomical MRI data has
higher spatial resolution than functional MRI data and it provides the exact brain location information.
The co-registration allows display of any functional mapping onto anatomical images and allows the
comparison of functional mapping across different medical-imaging modalities.
The forth step is spatial normalization. When working on different subjects, we can find brain images
from different subjects are not exactly the same. The spatial normalization can solve this problem by
matching an arbitrary brain image to a standard fixed template image (Talairch space brain). After the
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co-registration and spatial normalization, the difference between subjects and template can be minimized.
In addition, it is easy to locate the brain regions induced by some tasks and make inferences for such
regions through the functional mapping.
The last step for preprocessing is spatial smoothing. The motivations for smoothing the fMRI data
are as following: first, by the central limit theorem (CLT), smoothing the data will render the errors more
normal in their distribution and ensure the validity of inferences based on parametric tests; second, when
making inferences about regional effects using Gaussian random field theory, the assumption is that the
error terms are a reasonable lattice representation of an underlying and smooth Gaussian field. So, the
smoothing is essential in preprocessing steps, however, the smoothing reduces the spatial resolution and
introduces additional spatial correlation, which should be considered in the fMRI statistical analysis.
After the five-step preprocessing, the data is ready for statistical analysis.
1.4 Statistical Issues in fMRI Data Analysis
This section introduces two of the most important statistical issues in fMRI data analysis, functional
activation detection and functional connectivity network analysis.
The functional activation detection via fMRI (faMRI) is to identify the brain regions activated by
some well-designed cognitive tasks (Friston et al., 1994). These studies are often conducted under a
well-designed cognitive task and the aim is to find the brain regions induced by the task, as shown in
Figure 1.4. Most faMRI methods are based on the hypothesis testing for each voxel. The null hypothesis
is that there are no significant activations between voxels. Accessing brain activity individually for each
voxel requires a focus on the reduction of false-negative voxel assignment (Smith et al., 2003).
Functional connectivity is temporal correlation between spatial regions (Friston et al., 1993a). In
the functional connectivity analysis using fMRI data (fcMRI), we try to find all functionally connected
voxels or regions and build the connectivity network in the brain. Unlike the fMRI activation detection,
the functional connectivity analysis can be conducted under both resting states and task states. Currently,
most fcMRI analysis is based on some pre-chosen regions of interest (ROIs), also called as “seeds”.
Given ROIs, we try to determine whether other voxels or regions are connected to these ROIs and then
generate the connectivity map of brain (Fingelkurts et al., 2005).
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Figure 1.4: Functional activation detection. a) cognitive task (pressing buttons) and the task functions
(black bar means rest and the gray bar means task). The red and orange regions in the b), c) and d) show
the activated regions induced by the cognitive task. b) is axial view; c) is coronal view; d) sagittal view.
1.5 Characteristics of fMRI Data
The fMRI data acquired from a single subject has the following important characteristics: noisy, high
spatial-temporal correlation and huge data size. The complicated data structure presents three challenges
to the traditional statistical analysis.
In the section 1.2 and 1.3, we have discussed the noise and corresponding preprocessing procedures.
However, even after the preprocessing, there still remains a large amount of noise in the data, such as
some residual system noise, subject-related and task-related noise and so on.
The second challenge is the complex inherent spatial and temporal correlation and additional spatial
correlation induced by smoothing. The temporal correlation comes from two categories. First, the stimuli
are presented periodically or continuously over the time; second, the brain response has a short delay after
the stimulus, which means the measurement to a stimulus at time t is clearly affected by the stimulus at
time t − 1 or further back in time. The inherent spatial correlation arises from the fact that all voxels
are from the same brain of a person. All voxels are connected based on not only the physical distances
but also the “functional” distances. For example, the voxels in the visual motion areas may be highly
correlated even if they are physically far away from each other.
Last, we have known the fMRI experiment acquires brain images over hundreds of time points and
there are thousands of voxels in each brain image. Therefore, the data size is huge. The computational
efficiency of methodologies should be considered in the analysis.
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1.6 Statistical Methods in fMRI Analysis
In the fMRI analysis, there are two major categories of methods: model-based method, such as general
linear model (GLM) (Friston et al., 1994), and decomposition-based methods, including singular value
decomposition (SVD) or principal component analysis (PCA) (Andersen et al., 1999) and independent
principal component analysis (ICA) (Calhoun et al., 2003; McKeown and Seijnowski, 1998). In this
section, the two methods will be reviewed.
Before reviewing the two methods, we will introduce the rules for notations. The lower-case letter
denotes the observation value and the upper-case letter denotes the random variable; the bold letter
denotes the vector or matrix and the non-bold letter denotes the scaler. The total voxel number is N and
the length of intensity time series is T . For voxel i ∈ {1, 2, · · · , N}, the yi = [yi1, yi2, · · · , yiT ]′ is the
observed intensity time series. And Yi denotes the corresponding T -dimensional random variables with
the probability density function f(yi) on RT . The matrix form for the whole measured fMRI data is
yN×T = [y′1,y′2, · · · ,yN ]′, where ′ denotes the vector transpose.
1.6.1 Model-based Method
General linear model (GLM) is a model-based method. Suppose we conduct an fMRI experiment with a
cognitive task. The task or stimulus is a step function denoted as s, as shown in Figure 1.1 (b). st = 1
or 0 indicates the presence or absence of the stimulus. The basic idea of GLM is that separate regression
model is applied to each voxel to obtain t statistics for the inference. Then a spatial adjusted p-value
is undertaken in a second postprocessing step. The regression model explains response variable Yi in
terms of a linear combination of the explanatory variable X plus an error term:
Yi = Xbi + ei. (1.1)
In the faMRI, the design matrix X includes the intercept, some global trends and stimulus step
function or simulated brain response function. In the fcMRI, the design matrix X includes the intercept,
some global trends and mean time series of ROIs. The bis are unknown regression coefficients and ei
is error term, modeled as white noise N(0, σ2i I). Suppose bip is the coefficient regarding to the brain
activity regressor in the faMRI or ROI mean time series regressor in the fcMRI. The hypothesis test
for element of bip is applied to determine whether the voxel is activated or functionally connected or
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not. After the voxel-wise t statistic is acquired, stationary Gaussian random field is used for spatial
adjustment. If the p-value of test statistics for bip is smaller than a pre-specified threshold, we can claim
the voxel i is activated by the stimulus in the faMRI or functionally connected with the ROIs in the
fcMRI.
1.6.2 Decomposition-based Methods
The decomposition-based methods, including singular value decomposition (SVD)/principal component
analysis (PCA) and independent component analysis (ICA), are widely used techniques for the fMRI
data analysis. The basic idea of SVD/PCA is to represent the observed fMRI time series intensity with
a combination of orthogonal components. Each component is made of a temporal pattern multiplied
with a spacial pattern, which is so-called eigenimage. Suppose the fMRI data matrix is YN×T , the
decomposition is:
YN×T = UN×TDT×TV′T×T =
n∑
i=1
diUiV′i
where the D includes all singular values; V is combination of the principal components and U is com-
bination of eigenimages; the ith column Vi is the ith principal component; the ith column Ui is the cor-
responding eigenimage; n is the number of chosen components. In the faMRI, based on the assumption
that major data variance contribution comes from the brain activation, we only consider the eigenimage
regarding to the biggest singular value. The regions with high absolute values in the eigenimage are con-
sidered as activated regions. In the fcMRI, regions with high absolute values are considered correlated
(Li et al., 2009).
ICA is similar to PCA, but the components are required to be independent rather than orthogonal.
ICA assumes that the data consist of T statistically independent components and at most one component
is Gaussian. The independence assumption make the activation or connectivity not have a systematic
overlap in the time and space. However, the non-Gaussian assumption is hard to be satisfied.
In the real application, decomposition-based method can not be justified statistically. Therefore,
these methods are often used as a preprocessing step for dimensionality reduction for further analysis.
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1.7 Real Visual fMRI Data Description
The visual motion task real fMRI data (53 × 63 × 46 × 360) was obtained from the SPM data site
(http://www.fil.ion.ucl.ac.uk/spm/data/attention.html). The experiment was performed on a 2 Tesla Mag-
netom VISION MRI system equipped with a head volume coil. Contiguous multi-slice T ∗2 -weighted
fMRI images (TE = 40ms; 90ms/image; 19.2 × 19.2cm) were obtained. The subject was scanned dur-
ing four runs, each lasting 5 min 22 s. 100 image volumes were acquired in each run and the first 10
image volumes for each run are discarded scans, which would not be used in real analysis. Four condi-
tions - “fixation”, “attention”, “no attention” and “stationary” - were used and there were 10 multi-slice
volumes per condition. The SPM package is used for the standard preprocessing, including alignment,
registration, normalization and smoothing (Buchel and Friston, 1997). Figure 1.5 demonstrates one of
the visual voxels and corresponding time series intensity before preprocessing and after preprocessing.
Figure 1.5: Spatial localization for visual region V1 and corresponding time series intensity before pre-
processing and after preprocessing. a) A voxel in visual region V1; b) V1 voxel normalized time series
intensity before preprocessing; c) V1 voxel normalized time series intensity after preprocessing. The
blue line denotes the measurements and the red line denotes the stimulus.
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Chapter 2
Functional Activation Detection via
Bayesian Spatial Variable Selection
In this chapter, a spatial Bayesian variable selection method is proposed to detect the functional acti-
vation regions, and meanwhile, estimate the hemodynamic response functions (HRFs). The functional
activation detection analysis via fMRI (faMRI) is to identify the brain regions activated by some well-
designed cognitive tasks. HRF, as an unobserved but direct measurement to brain activity (Ragapakse
et al., 1998), plays an important role in the faMRI. How to estimate the HRF has gained more and more
interests in recent years.
This chapter is organized as follows: we begin with a detailed introduction for faMRI and HRF. Then
we present the statistical modeling for fMRI data, including the single stimulus and multiple stimuli
modeling. This is followed by proposed spatial Bayesian variable selection methodology. Then we show
the simulation evaluation and real visual data results. We will end with a conclusion.
2.1 Functional Activation Detection
In the fMRI experiment, when the stimulus is coming, some regions in the brain will be induced by the
cognitive tasks. The goal of functional activation detection is to identify such brain regions. As we have
discussed in the Chapter 1, fMRI data are very noise, high-dimensional and temporal/spatial correlated.
These features present some challenges to traditional statistical analysis. Currently, most faMRI methods
are based on the hypothesis testing for each voxel. The null hypothesis is that there are no significant
activations between voxels.
2.1.1 Model-based Approaches
General linear model (GLM) is a widely used model-based method (Friston et al., 1995). In the context
of functional activation detection analysis, GLM is used to make statistical inferences by performing
hypothesis test for every voxel.
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Suppose we conduct fMRI experiment with a cognitive task. The task or stimulus is a step function
denoted as s. st = 1 or 0 indicates the presence or absence of a stimulus at time t. The general linear
model for the time series intensity of voxel i is written as:
Yi = Xai + rbi + ei. (2.1)
where Yi denotes the random variable for time series intensity of voxel i; X is design matrix, including
the intercept, some global effects and so on. r, a function of stimulus s, models the real brain activity. r
is assumed known. The error term ei is assumed to be independent and identically normally distributed
with covariance σ2i I. In this model, of interest is the unknown regression coefficient bi associated with
the brain activity r. The inference on whether the voxel is activated or not is based on whether bi is zero
or not. In the GLM, the t statistics and corresponding p-value at each voxel can be used as the inference
(Friston et al., 1994). In the standard fMRI data analysis, the colored plot of p-value over the brain is
called the p-map.
In the standard fMRI analysis, we use the p-value to look for the effect we are interested in, such as
the functional activation. However, the result of calculating a statistics for each brain voxel that tests for
the effect of interest is a large volume of statistics values. To show any evidence of the effect, multiple
comparison problem in fMRI have to be taken into account. Markov random field can be applied for not
only the multiple comparison but also the spatial correlation inherent in the fMRI data.
Random field theory (RFT) is successful in finding the height threshold for a smooth statistical map
which gives the required family-wise error rate. The key idea that RFT solves the threshold problem
is by using results that give the expected Euler characteristic (EC) for a smooth statistical map that has
been thresholded. The expected EC leads directly to the expected number of clusters above a given
threshold and that this in turn gives the height threshold that we need. The application of RFT proceeds
in stages. First, we estimate the spatial correlation of the statistical map, such as p-map, t-map and so on.
Second, the spatial correlation is used in the appropriate RFT equation to give the expected EC at different
thresholds. This allows us to calculated the threshold at which we would expect 5% or 1% of equivalent
statistical maps arising under the null hypothesis (on effect for overall fMRI data) to contain at least one
area above threshold Worsley (1994). The random field correction is similar to the Bonferroni correction,
but the Bonferroni correction treats all voxels in the fRMI as independent observations. Random field
correction calculates the independent EC based on the spatial correlation.
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Although the GLM is widely used in the fMRI analysis, there are two major limitations. First, in the
GLM, the separate regression models are applied to each voxel and the spatial correlation is not used in
modeling. However, the voxel-wise regression model is correlated, not only at the noise level but also at
the inference of regression coefficients. Second, the brain activity is assumed known and the same for
the whole brain. However, in practice, the brain activity is unknown and may differ from voxel by voxel.
Besides the GLM, a number of Bayesian methods have been proposed to model the spatial and
temporal correlation in fMRI data recently (Gossl et al., 2001; Woolrich et al., 2004; Penny et al., 2005;
Smith and Fahrmeir, 2007). Gossl et al. (2001) proposed a comprehensive spatial-temporal model with
Gaussian random field prior for the time series intensity and posterior inference computed via MCMC.
Woolrich et al. (2004) presented a similar spatial-temporal model for the noise and used the MCMC for
posterior inferences too. Penny et al. (2005) placed Gaussian spatial priors on regression coefficients in
the GLM to describe the signal intensity and used autoregressive model for the noise. Smith and Fahrmeir
(2007) suggested a Bayesian variable method for inference of faMRI and placed a spatial prior for the
introduced latent variable. However, most of these methods may lead to over-smoothed anatomically
meaningful peaks or edges between active and inactive regions because of the prior distributions on the
activation amplitudes. In addition, most methods assume specific parametric form for unknown brain
activity, which could introduce bias in activation detection due to model mis-specification. Furthermore,
these methods can’t recognize and calculate the unobserved brain activity based on the properties of data
itself.
2.1.2 Inference on HRF
Hemodynamic response function (HRF) is proposed to measure the real brain activity. HRF is the theo-
retical response of the magnetic resonance intensity to a very short stimulus of unit intensity and measure
the changes in the ratio of oxygenated to deoxygenated blood (Ragapakse et al., 1998). Once a voxel
is activated by the task or stimulus, there is a delay of about one to two seconds for the hemodynamic
response (HR) before any changes are observed, because the blood will take some time to arrive the
relevant regions. The HR climbs up to a peak value gradually following the stimulus. This process usu-
ally takes six to eight seconds. If there is no further stimulus, the HR begins to drop to baseline slowly.
Usually, there is a dip below the baseline before the complete recovery. The whole process for HR takes
approximately 15 to 20 seconds from the start of stimulus to the complete recovery. Furthermore, the
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measured fMRI time series intensity to the stimulus is not instantaneous but lagged and damped by the
HRF.
There are two categories methods for estimating HRF: parametric methods and non-parametric meth-
ods.
Parametric methods presume that the HRF is a non-linear function of certain parameters and these
parameters are often given physiological meanings. A number of functions have been proposed to model
the HRF: Poisson function, the Gaussian function, the Gamma function, spine-like function and a dif-
ference of two Gamma functions (Gossl et al., 2001; Friston et al., 2002). These methods are easy to
apply in the modeling. However, assuming the shape of hemodynamic response to be a known prior
and invariant throughout all brain is a too strong constraint, which will disregard the differences among
different functional regions.
Non-parametric methods have been developed to estimate the HRF at each time point. These methods
make no prior hypothesis about the shape of the response function. Methods include averaging over
regions (Kershaw et al., 2000), smooth FIR filter (Goutte et al., 2000), introduction of non-diagonal
models for temporal covariance of the noise (Burock and Dale, 2000), and Bayesian method (Marrelec
et al., 2003). These approaches have an advantage that there is no much bias in estimation because of
the rigorous physiological constraints. However, the inherent spatial structure in fMRI data is ignored by
these methods.
2.1.3 Non-parametric Approaches
Model-independent approach, including SVD/PCA (Andersen et al., 1999), ICA (Calhoun et al., 2003)
and so on, can be used to find activation brain regions. The basic idea of SVD/PCA is to represent the
observed fMRI time series intensity with a combination of orthogonal components. Each component is
made of a temporal pattern multiplied with a spatial component, which is so-called eigenimage. Suppose
the fMRI data matrix is YN×T , the decomposition is:
YN×T = UN×TDT×TV′T×T =
n∑
i=1
diUiV′i
where the D includes all singular values; V is combination of the principal components and U is com-
bination of eigenimages; the ith column Vi is the ith principal component; the ith column Ui is the
corresponding eigenimage; n is the number of chosen components. In the functional activation detection
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analysis, based on the assumption that major data variance contribution comes from the brain activation,
we only consider the eigenimage regarding to the biggest singular value. The regions with high absolute
values in the eigenimage are considered as activated regions.
ICA is similar to PCA, but the components are required to be independent rather than orthogonal.
ICA assumes that the data consist of T statistically independent components and at most one component
is Gaussian. The independence assumption make the activation not have a systematic overlap in the time
and space. However, the non-Gaussian assumption is hard to be satisfied.
Though the SVD/PCA or ICA are easy to calculate, it still has several major disadvantages. First,
it is difficult to interpret so many eigenimages and corresponding time course pairs that are produced
from fMRI data. Second, it is likely to “split” a single feature of interest across multiple components.
Third, choices for the tuning parameters, such as the cut-off values for eigenimages, can not be justified
statistically. Best of all, it is impossible to recover the HRFs from the eigenimages. Currently, these
decomposition methods are often used as a preprocessing step for dimensionality reduction for further
analysis.
2.1.4 Features of Present Method
In this chapter, we propose a spatial Bayesian method for HRF estimation and simultaneous activation
detection through a Bayesian variable selection of a fMRI regression model. The two goals are achieved
through a Bayesian variable selection method for a fMRI regression model with nonparametric HRFs
and a Markov random field (MRF) prior. Compared with existing methods for fMRI analysis, our work
has several distinct features and advantages. First, the HRF at each voxel is modeled nonparametrically,
which reduces bias due to model mis-specification and enhances the power of activation detection. Sec-
ond, neighborhood information is incorporated through a spatial MRF prior placed on latent variables
representing activated hemodynamic response components. This leads to more accurate HRF estimation.
Third, detecting functional activation and estimating HRFs are integrated into a unified (instead of two
stages) framework, which makes our method more robust and less sensitive to model mis-specification.
Forth, the activation map is generated from the full spectrum of posterior inference constructed through
a Markov chain Monte Carlo (MCMC) scheme. In the MCMC sampling, we designed two sampling
schemes: one is the single-site Gibbs sampling and the other is multiple-site Metropolis-Hastings sam-
pling. Last, the HRF estimation is not only used in the signal stimulus task but also generalizable and
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applicable to multiple stimuli problems.
2.2 A Joint Statistical Model for faMRI and HRF
Let s(t) denote the external input task signal and {yit; t = t1, t2, · · · , tT } denote the corresponding fMRI
signals observed at voxel i at T equally spaced time points, i.e., ti = i4t. Without loss of generality, we
set 4t = 1. We assume that the observed data consist of brain response rit and some noise eit:
yit = rit + eit, i = 1, · · · , N
The rit would reflect the sluggish, non-linear and non-local hemodynamic response due to the in-
volved neuronal activity. In addition, the brain response to stimuli is not instantaneous, but a convolution
of s and an unknown hemodynamic response function hi, namely,
Single Stimulus Experiment: yit = (s⊗ hi)(t) + eit, i = 1, · · · , N (2.2)
where ⊗ denotes the convolution operator. For the boxcar type external inputs, we have s(t) = 1 or 0
indicating the presence or absence of a stimulus, and the hit is the HRF at time t after neural activity. Fol-
lowing Goutte et al. (2000) and Zhang and Yu (2007), we model HRF at each voxel nonparametrically as
hi = {hi1, hi2, · · · , hiT }. Representing the response yit at voxel i as a vector yi = {yi1, yi2, · · · , yiT },
we have
Single Stimulus Model: yi T×1 = ST×qhi q×1 + ei T×1 (2.3)
where S is the T × q Toeplitz design matrix based on the stimulus function s(t) with
Sij =
 s(ti − tj) i ≥ j0 i < j ,
and the product Shi represents the convolution s ⊗ hi evaluated at the T time points. Note that for
detection active regions, the null hypothesis (non-activation) corresponds to hi = 0. There are several
sources of fMRI noise, such as system noise (from scanner drift noise and gradient field noise), motion
noise (from head motion or body motion), etc. We model the noise ei as two parts: the large-scale varia-
tion or deterministic drift and the stationary short-scale stochastic variation as in Woolrich et al. (2004).
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The deterministic drift can be removed in a preprocessing stage, for example, by the SPM package. The
short-scale error at a given scan is correlated with its temporal neighbors. This kind of correlation should
be modeled, because correlations play an important role when assessing the significance of the test. Ig-
noring temporal correlations lead to the incorrect estimation of hi. This kind of short-scale stochastic
variation is usually modeled by AR(1) or ARMA(1, 1), as suggested in Friston et al. (1995).
An advantage of our model 2.3 is that it models the HRF non-parametrically instead of assuming
any parametric form such as Gamma or other functions. Further, an individual HRF is estimated for
each voxel, which relaxes the unrealistic assumption that all voxels have the same HRF as in many other
papers. Such a relaxation allows heterogeneity in hemodynamic responses among voxels. An immediate
concern with model 2.3 is overfitting, that is, with a limited sample at each voxel, one may not be able to
reliably estimate such a high-dimensional parameter hi. We address this concern with two approaches:
one is to pool information across neighboring voxels for estimation, which will be discussed in the next
Section, and the other is to take into account the sparsity property of hi.
It is well accepted by the fMRI community that when a voxel is active to external stimuli, the cor-
responding HRF will quickly climb up to a peak value and then drop to baseline slowly, as shown in
Figure 2.1. Zhang and Yu (2007) proposed to incorporate such a property into the modeling of h by
imposing a sparsity assumption on hi, in the sense that only a small fraction of its total T elements is
non-zero. If voxel i does not respond to a stimulus, there is no hemodynamic response, that is, all ele-
ments in hi are zero. This motivates us to introduce a latent variable γi ∈ {0, 1, · · · , q} at each voxel,
with γi = k indicating that only the first k components of hi are non-zero. In other words, the latent
variable γi indicates the support of hi. Especially γi = 0 corresponds to a non-activation voxel. Here
we set the maximal support for HRF to be q < T . Data-driven selection of q can be made by applying a
change-point detection or other model-selection methods as discussed in Zhang and Yu (2007).
Given γi, we can further modify the model 2.3 as
yi = S(γi)hi(γi) + ei, (2.4)
where hi(γi) is a γi-by-1 vector denoting the first γi non-zeros coefficients in hi, and S(γi) is the
corresponding T × γi design matrix. The error term is modeled as ei ∼ MVN(0, σ2iΣ). Σ is correlation
matrix, which is assumed to be the same for all voxels (Friston et al., 1995). More details about estimation
Σ are given in Appendix A.
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Figure 2.1: Hemodynamic Response Function. The blue line denotes activated voxel and the red line
denotes the non-activated voxel.
Although we focus on single stimulus experiment here, our model can be easily extended to general
cases with multiple stimuli. Suppose there are P types of stimuli st = [s1t, s2t, · · · , sPt]′ at t, we can
extend the single stimulus model 2.3 at each voxel to be
Multiple Stimuli Experiment:
yit = (s1 ⊗ hi1)(t) + (s2 ⊗ hi2)(t) + · · ·+ (sP ⊗ hiP )(t) + eit, i = 1, · · · , N
Here we assume that different stimuli induce different hemodynamic response functions denoted by
hi1, hi2, · · · , hiP . Express the convolution model above in matrix notation
Multiple Stimuli Model: yi = S1hi1 + S2hi2 + · · ·+ SPhiP + ei
= Shi + ei
Similarly we can introduce a latent variable γip for each voxel i and hemodynamic response func-
tion hip to indicate the support of hip. More details about the multiple stimuli modeling are given in
Appendix B. For simplicity of exposition, we will focus on the analysis of single stimulus experiment in
the following section.
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2.3 A Spatial and Hierarchical Bayesian Approach
We develop a Bayesian approach for statistical inference on γi’s and hi’s. In this section, we first describe
our prior choices on unknown parameters, and then present two MCMC sampling schemes we use for
efficient posterior inference.
2.3.1 Prior Elicitation
The unknown parameters for our model 2.4 are (γi,hi, σ2i ). We specify our prior hierarchically as
follows:
[
N∏
i=1
pi(hi|γi, σ2i )pi(σ2i )
]
× pi(γ1, γ2, · · · , γN ).
A Variable Selection Prior
For computation efficiency, we employ a conjugate normal prior on the coefficients hi(γi) and a standard
non-informative prior on the variance σ2i :
hi(γi)|σ2i , γi ∼ MVN
(
0, Tσ2i (S(γi)
′Σ−1S(γi))−1
)
, (2.5)
pi(σ2i ) ∝ 1/σ2i
where Eq. 2.5 is a special case of the popular g-prior used in Bayesian model selection, which is related
to the BIC criterion (Zellner, 1986; Kass and Wasserman, 1996; Liang et al., 2008).
One advantage of these priors is that it leads to a closed form expression of the integrated likelihood,
which will make our sampling algorithm more efficient. So the p(yi|γi) is as following:
p(yi|γi) =
∫ +∞
0
(
1√
2pi
)T ( 1
σ2i
)T/2 ∣∣∣Σ+ TS(γi) (S(γi)′Σ−1S(γi))−1 S(γi)′∣∣∣−1/2
exp
{
− 1
2σ2i
y′i
(
Σ+ TS(γi)
(
S(γi)′Σ−1S(γi)
)−1 S(γi)′)−1 yi} 1
σ2i
dσ2i
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Let
R(γi) = y′i
(
Σ+ TS(γi)
(
S(γi)′Σ−1S(γi)
)−1 S(γi)′)−1 yi
= y′iΣ
−1/2
(
I− T
T + 1
(
Σ−1/2S(γi)
(
S(γi)′Σ−1S(γi)
)−1 S(γi)′Σ−1/2))Σ−1/2yi
= y′iΣ
−1yi − T
T + 1
y′iΣ
−1S(γi)(S(γi)′Σ−1S(γi))−1S(γi)′Σ−1yi
R(γi) is sum of squares in regression. In addition,
∣∣∣Σ+ TS(γi) (S(γi)′Σ−1S(γi))−1 S(γi)′∣∣∣−1/2 = |Σ|−1/2(1 + T )−γi/2
Finally we can get
p(yi|γi) ∝ |Σ|−1/2(1 + T )−γi/2
∫ +∞
0
(
1
σ2i
)T
2
+1
exp
{
− 1
2σ2i
R(γi)
}
dσ2i
= |Σ|−1/2(1 + T )−γi/2Γ
(
T
2
)
(R(γi))
−T
2
∝ |Σ|−1/2(1 + T )−γi/2R(γi)−T/2 (2.6)
An Information Pooling Prior
As we mentioned in previous section, it is not stable to estimate the HRF individually at each voxle due
to the small sample size. For fMRI data, it is natural to assume that two voxels that are spatially close
should have similar HRFs. To pool information across neighboring voxels for both activation detection
and HRF estimation, we introduce a spatial MRF prior on γ = (γ1, · · · , γN )
p(γ) ∝ exp

N∑
i=1
αi(γi) +
N∑
i=1
∑
j∈δi
θTωijQij
 , (2.7)
where Qij = 1(γi = γj = 0) + 1(γi > 0, γj > 0), with 1(A) being the indicator function equal to 1
if A is true and 0 otherwise. Let δi denote the set of neighboring voxles around voxel i, which, in our
case, consists of 5 (if pixel i is on the boundary) or 8 (if the pixel i is not on the boundary) immediate
neighboring pixels for a 2D data, and 11 or 26 voxels for a 3D data. The first term in Eq. 2.7 denotes the
“external field” and usually takes a linear form with fixed αi’s. The second term denotes the interaction
effect of neighboring elements in γ, which encourage nearby voxels that are similar have the same γ
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value. The weight ωij measures the interaction between neighboring voxels i and j ∈ δi. We set ωij to
be the inverse of “functional distance” of two voxels i and j, defined as
|Corr(yi,yj)|
dij
where Corr(yi,yj) is the Pearson’s correlation between two voxels i and j and dij is the Euclidean
distance between those two voxels. If αi(γi) = 0 for all i, the marginal probability p(γi = 1, · · · , q|θ) =
1/q for all i, and T is the length of time series; the θ is purely a spatial smoothing parameter; ifαi(γi) 6= 0
for some i, θ is spatial smoothing parameter but also determines the marginal probability of γ. In both
cases, γ is independent when θ = 0. Our prior Eq. 2.7 can be viewed as a modified version of the Ising
prior used in Smith and Fahrmeir (2007).
2.3.2 Posterior Inference via MCMC
For efficient sampling, we integrate over the HRF coefficient hi, which can be retrieved later. The joint
posterior distribution of all indicator variables can be calculated by combining the spatial prior and the
integrated likelihood as follows
p(γ|θ,y) ∝
(
N∏
i=1
p(yi|γi)
)
p(γ|θ) (2.8)
∝ exp

N∑
i=1
li(γi) + αi(γi) +∑
j∈δi
θTωijQij
 ,
where li(γi) = log (p(yi|γi)) denotes the log of the integrated likelihood.
Next we present two MCMC algorithms for posterior sampling of Eq. 2.8. The first one is a single-
site Gibbs sampler that samples the individual label γi sequentially conditioning on the γ values of all
other voxels γ[−i]. The second one is the Metropolis-Hastings sampler which updates the label of a block
of voxels in each iteration, in the same spirit as the well-known Swendsen-Wang algorithm.
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Single-Site Gibbs Sampling
As an effective sampling scheme, Gibbs sampling is used to draw samples from the posterior distribution.
The posterior distribution of γi conditioning on γ[−i] and the data is of simple form:
pi(γi = k|γ[−i],y) ∝ exp
li(k) + αi(k) + θ∑
j∈δi
TωijQ(k, γj)
 (2.9)
where k = 0 : q. So we can sample γ via the Gibbs sampler as the following:
1. Initialization: set a set of random initial values on (γ1, γ2, · · · , γN );
2. Iteratively execute the following MCMC loops: sample γi using Eq. 2.9 recursively for i = 1 : N .
Although Gibbs sampling is very easy to implement, it has some known drawbacks: 1) it is compu-
tationally expensive to calculate the conditional distribution Eq. 2.9 at each voxel especially when the
number of voxel N is large; 2) it is also time consuming to update a block of coupled voxels since the
updating is doing sequentially (Bartlet, 1946). Similar problems have arisen in sampling of other MRF
models and Swendsen-Wang algorithm is one of such efficient algorithms designed for Ising or Potts
models (Higdon, 1997; Liu, 2008). However, our prior and therefore posterior distributions are not from
the Ising or Potts family, so the Swendsen-Wang algorithm is not directly applicable. Following the work
by Bartlet (1946), we construct a Metropolis-Hastings (MH) algorithm to sample the non-Potts posterior,
in which we use the ideal from Swendsen-Wang algorithm to propose an update of a block of γi’s.
Multiple-Site Metropolis-Hastings Sampling
We propose a MH move as follows. Let E0 denote the edge set deduced from the neighborhood struc-
ture we use in our prior specification Eq. 2.7, that is, an edge i ∼ j is contained in E0 if i ∈ δj or
equivalently j ∈ δi. Go through all the edges in E0 and remove an edge i ∼ j if γi 6= γj or with prob-
ability (1 − exp(−θωij)) is γi = γj . The N voxels are then divided into m disconnected components
(V1, V 2, · · · , Vm). Randomly pick a component Vo and propose to update γVo = {γi : i ∈ Vo} from k
(voxels in the same component have the same γ value) to k∗ with probability p(k∗), where k∗ = 0 : q.
The acceptance ratio for the MH step is given by
α = min
{
1,
pi(γ∗|y)q(γ∗ → γ)
pi(γ|y)q(γ → γ∗)
}
(2.10)
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Note that γ and γ∗ only differ at voxels in Vo. Let C(Vo, V co ) denote the set of edges i ∼ j from
E0 such as i ∈ Vo and j ∈ V co where V co denotes the complementary of the voxel set Vo. Then we can
simplify the posterior ratio in Eq. 2.10 to be
pi(γ∗|y)
pi(γ|y) =
exp
{[∑
i∈Vo li(γ
∗) + αi(γ∗)
]
+ θT
∑
C(Vo,V co )
ωijQ(γ∗i , γ
∗
j )
}
exp
{[∑
i∈Vo li(γ) + αi(γ)
]
+ θT
∑
C(Vo,V co )
ωijQ(γi, γj)
}
The proposal distribution q(γ → γ∗) is very difficult to evaluate since from γ there are many different
ways to form the same disconnected components (V1, V2, · · · , Vm). A key result in Bartlet (1946) is that
although the individual proposal density is difficult to evaluate the ratio of these two proposal densities
is of simple form,
q(γ∗ → γ)
q(γ → γ∗) =
exp
{
−θT∑C(Vo,V co ) ωij1(γ∗i = γ∗j )} p(k)
exp
{
−θT∑C(Vo,V co ) ωij1(γi = γj)} p(k∗)
Given a selected component Vo, if we propose an updated label k with probability
p(k) ∝ exp
{∑
i∈Vo
li(γi = k) + αi(γi = k))
}
×
exp
θT ∑
C(Vo,V co )
ωij [Q(γi = k, γj)− 1(γi = γj = k)]
 (2.11)
then the acceptance ratio in Eq. 2.10 is equal to 1. So we always accept our proposal which is like in
Gibbs steps.
We summarize our Metropolis-Hastings algorithm as follows:
1. Initialization: set a set of random initial values on (γ1, γ2, · · · , γN );
2. Iteratively execute the following MCMC loops:
• Remove an edge i ∼ j if γi 6= γj or with probability (1− exp(−θωij)) if γi = γj ;
• Based the new connected edge set to form the disconnected components (V1, V2, · · · , Vm);
• Randomly select a disconnected component Vo from (V1, V2, · · · , Vm);
• Update γVo to a new label k using probability p(k) defined in Eq. 2.11 where k = 0, 1, · · · , q.
The multiple-site updating algorithm is more efficient than the single-site updating method. However,
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in the MCMC loops, we need form the m disconnected component based on the new edges, but only
choose one from m components, which loose some efficiency. So we modify the algorithm as following:
1. Initialization: set a set of random initial values on (γ1, γ2, · · · , γN );
2. Iteratively execute the following MCMC loops:
• Randomly selected a voxel i from the image;
• Remove an edge i ∼ j if γi 6= γj or with probability (1− exp(−θωij)) if γi = γj ;
• Based the new connected edge set to a component Vo;
• Update γVo to a new label k using probability p(k) defined in Eq. 2.11 where k = 0, 1, · · · , q.
2.3.3 Monte Carlo Estimates
An advantage of the MCMC estimation is that a full spectrum of posterior inference can be constructed.
Here, we simultaneously make two types of inference: 1) recovering the HRFs for the activated voxels;
2) testing whether a voxel is activated or not.
Let {γ(m)i ;m = 1, · · · ,M} denote a series of Monte Carlo iterates from our sampling scheme for
voxel i, a “model average” estimator of the posterior mean can be used to recover the HRF:
E(hi|y) ≈ 1
M
M∑
m=1
E(hi|γ(m),y), (2.12)
where
E(hi|y) = Tσ2i (S(γi)′Σ−1S(γi))−1S(γi)′
(
Tσ2i S(γi)(S(γi)
′Σ−1S(γi))−1S(γi)′ + σ2Σ
)−1 yi
= T (S(γi)
′Σ−1S(γi))−1S(γi)′Σ−1
− T
2
T + 1
(S(γi)
′Σ−1S(γi))−1S(γi)′
(
Σ−1S(γi)
(
S(γi)
′Σ−1S(γi)
)−1 S(γi)′Σ−1)yi
=
T
T + 1
(
S(γi)
′Σ−1S(γi)
)−1 S(γi)′Σ−1yi
This estimator for hi is shrinkage version of ordinary least square estimator.
A Monte Carlo estimate for the latent variable γi is given by
E(γi|y) ≈ 1
M
M∑
m=1
γ
(m)
i . (2.13)
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Further we produce an “activation map” that consists of voxels whose estimate in Eq. 2.13 is bigger than
0.5. An alternative is to classify a voxel to be active based on the posterior mode, that is, a voxel is active
if 0 = argk
∑M
m=1 1(γ
(m)
i = k).
2.3.4 Model Selection via A Neighborhood Information Criterion
In the real application of fMRI data analysis, fixing θ to a prescribed value does not empirically work
well. Smith and Fahrmeir (2007) applied a random-walk Metropolis-Hastings step to generate inter-
action parameters iteratively from a uniform distribution on a finite interval. However, the interval of
the uniform distribution is unknown. Here, we devise a neighborhood information criterion (NIC) for
choosing the optimal interaction parameter θ.
The classical criterions to model comparison usually involve the trade-off between data fitness and
model complexity. The NIC, inspired by Bayesian Information Criterion (BIC), provides a balance
between the good fitness to data with larger likelihood and similarity of neighborhood with minimum
isolated voxels. The criterion is :
NIC = −2 ∗
N∑
i=1
li(γi) +
q∑
l=0
Kl ∗ log(N) (2.14)
where
∑N
i=1 li(γi) is log of the integrated likelihood for all observations; Kl is the number of all non-
adjacent blocks when γi = l.
2.4 Simulation Study
In the simulation study, we focus on testing whether the proposed method can detect the activation map
and estimate various HRFs correctly when the global trends are taken away in a separate preprocessing
step. We will compare four different methods: our proposed single site Gibbs sampling method, multiple-
site Metropolis-Hastings sampling method, individual approach and general linear model (described in
the Section 2.1.1). Our proposed methods and GLM have been discussed above. In the individual
approach, we only use the intergraded likelihood information instead of the posterior distribution for the
inference. For each voxel i, the estimation for γi is γˆi = argmax li(yi|γi = k), where li(yi|γi = k) is
the integrated likelihood for voxel i. If γˆi = 0, the voxel is non-active; otherwise, the voxel is active.
Misclassification rate for the comparison of activation map and HRF recovery are two performance
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criterions we need discuss in this section. In our proposed method and individual approach, the misclas-
sification rate is straightforward. For the GLM, we use two different family-wise threshold: 5% and 1%.
The random field theory is used for the multiple correction. The criterion for the comparison of HRF
recovery is ‖h−hˆEST ‖
2
n . Here n is total voxel number sharing same h, h is ground truth of HRF and
hˆEST is estimator for HRF. For each voxel i, the estimation for The “model average” estimator can be
used to recover the HRF:
E(hi|y) =
K∑
k=1
E(hi|γˆi = k,y)p(γˆi = k)
here the γˆi is the estimator for γi in individual approach or our proposed method.
2.4.1 Homogeneous Cluster Single Stimulus Setting
Data Generation
The synthetic data are composed of independent white noise on a 2D base image with size 64×64×105.
Some randomly selected regions are further summed with different types of signal time series generated
from different HRFs to simulate activated voxels. The HRFs can be generated by SPM package or other
software. We specify q = 16. The definition of signal-to-noise ratio (SNR) is SNR= var(Sh)/var(e).
We generate four types of HRFs, h1, h2, h3, h4. The delay parameter controls the length of the non-
zero part, corresponding to the γ. The “ground truth” of γ for h1, h2, h3, h4 are 3, 7, 11, 15, respectively
. Figure 2.2 shows the HRF patterns of h1, h2, h3, h4 and the corresponding four ground truth time
series without any noise on the HRFs. Figure 2.3 is the ground truth of locations for different γ values,
and different colors mean different γ values.
Comparisons of Activation Map
We can get the activation map using Eq. 2.13 for our proposed method. Figure 2.4 shows the comparison
of the activation map from our proposed single site Gibbs sampling method, multiple-site Metropolis-
Hastings sampling method, individual approach and GLM with two different significant levels (5% and
1%) at four different SNR levels (SNR = 2.0, SNR = 1.0, SNR = 0.5 and SNR = 0.25). In the
GLM, random field correction is used for multiple comparison problem and the family-wise p-value
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Figure 2.2: The HRFs at different delays of response and the corresponding time series. The top row
includes different HRFs (from left to right, the γ is respectively 3,7,11 and 15). The red dots denote
the 16 hemodynamic response components; the red dashed lines denote the baseline; the blue solid lines
denote the HRF. The bottom row shows the corresponding time series of an activated voxel without noise
on HRF.
HRF1 with gamma=3
HRF2 with gamma=7
HRF3 with gamma=11
HRF4 with gamma=15
  
  
  
  
Figure 2.3: Ground truth of locations for different γ values. The gray background means no activation
regions.
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threshold are 0.05 and 0.01, corresponding F -values: 1.3991 and 1.6091. After random field correction,
the corrected F -values are 2.1521 and 2.3717. We run 25 times simulations for the four methods .
All four methods can detect functional activation regions. However, there are more false positive pix-
els under the GML method (Table 2.1 and Table 2.2). Furthermore, our proposed method can distinguish
the difference among HRFs, while the GLM can not (Figure 2.5). In our proposed method, as γ value
becomes smaller, the detection is more precise based on the color map. In addition, the performances of
our proposed methods are better than those of individual method. We could get similar results from the
single-site Gibbs sampling and multiple-site Methopolis-Hastings sampling algorithm.
Table 2.1: Comparison of activation detection for four methods at different SNR levels. (S) is our
proposed single-site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-Hastings
sampling method; (I) is the individual approach; (G1) is the GLM with family-wise threshold 5%; (G2)
is the GLM with family-wise threshold 1%. # FP means the voxel number of false positive and # FN
means the voxel number of false negative. There are 3161 non-activated voxels and 935 activated voxels.
SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
(S) # FP 20.8000± 5.1316 20.600±4.4700 19.1600±4.6159 17.0400 ± 2.9648
# FN 287.4000 ± 13.1909 29.2400±6.4114 0.4000 ± 0.5774 0 ± 0
(M) # FP 23.4000±3.5119 21.4000±3.2146 20.8000 ±2.0817 19.8000±6.4290
# FN 287.4000±22.4796 30.8000± 7.5056 0±0 0±0
(I) # FP 44.2400± 6.1120 43.8400±6.4000 40.0400± 5.7335 39.2000 ± 6.3114
# FN 363.5200 ± 11.8500 128.4400±8.3020 13.2000± 3.7859 0.0400± 0.2000
(G1) # FP 40.5600± 7.2461 39.8000± 5.4924 39.1200 ± 7.0434 38.6800 ±5.0143
# FN 265.7600 ± 12.9495 10.7200±3.1027 0± 0 0± 0
(G2) # FP 17.6400± 4.7511 17.4800±5.0590 17.3600± 3.6387 16.3200 ± 3.2624
# FN 369.1600 ±15.2443 23.8400± 5.2732 0± 0 0± 0
Recovery of HRFs
We get estimators and recover the HRFs by using Eq. 2.12 for our proposed method. Table 2.3 shows
the numerical normalized HRF estimation comparison of proposed single site Gibbs sampling method,
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimation at
different SNR levels. Our method shows more accurate estimation of HRFs under any SNR levels.
Figure 2.6 to Figure 2.9 demonstrate the box-plots of the four HRFs and no task at different SNR lev-
els for four methods, including our proposed single site Gibbs sampling method, our proposed multiple-
site M-H sampling method, individual approach and least square estimator. Figure 2.10 is the over-
all HRF MSE box-plot comparison for the proposed single site Gibbs sampling method, our proposed
multiple-site M-H sampling method, individual method and least square method at different SNR levels.
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SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
Figure 2.4: The “Activation Map” comparison of the present method by using single site Gibbs sampling,
present method by using multiple-site Metropolis-Hastings sampling, individual approach, GLM with
5% significant level and GLM with 2% significant level. First Row: results of proposed method by using
single site sampling. Second Row: results of proposed method by using multiple-site sampling. Third
Row: results of individual approach. Forth Row: results of GLM with 5% significant level. Fifth Row:
results of GLM with 1% significant level. Different columns denote different SNR levels: from left to
right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “Activation Map” of proposed method
(single site Gibbs sampling and multiple-site Metropolis-Hastings sampling) and individual approach,
the red color denotes the activation regions and the gray color denotes non-activation regions. In the
“Activation Map” of GLM, the red color and yellow color denote the activation regions and the gray
color denotes the non-activation regions. The yellow color regions mean more significance the red color
regions.
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SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
Figure 2.5: The “HRF Map” comparison of the present method by using single site Gibbs sampling,
present method by using multiple-site Metropolis-Hastings sampling, individual approach, GLM with
5% significant level and GLM with 2% significant level. First Row: results of proposed method by using
single site sampling. Second Row: results of proposed method by using multiple-site sampling. Third
Row: results of individual approach. Forth Row: results of GLM with 5% significant level. Fifth Row:
results of GLM with 1% significant level. Different columns denote different SNR levels: from left to
right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “HRF Map” of proposed method
(single site Gibbs sampling and multiple-site Metropolis-Hastings sampling) and individual approach,
gray color denotes non-activation regions (γ = 0) and the other colors (blue and green) denote activation
regions with different γ values, which means different HRFs in different regions. In the “HRF Map”
of GLM, the red color and yellow color denote the activation regions and the gray color denotes the
non-activation regions. The yellow color regions mean more significance the red color regions.
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Table 2.2: Comparison of activation detection for four methods at different SNR levels. S) is our pro-
posed single-site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-Hastings sam-
pling method; (I) is the individual approach; (G1) is the GLM with family-wise threshold 5%; (G2) is
the GLM with family-wise threshold 1%. FPR means the false positive rate and FNR means the false
negative rate.
SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
(S) FPR 0.0066±0.0016 0.0065 ± 0.0014 0.0061 ± 0.0015 0.0054 ±0.0009
FNR 0.3074±0.0141 0.0313± 0.0069 0.0004 ±0.0006 0 ±0
(M) FPR 0.0074 ±0.0011 0.0067±0.0010 0.0065 ±0.0007 0.0062±0.0020
FNR 0.3073 ±0.0240 0.328±0.0080 0±0 0 ±0
(I) FPR 0.0139± 0.0020 0.0127± 0.0018 0.0124± 0.0020 0.0140 ±0.0019
FNR 0.3888±0.0127 0.1374± 0.0089 0.0141 ±0.0040 0± 0.0002
(G1) FPR 0.0464± 0.0077 0.0426±0.0059 0.0418± 0.0075 0.0414±0.0054
FNR 0.0841± 0.0041 0.0034± 0.0010 0± 0 0 ± 0
(G2) FPR 0.0189± 0.0051 0.0187 ± 0.0054 0.0186± 0.0039 0.0175± 0.0035
FNR 0.1168± 0.0048 0.0075± 0.0017 0±0 0 ±0
Our method leads smallest MES mean values and smallest variance values. Figure 2.11 to Figure 2.14
are the individual HRF MSE box-plot comparisons for different methods at four SNR levels.
Robustness of HRF Estimation
We will test the robustness of estimation of HRF when there are some random noise in the HRF. We
will define HRF SNR as SNR(HRF)= var(h)/var(²), and ² is noise added in HRF. Five different SNR
levels for HRF (SNR(HRF)= ∞, HRF (SNR(HRF)= 2, SNR(HRF)= 1, SNR(HRF)= 0.5 and HRF
(SNR(HRF)= 0.25) are considered. Table 2.4 shows the numerical comparison of estimation of HRF
at different HRF SNR levels. Figure 2.15 shows the comparison of HRF map with the same overall
SNR level (SNR= 1) at different HRF SNR levels by using our proposed single site sampling method.
Figure 2.16 shows the comparison of HRF map with the same overall SNR level (SNR= 1) at different
HRF SNR levels by using our proposed multiple-site sampling method. From the figure, our method can
detect the activation regions correctly though there are several false positive pixels. Figure 2.17 to Figure
2.20 shows the HRF estimation at the four HRF SNR levels. From the table and figure, our proposed
single site Gibbs sampling method and multiple-site Metropolis-Hastings sampling method show more
robust HRF estimation than other two methods.
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Figure 2.6: The box-plot for HRF estimators when SNR=0.25. Different columns denote different meth-
ods: our proposed method by using single site Gibbs sampling method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.7: The box-plot for HRF estimators when SNR=0.5. Different columns denote different meth-
ods: our proposed method by using single site Gibbs sampling method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.8: The box-plot for HRF estimators when SNR=1.0. Different columns denote different meth-
ods: our proposed method by using single site Gibbs sampling method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the grand truth.
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Figure 2.9: The box-plot for HRF estimators when SNR=2.0. Different columns denote different meth-
ods: our proposed method by using single site Gibbs sampling method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.10: The box-plots comparison for the overall HRF MSE at different SNR levels: SNR=0.25,
0.5, 1.0 and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed multiple-site
Metropolis-Hastings sampling method; I: individual approach; G: ordinary least square method.
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Figure 2.11: The box-plots comparison for the HRF1 MSE at different SNR levels: SNR=0.25, 0.5, 1.0
and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed multiple-site Metropolis-
Hastings sampling method; I: individual approach; G: ordinary least square method.
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Figure 2.12: The box-plots comparison for the HRF2 MSE at different SNR levels: SNR=0.25, 0.5, 1.0
and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed multiple-site Metropolis-
Hastings sampling method; I: individual approach; G: ordinary least square method.
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Figure 2.13: The box-plots comparison for the HRF3 MSE at different SNR levels: SNR=0.25, 0.5, 1.0
and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed multiple-site Metropolis-
Hastings sampling method; I: individual approach; G: ordinary least square method.
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Figure 2.14: The box-plots comparison for the HRF4 MSE at different SNR levels: SNR=0.25, 0.5, 1.0
and 2.0. S: our proposed single site Gibbs sampling method; M: our proposed multiple-site Metropolis-
Hastings sampling method; I: individual approach; G: ordinary least square method.
40
Figure 2.15: “HRF Map” for four different HRF SNR levels by using single site Gibbs sampling method:
0.25, 0.5, 1.0 and 2.0 from left top panel to right panel, respectively. Colored regions denote the activa-
tion regions and gray regions denote the non-activation regions.
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SNR(HRF)=0.25 SNR(HRF)=0.5
SNR(HRF)=1.0 SNR(HRF)=2.0
Figure 2.16: Activation Map for four different HRF SNR levels by using multiple-site Metropolis-
Hastings sampling method: 0.25, 0.5, 1.0 and 2.0 from left top panel to right panel, respectively. Colored
regions denote the activation regions and gray regions denote the non-activation regions.
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Figure 2.17: The box-plot for HRF estimators when HRF(SNR)=0.25. Different columns denote differ-
ent methods: our proposed method by using single site Gibbs sampling method, our proposed method by
using multiple-site Metropolis-Hastings sampling method, individual approach and least square estima-
tor from top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4
and no task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.18: The box-plot for HRF estimators when HRF(SNR)=0.5. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our proposed method by
using multiple-site Metropolis-Hastings sampling method, individual approach and least square estima-
tor from top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4
and no task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.19: The box-plot for HRF estimators when HRF(SNR)=1.0. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our proposed method by
using multiple-site Metropolis-Hastings sampling method, individual approach and least square estima-
tor from top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4
and no task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.20: The box-plot for HRF estimators when HRF(SNR)=2.0. Different columns denote different
methods: our proposed method by using single site Gibbs sampling method, our proposed method by
using multiple-site Metropolis-Hastings sampling method, individual approach and least square estima-
tor from top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4
and no task from top to bottom, respectively. The black line in each plot is the ground truth.
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Choosing Optimal θ
In this section, we try to find the optimal θ using our proposed NIC. We try different θs from a small
number (close to 0) to a big number and then calculate the NIC, the smallest NIC should be the optimal
one. Here we use the data with SNR = 1.0 and without HRF noise as an example. Table 2.5 show the
number of non-adjunct blocks and the neighborhood information criterion at different θs. When θ values
are smaller than 4, the log integrated likelihoods converge to the same value, but at different convergence
rates. As θ increase, the number of non-adjacent block oscillates and goes to only one cluster. NIC tries
to find the optimal θ value to balance both sides. From the Table 2.5 results, we can find the optimal
θ = 116 , corresponding NIC = 2.0258× 106.
2.4.2 Inhomogeneous Single Stimulus Cluster Setting
Data Generation
The synthetic data are still composed of independent white noise on a 2D base image with 64. Some
randomly selected regions are further summed with different types of signal time series generated from
different HRFs to simulate activated voxels. There are still four types of HRFs h1, h2, h3 and h4 and
corresponding “ground truth” of γ are 3,7,11 and 15. In the uniform clustering setting image, the γ values
are the same for the same activated cluster; but in the diverse clustering setting image, the γ values could
be different in the same activated clusters. Figure 2.21 shows the ground truth of locations for different
γ values and different colors means different γ values.
Comparisons of Activation Map
We use Eq. 2.13 for our proposed method. Table 2.6 and Table 2.7 are the comparison of false positive
pixels/true negative pixels and false positive rate/true negative rate. Those two tables show the compar-
ison of the activation from GLM, individual approach, proposed single site Gibbs sampling method and
proposed multiple-site Metropolis-Hastings sampling method at four different SNR levels (SNR = 2.0,
SNR = 1.0, SNR = 0.5 and SNR = 0.25). In the GLM, random field correction is used for multiple
comparison problem and the family-wise p-value threshold are 0.05 and 0.01, corresponding F -values
are 1.3991 and 1.6091. After random field correction, the corrected F -value are 2.1521 and 2.3717. For
our proposed methods, we run the simulation 25 times and take the average.
All four methods can detect functional activation regions. However, there are more false positive
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Figure 2.21: Ground truth of locations for different γ values. The gray background means no activation
regions.
pixels under the GLM method (Table 2.6 and Table 2.7). The results of single site sampling method and
multiple-site sampling method are similar. In addition, the performances of our proposed methods are
better than those of individual method. Figure 2.22 and Figure 2.23 show the comparison of the activa-
tion map and HRF map from our proposed single site Gibbs sampling method, multiple-site Metropolis-
Hastings sampling method, individual approach and GLM with two different significant levels (5% an
d1%) at four different SNR levels (SNR=2.0, SNR=1.0, SNR=0.5 and SNR=0.25). Our proposed meth-
ods show better performance. In addition, our proposed methods can distinguish the difference among
HRFs, while the GLM can not.
Recovery of HRFs
In this part, we still compare the HRF recovery results from our proposed method, individual approach
and least square estimation at different SNR levels. Table 2.8 shows the numerical normalized HRF esti-
mation comparison of proposed single site Gibbs sampling method, multiple-site M-H sampling method,
individual approach and ordinary least square estimation at different SNR levels. Our proposed methods
show more accurate estimation of HRFs under any SNR levles.
Figure 2.24 to Figure 2.27 demonstrate the box-plots of the fours HRFs and no task at different
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SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
Figure 2.22: The “Activation Map” comparison of the present method by using single site sampling,
present method by using multiple-site sampling, individual approach, GLM with 5% significant level
and GLM with 2% significant level. First Row: results of proposed method by using single site Gibbs
sampling. Second Row: results of proposed method by using multiple-site Metropolis-Hastings sam-
pling. Third Row: results of individual approach. Forth Row: results of GLM with 5% significant level.
Fifth Row: results of GLM with 1% significant level. Different columns denote different SNR levels:
from left to right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “Activation Map” of
proposed method (single site Gibbs sampling and multiple-site Metropolis-Hastings sampling) and indi-
vidual approach, the red color denotes the activation regions and the gray color denotes non-activation
regions. In the “Activation Map” of GLM, the red color and yellow color denote the activation regions
and the gray color denotes the non-activation regions.
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SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
Figure 2.23: The “HRF Map” comparison of the present method by using single site Gibbs sampling,
present method by using multiple-site Metropolis-Hastings sampling, individual approach, GLM with
5% significant level and GLM with 2% significant level. First Row: results of proposed method by using
single site sampling. Second Row: results of proposed method by using multiple-site sampling. Third
Row: results of individual approach. Forth Row: results of GLM with 5% significant level. Fifth Row:
results of GLM with 1% significant level. Different columns denote different SNR levels: from left to
right, the SNR levels are 0.25, 0.5, 1.0 and 2, respectively. In the “HRF Map” of proposed method
(single site Gibbs sampling and multiple-site Metropolis-Hastings sampling) and individual approach,
gray color denotes non-activation regions (γ = 0) and the other colors (blue and green) denote activation
regions with different γ values, which means different HRFs in different regions. In the “HRF Map”
of GLM, the red color and yellow color denote the activation regions and the gray color denotes the
non-activation regions. The yellow color regions mean more significance the red color regions.
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Figure 2.24: The box-plot for HRF estimators when SNR=0.25. Different columns denote different
methods: our proposed method by using single site sampling Gibbs method, our proposed method by
using multiple-site Metropolis-Hastings sampling method, individual approach and least square estima-
tor from top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4
and no task from top to bottom, respectively. The black line in each plot is the ground truth.
SNR levels for four methods, including our proposed single site Gibbs sampling method, our proposed
multiple-site M-H sampling method, individual approach and ordinary least square estimator.
2.4.3 Multiple Stimuli Setting
In the section 2.4, our proposed method has been successfully used in single stimulus experiment, here,
we will test whether the method can still work well in the multiple stimuli experiment.
Data Generation
Four different block-design tasks are used as multiple stimuli and other settings are the same with those
in single stimulus experiment described before. Figure 2.28 shows the HRF patterns, tasks and corre-
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Figure 2.25: The box-plot for HRF estimators when SNR=0.5. Different columns denote different meth-
ods: our proposed method by using single site sampling Gibbs method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.26: The box-plot for HRF estimators when SNR=1.0.Different columns denote different meth-
ods: our proposed method by using single site sampling Gibbs method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the ground truth.
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Figure 2.27: The box-plot for HRF estimators when SNR=2.0. Different columns denote different meth-
ods: our proposed method by using single site sampling Gibbs method, our proposed method by using
multiple-site Metropolis-Hastings sampling method, individual approach and least square estimator from
top to bottom , respectively. Different rows denote different HRFs: HRF1, HRF2, HRF3, HRF4 and no
task from top to bottom, respectively. The black line in each plot is the ground truth.
54
5 10 15
0
0.5
1
1.5
2
HRF1
5 10 15
0
0.5
1
HRF2
5 10 15
0
0.2
0.4
HRF3
5 10 15
−0.1
0
0.1
0.2
0.3
HRF4
0 50 100
−0.5
0
0.5
1
1.5
Task1
0 50 100
−0.5
0
0.5
1
1.5
Task2
0 50 100
−0.5
0
0.5
1
1.5
Task3
0 50 100
−0.5
0
0.5
1
1.5
Task4
0 50 100
0
1
2
Signal1
0 50 100
0
1
2
Signal2
0 50 100
0
1
2
Signal3
0 50 100
0
1
2
Signal4
Figure 2.28: The ground truth of four different HRFs, four different tasks and corresponding signals
without noise. The top row shows the HRF. The red dots denote the 16 hemodynamic response com-
ponents; the red dashed lines denote the baseline; the blue solid lines denote the HRF. The middle row
shows the tasks and the last row shows the corresponding signal.
sponding ground truth time series without any noise on the HRFs.
Comparisons of Activation Map
Table 2.9 and Table 2.10 are the comparison of false positive pixels/true negative pixels and false positive
rate/true negative rate. Those two tables show the comparison the activation from GLM, individual ap-
proach, proposed single site Gibbs sampling method and proposed multiple-site M-H sampling method
at five different SNR levels (SNR=0.5, SNR=1.0, SNR=2.0, SNR=3.0 and SNR=4.0). There are more
false positive pixels under GLM method. The performances of our proposed methods are better than
those of individual method. 2.29 shows the activation map generated from the proposed method (sin-
gle site Gibbs sampling method) under different SNR levels. Our proposed method can detect correct
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activation regions and distinguish the subtle differences among HRFs even in different tasks.
Recovery of HRFs
Table 2.11 gives the estimation results from the proposed method with the ordinary least square method
at different SNR levels. Our method still shows better estimation of HRF in multiple types of stimuli,
which is the same with conclusion in signal stimulus task.
2.5 Real Data Analysis
2.5.1 Data Description
The visual motion task real fMRI data (single-subject) was obtained from the SPM data site (http://www.f
il.ion.ucl.ac.uk/spm/data/attention.html) with the detailed description in Calhoun et al. (2003). The ex-
periment was performed on a 2 Tesla Magnetom VISION MRI system equipped with a head volume
coil. Contiguous multi-slice T ∗2 -weighted fMRI images (TE = 40ms; 90ms/image; 19.2 × 19.2cm)
were obtained. The subject was scanned during four runs, each lasting 5 min 22 s. One hundred image
volumes were acquired and the first ten was discarded in each run. Each condition lasted 32.2s, giving
10 multi-slice volumes per condition. The fMRI data size was 53 × 63 × 46 × 360. Four conditions
- “fixation”, “attention”, “no attention” and “stationary” - were used. The cognitive and neuroimaging
studies have shown that attention to visual motion can induce the responsiveness of the primary visual
cortex (V1), visual cortical area MT (V5), posterior parietal cortex (PP) and dorsolateral prefrontal cortex
(PFC) (Buchel and Friston, 1997).
The SPM package is used for the standard preprocessing, including alignment, registration, normal-
ization and smoothing. Figure 2.30 shows the first run and third run of task and the corresponding mean
time series of V1 right region (Calhoun et al., 2003).
2.5.2 Recovery of HRFs for Different Regions
We empirically set fixed length of HRF is 16. Figure 2.31 is recovery of HRFs for several interested
regions. From this figure, we can find all left and right pair regions show vary similar HRF pattern. The
delay parameter (corresponding to γ) is big in V1 region, since the V1 is the main visual cortex and
causes some other visual pathway. The PP and PFC regions are often referred as the dorsal stream of
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Grand Truth SNR=5.0
SNR=3.0 SNR=2.0
SNR=1.0 SNR=0.5
Figure 2.29: Comparison of “HRF Map” at different signal SNR levels by using single site Gibbs sam-
pling method. The left top panel denotes the ground truth; from middle top panel to right bottom slot
show the “Activation Map” at SNR=5.0, SNR=3.0, SNR=2.0, SNR=1.0 and SNR=0.5, respectively.
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Figure 2.30: Task and normalized mean time series of V1 Right region. Red line means the task and blue
means the time series.
vision, which are not induced by visual motions directly but responds to the stimulus after a path delay.
In our figure, the HRFs for PP regions and PFC region jump to a peak value after staying in baseline for
a while. All results are consistent with previous findings in Buchel and Friston (1997) and Greicius et al.
(2003).
2.5.3 Comparisons of Activation Map
The activation maps generated from our method and GLM are shown in Figure 2.32 and Figure 2.33,
respectively. In the GLM, random field correction is used and the threshold is 0.05. In both methods, the
V1 left/right, V5 left/right and the PP left/right are shown as activated regions. But in our method, V1
left/right regions show stronger activation than other regions when a visual motion task is present, which
is consistent with previous findings in Buchel and Friston (1997). In addition, prefrontal cortex (PFC)
and ornithological cortex (OFC) regions also show some activation under visual motion task, which has
been agreed by Greicius et al. (2003). But in GLM, we can not recognize the activation strength of
different regions. Furthermore, the GLM shows more unknown activation regions; there are no many
isolated unknown voxels mis-assigned as activation regions.
2.6 Conclusion
In this chapter, we present a Bayesian method for simultaneously generating activation maps and learning
HRFs. HRFs at different voxels are estimated in a nonparametric way, and a Bayesian variable selection
approach is used to induce shrinkage and sparsity. A MRF prior is placed on latent variables represent-
58
0 5 10 15
−2
0
2
4
Normalized HRF for V5 Right Region
0 5 10 15
−2
0
2
4
Normalized HRF for V5 Left Region
0 5 10 15
−2
0
2
4
Normalized HRF for V1 Right Region
0 5 10 15
−2
0
2
4
Normalized HRF for V1 Left Region
0 5 10 15
−2
0
2
4
Normalized HRF for PP Right Region
0 5 10 15
−2
0
2
4
Normalized HRF for PP Left Region
0 5 10 15
−2
0
2
4
Normalized HRF for PFC Region
0 5 10 15
−2
0
2
4
Normalized HRF for OFC Region
Figure 2.31: Activation map of the real fMRI data, showing V1 Left/Right, V5 Left/Right and the
posterior parietal (PP) cortices.
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Figure 2.32: Activation map generated by our present single site Gibbs sampling method. The first row
denotes the V1 regions; the second row denotes the posterior parietal (PP) cortices regions and the third
row denotes the V5 regions. The color bar shows the 16 different γ values.
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Figure 2.33: Activation map generated by GLM. The first row denotes the V1 regions; the second row
denotes the posterior parietal (PP) cortices regions and the third row denotes the V5 regions. The color
bar shows the p-value.
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ing activated hemodynamic response components, which incorporate similarity of neighboring voxels in
fMRI data. In addition, we design a neighborhood information criterion for choosing the tuning parame-
ter in the spatial prior. We have demonstrated that our method produces successful functional activation
detection and HRF estimation in both simulated data and real applications.
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Table 2.3: Comparison of Normalized HRF estimation at different SNR levels. (S) is our proposed single
site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-Hastings sampling method;
(I) is the individual approach; (G) is the ordinary least square estimator.
SNR ‖h1−hˆ1‖
2
Nh1
‖h2−hˆ2‖2
Nh2
‖h3−hˆ3‖2
Nh3
‖h4−hˆ4‖2
Nh4
No Task
0.25 (S) 2.7285 4.5055 4.7358 5.7068 0.0198
(0.1949) (0.1866) (0.2561) (0.1900) (0.0025)
(M) 2.8822 4.6271 4.6845 5.7372 0.0208
(0.1545) (0.2992) (0.1223) (0.0047) (0.0023)
(I) 3.6732 5.7676 5.8588 6.2383 1.0511
(0.0673) (0.0365) (0.1267 ) (0.0560) (0.0262)
(G) 8.6418 8.7148 9.1766 9.6445 5.0313
(0.1840) (0.1834) (0.25390) (0.1736) (0.0417)
0.5 (S) 1.8846 2.1060 2.1888 3.1463 0.0195
(0.0645) (0.1018) (0.0887) (0.1243) (0.0025)
(M) 1.9081 2.0713 2.1808 3.1750 0.0190
(0.0212) (0.1143) (0.1235) (0.1140) (0.0018)
(I) 3.2354 3.6713 3.5456 4.0923 0.9513
(0.0524) (0.2313) (0.0381) (0.1938) (0.0365)
(G) 6.5417 6.7676 6.9901 7.2259 5.0245
(0.1484) (0.1498) (0.1595) (0.1921) (0.0488)
1.0 (S) 1.4112 1.5145 1.4340 1.9222 0.0195
(0.0631) (0.0725) (0.0486) (0.1024) (0.0026)
(M) 1.4354 1.6044 1.4775 1.9677 0.0190
(0.0418) (0.0600) (0.0576) (0.2069) (0.0009)
(I) 2.7811 2.4996 3.1264 3.4386 0.0841
(0.1248) (0.6720) (0.1179) (0.1065) (0.0094)
(G) 6.0200 5.9348 6.0040 6.1388 5.0179
(0.1904) (0.0173) (0.1276) (0.1763) (0.0412)
2.0 (S) 1.1001 1.2343 1.0189 1.8377 0.0188
(0.0682) (0.0674) (0.0446) (0.0733) (0.0022)
(M) 1.2176 1.2785 0.9893 1.7787 0.0192
(0.0434) (0.0261) (0.1105) (0.0270) (0.0009)
(I) 2.2254 2.1989 2.6587 2.5242 0.7312
(0.1865) (0.1339) (0.1938) (0.2136) (0.0057)
(G) 5.9980 5.6730 5.6160 5.6331 5.0097
(0.1319) (0.1709) (0.1606) (0.1527) (0.0330)
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Table 2.4: Comparison of Normalized HRF estimation at different HRF SNR levels. (S) is our proposed
single site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-Hastings sampling
method; (I) is the individual approach; (G) is the ordinary least square estimator.
SNR ‖h1−hˆ1‖
2
Nh1
‖h2−hˆ2‖2
Nh2
‖h3−hˆ3‖2
Nh3
‖h4−hˆ4‖2
Nh4
No Task
∞ (S) 1.4112± 1.5145± 1.4340± 1.9222± 0.0195±
(0.0631) (0.0725) (0.0486) (0.1024) (0.0026)
(M) 1.4354 1.6044 1.4775 1.9677 0.0190
(0.0418) (0.0600) (0.0576) (0.2069) (0.0009)
(I) 2.7811 2.4996 3.1264 3.4386 0.0841
(0.1248) (0.6720) (0.1179) (0.1065) (0.0094)
(G) 6.0200 5.9348 6.0040 6.1388 5.0179
(1.0904) (0.0173) (0.1276) (0.1763) (0.0412)
2.0 (S) 3.8069 2.5568 2.5397 3.3752 0.0277
(0.9829) (0.5020) (0.2529) (0.3681) (0.0018)
(M) 2.2872 2.1273 2.2967 2.9125 0.0256
(0.8648) (0.2319) (0.1353) (0.1827) (0.0023)
(I) 4.5291 3.3361 3.3720 4.3036 0.1841
(0.2981) (0.4074) (0.2264) (0.5797) (0.0041)
(G) 9.3668 6.9709 6.8770 7.4100 5.0201
(1.9179) (0.8964) (0.8136) (0.2451) (0.0463)
1.0 (S) 4.1199 2.7785 2.6060 3.4066 0.0289
(0.4192) (0.3947) (0.5430) (0.3419) (0.0026)
(M) 2.6470 0.5840 2.3980 3.6622 0.0259
(0.7547) (0.7706) (0.4888) (0.4378) (0.0055)
(I) 4.8116 3.5899 3.4040 4.3069 0.1852
(0.6457) (0.5831) (0.4900) (0.2890) (0.0043)
(G) 9.5923 7.5172 7.3348 7.4434 5.0237
(1.2654) (0.9260) (0.8552) (0.39010 (0.0514)
0.5 (S) 4.4858 2.8759 2.7081 3.4052 0.0292
(0.8792) (0.5343) (0.4463) (0.6263) (0.0020)
(M) 4.6936 0.8743 3.3953 3.3304 0.0262
(0.7647) (2.2400) (0.40690 (0.5363) (0.0044)
(I) 5.1611 0.6938 3.5560 4.3867 0.1963
(0.9880) (1.1402) (0.4735) (0.2810) (0.0039)
(G) 9.9724 7.6423 7.5124 7.5362 5.0252
(1.0894) (1.3310) (0.6264) (0.6320) (0.0357)
0.25 (S) 4.7797 2.9319 2.8096 3.4898 0.0294
(0.1576) (1.1955) (0.8080) (0.6548) (0.0026)
(M) 6.4671 4.4857 3.4932 3.7917 0.0267
(0.5980) (0.9110) (0.5632) (0.8921) (0.0041)
(I) 5.6574 3.7291 3.6093 4.3881 0.2164
(0.6214) (0.4461) (0.7078) (0.5666) (0.0028)
(G) 11.4663 7.7061 7.9662 7.6428 5.0272
(2.00270 (0.9297) (1.1997) (0.6227) (0.0375)
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Table 2.5: Comparison of Information Criterion Difference at different θ values
1
128
1
64
1
32
1
16
1
8
1
4
1
2 1 2
# of cluster 618 538 466 416 364 680 666 644 681
NIC(×106) 2.027 2.076 2.027 2.026 2.027 2.043 2.044 2.043 2.045
Table 2.6: Comparison of activation detection for four methods at different SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-Hastings sam-
pling method; (I) is the individual approach; (G1) is the GLM with family-wise threshold 5%; (G2) is
the GLM with family-wise threshold 1%. # FP means the voxel number of false positive and # FN
means the voxel number of false negative. There are 3161 non-activated voxels and 935 activated voxels.
SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
(S) # FP 17.6400 ±3.7625 19.5200±3.6069 21.1200 ± 4.5764 19.8400 ±3.4843
# FN 288.2400 ±16.1768 38.6800 ±8.2043 1.2000± 1.0408 0± 0
(M) # FP 23.8000±10.2632 20.4000±3.5119 20.0000± 3.6056 18.0000±1.7321
# FN 277.4000 ±15.8219 38.0000 ±7.5494 0.8000 ±0.5774 0±0
(I) # FP 39.56± 5.7451 39.0000±5.5603 43.1600± 5.9349 40.2800 ±5.1439
# FN 376.8000 ±15.4488 135.4400 ± 12.8779 14.6000±3.2146 0 ±0
(G1) # FP 38.8800± 6.1868 40.0000±4.5826 38.9200± 5.7076 36.2800 ± 4.9373
# FN 269.88 ±1.3100 11.0000 ± 2.5331 0 ±0 0± 0
(G2) # FP 16.8800± 3.8657 18.4000 ± 3.6286 16.8400± 3.8262 16.0000±2.5166
# FN 370.4400±12.3797 23.5200 ±4.6648 0±0 0± 0
Table 2.7: Comparison of activation detection for four methods at different SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-Hastings sam-
pling method; (I) is the individual approach; (G1) is the GLM with family-wise threshold 5%; (G2)
is the GLM with family-wise threshold 1%. FPR means the false positive rate and FNR means false
negative rate.
SNR=0.25 SNR=0.5 SNR=1.0 SNR=2.0
(S) FPR 0.0056± 0.0012 0.0062±0.0011 0.0067 ± 0.0014 0.0063± 0.0011
FNR 0.3083 ±0.0173 0.0414 ± 0.0088 0.0013 ± 0.0011 0 ± 0
(M) FPR 0.0075±0.0032 0.0064±0.0011 0.0063±0.0011 0.0057±0.0005
FNR 0.2966 ±0.0169 0.0081±0.0406 0.0007±0.0006 0±0
(I) FPR 0.0125± 0.0018 0.0123±0.0018 0.0137±0.0019 0.0127± 0.0016
FNR 0.4030 ±0.0165 0.1449 ±0.0138 0.0156± 0.0034 0± 0
(G1) FPR 0.0416 ±0.0016 0.0428 ±0.0049 0.0416±0.0061 0.0388 ± 0.0053
FNR 0.0853± 0.0036 0.0035 ± 0.0008 0 ± 0 0 ± 0
(G2) FPR 0.0181±0.0041 0.0197±0.0039 0.0180± 0.0410 0.0171 ± 0.0027
FNR 0.1172 ±0.0039 0.0074 ± 0.0015 0 ± 0 0 ± 0
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Table 2.8: Comparison of Normalized HRF estimation at different SNR levels. (S)is our proposed single
site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-Hastings sampling method;
(I) is the individual approach; (G) is the ordinary least square estimator.
SNR ‖h1−hˆ1‖
2
Nh1
‖h2−hˆ2‖2
Nh2
‖h3−hˆ3‖2
Nh3
‖h4−hˆ4‖2
Nh4
No Task
0.25 (S) 2.7288 4.5932 4.7380 5.7779 0.0195
(0.2237) (0.1711) (0.2096) (0.1593) (0.0021)
(M) 2.5028 3.9282 4.5674 5.3865 0.0170
(0.1509) (0.3589) (0.1077) (0.2021) (0.0028)
(I) 3.7832 5.2376 5.5888 6.1783 1.0232
(0.0433) (0.0465) (0.2134) (0.0346) (0.0187)
(G) 8.6898 8.8587 9.1419 9.6195 5.0361
(0.1714) (0.1904) (0.1715) (0.1741) (0.0429)
0.5 (S) 1.9012 2.5823 2.2150 3.1193 0.0191
(0.0591) (0.0922) (0.0981) (0.1147) (0.0032)
(M) 1.8025 2.0158 2.1287 2.9692 0.0190
(0.0321) (0.0449) (0.1822) (0.0212) (0.0020)
(I) 3.1435 3.3642 3.5632 4.2854 0.9932
(0.0478) (0.3201) (0.0471) (0.1184) (0.0421)
(G) 6.5469 6.8118 7.0413 7.2760 5.0273
(0.1075) (0.1472) (0.1688) (0.1520) (0.0375)
1.0 (S) 1.4253 1.5091 1.4568 1.8746 0.0190
(0.0464) (0.0570) (0.0818) (0.1102) (0.0018)
(M) 1.7226 1.8411 1.5828 1.9599 0.0200
(0.0575) (0.0574) (0.0672) (0.0283) (0.0017)
(I) 2.8321 2.4876 3.2364 3.4189 0.0931
(0.0917) (0.6320) (0.1393) (0.0998) (0.0083)
(G) 6.0309 5.9677 5.9685 6.0938 5.0271
(0.1721) (0.1215) (0.1712) (0.1533) (0.0362)
2.0 (S) 1.0724 1.2200 1.0001 0.9728 0.0184
(0.0599) (0.0526) (0.0571) (0.0717) (0.0019)
(M) 1.5321 1.2518 1.0250 1.0883 0.0206
(0.3235) (0.0467) (0.0610) (1.0500) (0.0020)
(I) 2.1278 2.2671 2.3481 2.4624 0.7184
(0.2052) (0.1421) (0.1832) (0.1981) (0.0061)
(G) 6.0103 5.6781 5.5845 5.6226 5.0059
(0.1480) (0.1794) (0.1436) (0.1576) (0.0383)
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Table 2.9: Comparison of activation detection for four methods at different SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-Hastings sam-
pling method; (I) is the individual approach; (G1) is the GLM with family-wise threshold 5%; (G2) is
the GLM with family-wise threshold 1%. # FP means the voxel number of false positive and # FN
means the voxel number of false negative. There re 3161 non-activated voxels and 935 activated voxels.
SNR=0.5 SNR=1.0 SNR=2.0 SNR=3.0 SNR=5.0
(S) # FP 48.70 37.98 27.57 24.62 22.74
(1.0843) (1.0053) (1.1904) (1.9241) (2.3164)
# FN 160.20 159.20 156.63 153.67 152.80
(6.5345) (9.1716) (11.6841) (3.3166) (2.3452)
(M) # FP 44.72 38.42 27.63 26.40 24.31
(2.8718) (1.8720) (1.9014) (1.8964) (2.5672)
# FN 168.48 163.04 162.04 158.75 152.25
(11.2425) (12.5618) (17.6720) (10.5317) (12.8674)
(I) # FP 76.42 75.92 69.35 65.66 60.83
(3.7324) (2.9415) (2.1417) (3.7214) (2.5622)
# FN 11.9431 138.44 134.27 127.60 122.67
(144.73) (9.4314) (8.1712) (9.2719) (14.1423)
(G1) # FP 69.83 66.93 59.20 57.76 56.43
(2.1214) (4.1312) (3.1715) (2.8674) (3.1642)
# FN 158.43 154.25 142.40 137.89 130.19
(5.2531) (8.4212) (8.9441) (6.6321) (5.064)
(G2) # FP 44.23 34.80 26.21 24.14 21.47
(1.8708) (3.1145) (1.0715) (1.3429) (1.0632)
# FN 198.40 179.49 177.50 164.36 162.60
(8.4207) (11.3746) (9.4621) (8.7342) (8.9231)
67
Table 2.10: Comparison of activation detection for four methods at different SNR levels. (S) is our pro-
posed single site Gibbs sampling method; (M)is our proposed multiple-site Metropolis-Hastings sam-
pling method; (I) is the individual approach; (G1) is the GLM with family-wise threshold 5%; (G2) is
the GLM with family-wise threshold 1%. FPR means the false positive rate and FNR means the false
negative rate.
SNR=0.5 SNR=1.0 SNR=2.0 SNR=3.0 SNR=5.0
(S) FPR 0.0521 0.0406 0.0295 0.0263 0.0243
(0.0012) (0.0011) (0.0013) (0.0021) (0.0025)
FNR 0.0507 0.0504 0.0496 0.0486 0.0483
(0.0021) (0.0029) (0.0037) (0.001) (0.0007)
(M) FPR 0.0478 0.0411 0.0296 0.0282 0.0260
(0.0031) (0.0020) (0.0021) (0.0022) (0.0027)
FNR 0.0533 0.0516 0.0513 0.0502 0.0482
(0.0036) (0.0040) (0.0056) (0.0033) (0.0041)
(I) FPR 0.0817 0.0812 0.0742 0.0702 0.0651
(0.0041) (0.0031) (0.0023) (0.0043) (0.0036)
FNR 0.0458 0.0438 0.0425 0.0404 0.0388
(0.0038) (0.0029) (0.0026) (0.0029) (0.0045)
(G1) FPR 0.0747 0.0716 0.0633 0.0618 0.0604
(0.0023) (0.0044) (0.0034) (0.0031) (0.0034)
FNR 0.0501 0.0488 0.0450 0.0436 0.0412
(0.0017) (0.0027) (0.0028) (0.0021) (0.0016)
(G2) FPR 0.0473 0.0372 0.0281 0.0258 0.0231
(0.0021) (0.0033) (0.0011) (0.0014) (0.0011)
FNR 0.0628 0.0568 0.0562 0.0521 0.0514
(0.0027) (0.0036) (0.0030) (0.0028) (0.0028)
68
Table 2.11: Comparison of Normalized HRF estimation at different SNR levels. (S) is our proposed
single site Gibbs sampling method; (M) is our proposed multiple-site Metropolis-Hastings sampling
method; (I) is the individual approach; (G) is the ordinary least square estimator.
SNR ‖h1−hˆ1‖
2
Nh1
‖h2−hˆ2‖2
Nh2
‖h3−hˆ3‖2
Nh3
‖h4−hˆ4‖2
Nh4
No Task
5.0 (S) 0.4167 0.8464 1.3194 1.0717 0.0675
(0.0142) (0.0317) (0.0663) (0.1150) (0.0075)
(M) 0.4111 0.8353 1.3026 1.0472 0.0657
(0.0075) (0.0228) (0.0631) (0.1168) (0.0091)
(I) 1.5334 3.0262 2.1262 1.1811 0.0547
(0.0949) (0.2207) (0.0489) (0.2388) (0.0058)
(G) 11.7032 11.9079 8.3566 10.4695 18.3138
(0.2400) (0.1456) (0.1283) (0.3640) (0.1895)
3.0 (S) 0.4696 0.8799 1.3423 2.4715 0.0685
(0.0206) (0.0279) (0.1087) (0.02741) (0.0102)
(M) 0.4764 0.8606 1.3319 2.5125 0.0689
(0.0161) (0.0135) (0.1226) (0.29983) (0.0077)
(I) 1.5453 3.4321 2.3574 3.1231 0.0563
(0.0801) (0.2126) (0.0683) (0.3432) (0.0062)
(G) 12.6534 12.8829 9.0728 11.4944 18.3809
(0.0905) (0.0099) (0.2177) (0.3010) (0.1806)
2.0 (S) 0.5687 0.8813 1.4571 4.5732 0.0750
(0.0122) (0.0477) (0.0655) (0.2118) (0.0124)
(M) 0.5701 0.8747 1.4727 4.5197 0.0722
(0.0136) (0.0292) (0.0655) (0.2016) (0.0112)
(I) 1.8787 3.4796 2.4650 5.5603 0.0629
(0.1032) (0.1506) (0.0809) (0.2237) (0.0166)
(G) 14.2251 13.5188 11.3701 13.4443 18.3979
(0.2649) (0.3764) (0.2346) (0.2043) (0.1771)
1.0 (S) 0.8300 0.9824 1.6639 4.7439 0.0754
(0.0274) (0.0261) (0.1033) (0.1972) (0.0101)
(M) 0.8254 0.9911 1.6262 4.7293 0.0745
(0.0293) (0.0201) (0.0691) (0.2245) (0.0075)
(I) 2.4225 3.5911 2.9710 5.8432 0.0639
(0.1270) (0.1634) (0.1557) (0.1409) (0.0015)
(G) 16.4178 15.5543 14.0710 15.4998 18.4002
(0.2596) (0.5624) (0.4402) (0.5465) (0.1687)
0.5 (S) 0.9907 1.1228 1.6934 4.8385 0.0756
(0.0346) (0.0458) (0.0343) (0.1851) (0.0069)
(M) 0.9852 1.1076 1.6845 4.7869 0.0766
(0.0374) (0.0354) (0.0323) (0.1672) (0.0112)
(I) 5.1347 3.8864 3.0444 5.9837 0.0666
(0.3586) (0.2117) (0.1640) (0.3866) (0.0158)
(G) 18.7811 17.3842 16.1633 16.9155 18.4433
(0.0953) (0.2301) (0.4448) (0.7811) (0.0803)
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Chapter 3
A Spatial Mixture Model for Network
Discovery
In the past two decades, fMRI has been proved as a powerful tool for mapping human brain functions.
In recent years, instead of identifying the isolated activated brain regions under certain conditions, more
and more attention has been paid to connection, interaction and coordination among different brain parts
under certain kind of cognitive function or rest status, which is so-called functional connectivity analysis
(fcMRI) (Dosenbach et al., 2007; Fair et al., 2008; Rogers et al., 2007). In this chapter, we introduce
a restoration maximum algorithm based on Potts model and finite regression mixture model to discover
the functionally connected network.
The chapter is organized as follows: we begin with a detailed introduction for fcMRI and current
methods. Then we present general statistical modeling for fMRI data sets. This is followed by pro-
posed restoration maximum algorithms with incorporating Potts model. Then we show the simulation
evaluation and real visual data results. We will end with a conclusion.
3.1 Brain Connectivity Network
There are three main types of brain connectivity: anatomical, functional and effective connectivity.
Anatomical connectivity is described as the physical connections between two brain sites (Ooyen, 2001).
Functional connectivity is defined as “the temporal correlation between spatially remote neurophysiolog-
ical events” (Friston et al., 1993a), expressed as the temporal correlation between spatially distributed
regions or voxels (Friston et al., 1993b). Effective connectivity is defined as the influence that one neural
system exerts over another either directly or indirectly (Friston et al., 1993). Unlike anatomical con-
nectivity and effective connectivity, functional connectivity is the most central and challenging of the
three concepts of brain neural interactions (Fingelkurts et al., 2005), because the functional connectivity
examines regional interactions in the brain at function and macro level.
Functional connectivity study with fMRI (fcMRI) tries to find all functionally connected voxels or
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regions and build the connectivity network in the brain. Unlike the functional activation detection, the
functional connectivity analysis can be conducted under both resting states and cognitive task states.
There is a rich literature on fMRI functional connectivity analysis. There are three groups of methods
for fcMRI: model-based methods, decomposition-based methods and clustering-based methods.
3.1.1 Model-based Approaches
Model-based methods are based on some pre-chosen regions of interests (ROIs), also called as “seeds”.
Given ROIs, we try to determine whether other voxels or regions are connected to these ROIs and then
generate the connectivity network of the brain (Fingelkurts et al., 2005). The model-based methods in-
clude cross-correlation analysis (CCA), general linear model (GLM) and so on. CCA (Cao and Worsley,
1999) is widely used in the detection of functional connectivity. In the CCA, the correlation is estimated
by the Pearson’s correlation of intensity time course of a voxel and a mean seed time series. Suppose the
yi is the intensity time series for voxel i and d is the mean time series for a seed, the correlation is:
corri =
cov(yi,d)√
var(yi)var(d)
If the correlation is above a certain threshold, we consider that the two intensity time series are function-
ally connected.
General linear model (GLM) is another popular model-based method. The GLM model for time
series intensity of voxel i is written as:
Yi = Xai + dbi + ei
where X is design matrix, including the intercept, some global effects and so on. d is the mean time
series of seed. The error term ei is assumed to be independent and identically normally distributed with
covariance σ2i I. In this model, of interest is the unknown regression coefficient bi associated with the
seed mean time series d. The inference on whether the voxel is connected with the seed or not is based
on whether bi is zero or not. In the GLM, the t statistics and corresponding p-value at each voxel can be
used as the inference. Once the p-value for each voxel is obtained, a spatial adjustment, such as Gaussian
random field, is used for a post-processing step.
Although the model-based methods are widely used in the fcMRI, there are several major disadvan-
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tages. First, seed-based methods renders the detected functional connectivity sensitive to seed selection.
It is common that different seeds would lead to different connectivity detection. Second, the temporal
spatial correlation is not incorporated in the modeling.
3.1.2 Decomposition-based Approaches
The decomposition-based methods, including principal component analysis (PCA) and independent
component analysis (ICA), try to express the original fMRI data as a linear combination of orthogonal
components (in PCA) or statistically independent components (in ICA). Suppose the fMRI data matrix
is YN×T , the decomposition is:
YN×T = UN×TDT×TV′T×T
where the D includes all singular values; V is combination of principal components and U is combi-
nation of eigenimages. In the fcMRI, we make inference of functional connectivity of different brain
regions based on the absolute values in the eigenimages. If the voxels with large absolute values in the
eigenimages will be considered correlated. ICA is similar to PCA, but the components are required to
be independent rather than orthogonal. Despite the increasing popularity of applying data-driven meth-
ods to fMRI study, there are still some disadvantages we have to mention. First, there is no agreement
on how many components are appropriate; second, how to threshold the eigenimages or independent
components is really difficult. In addition, the propensity of a single feature of interest may split across
multiple components.
3.1.3 Clustering-based Approaches
Clustering-based methods have been widely used in fcMRI recently. The goal of clustering-based meth-
ods is to classify the fMRI data based on the similarity of intensity time series. Time series that are close
enough may be considered to be connected. The clustering-based methods include the fuzzy c-means
(FCA) method (Scarth et al., 1995), hierarchical clustering analysis (HCA) (Cordes et al., 2002), vector
quantization (Martinetz et al., 1993), neural gas network (Chuang et al., 1999) and so on. However, clus-
tering analysis based on intensity similarity is not enough for functional connectivity detection in fMRI
study. The spatial structure of brain need be taken into account. In addition, a potential question for this
method might be how many clusters should be chosen and the different number of clusters significantly
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affects the connectivity results, especially when the number of underlying function networks are more
than that of initially selected clusters.
3.1.4 Features of Present Method
In this chapter, we adapted the finite mixture regression model and Potts model to identify functional con-
nectivity networks based on seed voxels/regions approaches. In the traditional seed voxels approaches,
the time series of carefully chosen voxels/regions are served as reference functions and the resulting
connectivity map is interpreted as being characteristic of the entire regions of interest. In this method,
the mean time series of seed regions demonstrates that it is indeed representative of the brain region of
interest, however, sometimes the seed regions are corrupted by noise, which will reduce the sensitiv-
ity of testing. Therefore, we will use key principal components of seed regions as the representative
of seed regions, which can make regression more robust. The finite mixture model can model com-
plex distributions through an appropriate choice of this components to represent accurately local areas
of support of true distribution. So it can handle situations where a single parametric family is unable
to provided a satisfactory model for local variations in the observed data (Mclachlan and Peel, 2000).
Finite mixture regression model can thus be suitable for detecting different functional networks with
different distributions. Potts model is a native of statistical physics model and is introduced to describe
the dependence of neighbor voxels, which is reasonable for highly spatial correlated fMRI data sets. In
the finite mixture regression model, there are many regression coefficients and variance to be estimated
in the proposed method. In the Potts model, there is a Temperature parameter, describing the linkage
strength among neighbors. EM algorithm is a standard method for estimating the parameters in the finite
mixture regression model problems. But with spatial structures constrains, EM algorithm is awkward for
a gradation in complexity by considering different dependence patterns among neighbor labels. So the
restoration maximum algorithm is proposed to estimate parameters in the mixture regression model and
a “pseudo-likelihood” estimation method is applied for the spatial Potts model.
In our proposed method, there are several distinct advantages. First, both the spatial correlation
among neighboring voxels and the temporal regression models are explicitly included as a unified single
model. Second, it does not require to spatially adjust the probability values, obtained from separate voxel-
wise regression. Third, a very useful property is that the algorithm provides improved edge-preserving
spatial smoothing of different functional networks. Furthermore, the functional networks are automati-
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cally identified by latent variables.
3.2 Statistical Modeling in fMRI
Let yi = [yi1, yi2, · · · , yiT ]′ denote the intensity of functional magnetic resonance signal time series for
voxle i = 1, 2, · · · , N , where N is the total number of voxels and T is the total number of time points.
The capital Yi will denote the random variable for functional magnetic resonance signal time series for
voxle i = 1, 2, · · · , N . We model the observed time series for voxel i by a standard linear regression
model as following (Friston et al., 1995):
Yi = Xbi + ei (3.1)
where XT×r is design matrix consisting of global trends, paradigms of stimuli and seed regions of the
whole image; bi is an unknown linear regression coefficient, and ei is some noise process usually mod-
eled by a AR(1) or ARMA(1,1) model.
To model the functional dependence of voxels on the seed regions, we introduce a latent variable
Zi ∈ {1, 2, · · · ,K} to denote the functional cluster label for voxel i . Voxels in the same functional
cluster should depend on signals from various sources (background and seed regions) in a similar way,
which is reflected on the similarity of their regression coefficients and variance. To identify functionally
dependent voxels, we model all the regression coefficients bi’s by a mixture model: bi = βk, Zi = k
with probability wk. Consequently, the data Yi follows a finite mixture regression model
Yi|Θ ∼
K∑
k=1
wkMVN(Xβk, σ
2
kΣ) (3.2)
whereΘ = {ω1, · · · , ωK , β1, · · · , βK , σ21, · · · , σ2K} denotes the collection of all unknown parameters in
the finite mixture regression model. In the functional connectivity analysis, we usually assume a common
temporal correlation matrix Σ for all voxels, since the temporal correlations over voxels within tissue
types are observed to be very similar. Σ can be estimated by plug in and more details about estimation
are given in Appendix A (Friston et al., 1995).
In the standard GLM approach for functional connectivity analysis in fMRI, the design matrix in-
cludes the intercept, the cosine bases which represent global trends with low frequencies and the mean
time series of the regions of interest (ROIs) or seed regions. In our approach, instead of using paramet-
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ric cosine bases to represent global trends and mean time series to represent seed regions, we form our
regressors via a nonparametric data-dependent approach based on principal component analysis (PCA).
Since the majority of voxels are not involved in activation or connectivity, we use the top PCs from the
whole fMRI data to represent the global trends. For each of the ROIs or seed regions, we extract the seed
paradigms by using PCA after taking away global trends.
In the standard PCA, the number of PCs is often chosen to keep a certain fraction, say 95%, of
the total variation in the data, so the reduced data still contain about 95% of the original information.
However, our goal is different here: the selected PCs should represent the signals that are significantly
different from noise. Therefore, we adapt a χ2 test from Morrison (1990) for the selection instead of
using a fixed variance percentage cut-off. The χ2 test is as following:
χ2 = −(T − 1)
r∑
j=1
ln(E[j]) + r(T − 1) ln
 r∑
j=1
E[j]
r

r is the number of test eigenvalues and E(·) is corresponding eigenvalues. The degree of freedom of the
test is r(r + 1)/2 − 1 degrees of freedom. Use this statistics, we can recognize which components are
key components for seed regions or global trends and then use these principal components as regressors.
3.3 Restoration Maximization Algorithm
3.3.1 Basic Settings for Unknown Parameters
We employ a conjugate normal prior on the regression coefficients βk to undertake model selection task
(Liang et al., 2008):
βk ∼ MVN(0, σ2kT (X′Σ−1X)−1)
This prior has (1/T )th weight of the likelihood but is located and scaled in line with the information from
the likelihood. Also we assume the standard non-informative prior p(σ2k) ∝ 1/σ2k for σ2k. Furthermore,
we apply the Dirichlet distribution as the prior for the weights ω. Dirichlet distribution is conjugate to
the multinominal distribution. The hyper parameter is α = (α1, · · · , αK) and the prior distribution is:
pi(ω) =
Γ(
∑K
k=1 αk)∏K
k=1 Γ(αk)
K∏
k=1
ωαk−1k
75
3.3.2 Potts Model
A special feature of fMRI data is the similarity between neighboring voxels. To incorporate this spatial
information into the inference on functional clusters, we introduce Potts model as a prior distribution on
the cluster labels Z = [Z1, Z2, · · · , ZN ]′ . The Potts model is a model of interacting spins on a lattice
system and is a generalization of the well-known Ising model. The joint density function is given by
p(Z) ∝ exp(−θH(Z)), where H(Z) = ∑i∼j δZiZj is the energy function representing the interaction
among voxels (more similar the neighboring voxels, the higher the energy), and θ is a tuning parameter,
also known as the inverse temperature. When θ is large, all labels tend to be identical, which corresponds
to a single cluster. As the θ decreases, the single cluster will split into multiple small ones. Therefore,
different choices of the tuning parameter θ reflect our prior belief on the size of the clusters. Later we
will introduce a data-dependent tuning approach for θ.
In the context of fMRI functional connectivity network, the energy function based on functional
distance is more meaningful since it allows disjoint brain regions to link together (Stanberry et al.,
2008). Therefore, we modify the energy function used in our work as H(Z) = −∑i∼j κij(1− δZiZj ),
where i ∼ j indicates voxel i and j are neighbors (we use the 2D/3D Euclidean spatial neighbor-
hood system throughout), δZiZj is the delta function that equals to 1 if Zi = Zj and 0 otherwise,
κij = 1n exp
(
−f2ij/2a2
)
with n being the average number of neighbors per voxel, a being the av-
erage functional distance of the nearest neighbor and fij = 1 − corr(yi,yj) denoting the functional
distance between two voxels i and j. Since the correlation coefficient corr(yi, yj) measures the func-
tional similarity of the acquired fMRI time series, the new energy function scales the interaction between
voxels by their similarity presented in the data: the more similar the data, the higher the interaction .
3.3.3 Difficulties in MAP
In the EM algorithm for maximum a posteriori (MAP), the E-step involves “averaging out” over all latent
variables, which means we need calculate
Q
(
(Θ, θ),
(
Θˆ(m), θˆ(m)
))
= E
[
log
(
f (Z,y|Θ, θ) |y, Θˆ(m), θˆ(m)
)
+ log pi
(
Θ, θ|Θˆ(m), θˆ(m)
)]
= E
[
log
(
f
(
y|Z, Θˆ(m)
)
f
(
Z|θˆ(m)
))
+ log pi
(
Θ, θ|Θˆ(m), θˆ(m)
)]
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where pi(Θ, θ) is joint prior forΘ and θ. The expectation is taking over the latent variableZ conditioning
on the data Y and the value of the parameters Θ and θ from the mth iteration. With a large number of
voxels, the joint distribution of all Zi’s is difficult to work with. Further, the probability function of
the Potts model is defined up to a normalizing constant, which is needed in the EM algorithm, but
practically impossible to be calculated when the number of voxels is large. Therefore, we will introduce
the Restoration-Maximization (RM) algorithm for MAP.
3.3.4 Pseudo-Likelihood Function
Pseudo-Likelihood serves as an approximation of the distribution of a random variable. In the Potts
model, the normalization constant is intractable and it’s impossible to get likelihood for it. Therefore we
use the pseudo-likelihood to approximate the likelihood:
p(Z) =
N∏
i=1
p
(
Zi|Z[−i], θ
)
(3.3)
where Z[−i] denotes the Z-value of the voxels which are neighbors of voxel i. The normalization con-
stants for the factors of the pseudo-likelihood are computable and so the unobtainable quantity has been
replaced by the formula more amenable.
3.3.5 Restoration-Maximization (RM) Algorithm
Instead of averaging out the unobserved latent variable Z as that in the E-step, an alternative approach
is to replace each Zi by its most likely value, i.e., the probability mode. Finding the mode of the joint
distribution of Z is still challenging, so we do it sequentially for each i conditioning on other Zj’s, which
leads to the following Restoration Maximization (RM) algorithm.
R-step: for each i, set Z(m+1)i equal to the mode of p
(
Zi|y, θˆ(m),Z[−i]
)
, where Z[−i] denotes all
cluster labels except Zi. Due to the special form of Potts models, the conditional density function can be
further simplified to a form which only depends on the neighboring voxels.
M-step: choose Θ = Θˆ(m+1) to maximize f(y|Z(m+1),Θ) and choose θ = θˆ(m+1) to maximize the
pseudo-likelihood
N∏
i=1
f
(
Z
(m+1)
i |Z(m+1)[−i] , θ
)
, where the pseudo-likelihood is used to avoid the compli-
cated normalizing constant as suggested in Qian and Titterington (1991).
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3.3.6 Updating Steps in Finite Mixture Regression Model
Suppose we get all Z from last step (m). Since we assign priors for all unknown parameters, our aim is
to maximize the following term:
L(Θ, θ) = log
(
f(y|Z(m),Θ, θ)
)
+ log(pi(Θ, θ))
At the (m + 1)th iteration, after updating Z(m+1) sequentially, for k = 1, 2, · · · ,K, update ωk, βk
and σ2k as following:
ωˆ
(m+1)
k =
∑N
i=1 I
(
Z
(m)
i = k
)
+ αk − 1
N −K +∑Kk′=1 αk′
βˆ
(m+1)
k =
[(
N∑
i=1
I
(
Z
(m)
i = k
)
+
1
T
)
(X′Σ−1X)
]−1 N∑
i=1
I
(
Z
(m)
i = k
)
X′Σ−1yi
(σˆ2k)
(m+1) =
∑N
i=1 I
(
Z
(m)
i = k
)(
Yi −Xβˆ(m+1)k
)′
Σ−1
(
Yi −Xβˆ(m+1)k
)
T
∑N
i=1 I
(
Z
(m)
i = k
)
+ r + 2
+
∑K
k=1 βˆ
(m+1)′
k X
′Σ−1Xβˆ
(m+1)
k
T 2
∑N
i=1 I
(
Z
(m)
i = k
)
+ r + 2
3.3.7 Updating Steps in Potts Model
In the model, we will use pseudo-likelihood to estimate the inverse temperature parameter θ. The pseudo-
likelihood function is as following:
N∏
i=1
p(Zi = k|Z[−i], θ)
For each voxel,
p(Zi = k|Z[−i], θ) ∝ p(Zi = k,Z[−i]|θ) =
∏
(i,j),Zi 6=Zj
exp(−θκij)
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where (i, j) means the neighbor voxels j for i.
log
p(Zi = k|Z[−i], θ)
p(Zi = K|Z[−i], θ)
= θ
 ni∑
j=1,zj 6=K
κij −
ni∑
j=1,zj 6=k
κij

Let
ni∑
j=1,zj 6=K
κij −
ni∑
j=1,zj 6=k
κij = cik and k = 1, 2, · · · ,K
So,
p(Zi = k|Z[−i], θ) =
exp(θcik)
1 +
∑K−1
k′=1 exp(θcik′)
p(Zi = K|Z[−i], θ) =
1
1 +
∑K−1
k′=1 exp(θcik′)
Rewrite the pseudo-likelihood
l(θ) =
N∑
i=1
log
(
p(Zi = k|Z[−i], θ)
)
=
N∑
i=1
[
K−1∑
k=1
I(Zi = k) log
(
p(Zi = k|Z[−i], θ)
)
+ I(Zi = K) log
(
p(Zi = K|Z[−i], θ)
)]
We want to find θ value to maximize the l(θ).
The score equation is:
∂l(θ)
∂θ
=
N∑
i=1
K∑
k=1
I(zi = k)
[
cik −
∑K−1
l=1 cil exp(θcil)
1 +
∑K−1
l=1 exp(θcil)
]
∂2l(θ)
∂2θ
=
N∑
i=1
K∑
k=1
I(zi = k)
[
−
∑K−1
k=1 c
2
il exp(θcil)(1 +
∑K−1
k=1 exp(θcil))− (
∑K−1
k=1 exp(θcil))
2
(1 +
∑K−1
k=1 exp(θcil))2
]
And a single Newton-Raphson algorithm update is
θ(m+1) = θ(m) −
(
∂2l(θ(m))
∂2θ(m)
)−1
∂l(θ(m))
∂θ(m)
79
3.4 Simulation Study
There are two parts in the simulation study, including testing the correctness of regression coefficients
and performance comparison of EM algorithm, RM algorithm and GLM. The pairwise misclassification
rate, defined as 1− 1N
∑N
i=1 I(zˆi = zi), is the criterion for the performance comparison.
3.4.1 Simulation Results for Data without Spatial Noise
In this simulated data experiment, we will test whether the algorithm works well for estimation of un-
known parameters. The data size for simulated data is 1000 × 100 and size for regressor is 100 × 6,
the ground truth for cluster number is 4 and ground truth for all parameters are as following: ω =
[0.1, 0.5, 0.05, 0.35], σ2 = 1. The correlation matrix is designed as:
corrij =
 exp(|i− j|) i 6= j1 i = j ,
We assume the number of cluster is fixed as k = 4 and the estimated values are in the following table.
From the Table 3.1, we can find the misclassification rate are lower even under very low SNR level. The
estimation of β and ω are close to ground truth.
Table 3.1: Parameter Estimation under Different SNR Levels when k = 4
SNR ‖β−βˆ‖
2
k
∑k
i=1 ωi log(ωi)/(ωˆi) σˆ
2(σ2 = 1) 1− 1N
∑N
i=1 I(zˆi = zi)
2 4.9496 0 1.0692 0
1 7.5461 0 1.0343 0.002
0.5 10.5266 0.0000989 1.0197 0.013
0.25 13.4128 0.000901 1.0177 0.039
3.4.2 Simulation Results for Data with Spatial Noise
In this section of simulated data experiment, we will apply EM algorithm (more details are in Appendix
C), RM algorithm and GLM in very noisy data and compare the results. In addition, we will use two
different fMRI data designs: block design and event design. More details will be given to block design.
Data Generation
The synthetic data are composed of independent white noise on a 2D base image with size 64×64×120.
There are two global trends in the whole image, and three seed time series are generated by the SPM
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Grand Truth of Image
Figure 3.1: Ground truth of locations for different functional networks. The black background means
background.
package for three functional clusters or networks. Figure 3.1 shows positions of functional networks and
seeds. Figure 3.2 and Figure 3.3 show the pattern of ground truth of regressors for block design and
event design. The functional network sizes for the three networks are: 7.86%, 7.11% and 7.74%. In this
test, three different SNR levels ( SNR = 0.1, SNR = 0.2 and SNR = 0.3) will be discussed.
Block Design Experiment
Global trends are structure noise for whole image. When signals of functional network are very weak,
sometimes this kind of noise will denominate the whole image and pretend to be “signal”. Therefore in
block design, we will consider both situations: one is simulated data without global trends and the other
is simulated data with global trends.
In the simulation study without global trends, figure 3.4 shows the three regressors (the first principal
component in each seed region is tested significant) extracted form PCA analysis when SNR = 0.1.
From the figure, we can see PCA captures the functional paradigms of seeds very well. Figure 3.5
shows results of the EM algorithm, RM algorithm and GLM (the threshold for GLM is 0.01) under three
different SNR levels. The pairwise misclassification rates for the three algorithms are in Table 3.2. From
the comparison of results, we can find the performance of GLM is worse than EM and RM algorithm.
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Figure 3.2: Ground truth of global trends and seed block design paradigms.
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Figure 3.3: Ground truth of global trends and seed event design paradigms.
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Figure 3.4: Three regressors extracted from PCA analysis when SNR = 0.1
There are lots of false positive voxels and true negative voxels. When SNR is higher, the performances
of RM and EM are the same.
Table 3.2: Comparison of Pairwise Misclassification Rates in the Block Design without Global Trends
SNR RM algorithm EM algorithm GLM alogorithm
0.1 0.0012 0.0064 0.0850
0.2 0 0.0005 0.0632
0.3 0 0 0.0671
In the simulation study with global trends, the first step is to extract global trends and seed functional
paradigm for each seed region using PCA. From PCA eigenvalues test, we use the first principal compo-
nent as global trend and the first principal component in each seed region as seed functional paradigm.
All important principal components will be regressors in the mixture regression model, shown in Figure
3.6. From the figure, we can find the global trend from PCA combines all information of linear global
trend and low frequency global trend. Figure 3.7 demonstrates the performance comparison of three dif-
ferent methods for three different SNR levels. Table 3.3 provides the pairwise misclassification rates for
three algorithms. As SNR decreases, global trend dominates all spatial structure. Since seed paradigm
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Figure 3.5: Comparison of RM, EM and GLM under different SNRs in the block design data without
global trends.
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Figure 3.6: Three regressors extracted from PCA analysis when SNR = 0.1
one and seed paradigm two are very similar, EM algorithm fails to detect correct functional networks.
However, RM algorithm still works well. GLM algorithm is not sensitive to the global trend but the
performance is worse than that in simulated data without global trends.
Table 3.3: Comparison of Pairwise Misclassification Rates in the Block Design with Global Trends
SNR RM algorithm EM algorithm GLM algorithm
0.1 0.0867 0.2319 0.1482
0.2 0.0039 0.2319 0.1262
0.3 0.0012 0.1023 0.0950
Comparison of Mean Time Series Seeds with PCA Seeds
In the traditional functional connectivity analysis, mean time series of seeds are widely used as regressors
in the regression model. In our analysis, we use principal components to substitute mean time series of
seed, Figure 3.8 shows the comparison of performance in simulation study with global trends when
using mean time series regressors and principal components under different SNR levels. Table 3.4 gives
the comparison of pairwise misclassification rates. From the figure and table, we can find the principal
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Figure 3.7: Comparison of RM, EM and GLM under different SNRs in the block design data with global
trends.
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Figure 3.8: Comparison of RM, EM and GLM under different SNRs for different regressors. The first
row shows the RM algorithm results with principal components regressors; the second row shows the
RM algorithm results with mean time series seed regressors. Different columns denote different SNR
levels.
components regressors are more robust than the mean time series regressors.
Table 3.4: Comparison of Pairwise Misclassification Rates for Different Regressors
SNR Principal Components Regressors Mean Time Series Regressors
0.1 0.0867 0.1196
0.2 0.0039 0.0466
0.3 0.0012 0.0012
Choosing Optimal Cluster Number
In the above result, we assume we have known the true cluster number. Now, we will use AIC/BIC to
choose the optimal cluster number. We calculate the AIC and BIC values for cluster number 2 to 10, The
optimal cluster number is 4, which is consistent with following Figure 3.9. Also we will recognize the
optimal functional network number from figure directly.
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When k=2 and SNR=0.2 When k=3 and SNR=0.2 When k=4 and SNR=0.2
When k=5 and SNR=0.2 When k=6 and SNR=0.2 When k=7 and SNR=0.2
Figure 3.9: Comparison of RM results under different cluster numbers. From the figure, the optimal
cluster number is 4.
Event Design Experiment
In the block design, we find the performance of RM algorithm is robust. Now, we will test if the RM
algorithm works well for event design. In this part, we would like to compare the performance of RM
algorithm, EM algorithm and GLM. First, we extract regressors by using PCA when SNR = 0.05,
which is shown in Figure 3.10 . Figure 3.11 shows the performance comparisons of three different
algorithms. From the figure, we can find when SNR levels are higher, results of RM and EM algorithm
are similar, but results of GLM are worse than those of other two methods. When SNR level is lower,
EM fails to detect the network, RM algorithm works but not well.
3.5 Real Data Analysis
Data Description
The real fMRI data-set (53× 63× 46× 360) was obtained from SPM data site (http://www.fil.ion.ucl.
ac.uk/spm/data/attention.html) with a visual motion task. The subject was scanned during four runs, with
90 image volumes in each run. Four conditions - “fixation”, “attention”, “no attention” and “stationary”
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Figure 3.10: Regressors extracted from PCA in the event design experiment.
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Figure 3.11: Comparison of RM results under different cluster numbers in the event design experiment.
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- were used and there were 10 multi-slice volumes per condition. In the real data, SPM package is
used for standard preprocessing. In the resting default network, the posterior cingulate cortex (PCC) and
ventral anterior cingulate cortex (vACC) network has shown strong functional connectivity (Greicius
et al., 2003), therefore, in this paper, we would like to test whether the default network exists in visual
motion task conditions. Primary visual cortex region V1 Left/Right and V5 Left/Right are well known
in very strong visual connectivity network, besides the two regions, we are interested in whether there
are other regions will be included. In the second part of empirical results, the whole visual functional
connectivity network will be discussed.
After preprocessing, we will use the PCA in overall image to extract the global trend for the data
sets. And then use the test statistics to get the first three components as regressors. The first principal
component is linear trend, the second component is low frequency trend with some task paradigm, the
third component is jump trend from differen trials. The “global trends” extracted by PCA are shown in
Figure 3.12.
PCC Network
In the PCC network, we will use PCC as seed region and test if vACC is in PCC network. The seed
pattern for PCC is shown in Figure 3.13. We check different network numbers and find the optimal
network number is k = 4.
Figure 3.14 shows the PCC functional connectivity network. We can notice the vACC region is
included in the network, which means vACC region has visual functional connectivity with PCC region
even in visual tasks. The result is consistent with previous findings.
Visual Cortex Network
In the V1 and V5 network, we will use first two components from V1 left/right(the results of including
V5 left/right as regressors are the same with that of V1 left/right) as regressors (shown in Figure 3.15
therefore there are five regressors in the design matrix. We try different network numbers and find the
result of V1 functional connectivity network are similar and consistent when network number is bigger
than 4.
Figure 3.16 shows the V1 functional connectivity network when k = 5. We can notice all interested
regions, such as V5 left/right region (as shown the big red regions in the first row), PFC region (as shown
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Figure 3.12: Global trends extracted from the whole fMRI image using PCA.
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Figure 3.13: Seed paradigm extracted from PCC region using PCA.
PCC network when k=4
Figure 3.14: PCC network.
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Figure 3.15: Seed paradigms extracted from V1 left and V1 right regions using PCA.
in red region in the third brain image in the second row), PP left/right regions(as shown in red region in
the last five brain images). From the figure, we can claim the PFC and PP left/Right regions are in the
visual functional connectivity network, which is consistent with previous findings in Buchel and Friston
(1997).
3.6 Conclusion
This chapter presents a novel fMRI functional network detection method based on a finite mixture regres-
sion model, incorporating the spatial interactions of neighboring voxels via a Potts model. The estimation
of the parameters is achieved through the RM algorithm for computation efficiency and accuracy. In ad-
dition, the global trends and the informative paradigms of the data are extracted from PCA and statistical
χ2 test. Experimental results on simulated and real fMRI data show that the proposed approach can lead
to a robust and sensitive detection of functional clusters and networks.
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Figure 3.16: Visual regions network.
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Chapter 4
Functional Brain Network Analysis
through Temporal and Spatial Correlation
Analysis
In this chapter, we present a general and novel statistical framework for robust and more complete esti-
mation of brain functional connectivity from fMRI based on correlation analysis and hypothesis testing.
The proposed framework can detect functional interactions by simultaneously examining multi-seed cor-
relations via multiple correlation coefficients and partial correlation coefficients. In addition, the spatially
structured noise in fMRI is also taken into account.
The objective of the present paper is to develop new and general statistical framework to estimate
brain networks based on multiple correlations and partial multiple correlations of fMRI data. The re-
mainder of the chapter organized as follows. In section 4.2, we describe our strategy of determining
seed regions. The novel methods and our mathematical formulations for functional connectivity estima-
tion based on multiple seeds using multiple correlations and partial multiple correlations are proposed
in section 4.3 and 4.4, respectively. Experiments and results on both simulated and real fMRI data are
presented in section 4.5 and 4.6, followed in section 4.7 by conclusions for this work.
4.1 Introduction
4.1.1 Motivations
In this work, motivated by the following four factors, we present a novel and general statistical framework
for robust and more complete estimation of functional connectivity of interactivity.
First, the common approach in functional connectivity analysis is to calculate the temporal corre-
lation coefficients of a signal from a selected voxel or region (so called “seed” and “seed region”) in a
region of interest with all other voxels in the brain (Worsley et al., 2005). Different strategies have been
developed in the literature to select the seed voxle or region (Hampson et al., 2002). Each correlation map
is resulting from the cross-correlation of only one seed region. However, when areas with quite different
time series patterns are used as seed regions for brain connectivity inference, they should not be grouped
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as a single region. In some applications, functional co-activation to multiple seeds rather than a single
one would be of particular interest. Multiple seeds can be chosen to calculate multiple correlation maps
to separately discover the functional connectivity to different seeds. But how to reasonably integrate
multiple connectivity maps for brain function inference is still unresolved and ambiguous. Furthermore,
it is often forbidding to examine all pair-wise correlations. Therefore, it is desirable to have a single
correlation map resulting from the cross-correlation of two or multiple seed regions simultaneously.
Second, when investigating effective connectivity, the first level of information required concerns
the regions involved in the process and forming the spatial support of the network, which is in fact
nontrivial. Functional connectivity or correlation maps developed in this work can serve as a technique
for such purpose. Using one seed region to identify functional connectivity may detect only a subset of a
specific neural system, and would not recover co-activation networks or regions to multiple seeds due to
the fact that the correlations to only one of the seeds may not be high enough to be shown as significant.
Also, it may underestimate the size and number of areas involved in a task performance.
The third motivation is related to the spatial correlation of the noise in the fMRI data. Dynamic
connections in fMRI are thought to be reflected by high temporal correlations of the time series. The
strong correlation between the time series of each region in the network with that of another distant region
implied by the functional interactions may be related to the spatially structured noise in fMRI (Cordes
et al., 2002). The spatial correlation of the noise must therefore be taken inion account when dealing with
the robust inference of the network. Recently, an approach for large-scale network identification in fMRI
was proposed in Bellec et al. (2006) by considering the noise structure in the data. However, this method
is entirely restricted to connectivity detection between pair-wise (one to one) brain areas through regular
Pearson’s linear correlation (i.e. marginal correlation) analysis and can not handle multiple regions
simultaneously (Wang and Xia, 2007).
Finally, brain functional connectivity based on marginal correlation can be dominated by the stimulus-
locked responses. For example, if visual and auditory stimuli are presented concurrently, the stimulus-
locked neural responses would cause increases in the BOLD signal in the primary auditory cortex (A1)
and the primary visual cortex (V1) simultaneously. Correlation between A1 and V1 would thus be high,
though not due to any intrinsic task-induced functional couplings but due to the responses in both re-
gions to externally driven stimuli. Partial correlation is the conditional correlation which estimates any
remaining correlation between time series after taking into account the relationship of each to one or
more reference time series. The stimulus-locked responses can then be accounted for by choosing the
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reference functions to model the external stimuli. This allows us to measure any additional task-induced,
but not stimulus-locked relation over brain regions. Recently, methods using partial correlation or co-
herence have been proposed in Sun et al. (2004); Marrelec et al. (2006), though they are for pair-wise
correlation or coherence analysis and not applicable to multiple seeds. In addition, the partial correlation
in Marrelec et al. (2006) is for subtracting and removing mutual dependencies on common influences
form other brain areas rather than from stimulus-locked responses. How to mathematically compute and
estimate the partial correlation to multiple seed regions and how to apply this to brain connectivity are
challenging and have not yet been pursued in the literature.
4.1.2 Introduction of Present Method
We proposed a general and novel statistical framework for robust and more complete estimation of brain
functional connectivity from fMRI based on correlation analysis and hypothesis testing. In addition
to the ability of examining the correlations with each individual seed as in the standard and existing
methods, the proposed framework can detect functional interactions by simultaneously examining multi-
seed correlations via multiple correlation coefficients. Spatially structured noise in fMRI data is also
taken into account during the identification of functional interconnection networks through noncentral
F hypothesis tests. Furthermore, partial multiple correlations are introduced and formulated to measure
any additional task-induced but not stimulus-licked relation over brain regions so that we can take the
analysis of functional connectivity closer to the characterization of direct functional interactions of the
brain.
Compared to existing functional connectivity analysis approaches, such as decomposition methods,
correlation maps and GLM (Friston et al., 1993a; Arfanakis et al., 2000; Calhoun et al., 2001), our
work has several distinct features and advantages. First, the identified functionally connected regions
can then be used as additional new seed regions for recursive and further connected regions can then
be used as additional new seed regions for recursive and further connectivity exploration due to a major
feature of our method - the ability to handle multiple seed regions simultaneously. Second, our functional
connectivity framework offers the possibility of more complete and powerful detection of specific neural
systems by allowing one and multiple regions as seeds. Third, modeling the spatial dependencies in
fMRI are successful in brain connectivity analysis. Last, the partial correlation concept to multiple
seed regions is applied for subtracting and removing mutual dependencies on common incluences from
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stimulus-locked responses.
4.2 Determination Multiple Homogeneous Seed Regions
We select multiple seed regions based on their respective homogeneity as well as their known involve-
ment in the functional or behavioral task and our interest in characterizing their interactions with other
regions of the brain. The functional homogeneity is achieved with a region growing algorithm, and the
related techniques have been applied in Bellec et al. (2006) for finding homogeneous brain regions. More
specifically, in this work, through the standard GLM (Friston et al., 1994) using contrasts of interest (i.e.
categorical comparisons), we can identify activation regions of interest by thresholding the parametric t
statistic maps. Among the activation regions, we can have the approximate locations of the seed regions
based upon their known involvement in characterizing brain networks of interest. For example, we might
be interested in using the hippocampus or the primary visual cortex (V1) as the seed. For each of the
activation regions that we use as a seed, we determine its precise location or choose the voxels (among
those above the threshold), whose time series will be utilized as seeds for the connectivity analysis, with
the following techniques. Starting from a peak activation (i.e. the maximum t statistics voxel), we let the
seed region grow by merging with other neighboring voxels based on a similarity criterion , such as the
Pearson’s linear correlation between the time series of the peak voxel and the candidate voxel and the
candidate voxel considered to be merged. The procedure is repeated for each of the activation regions to
be used as seeds so that we can precisely localize the seed regions (i.e. the associated voxels for each
of the seed regions). Let the identified seed regions be denoted as S1, S2, · · ·SP , where P is the total
number of regions. For subsequent statistical analysis, the mean time series of any seed region (i.e., the
average time course for all time time courses of the voxels within a seed region) is utilized as the time
series of that seed and the centroid of any seed region is considered to be the position of the seed. Using
the mean time series can make the results more robust to the imprecise localization of the seed regions.
4.3 Functional Connectivity Using Multiple Correlations
4.3.1 Estimating Temporal/Sample Multiple Correlations
The temporal or sample multiple correlation coefficient considers the fMRI time series correlation be-
tween a given voxel X and a combination of seed regions, S1, S2, · · ·SP . Its estimation is based on the
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variance-covariance matrix:
Σˆtem =

vˆarX ˆcovX,S1 · · · ˆcovX,SP
ˆcovS1,X vˆarS1 · · · ˆcovS1,SP
...
...
...
...
ˆcovSP ,X ˆcovSP ,S1 · · · vˆarSP

=
 vˆarX ˆcov′X,S
ˆcovX,S ΣˆSS

where varX and varSp are the time series variances for voxelX and seed Sp (p = 1, 2 · · ·P ), respectively;
and covX,sP is their covariance. Their estimation can be achieved through:
vˆarX =
1
T − 1
T∑
i=1
(yX(i)− y¯X)2
vˆarSP =
1
T − 1
T∑
i=1
(ySP (i)− y¯SP )2
ˆcovX,SP = ˆcovSP ,X =
1
T − 1
T∑
i=1
(yX(i)− y¯X) (ySP (i)− y¯SP )
where T is total number of time points; yX(i) and ySP (i) (for i = 1, 2, · · · , T ) are respectively the time
series for voxel X and seed SP (i.e., the mean time series of seed region SP ); and y¯X and y¯SP are the
corresponding average over T . The temporal multiple correlation coefficient Rˆtem between voxel X and
the multiple seeds [S1, S2, · · ·SP ]′ can be calculated as (Anderson, 2003):
Rˆtem =
√
ˆcovXSΣˆ
−1
SS ˆcovXS
vˆarX
(4.1)
4.3.2 Estimating Spatial Multiple Correlations in Noise
The main factors contributing to the spatial correlation of the noise include fMRI data preprocessing, the
point spread function, which causes data from an individual voxel to contain some signal from the tissue
around that voxel, an effect compounded by motion correction techniques and the smoothness introduced
by interpolation in motion correction (Woolrich et al., 2004). Despite the strategies and efforts to reduce
such structured noise (Wang et al., 2003), some residual and further corrections are still essential for
robust fMRI data analysis.
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Voxel-Based Spatial Correlograph of Noise
We assume the spatial noise is stationary and has a multivariate Gaussian distribution with variance-
covariance matrixΣ = (δi,j)Mi,j=1, where M is the total number of voxels; δi and δj are positive standard
deviations for voxels Xi and Xj . The spatial correlations in noise then depend only on the spatial
distance between voxels: δij = δiδjρ(‖i− j‖), when ‖i− j‖ denotes the spatial distance or lag between
Xi and Xj ; and ρ is the spatial correlogram, a real-valued function that satisfies ρ(0) = 1 and is bounded
by -1 and 1. Such a spatial model is valid if and only if the resulting variance-covariance matrix Σ is
positive-definite (Cressie, 1993).
Since it is unknown what voxels or regions are predominantly influenced by the noise, the entire set
Dh = {(Xi, Xj)| ‖i − j‖ = h} of pairs of voxels at lag h over the whole brain area is considered for
the non-parametric estimate based on the median: ρˆ(h) = median{rij , (Xi, Xj) ∈ Dh}, where rij is
the Pearson’s linear correlation between the time series of the two voxels. As in general the empirical
estimator ρˆ of the correlogram does not provide a positive-definite correlation matrix, we focus on a
parametric class of valid matrices, based on the empirical values ρˆ estimated from the fMRI data. The
rational-quadratic model ρθ(h) in Cressie (1993) is utilized for such purpose: ρθ(0) = 1ρθ(h) = 1− θ1 − θ2 h21+h2/θ3 , ∀h > 0 ,
where θ = {θ1, θ2, θ2} is parameter vector of three non-negative real values with θ1 + θ2θ3 < 1. The
derived spatial correlogram of noise, ρθ(h), decreases rapidly from a correlation level between nearby
voxels, ρ0+, towards an asymptotic correlation, ρ∞. A critical distance h∞ can be determined beyond
which the correlogram is almost equal to the asymptote, with a tolerance of ε. The parameter of the
rational-quadratic model using (ρ0+, ρ∞, hτ∞) is given as below (Bellec et al., 2006):
ρ0+ = 1− θ1
ρ∞ = 1− θ1 − θ1θ2
(hε∞)2 =
(
θ2θ3
ε − 1
)
θ3
,
Note that the Bartlet interval argument (Bartlet, 1946) could potentially be utilized as alternative way
to determine hε∞.
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Figure 4.1: Configuration diagram for the P seed regions and a random voxel X. .
Spatial Multiple Correlations in Noise
The spatial multiple correlations of the noise consider the correlations between any voxels X and a
combination of multiple seeds S1, S2, · · ·SP .
As shown in Figure 4.1, suppose the distances between the voxel X and the seeds S1, S2, · · ·SP
are respectively h1, h2, · · ·hP , and the distances between any pair-wise seeds are hij (for Si and Sj ,
hij = hji). The noise spatial correlation matrix for [X,S1, S2, · · ·SP ]′ can then be constructed as:
Λspa =

1 ρθ(h1) · · · ρθ(hP )
ρθ(h1) 1 · · · ρθ(h1P )
...
...
...
...
ρθ(hP ) ρθ(hP1) · · · 1

=
 1 σ′S
σS ΛSS

where ρθ(h) is the correlogram estimated above. Let δ2X and δ
2
SP
respectively denote the noise variance
for voxel X and seed Sp and p = 1, 2, · · ·P Appendix D. Then the corresponding variance-covariance
matrix is:
Σspa =

σ2X ρθ(h1) · σX · σS1 · · · ρθ(hP ) · σX · σSP
ρθ(h1) · σS1 · σX σ2S1 · · · ρθ(h1P ) · σS1 · σSP
...
...
...
...
ρθ(hP ) · σSP · σX ρθ(hP1) · σSP · σS1 · · · σ2SP

=
 1 ρ′S
ρS ΣSS

The spatial multiple correlation coefficient of the noise between any voxelX and the seeds [S1, S2, · · ·SP ]′
is estimated as Rspa =
√
σ′XSΣ
−1
SSσXS
σ2X
and can be re-formulated to:
Rspa =
√
ρ′SΛ
−1
SSρS (4.2)
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4.3.3 Identifying Functional Connectivity of Brain
Given the estimation of multiple correlations in noise, we use hypothesis testing to search for outlier
correlations between any voxel and the seed regions that are statistically unlikely to be due to noise.
Statistical Hypothesis Testing
We would like to test whether the temporal multiple correlation Rˆtem is likely to be found only by chance
from the noise correlation. The hypothesis is
H0 : Rtem = Rspa vs H1 : Rtem > Rspa
Under the null hypothesis that the temporal multiple correlation, Rˆtem, arises from a population whose
multiple correlation equals the spatial multiple correlation of the noise Rspa, the following quantity is a
non-central F Anderson (2003):
F =
Rˆ2tem
1− Rˆ2tem
T − 1− P
P
(4.3)
Here, the degrees of freedom are P and T − 1− P and the non-centrality parameter is
(T − 1)σ′XSΣ−1SSΣˆSSΣ−1SSσXS
(1−R2spa)σ2X
where we condition on the seeds’ time series. In the present work, due to the re-formulated Rspa in Eq.
4.2, the non-centrality parameter can be shown to be: (T−1)ρ
′
SΛ
−1
SSΨΣˆSSΨΛ
−1
SSρS
1−ρ′SΛ−1SSρS
, where Ψ is a P × P
diagonal matrix with diagonal element 1/σSp , for p = 1, 2, · · ·P . In this way, the p-value for each
voxel can be calculated from this noncentral F distribution. A voxel shall be included in the functional
connectivity network if the corresponding p-value is smaller than a pre-chosen type I error α (note:
α = 0.05 is used in the test).
It can also be shown that under the null hypothesis of the population multiple correlation, Rspa is
zero, the F in Eq. 4.3 (Anderson, 2003) is a central F , with P and T − 1 − P degrees of freedom. In
fact, this is equivalent to multiple correlation analysis of multi-seed functional connectivity but without
taking the spatial correlations of the noise into consideration.
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Effective Degrees of Freedom for Temporal Autocorrelation
A departure from the temporally i.i.d. (independent and identically distributed) assumption due to the
temporal autocorrelation will result in a decrease in the degrees of freedom in the above hypothesis
testing. To correct such possible bias, we estimate the effective degrees of freedom Teff . This can be
achieved through the context of the GLM (Worsley and Friston, 1995). Note that Teff estimated this
way assumes voxel-wise spatial independence, which can be considered as an upper-bound estimation
of our effective degrees-of-freedom. In this chapter, we approximate the effective degrees-of-freedom as
Teff , and use the estimated Teff to replace the T − 1 in the F statistic’s calculation in Eq. 4.3.
Multiple Testing Using Non-central F Random Field
We need to perform numerous tests equal to the total number of voxels over the brain area. In order to
correct this multiple testing problem, different strategies can be potentially applied, such as Bonferroni
correction, cluster-size threshold, random field theory or false discovery rate control (Huettel et al., 2004;
Benjamini and Hochberg, 1995; Logan and Rowe, 2004; Nichols and Holmes, 2001).
The Random field theory (RFT) correction on the t-field, Hotelling’s T 2 field, χ2 field, central F
and the correlation field has been developed by Worsley and colleagues (Worsley, 1994). RFT estimates
the number of independent statistical tests based upon the spatial correlation, or smoothness, of the
experimental data. With even small to moderate amounts of smoothness in the data, the number of resels
will be much less than the original number of voxels. From the number of resels, one can estimate how
many clusters of activity should be found by chance at a given statistical threshold. This number is known
as the Euler characteristic of the data. RFT correction is more exact and less conservative than Bonferroni
correction, though its correction on the non-central F field has yet to be developed completely. Recently,
Satoru et al (Hayasaka et al., 2007) has derived the non-central F RFT for the calculation of power and
sample size. In this paper, we use the non-central F RFT to correct the multiple comparison problems.
Suppose the p is the type I error (false-positive rate) of the whole procedure.
p = P (maxF > tf) ≈
3∑
d=0
ReselsdECd(tf)
where F is non-central F test statistics, Reselsd is the number of d-dimensional resels (resolution ele-
ments) in the region and ECd(tf) is the (d)-dimensional Eular characteristic density. The above approx-
imation is based on the fact that left hand side is the exact expectation of Euler characteristic of region
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above the threshold tf . The formulas for the calculation of Reselsd are given (Worsley et al., 2005). The
EC0, EC1, EC2 and EC3 for a non-central F -random Field have recently been derived in (Hayasaka
et al., 2007). Based on the desired p, Reselsd and EC, we can find the threshold tf for the non-central
F random field given by our Eq. 4.3 for multiple comparison correction.
4.4 Functional Interactivity Using Partial Multiple Correlations
Based on our multiple correlation formulations in section 4.3, we describe in this section our multi-seed
method and mathematical formulations using partial multiple correlations.
4.4.1 Estimating Temporal Partial Multiple Correlations
The temporal partial multiple correlation coefficient considers the fMRI time series correlation between a
given voxelX and a combination of seed region S1, S2, · · ·SP conditioned on fixed stimuli (experimental
paradigms or reference functions, i.e., the convolution functions of the hemodynamic response with
the 0 − 1 boxcar stimulus functions in the case of the block-design experiments), V1, V2, · · · , VN . Its
estimation is based on the matrix:
vˆarX ˆcovX,S1 · · · ˆcovX,SP ˆcovX,V1 · · · ˆcovX,VN
ˆcovS1,X vˆarS1 · · · ˆcovS1,SP ˆcovS1,V1 · · · ˆcovS1,VN
...
...
...
...
...
...
...
ˆcovSP ,X ˆcovSP ,S1 · · · vˆarSP ˆcovSP ,V1 · · · ˆcovSP ,VN
ˆcovV1,X ˆcovV1,S1 · · · ˆcovV1,SP varV1 · · · covV1,VN
...
...
...
...
...
...
...
ˆcovVN ,X ˆcovVN ,S1 · · · ˆcovVN ,SP covVN ,V1 · · · varVN

=

vˆarX ˆcov′X,S ˆcov
′
X,V
ˆcovX,S ΣˆSS ΣˆSV
ˆcovX,V Σˆ
′
SV ΣV V
 =
 Σˆ{XS}{XS} Σˆ′{XS}V
Σˆ{XS}V ΣV V

where varVn is the time series variance of the stimulus Vn (n = 1, 2, · · ·N ); covX,Vn is the covariance
between voxel X and Vn and covSP ,Vn is the covariance between the seed SP and Vn. Their estimation
can be achieved through time series and reference function samples of size T (as the one for varX ,
varSP and covX,SP given in section 4.3.1), though here they are not technically variance and covariances
and covariances because the Vn are fixed stimuli. With the assumption that the conditional distribution
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(X,S1, · · · , SP |V1 = v1, V2 = v2, · · · , VN = vN )′ is a multivariate distribution (Anderson, 2003), its
variance-covariance matrix can be calculated as:
Σˆ
∗
tem = Σˆ{XS}{XS} − Σˆ
′
{XS}VΣ
−1
V V Σˆ{XS}V
Let the components of Σˆ
∗
tem be divided into four groups, vˆar∗X ( ˆcov∗XS)′
ˆcov∗XS Σˆ
∗
SS
 ,
where vˆar∗X and Σˆ
∗
SS are variances of voxel X and the seeds holding the reference functions (stimuli)
fixed, ˆcov∗XS is their corresponding covariance under the same condition. Based on section 4.3.1, the
temporal partial multiple correlation is thus:
Rˆtem·V =
√√√√ ˆcov∗XS · Σˆ∗−1SS · ˆcov∗XS
vˆar∗X
(4.4)
4.4.2 Estimating Spatial Partial Multiple Correlations in Noise
In section 4.3.2, we estimate the voxel-based spatial correlograph of noise using the median of Pearson’s
linear correlation, i.e. marginal correlation. Here, we take the similar approach but replace the marginal
correlation with partial correlation because the stimuli are now considered to be fixed, i.e., ρˆ∗(h) =
median{rij·V, (Xi, Xj) ∈ Dh}, where rij·V is the partial correlation coefficient between voxels Xi and
Xj holding V1, V2, · · ·VN fixed, and its calculation is as below. Let the variance-covariance matrix of
(Xi, Xj , V1, · · ·VN )′ be
 ΣˆXX Σˆ′XV
ΣˆXV ΣVV
 . (Xi, Xj |V1 = v1, V2 = v2, · · ·VN = vN )′ is assumed to be
multi-normal and its variance-covariance matrix is calculated as:
ΣˆX — V = ΣˆXX − Σˆ′XVΣVV−1ΣˆXV =
 σˆ2i·V σˆ′ij·V
σˆ′ij·V σˆ
2
j·V

The partial correlation coefficient is thus given by Anderson (2003):
rij·V =
σij·V
σi·Vσj·V
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The corresponding parametric correlogram ρ∗θ(h) based on σij·V can then be estimated as in section
4.3.2.
The noise spatial partial correlation matrix for [X,S1, S2, · · ·SP ]′ holding V1, V2, · · ·VN fixed can
be constructed as:
Λ∗spa =

1 ρ∗θ(h1) · · · ρ∗θ(hP )
ρ∗θ(h1) 1 · · · ρ∗θ(h1P )
...
...
...
...
ρ∗θ(hP ) ρ
∗
θ(hP1) · · · 1

=
 1 (ρ∗S)′
ρ∗S Λ
∗
SS

where ρ∗θ(h) is the correlogram estimated above. Let σ
∗
Sp
denote the residual standard deviation of the
nose for seed Sp, p = 1, 2, · · ·P , holding V1, V2, · · ·VN fixed (see Appendix D for its estimation). As
in section 4.3.2, the spatial partial multiple correlation coefficient of the noise between any voxel X and
the seeds [S1, S2, · · ·SP ]′ holding the stimuli fixed is estimated as:
Rspa·V =
√
ρ∗′S Λ
∗−1
SS ρ
∗
S (4.5)
4.4.3 Identifying Conditional Functional Connectivity of Brain
We would like to test whether the temporal partial multiple correlation Rˆtem·V is likely to be found only
by change from the noise correlation. The hypothesis is
H0 : Rtem·V = Rtem·V vs H1 : Rtem·V > Rtem·V
Here, we can show that the following quantity is a non-central F :
Rˆ2tem·V
1− Rˆ2tem·V
· (T − 1)−N − P
P
(4.6)
with the degree of freedom P and T − 1−N − P , and the non-centrality parameter
(T − 1)ρ∗′S Λ∗−1
′
SS Ψ
∗Σˆ
∗
SSΨ
∗Λ∗−1SS ρ
∗
S
1− ρ∗′S Λ∗−1SS ρ∗S
,
where we condition on the seeds’ time series; Ψ∗ is a P × P diagonal matrix with diagonal element
1/σ∗Sp , for p = 1, 2, · · ·P . Note that the temporal autocorrelation can be handled in a similar way as
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in the multiple correlation case by computing the associated effective degrees-of-freedom; the multiple
testing correction is similarly based on noncentral F random field theory as described in details in 4.3.3.
Similar to the multiple correlation case, under the null hypothesis of the population partial multiple
correlation Rspa·V is zero, the F in Eq. 4.6 is a central F , with P and T −1−N−P degrees of freedom.
This is then equivalent to partial multiple correlation analysis of multi-seed functional connectivity but
without taking the spatial partial correlations of the noise into consideration.
4.5 Simulation Study
In the absence of any ground truth about the functional connectivity in the human brain, the validation of
a new method for the analysis of fMRI data is always problematic. We propose therefore to first validate
our approach with realistic simulated data. We then proceed to the evaluation of our method using in
vivo data in section 4.6.
Data Generation
The simulated time series were composed of time- and space -correlated noise, added on a base 3D brain
image with size 64 × 64 × 20. First, the space correlation was simulated based on a rational-quadratic
parameter model described in section 4.3.2, with ρ0+ = 0.4, ρ∞ = 0.001 and h∞ = 20mm (ε = 0.01).
The parameters θ = (θ1, θ2, θ3) were determined through the following equations:
θ1 = 1− ρ0+
θ3 = ερ0+−ρ∞−ε (h
ε∞)
2
θ2 =
(
ρ0+−ρ∞
hε∞
)(
ρ0+−ρ∞−ε
ε
) ,
The spatial correlation matrix was then derived by calculating ρθ(h) and at the desired h lags.
Temporally independent Gaussian data sets with this space correlation were generated as described in
(Cressie, 1993), using a Cholesky decomposition of the space correlation matrix and Gaussian random
samples generated using Matlab. Next, the time series were added with the autoregressive moving av-
erage ARMA(1,1) temporal noise (Brockwell and Davis, 2002; Ashburner et al., 1997) to simulate the
block-design fMRI (T = 128). In addition, some randomly selected regions were further summed
with different types of signal time series (boxcar functions convolved with the hemodynamic response
function as defined by the SPM software package; signal amplitude: 0.03 ∼ 0.05) to simulate func-
tional networks with multiple seed regions. We generated the data at four different noise levels, with
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signal-to-ratios (SNR) respectively 0.0dB, −0.5dB, −1.0dB and −1.5dB. The SNR is defined as
SNR(dB) = 10log10(varsignal/varnoise), where varsignal and varnoise are the empirical variance of the
signal and noise.
Validation of Multi-seed Method Using Multiple Correlations
In this experiment, two types of networks were simulated, highly correlated with the two types of seed re-
gions respectively. We used receiver operating characteristic (ROC) analysis for evaluation. The essence
of ROC analysis is the comparison of true positive rates (TPR, proportion of voxels correctly detected as
significant to all voxels with added connectivity) obtained with different analysis techniques for a given
false positive rate (FPR, proportion of voxels incorrectly detected as significant to all voxels without
added connectivity). The ROC curves in Figure 4.2 indicate that our multiple correlation method can
robustly detect the true multi-seed connectivity when the signal-to-noise ratio (SNR) is greater than or
equal to −1.5dB, though the performance increases for increased SNR.
Comparison of Multi-seed Method and Single-seed Method
In Figure 4.3, three types of networks were simulated, with the green region highly correlated to seed 1,
the blue region highly correlated to seed 2, and the brown having medium (relatively low) correlation to
both of the two seed regions. Figure 4.3 shows that the identified connectivity (at α = 0.05, corrected)
by our multi-seed method and by the single seed method (spatial correlations in noise also considered
using the technique in Bellec et al. (2006) i): with our multi-seed method using multiple correlations,
all three types of connectivity are detected, both the highly correlated ones to the seeds (green and blue)
and the medium correlated one (brown). ii) using any one seed alone, inly the corresponding one type of
highly correlated connectivity is detected in each case; in addition, compared to our multi-seed methods,
the significance level is lower, and there are more false negatives and false positives; the correlation over
the brown region is not high enough in either of the cases to be shown as significant when using any
single seed along.
With the generated in section 4.5, quantitative performance comparison with the single-seed method
using ROC curves at different SNRs are shown in 4.4, demonstrating that besides being able to identify
all underlying networks, our approach is more robust and powerful in detecting functional connectivity
109
Figure 4.2: (a): Ground truth of a simulated seed; (b): Normalized time series of an associated connec-
tivity voxel at SNR = -0.5dB. (c): ROC curves at SNR (in dB) = 0.0, -0.5, -1.0, -1.5 (top to bottom).
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Figure 4.3: Identified functional connectivity (color maps) for simulated data (SNR = -1.0dB) —
Comparison of our multi-seed method (multiple correlation) and the single-seed method (with spatial
noise considered, too).
and the improvements increase when SRN decreases.
Comparison of Multiple Correlations and Partial Multiple Correlations
We also generated simulated data with four different types of connectivity (Figure 4.5): light green and
light blue denote the stimulus-locked activation regions to the type 1 and type 2 seeds respectively;
dark green and dark blue denote the stimulus-locked activation plus the task-induced functional coupling
to the type 1 and type 2 seeds respectively. With the multiple correlations, all four types of regions are
shown as significant, though at different significance levels. However, using partial multiple correlations,
only the regions imbedding task-induced functional coupling (dark green and dark blue) are identified as
significant because the partial correlation analysis is able to adjust for the stimulus-locked effects.
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Figure 4.4: Comparison of ROC curves for our multi-seed method (solid lines) and the single-seed
method (with spatial noise also considered, dashed lines) at different SNRs, showing significantly im-
proved performance using multiple seeds. Note: The TPR and FPR for the single-seed case are computed
as below: M is the total number of voxels; Let i = 1, 2 be the seed index. Suppose: ni (i = 1, 2) is the
number of voxels correctly detected as significant; Ni (i = 1, 2) is the number of voxels with added type
i connectivity; mi (i = 1, 2) is the number of voxels incorrectly detected as significant. Therefore, the
combined TPR and FPR used in the ROC plots for the single-seed case are: TPR = (n1+n2)/(N1+N2)
and FPR = (m1+m2)/(M-N1-N2).
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Figure 4.5: Identified functional connectivity (color maps) for simulated data (SNR = -1.0dB) — Com-
parison of our multi-seed methods using multiple and partial multiple correlations
4.6 Real Data Analysis
Data Description
The real fMRI data-set was obtained from the SPM data site (http://www.fil.ion.ucl.ac.uk/ wpenny/dataset
s/attention.html) with the detailed description in Buchel and Friston (1997). The subject was scanned
during four runs, each lasting 5 min 22s. One hundred image volumes were acquired and the first ten
was discarded in each run. Each condition lased 32.2s, giving 10 multi-slice volumes per condition. The
fMRI data size was 53 × 63 × 46 × 360. Four conditions - “fixation”,“attention”, “no attention” and
“stationary” - were used. Electro-physiological and neuroimaging studies have shown that attention to
visual motion can increase the responsiveness of the motion-selective cortical area V5 and some other
areas, and an occipito-parieto-frontal network is involved in the visual pathway modulation by attention.
The structural model for the dorsal visual pathway is shown in Figure 4.6, including primary visual
cortex (V1), visual cortical area MT (V5), posterior parietal cortex (PP) and modulatory interaction term
involving dorsolateral prefrontal cortex (PFC).
Determining Activation and Seed Regions
The activation regions were identified by categorical comparisons using the SPM5 software package,
contrasting “attention” and “ no attention” and contrasting “no attention” and “stationary”. The involve-
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Figure 4.6: Structural model for the dorsal visual stream (modified from (Buchel and Friston, 1997)),
including primary visual cortex (V1), visual cortical area MT (V5), posterior parietal cortex (PP), and
modulatory interaction term involving dorsolateral prefrontal cortex (PFC).
ment of V1 and V5 were predicted with a stimulus consisting of rapidly moving dots. The location of V1
was in accord with the calcarine fissure, and that of V5 was consistent with previous functional imaging
studies. The location of the posterior parietal regions was similar to that in previous PET and fMRI
studies of attention.
Here we examine the functional interactions by using the different seed regions: V1, or V5 or both
V1 and V5, and by using different methods. The seed regions were determined through the procedures
described in Section , i.e., starting with the peak activation voxels in the corresponding V1 and V5 activa-
tion regions identified above, we used the region growing strategy based on the functional homogeneity.
Note that it might also be interesting to investigate the functional connectivity by using other seed re-
gions in addition to V1 and V5, such as PP. However, based on the structural model in Figure 4.6, using
PP is not quite justifiable from the neural networking or information flow point of view. Unlike studying
the effective connectivity, our method examines the functional connectivity without inferring or being
constrained by the causal relationship among spatially separated brain regions. Thus, the results from
our framework are usually not sensitive to the improper placing of seeds.
Partial Correlation Effects - Multiple vs Partial Multiple Correlations
Estimated correlograms using marginal correlation and partial correlation are shown in Figure 4.7, which
indicates that the correlations between time series with visual motion task (equivalent to performance of
cognitively demanding processing) are lower than the remaining correlations after taking into account
the relationship of each time series to the reference functions (here two were used, one for “attention”
and the other for “no attention”). This might be related to the fact that a baseline condition of brain
function exhibits decreases during performance of a cognitive task Greicius et al. (2003).
114
Figure 4.7: Estimated correlograms from the real fMRI data, showing the asymptotic correlation, ρ∞
, in ρθ(h) (marginal correlation) is lower than the one in ρθ ∗ (h) (partial correlation). This might be
related to the fact that a baseline condition of brain function exhibits decreases during performance of a
cognitive task Greicius et al. (2003).
From Figure 4.8(a) and (b), we can see that using multiple correlation, both stimulus-locked and task-
induced networks are identified, with all the involved regions in Figure 4.6 shown as highly significant
(yellow). However, using partial multiple correlation (First row), since the stimulus-locked effects are
accounted for, the network regions and their sizes are considerably reduced. Specifically: i) with V1
as seed regions (Figure 4.8(a), first row), mainly the low level visual network is identified as highly
significant implying task-induced coupling among the visual areas, such as V1 and V4; ii) with V5 as
seed regions (Figure 4.8(b), first row); the two PP and the right PFC regions are still shown as highly
significant, suggesting the involved task-induced coupling of attention to motion modulation described
in Figure 4.6, after taking account of the stimulus-locked effects.
Effects of Multiple Seeds - Comparison Using both V1 and V5 as Seeds
The partial multiple correlation results using V1 or V5 (Figure 4.8(a) and (b), first row) as seed regions
have been illustrated in the section. With a combination of a V1 and a V5 as seed regions (Figure 4.8(c)),
using partial multiple correlation, we can not only detect the highly significant low level visual network
regions (as in Figure 4.8(a) and (b), the first row, last slice), but also identify the highly significant
attention to motion modulation PP areas (as in Figure 4.8(b), the first row; also compare to Figure 4.8(a),
the first row), achieving the combined effects of multiple seed regions involving both V1 and V5. Note
that since only one V5 is used here, the region size and significant levels for the PP and right PFC are
not as large as the ones using both V5 regions in Figure 4.8(b)(first row).
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Figure 4.8: Comparison and results of functional interaction maps for the real fMRI data
Effects of Spatial Noise - Comparison of Non-central and Central F -tests
The results without taking the spatial noise correlations into consideration (central F -test) are shown in
4.8(a) and (b), the third row, with many unjustified areas identified as functionally correlated with the V1
and/or V5 seed regions due to the spatial structured noise in the fMRI data.
4.7 Conclusion
This paper presents a novel and general statistical framework for sensitive and reproducible estimation
of brain networks from fMRI based on multiple and partial multiple correlation analysis and multiple
seed regions, with the standard single-seed region analysis as the degenerate and a special case. The
networks of functional interconnections are found by comparing the temporal multiple (and/or partial
multiple) correlations against a model of the spatial multiple (and/or partial multiple) correlations in the
noise. Compared with using only a single seed, using multiple seeds can not only lead to more robust
estimation of functional connectivity, but also more sensitive identification of functional co-activation
networks or regions to multiple seeds that may not be detected in the single-seed method. The use of the
partial multiple correlation has the interesting features of providing a convenient summary of conditional
independencies and hence of being more closely related to the direct functional interactions (i.e. effective
connectivity) of the brain than marginal correlation. Experimental results from both simulated and real
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fMRI data demonstrate that the proposed approaches can robustly and sensitively detect and differenti-
ate brain functional networks caused by stimulus-locked and/or task-induced responses. Note that our
method/framework can degenerate to the single seed case with spatial noise accounted for. A reasonable
way of utilizing the present approaches is to test different combinations of seeds, including single and
multiple seeds based on prior literature and the goal of the specific research. The multi-seed methods
can provide valuable information regarding co-activation to multiple seed regions that is not achievable
in the conventional single-seed analysis. However, employing individual seeds separately in a subse-
quent analysis would help us better understand the different individual networks. Utilizing multi-seed in
conjunction with the single-seed analysis based on our framework can provide complementary and com-
prehensive information of brain interactions. Utilizing multi-seed in conjunction with the single-seed
analysis based on our framework can provide complementary and comprehensive information of brain
interactions. In addition to fMRI, other noninvasive techniques such as electroencephalography (EEG)
and magneto-encephalography (MEG), provide spatia-temporal information about the on-going neural
activity in the cortex, and can be used for brain effective and functional connectivity studies. The associ-
ated analysis techniques of such data typically involve the identification of foci of activity such as single-
or multiple-dipole localization in a 3D volume (Moser et al., 1997). More ambitious techniques not only
decompose the spatia-temporal dynamics into meaningful patterns, but also identify equations govern-
ing the dynamics of these patterns (Nunez, 297; Wright and Liley, 1996). Despite the successes, the
simplifications made in the approaches do not take into account the detailed physiological and anatom-
ical interpretation of the identified dynamic systems. Jirsa et al. (2002) define a spatio-temporal neural
field dynamics on a spherical geometry. The neuronal dynamics is mapped onto the unfolded cortical
surface, and then on the folded cortical surface, and finally on the EEG and MEG patterns on the scalp.
Besides the spatial-temporal modeling in these works, decomposing the EEG data into separable space-
time-frequency components using parallel factor analysis (PARAFAC) is achieved in Miwakeichi et al.
(2004).
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Appendix A
Estimation of Correlation Matrix
In this estimation, we will use the assumption: the temporal correlation structure is the same over all
interesting voxels and the variance is different between voxels. To estimate inverse correlation matrix,
we will linearize the matrix constraints Σ =
∑
i λiQi and the Qi is T × T constraint matrices and the
λi are the hyper-parameters. Here, we will use the default model in SPM, which contains Q1 and Q2.
These are Q1 = IT×T and
Q2i,j =
 e
−|i−j| i 6= j
0 i = j
In this method, we will pool all data information from all voxels. However, the “pooling” may cause
some problems because the true error variance may change from voxel to voxel. So in this approach, the
different variance components are estimated a prior through the ordinary least square (OLS) estimator.
The hyper-parameters can be estimated with the algorithm in Friston et al. (2002). This uses a Fisher
scoring scheme to maximize the log likelihood ln f(ypool|λ) to find the restricted maximum likelihood
estimates. In the current context this scheme is as following:
1. Start with initial values for λ(0) ,W(0), g(0) and P(0);
2. Interate the next five steps until ‖λ(m) − λ(m−1)‖ < Constant
λ(m+1) ← λ(m) + (W−1)(m) g(m+1)
g
(m+1)
i =
∂ ln p(ypool|λ(m))
∂λi
= −T
2
tr
(
P(m)Qi
)
+
1
2
tr
(
P(m)
′
QiP(m)ypooly
′
pool
)
W
(m+1)
ij =
T
2
tr
(
P(m)QiP(m)Qj
)
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P(m+1) = Σ(m) −Σ(m)X(X′Σ(m)X)−1X′Σ(m)
{
Σ−1
}(m+1) = λ(m)1 Q1 + λ(m)2 Q2
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Appendix B
Multiple Stimulus Modeling
For more general multiple types of stimuli experiment, suppose there are P types of stimuli st =
[s1t, s2t, · · · , sPt]′ at time t, we will extend the single stimulus model for each voxel i to be
yit = s1t ⊗ hi1t + s2t ⊗ hi2t + · · ·+ sPt ⊗ hiP t + eit, i = 1, · · · , N
each stimulus will induce different hemodynamic response functions. Rewrite the convolution model
into matrix notation as
Yi = S1hi1 + S2hi2 + · · ·+ SPhiP + ei
= Shi + ei
where S = [S1,S2, · · · ,SP ] and hi = [h′1,h′2, · · · ,h′P ]′. For each each voxel i and HRF p, a latent
variable γip is introduced to indicate how many first non-zero hemodynamic response components are.
Therefore, for each voxel i, the latent variable is γi = (γi1, γi2, · · · , γiP )′ and the latent variable for the
whole image is γ = (γ11, γ12, · · · , γNP )′.
A conjugate normal prior on the coefficients hip(γip) is applied as variable selection prior:
hip(γi)|σ2i , γip ∼ MVN
(
0, Tσ2i (Sp(γip)
′Σ−1Sp(γip))−1
)
Also we will put standard non-informative prior for σ2i and p(σ
2
i ) ∝ 1/σ2i . Therefore the integrated
likelihood p(yi|γi·) is as following:
p(yi|γi·) ∝
P∏
p=1
Ri(γip)−T/2|Σ|−1/2(1 + T )−γip/2
Ri(γip) = y′iΣ
−1yi − TT+1y′iΣ−1Sp(γip)(Sp(γip)′Σ−1Sp(γip))−1Sp(γip)′Σ−1yi.
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An information pooling prior is introduced on γ·p = (γ1p, · · · , γNp)
p(γ·p) ∝ exp

N∑
i=1
αi(γip) +
N∑
i=1
∑
j∈δi
θωijQij

The notation for ωij and Qij are the same with those in signal stimuli case. In the information pooling
prior for γ, we will assume for different stimulus, the γ·p are independent.
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Appendix C
EM algorithm on finite mixture model
To estimate the parameters, we will use EM algorithm. First step, find the log-likelihood function.
Z = [z1, z2, · · · , zN ]′ , Y = [Y1, Y2, · · · , YN ]′ .
log(f(Z,Y |Θ)) =
N∑
i=1
I(zi = 1)log(ω1) +
N∑
i=1
I(zi = 2)log(ω2) + · · ·+
N∑
i=1
I(zi = K)log(ωK)
+
N∑
i=1
I(zi = 1)log(f1(Yi|Θ)) +
N∑
i=1
I(zi = 2)log(f2(Yi|Θ)) + · · ·
+
N∑
i=1
I(zi = K)log(fK(Yi|Θ))
=
N∑
i=1
K∑
k=1
I(zi = k)log(ωk) +
N∑
i=1
K∑
k=1
I(zi = k)log(fk(Yi|Θ))
=
K∑
k=1
log(ωk)
N∑
i=1
I(zi = k) +
N∑
i=1
K∑
k=1
I(zi = k)log(fk(Yi|Θ))
Next, we want to calculate the expected value for zi:
Q
(
Θ, Θˆ
(m)
)
= E
[
log(f(Z,Y|Θ)|Y, Θˆ(m)
]
=
N∑
i=1
K∑
k=1
log(ωk)E
[
I(zi = k)|Y, Θˆ(m)
]
+
N∑
i=1
K∑
k=1
log (fk(Yi|Θ))E
[
I(zi = k)|Y, Θˆ(m)
]
m here is the last iterate number.
Calculate the E
[
I(zi = k)|Y, Θˆ(m)
]
= I(zi = k)p
(
zi = k|Yi, Θˆ(m)
)
= p
(
zi = k|Yi, Θˆ(m)
)
.
Let E
[
I(zi = k)|Yi, Θˆ(m)
]
= pˆ(m)i (k)
So the E-Step is as following:
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pˆ
(m)
i (k) = p
(
zi = k|Yi, Θˆ(m)
)
=
p(zi = k, Yi|Θˆ(m))∑K
k=1 p(zi = k, Yi|Θˆ
(m)
)
=
ωˆ
(m)
k fk(Yi|Θˆ
(m)
)∑K
k=1 ωˆ
(m)
k fk(Yi|Θˆ
(m)
)
Plug (C.1) into formula (C.1), we can find the final Q
(
Θ, Θˆ
(m)
)
Q
(
Θ, Θˆ
(m)
)
=
K∑
k=1
log(ωk)
N∑
i=1
pˆ
(m)
i (k) +
N∑
i=1
K∑
k=1
log (fk (Yi|Θ)) pˆ(m)i (k)
and
log (fk (Yi|Θ)) = −T2 log(2pi)− T2 log(σ2)− 12 log(|Σ|)− 12σ2 (Yi − Xβk)
′
Σ−1(Yi − Xβk)
The M-Step is as following:
First, get the updated value for ωk
∂Q
(
Θ, Θˆ
(m)
)
∂ωk
=
∑N
i=1 pˆ
(m)
i (k)
ωk
−
∑N
i=1 pˆ
(m)
i (K)
1−∑K−1i=1 ωk
set
∂Q
(
Θ,Θˆ
(m)
)
∂ωk
= 0, we can get
ωˆ
(m+1)
k =
∑N
i=1 pˆ
(m)
i (k)∑K
k=1
∑N
i=1 pˆ
(m)
i (k)
=
1
N
N∑
i=1
pˆ
(m)
i (k)
and k = 1, 2, · · · ,K
Then update β
∂Q
(
Θ, Θˆ
(m)
)
∂βkj
=
1
σ2
N∑
i=1
pˆ
(m)
i (k)(Yi − Xβk)
′
Σ−1(Xej)
where ej is the column vector with value 1 at the j-th entry and zero everywhere else.
set
∂Q
(
Θ,Θˆ
(m)
)
∂βkj
= 0, which implies that
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N∑
i=1
pˆ
(m)
i (k)(Yi − Xβk)
′
Σ−1X = 0
for any k.
Therefor, we get
βˆ
(m+1)
k =
∑N
i pˆ
(m)
i (k)(X
′
Σ−1X)−1X′Σ−1Yi∑N
i pˆ
(m)
i (k)
Finally, we will update σ2
∂Q
(
Θ, Θˆ
(m)
)
∂σ2
=
K∑
k=1
N∑
i=1
pˆ
(m)
i (k)
[
− T
2σ2
+
(Yi − Xβk)′Σ−1(Yi − Xβk)
2σ4
]
set
∂Q
(
Θ,Θˆ
(m)
)
∂σ2
= 0, and we can get
(σˆ2)(m+1) =
1
NT
[
N∑
i=1
K∑
k=1
pˆ
(m)
i (k)
(
Yi − Xβˆ(m+1)k
)′
Σ−1
(
Yi − Xβˆ(m+1)k
)]
Iterate the step of E-step and M-step until convergence. The criterions for convergence are: 1) the
maximum step is small than M ; 2) |Θ(m+1) −Θ(m)| < c and c is a small constant.
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Appendix D
Estimation of Noise Variance
Let σ2 denote the noise variance for each individual voxel, in the fMRI data. It can be estimated using an
ARMA(1,1) model, as in (Brockwell and Davis, 2002). Let the time series for a voxel be y. After using
the general linear model to take away the part of y related to neural activity, the residual noise error is
eˆ = y−G · βˆ, where e = [e(1), e(2), · · · , e(t), · · · , e(T )]′, for t = 1, 2, · · · , T . With the assumption of
the ARMA(1,1) model, we have e(t)−φe(t− 1) = z(t)+ϑz(t− 1), where z = [z(1), z(2), · · · , z(T )]′
is temporally independent and identically distributed Gaussian noise, i.e., z ∼ i.i.d.N(0, σ2). For each
voxel, three parameters: variance σ2, autoregressive coefficient φ and moving average coefficient ϑ, can
be estimated as following. Suppose the variance-covariance matrix for e is:
γ(0) γ(1) · · · γ(T − 1)
γ(1) γ(0) · · · γ(T − 2)
...
...
...
...
γ(T − 1) γ(T − 2) · · · γ(0)

T×T
Then,
γ(0) = σ2
[
1 +
(φ+ ϑ)2
1− ϑ2
]
γ(1) = σ2
[
ϑ+ φ
(φ+ ϑ)2φ
1− ϑ2
]
γ(t) = φt−1γ(1), for2 ≤ t ≤ T
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Also, the estimation for γ(t) is:
γˆ(t) =
1
T − 1
T−t∑
i=0
(eˆ(i+ t)− e¯) (eˆ(i)− e¯) , 0 ≤ t ≤ T
The parametric fitting will lead to the estimation of σˆ2, which is the estimated noise variance at each
individual voxel.
Let σ2S denote the noise variance for a seed region S (i.e., the noise variance for the mean time series
of this seed region). Suppose there are w voxels in S, and the voxels within this region are correlated
rather than independent. In order to estimate σ2S , we first calculate the w×w variance-covariance matrix
A. The diagonal elements in A ARE σ2i (i = 1, 2, · · · , w), the variance of the noise at voxel i estimated
above; and the off diagonal elements in A are ρθ(dij) · σi · σj (i, j = 1, 2, · · · , w), where ρθ(dij) is the
correlogram estimated for lag dij , the spatial distance between voxel i and j. This is,
A =

σ21 ρθ(d12) · σ1 · σ2 · · · ρθ(d1w) · σ1 · σw
ρθ(d21) · σ2 · σ2 σ22 · · · ρθ(d2w) · σ2 · σw
...
...
...
...
ρθ(dw1) · σw · σ1 ρθ(dw2) · σw · σ2 · · · σ2w

Let the entries in matrix A be aij . We then have: σ2S =
∑w
i=1
∑w
j=1 aij
w2
, which is used as the noise
variance of the seed region S, needed in the F statistic’s calculation in multiple correlation case). If we
replace the ρθ(dij) with ρ∗θ(dij) in matrix A, using the same procedure, we can estimate σ
∗
S , the residual
standard deviation of the noise for seed region S holding the stimuli fixed, which is needed in the F
statistic’s calculation in partial correlation case.
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