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 Spectrum management holds great promise for high-performance photonics devices. 
Optical elements that split, up- or down-convert the available light to a specified spectrum can 
result in higher efficiencies in various devices such as photovoltaic cells, photodetectors, and 
electronic displays. 
In this thesis, the method of spectrum splitting to efficiently utilize the full spectrum of 
sunlight in converting from solar energy to electricity was demonstrated. Multi-junction solar 
cells are already efficient, but further gains are possible by splitting the solar spectrum laterally, 
rather than vertically, onto electrically isolated cells. A textured thin film was used to diffract two 
spectral bands to laterally displaced regions in the far field. The optimized optical element having 
multi-level textures was fabricated using 3D direct laser writing on photoresist. The fabricated 
samples were optically characterized and potential modifications to achieve even higher 
efficiencies were pointed out.  
Further, this thesis demonstrated a new display architecture that can alleviate problems 
associated with liquid crystal display (LCD) devices: substantial losses in optical intensity due to 
employed color filters and low ambient contrast ratio because of reflection of external light from 
the front surface. A luminescent film having quantum dots was placed inside an enclosed 
microcavity. The design for a high-contrast and high efficiency display comprised an enclosed 
cavity having a front wall and a back wall, where the front wall comprised a pinhole opening for 
emission of light from the cavity and the back wall was configured to transmit light into the 
cavity. The outer surface of the front wall was made to absorb substantially all optical 
wavelengths of externally incident light so as to appear black. The inner surface of the front wall 
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and sidewalls were highly reflective to promote photon recycling within the cavity and light 
emission through the pinhole opening. 
Finally, although the single pixel demonstration served to optimize the optics within the 
cavity and study the physics of the proposed architecture, a micrometer sized pixel array was 
proposed since the current portable electronics industry demands displays with large pixel arrays, 
where each pixel is on the order of micrometers in size. An individually addressable micropixel 
array was proposed and fabricated using standard microfabrication techniques that can be 
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1.1 Spectral Light Management 
 Visible light spans a wavelength range of 400 to 700 nm. For certain applications such as 
solar cells, displays, and photodetectors it is advantageous to use a small portion of the 
accessible light for enhanced efficiency and functionality. Spectral light management usually 
involves using additional optical components to filter a certain portion of the available spectrum 
to achieve better performance. Spectrum management can be subcategorized into spectral beam 
splitting, separation of the incoming light into multiple bands, and spectral modification, altering 
the spectrum of incoming light using up or down conversion.1 
 Photovoltaics is an area where spectrally-selective optical structures are shown to 
improve device efficiency.2 The origin of solar radiation is thermal and thus makes the sunlight 
broadband covering from ultraviolet to mid infrared.3 A photovoltaic cell, made of a 
semiconductor material, is most efficient at a single wavelength. When the incoming photon has 
higher energy than the bandgap of the semiconductor material, the photon gives away energy to 
the lattice to match the bandgap thus partially losing its energy. On the flip side, when the 
incoming photon has a lower energy than the bandgap of the semiconductor material, the photon 
is transmitted through the material and the photon’s energy is completely lost. As analyzed by  
Shockley-Queisser4 maximum efficiency of a single semiconductor photovoltaic system is 
limited to 33%. Splitting the sunlight laterally and employing different semiconductor absorbers 
can enable higher efficiencies due to reduced losses. Several optical systems have been proposed 




Figure 1.1 Schematic of thin film dichroic mirrors made of n layers5. 
 
One of the proposed optical element to split sunlight is dichroic filters. The idea behind 
dichroic filters is to rely on constructive or destructive interference caused by thin-film layers to 
selectively transmit or reflect a particular portion of the incoming light.5 One common method of 
producing a dichroic filter is to deposit alternating layers of materials with different refractive 
index, such as shown in Figure 1.1. Alternatively, a continuous change in refractive index layer 
could be employed. Such structures are called rugate filters. Vacuum deposition techniques such 
as physical vapor deposition or chemical vapor deposition is used to deposit different layers. 
Dichroic filters is a mature technology with an established theory behind it6 and there are several 
commercial products that can be used for spectrum splitting. In order to efficiently split the solar 
spectrum, many layers are necessary. Since the deposition of the layers require vacuum 
deposition techniques, production of highly efficient filters are complex and costly.7 So, a trade-
off is mandatory to have a balance between cost and efficiency. A significant disadvantage of 
dichroic filters is the sensitivity of incidence angle because with changing incident angle optical 
path changes and the reflection band shifts. This is especially problematic when the photovoltaic 
system employs an optical concentration using elements such as lenses because a cone of 
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incoming angles generated.8 Regardless, the oscillating nature of solar incoming angle with 
season and time of the day makes tracking mandatory. Another important shortcoming of 
dichroic filters is non-negligible absorption especially in the ultraviolet region.910 
 Another proposed method of splitting incoming solar radiation is to use diffractive optical 
elements (DOE). These elements diffract light by employing surface relief structures or volume 
phase gratings. Angular steering of DOEs are based on the size of the slits, wavelength of the 
light as well as angle of incidence. These elements can be tailored to diffract desired spectral 
bands of the source light. An important advantage of DOE is the simultaneous splitting and 
concentration11 as shown in Figure 1.2.  
 
Figure 1.2 a) Schematic of lateral DOE with lateral solar cells b) Cross-section view of DOE11. 
 
 DOEs are usually made out of plastic and can be fabricated by lithography. Since, it has 
various height structures, multiple lithography steps are needed. Alternative methods such as 
electron beam lithography or laser direct writing can offer a slower but more straightforward 
method.11 However, the cost of lithography is still a considerable concern. Just like dichroic 
filters, DOEs are also sensitive to the incidence angle of sunlight and needs to be placed on a 
tracker. So, a trade-off between cost and additional efficiency needs to be analyzed when 
designing DOEs. So far, the published work on DOEs has mostly focused on various simulations 
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and proof-of-concept designs mostly in very small scale. There has been no outdoor 
demonstration in practical scale which is probably due to the cost of making DOEs. 
The third method of making spectrum splitters it to use refractive elements which has a 
significant dispersion characteristic. As the incoming sunlight passes through the refractive 
element, different wavelengths of light can be collected spatially separate locations. One of the 
most familiar refractive elements is the prism. When a collimated light propagates through a 
prism different sub-bands of the sunlight are directed toward different regions.12 By carefully 
tailoring the design, it is possible to refract light into focal regions13 as shown in Figure 1.3.  
 




 A significant advantage of using refractive elements is the mature technology of the 
employed optical elements. One important requirement of refractive elements is the high quality 
surface finish to eliminate any unwanted light scattering and there are methods such as diamond 
turning14 and injection molding15 that are shown to produce elements with optically smooth 
surfaces. The most important drawback of such elements is the use of bulky optics which 
mandates a big footprint. 
 
Figure 1.4 a) Schematic of PV-assisted spectrum splitting system b) The spectral transmission of 
the optical elements in the system16. 
 Another approach to spectral management of light is to use photovoltaic (PV) cells’ 
intrinsic properties. Being a semiconductor, a PV cell is transparent to the light that has energy 
less than the band gap of the cell. When a reflector is placed at the back of a PV cell, any light 
that does not absorbed by the PV cell could be directed to another PV cell16 to be absorbed as 
shown in Figure 1.4. In the mentioned study, the photons below 650 nm wavelength will be 
absorbed by the DSSC cell, the range where the cell is the most efficient. On the other hand, the 
photons above 650 nm wavelength will be reflected to Si solar cell and could still be efficiently 
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converted into electricity. Using multijunction solar cells17 employs a similar approach. They are 
made up of stacking higher bandgap PV cells on top of lower bandgap cells. In multijunction 
solar cells, the most energetic photons are absorbed at the top cells and the least energetic 
photons are absorbed at the bottom cell. So, each PV cell can be thought of a bandpass filter.     
The last optical element that could be used to spectrally manage the incoming light is the 
luminescent solar concentrator (LSC) and is described in detail in Section 1.4. 
 
1.2 Color Generation 
 One of the easiest method of generating colors is to use colorant-based pigmentation. 
These kind of colors stem from the selective absorption of light by the molecules embedded in 
materials.1819 However, it is possible to generate colors without pigments by employing spatial 
structures. This type of coloration stems from the interaction of the incoming light with spatial 
structures. These structures tend to be in the submicron scale for visible colors and it can even be 
observed in the nature.20   
 There are several mechanism to generate structural colors.18 Figure 1.5 illustrates some 
of the mechanisms. The first method to generate colors is to use a reflective diffraction grating 
(Figure 1.5b). When the sample is illuminated as in Figure 1.5a in addition to reflected beam 
there are additional beam at angles satisfying diffraction equation. Another method is to rely on 
thin film interference (similar to dichroic filters mentioned in the previous section) as shown in 
Figure 1.5c. Third method to generate colors without pigments is to employ photonic crystals21  
which can have one, two or three dimensional periodicity. Photonic crystals possess a spatially 
periodic refractive index (Figure 1.5d). In case of one dimensional photonic crystals, the physics 
of operation is very similar to a dichroic filter and it is easier to compute the expected reflection 
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band. For two and three dimensional structures, the aim is to obtain the “photonic band-gaps” 
which are the frequency ranges where the propagation of light is prohibited by the crystal. 
Another method of having structured color is to use scattering medium and is shown in Figure 
1.5e. The reflectance of incoming light from a scattering medium made up of small particles 
depends on the wavelength. Scattering is what gives white color to milk and blue color to sky. 
 
Figure 1.5 a) Incidence and reflectance waves b) A reflective diffraction grating c) Color 
generation using thin-film interference effect d) One, two and three dimensional photonic crystal 
e) Light generation using scattering18. 
 Another method of producing colors using spatial structures is to use nanopatterned metal 
films and rely on surface-plasmon resonance1922 which does not exist in nature and is relatively a 
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less mature field. Surface plasmons are collective oscillations of electrons that exist at the metal-
dielectic surface. They support resonant interactions with incoming light. By carefully tuning the 
design parameters, it is possible to produce structures that reflects or transmits light at the desired 
wavelength. An important property of surface-plasmon based devices is that they tend to be 
much smaller than other methods. This can significantly reduce the footprint at the expense of 
costly nanofabrication. An example of a surface-plasmon color filter is shown in Figure 1.6. A 
silver nanorod array with changing diameter has a changing reflection peak which can be used as 
a color filter. 
 
Figure 1.6 a) Schematic of a reflective plasmonic color filter b) Photograph and c) Measured 
reflection of the color filter. 
1.3 Display Technology and Use of Quantum Dots  
 One of the most fundamental requirements for an electronic display is to convert an 
electrical signal into a visible change.23 Two fundamentally different display architectures can 
achieve this feature. The first method is to emit light directly (emissive display) and the second 
one is to modulate the ambient light or light from a source (non-emissive display).  
9 
 
Being non-emissive, a liquid crystal display (LCD) is by far the most widely used flat 
display technology today, dominating the market with roughly 90% share24 (as detailed in 
Figure 1.7) because these LED-backlit devices are less expensive and more reliable to produce. 
LCD relies on the effect of directing liquid crystal orientation with a voltage bias.  Discovered 
almost 130 years ago by a botanist named Reinitzer, liquid crystals have properties intermediate 
between classical liquids and solids, which means they have long-range crystallinity over a 
limited physical range. The first industrial application of liquid crystals reported changes in 
optical transmission of thin films under applied voltage.25 This illustration paved the road to 
more sophisticated design in just a few years.26  
 
Figure 1.7 Image showing the market share of several technologies in the flat panel display 
industry. The data from 2016 is extrapolated based on the previous years. Taken from24. 
 
One simple type of liquid crystal is a twisted nematic cell. In an LCD employing twisted 
nematic cell, liquid crystals are twisted by 90° continuously from one side of the substrate to the 
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other, creating an optically active medium that rotates the polarization of light propagating 
through the cell.  However, when a high enough electric field is applied, the continuous 
orientation of liquid crystals is frustrated except at the boundary layers and incoming light does 
not undergo polarization rotation. By employing appropriate polarizers, the display has the 
ability to modulate the incoming light, which can transmit or block the light coming from the 
source with the help of an applied voltage. A basic illustration is shown in Figure 1.8.27  
 
Figure 1.8 Device layout and operation principle of a twisted nematic liquid crystal cell. V: OFF 




A backlight is needed for an LCD since it does not emit light. Cold cathode fluorescent 
lamps were used as the light source before being replaced by LEDs. Additionally, to have a 
homogenous light, a diffuser is used after the light source. Apart from liquid crystals and 
polarizers, an LCD houses a color filter array and electronic elements (transistors) to switch the 
pixels on and off. The complete design is shown in Figure 1.9.27 
 
Figure 1.9 General device structure of a transmissive type LCD. Taken from27. 
 
LED-backlit LCD devices rely on phosphors to generate white light. However, the 
quality of the colors produced in a display using phosphors is poor compared to OLED devices.28 
Replacing phosphors with quantum dots, the displays can generate higher quality colors. 
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Quantum dot is a semiconductor nanocrystal whose size is sufficiently small (below 10 
nm) in all three dimensions to show size dependent bandgap because of carrier confinement. The 
term QD was first coined in 1988 by Mark Reed.29 The fine tuning of absorption and emission 
properties of these semiconductor nanocrystals, coupled with the ease of colloidal processing, 
has rendered these particles paramount for a wide variety of areas such as optics, electronics, and 
biology.30  
Among the advantages of QDs are very narrow linewidth emission (a red phosphor has 
an emission linewidth of 55-65 nm7) and wide absorption range. Currently, due to the tight 
control of QD size and shape, linewidths below 30 nm are reached for green and red.28 These 
linewidths can be made even smaller (10-20 nm) with the introduction of new QD shapes such as 
platelets313233. The effect of linewidth on color vibrancy can be seen in Figure 1.10.28 
Ever-increasing demands by consumers require displays with more vibrant colors. In 
1953, the National Television System Committee (NTSC) set the broadcast standards for color 
TV34. International Commission on Illumination (CIE) introduces a color space to represent 
visible light independent of the brightness. This color space is a 2D representation on an x-y grid 
which has a curved triangular shape that covers all the colors visible to the human eye. The wider 
coverage of this diagram means a wider range of colors, thus a more appealing view. The 




Figure 1.10 Simulation results showing the evolution of spectral locus position as full-width-at-
half-maximum of the quantum dot emission narrows from 60 to 25nm (shown in the inset). 
Tighter linewidth emission corresponds to wider coverage of the CIE. Taken from28. 
It took many decades to finally reach 100% NTSC coverage (as mapped against CIE 
diagram) and a new emissive type organic light-emitting diode (OLED) display is responsible for 
this achievement in 2010s. For the case of LCDs, a white LED, made by dispersing phosphors on 
a blue LED, is used as the light source, but the broad emission by the phosphors causes poor 
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color gamut,28 and LCDs can only achieve 70% coverage of the NTSC.34 There are two possible 
ways of producing more vibrant colors. One is to design a very narrow filter, and the other one is 
to use a small, particular color portion of the light source. Using a very narrow filter causes more 
light to be absorbed and leads to even lower light transmission. The standard color filter array 
has a transmission value of around 25% as seen in Figure 1.12,35 and overall transmission of an 
LCD is 6-7%.27 Thus, further transmittance reduction is undesirable.  
 
Figure 1.11 Gamut triangles obtained by using phosphor and QD using two different color filter 
arrays.  The phosphor is a combination of red SrLiAl3N4:Eu (52 nm linewidth) and green β-
SiAlON:Eu (45 nm linewidth). The QD has a 25 nm linewidth. QD TV is the 55W900A TV 
from Sony. Rec. 2020 and NTSC reference gamut triangles are also shown. The results show 
wider color coverage for devices using QD. Taken from28. 
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  QD with the capability of achieving very narrow linewidths can solve the poor color 
gamut problem and two companies, QD Vision and Nanosys, are currently working on the 
integration of QD with LCD. There are already products such as the Amazon Kindle Fire HDX 
9.7" Tablet that use QD in a display.36 Figure 1.12 shows how the QD can help achieve NTSC 
standards. With the introduction of QD, LCD can enjoy large color gamut on par with OLED 
displays, while still being cost-effective. 
 
1.4 Luminescent Solar Concentrator 
A luminescent solar concentrator (LSC) is comprised of glass or polymeric luminescent 
waveguide and represents a relatively simple alternative to sunlight collection.37 It has several 
advantages over other concentrator designs such as potential low cost of production,38 physical 
flexibility, and light weight.39 Another significant advantage of the LSC is the ability to accept 
diffuse sunlight in addition to direct sunlight.4041 On the other hand, non-luminescent solar 
concentrators usually have rigid, massive structures and can only receive direct sunlight. Thus, 





Figure 1.12 The transmission curve of the 5th generation of COLOR MOSAIC®  filter by 
Fujifilm. Dashed, bold, and solid lines refer to color filter array thicknesses of 0.7, 0.9 and 1.1 
µm. Taken from35. 
 
First introduced in 1973 by Lerner,42 an LSC operates by taking in sunlight from the top, 
which is absorbed by the luminophores inside the polymeric or glass layer. The host layer also 
acts as a waveguide for the emitted light at longer wavelengths. The light propagation of the 
emitted light relies on total internal reflection, and some portion of the light makes it to the side 
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of the host layer, becoming concentrated in the meantime. A solar cell is attached to the side of 
the polymer or glass host material. The operation of LSC is shown in Figure 1.13.37  
 
Figure 1.13 The operation of luminescent solar concentrator. Initially, the sunlight (shown in 
green arrow) enters the waveguide and is absorbed by a luminophore. The light is re-emitted at a 
longer wavelength (shown in red arrow) and a fraction of it is trapped by total internal reflection, 
whereas the rest escapes the waveguide. A photovoltaic cell is attached to the edge(s) of the 
waveguide. Taken from37. 
 
Although idealized more than 40 years ago, the LSC has not been commercialized yet 
due to relatively low efficiencies.4344 There are several loss mechanisms in an LSC that are 
depicted in Figure 1.1437. The optical efficiency of the LSC can be formulated as:45 
𝜂 = (1 − 𝑅)𝑃 𝜂 𝜂 𝜂 𝜂 𝜂 𝜂  
The first loss illustrates Fresnel losses, which are around 4% for the conventional host materials 
having refractive indices of around 1.5.46 The second loss (𝑃 ), which is around 25% of the 
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light, exists because light propagation inside the host relies on total internal reflection (TIR) and 
some fraction of the photons fall into the escape cone and permanently exit the structure. The 
third factor affecting the overall optical efficiency is the absorption efficiency (𝜂 ).  
 
Figure 1.14 Different loss mechanisms in luminescent solar concentrators are shown. These are: 
1) escape losses; 2) re-absorption of emitted light by another luminophore; 3a) lack of absorption 
by the luminophore; 3b) limited luminophore stability; 3c) imperfect quantum efficiency losses; 
4) solar cell losses; 5a) Fresnel losses; 5b) absorption of emitted light by the host material; 5c) 
internal waveguide scattering; 5d) surface scattering. Taken from37. 
 
By design, LSC only absorbs a fraction of the solar spectrum, which is ideally all the 
wavelengths above the bandgap of the solar cell. For example, an LSC designed to absorb all the 
wavelengths above 550 nm has 𝜂  of 26%.45 Another loss labeled as 𝜂  exists because the 
luminescent material does not have unity quantum yield. Because the emitted photon’s energy is 
always less than the excitation photon’s energy, there will be a loss which is called Stokes loss. 
The other two losses, which can be relatively small in an LSC, are the losses due to the 
absorption by the host material (𝜂 ) and the losses due to scattering sites in the host material 
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(𝜂 ). Finally, when the excitation and emission spectrum of a luminophore overlaps, there will 
be some reabsorption of the emitted photons by another luminophore (𝜂 ). 
Very recently,47 with the use of omnidirectional, wavelength-selective optical filters and 
designer quantum dot materials, a solar concentration ratio of 30 was achieved. The wavelength-
selective filter renders the device as a photonic cavity that efficiently transports photons to the 
solar cell. We propose to exploit a similar structure and use it for current LCDs to replace the 
color filters by concentrating photons to an exit aperture inside the pixel rather than placing a 
photovoltaic cell to that region. A figure illustrating our approach is shown on Figure 1.15. A 
high concentration ratio can improve the contrast ratio of the display and with the help of narrow 
linewidth emission of QD; vibrant colors can be observed in LCDs. 
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CHAPTER 2 
DIFFRACTIVE SPECTRAL-SPLITTING OPTICAL ELEMENT DESIGNED BY 
ADJOINT-BASED ELECTROMAGNETIC OPTIMIZATION AND FABRICATED BY 
FEMTOSECOND 3D DIRECT LASER WRITING*  
 
2.1 Introduction and Motivation 
Fundamental loss mechanisms set an upper bound on the efficiency of single-junction 
photovoltaic (PV) cells to 33.5% under one-sun illumination.1 The most dominant source of loss 
is the broadband nature of sunlight, as contrasted with the relatively narrow energy range over 
which a PV cell efficiently converts energy; photons with energy smaller than the bandgap fail to 
be absorbed, while photons with energy greater than the bandgap lose their excess energy to heat 
via carrier thermalization. Multi-junction devices have smaller thermalization losses, and thus 
can more efficiently convert the full energy spectrum of solar radiation. Presently, the highest PV 
efficiencies are achieved by tandem structures, which use a stack of PV subcells with different 
bandgaps.2 However, tandem devices are costly to fabricate, as they generally require epitaxial 
growth of multiple layers of crystalline semiconductors as well as other processing steps. The 
tandem structure also imposes constraints on performance and design, as the different PV 
subcells must be current-matched. The current-matching requirement is of particular importance, 
as it imposes a strong sensitivity of PV efficiency on the shape of the solar spectrum, which 
varies with the Sun’s position in the sky and with the chemical composition of the atmosphere, 
both of which will change with the time of day and time of year. As a result, tandem devices 
have been shown to yield less annual energy production than implied by their high efficiency 
under the standard AM1.5 spectrum.3-5  
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An alternative multi-junction architecture that decouples spectral filtering from 
photovoltaic conversion can potentially address these problems. Rather than growing the PV 
subcells in a vertical stack, they can instead be arranged in a lateral array. Each subcell can be 
independently grown, reducing cost and relaxing the material choice constraints, and 
independently connected, eliminating the current-matching constraint. A separate spectral-
splitting optical element disperses the wavelengths of the incident sunlight, so that different 
bands of the solar spectrum are directed to subcells of matching bandgaps. Spectral splitting has 
previously been implemented with prisms,6 dichroic mirrors7 and specular reflection with highly 
selective interference filters.8 However, the design freedoms offered by spectral splitting using 
planar dispersive diffractive optics is particularly attractive for large-area PV applications, in 
similar fashion to thin dielectric surfaces proposed for light management in PV cells.9 
 
Figure 2.1 a) A thin diffractive phase mask element is designed to laterally split the solar 
spectrum into two spectral bands and direct each band to separate partitions in the far-field 
image. b) Diagram of the optical structure designed in this work showing geometric parameters. 
Here we demonstrate spectral-splitting using a planar diffractive optical element 
















texture is composed of flat top “pixels” of 5 µm lateral width, which impart phase shifts to the 
incident solar wavefront. If the height variation of the pixels is comparable in scale to the solar 
wavelengths, wavelengths on opposite extremes of the solar spectrum will undergo a significant 
difference in phase shift. Diffractive optical elements based on this principle have previously 
been demonstrated to produce different images in the far field when illuminated by different 
wavelengths of light10. The individual pixel heights in our texture are designed such that when 
the light propagates over a macroscopic distance to the far field, different spectral bands of light 
are directed to different spatial partitions of the image plane. PV subcells can be placed in these 
partitions to complete the multi-junction system. 
Spectral splitting elements of this type have been previously investigated using a 
photoresist material and a direct binary search algorithm to optimize the pixel height levels.11,12 
However, heuristic optimization methods require a very large number of simulations of the 
structure before arriving at an optimal solution. In this work, we present a method that exploits 
the reciprocity properties underlying Maxwell’s equations to quickly obtain the gradient of the 
objective function with respect to the design variables – in this case, the individual pixel heights. 
Our approach, which we call the adjoint method, allows the optimization of electromagnetic 
structures with complex figures of merit at a much smaller computational cost compared to 
heuristic methods. The number of simulations required per iteration with this optimization 
approach does not scale with the number of design variables, allowing for the design of much 
larger or more complex structures without incurring an orders-of-magnitude increase in 






There are many possible ways to optimize an electromagnetic structure. One strategy is to 
heuristically sample the design space until a solution is found that adequately performs the 
desired function. These methods are widely applicable and are commonly used.12-14 However, 
complicated functionalities call for a complicated structure, which is necessarily described by a 
large number of design degrees of freedom. In these cases, heuristic methods are 
computationally cumbersome or infeasible to implement, due to the large number of physical 
simulations needed to explore a very large design space. Gradient-based optimization algorithms 
can circumvent this problem by finding a more direct path to a local optimum of the design 
space. However, a finite-difference calculation of the gradient still requires N simulations for 
each iteration of the design, one for each of N design variables used to specify the 
electromagnetic structure.15 In this section, we show that the adjoint method in electromagnetics 
can reduce the cost of the gradient calculation to just two simulations per iteration – we call these 
the forward and adjoint simulations, as shown in Fig. 2.2a. These methods have been successful 
in designing electromagnetic structures of various types.15-19 Similarly to Scranton et. al,17 we 
specifically analyze the case of optical diffraction to the far field (distance much greater than a 
wavelength). A more general treatment of the adjoint method for the optimization of 




Figure 2.2 a) An iteration of the optimization procedure involves a forward simulation of the 
structure to retrieve the far-field image and an adjoint simulation to compute the gradient of the 
figure of merit with respect to the design variables. The gradient is then used to make an iterative 
change to the structure. b) Sample optimization showing the phase mask texture (left) and 
transmission coefficient into the visible and infrared image half-planes (right) throughout the 
optimization. After iteration 75, the height levels were constrained to yield a discretized final 
design. 
We approximate the spectral splitting element as a fully transmitting thin mask that 
modulates the phase of the incident wavefront. The phase mask is described by a surface texture 
𝑧(𝑟 ⃗) patterned across the mask plane M. The scalar electric field 𝐸  below the mask plane in 
response to an incident plane wave from air is: 
𝐸 (𝑟 ⃗) = exp 𝑖
2𝜋
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where λ is the free-space wavelength, n is the refractive index of the mask material, and Φ(θ, ϕ, 
k0) is the phase associated with a non-normally incident plane wave. At normal incidence, Φ = 0. 
Equation (1) is an accurate approximation if the mask is optically thin, the angle θ is small, and 
the lateral size of the design pixels is greater than a wavelength. Although the phase mask’s 
response is calculated using Equation (1) during the optimization to accelerate the design 
process, the exact electromagnetic response of the final design is evaluated using the finite-
difference time-domain (FDTD) solution to Maxwell’s equations. For a pixel size of 5µm and 
wavelengths of 350nm-1100nm used in this work, close agreement is found between Equation 
(1) and the FDTD method. 
We apply Huygens’ principle to propagate the mask field EM to the image plane I, located 
at a distance L ≫ λ from the mask. Using the angular spectrum method of propagation,20 the 
field EI at the image plane can be expressed without approximation as a convolution integral: 
𝐸 (𝑟 ) = 𝐸 (𝑟 ⃗) ∙ ℎ(𝑟 − 𝑟 ⃗)
 
𝑑 𝑟 ⃗ (2.2) 
where M denotes the mask plane and ℎ(𝑟 − 𝑟 ⃗) is the Green’s function associated with the 
propagation of an electromagnetic point source along the vector 𝑟 − 𝑟 ⃗, which points from the 
mask to image. The field 𝐸 (𝑟 ⃗) specifies the complex amplitudes of the point sources, 
distributed across the bottom surface of the phase mask. The computation of Equation (2) is 
vastly accelerated by evaluating the convolution integral using Fourier domain methods. Once EI 
is obtained, the figure of merit F of the structure is found by evaluating a local objective function 
f across the image: 
𝐹 = 𝑓[𝐸 (𝑟 )] 
 
𝑑 𝑟  (2.3) 
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For spectral splitting, a simple choice for f is the optical intensity |𝐸 (𝑟 )|  weighted by a 
binary function (either 0 or 1) at each position 𝑟  that defines the desired region of the image 
plane for a given wavelength. 
The derivative of the figure of merit with respect to the design variables 𝑧(𝑟 ⃗) is found by 










Although the fields are complex, only the real part of the gradient is relevant since both F 
and z are real. The second term on the right side can be found easily using Equation (1). The first 








ℎ(𝑟 ⃗ − 𝑟 ) 𝑑 𝑟  (2.5) 
Here, we have invoked the well-known reciprocity of electromagnetic Green’s functions, 
which expresses the principle that any optical path between two points is identical in either 
direction, a property of Maxwell’s equations first recognized by Poynting21 and Lorentz.22 This 
implies that the same Green’s function h can be used to propagate an electric field in both the 
forward direction (mask to image, 𝑟 − 𝑟 ⃗) and the reverse direction (image to mask, 𝑟 ⃗ − 𝑟 ): 
ℎ(𝑟 − 𝑟 ⃗) = ℎ(𝑟 ⃗ − 𝑟 ) (2.6) 
This equivalence can also be seen directly from the expression for the propagation 
Green’s function h in diffractive optics.20 
Equation (5) is completely analogous to Equation (2), except that the propagation is from 
the image to the mask, and the point sources are defined on the image plane with complex 
amplitudes ∂𝑓/ ∂𝐸 (𝑟 ). We thus have the result that the calculation of the gradient on the left 
side of Equation (5) can be reduced to a single physical simulation from the image to the mask.   
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We call this the adjoint simulation, so named because this method is an instance of the more 
general adjoint (or dual) method in linear algebra.15,16 The adjoint simulation provides the 
gradient of F with respect to all N variables, regardless of the size of N. This key advantage 
makes our gradient-based approach highly scalable, allowing for efficient optimization of 
structures with a large number of design variables. Additionally, an arbitrarily complex function 
f can be chosen as the optimization figure of merit, provided that the expression for f can be 
differentiated to obtain the complex amplitudes ∂𝑓/ ∂𝐸 (𝑟 ) in the adjoint simulation. 
Since sunlight is an incoherent source, a complete forward simulation requires evaluating 
Equations (1) and (2) once separately for each wavelength or incidence angle for which the mask 
is to be designed. The figure of merit in Equation (3) is then evaluated for each input wavefront 
(unique wavelength and incidence angle), and the total electromagnetic figure of merit is 
obtained by summing over all of the input wavefronts: 𝐹 = ∑ 𝐹 . Likewise, the complete adjoint 
simulation requires Equations (4) and (5) to be evaluated once for each input wavefront, and the 
gradients are summed: ∂𝐹/ ∂𝑧 = ∑ (∂𝐹 / ∂𝑧). Schemes other than a sum can also be used to 
obtain F that emphasize, for instance, the worst-performing input wavefront. In these cases, the 
expression for F must be carefully differentiated to obtain the total gradient. These schemes were 
not used to produce the final design in this work. 
In practice, the pixel heights 𝑧(𝑟 ⃗) in the spectral-splitting texture cannot be adjusted 
with infinite precision. With the fabrication capabilities available to produce such an element, a 
multi-level structure is more realistic, in which all of the pixel heights 𝑧(𝑟 ⃗) in the design are 
selected from a small number of discrete height levels with constant spacing. Rather than 
explicitly discretizing the pixel heights in the optimization, we continue to treat 𝑧(𝑟 ⃗) as a 
continuous variable and include an additional term in the figure of merit expression to penalize F 
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if the height 𝑧(𝑟 ⃗) does not belong to a set of allowed height values. This step requires no new 
simulations. The relative weights of the electromagnetic merit function and the constraint 
function can be adjusted so that neither value suffers significantly during the constrained 
optimization (see Supporting Information for more details).  
Once the gradient ∂𝐹/ ∂𝑧 is known, various algorithms are available to find the optimal 
update to the geometry Δz. In this work, we use the steepest descent algorithm, which gives an 
update Δz that is proportional to the gradient. The constant of proportionality, or optimization 
step size, is found using a line search algorithm.23 After the update is made, the forward and 
adjoint simulations are performed on the new geometry to calculate the next update. This 
iterative process is continued until a convergence condition is met. If sufficient memory is 
available for the computation, the geometry update can also be calculated from the gradient 
information using a quasi-Newton method to obtain faster convergence.23 This was not 
implemented to produce the main optimization result in this work. 
 
2.3. Methods 
Sample fabrication: A glass slide was used as a substrate. The sample is fabricated by a 
direct laser writing system (Photonic Professional GT, Nanoscribe, Eggenstein-Leopoldshafen, 
Germany) using IP-Dip photoresist from Nanoscribe. The design was fabricated by using a dip-
in technology. The final structure consists of numerous fields stitched next to each other. Each 
field has a size of 150 x 150 µm² and is fabricated layer-by-layer. The layers are separated by 
400 nm. In each layer the scan lines are separated by 250 nm. The horizontal movement is 
carried out by laterally scanning the laser focus by galvanometric mirrors, whereas the vertical 
movement is carried out by piezo actuators. Each line is written with a scan speed of 50 mm/s.  
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Characterization setup: The schematic of the setup is shown in Figure 2.4c. For the light 
source, fiber coupled tungsten halogen lamp with wavelength range of 360 to 2400 nm was used 
(HL-2000, Ocean Optics, Dunedin, FL). The light passes through a 75 mm focal length 
achromatic lens (49-538, Edmund Optics, Barrington, NJ), reflects off of a silver mirror and 
finally passes through an in-house fabricated aperture matching the sample size. The transmitted 
light is collected with a fiber (NA of 0.22 which yields an acceptance angle of 12.7° in air) 
coupled Si photodiode array spectrometer (USB2000+, Ocean Optics, Dunedin, FL) that covers 
the 380 to 970 nm wavelength range. Ten scans were used to improve signal-to-noise ratio. 
Background noise was subtracted within the manufacturer’s software. 
     Instrument: Height values of the sample were determined by a dual confocal laser scanning 
microscope (OLS4100, Olympus, Waltham, MA) using a 50x objective.  
 
2.4 Results  
Fig. 2.1b shows the geometric parameters chosen for the spectral splitting element designed in 
this work. The surface texture of the thin film is discretized to ten equally spaced height levels 
spanning a range of 1.8μm in steps of 0.2μm. The texture’s height is modulated along x with a 
pixel width of 5.0µm, so that one period of the design contains 200 pixels over a total length of 
1.0mm. The height is constant in the y direction. In our experiment, the light propagates through 
an air gap after passing through the thin photoresist film. Alternatively, the texture can also be 
patterned on the top surface of an optically thick dielectric or polymer slab that rests directly on 




The design was optimized for 127 wavelengths over the range of 360nm to 1100nm, which 
contains about 82% of the power in the AM1.5G solar spectrum.24 Wavelengths shorter than the 
chosen cutoff of 760nm (roughly corresponding to the band of visible light) were directed to one 
half-plane of the image plane as shown in Fig. 1a, and wavelengths longer than 760nm (near-
infrared light) were directed to the other half-plane. We henceforth refer to these half-planes as 
the visible and infrared subcells, respectively, following the placement of the PV subcells in the 
image plane shown in Fig. 1a. The structure in this work was optimized for normal incidence 






[𝑇vis(𝜆 ) × (𝜆 ≤ 760nm) + 𝑇IR(𝜆 ) × (𝜆 > 760nm)] (2.7) 
where Nλ is the number of wavelengths sampled for the figure of merit calculation, Tvis is the 
transmission coefficient through the visible subcell, and TIR is the transmission coefficient 
through the infrared subcell. The optimal solution should transmit nearly all of the incident 
visible light (λ<760nm) to the visible subcell, and nearly all of the incident infrared light 
(λ>760nm) to the infrared subcell, with a sharp transition between the subcells near the cutoff of 
λ=760nm. In keeping with the goal of large-area photovoltaic power conversion, the structure 
was optimized assuming periodic boundary conditions along x and extended infinitely along y. 
The optimization was performed in two phases. Starting from a randomly generated 
texture, an unconstrained optimization was first performed to obtain a high spectral splitting 
efficiency. Next, we impose the discretization constraint to yield a structure with ten discrete 
height levels. The first phase of the optimization was run for 75 iterations, and the second phase 
was run for 25 iterations, for a total of 200 physical simulations through the entire design process 
using the adjoint method. Both the simulation and optimization steps were written using 
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MATLAB scripts, and the design process took less than 2 minutes on a single machine using two 
3.2GHz processors.   
The optical performance at several points during the optimization process is shown in 
Fig. 2b for a representative design.  The optimization algorithm requires only a few iterations to 
reach a design that efficiently splits the wavelengths to the desired cells, as shown by the 
performance at iteration 15, then continues to refine the design as it approaches the local 
optimum at iteration 75. Due to the relatively large size of our 200-dimensional design space, 
many high-performing local optima exist even when the design is constrained. Therefore, the 
splitting efficiency does not substantially deteriorate during the constrained optimization step to 
produce a ten-level structure (iterations 76 to 100). 
 
 
Figure 2.3 a) Height profile for the final result of the computational optimization. b) Simulated 
spectral response of the optimized design. c) Height profile of one period of the fabricated 
sample, measured using confocal microscopy. d) Simulated (dotted) and experimentally 




Figure 2.3 (cont.) 
 
The optimal mask texture found using the adjoint method is shown in Fig. 2.3a. To 
evaluate the spectral splitting efficiency of this design, the near-field response of the structure is 
evaluated using FDTD methods, and the calculated fields are propagated to the far field using 
scalar diffraction methods. To enable comparison of the optimized structure with experimental 
results, periodic boundary conditions were not assumed during the propagation step. For a 
feature size of 5µm and a distance of 13.7mm, about ~87% of the optical power transmitted 
through one phase mask period is diffracted into its own image plane (directly underneath) or to 
the image planes of its two nearest neighbors along x. Therefore, to approximately replicate the 
periodic boundary conditions in the experiment, it is sufficient to produce a system with three 
repeated 1mm phase masks and measure the response at the image plane directly beneath the 
central period. This situation was simulated in the propagation step, with the transmission 
coefficients in Equation (7) normalized to the power on the central image plane. Since a small 
amount of the incident light is diffracted to large angles beyond the nearest-neighbor image 
planes, this calculated efficiency will slightly overestimate the spectral splitting efficiency of a 
true infinitely periodic system.  
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Under these considerations, the spectral response of the final design is shown in Fig. 
2.3b, predicting a spectral splitting efficiency of 81.5% over the full design range of 360-
1100nm. The efficiency of this design over the spectral range of our characterization instruments 
(380-970nm) is 80.4%. We also note that the spectral splitting efficiency predicted using 
Equation (1) for the near-field response deviates from the result of the FDTD simulation by <1% 
(absolute difference), validating the accuracy of the thin mask approximation used to accelerate 
the optimization process. 
 
Figure 2.4 a) Photograph of the fabricated phase mask sample. b) Scanning electron microscopy 
(SEM) image of a portion of the sample, showing 5μm strips of constant height. Deep black lines 
mark the separation between stitched areas. c) Visible CMOS image of the sample’s far field, 













A sample (Fig. 2.4a) containing three periods of the phase mask specified in Fig. 2.3a 
was fabricated using femtosecond 3D direct laser writing with IP-Dip photoresist. The laser 
writing system produces the textured photoresist sample in a single three-dimensional scan 
without requiring multiple masks or alignment steps, and achieves submicron structural 
resolution by exciting nonlinear optical processes in the photoresist material.25 We note that 
multi-photon laser writing remains a viable fabrication option even for submicron lateral pixel 
dimensions should such pixels be required for future spectral-splitting designs. The total area of 
the fabricated sample is 3 mm (x) × 2.4 mm (y), formed by stitching together individually written 
regions that have a length of 0.15mm along y (see stitching lines in Fig. 2.4b). The height profile 
of the central period, measured using confocal microscopy, is shown in Fig. 2.3c. Although 
many of the important features of the optimized height profile are reproduced, the tops of 
individual pixels in the fabricated sample are not completely flat, and both pixel heights and 
widths exhibited some deviations from the design values.  
 
 
Figure 2.5 Schematic of the optical characterization experiment. 
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The optical response of the phase mask was characterized using the setup shown in 
Fig.2.5. A broadband light source was collimated using an achromatic lens to reproduce the 
normal incidence beam assumed during the optimization. To uniformly illuminate only the area 
of the phase mask, an aperture of the same dimensions as the sample was placed above the 
sample to define the incident beam. Visual inspection of the image plane reveals that spectral 
splitting is taking place. Fig. 2.4c shows the image plane (under the full three periods of the 
sample) captured by a color CMOS camera with a built-in infrared filter. Much of the transmitted 
visible light is split to one half of the image, with some undesired visible light arriving on the 
infrared side. 
The spectral splitting efficiency was measured by scanning a measurement fiber across 
the image below the central period of the sample (along the x direction). The fiber tip has a 
diameter of 50µm, and accordingly the output light was collected at 50µm steps of the fiber tip 
position and passed through the fiber into a photodiode array spectrometer. Figure 2.3d plots the 
result of the observed and simulated performance of the fabricated texture in Figure 2.3c, over 
the operational range of the spectrometer (380-970nm). The measured splitting efficiency of the 
fabricated sample over this spectral range is 69.5%. The simulation methodology is the same as 
that used to produce Fig. 2.3b, but now also accounts for the circular shape and discrete 
positions of the measurement fiber (this addition affects the splitting efficiency by <1%). The 
simulated and experimental results show close agreement; averaged over 380-970nm, the 
absolute difference in transmission into the desired cell is ±3.1% between the simulation and 
experiment. Relative to the optimized design in Figure 2.3b, over the same range the observed 
spectral splitting efficiency is reduced by 10.9%. The efficiency drop is manifested mostly in the 
reduced sharpness of the splitting transition from the visible cell to the infrared cell, while the 
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peak splitting ratios on the two sides of the splitting transition are not significantly degraded. The 
agreement of the simulation and experiment in Fig. 2.3d suggests that fabrication errors are 
mainly responsible for the degraded performance. 
Equation 2.1 predicts that the phase response of the sample is polarization-independent, 
which rests on the assumption that the texture is locally flat to the incident light. When this 
holds, the structure’s response to the different vector components of the electric field are not 
coupled.20 In evaluating Equation 2.1, this condition is satisfied by assuming a pixel width that 
is several times larger than the wavelength. FDTD simulations of the fabricated structure in 
response to light polarized along and orthogonal to the design direction (x) show less than a 0.1% 
absolute difference in spectral splitting efficiency (under normal incidence, 380-970nm). 
Experimental results also show insensitivity to incident polarization. The sample’s spectral 
response in Fig. 2.3d was characterized using a broadband, unpolarized light source. Separate 
measurements that filter one of the two polarizations show that the sample’s spectral splitting 
efficiency under either polarization differs from the case of unpolarized light by no more than 
0.33% (see Supporting Information). Since sunlight is also unpolarized, this lack of polarization 
sensitivity is advantageous for solar energy harvesting. 
Neither the simulated nor measured spectral splitting efficiency accounts for light that is 
lost while traveling through the system. FDTD simulations of the fabricated structure in Fig. 2.3c 
predict the transmittance through the phase mask to be 91.4%, averaged over the two 
polarizations and weighted by the power spectrum of the light source. This loss can be explained 
by Fresnel reflections from the two air-photoresist interfaces in the sample. Experimentally, the 
transmittance through the sample is found to be 89.5%, by comparing the power before the 
sample surface and at the image plane. The deviation between simulation and experiment is 
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within the measurement uncertainty of the power sensors.26 As would be required for a high-
efficiency PV system, the reflection losses may be reduced by replacing the air gap with a 
dielectric layer index-matched to the phase mask, eliminating one of the two reflective 
interfaces, as well as the use of an anti-reflection coating on the top surface of the phase mask.  
 
Figure 2.6 a) Colored profile of the simulated optical intensity between the sample and the 
image plane, under visible light (360nm to 760nm) at normal incidence. The color at a point in 
space denotes the wavelengths with large relative flux density in that region, following the color 
scheme on the left. (Wavelengths corresponding to different colors are added using their RGB 
color values.) b) Intensity profile under collimated illumination from +1° polar angle. c) Spectral 
splitting efficiency vs. incidence angle, averaged from 380nm to 970nm. 
Under solar irradiation, an important additional consideration is the angle of the incident 
light. Although the collimated light in our experiment has negligible angular spread, the Sun 
subtends an angle of Δθ = ±0.27o in the sky, and terrestrial solar radiation has a large diffuse 
component due to atmospheric scattering.27 Fig. 2.6a and Fig. 2.6b illustrate the simulated 
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optical intensity profile of the fabricated diffractive element under normal incidence and under 
collimated light at θ =+1o from normal, respectively (the incident wavefronts have no k-vector 
component along the y-axis). For clarity, only the photons in the visible band from 360nm to 
760nm are included, and the color of the profile indicates the wavelengths that have the greatest 
flux in a given region of space. At normal incidence, the diffractive element concentrates most of 
the visible light into the correct cell, with the shorter wavelengths (blue) focused onto the middle 
of the cell while the longer wavelengths (red) closer to the cutoff of 760nm lie at the boundary 
between the two cells. At θ =+1o, all of the diffracted wavefronts undergo a shift in angle, so that 
the entire field at the image plane undergoes a lateral shift. This causes some of the visible light 
to leak into the infrared cell, starting with the wavelengths near the cutoff. 
The spectral splitting efficiency of the fabricated sample is shown in Fig. 2.6c for several 
values of the incidence angle. Due to the predictable shift in the image with changing θ, the 
portion of the solar spectrum received by the two cells dramatically changes with incidence 
angle. With large enough θ, the two spectral bands will almost fully illuminate the wrong cell. 
Since the image must shift by half a period for this reversal to occur, this reversal angle is 
determined by half the geometric aspect ratio (lateral period to vertical height) of the device: θrev 
= tan-1(0.5mm/13.7mm) = 2.1o. Indeed, the measured spectral splitting efficiency at θ = 2o is 
found to be approximately 28.9%, which is close to 100% minus the efficiency at normal 
incidence. At an angle of θrev/2, roughly half of each spectral band should illuminate the correct 
cell, so that the spectral splitting efficiency should be ~50%. This is also seen in the experiment, 
where the spectral splitting efficiency at θ = 1o is 48.4%. Since a splitting efficiency of 50% is 
equivalent to no splitting, the angular acceptance of the structure is limited to ≈ ±1o. The angular 
response of the sample is thus robust enough to split direct sunlight with little loss in efficiency 
44 
 
(see Supporting Information), but the diffuse radiation is randomly dispersed between the cells. 
We have considered here only light with no k-vector along the y-axis; since there are no 
variations in both the sample and image plane along the y direction, the efficiency has no 
significant dependence on angular shifts along this dimension. 
Further optimization of the design can improve the efficiency of the structure in Fig. 
2.3b. For the same sample size of 1mm, a reduction in pixel size can increase the efficiency by 
adding more degrees of freedom to the structure, while allowing the diffracted light to bend at 
sharper angles. By increasing the geometric aspect ratio, the angular acceptance can also be 
increased (see Supporting Information). However, a pixel size reduction does not fundamentally 
change the image-shifting angular response of the diffractive element, and the pixel size cannot 
be reduced indefinitely without fundamentally changing the physics of the dielectric structure so 
that it no longer operates by diffraction. For instance, when the pixel size is smaller than a 
wavelength, resonances can be excited in the device,9,28 and entirely new design strategies will 
be needed. Therefore, simply scaling the device in this direction cannot yield a substantial 
improvement in the angular acceptance. 
Reductions in the pixel size still have the potential to improve the spectral splitting 
efficiency under direct sunlight, and increasing the pixel aspect ratio allows the photovoltaic 
system to be made more compact. Furthermore, the ability of more tightly packed pixels to 
diffract light at sharper angles dramatically improves the efficiency of splitting incident light to 
three or more PV cells with different bandgaps. To allow for these design improvements, the 
fabrication process must be improved to faithfully reproduce the optimized multi-level structure 
while allowing for better lateral and vertical resolution. Alternative fabrication methods can also 
be considered as the structure is scaled for large-area photovoltaics. Nanoimprint lithography29 is 
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an appealing option that has also been proposed for the fabrication of dielectric nanostructures on 
PV cells for light management.9 With this method, a hard mask of the design (made using direct 
laser writing or electron-beam lithography) may potentially be patterned over many dielectric or 
polymer surfaces at high throughput. We do note that the adjoint method is fully compatible with 
three or more PV cells and diffractive designs based on smaller pixels. 
 
2.5 Applying the discretization constraint 
Although the pixel heights 𝑧(𝑟 ⃗) in the spectral-splitting surface texture are continuously 
adjusted by the optimization routine, in practice these values cannot be specified with infinite 
precision. With the direct laser writing process used in this work, a multi-level structure is more 
realistic, where all the pixel heights 𝑧(𝑟 ⃗) in the design are selected from H discrete height 
levels with constant spacing zstep. The set of possible pixel heights is {zj = zmin + j∙zstep, j ∈ [0, H-
1]}. Rather than explicitly discretizing z in the optimization, we can continue to treat z as a 
continuous variable and introduce the discretization requirement as a constraint in the figure of 
merit expression. The figure of merit expression is hence modified to:  
𝐹 = 𝐹 + 𝛽 cos
2𝜋
𝑧
( 𝑧(𝑟 ⃗) − 𝑧 )
 
𝑑 𝑟 ⃗ , (2.8) 
where Felec is the electromagnetic (spectral-splitting) figure of merit given by Equation 2.3 in 
the manuscript, and the second term on the right is Fcons, the constraint figure of merit. β is the 
strength of the discretization constraint relative to Felec. The local constraint function is 
differentiable and has maxima where 𝑧(𝑟 ⃗) belongs to the set {zj}. Additional terms in Fcons (not 
shown) ensure that 𝑧(𝑟 ⃗) falls inside the desired range [zmin, zmin + H∙zstep]. To obtain the gradient 
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of the constraint, we simply differentiate the second term in Equation 2.8. Since the constraint 
function is taken over the variables in the mask, this step requires no new simulations. 
 
 
2.6 Smaller pixels yield larger diffraction angles 
As a direct result of Huygens ’ Principle, it is well known that an object of smaller size is 
able to diffract light to larger angles than objects of larger size. This is true as long as the size of 
the object is at least several times larger than a wavelength. The diffraction angle as a function of 
feature size can be quantified by examining the case a circular aperture with diameter D, 
representative of a single pixel in a more complex diffractive element. The far-field pattern of the 
circular aperture is a rotationally symmetric Airy disk. The intensity profile of the Airy disk 
directly gives the diffracted power as a function of diffraction angle from a pixel:30 
𝐼(𝜆, 𝐷, 𝜃 ) ∝ 2 ∙
𝐽 (𝜋(𝐷/𝜆) sin 𝜃 )
𝜋(𝐷/𝜆) sin 𝜃
 . (2.9) 
Here, θD is the diffraction angle and J1 is the Bessel function of the first kind. The prefactor to I 
is proportional to the area of the aperture. Fig. 2.7 plots Equation 2.9 for four values of the 
feature size D and two relevant wavelengths. Each curve is normalized to the intensity at the 
center of its Airy disk (θD = 0o). The angular distribution of the diffracted light I(θD) is a function 
of the ratio D/λ, so that longer wavelengths are diffracted to larger angles than the shorter 
wavelengths. However, when the feature size is close to the wavelength, the pixels in a phase 
mask no longer behave as a diffractive object, so the model cannot be extended to pixel sizes 
below ~1 μm for the wavelengths of interest. 
The choice of the structure’s geometric aspect ratio (lateral period divided by vertical 
distance) imposes a diffraction angle requirement, since some of the light incident on the edges 
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of one period must be diffracted to the opposite side on the image plane. This implicit diffraction 
angle requirement should not exceed the maximum diffraction angle that can be provided by the 
pixels of the phase mask. Since the shorter wavelengths are diffracted to smaller angles, the 
aspect ratio must be compatible with the maximum diffraction angle of the shortest wavelengths 
near 400nm. 
From the aspect ratio of our periodic structure, we can deduce that the maximum required 
diffraction angle is 0.5mm/13.7mm = 2.1o. From Fig. 2.7, we observe that a single pixel with a 
size of 5μm diffracts a significant amount of power to an angle of 2.1o (~58% of the power at 
normal) at a wavelength of 400nm. Therefore, the pixel size chosen for the design is compatible 
with the geometric aspect ratio of the structure to yield a high spectral splitting ratio. 
Nonetheless, performance can be further improved by scaling the pixel size, without going below 
a wavelength, and thereby extending the accessible range of diffraction angles. 
 
Figure 2.7 Normalized optical intensity vs. diffracted angle for a circular aperture of several 
sizes and two wavelengths. The diameter of the circular aperture can be compared to the pixel 
size in a more complex diffractive element. 
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2.7 Characterization Setup 
The optical setup used for the sample characterization (schematically illustrated in Fig. 
2.5 above) was built on a laser table, as shown in Fig. 2.8. The incident light leaves from an 
optical fiber that is coupled to a tungsten halogen lamp (not shown) and stabilized by a fiber 
holder on a translation stage. The light is then collimated by an achromatic lens and the beam is 
directed to the sample stage by a silver mirror. 
 
Figure 2.8 Photo of the optical setup used for sample characterization. 
2.8 Polarization Sensitivity 
The phase mask was designed under the assumption that its phase response is 
polarization-independent. This relies on the condition that the texture is locally flat to the 
incident light, so that the sample’s response to the different vector components of the 
electromagnetic fields do not become coupled.30 In simulations, this is satisfied by using a pixel 
width that is several times larger than the wavelength.  The broadband light source used in the 
49 
 
experimental characterization is unpolarized, similar to the real solar spectrum. To analyze the 
phase mask’s sensitivity to incident light polarization, the sample was also characterized under 
linearly polarized light by placing a linear polarizer in the path of the light beam before the 
sample stage. The polarizer orientations were chosen to polarize the incident beam parallel and 
orthogonal to the direction of height modulation in the sample. Since the texturing is along x, 
these correspond to the cases of Ex=0 and Ey=0, respectively.  
The results of the measurements are shown in Fig. 2.9. Relative to the results for 
unpolarized incident light (Fig. 2.9a), the wavelength-averaged deviation in the spectral splitting 
efficiency (defined in Equation 2.7) is 0.32% for light polarized along the grating (Fig. 2.9b), 
and 0.33% for light polarized orthogonal to the gating (Fig. 2.9c). The sample’s response has 
negligible dependence on polarization. This suggests that the optical response of the phase 
shifting elements is not sensitive to the small amount of surface roughness within each pixel, 
validating the assumption made in Equation 2.1. This lack of polarization sensitivity is 
advantageous for solar energy harvesting. 
 
Figure 2.9 Measured spectral splitting response of the fabricated sample under incident light that 
is a) unpolarized, b) polarized along to the grating, c) polarized orthogonal to the grating. 
50 
 
2.9 Response to Non-Collimated Light 
Sunlight is not collimated and is spatially incoherent. The simulated spectral response of 
the fabricated diffractive element under non-collimated illumination is shown for several values 
of angular spread in Fig. 2.10. For these results, a finite number of incidence angles were 
sampled over the half-angle Δθ, and for each incidence angle a separate set of simulations (over 
the 380-970nm wavelength range) was run using collimated light. The incident power was 
assumed to be equal for all angles in the cone spanning Δθ, which is accurate for a Lambertian 
distribution at small angles. Only incidence angles with no k-vector along y were considered, 
since the image plane does not change with y. We then add the optical intensity at the image 
plane for all of the incidence angles to obtain the final image. This last step is equivalent to an 
incoherent addition of the contributions from each incidence angle, and accounts for the spatial 
incoherence of sunlight. 
The simulated spectral splitting efficiency of the fabricated sample under normal 
incidence is 68.3% (less than the experimentally measured value of 69.5%). The angle subtended 
by the Sun in the sky is about 0.54o, corresponding to a half-angle of Δθ = ±0.27o. The simulated 
spectral splitting efficiency under the angular cone corresponding to direct sunlight is 65.7%, 
which is a relatively small degradation from perfect normal incidence. The spectral splitting 
performance continues to fall for larger values of Δθ, similar to the trend of decreasing efficiency 
with the incidence angle of collimated light shown in Fig. 2.6c. However, for the same decrease 
in efficiency, the required value of Δθ is twice as large as that of the collimated incidence angle 
θ. This is because the response under an angular spread of Δθ contains contributions from all of 
the angles inside the cone, including the comparatively high-performing angles near normal. 
Notably, the spectral splitting efficiency is very close to 50% for Δθ = ±2o, even though the 
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efficiency falls to 50% at θ = 1o in the collimated case. This is because this continuous range 
includes all the angles between normal incidence, where the efficiency is maximum, and the 
reversal angle θrev = 2o, where the efficiency is minimum. 
 
Figure 2.10 Simulated spectral splitting efficiency of the fabricated sample (Fig. 2.3c) when 
illuminated by a continuous distribution of incidence angles spanning a half-angle of Δθ from a 
spatially incoherent source. 
 
2.10 Photovoltaic Efficiency Calculation under Direct Sunlight 
To evaluate the effectiveness of our spectral-splitting phase mask for solar energy applications, 
we use detailed-balance methods1 to calculate the photovoltaic efficiency of the two-junction 
system. We consider the spectral splitting system illustrated in Fig. 2.1a with two subcells, under 
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direct (near-normal) solar illumination with the standard AM1.5D spectrum. For the ith subcell 
with bandgap Eg,i, we express the current Ji through the cell using the diode equation assuming 
negligible series resistance: 
𝐽 = 𝐽 , − 𝐽 , 𝑒
/  , (2.10) 
where Jsc,i is the short-circuit current of the cell under illumination, J0,i is the dark current, Vi is 
the voltage on the cell, T is the cell temperature, q is the electron charge, and k is the Boltzmann 
constant. The short-circuit current comes directly from the incident illumination on the subcell 
and is given by: 
𝐽 , = 2 ×  𝑞 𝑆 . (𝐸)
,
∙ 𝑇 (𝐸) 𝑑𝐸 . (2.11) 
SAM1.5D is the spectral density of photon flux of the AM1.5D illumination (in units of cm-2  s-1  
eV-1), and Ti is the transmission coefficient of the incident light through the ith subcell. Assuming 
no transmission loss through the phase mask, Ti is simply given by the transmission curves in 
Fig. 2.3b or Fig. 2.3d. In setting the limits of integration, it was assumed that no photons are 
absorbed below the bandgap (E < Eg,i) and all photons are absorbed above the bandgap (E ≥ Eg,i). 
The factor of two is a concentration factor arising from focusing the incident illumination on the 
phase mask to a sub-cell with half the area. This factor provides a small boost in the voltage of 
the cell. 
 In the absence of incident illumination, the cell is in thermal equilibrium with its 
surroundings at temperature T. By the principle of detailed balance, the rate of absorption of 
thermal radiation from the cell’s surroundings is equal to the flux of emitted photons from the 
top surface of the cell. Thus, if the cell emits with a Lambertian distribution into an environment 
with refractive index n =1 (as in our experimental system), the emitted flux is found by 
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integrating the spectrum of blackbody radiation. However, not all of the photons emitted 
internally in the cell can escape from the top surface, as some are lost through non-radiative 
recombination or through emission into the substrate. The dark current is hence increased by the 
factor 1/ ηext,32 where ηext (≤ 1) is the external luminescence yield of the cell, also called the 








𝑒 / − 1
,
 𝑑𝐸 . (2.12) 
where c is the speed of light and h is Planck’s constant. It has been shown that the radiative limit 
of ηext = 1 yields the Shockley-Queisser limit of photovoltaic conversion efficiency.32 Therefore, 
we consider ηext = 1 as the case of ideal material quality, with a cell designed to maximize light 
extraction. 
 The output electrical power density is given by the product Ji × Vi. The operating current 
and voltage (Jop,i, Vop,i) of the cell are the values for Ji and Vi that maximize this product. Finally, 
the electrical power output from the two cells are added to give the photovoltaic efficiency of the 




𝐴 ∙ 𝐽 , 𝑉 , +
1
2
𝐴 ∙ 𝐽 , 𝑉 ,
𝐴 ∙ ∫ 𝑆 . (𝐸) ∙ 𝐸 𝑑𝐸
  , (2.13) 
where AM is the area of the phase mask and each subcell occupies half the area of the phase 
mask. The denominator represents the total integrated power in the AM1.5D solar illumination 
incident on the phase mask. 
 Fig. 2.11a shows the modified solar spectra (the integrand in Equation 2.13) incident on 
each of the two subcells in the system, compared to the standard AM1.5D spectrum. The 
transmission coefficient through each cell is found by simulating the fabricated structure in Fig. 
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2.3c over the full spectral extent of the AM1.5D spectrum. This operation is equivalent to 
producing the dashed curves in Fig. 2.3d, but over the wider range of 280 nm to 4000 nm (only 
wavelengths shorter than 2500nm are shown in Fig. 2.11). The splitting cross-over of 760 nm is 
evident from this plot. The choice of bandgaps that optimizes the two-junction PV efficiency in 
Equation 2.13 is 1.64 eV for the visible subcell (which matches the 760nm wavelength) and 
1.12 eV for the infrared subcell. In the radiative limit (ηext = 1), the detailed-balance limit of 
photovoltaic efficiency for the two-junction system is 36.5%. Considering the efficiency of each 
cell alone (with 1x concentration), the visible subcell converts its incident illumination with 
37.5% efficiency, while the infrared subcell has 34.1% efficiency. Both of these individual 
conversion efficiencies are enhanced above the Shockley-Queisser limit of 33.3%, which applies 
for single-junction solar cells under the unmodified AM1.5D spectrum.1, 32 
 The radiative limit can be approached very closely by materials like GaAs,32 but less 
ideal materials will fall short of the limit. The two-junction efficiencies for less ideal values for 
ηext are listed in Table 2.1. For the modified spectra in Fig. 2.11a, the optimal bandgaps remain 
at 1.64 eV and 1.12 eV. 
 Fig. 2.11b shows the direct solar spectrum as modified by the response of the 
computationally optimized phase mask in Fig. 2.3a, before fabrication errors. As noted in the 
main text, the spectral splitting efficiency is both higher away from the cutoff of 760nm and 
sharper close to the cutoff. This can also be seen in the modified spectra in Fig. 2.11b when 
compared to Fig. 2.11a. The two-junction detailed-balance limit of photovoltaic efficiency in 
this case is 40.4%, a significant improvement over the fabricated phase mask. The large 
difference suggests that high spectral splitting efficiency is important for a high photovoltaic 
conversion efficiency in this system. Especially important is the sharpness of the spectral 
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splitting response near the cutoff of 760 nm; a sharp spectral response enhances the amount of 
absorption near the band edge of the visible subcell, where the photons are most efficiently 
utilized. The optimal bandgap choice for this phase mask is 1.64 eV for the visible subcell and 
0.95 eV for the infrared subcell. The redshift in the lower bandgap likely results from the 
improved spectral splitting efficiency for longer wavelengths. The efficiency of this structure for 
lower values of ηext are listed in Table 2.1.  
 
 
Figure 2.11 The incident spectrum on each of the two subcells is the AM1.5D direct solar 
spectrum modified by the spectral splitting function of the phase mask. a) The response of the 
fabricated phase mask in Fig. 2.3c is used, b) the response of the computationally optimized 





 Two-junction PV efficiency 
 Fabricated Structure 
(Eg,vis = 1.64eV, Eg,IR = 1.12eV) 
Optimized Structure 
(Eg,vis = 1.64eV, Eg,IR = 0.95eV) 
ηext,1 = ηext,2 = 1 36.5% 40.4% 
ηext,1 = ηext,2 = 0.1 34.2% 37.7% 
ηext,1 = ηext,2 = 0.01 32.0% 35.0% 
 
Table 2.1 Detailed-balance calculations of two-junction photovoltaic efficiency using the 
response of the fabricated phase mask and the optimized phase mask at different values of the 
external luminescence yield ηext. 
 
2.11 One-micron-pixel Optimized Design 
Using a smaller pixel size for the same overall design size in principle allows for better 
performance by providing additional degrees of freedom. Moreover, smaller features diffract 
more power to larger angles, as seen in Fig. 2.7. This allows for an increase in the geometric 
aspect ratio (lateral size to vertical distance), and therefore a more compact system in the vertical 
dimension. We therefore optimized, but did not fabricate, a phase mask with one thousand pixels 
having a width of 1.0µm. Like the optimization presented in the main work, the lateral size of the 
phase mask is 1.0mm, and the texture is vertically discretized into ten discrete levels spanning 
1.8µm (in 200nm steps). The size of the air gap in this optimization was set to 4mm, to make a 
more compact overall system (Fig. 2.12a). 
The optimization was carried out in a similar manner as the design in the main work: 
first, the texture was optimized purely for spectral splitting efficiency, then the discretization 
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constraints were introduced into the figure of merit. To make the geometrical update, we 
implemented the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm,31 which produces 
superior convergence compared to the method of gradient descent. The simulation resolution was 
kept at the same value as the previous optimization. Since our optimization process based on the 
adjoint method does not require additional computational resources for a greater number of 
design variables (and the BFGS overhead is small), the optimization was completed within about 
the same amount of time as the design in the main work.  
The final texture is shown in Fig. 2.12b and its spectral response is shown in Fig. 2.12c. 
Like the results in Fig. 2.3b, the simulation comprised of a finite-difference time-domain 
(FDTD) calculation of the near-field response, followed by a propagation of the field from three 
periods of the texture. The efficiency is then given by Equation 2.7 with the transmission 
coefficients normalized to the image plane of the central period. The spectral splitting efficiency 
is 84.1% over the 360-1100nm range, and 82.4% over 380-970nm.  
Despite the pixel size being comparable to the design wavelengths, the thin phase mask 
approximation continues to be a reasonable approximation to the exact solution to Maxwell’s 
equations. When using Equation 2.1 to calculate the near-field response, the spectral splitting 
efficiency is predicted to be ~1.4% higher than given by an FDTD simulation. This is a 
sufficiently small error to justify the continued use of the thin mask approximation in 
optimizations with 1µm pixel size. In addition, the polarization sensitivity remains small, with < 
0.1% absolute difference in spectral splitting efficiency between the two polarizations. 
Meanwhile, the larger aspect ratio of the system not only allows it to be more compact, 
but also increases its angular acceptance. Following the arguments presented in the main paper 
for the 5µm-pixel design, the largest incidence angle permitted by the system before the spectral 
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splitting efficiency falls to 50% is given approximately by: tan-1(0.25mm/4mm) = 3.58o. This is a 
significant improvement over the angular acceptance of the 5µm design with a 13.7mm air gap, 




Figure 2.12 a) Schematic of the spectral splitting system with a 1µm-pixel-size phase mask and 
an air gap of 4mm. b) Height profile of the optimized phase mask, with ten discretized height 
levels. c) Simulated spectral splitting response of the phase mask in b). 
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CHAPTER 3 
LUMINESCENT CAVITY DESIGN FOR HIGH AMBIENT CONTRAST 
RATIO, HIGH EFFICIENCY DISPLAYS*  
 
 
3.1 Introduction and Motivation 
Advancements in display technology have immensely increased the data processing rate 
of humans and continue to evolve with new demands on reduced thicknesses, increased 
efficiencies, and overall improved designs. Electronic displays come in two fundamentally 
different display architectures: emissive displays, which emit light directly and non-emissive 
displays, which modulate light from a source. Liquid crystal displays (LCDs), a non-emissive 
display, remain the dominant flat panel display technology along with organic light emitting 
diode (OLED) displays, an emissive technology.123 LCDs exhibit competitive advantages such as 
their cost and reliability stemming from years of continued efforts to improve them, however, 
significant obstacles remain such as their low efficiency and poor contrast ratios.  
One key problem of LCDs is their low module efficiency; only 6-7% of the backlight is 
emitted through the display.4 One of the most significant loss mechanisms in their design is the 
substantial absorption from color filters. The color filters generate desired red, green or blue 
(RGB) pixels by absorbing a portion of the spectrum emitted from a white light emitting diode 
backlight, cutting maximum achievable efficiencies by one-third   from the beginning.5 Recent 
work focuses on avoiding color filter absorption by utilizing diffraction, interference or surface 
plasmon effects to manipulate the spectrum of a broadband backlight source.67891011 Similar 
optics have also found applications in solar cells1213 and image sensors14 to manipulate and 
control spectra. These optical solutions, however, require high quality thin-film deposition of 
multiple materials and/or features on the order of the wavelength of light (< 500 nm) and 
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typically possess angular sensitivity.15 In addition to their low efficiency, LCDs and various 
other displays have low ambient contrast ratios, which has a significant impact on image 
quality.161718 Reflection of ambient light from the optical components of an LCD leads to a 
dimming effect due to the emitted light from the display competing with reflected light from the 
ambient. Hence, it is vital to suppress reflection on the display surface. LCDs employ a circular 
polarizer to reduce reflection at the face of the display.1920 Here, external irradiation becomes 
circularly polarized incident on the display and upon reflection from an internal surface, its 
polarization state reverses so that the beam is now completely blocked by the circular polarizer 
on the way back. While effective, emission from the display components also passes through the 
circular polarizer, which absorbs almost half of the emitted light immediately preceding the 
viewer. Therefore, display architectures with low incident reflectance and high transmittance of 
auxiliary optical components is highly desirable for further improvement of display technology. 
Here, we show a new design for a display that uses a quantum dot (QD)-based 
luminescent waveguide inside of a reflective cavity to provide high photon extraction efficiency 
and low incident reflectance from the top surface of the display. Photoluminescence from the 
QDs is mostly trapped in the waveguide via total internal reflection (TIR); escaped photons are 
reflected inside the cavity until extracted from a small aperture at the top of the device. Due to 
their narrow bandwidth emission,212223 QDs can be used in such a design to eliminate absorptive 
color filters while still taking from mature and cost-effective LCD technology. Additionally, this 
design implements a patterned black absorbing layer on top of the pixel array to prevent 
reflection of ambient light to the viewer and thus improve the ambient contrast ratio, a much-




Figure 3.1 a) 3D and cross-section view of the proposed design. The film is 12 mm in diameter. 
b) Measured absorbance and emission spectrum of the QD film c) Measured reflectance of DBR. 
 
Photovoltaics have utilized waveguides for the purpose of concentration for over 40 years 
and work on these luminescent solar concentrators (LSCs) continues to develop and increase 
optical efficiencies.24 First introduced in 1973 by Lerner,2526 an LSC utilizes a luminophore 
embedded in a polymer or glass waveguide to absorb incident solar irradiance from all angles 
(i.e., direct and diffuse sunlight). The photon transport relies on the TIR modes of the waveguide, 
directing the emitted light to the edges of the matrix. Concentration is effected by the Stokes 
shift of the dye, where the decrease in entropy of the light (i.e., concentrated light) comes at the 
expense of a loss in energy from the down-converted photon.  Concentration ratios greater than 
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30 have been demonstrated in the literature that minimize parasitic losses of LSCs including dye 
reabsorption and waveguide efficiency.27 Here, we take improvements made on LSCs and 
transform the design into an emissive display technology. Instead of concentrating photons 
towards a solar cell, photons are directed towards a small aperture placed at the top of an optical 
microcavity, in which the outer surface is covered by an absorptive surface.  
This luminescent cavity design builds upon conventional LCD designs, taking elements 
from existing, high-performing designs and eliminating poor-performing aspects, such as the 
absorbing color filters. This design strategy has the potential to increase module efficiencies, 
leading to a reduction in power demands and additionally improves upon ambient contrast ratios, 
making it a particularly promising design to keep LCD technology competitive and withhold its 




Figure 3.2 Measured reflectance of the machined reflective walls. Any sample having less than 
90% reflectance has been ruled out. 
 
3.2 Display Architecture  
We propose to replace the color filters in conventional LCDs with a luminescent cavity. 
Figure 3.1a displays the single pixel design, comprised of an enclosed reflective cavity. The 
back surface utilizes a distributed Bragg reflector (DBR) to transmit the excitation wavelengths 
into the cavity, and the remaining interior surfaces are designed to be highly reflective to support 
photon recycling; a pinhole opening on the front surface serves as the extraction point of light 
from within the cavity. A luminescent waveguide, QD-doped poly(lauryl methacrylate) (PLMA), 
sits inside the cavity. Figure 3.1b shows absorption and emission of the QDs used in this study. 
These core-shell   CdSe/CdS QDs absorb strongly in the blue and ultraviolet wavelength ranges 
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(black, Figure 3.1b) and emit at a center wavelength of 630 nm (red, Figure 3.1b). Notably, 
these QDs have very little absorption in the range where they emit, leading to very few 
reabsorption events (a key parasitic loss in LSCs). Further, emission from QDs demonstrates 
narrow linewidth (full-width at half-maximum, FWHM, of 31.6 nm) rendering color filter 
elimination possible. The DBR is composed of a deposited multilayer stack of transparent oxides 
and is used as the back surface, designed to be highly transparent at the excitation wavelength 
(440 nm) and almost 100% reflective at the emission wavelength of the QDs (630 nm, Figure 
3.1c). The interior surfaces of an aluminum cap are sputter-coated with silver to create the rest of 
the reflective cavity, exploiting the high reflectivity of silver at the wavelength range of 
interest.28 Custom aluminum caps were machined for this design and due to inconsistencies 
during processing and polishing, we determined a threshold of reflectivity for the caps as poor 
reflectivity was detrimental to the extraction efficiency. Figure 3.2 shows the diffuse reflectance 






Figure 3.3 Absorbance spectrum of black PDMS layer measured using UV-Vis spectrometer. 
The second key component of this design implements an absorbing material on the 
external surface of the device. Here, thin membranes of poly(dimethylsiloxane) (PDMS) mixed 
with iron oxide nanoparticles (defined as black PDMS, bPDMS) were used as a black absorbing 
material. Figure 3.3 shows the absorbance spectrum of a thin (ca. 50 μm) bPDMS membrane.  
Each pixel can be individually addressed by introducing a blue backlight behind the 
DBR. As opposed to conventional LCDs, which use a broadband light source, our source has a 
very narrow linewidth with a FWHM of 5.4 nm. In a full-color (i.e., RGB) display, green- and 
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red-emitting QDs may be used to generate these two colors and the light source itself can be used 
directly to generate the blue color. As a proof-of-concept, we use QDs with emission at a center 
wavelength of 630 nm, but the unique optical design principals can be easily translated to 
extended materials sets (i.e., QDs with varying emission). In this way, an RGB display is 
realized that minimizes parasitic absorption of the backlight as the blue backlight in this design 
gets absorbed by QDs, but is then re-emitted and directed outwards with limited loss due to the 
highly reflective interior surfaces and selective reflectance of the DBR.  
 
Figure 3.4 Measured absorbance of two QD films. Red line shows the spectrum of in-house 




Previous work on LSCs suggests that the luminophore should be considered very 
carefully and that it should satisfy multiple requirements.26272930 These include a large Stokes 
shift to prevent reabsorption, high quantum yield, and the polymer matrix that surrounds the QDs 
should prevent scattering of photons and be overall non-absorbing. Figure 3.1b clearly shows 
the large Stokes shift of the CdSe/CdS QDs, minimizing reabsorption, and their high quantum 
yield in solution results in a quantum yield of 77.7% embedded in the polymer matrix. The large 
improvement in reabsorption is further illustrated when comparing the synthesized CdSe/CdS 
QDs to commercial QDs, as seen in Figure 3.4.  The commercial QDs show a peak that is 
directly related to a reabsorption event due to their smaller Stokes shift. The large Stokes shift of 
the CdSe/CdS QDs has previously been optimized by manipulating shell thickness (CdS) to 
dictate the absorption spectrum and can also be tuned via core size (CdSe).2729  Finally, the 
polymer matrix we use, PLMA, exhibits high transmittance and does not cause aggregation of 
the core-shell QDs (a source of scattering within the matrix). 
 
3.3 Factors Affecting Efficiency 





where IPL is the intensity of the photoluminescence of the assembled device and IS is the intensity 
of the excitation source (i.e., transmitted intensity through a device with no luminescent film). 
An in-house fluorometer setup with an integration sphere was used to measure light intensities 
with a CCD camera; a schematic of this setup can be seen in Figure 3.5. IPL and IS were 









Control experiments were done to validate the characterization setup with no film inside 
the optical microcavity. Aperture areas, defined as the area of the opening over the total area of 
the top surface, of 2.8% and 11% showed 3.0% and 9.9% of the excitation source leaking 
through the device, respectively. These values agree well with the aperture area values (i.e., 2.8% 
and 11%) as expected. As an additional control, we measured devices with an undoped PLMA 
film (i.e., no QD) and observed 3.0% and 9.9% of the excitation source leaking through, 
illustrating the high transparency of the PLMA matrix.  
Figure 3.6a shows the measured spectra of the excitation source (shown in black) and 
sample photoluminescence (shown in red) from a sample having an 11.1% aperture area. The 
extraction efficiency of the sample is calculated to be 40.9%, which is significantly better than 
the theoretical maximum possible efficiency of an absorptive color filter of 33.3%5. The QD 
films do exhibit transparency to the excitation wavelength, which was observed to be only 0.7% 
of the source light for the 11.1% aperture area. Should this leaked light become significant, it 
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might be desirable to add an optical element such as a bandpass filter on top of the cavity to 
absorb this undesired leakage. 
 
Figure 3.6 a) Measured excitation (in black) and emission (in red) of the device having 11% 
aperture. The inset shows the zoomed in emission spectrum b) Experimental (in solid diamonds) 
and simulation (in blue line) efficiencies for various aperture openings c) Simulation studies 
showing how the quantum yield affects the efficiency at a fixed aperture area d) Simulation 




Monte Carlo ray tracing simulations further corroborate our experimental data and 
illustrate possible efficiency enhancements with various materials improvements. Monte Carlo 
models are regularly used to simulate LSCs to predict device performance.313233 Here, we use a 
modified version of an LSC model used in previous works.27  
There are multiple factors that affect the efficiency of the devices, of which one easily 
tunable factor is aperture area. A larger aperture area results in higher efficiencies due to fewer 
necessary reflections within the cavity, ultimately minimizing losses associated with multiple 
non-unity reflections. Larger apertures, however, directly affect how much of the top surface 
area is covered by the absorptive layer, resulting in a reduced ambient contrast. Hence, there is 
an inherent trade-off between ηextract and the ambient contrast ratio. To this end, we measured 
efficiencies of devices with six different aperture areas, from 0.17% to 84% and these results are 
shown in Figure 3.6b, where the diamonds refer to experimental results and the simulation 
results are shown in blue. Experimental results show that ηextract can be modulated from 35.8% to 
51.3% with varying aperture areas. The simulation matches well with the experimental data at 
smaller aperture areas, but there lies a discrepancy at larger aperture areas. We attribute this 
difference to the machined aluminum caps, which introduce deviations from the desired 
reflectance, particularly at the corners of the interior surfaces. Larger aperture area caps are 
predominately comprised of these corners and exhibited reduced reflectance compared to the 
smaller aperture area caps. We propose that reflective caps fabricated with high quality, flat 
optical surfaces could mitigate this discrepancy and would follow the simulated efficiency 
results. 
In addition to the aperture area, another important factor affecting ηextract of the device is 
the quantum yield of the luminescent layer. Higher quantum yields result in a higher efficiency 
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due to suppression of non-radiative processes. Figure 3.6c illustrates this dependence of 
quantum yield on a device with 11.1% aperture opening. In the case of unity quantum yield, the 
simulation predicts an efficiency of 57%, which is nearly twice that of the conventional color 
filter array (i.e., 33.3%).  
 
Figure 3.7 Radiance pattern of the device showing wide-view emission. 
 
 
Loss of efficiency in the extraction of photons from the aperture also stems from 
imperfect reflectance on the interior surfaces of the cavity. A fraction of the emitted light will be 
absorbed by the metal layer, reducing ηextract. The simulations assume a reflectance of 96% for 
the interior surfaces that are silver sputter-coated. Figure 3.6d shows the simulation results of 
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devices with various interior surface reflectivities for three different quantum yields. As 
expected, ηextract increases with surface reflectance due to minimized absorption losses by the 
metal layer.      
 
Figure 3.8 Atomic force microscopy image of QD film showing the surface roughness for a 625 
µm2 area. 
 
One of the most important aspects of a display that dictates its specific application is its 
viewing angle.34 Wide viewing angles are usually preferred for large displays and televisions 
whereas small, portable electronics typically employ narrow viewing angle focused on directing 
emission normal to the surface for single-user purpose. 35 We measured luminance of the device 
at every 5° and compared the results to a ray tracing simulation (see Figure 3.7). The measured 
luminance shows a broad viewing angle with a dip at the normal direction whereas the 
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simulation predicts the highest luminance at 70°. Since the luminesced light trapped within the 
waveguide is traveling laterally, the photons having a higher emission angle are more likely to 
escape the device, explaining the higher luminance at high angles. However, in the experimental 
study the QD film is not optically smooth as per the AFM image in Figure 3.8 which may 
explain the deviation from the simulation. It is important to note that a fully assembled display is 
composed of multiple layers, which introduces complexity into the emission pattern36 and 
additional optics could be utilized to modify the viewing angle as needed.37 
 
Figure 3.9 Photograph of the assembled device (12 mm diameter film is sitting on a 25 mm 
DBR) under dark conditions when the backlight is on. 
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To demonstrate the proposed device performs well under high ambient light, we took 
photographs of the device when the backlight is on. Figure 3.9 shows the device under dark 
ambient light conditions and Figure 3.10 shows the same device under high ambient light 
conditions. Emission from the aperture is still clearly visible demonstrating the suitability of the 
proposed display architecture. 
 
Figure 3.10 Photograph of the device under high ambient light. Light emission from the aperture 
is clearly visible demonstrating sunlight readability. The device consists of a 12 mm diameter 
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MICROPIXEL ARRAY DESIGN FOR PORTABLE LUMINESCENT MICROCAVITY 
DISPLAYS 
 
4.1 Introduction and Motivation 
The single pixel demonstration serves to optimize the optics within the cavity and study 
the physics of the proposed architecture, however, it is not of reasonable dimensions for a pixel 
in a display panel and further demonstrates only one, single pixel. The current portable 
electronics industry demands displays with large pixel arrays, where each pixel is on the order of 
micrometers in size. Figure 4.1 shows an optical image of 15” Apple Macbook Pro display.1 
Each subpixel has a lateral width of about 60 µm. Due to having smaller display sizes, tablets 
and phones have even smaller pixels. This chapter introduces a micrometer sized pixel array 
using the strategies studied in Chapter 3. 
 





4.2 Design and Microfabrication 
 Figure 4.2 shows the schematic of a microscale pixel array. Individual pixels are 
fabricated by polymerizing QD films inside of fabricated holes and can be individually addressed 
with light sources placed underneath each pixel. Conventional LCDs use a single backlight and 
turn the desired pixels on and off by applying an electric field, which controls the polarization of 
the liquid crystals to either block or transmit the emitted light. Our microcavity design is not a 
complete display but a subcomponent without liquid crystals, so we utilize individual light 
sources for each pixel. The mode of operation is very similar to the single pixel design. 
Diffraction due to smaller pixels is not a concern in our design because the size of the pixels are 
still more than 10 times the wavelength of the light used (i.e., 635 nm).2 
 
 
Figure 4.2 3D schematic of micropixel array design (left) and cross-section view of an 
individual pixel.  
 
 We used microfabrication techniques to produce micropixel array device. The desired 
pattern can be transferred to the substrate using micro and nano-lithography techniques which 
have been developed thanks to semiconductor industry.3 In addition to photolithography 
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techniques other approaches to lithography were also developed: holographic lithography,4 
nanoimprinting lithography,5 and soft lithography.6 In photolithography, a custom-made 
photomask with the desired pattern is transferred onto a photoresist which is a light-sensitive 
chemical by using light (Figure 4.3). 3 A development process takes place after the exposure to 
the light. 
 
Figure 4.3 Step-by-step photolithography process. Depending on the chemistry of the employed 
resist exposed or non-exposed pattern can selectively stay on the substrate3.  
 
 The microscale pixel array is fabricated from a thin silicon wafer (200 µm) oriented in 
(100) direction. Figure 4.5 illustrates the microfabrication process flow. First, a thin layer of 
Si3N4 is deposited on the Si wafer as a mask layer for a subsequent KOH wet etch. The holes 
(pixels) are patterned via standard photolithography as mentioned above and the Si3N4 layer is 
then selectively etched to expose the Si using inductively coupled plasma reactive ion etching 




Figure 4.4 SEM micrograph showing 2 pixels after patterning and selective nitride removal. 
 
An anisotropic etchant, potassium hydroxide (KOH), is used to etch Si, resulting angled 
sidewalls.7 Aqueous KOH etching has been used in the microelectronics industry in the 1980s 
and production of VMOS transistors, pyramids for field-emitter arrays, and thin-wall Josephson 
junctions.8 KOH etches silicon’s planes at a different rate, giving angled sidewalls. It has been 
suggested that monolayers silicon dioxides or silicates can preferentially coat each atomic plane.9 
After the completion of etching, holes that permeate through the entire Si wafer are laser drilled 
and Figure 4.6 shows an SEM micrograph of a fabricated pixel array post-laser drill. In the laser 
drill process, a tightly focused laser beam continuously heats the sample and material is removed 
by evaporation. During the laser drilling, some of the evaporated Si deposits the sidewalls. To 
achieve smooth sidewalls, a second round of KOH etching is performed. Figure 4.7 shows the 
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SEM images of a sample before and after the second KOH etching. The pixel array is then 
sputter-coated with silver as the reflective layer. 
 
 
Figure 4.5 Process flow to fabricate micropixel array. 
 
The next step is the polymerization of the micropixel array inside the holes. It is 
important to avoid any agglomeration of QD in a polymer-QD composite since any 
agglomeration inevitably reduces the efficiency of the luminescent layer. It has been shown that 
poly(lauryl methacrylate) (LMA), along with a high concentration of cross-linker ethylene glycol 
dimethacrylate (EDGMA), can be used to achieve well-dispersed QD.10 A very similar 
procedure, with the addition of UV photoinitiated polymerization to speed up the polymerization 




Figure 4.6 a) Fabricated micropixel array after laser drilling process comparing the drilled pixels 
(bottom 3 row) with intact pixels b) A single pixel after laser drilling. 
 
 
Figure 4.7 SEM images of a single pixel after laser drilling process. a) and b) are taken right 
after drilling. c) and d) show the pixel after a brief KOH etching. Smooth sidewalls can be 
obtained after the second KOH etching. 
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Specifically, Lauryl Methacrylate and EDGMA cross-linker are introduced to a flask at a 
10:1 concentration ratio. Using a syringe, several drops of Trioctylphosphine (TOP) is placed 
into the flask as a surfactant. CdSeS/ZnS alloyed quantum dots in toluene are introduced to the 
flask. Afterwards, a rotary evaporator is used to remove the solvent. Polymerization of the QD-
PLMA film inside the holes is performed by using a PDMS slab as a temporary substrate on the 
back side to prevent leakage of the QD-LMA monomer solution prior to polymerization. The 
prepared liquid fills the etched patterns with the push of liquid from a pipette. After the filling, 
UV illumination is used to polymerize the film inside a glovebox. For a relatively low 
concentrated film, it takes around 30 minutes of curing time. After fully curing of the polymer, 
any film remaining on the non-patterned Si wafer is removed using a razor blade. The final step 
is to apply an absorptive material over the external surface of the device; here, we use a thin 
membrane of bPDMS. Holes are generated in the bPDMS film using a needle under a 
microscope to align with the pixels. 
 
4.3 Results 





A sample with 69 pixels was used to measure ηextract of the optical microcavity array. For the 
micropixel array sample, we define IS as the intensity of light at the excitation wavelength with 
an empty pixel array (i.e., prior to polymerization). The output, IPL, is then measured after 
polymerization with the QD-PLMA film. ηextract is then calculated from the above equation. 
Figure 4.9 shows the input spectrum (in black) and emitted light as well as the leakage (in red). 
The ηextract of this micropixel array is calculated to be 52.2% with a leakage of 20.1%. Increasing 
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the optical density of the QD-PLMA film might result in a higher ηextract by reducing the 
transmittance through the film, thereby reducing the leakage. Alternatively, a thicker Si wafer 
can be used that allows thicker QD film which reduces leakage, resulting in a higher ηextract. 
 
Figure 4.8 SEM micrograph showing 4 pixels filled with QD film. The patterned pixels are 
almost completely filled with some meniscus effect at the edges which is an effect of capillary 
action due to surface tension in the monomer:QD solution.   
 
Image of the micropixel array with randomly patterned pixels under dark ambient 
conditions are shown in Figure 4.10. The image is taken when the backlight is on at low ambient 
light and the light emission is clearly seen at the central region of the sample for each pixel. On 
the other hand, Figure 4.11 shows the device when the backlight is on and the device is 
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illuminated with bright artificial ambient light and here, light emission is still observed for each 
pixel, paving the way towards a device that is readable under high ambient light conditions such 
as a sunny day or very bright indoors. We also observed the device when placed under a 
substantial ambient light with the backlight off (picture not shown). The overall device is 
perceived as very dark, again indicating substantial absorption of ambient light suitable for high 
ambient contrast ratio displays.   
 
Figure 4.9 Spectra of emission (in red) and control (in black) are shown. The intensity of light at 





Figure 4.10 Photograph of the fabricated micropixel array design having several randomly 
patterned pixels under dark ambient conditions.Light is extracted from 80 µm openings. 
 
 In summary, the motivation of this work is to demonstrate the proof-of-concept 
luminescent cavity design that was mentioned in the previous chapter can be miniaturized and 
can include multiple, individually addressable pixels. We have combined traditional 
microfabrication techniques (photolithography, wet etching, and deposition) with laser drilling to 
define spaces to fill QD films. We have shown an extraction efficiency of 52.2% while 20.1% of 
94 
 
the source light passes through the device without getting absorbed. The pictures of the devices 
taken in both dark and intensely illuminated conditions show the potential of the design as a high 
ambient contrast ratio device.  
 
Figure 4.11 Photograph of the micropixel array taken under bright ambient light when the 
backlight is on. Light extraction from the pixels (at the center of the image) can be observed. The 
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SUMMARY OF WORK AND FUTURE OUTLOOK 
 
5.1 Summary of Work 
This dissertation has focused on various designs to manage the light spectrum for 
photonic devices to achieve higher efficiencies. Due to broadband nature of most of the light 
sources and narrow-band sensitivity of detectors (e.g. a photovoltaic cell), spectrum management 
such as splitting, up-converting or down-converting the incoming light offers better performance.   
 Chapter 2 tackles the problem of single-junction photovoltaic cells’ inefficient 
utilization of the energy contained in the full spectrum of sunlight which is the greatest source of 
loss in conventional solar cell designs. To overcome this deficiency, we propose a multi-junction 
system that laterally splits the solar spectrum onto a planar array of single-junction cells with 
different bandgaps. As a first demonstration, we designed, fabricated, and characterized 
dispersive diffractive optics which spatially separated the visible (360-760nm) and near-infrared 
(760-1100nm) bands of sunlight in the far field. Inverse electromagnetic design was used to 
optimize the surface texture of the thin diffractive phase element. An optimized thin film 
fabricated by femtosecond two-photon absorption 3D direct laser writing shows an average 
splitting ratio of 69.5% between the visible and near-infrared light over the 380-970nm range. 
The splitting efficiency is predicted to be 80.4% assuming a structure without fabrication errors. 
Further design optimization and fabrication improvements have the potential to improve the 
splitting efficiency under direct sunlight, allow for a more compact geometry, and ultimately 
incorporate a greater number of photovoltaic bandgaps. 
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Chapter 3 deals with improving efficiency and ambient contrast ratio of liquid crystal 
display (LCD) devices. LED-backlit (LCD) devices currently dominate the color display market, 
in part because they are relatively inexpensive and reliable to produce. LCD produces color by 
filtering white light through color filters placed adjacent to the liquid crystal (LC) layer. Each 
sub-pixel of the display contains a color filter to output either red, green or blue light. Since the 
color filter eliminates two out of three colors of the RGB (red-green-blue) spectrum, there may 
be substantial losses in optical intensity, which leads to higher power requirements. Another 
issue with LCDs and in general displays is they may suffer from a low ambient contrast ratio 
because of reflection of external light from the front surface. To mitigate these issues, we 
propose a proof-of-concept optical microcavity comprising an enclosed cavity having a front 
wall and a back wall, where the front wall comprises a pinhole opening for emission of light 
from the cavity and the back wall is configured to transmit light into the cavity. An outer surface 
of the front wall absorbs some or substantially all optical wavelengths of externally incident light 
so as to appear black. An inner surface of the front wall and sidewalls comprises a high light 
reflectivity to promote photon recycling within the cavity and light emission through the pinhole 
opening. We achieved a photon extraction efficiency of 40.9% for devices having 11% opening 
area which is significantly better than the theoretical maximum possible efficiency of an 
absorptive color filter of 33.3%. 
Portable displays have a pixel pitch of around 50-250 µm. To demonstrate our proof-of-
concept design can be integrated into modern portable electronic displays, Chapter 4 focuses on 
producing micropixel arrays. We have designed, fabricated and characterized devices having 
tens of pixels with each pixel having a size of 80 µm. We used microfabrication techniques such 
as photolithography, wet etching, plasma etching, and sputter deposition to define the pattern. 
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Laser drilling is used to generate through holes where QD film can reside. Photon extraction 
efficiency of the individually addressable, micropixel array was measured to be 52.2% with 
20.1% of the light going through the array without getting absorbed (i.e., leaked).   
 
5.2 Future Outlook 
 Although this dissertation focuses on improving efficiency and ambient contrast ration of 
LCD devices, the idea of cycling photons inside a micro-cavity and allowing the extraction of 
photons from only a small opening in the front wall can potentially benefit OLED displays, in 
addition to LCDs because of the employed metal cathode in OLED displays, reflection of 
ambient light is a big concern12. Some modifications to the proposed design are necessary to be 
integrated into OLED displays. The back wall may comprise an organic emissive layer for 
generating light of a predetermined wavelength range (or desired color) in the cavity, such that 
the subpixel is part of an OLED. The OLED does not employ a backlight; rather, it relies on 
electrically driven photon emission from the organic emissive layer, which may comprise an 
organic semiconductor. By utilizing a top-emitting organic emissive layer and surrounding it 
with highly reflective front and side wall surfaces, leaving only a small opening through the front 
wall, an OLED comprising an optical cavity may be formed. For the device to function 
efficiently, reabsorption of emitted photons inside the cavity is preferably minimized. Thus, the 
organic emissive layer may have a large Stokes shift. A suitable organic semiconductor may 
comprise 4-(dicyanomethylene)-2-tert-butyl-6-(1,1,7,7-tetramethyljulolidin-4-yl-vinyl)-4H-pyran 
(DCJTB). A phosphor may or may not be included within the cavity; light of a desired color may 
be emitted directly from the organic emissive layer, and since a bandpass filter is not needed for 
light transmission into the cavity, down-conversion is not required to prevent escape of the light. 
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In addition, the need for circular polarizers, which are typically required for OLED displays, may 
be eliminated. 
 While flat luminescent layers are useful for proof-of-concept, alternative geometries 
could result in even better performance. In the luminescent solar concentrator (LSC) literature, 
alternatives for planar LSC exist, such as cylindrical LSCs, which have been shown to have 
higher geometric concentration ratio (up to 1.9 times the planar geometry).34 For our purposes, 
this means concentrating light into a smaller aperture and thus, having a higher contrast ratio. On 
the quest for exploring alternative geometries, looking into methods of tapering the sidewalls of 
the luminescent concentrator as a route towards simplifying the fabrication process while 
potentially reducing losses through the edges of the device might be desirable. Specifically, a 
hemispherical shape is one example of a tapered geometry. There is a literature dating back to 
1980s on making hemispherical microlenses out of a polymer or glass.5 One of the earliest 
demonstrations was the fabrication of Fresnel zone plates made of PMMA using e-beam 
lithography.6 A few years later, photosensitive glass (i.e., glass doped with metal colloids such as 
silver) was used to make microlens arrays.7 Another method of producing microlenses is by 
taking advantage of the optically induced swelling of optical recording materials such as 
dichromated gelatin.8 Micron-sized graded index (GRIN) lenses, which have refractive index 
modulation throughout the substrate, were also produced. A common way of producing GRIN 
lenses is by using ion diffusion,8 but porous silicon lenses can also be used to achieve more 
drastic refractive index modulation and it is a technique used in our lab.9 One of the most 
straightforward and efficient methods to make microlenses is to use thermal reflow process.10 
Thermal reflow of photoresist is a method pioneered by Popovich11 in 1988 and it is currently the 
method of choice to produce luminescent hemispheres. In this method, microlenses are produced 
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by heating the patterned photoresist layer. The most energetically favorable configuration of the 
liquid resist is the hemisphere. A wide range of microlenses have been fabricated with diameters 
ranging from 5 µm to 1000 µm.1213 Once a microlens is made out of photoresist, it is possible to 
convert this pattern to another material. Microlens photoresist arrays have been transformed into 
a metal mold by electroplating,14 with the metallic master mold then used to produce 
thermoplastic microlens arrays with a hot embossing method.15 One way to produce 
hemispherical luminescent layers is to electrodeposit a conductive material to the microlens 
pattern. The capacity to do this is readily available as electrodeposition of various materials is 
performed in our laboratory. Afterward, this mold can replace one of the flat quartz layers used 
to make luminescent films and produce the desired hemispherical shape. An alternative method 
of producing hemispherical QD-polymer shape is using UV curable resins mixed with the 
appropriate QD directly without any microfabrication. It has been shown as early as in 1997 that 
microlens arrays can be fabricated by putting small droplets of UV curable resins or optical 
adhesives to a substrate. By the action of surface tension, these droplets reform into a spherical 
shape.16 These small droplets can also be placed with the help of an ink-jet printer.17 Here at 
UIUC, researchers have used electrohydrodynamic jet (E-jet) printing to write a QD-polymer 
mixture and used UV light to polymerize a luminescent layer.18 It is important to note that 
changing the geometry of the luminescent layer will not affect the rest of the fabrication methods 
of the luminescent microcavity. The method of assembly is to place the luminescent layer on the 
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