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For a simplified model of a competition which incorporates an inherent 
advantage (as service in tennis) it is shown that the probability of winning is 
independent of whether the two contestants alternate this advantage or whether 
the contestant who wins a part of the competition (e.g., a game in tennis) is 
permitted to have this advantage for the next part. 
1. 1NTRoDucTi0~ 
There are many ball games and various other competitive pastimes of 
widely differing types. One consistent feature however is that there is often 
some inherent advantage (or disadvantage) such as service in tennis or 
playing white at chess. The rules of these games are usually such that this 
advantage is shared between the competitors in some manner. 
Over the years there have emerged two fundamental methods for 
achieving this. Firstly, there are games in which this advantage is alternated 
regularly between the two sides. For example service in tennis changes 
every game, chess players play white and black in alternate games, and 
table-tennis players switch serve after five points. The second ru.le is where 
the side to hold this advantage is chosen as a result of the previous point, 
game, goal, or whatever the case may be. Examples here are probably more 
numerous than those for the first rule. In football (soccer) the nonscoring 
side kicks off following a goal (no advantage, probably, but this is an 
example of this second rule). In bowls and golf the winner of the 
previous end or hole plays first or tees off first, respectively. In squash 
rackets and doubles at badminton the winners of one game serve at the 
start of the next game, and in fact within each game the same rule applies 
to points. As a final example, Rugby fives is a game where one only scores 
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points when one receives and the priviledge of receiving first in a game is 
again given to the winner of the previous game. 
To compare these rules a simplified model is defined for a match and 
a notation is adopted which, in the light of the above examples, should be 
understood to have a more flexible meaning. The advantage feature 
described above will be called “‘service” and two players A and B will play 
“games” in competition with each other in which either A or B will have 
the advantage of service. He will then be said to “serve” that game. 
A serves the first game of the match which consists of the best of an odd 
number of games. 
It is supposed that x and y represent the probabilities of A winning 
a game that he and B serve, respectively. The probability that A wins a 
match N/K is denoted by P(N/K) and the probability that A wins a match 
by N/K,, N/K,, or N/Km is denoted by P(N/K, , Kz ,..., Km). 
Finally, to avoid needless repetition of inequalities between integers 
the convention is adopted whereby the binomial coefficient (i) is under- 
stood to be accompanied by the condition a > /I when necessary. This 
may mean that in a summation such as CL,, i may be implicitly restricted 
more than just by 0 < i < N. 
The central result proved here for this model is that the probability of A 
winning the match is exactly the same for the two rules: (i) A and B serve 
alternate games, and (ii) the winner of one game serves the next. 
This would mean, to take the specific example of a “short” set (best of 
11 games) in tennis, that it would make no difference to A’s chances of 
winning whether they take turns serving in the conventional way or 
whether the winner of one game retains service. This, of course, is based 
on the probabilities defined above remaining the same and not changing 
due to the psychological effect of the different rule. But it is a surprising 
result when one considers how seldom the top players lose their serves. 
2. RULE 1: WINNEROFQNE GAME SERVESTHENEXT GAME 
LEMMA 2.1. The pvobabiiity that A beats B by N games to K itz a match 
the best of 2N - I games is given by 
P(fl/K) = i (;)(;I ;) x”-‘(1 - x)’ ~‘(1 - Y)~-~, KfO 
V=l 
- XN 
? K= 0. 
This can be shown as follows. Suppose A loses Y games on his own service, 
so that B wins P games on A’s service. Clearly r < K. Since A can lose his 
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service game when his score is anything from 0 to N - 1, there are (f) 
ways that he can do this. 
Having won service B can lose his serve when his score stands at 0, I,..., 
or K and clearly must lose serve for the last (uth) time when his score is K. 
B therefore loses his serve r times of which the first Y - 1 can be at any time 
when his score is l,..., K - 1. He can do this in (:I;) ways: r 3 1, inde- 
pendently of when A loses his service games. 
The probabilities of A winning N - I” games on his own service and 
r games on B’s service are xN-+” and Y’~, respectively and of losing I’ games 
on his own service and K - r games on B’s service are (1 - x)~ and 
(1 - Y)~-~, respectively. Recalling that overall there are (~)(~z:) ways for 
which these probabilities apply and that I’ can be any number from 1 to K, 
the probability of A winning N/K, K # 0, can be seen to be that given by 
Lemma 2.1 above. Clearly when K = 0, A wins N games in a row with 
probability xN. 
LEMMA 2.2. The probability that A beats B in a match the best of 2N - 1 
games is given by 
P(N/O, I,..., N - 1) = f y (-l)i+j-N (yji” j ‘)ii z<y I) .$vj. 
i-1 3=0 
itjaN 
Since A can beat B by any of the scores N/O, N/l, N/2,..., N/N - 1 the 
probability of A beating B is given by 
N-l. 
Lemma 2.1 therefore shows that 
P(N/O, l,..., N - 1) 
where (I - x)’ and (1 - v)~-~ have been expanded. The coefficient of X~JI’ 
in this expression is obtained by retaining those terms for which 
s=r+i-N, t-j-r. 
Clearly there are restrictions on these integers implied by 0 < t ,< K - Y 
and 0 < s < r and these may be written 
N--r<i<N, r<j<K. (2.1) 
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The coefficient x”y’ is then 
where the new ranges of summation are consequences of (2.1). When j = 0, 
there is just the term xN. 
Since 
this may be written 
(-l)i+j-N (Tj ? (FI:j Tipi iN i ,j(lI :j, 
K=j .I 
j f 0. 
The sum 
so that finally the coefficient of x”yj takes the form 
(-l)i++N (Yj(“i ‘,j” ;“-; “j, j # 0. 
In fact, when j = 0, i = N from (2.1) and this expression reduces to 1 
which is the coefficient of P. Lemma 2.2 immediately follows. 
3. RULE 2: A AND B SERVE ALTERNATE GAMES 
LEMMA 3.1. The probability that A beats B in a match the best of 
2N - 1 games is giuerz by 
P(N/O, I,..., N - 1) = iI 2 (-l)i+-N !yj(Ny ‘)ii ijl ‘j X~JI~. 
itj>N 
Let g, be the probability that A wins 11 games in a match consisting of 
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N games with A serving plus N - 1 games with B serving. The probability 
generating function is 
G(5) = c g2 = (xf + 1 - x)“(yf + 1 - y)N-1 
?L=O 
= [I + x([ - l)]“[l + J’(E - l)]“-1. 
The probability that A will win the match is given by 
g, + g,V+l + “’ + g&V-, 
which is the coefficient of ,$” in G(e)(l + t-l + E-” + ...), or the coeffi- 
cient of fN--l in G(E)/(E - 1). 
The coefficient of xiyjtN--l in G([)/([ - 1) is clearly 
(y)(” J ‘)(i z.Ly ‘) (-l)(i+j-l)-‘N-1) 
ifi+j>N,i>,1andzeroifiTj<Norifi=0.Hence,Lemma3.1 
follows. 
4. COMPARISON OF SCORING SYSTEMS 
THEOREM. The probability that A wins a match the best of 2N - 1 
games is independent of whether A and B serve alternate games or whether 
the winner qf one game serves the next game. 
This follows immediately on comparison of Lemmas 2.2 and 3.1. 
5. EXAMPLES 
Figure 1 shows how P(N/O, l,..., N - 1) varies for different values of x 
and y in the case of a short set (best of eleven games) in tennis. The five 
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curves give P as a function of x for the five given values of y. For example, 
if the probability of B holding his service game is 0.7 ( y = 0.3) and if A 
can expect to hold his serve seven times out of ten (x = 0.7), A has a 
probability 0.5543 of winning the match. When x = y = 0.5, A has an 
even chance of winning any game and obviously the probability of him 
winning the match is also 0.5. 
In a game such as tennis where service can be such an advantage it 
would obviously be unfair to B for the match to consist of only the best 
of three games, say. The question arises as to how many games need to be 
played to give two equal players a reasonably equal chance of winning, 
whoever starts serving. In Fig. 2, A’s probability of winning the match is 
shown for when A and B play the best of 1, 3, 5,..., 21 games. Curves have 
been drawn through the values of P for (x, y) = (0. I, 0.9), (0.2,0.8) ,..., 
(0.9, 0.1). These are cases in which both players are equally likely to hold 
their own serve. It is interesting to see that these probabilities converge 
only very slowly to 0.5. Tn fact it is an easy consequence of the central limit 
theorem that for x + y = 1, P approximates to 
4 $ $-(x - *){Tx( 1 - x)(N - 1)}-1:” 
when x(x - l)(N - 1) is large. As an example, when x = 0.8 and y = 0.2, 
playing the best of 21 games only brings A’s probability of winning down 
to 0.5671 which still gives him a distinct advantage (the above approxi- 
mation gives the value 0.5669 in this case, where x(x - l)(N - 1) = 1.6 
has been taken as large). This is consistent with the fact that many games 
have evolved different finishing systems such as the “long set” in tennis 
where play continues until one player has a clear two-game lead. 
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