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La aparición de redes neuronales profundas ha provocado un gran progreso en el ámbito de la
biometría. Los sistemas de reconocimiento facial son cada vez más utilizados y cada vez requie-
ren una mayor precisión. Un modo habitual de mejorar estos sistemas es el refuerzo mediante
atributos característicos de cada persona, los llamados soft biometrics. El género, la edad o la
raza son algunos de los atributos más habituales.
Al analizar el rendimiento de los sistemas de reconocimiento facial se observan diferencias
dentro de cada grupo demográﬁco. Atendiendo al género, las mujeres son las que peores re-
sultados obtienen. Para el caso de la raza, son las personas de raza negra o asiática las que
normalmente presentan más diﬁcultades en el reconocimiento facial. Este problema radica prin-
cipalmente en los conjuntos de entrenamiento con los que los modelos han aprendido. Estos no
suelen estar balanceados y se reﬂeja en los resultados cuando analizamos cada clase. Normal-
mente las bases de datos incluyen más hombres y más identidades de raza blanca.
En este trabajo se desarrollan sistemas especíﬁcos para los grupos demográﬁcos de género y
raza. Los resultados experimentales demuestran que utilizando modelos entrenados con imágenes
pertenecientes a una única clase se mejora el rendimiento de un sistema de reconocimiento facial
genérico que ha sido entrenado con imágenes de todas las clases.
Se proponen también dos estimadores para los atributos de género y raza. Se compara el
rendimiento del sistema cuando la información de dichos atributos es obtenida de manera manual,
es decir mediante etiquetas y cuando se extrae de manera automática.
Además se propone un sistema más completo que fusiona la información de género y raza.
Y se analizan las alternativas de fusión a nivel de features y a nivel de scores.
Palabras Clave
Reconocimiento Facial, Reconocimiento Biométrico, Redes Neuronales Convolucionales, Tri-
plet Loss, Género, Raza, Soft Biometrics.
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Abstract
The research in deep neural networks has produced a great improvement in the world of
biometrics. Facial recognition systems are used more often and require a higher accuracy. A
common way of improving these systems is the reinforcement through characteristic attributes
from each person which are known as soft biometrics. The gender, age or ethnic group are the
most common attributes.
Analyzing the performance of facial recognition systems, diﬀerences are observed within each
demographic group. Considering the gender, women obtain the worst results. Regarding the
ethnicity group, dark skin persons or asian have more diﬃculties in the facial recognition. This
problem is mainly due to the training sets used for the learning process of the models. These are
not usually balanced and that is reﬂected in the results obtained for each class. Usually datasets
include more men and more white race identities.
In this project, speciﬁc models are developed for the demographic groups of gender and
ethnicity. The experimental results show that using trained models with images from a single
class, it is possible to improve the performance of a generic facial recognition system trained
with images from all classes.
Two estimators for the gender and ethnic group attributes are also proposed. System per-
formance is compared when race and gender information is obtained automatically or manually,
through label.
Moreover, a more complete system is proposed combining gender and ethnic group informa-
tion. Proposing a fusion of this information at the scores or the features level.
Key words
Face Recognition, Biometric Recognition, Convolutional Neural Network, Triplet Loss, Gen-
der, Race, Soft Biometrics.
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En los últimos años, los avances en el reconocimiento facial son cada vez mayores. Con la
aparición de las redes neuronales profundas, el progreso es cada vez más rápido y las alternativas
se disparan. El desarrollo de DeepFace [27] en 2014, supuso una revolución en el ámbito del
reconocimiento facial. Este sistema cuenta una amplia base de datos, como es Facebook. Esto
supone una gran ventaja a la hora del entrenamiento de las redes. Tanto Facebook como Google
mantienen privadas las bases de datos con las que entrenan sus modelos. Por esta razón surge la
necesidad de crear amplias bases de datos y arquitecturas para obtener resultados competentes.
Incluso sistemas de reconocimiento facial desarrollados por grandes compañías como Google
tienen errores. En 2015 el algoritmo de Google Photos cometió el inapropiado error clasiﬁcando
a una pareja de raza negra en la categoría de gorilas. Posteriormente, el error fue subsanado
eliminando directamente la categoría de gorilas [1]. Lo que plantea la idea de que determinadas
razas presentan más diﬁcultades para los sistemas de reconocimiento facial. Esta es una de las
motivaciones de este trabajo. Estudiar las diﬁcultades que presentan las distintas clases de los
grupos demográﬁcos de género y raza para sistemas de reconocimiento facial.
Muchas de las bases de datos actuales con las que se entrenan los modelos de reconocimiento
facial no están balanceadas, atendiendo al género y la raza. En la mayoría de los casos el número
de hombres es superior al de mujeres, y el número de personas de raza blanca es superior al
del resto de razas. Esta es una de las razones por las que el rendimiento de los sistemas no es
el mismo para cada grupo demográﬁco. Las mujeres y las personas de raza negra son las clases
que peores resultados obtienen [14], [6]. En el caso de las mujeres hay artículos que atribuyen
los malos resultados al uso de maquillaje, lo que hace que aumente la variabilidad intra-class.
En [14] se hace hincapié en la importancia de los conjuntos de entrenamiento. Se demuestra
que un entrenamiento con imágenes de una sola clase puede mejorar el rendimiento de un
sistema general. Por ejemplo, las mujeres obtendrán mejores resultados con un sistema entrenado
únicamente con mujeres que utilizando que uno entrenado con hombres y mujeres.
Esta es la motivación principal de este trabajo. Conseguir mejorar el rendimiento de un
sistema de reconocimiento facial, entrenándolo para cada una de las clases de los grupos de-
mográﬁcos de género (femenino y masculino) y raza (asiática, blanca, negra). Estos han sido
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los grupos demográﬁcos estudiados porque según [7], junto con la edad, son los atributos más
discriminatorios.
1.2. Objetivos
El principal objetivo que persigue este trabajo es la mejora de un sistema de reconocimiento
facial que ha sido entrenado con una base de datos no balanceada mediante el entrenamiento
de modelos para cada clase de los grupos demográﬁcos de género (masculino y femenino) y raza
(asiática, blanca y negra).
Para lograr este propósito, se marcan los siguientes objetivos especíﬁcos:
Analizar la complejidad que presenta cada clase de los grupos demográﬁcos de género y
raza en el reconocimiento facial.
Desarrollo de los modelos especíﬁcos para cada una de las clases, partiendo de los modelos
pre-entrenados del estado del arte VGGFace y Resnet50.
Desarrollo de dos estimadores automáticos de los atributos de género y raza. Se comparará
el rendimiento del sistema completo cuando la información de género y raza se obtiene de
manera automática o mediante etiquetas manuales.
Implementación de un sistema completo, el cual aprovecha la información tanto de género
como de raza para mejorar el reconocimiento facial. Se proponen dos métodos de fusión,
uno de ellos a nivel de features y otro a nivel de scores.
1.3. Estructura de la memoria
Este trabajo está organizado de la siguiente manera:
Capítulo 1 : Plantea la motivación, los objetivos y la estructura de este trabajo.
Capítulo 2 : Resume el estado del arte. Ofrece una introducción a la biometría y a los soft
biometrics así como un resumen de artículos de interés relacionados con este trabajo.
Capítulo 3 : Describe las bases de datos utilizadas en este trabajo.
Capítulo 4 : Describe los métodos propuestos para la realización de este trabajo.
Capítulo 5 : Detalla los experimentos llevados a cabo, así como los resultados obtenidos en
cada uno de ellos.
Capítulo 6 : Expone las conclusiones obtenidas y el trabajo futuro.
2 CAPÍTULO 1. INTRODUCCIÓN
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Trabajos relacionados. Estado del arte
En este capítulo, se introducen brevemente algunos conceptos comunes de los sistemas biomé-
tricos. Centrándose principalmente en los soft biometrics y sistemas de reconocimiento facial. Se
resumen algunos de los trabajos más relevantes y que son de especial interés para la realización
de este trabajo.
En concreto se hablará de los distintos usos que se les puede dar a los soft biometrics. Se
comentarán distintos modos de extracción automática de atributos faciales. Para terminar, se
comentará un trabajo que analiza el impacto de algunos soft biometrics demográﬁcos en el
reconocimiento facial.
2.1. Introducción a la biometría
Un sistema de reconocimiento biométrico es aquel que hace uso de rasgos propios de las
personas a la hora de su autenticación. Cada vez es mayor el uso de estos sistemas en nuestro
día a día. Dos de las razones fundamentales son la comodidad que ofrecen, ya que no es necesario
un objeto, como una llave o una tarjeta, o la necesidad de recordar una contraseña, a la hora de
autenticarse. La otra de las razones es la seguridad que estos sistemas garantizan, lo que hace
que sean bien acogidos por la mayoría de la población.
Para garantizar la comodidad y seguridad de los sistemas biométricos, es necesario que los
rasgos característicos, ya sean físicos (iris, huella dactilar, cara, etc...) o basados en el compor-
tamiento (voz, ﬁrma, tecleo, paso, etc...), cumplan una serie de requisitos [12].
Universalidad, toda persona debe tener ese rasgo biométrico.
Unicidad, el rasgo tiene que ser único de cada persona, para poder distinguir entre dos
sujetos.
Permanencia, que el rasgo se mantenga invariable en el tiempo. O que al menos sea estable
a largo plazo.
Coleccionable, es necesario que el rasgo biométrico se pueda medir cuantitativamente.
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Además, los sistemas biométricos deben tener en cuenta aspectos prácticos como la relación
calidad precio, la robustez ante ataques y la aceptabilidad por parte del usuario. Todos ellos
teniendo en cuenta la aplicación ﬁnal para la que el sistema biométrico se va a utilizar.
Un sistema biométrico puede funcionar de dos modos. Hablamos de identiﬁcación cuando
el sistema realiza una comparación de uno frente a todos los usuarios. Estos usuarios han sido
previamente registrados en la base de datos. La respuesta del sistema será la lista de usuarios
puntuados según el parecido a la muestra a identiﬁcar. La primera identidad de la lista la que
más probabilidades tenga de ser el usuario reclamado. Mientras que en el modo de veriﬁcación se
realiza una comparación entre dos usuarios. La respuesta del sistema será si ambos usuarios son
o no la misma persona, dependiendo de si la comparación supera o no un umbral determinado.
Como es de esperar los sistemas basados en identiﬁcación requieren mayor coste computacional.
Muchos de los sistemas biométricos actuales requieren de instrumentos complejos a la hora
de adquirir los datos con los que posteriormente se realiza el reconocimiento. Esto hace que en
ocasiones sean sistemas poco manejables o de alto coste. Como puede ser el caso de los sensores
para adquirir imágenes del iris, o algunos sensores para la adquisición de huellas dactilares.
No es el caso del reconocimiento facial, uno de los rasgos biométricos más utilizados. Es un
método no intrusivo y apenas requiere colaboración con el usuario. En aplicaciones como por
ejemplo el desbloqueo de dispositivos móviles, donde el entorno está controlado, los resultados
son favorables. Sin embargo, en aplicaciones de videovigilancia suelen aparecer problemas debido
a variaciones de iluminación o de pose, oclusiones, poca resolución en las imágenes, etc. En estos
caso los resultados no son tan buenos. Los avances en el desarrollo de redes neuronales profundas,
ha reducido las tasas de error en los sistemas de reconocimiento facial, incluso en escenarios
complejos [23]. Además se buscan otras técnicas que mejoren el rendimiento de los sistemas de
reconocimiento facial, como puede ser el apoyo de estos sistemas mediante los llamados soft
biometrics.
2.2. Soft Biometrics
Existen múltiples maneras de identiﬁcar a una persona mediante rasgos biométricos, como
pueden ser la ﬁrma, el iris, la huella dactilar, la cara. Sin embargo, algunas de estas caracterís-
ticas biométricas resultan complejas de obtener y en ocasiones se requiere el uso de cámaras o
sensores especiales para recoger la información y posteriormente identiﬁcar a la persona. Existen
otros tipos de características que resultan más sencillas a la hora de describir a una persona,
como pueden ser la edad, el género, la altura, la raza, etc. Estos rasgos los podemos denominar
características blandas, en inglés soft biometrics.
En 1892, Alphonse Bertillon propuso un sistema basado en soft biometrics, utilizando ca-
racterísticas como medidas ﬁsiológicas, la complexión o marcas de cicatrices o tatuajes, para la
identiﬁcación de criminales. Sin embargo, este sistema carecía de automatización, era difícil de
adminstrar y no garantizaba la variación entre individuos [12].
Una de las ventajas que ofrecen los soft biometrics es que estos pueden ser extraídos a cierta
distancia, sin la necesidad de que el usuario esté en contacto con el dispositivo. Además, no
es necesario trabajar con imágenes de alta calidad, como pueden ser necesarios para sistemas
biométricos como el reconocimiento de iris o de huella dactilar. Es por eso que resultan útiles en
aplicaciones de videovigilancia, donde el escenario suele ser más complejo y aparecen inconve-
nientes como oclusiones, variaciones de pose o de iluminación. Otra ventaja que ofrecen los soft
biometrics es la semejanza con la interpretación que puede realizar una persona, es decir, los
soft biometrics resultan fácilmente descriptibles y entendibles para el ser humano. En escenarios
de videovigilancia o forenses, cuando se describe verbalmente al sospechoso puede ser de gran
ayuda.
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Sin embargo, los soft biometrics resultan insuﬁcientes por sí mismos a la hora de reconocer
a un usuario. Es por eso que en la mayoría de los casos sirven como apoyo secundario a sistemas
biométricos primarios. Normalmente con sistemas de reconocimiento facial, debido a su similitud,
ya que la mayoría de soft biometrics son extraídos de características faciales. Aunque también
existen trabajos que estudian la combinación de soft biometrics con otros sistemas biométricos
primarios, como por ejemplo la estimación de género a partir de la huella dactilar, la ﬁrma o la
voz [4]
Los sistemas que utilizan soft biometrics, se pueden clasiﬁcar en tres modalidades, atendien-
do a la manera en la que hagan uso de los soft biometrics (ver ﬁgura 2.1): I) Utilizando los
soft biometrics para el reconocimiento directamente (Bag of Soft Biometrics), II) Reduciendo el
campo de búsqueda al utilizar otro sistema biométrico primario, III) Fusionando soft biometrics
con sistemas biométricos primarios ((hard biometrics).
Figura 2.1: Esquema de las diferentes modalidades con las que se pueden utilizar los soft
biometrics.
I.) Bag of Soft Biometrics
Trabajos previos proponen el reconocimineto de personas basado únicamente en soft biometrics.
Estos pueden ser extraídos de manera automática o manual, y pueden ser únicamente atributos
faciales o utilizar también atributos corporales. Por ejemplo, en [16] se clasiﬁcan 73 atributos fa-
ciales y la sonrisa. Para ello se divide la cara en 9 regiones, para entrenar los distintos atributos,
para ﬁnalmente clasiﬁcarlos mediante SVM. Los resultados obtenidos aseguran entre un 80% y
un 90% de precisión sobre la base de datos LFW [10].
II.) Reducción del campo de búsqueda
Otra de las maneras de hacer uso de los soft biometrics es realizando un primer ﬁltrado basado
en soft biometrics, para posteriormente proceder al reconocimiento mediante un sistema de hard
biometric. De este modo el campo de búsqueda se reduce, por tanto, el número de comparaciones
a la ahora del reconocimiento es también menor, y como consecuencia el tiempo necesario para
realizar esta tarea también disminuye [5]. La rapidez en el tiempo de búsqueda es la principal
ventaja, sin embargo, hay que tener en cuenta que este modo de utilizar los soft biometrics es
sensible a los posibles fallos cometidos en la estimación de los soft biometrics. Corremos el riesgo
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de dejar fuera del campo de búsqueda al sospechoso si la estimación del soft biometric no es
precisa, y por tanto reducir el rendimiento del sistema primario.
Este es el principal problema que presenta este tipo de uso de los soft biometrics. Estudiando
el rendimiento cuando los soft biometrics son extraídos de manera manual o automática podemos
ver la diferencia en el rendimiento, esto es lo que se plantea en [30]. Cuando no se realiza ningún
ﬁltrado de los datos, la tasa de acierto es de un 98.4%. Cuando ﬁltramos los datos dependiendo
del género y raza estimados de manera manual, los resultados mejoran ligeramente, 98.5%.
Sin embargo, cuando el género es extraído automáticamente (con un porcentaje de acierto de
84.3%), los resultados empeoran considerablemente, 81.4%. Resultado que empeoran más aún
cuando el ﬁltrado se basa en la raza (estimada con un acierto de 84.2%), 73.7%.
En [15] se estudia el rendimiento en la identiﬁcación de personas, en concreto se trata de
localizar a los dos sospechosos de causar los bombardeos en el Maratón de Boston. Se utilizan
dos sistemas comerciales de reconocimiento facial NeoFace 3.1 y PittPatt 5.2.2. Se comparan
resultados realizando una búsqueda sobre toda la base de datos y otra reduciendo las imágenes a
comparar utilizando datos demográﬁcos de los sospechosos, como la raza, el género y la edad. El
número de comparaciones se reduce de un millón a alrededor de 150.000 y los resultados mues-
tran como con los dos sistemas los índices de los rankings de identiﬁcación mejoran notablemente.
III.) Fusión con hard biometrics
Este modo de utilizar los soft biometrics, consiste en fusionar los soft biometrics, ya sean ex-
traídos de forma manual o automática, con un sistema biométrico de primer orden, mejorando
el rendimiento de este. Son múltiples los trabajos que tratan este tipo de fusión. También son
múltiples las combinaciones de características y sistemas de reconocimiento biométrico que se
pueden fusionar. A continuación, se repasan algunas de ellas. Como se ha comentado anterior-
mente el uso de los soft biometrics es de gran ayuda en escenarios complejos, por ejemplo, cuando
el usuario se encuentra alejado.
En [28] se fusionan características corporales adquiridas visualmente que se usarán como
las etiquetas de soft biometrics, para complementar un sistema de reconocimiento facial. Se
utilizan distintos modos de fusión, todas ellas a nivel de score. Se estudian los resultados cuando
el usuario se sitúa en tres distancias distintas. Se obtiene un EER de 15.96% para distancias
lejanas, cuando solamente se usa el sistema de reconocimiento facial (ID-SRC). Mientras que si
se fusiona con las etiquetas de atributos corporales se mejora el EER hasta 8% (Sum fusion) y
7.68% (Weighted fusion). Para distancias medias y cercanas los resultados también son positivos.
También se pueden fusionar otros tipos de sistemas biométricos. Por ejemplo, en [11] se
combinan distintos soft biometrics (género, altura y raza) con un sistema biométrico de reco-
nocimiento de huella dactilar. Al tener varios soft biometrics se combinan entre ellos, teniendo
distintos pesos cada una de las características, ya que por ejemplo el género aporta más infor-
mación sobre la persona que la altura. De igual modo la fusión entre el sistema primario y el de
soft biometrics se hace de manera ponderada. Puesto que que es más difícil falsiﬁcar la huella
dactilar, el sistema biométrico primario tendrá más peso en la decisión ﬁnal. Los resultados
muestran que la combinación con cualquiera de los tres soft biometrics mejora la precisión del
sistema de huella dactilar. El mejor resultado se obtiene cuando se usan los tres soft biometrics,
se incrementa un 5% la precisión del sistema.
En el trabajo [7] se realiza un estudio detallado para saber cuáles son los soft biometrics
más discriminatorios en el reconocimiento de personas. También se analiza el rendimiento de un
sistema de reconocimiento facial cuando se combina con soft biometrics extraídos manual y auto-
máticamente. Este trabajo analiza las características de género, raza, edad, gafas, barba y bigote.
Al no disponer de ninguna base de datos para la cual estas características estuvieran etiquetas,
se realizó una manualmente. Esta sirvió para estudiar la discriminación de cada característica
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utilizando estas como único recurso para el reconocimiento de personas. Se llega a la conclusión
de que la edad es el atributo más discriminatorio, seguido de raza, género, bigote, gafas y barba.
Además se demuestra que según se van usando más atributos para el reconocimiento, mejores
resultados se obtienen. Se alcanza un EER de 11.9±2.2 cuando se usan los 6 atributos y de
11.8±2.2 cuando se incluyen todos menos la barba. La razón por la que los atributos de barba,
bigote y gafas aparecen las últimas en el ranking es debido a la gran variabilidad temporal, ya
que los usuarios no siempre conservan estos atributos.
El siguiente paso que se da en este trabajo es la fusión con dos sistemas de reconocimiento
facial diferentes. El primero de ellos es un sistema comercial Face++ y el segundo se trata de la
red neuronal VGGFace [21] pre-entrenada, esta se utiliza como extractor de características. En
cuanto a la extracción de los soft biometrics, se analizan dos casos por separado, cuando estos son
extraídos de forma manual, haciendo uso de la base de datos LFW etiquetada manualmente y
cuando los atributos son extraídos automáticamente mediante los sistemas Face++ y Microsoft
Cognitive Toolkit3. La fusión se realiza a nivel de score, promediando los soft biometrics con
pesos iguales.
Para la fusión cuando los atributos son extraídos manualmente se obtienen los mejores re-
sultados. Como se puede ver en la ﬁgura 2.2, sólo con incluir el atributo de la edad, se mejoran
los dos sistemas de reconocimiento facial. Se pasa de un EER de 12.7 a 10.9 y de 7.8 a 7.1 con
Face++ y VGGFace respectivamente.
Figura 2.2: Resultados (EER) de utilizar soft biometrics (obtenidos manualmente) como
Bag of Soft Biometrics para el reconocimiento facial ("Performance of Soft Biometrics"). Re-
sultados (EER) del reconocimiento facial utilizando los sistemas Face++ y VGG-Face ("Face").
Resultados (EER) de la fusión de los soft biometrics con los sistemas de reconocimiento fa-
cial ("Fusion"). *means that the sunglasses have been discarded as instance from glasses soft
biometric [7].
Los resultados empeoran cuando los soft biometrics son extraídos automáticamente, como
se puede er en la ﬁgura 2.3. Tanto cuando se usan como Bag of Soft Biometrics, que se pasa de
un EER de 11.1 a 24.1 (cuando se usan todos los atributos); como cuando se fusionan con los
sistemas de reconocimiento facial. En este caso se consigue mejorar dependiendo del número de
atributos que intervengan, utilizando Face++ son necesarios al menos tres atributos, mientras
que para VGGFace son cuatro los atributos necesarios para mejorar. Ambos sistemas coinciden
en que usando los cuatro atributos, edad, raza, género y gafas (excluyendo las de sol), se obtiene
el mejor resultado, pasando de un EER 12.7 a 11.4 y de 7.8 a 6.6 con Face++ y VGG-Face
respectivamente.
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Figura 2.3: Resultados (EER) de utilizar soft biometrics (obtenidos automáticamente) co-
mo Bag of Soft Biometrics para el reconocimiento facial ("Performance of Soft Biometrics").
Resultados (EER) del reconocimiento facial utilizando los sistemas Face++ y VGG-Face ("Fa-
ce"). Resultados (EER) de la fusión de los soft biometrics con los sistemas de reconocimiento
facial ("Fusion"). *means that the sunglasses have been discarded as instance from glasses soft
biometric [7].
2.3. Extracción automática de soft biometrics
Como hemos visto en el apartado anterior, la precisión con la que obtenemos los soft biome-
trics es muy importante, ya sea para utilizar estos como Bag of Soft Biometrics, o para la fusión
con sistemas biométricos primarios.
Las condiciones de adquisición en las que se extraen los soft biometrics no son muy res-
trictivas, como sí lo son en otros sistemas. Como por ejemplo el reconocimiento de iris, para
el cual son necesarios sensores muy especíﬁcos; o incluso para el reconocimiento facial, donde
las oclusiones o los cambios de iluminación son cruciales para obtener buenos resultados. Esto
supone una ventaja en aplicaciones de videovigilancia, o de seguimiento de personas, ya que los
atributos suelen ser robustos ante cambios en las condiciones de adquisición.
El trabajo [25] aprovecha esta ventaja para reforzar la seguridad de los usuarios al usar sus
dispositivos móviles. Se pretende realizar una veriﬁcación continua mediante atributos faciales,
comprobando que estos son los mismos, desde el momento en el que el dispositivo se desbloquea.
Cuando el usuario desbloquea el dispositivo móvil, se adquiere una imagen frontal, para la
cual se obtienen 44 atributos faciales. Durante el tiempo que el dispositivo está activo, se van
adquiriendo imágenes frontales y extrayendo los soft biometrics faciales. Para la autenticación
se comparan los scores obtenidos con los iniciales en el momento del desbloqueo y se procede a
bloquear el dispositivo o a seguir funcionando con normalidad.
Figura 2.4: Esquema de la arquitectura levada a cabo en [25], utilizada para la extracción de
atributos faciales.
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Para la extracción de los soft biometrics faciales a partir de la imagen frontal obtenida, se
sigue el proceso mostrado en la ﬁgura 2.4. En primer lugar, se extraen los llamados landmarks,
que son los puntos principales de la cara, necesarios para alinear la imagen. A continuación, se
divide la imagen en 9 partes, las cuales tienen asociados varios soft biometrics. Para cada parte
se extraen los vectores de características a los que se les reduce la dimensionalidad mediante
Análisis de Componentes Principales (PCA). Por último, se entrena un modelo SVM para cada
parte y se seleccionan los 5 mejores clasiﬁcadores de cada atributo como clasiﬁcador deﬁnitivo
para ese soft biometric. Para cada uno de los 44 atributos se obtienen los scores, que se utilizarán
a la hora de la veriﬁcación para comprobar que el usuario que desbloqueó el móvil sigue siendo
el mismo en todo momento.
Los mismos autores han ido un paso más allá y proponer mejorar el sistema anterior entre-
nando los modelos de extracción de soft biometrics con redes neuronales profundas adecuadas
para dispositivos móviles, en vez de con clasiﬁcadores SVM. En [24] se entrena un modelo para
cada parte extraída de la imagen frontal, como se observa en la ﬁgura 2.5. Se proponen dos
modelos distintos, Wide-CNNAA y Deep-CNNAA. Este último tiene 5 capas convolucionales
más, sin embargo las dimensiones son menores y por tanto el número de parámetros a entrenar
es también menor. Los resultados mejoran el rendimineto de [25]. Además el sistema se prueba
en dispositivos móviles comerciales, para evaluar el compromiso entre consumo, tiempo de eje-
cución y precisión en la autenticación.
Figura 2.5: Esquema del modo de funcionamiento de la aplicación llevada a cabo en [24], para
la veriﬁcación continua de personas en dispositivos móviles, mediante atributos faciales.
Muchos de los trabajos que estudian la extracción de soft biometrics, lo hacen centrándose
en un atributo determinado, es decir teniendo un modelo para estudiar cada soft biometric
determinado. No es el caso de [8], donde se trata de conseguir la extracción de múltiples atributos
a la vez, sin la necesidad de tener un modelo entrenado para cada atributo. Para ello se hacen
dos clasiﬁcaciones de los atributos. La primera de ellas atendiendo al tipo de dato, los atributos
pueden ser nominales, cuando no hay un orden intrínseco en las distintas clases, por ejemplo la
raza; u ordinales, cuando las distintas clases tienen un orden, por ejemplo la edad. La segunda
clasiﬁcación que se hace es dependiendo del signiﬁcado semántico (semantinc meaning), aquí se
presta atención a la región de la cara que predomina en cada atributo, se distiguen atributos
holísticos y locales. Por ejemplo la edad o el género serían holísticos, ya que se describen con
características de la cara completa. Mientras que atributos como la nariz puntiaguda o labios
grandes se reﬁeren a características locales de la cara y por tanto serían atributos locales.
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Lo que se propone en [8] es una red de aprendizaje profunda multi tarea, del inglésDeep Multi-
task Learning (DMTL), para el aprendizaje de las características comunes. Esta red consiste en
una modiﬁcación de la red AlexNet. A continuación, hay otras subredes atendiendo al tipo de
atributo que se esté estudiando. Para ﬁnalizar con una última capa FC común a toda la red. Las
funciones de coste de las subredes dependen de si el atributo es ordinal o nominal, propiedad
que se asigna a la entrada de la red. El trabajo evalúa el modelo para distintas bases de datos
del estado del arte, como MORPH II, LFW+, CelebA y LFWA.
2.4. Soft biometrics demográﬁcos para reconocimiento facial
En esta sección se analizan algunos de los trabajos que utilizan atributos demográﬁcos como
ayuda en el reconocimiento facial. Son varios los artículos que demuestran que determinadas
clases demográﬁcas son más difíciles de reconocer [20], [14], [4], [6]. Según se explica en [2], el
llamado efecto raza cruzada, en inglés other-race eﬀect, demuestra que a los humanos nos cuesta
más distinguir personas de otras razas que de nuestra propia raza.
Otro ejemplo de que los atributos demográﬁcos afectan en el reconocimiento es que muchos
algoritmos desarrollados en países orientale obtienen mejores resultados cuando son evaluados
sobre conjuntos de personas asíaticas que occidentales. Y viceversa, los algoritmos desarrollados
en occidente funcionan mejor cuando se prueban con personas occidentales [22]. Los autores de
este trabajo, sugieren que este hecho es debido a los conjuntos de entrenamiento con los que han
sido entrenados los sistemas.
Un trabajo muy interesante que analiza el impacto de los atributos demográﬁcos de raza,
edad y género es [14]. En esta publicación se analizan los resultados de seis sistemas de reco-
nocimiento facial diferentes. Tres de ellos son sistemas comerciales (COTS), que proporcionan
resultados similares a los del estado del arte. Estos serán cajas negras que ofrecen como salida
una medida de similitud entre dos imágenes de caras. Otros dos de los sistemas son modelos
de reconocimiento facial que ya han sido entrenados y por tanto no podemos modiﬁcar los
conjuntos de entrenamientos. El último de los seis sistemas consiste en un modelo propio, lla-
mado Spectrally Sampled Structural Subspace Features (4SF). Lo importante de este modelo es
que puede ser entrenado con distintos conjuntos de entrenamiento y analizar sus efectos en el
reconocimiento facial.
Se llevan a cabo tres experimentos. El primero de ellos consiste en comparar los tres sistemas
comerciales para cada grupo demográﬁco. El segundo experimento compara los dos sistemas no
entrenables disponibles. Y por último, el tercer experimento, consiste en analizar el modelo
entrenable. Para ello se entrena con cada una de las clases de cada grupo demográﬁco y además
con un conjunto balanceado de cada grupo. Por ejemplo, para el grupo demográﬁco de raza,
se tiene un conjunto de entrenamiento con sólo personas de raza negra, otro con personas de
raza blanca, otro con personas de raza hispana y un cuarto con las tres clases balanceadas. Las
evaluaciones de estos modelos se hacen sobre cada una de las clases de cada grupo demográﬁco.
Por ejemplo, el modelo que ha sido entrenado con hispanos se evalúa sobre un conjunto de
hispanos, otro de personas de raza negra y otro de raza blanca.
Algunos de los resultados de este este estudio se pueden ver en las ﬁguras 2.6 y 2.7. Las tres
primeras gráﬁcas de estas ﬁguras, muestran que tanto el género femenino como la raza negra
son las clases que peores resultados obtienen dentro de sus respectivos grupos demográﬁcos.
Ya sea utilizando el sistema comercial, el modelo no entrenable o cuando el modelo 4SF ha
sido entrenado con conjuntos balanceados. Las dos últimas gráﬁcas de las ﬁguras 2.6 y 2.7, así
como la ﬁgura 2.8, corresponden a los resultados cuando los sistemas han sido entrenados con
los conjuntos especíﬁcos de cada clase y evaluados sobre cada clase. Por ejemplo, para la raza
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Figura 2.6: Las tres primeras gráﬁcas comparan la precisión en el reconocimiento facial de
hombres y mujeres (género), utilizando un sistemas comercial (COTS ), un modelo no entrenable
(LBP) y un modelo entrenado con un conjunto balanceado datos (4SF ). En las últimas dos
gráﬁcas se muestran los resultados evaluando sobre sólo mujeres y sobre sólo hombres, de modelos
entrenados sólo con hombres, sólo con mujeres y con un conjunto balanceado [14].
(ﬁgura 2.7), cuando el sistema es evaluado sobre un conjunto de raza blanca, se obtienen los
mejores resultados cuando el sistema ha sido entrenado con un conjunto de esa misma raza, que
con cualquiera de otra. Incluso cuando se entrena con el conjunto entero (cuarta gráﬁca ﬁgura
2.7). Lo mismo ocurre con la raza negra y con las clases 18-30 y 30-50 del grupo demográﬁco de
edad. Para la clase de raza hispana y la de edad de 50-70, los resultados no son muy coherentes,
debido al escaso número de imágenes de los conjuntos de entrenamiento.
En cuanto al género, los resultados no son tan parecidos a los otros dos atributos demográ-
ﬁcos. Como se puede ver en la cuarta gráﬁca de la ﬁgura 2.6, cuando el sistema se evalúa sobre
un conjunto con sólo mujeres, los mejores resultados no se obtienen cuando el sistemas ha sido
entrenado con el conjunto de sólo mujeres, sino con el sistemas entrenado con todas las muestras.
Según el artículo esto es debido al uso de maquillaje, haciendo que exista una alta variación en
las imágenes del conjunto de mujeres, es decir, debido a la alta variabilidad intraclass.
De este artículo se sacan dos conclusiones importantes y determinantes para los siguientes
capítulos de este trabajo:
Para determinadas clases de grupos demográﬁcos los algoritmos de reconocimiento facial
funcionan peor. En concreto para mujeres, personas de raza negra y jóvenes.
Los conjuntos de entrenamiento tienen mucha inﬂuencia en los resultados que se obtengan
para cada clase. La diﬁcultad que presentan estas clases en el reconocimiento facial, puede
ser compensada cuando los modelos entrenados utilizan conjuntos de entrenamiento for-
mados únicamente con determinadas clases. O cuando el conjunto de entrenamiento está
balanceado.
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Figura 2.7: Las tres primeras gráﬁcas comparan la precisión en el reconocimiento facial de
personas de raza negra, blanca e hispana, utilizando un sistemas comercial (COTS ), un modelo
no entrenable (LBP) y un modelo entrenado con un conjunto balanceado datos (4SF ). En las
últimas tres gráﬁcas se muestran los resultados evaluados sobre cada una de las tres clases del
grupo demográﬁco de raza (negra, blanca e hispana), de modelos entrenados exclusivamente
con esas tres clases y con un conjunto balanceado [14].
Figura 2.8: En las gráﬁcas se muestran los resultados evaluados sobre cada una de las clases
del grupo demográﬁco de edad (18-30, 30-50 y 50-70), de modelos entrenados exclusivamente
con esas clases y con un conjunto balanceado [14].
3
Protocolo experimental. Bases de datos
En este capítulo se describen las bases de datos utilizadas para la realización de este trabajo,
VggFace2 y MegaFace. Se detalla la división que se ha llevado a cabo con cada una de ellas para
crear los conjuntos de entrenamiento, validación y test. Además de describen las tareas para las
que se utilizará cada una de las bases de datos. Dejando claros los conjuntos que se utilizan para
cada tarea.
3.1. VggFace2
La base de datos VggFace2 [3] contiene 3.31 millones de imágenes de 9131 identidades dife-
rentes. Con una media de 362.6 imágenes por usuario. Las imágenes de esta base de datos tienen
una gran variedad de poses, iluminación, edad y raza. Esto la convierte en una base de datos
óptima para el entrenamiento de redes neuronales profundas. Además, cuenta con información
adicional, como por ejemplo la posición de puntos claves de la cara, conocidos como landmarks,
información de los bounding boxes, puntos necesarios para recortar la cara de cada usuario, o
la información del género de cada identidad. Estas etiquetas que nos serán necesarias a la hora
de entrenar los modelos especíﬁcos para hombres y para mujeres. En la ﬁgura 3.1, podemos ver
algunos ejemplos de imágenes de esta base de datos después de aplicar el recorte de la cara, que
es como han sido utilizadas.
Es importante tener en cuenta que esta base de datos no está balanceada ni en género ni
en raza. Como se puede ver en la tabla 3.1 hay más hombres que mujeres. En cuanto a la raza,
casi el 75% de la base de datos son personas de raza caucásica. Como se verá en los capítulos
posteriores este desbalanceo tendrá mucha importancia a la hora de analizar el rendimiento de
los sistemas.
male female caucasian asian indian african
59.7 40.3% 74.2% 6.0% 4.0% 15.8%
Tabla 3.1: Distribución del número de identidades de la base de datos VggFace2 según el género
y la raza [29].
Como se verá en el siguiente capítulo, esta base de datos ha sido utilizada para dos tareas
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en este trabajo:
Para el entrenamiento de los modelos especíﬁcos de género. Para esta tarea necesitamos
tener el máximo número de imágenes para cada usuario de cada género. Por lo que se
han seleccionado 2500 hombres y 2500 mujeres, que al menos tengan 300 imágenes. De
esas 300 imágenes, 240 son para el conjunto de entrenamiento y las 60 restantes para el de
validación. El conjunto de test original no lo modiﬁcamos y mantenemos las 500 identidades
(de ambos géneros) para nuestro conjunto de test. Estas identidades no coinciden con las
de las del conjunto de entrenamiento. Únicamente se utilizan para la evaluación de los
modelos, por lo que no serán vistas por la red durante el entrenamiento. La evaluación se
realiza veriﬁcando si dos imágenes pertenecen o no a la misma persona. Para la validación
generamos 5.000 parejas genuinas y 5.000 impostoras de cada género. Para la evaluación
ﬁnal de los modelos, se usarán parejas generadas pertenecientes al conjunto de test, por
tanto a usuarios que no han sido vistos por los modelos durante el entrenamiento. Estas
parejas de nuevo son 5.000 genuinas y 5.000 impostoras de cada género y además se añaden
5.000 impostores mixtos, sumando en total 25.000 parejas a comparar.
Figura 3.1: Ejemplos de imágenes de las bases de datos utilizadas. A la izquierda ejemplos
de las clases hombre y mujer de la base de datos VGGFace2 y a la derecha ejemplos de las
clases hombre de raza asiática, mujer de raza negra y hombre de raza blanca de la base de datos
MegaFace.
Para el entrenamiento del modelo de extracción automática del género. En este caso, para
el conjunto de entrenamiento se seleccionan 100.000 imágenes de hombres y otras 100.000
imágenes de mujeres, sin tener en cuenta la identidad de cada usuario, ya que únicamente
nos interesa su género. Para el conjunto de validación se cogen 15.000 imágenes de cada
género. Por último, para el conjunto de test, de nuevo se mantiene el original, de este
modo los usuario con los que se evalúe el modelo no habrán sido vistos por la red durante el
entrenamiento. Este contiene un total de 166.058 imágenes, de la cuales 99.684 son hombres
y 66.374 mujeres. Para que el conjunto con el que se evalúa el modelo esté balanceado,
usaremos únicamente 66.374 imágenes de cada género, en total 132.748 imágenes.
3.2. MegaFace
La base de datos MegaFace [13], contiene un total de 4.7 millones de imágenes, de 672.057
identidades diferentes, con una media de 7 imágenes por persona. En la ﬁgura 3.1 se pueden ver
algunas imágenes de ejemplo. Como veremos en el capítulo siguiente, al no disponer de muchas
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imágenes por usuario, esta base de datos nos servirá para entrenar modelos mediante triplet loss.
Para este tipo de entrenamiento no se requiere una gran cantidad de imágenes por usuario. Esta
base de datos no tiene la información de la raza ni del género. Sin embargo, mediante un proceso
semi-automático se consiguió separar los 6 grupos necesarios (combinaciones de género y raza),
con 4.000 identidades cada uno. Para ello se partió de la base de datos CelebA, de la cual se
tenían los atributos de género y raza etiquetados. Se entrenó un modelo de estimación de género y
otro de raza, con los que posteriormente se clasiﬁcaron las imágenes de MegaFace. Manualmente,
se descartaron algunas imágenes mal clasiﬁcadas o que eran de mala calidad. Las imágenes que
mejores resultados obtuvieron en la clasiﬁcación, fueron utilizadas para nuevamente entrenar un
modelo de extracción de género y otro de raza. De nuevo se volvieron a clasiﬁcar las imágenes
de MegaFace, para posteriormente descartar manualmente posibles errores. Hasta que cada una
de las 6 clases tuviese 4.000 identidades, con al menos 3 imágenes de cada una de ellas.
De las 4000 identidades que hay en cada clase, se separan 600 usuarios para el conjunto
de test. De las 3400 identidades restantes, se seleccionan 3 imágenes de cada usuario para el
conjunto de validación y el resto de imágenes quedarán para el conjunto de entrenamiento. En
caso de que el usuario no tenga más de 8 imágenes, no se utilizará dicho usuario, para que al
menos haya 5 imágenes de cada usuario en el conjunto de entrenamiento.
Esta nueva base de datos generada a partir de MegaFace, se utilizará para:
Para el entrenamiento de los modelos especíﬁcos de raza. Como se verá en la sección
4.1.3, estos modelos se entrenan mediante la técnica de triplet loss. Para ello es necesario
generar trios de imágenes, estos son conocidos como triplets. Estos triplets se generaran
con imágenes pertenecientes al conjunto de entrenamiento. Mientras que con las imágenes
de validación, se generarán parejas genuinas e impostoras para evaluar el modelo en cada
época de entrenamiento y poder utilizar el modelo óptimo. Con las imágenes del conjunto
de test, se generarán parejas genuinas e impostoras y se evalúa el modelo considerado
como el óptimo. En concreto, para evaluar los modelos especíﬁcos de raza, se generan
10.000 parejas genuinas y 10.000 parejas impostoras de cada raza, además de otras 10.000
parejas impostoras mixtas. En total 70.000 parejas a veriﬁcar.
Para el entrenamiento de los modelos especíﬁcos de género y raza (fusión). En este caso,
las clases que nos interesan son las seis originales, por lo que las utilizaremos indepen-
dientemente para entrenar los seis modelos diferentes, además de un modelo mixto, que se
entrena con triplets de las seis clases. Las parejas que se utilizan para evaluar estos modelos
se generan a partir de las imágenes del conjunto de test. En total son 140.000 parejas a
veriﬁcar, 10.000 genuinas y 10.000 impostoras de cada una de las seis clases, además de
las parejas mixtas.
Para el entrenamiento del modelo de extracción automática de la raza. Para este caso,
se juntan las clases de ambos géneros, para tener las tres razas a clasiﬁcar. El modelo
entrenado se evaluará con el conjunto de validación en cada época, para decidir la época
óptima con la que ﬁnalmente se evaluará el conjunto de test, como se explicará en la sección
4.2. Este conjunto de test lo forman las 500 identidades reservadas de cada una de las seis
clases. En total son 6084 imágenes de personas de raza asiática, 5706 de raza blanca y
4570 de raza negra. Como la diferencia entre cada clase no es tan notable como en el caso
del género, se mantiene integro el conjunto de test, teniendo en total 16.360 imágenes.




En este capítulo, se describen los modelos desarrollados necesarios para alcanzar los objetivos
de este trabajo. Así como los conjuntos de datos con los que se llevarán a cabo cada tarea.
En primer lugar, se explican las técnicas necesarias para desarrollar las tareas. Estas son
la extracción de características a partir de los modelos pre-entrenados VGGFace y Resnet50.
El método de ﬁne-tuning como propuesta para el entrenamiento de los modelos especíﬁcos de
género. La técnica de triplet loss, utilizada ﬁnalmente para los modelos especíﬁcos de y género
y raza.
A continuación, se plantea el método llevado a cabo para los estimadores automáticos de los
atributos de género y raza. Detallando la arquitectura de los modelos utilizados, los conjuntos
de entrenamiento y los experimentos que se llevarán a cabo para evaluar el sistema.
Por último, se describen los sistemas propuestos para los modelos especíﬁcos de género y
raza.
4.1. Modelo especíﬁco para los atributos de género y de raza
4.1.1. Extracción de características
La mayoría de sistemas de veriﬁcación tratan de comparar dos vectores de características
extraídas, para decidir si dos imágenes pertenecen o no a la misma persona, como se muestra
en el esquema de la ﬁgura 4.1. El preprocesamiento necesario para las imágenes que se utilizan
consiste únicamente en normalizar las imágenes para que los píxeles tengan valores entre 0 y
1. El siguiente paso es recortar la cara de la persona, para que el fondo de la imagen inﬂuya
lo menos posible y se tenga mayor información de la cara. En este caso la información de los
puntos necesarios para proceder al recorte, llamados bounding boxes, se proporciona junto con
las imágenes. En caso de no ser así se procedería a detectar puntos claves de la cara, estos son
la situación de los ojos, boca, nariz, etc. Estos puntos son denominados landmarks y con ellos
se puede detectar la cara de la persona y alinearla. Por último, es necesario redimensionar la
imagen al tamaño de entrada a la red que vayamos a usar, en nuestro caso 224x224.
En este trabajo se han utilizado dos modelos pre-entrenados para la extracción de caracte-
rísticas, VGGFace [21] y Resnet50 [9]. Estas redes están diseñadas para el reconocimiento de
17
Incorporación de atributos faciales a sistemas de reconocimiento facial
Figura 4.1: Esquema general de las diferentes etapas de un sistema de veriﬁcación.
personas, ofrecen resultados competentes con los del estado del arte y además están disponibles
en [18]. Lo que las convierte en dos de las arquitecturas más utilizadas.
VGGFace es una red neuronal convolucional (CNN ), que presenta la misma arquitectura de
VGG16 [17] (ﬁgura 4.2). Cuenta con 16 capas y un total de 145.002.878 parámetros entrenables.
La red ha sido entrenada con 2.6 millones de imágenes faciales de 2622 identidades. De las
cuales no se tiene información acerca de la distribución del número de personas de cada raza
ni del género. Con este entrenamiento se consiguen óptimos resultados en el reconocimiento de
personas, en concreto, se obtiene un 97.27% de precisión para la base de datos LFW [10].
Resnet50 es otra red neuronal convolucional basada en una arquitectural residual, lo que
la convierte en una red de menor complejidad y menor número de parámetros entrenables,
41.192.951. En la ﬁgura 4.3 se puede ver un esquema de la arquitectura de la red. Esta red ha
sido entrenada con la base de datos VGGFace2, descrita en el apartado 3.1. Como se comenta en
dicho capítulo, esta base de datos no está balanceada ni en género ni en raza. Esto es importante,
porque como se verá en el capítulo siguiente los resultados son diferentes para cada clase. Una
de las razones de esta diferencia es el desbalanceo del conjunto de entrenamiento con el que las
redes utilizadas han sido pre-entrenadas.
Figura 4.2: Esquema de la arquitectura VGG16 [17].
Figura 4.3: Esquema de la arquitectura Resnet [9].
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Para obtener el vector de características a partir de la imagen preprocesada, nos hemos
quedado con la salida de la capa fc6, para el caso de VGGFace, ya que se obtienen mejores
resultados para clasiﬁcación que con la capa fc7 [7]. Para el caso de ResNet50, nos quedamos con
la salida de la capa anterior a la de clasiﬁcación. Esto hace que tengamos un vector de L=4096
si utilizamos VGGFace y de L=2048 con ResNet50. A continuación, normalizamos el vector
mediante la normalización L2, para poder comparar dos vectores entre sí. Esta comparación la
realizamos calculando la distancia euclídea entre ambos vectores.
4.1.2. Fine-tuning
Cuando se trabaja con modelos pre-entrenados, existen varias posibilidades de adaptar el
modelo a la base de datos con la que se va a trabajar. Si tenemos una base de datos amplia,
podemos re-entrenar la red desde cero. Sin embargo esta opción no es la mejor, ya que los
modelos han sido pre-entrenados con bases de datos muy completas y será complicado igualar
los resultados. Otra opción, es la que se conoce con el nombre de ﬁne-tuning. Consiste en congelar
los primeros bloques de la red, estos obtienen información común para cualquier imagen. Y son
las últimas capas las que se entrenan, calculando unos nuevos pesos.
En nuestro caso, está fue la primera prueba que se hizo para entrenar los modelos especíﬁcos
de género. Se pretendía entrenar mediante ﬁne-tuning el modelo VGGFace y ResNet50, pero
sólo con mujeres y de nuevo sólo con hombres. Utilizando para ello la base de datos VGGFace2,
que como se ha explicado anteriormente, disponemos de 300 imágenes para cada identidad,
teniendo 2500 mujeres para entrenar el modelo femenino y otras 2500 identidades de hombres
para entrenar el modelo masculino.
En cuanto al modelo, en vez de pasar las imágenes por las capas congeladas, para reducir el
tiempo de ejecución, se extrajeron y almacenaron los vectores de características para todas las
imágenes. A continuación, se replicaron las últimas capas de la arquitectura que sigue el modelo
VGGFace, es decir un capa FC con 4096 neuronas, seguida de otra FC pero en este caso con
2500 neuronas, el número de identidades a clasiﬁcar.
Para evaluar los resultados, se utilizan las parejas generadas pertenecientes al conjunto de
test, como se ha explicado en el apartado 3.1. Se compararon los vectores de características de
la salida de la capa anterior a la de clasiﬁcación cada para pareja y mediante funciones de la
librería sklearn, se obtuvieron las curvas ROC.
Figura 4.4: Curvas ROC de los modelos de género entrenados mediante ﬁne-tuning. Podemos
comprobar como utilizando los modelos entrenados especíﬁcamente para mujeres (izquierda) y
para hombres (derecha), no mejora el rendimiento del sistema de referencia baseline (azul), en
ninguno de los dos casos.
Los resultados obtenidos siguiendo este método no fueron los esperados, ya que como se puede
ver en la ﬁgura 4.4, ni para el caso de hombres ni para el de mujeres se mejora el rendimiento
del sistema de referencia, baseline. Lo que si que se veriﬁca es que para el caso de hombres los
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resultados son mejores que para mujeres, como se explica en varios de los artículos explicados en
el estado del arte [14] [6]. La alternativa fue realizar el entrenamiento de los modelos especíﬁcos
mediante triplet loss.
4.1.3. Triplet loss
La técnica de triplet loss [26] consiste en minimizar la distancia entre una imagen, a la que
llamaremos anchor y otra de la misma identidad a la que llamaremos positive, frente al anchor
y otra imagen ahora de otra identidad a la que llamaremos negative. Como se muestra en la
ﬁgura 4.5, tras el entrenamiento con triplet loss, la distancia anchor-positive es menor que la
distancia anchor-negative. Por lo tanto, si denominamos f(xa) a los embeddings de la imagen
anchor, f(xp) a los de la imagen positive y f(xn) a los de la imagen negative. De manera que el
objetivo es:
distanaciaanchor−positive << distanaciaanchor−negative
Teniendo esto en cuenta, la función de coste a minimizar durante el entrenamiento se deﬁne
como:
L = ||f(xa)− f(xp)||22 − ||f(xa)− f(xn)||22 + α
Donde α, simplemente es un margen, para que ambas distancias sean lo suﬁcientemente distintas,
suele ser de valores cercanos a 0,2.
Figura 4.5: Esquema del objetivo perseguido con un entenamiento basado en triplet loss. Se
pretende minimizar la distancia anchor-positive y maximizar la distancia anchor-negative [26].
Otro de los objetivos de aplicar triplet loss, es la reducción de dimensionalidad de los vectores
de características. Como se ve en la ﬁgura 4.6, se pasa de tener embeddings de N=4096 o
N=2048, dependiendo de si trabajmos con VGGFace o con Resnet50, respectivamente, a pasar
a embeddings de M=1024. El valor de M, puede ser modiﬁcado según convenga. Simplemente es
el número de neuronas de la capa de salida del modelo de triplet loss, por lo que será el tamaño
de los vectores de características.
Uno de los puntos claves en el entrenamiento con triplets loss, es la elección de los triplets.
Es decir, las parejas anchor-positive y anchor-negative que se van a usar para el entrenamiento.
Según se explica en [26], los triplets que se usan para entrenar deberán ser lo suﬁcientemente
difíciles para que el modelo minimice la función de coste y aprenda durante el entrenamiento.
Es decir buscamos triplets que de inicio la distancia entre anchor-positive sea mayor que anchor-
negative.
Para la obtención de los triplets ﬁnales lo que hacemos es generar aleatoriamente parejas
anchor-positive y anchor-negative. Posteriormente, calculamos las distancias dap y dan de los
embeddings extraídos usando el modelo pre-entrenado Resnet50. Si su diferencia supera un
umbral, signiﬁca que es lo suﬁcientemenete difícil y lo guardaremos para el entrenamiento. Otro
factor a tener en cuenta a la hora de la selección de los triplets, es que un mismo usuario no
tenga muchos triplets. Puede ocurrir que la calidad de las imágenes para un usuario no sea muy
buena, por lo que la diferencia entre las distancias siempre supere el umbral. De este modo,
se seleccionarían muchos triplets para ese usuario. Para solucionar este problema, limitamos el
número de imágenes que un mismo usuario puede tener en los triplets a 30.
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Figura 4.6: Esquema de la arquitectura del modelo de triplet loss. A partir de las imágenes
anchor, positive y negative, se extraen los vectores de características con Resnet50 (N=2048),
para posteriormente minimizar la distancia anchor-positive y maximizar la distancia anchor-
negative, además de reducir la dimensión de los embeddings (M=1024).
Como se ha explicado en el apartado 3.1, el modelo especíﬁco de género se entrena con
la base de datos VggFace2. Se generan dos grupos de triplets uno para entrenar el modelo de
hombres y otro para el de mujeres. Para cada uno de ellos, las imágenes anchor y positive serán
del mismo usuario, mientras que el negative será de otro usuario, pero del mismo género. Para
el entrenamiento del modelo de género mixto, se juntan ambos grupos de triplets. Debido a que
la base de datos utilizada contiene gran cantidad de imágenes por usuario, se limitan los triplets
para cada grupo, quedándonos con los 75.000 más difíciles, todos ellos superan el umbral, que
en este caso se ﬁjó en 0,2.
Para el caso de la raza, se utiliza la base de datos MegaFace. Del mismo modo que con el
género, se generan grupos de triplets para cada clase, en este caso para asiáticos, blancos y
negros. Siempre cumpliendo que las imágenes de anchor y positive sean del mismo usuario y que
la de negative sea otro usuario, pero de la misma raza. Esta base de datos no contiene muchas
imágenes por usuario, además este número es variable, para algunos usuarios hay muchas más
imágenes que para otros. Para lidiar con este problema, limitamos el número de veces que una
misma imagen puede ser anchor a 2, ya que puede ocurrir que las 30 imágenes de un usuario
sean la misma. Para el caso de la raza, el umbral utilizado ha sido 0,3. De este modo el número
de triplets para cada grupo ronda los 27.000. Del mismo modo que para el género, para el modelo
mixto de razas, se juntal los triplets de las tres razas.
4.2. Extracción automática de los atributos de género y de raza
La información del género y la raza nos servirá en el sistema completo, para saber el modelo
especíﬁco por el cual debemos pasar la imagen que estamos veriﬁcando. Para probar el sistema,
podemos disponer de esta información, gracias a las etiquetas que nos proporcionan las bases
de datos. Pero si queremos obtenerla de manera automática y tener así un sistema más realista,
necesitamos entrenar un modelo que nos proporcione la información de manera automática y a
ser posible con la mayor precisión.
Para ello se entrenan dos modelos independientes, uno para extraer la información de género
y otro para la información de raza. Se ha utilizado el modelo pre-entrenado Resnet50, para
extraer los vectores de características de todas las imágenes con las que se entrenará. Estos
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embeddings, de tamaño 2048, son la entrada del modelo que entrenamos y que simplemente
contiene una capa FC con tantas neuronas como clases (2 para el caso del género y 3 para el
caso de la raza), con una activación softmax, para obtener como salida la probabilidad de cada
clase.
Como se ha explicado en el capítulo 3, los conjuntos de entrenamiento y validación per-
tenecen a las mismas identidades. Ambos modelos se entrenan 70 épocas. Con el conjunto de
validación se obtienen el acierto (accuracy) y las pérdidas (loss) en cada época. De este modo
podemos quedarnos con la época del entrenamiento para la cual los resultados (de validación)
sean mejores. Según se entena el modelo, el accuracy aumenta con el paso de las épocas, hasta
llegar a una determinada época que comienza a descender. Con las pérdidas ocurre lo contrario,
comienzan descendiendo y llega una época para la cual empiezan a aumentar. Este es el punto
para el cual empieza el sobre-entrenamiento (overﬁtting). En nuestro caso damos prioridad al
acierto del sistema, por los que nos quedaremos los pesos de la época para la cual los valores de
accuracy empiecen a descender. Con esos modelos serán con los que posteriormente evaluaremos
los conjuntos test. En el capítulo 5 se detallan los resultados obtenidos.
La evaluación se realiza con las imágenes de los conjuntos de test de ambas bases de datos.
Para el caso del género, como se ha explicado en la sección 3.1, se seleccionan sólo 66.374
imágenes de cada género, ya que es máximo de imágenes de mujeres y de este modo realizamos
la evaluación con un conjunto balanceado. Para el caso de la raza, como se detalla en la sección
3.2, se utilizan las 16.360 imágenes del conjunto de test para evaluar el modelo.
4.3. Sistema propuesto
Aprovechando la información de género y raza, se pueden hacer tres análisis interesantes. En
la ﬁgura 4.7 se pueden ver los esquemas para cada atributo. A continuación, se explican cada
una de las alternativas para las que en el capítulo 5 se analizarán los resultados:
Figura 4.7: Esquema de los sistemas de género y de raza propuestos. La primera opción (I.) uti-
lizando los modelos especíﬁcos entrenados. La segunda (II.) es la opción de referencia, utilizando
directamente los embeddings extraídos de los modelos VGGFace y Resnet50. La tercera opción
(III.) utilizando el modelo entrenado con triplets mixtos, pertenecientes a todas las clases.
I. Por un lado, podemos estudiar los sistemas especíﬁcos de cada atributo. Para el caso
del género, tenemos los tres modelos entrenados mediante triplet loss, uno sólo con triplets
de mujeres, modelo femenino, "F" ; otro sólo con triplets de hombres, modelo masculino,
"M" ; y un tercero entrenado con triplets de hombres y mujeres, al que llamaremos modelo
mixto, "MIX". Del mismo modo para la raza, tenemos el modelo para raza asiática, "A" ;
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para raza blanca, "B" ; para raza negra, "N" ; y un cuarto modelo entrenado con triplets
de las tres razas, denominado mixto, "MIX".
Para evaluar el rendimiento del sistema hemos realizado dos experimentos diferentes. El
primero de ellos suponiendo que ya disponemos de las etiquetas de género y raza (supone-
mos que no existen errores en esas etiquetas). Y por otro lado, hemos realizado el mismo
experimento pero añadiendo una etapa previa de detección automática del género y la
raza, para analizar así el efecto que un sistema de detección de estos rasgos faciales puede
tener en el rendimiento ﬁnal del sistema de reconocimiento facial.
Para llevar a cabo la evaluación del sistema de reconocimiento facial, tendremos dos imáge-
nes faciales que debemos comparar. Para cada una de ellas, primero obtenemos su etiqueta
de género y raza (sea de forma manual o mediante el sistema automático). Si ambas son
de la misma clase, es decir ambas personas son del mismo género o de la misma raza, en
estos casos se empleará el modelo correspondiente en cada caso. Cuando la pareja este
formada por personas de distinta clase, por ejemplo hombre vs. mujer o persona de raza
blanca vs. persona de raza asiática, utilizaremos el modelo mixto en cada caso. Se calcula
la distancia euclídea entre los embeddings obtenidos de cada imagen y se obtiene un score.
Se agrupan los scores de todas las parejas y se obtiene el rendimiento del sistema.
Cuando la información de género o raza la obtenemos de forma automática mediante los
modelos explicados en 4.2, utilizamos un umbral de conﬁanza. El cual nos garantiza que se
usará el modelo correcto. Se utilizará el modelo mixto cuando no se supere dicho umbral
o cuando ambos miembros de la pareja sean de distinta clase.
II. En este caso, las distancias de todas las parejas a veriﬁcar se calculan directamente
con los embeddings proporcionados por los modelos VGGFace y Resnet50. Esta será la
alternativa que llamaremos baseline, ya que es la referencia de la que se parte.
III. Por último, utilizando los modelos mixtos que han sido entrenados con imágenes de
los dos géneros o de las tres razas para el caso del género y la raza respectivamente. En
este caso todas la parejas a veriﬁcar se pasan por los modelos mixtos (de género o de raza)
y se obtienen los embeddings con los que calcular las distancias.
Para estos dos experimentos se utilizan las parejas genuinas e impostoras comentadas en el
apartado 3.1. Estas son 25.000 y 70.000 para evaluar los modelos de géneros y raza respectiva-
mente. Los resultados de estos experimentos se analizan en las secciones 5.2.3 y 5.3.3 para los
casos de género y raza respectivamente.
Podemos ir un paso más allá y fusionar los atributos de género y de raza. Esta fusión se
puede realizar a nivel de features (caso I. ﬁgura 4.8) o a nivel de scores (caso II. y III. ﬁgura
4.8):
Fusión a nivel de features. De este modo que tenemos 7 modelos a entrenar mediante triplet
loss. 6 de las posibles combinaciones de género y raza (MA, MB, MN, HA, HB, HN) y un
séptimo que será el modelo mixto y se entrena con los triplets de todos los grupos. Del
mismo modo que para el análisis del género y de la raza, para evaluar, se comprueba si
ambos miembros de la pareja son de la misma clase, para estos casos se utiliza el modelo
correspondiente. Por otro lado, está el modelo mixto (MIX) para los casos en los que ambos
miembros de la pareja a veriﬁcar sean de distinto género y de distinta raza. Cabe destacar,
que en este caso el modelo mixto será más utilizado, debido a que hay menos probabilidades
de que ambos miembros de la pareja sean del mismo género y de la misma raza a la vez.
Tras pasar por el modelo correspondiente, se obtienen los vectores de características y se
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Figura 4.8: Esquema del sistema completo propuesto, fusionando información de género y de
raza a nivel de features (I.) y a nivel de scores (II. y III.). Cada caja representa el modelo
especíﬁco por el que se pasa la imagen, tras haber detectado la clase a la que pertenece.
calculan las distancias para obtener el rendimiento. En el esquema de la izquierda de la
ﬁgura 4.8 se puede ver esta fusión.
Fusión a nivel de scores. Para este caso se obtienen los embeddings utilizando los modelos
especíﬁcos de género y de raza independientemente. Del mismo modo que se ha explicado
al principio de esta sección y como se puede ver en el esquema de la derecha de la ﬁgura
4.8. A continuación, para fusionar ambos scores, podemos bien promediar (caso II.) o bien
multiplicar (caso III.) ambos scores, para obtener los scores ﬁnales.
Las tres posibilidades de fusionar los scores, se comparan con las cuatro alternativatasiguien-
tes:
caso IV. Cuando todas las distancias de las parejas a veriﬁcar se obtienen directamenete de
los vectores de características obtenidos a la salida de los modelos VGGFace y Resnet50.
Esta es la alternativa de referencia (baseline).
caso V. Cuando se utiliza el únicamente modelo mixto(entrenado con las seis clases) para
todas la parejas, independientemente de su género y raza.
caso VI. Cuando se utilizan únicamente los modelos especíﬁcos de género.
caso VII. Cuando se utilizan únicamente los modelos especíﬁcos de raza.
La evaluación de estas siete alternativas se realiza con las 140.000 parejas de la base de datos
MegaFace, descrita en la sección 3.2. Formadas por 10.000 parejas genuinas y 10.000 parejas
impostoras para cada uno de los seis grupos, además del grupo mixto. Los resultados de este
experimento se estudiarán en la sección 5.4.
Como se verá en el capítulo 5, el rendimiento de los sistemas se medirá mediante el EER
(Equal Error Rate) y las curvas ROC (Receiver Operating Characteristic). El EER es el punto
de trabajo para el cual la tasa de falsa aceptación (FAR) es igual a la tasa de falso rechazo
(FRR). Por otro lado, las curvas ROC representan la tasa de verdaderos positivos (TAR), frente
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a la tasa de falsos positivos (FAR), según se varía el umbral de discriminación. Estas se pueden
resumir con el valor de área bajo la curva (AUC ) o con valores de TAR para determinados
puntos de FAR.




En este capítulo se describen y analizan los experimentos llevados a cabo. Se han realizado
los experimentos considerados para tratar de demostrar los objetivos planteados.
En primer lugar, se analizan los modelos de extracción automática de los atributos de gé-
nero y raza. Primero se explica el entrenamiento llevado acabo para posteriormente exponer los
resultados obtenidos.
A continuación, se analizan los resultados obtenidos con los modelos especíﬁcos de género. Lo
primero que se analizan son los sistemas baseline, los cuales nos servirán como punto de partida
a mejorar. También nos sirven para observar las diferencias de rendimiento que se obtienen para
cada clase y con cada modelo (VGGFace y Resnet50 ). Posteriormente, se comparan los modelos
femenino y masculino mejorados, con los modelos de referencia. Por último, se analiza el sistema
completo de género, estudiando las alternativas de la obtención del género de manera manual y
automática.
Seguidamente se realiza el mismo análisis para el caso de la raza. Y por último, se exponen
los resultados del sistema que fusiona la información de ambos atributos. Se comparan los tres
propuestas de fusión, a nivel de features y a nivel de scores mediante el promedio y mediante el
producto. Así como las opciones de utilizar únicamente los sistemas de género o raza.
5.1. Extracción automática de atributos de género y raza
Con el experimento llevado a cabo en esta sección se analiza el rendimiento de los modelos
entrenados para la estimación automática de los atributos de género y raza.
Como se ha explicado en la sección 4.2, con el proceso de entrenamiento llevado a cabo
los modelos se entrenan las épocas suﬁcientes, para que después con los datos de validación y
teniendo en cuenta los resultados de acierto (accuracy) del sistema, se elija la época óptima.
Tanto el modelo de raza como el de género, han sido entrenados 70 épocas. Para el caso del
género, utilizaremos el modelo de la época 27, mientras que para el caso de la raza será el de la
32, ya que son en estas épocas para las que mejor accuracy se obtiene con los datos de validación.
En la ﬁgura 5.1, podemos ver el ejemplo de las curvas de aprendizaje para el caso de la raza.
A partir de la época 32, el accuracy empieza a descender ligeramente, lo que nos indica que
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entramos en sobre-entrenamiento. Mientras que si analizamos la gráﬁcas de las pérdidas, es casi
en la época 20 cuando estas empiezan a crecer, indicándonos de nuevo donde comienza la época
de sobre-entrenamiento.
Figura 5.1: Curvas de aprendizaje para los conjuntos de validación y entrenamiento del modelo
de extracción automática de raza.
Posteriormente, con los conjuntos de test, se procede a la evaluación del modelo. Estos
conjuntos son los detallados en el capítulo 3, en total son 132.748 imágenes de VggFace2 para
el género y 6.084 imágenes de MegaFace para la raza.
Los resultados de accuracy y de EER del sistema se muestran en las tablas 5.1 y 5.2 respec-
tivamente. Como se puede ver el modelo de extracción de género obtiene un 0.9680 de acierto.
Mientras que para el caso de la raza el resultado es de 0.9777. No podemos comparar ambos
resultados directamente, ya que cada uno de ellos ha sido obtenido con un número de imágenes
diferentes y además estas son de bases de datos diferentes.
género raza
accuracy 0.9680 0.9777
Tabla 5.1: Resultados de accuracy para la extracción automática de los soft biometrics de
género y raza.
género raza
masculino femenino asiática blanca negra
EER (%) 3.33 3.33 1.54 1.61 1.86
threshold 0.5877 0.4125 0.3044 0.4425 0.1748
Tabla 5.2: Resultados de EER para la extracción automática de los soft biometrics de género
y raza, para cada clase (sobre los datos de test). Valores de los thresholds óptimos en cada caso
para una óptima clasiﬁcación, obtenidos con los datos de validación.
Es importante destacar, que ambos sistemas tienen un rendimiento bastante alto, por lo que
nos serán útiles para posteriormente la clasiﬁcación de los usuarios cuando la información del
género y la raza se obtengan de manera automática.
Los thresholds que aparecen en la tabla 5.2, han sido obtenidos con imágenes del conjunto de
validación y nos servirán como umbrales de conﬁanza. Estos umbrales sirven para posteriormente
cuando necesitemos obtener la información de género y de raza en las secciones 5.2.3 y 5.3.3
respectivamente, elegir el modelo a utilizar para veriﬁcar si la pareja es impostora o genuina.
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En caso de que el score obtenido para una imagen no supere este umbral, se utilizará el modelo
mixto, al igual que si ambas personas de la pareja a veriﬁcar, no pertenecen a la misma clase.
5.2. Género
5.2.1. Rendimiento de los sistemas baseline
Con este experimento se obtiene el rendimiento de los sistemas de referencia (baseline) que
se pretenden mejorar con el sistema propuesto. El objetivo de este experimento es comprobar
lo que muchos artículos señalan acerca de las diferencias entre hombres y mujeres en cuanto al
reconocimiento facial.
De las 25.000 parejas impostoras y genuinas generadas según se detallas en la sección 3.1,
se separan las 10.000 de hombres y las 10.000 de mujeres para evaluar los modelos VGGFace y
Resnet50. Los resultados de pueden ver en la ﬁgura 5.2.
De este experimento hay que destacar dos cuestiones. En primer lugar, con el modelo Res-
net50 (línea continua) se obtienen mejores resultados que utilizando VGGFace (línea discon-
tinua). Esto es debido a que el primero de ellos, como se explica en la sección 4.1.1, ha sido
entrenado con una base de datos más amplia, con variaciones de iluminación y de pose. Además,
la arquitectura de Resent50 es más moderna y ofrece mejores resultados.
Por otro lado, es importante destacar la diferencia de resultados que se obtienen para los
distintos géneros. Como se explica en varios artículos del estado del arte [14] [6], el género
femenino resulta más complicado de reconocer que el masculino, esto lo podemos comprobar
con este experimento. En la ﬁgura 5.2, los resultados para el género masculino están siempre
por encima, tanto para el modelo VGGFace como para el Resnet50.
Figura 5.2: Curvas ROC para la veriﬁcación de mujeres (azul) y hombres (naranja), utilizando
los modelos de referencia VGGFace (línea discontinua) y Resnet50 (línea continua).
La tabla 5.3, muestra también estos resultados, resumiendo los valores de EER. Para el
modelo Resnet50 los valores de EER están siempre por debajo de los obtenidos con VGGFace.
Lo mismo ocurre con el género masculino, los valores de EER son inferiores que para el caso de
las mujeres.
Este experimento nos sirve para veriﬁcar lo que varios artículos mencionan acerca de la
inﬂuencia del género a la hora del reconocimiento facial. Hemos comprobado que con un modelo
pre-entrenado (VGGFace y Resnet50 ) con imágenes de ambos géneros, el reconocimiento para el
caso de mujeres es más complejo. Hay que tener en cuenta que las bases de datos con la que estos
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género femenino género masculino
VGGFace Resnet50 VGGFace Resnet50
EER (%) 16.1024 9.4979 14.6200 8.1400
Tabla 5.3: Resultados de EER para la veriﬁcación de mujeres y hombres, utilizando los modelos
de referencia VGGFace y Resnet50.
modelos han sido entrenados no están balanceadas en género, hay más hombres que mujeres.
Para el caso de Resnet50 que ha sido pre-entenado con VggFace2 sabemos que el 59.7% son
identidades masculinas [29]. Esta es una de las razones por las que los resultados para mujeres
son peores. Además de la mayor variabilidad intra-class que existe en el conjunto de mujeres,
debido al uso de maquillaje.
El siguiente paso es veriﬁcar que con un entrenamiento especíﬁco para cada género se puede
mejorar el rendimiento y hacer menos notables las diferencias entre ambos géneros.
5.2.2. Rendimiento de los modelos especíﬁcos de género
En esta sección se evalúan los modelos de género entrenados mediante triplet loss. Las parejas
utilizadas para este experimento son las 25.000 generadas según se explica en la sección 3.1. Para
cada pareja se identiﬁca el género (manualmente) y se utiliza el modelo correspondiente. De tal
manera que el modelo femenino sólo se utilizará para parejas de mujeres y el masculino para
parejas de hombres. Es decir, cada modelo es evaluado con parejas de su mismo género, del
mismo modo que en [14].
El rendimiento de estos modelos se compara con los resultados de referencia del apartado
anterior. Un resumen de los resultados de este experimento se puede ver en la ﬁgura 5.3 y en la
tabla 5.4.
Figura 5.3: Curvas ROC de los modelos entrenados especíﬁcamente con mujeres (izquierda)
y con hombres (derecha). Con los modelos VGGFace (azul) y Resnet50 (naranja), comparados
con los resultados de referencias (línea discontinua).
Para el género femenino, se consiguen mejorar los resultados de referencia, para ambos mode-
los (VGGFace y Resnet50 ). Lo podemos ver en la primera gráﬁca de la ﬁgura 5.3, donde además
se observa que la mejora con el modelo VGGFace es considerablemente mejor. Los resultados
de la tabla 5.4, muestran una mejora de 3 puntos de EER con el modelo VGGFace, mientras
que con Resnet50, la mejora es de apenas 0.35. Esto es debido a que con el segundo modelo, se
parte de unos resultados bastante buenos, los cuales son difícilmente superables.
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baseline modelos
VGGFace Resnet50 VGGFace Resnet50
género femenino 16.1024 9.4979 13.0636 9.1440
género masculino 14.6200 8.1400 12.2000 7.6800
Tabla 5.4: Resultados de EER (%) para los modelos de referencia (baseline) y para los modelos
entrenados especíﬁcamente de género, utilizando los modelos VGGFace y Resnet50.
Para el género masculino, ocurre algo parecido. Con ambos modelos se consigue superar los
resultados de referencia y además la mejora utilizando el modelo VGGFace es mayor que con el
modelo Resnet50, 2.42 frente a 0.46.
A pesar de las mejoras obtenidas para ambos géneros, sigue habiendo una clara diferencia
a la hora del reconocimiento de mujeres frente a hombres. Se sigue manteniendo que el género
femenino es más costoso de reconocer. Debido a la alta variabilidad intra-class que existe en el
conjunto de mujeres. Pero sobre todo debido a los conjuntos de entrenamiento con los que los
modelos de referencia han sido pre-entrenados.
5.2.3. Rendimiento del sistema propuesto con información de género
Una vez que hemos demostrado que mediante un entrenamiento especíﬁco para cada género
es posible mejorar el rendimiento del sistema de referencia, podemos juntar ambos sistemas
para que la evaluación se realice sobre parejas de ambos géneros. Para ello, como se explica en la
sección 3.1, se evalúa utilizando las parejas genuinas e impostoras de ambos géneros y se incluyen
además parejas mixtas, las cuales se pasarán por el modelo mixto, que ha sido entrenado con
triplets de ambos géneros. En total son 25.000 parejas a veriﬁcar.
Figura 5.4: Esquema del sistema propuesto que utiliza la información de género.
Se siguen el esquema de la ﬁgura 5.4. La primera opción (I.) es utilizar los tres modelos
entrenados, para ello previamente se detecta el género de cada miembro de la pareja, para
decidir el modelo a utilizar. En caso de que cada miembro de la pareja sea de un género distinto,
se emplea el modelo mixto. La segunda opción (II.) utiliza los modelos de referencia VGGFace y
REsenet50. Y la última (III.) utiliza el modelo mixto para todas las parejas. El primer caso (I.)
tiene la alternativa de extraer la información del género de manera automática, con el estimador
propuesto en 4.2. Para este caso se emplea el threshold de conﬁanza de 0.5877, para asegurarnos
de que por cada modelo pasan identidades de ese género. En caso de no superar este umbral, se
utiliza el modelo mixto.
En la tabla 5.5, se comparan el número de parejas que se pasan por cada modelo cuando la
extracción se realiza de manera manual y automática. En el segundo caso, como es de esperar,
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# mujeres # hombres # mixto
manual 10000 10000 5000
automático 9586 9568 5846
Tabla 5.5: Número de identidades del conjunto de test que pasan por cada modelo cuando la
extracción de la información del género se realiza de manera manual y automática.
los modelos femenino y masculino son menos utilizados, ya que nuestro extractor de género tiene
un accuracy de 0.968, además de que no todas las imágenes superan el umbral. En concreto son
846 parejas que en vez de pasar por sus correspondientes modelos, pasan por el mixto. Esta es
la razón por la que los resultados de utilizar el modelo propuesto con la extracción automática
del género funcione ligeramente peor que cuando la extracción la realizamos de manera manual.
Los resultados de este experimento se muestran en la ﬁgura 5.5 y en las tablas 5.6 y 5.7.
Cuando la extracción es automática se obtienen valores de EER de 12.14% con VGGFace y
7.69% con Resnet50. Mientras que si la información de género se obtiene manualmente el rendi-
miento mejora a 11.76% y 7.64% con VGGFace y Resnet50 respectivamente. Ambas opciones
superan al modelo de referencia (13.63% VGGFace y 7.87% Resnet50 ) y a la alternativa de uti-
lizar únicamente el modelo mixto (12.83% VGGFace y 7.88% Resnet50 ). De nuevo ocurre que
las mejoras son más notables al utilizar el modelo VGGFace en lugar de Resnet50. Ya que con
el segundo de ellos, los resultados iniciales son mejores, por los que son difícilmente superables.
Figura 5.5: Curvas ROC utilizando: (I.) Sistema completo propuesto obteniendo la informa-
ción del género manualmente (azul) o automáticamente (naranja). (II.) Modelo de referencia.
(III.) Alternativa mixta, pasar todas las parejas por el modelo mixto. A la izquierda utilizando
VGGFace, a la derecha Resnet50.
VGGFace FAR=10−4 FAR=10−3 FAR=10−2 FAR=10−1 AUC EER (%)
I. manual 0.0191 0.1735 0.4801 0.8601 0.9517 11.7600
I. auto 0.0189 0.1771 0.4389 0.8481 0.9487 12.1400
II. 0.0398 0.1139 0.4015 0.8151 0.9399 13.6300
III. 0.0292 0.1171 0.3927 0.828 0.9442 12.8300
Tabla 5.6: Resumen de resultados utilizando VGGFace . (I.) Sistema completo propuesto,
obteniendo la información del género manual o automáticamente. (II.) Modelo de referencia.
(III.) Alternativa mixta, pasar todas las parejas por el modelo mixto. Se muestran: valores de
TAR, para determinados puntos de FAR; el área bajo la curva (AUC); y el EER.
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Resnet50 FAR=10−4 FAR=10−3 FAR=10−2 FAR=10−1 AUC EER (%)
I. manual 0.033 0.2111 0.6001 0.9499 0.9777 7.6436
I. auto 0.0338 0.1974 0.5891 0.9475 0.9770 7.6900
II. 6.67E-05 0.1084 0.5182 0.9462 0.9742 7.8700
III. 0.0111 0.2136 0.5661 0.9423 0.9752 7.8800
Tabla 5.7: (5.2.3) Resumen de resultados utilizando Resnet50 . (I.) Sistema completo propues-
to, obteniendo la información del género manual o automáticamente. (II.) Modelo de referencia.
(III.) Alternativa mixta, pasar todas las parejas por el modelo mixto. Se muestran: valores de
TAR, para determinados puntos de FAR; el área bajo la curva (AUC); y el EER.
5.3. Raza
5.3.1. Rendimiento de los sistemas baseline
Del mismo modo que hemos analizado el género podemos analizar la raza. Con este expe-
rimento observaremos las diferencias que se obtienen para cada raza, utilizando los modelos de
referencia VGGFace y Resnet50. Se han utilizado las 70.000 parejas descritas en la sección 3.2.
Estas se dividen según pertenezcan a cada una de las tres razas para comparar el rendimiento
de cada una de ellas.
Como se puede ver en la ﬁgura 5.6, las personas de raza asiática (azul) son las que peores
resultados en el reconocimineto obtienen, seguidas de las personas de raza negra (verde) y de
raza blanca (naranja). En la tabla 5.8 se resumen los resultados de EER para este experimento.
De nuevo con el modelo Resnet50 es con el que mejores resultados se obtienen. A excepción de
la raza negra, que obtiene un EER de 4.33% utilizando VGGFace, mientras que con Resnet50
se obtiene 4.97%, aunque las diferencias entre ambos modelos no son tan notables, como en el
caso del género.
Figura 5.6: Curvas ROC para la veriﬁcación de personas de raza asiática (azul), raza blanca
(naranja) y raza negra (verde), utilizando los modelos VGGFace (línea discontinua) y Resnet50
(línea continua).
Según lo comentado en varios artículos del estado del arte [14] [6], las personas de raza negra
son las que peores resultados deberían lograr. En nuestro caso no es así, esto puede ser debido
a la clasiﬁcación que se ha hecho a la hora de crear la base de datos a partir de la base de datos
MegaFace [13], que como se explica en la sección 3.2, se trata de un proceso semi-automático
y es probable que en los grupos creados haya errores, ya que la raza en ocasiones es difícil de
determinar.
CAPÍTULO 5. EXPERIMENTOS. RESULTADOS 33
Incorporación de atributos faciales a sistemas de reconocimiento facial
Tanto este experimento como las conclusiones que se sacan de varios artículos del estado del
arte coinciden en que la raza blanca es la que menos diﬁcultad tiene en reconocimiento facial.
La razón que se plantea es el hecho de que los modelos que se utilizan no están entrenados con
bases de datos balanceadas. La raza predominante es la caucásica.
raza asiática raza blanca raza negra
VGGFace Resnet50 VGGFace Resnet50 VGGFace Resnet50
EER (%) 9.6680 8.2328 3.4215 3.4072 4.3264 4.9670
Tabla 5.8: Resultados de EER para la veriﬁcación de personas de las distintas razas, utilizando
los modelos VGGFace y Resnet50.
5.3.2. Rendimiento de los modelos especíﬁcos de raza
Con el siguiente experimento se pretende demostrar que el entrenamiento de modelos con
usuarios de una única raza mejora el rendimiento de un sistema general. Como se detalla en la
sección 3.2, la evaluación de estos modelos especíﬁcos se realiza con 70.000 parejas. Estas parejas
se pasarán por el modelo correspondiente a su raza. De modo que cada uno de los tres modelos
es evaluado con parejas de su mismas raza. El rendimiento de cada modelo se compara con el
de los sistemas de referencia utilizando las mismas parejas.
Como vemos en las gráﬁcas de la ﬁgura 5.7 y en la tabla 5.9, se mejoran los resultados de
referencia, para todos los casos. A excepción del modelo de raza blanca con VGGFace y el modelo
de raza negra con Resnet50, con los que se obtiene un EER de 3.6% y 5.17% respectivamente.
A diferencia de los modelos de género, aquí las mejoras no son tan notables. En el mejor de los
casos, para el modelo de raza asiática con VGGFace, se consigue mejorar 1.18 puntos de EER.
Una de las razones es que para los modelos de género, los resultados de referencia son peores
que para el caso de la raza. Además, para el caso de la raza, no hay tanta diferencia entre los
modelos de VGGFace y Resnet50.
Figura 5.7: Curvas ROC de los modelos entrenados especíﬁcamente con personas de raza
asiática (izquierda), de raza blanca (centro) y de raza negra (derecha). Con los modelos VGGFace
(azul) y Resnet50 (naranja). Comparando con los resultados de referencias (línea discontinua).
baseline modelos
VGGFace Resnet50 VGGFace Resnet50
raza asiática 9.6680 8.2328 8.4794 8.1200
raza blanca 3.4215 3.4072 3.6000 2.8223
raza negra 4.3264 4.9670 4.2000 5.1713
Tabla 5.9: Resultados de EER (%) para los modelos de referencia (baseline) y para los modelos
entrenados especíﬁcamente de raza, utilizando los modelos VGGFace y Resnet50.
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Con los nuevos modelos entrenados, se sigue manteniendo que la raza asiática es la más
compleja de reconocer, seguida de la raza negra y de la blanca. Del mismo modo que sucedía
con los modelos de referencia.
5.3.3. Rendimiento del sistema propuesto con información de raza
Ahora probamos los cuatro modelos entrenados, los tres de cada raza y el mixto (de raza).
Para ello se utilizaran las 70.000 parejas genuinas e impostoras de la tres razas generadas según
se explica en la sección 3.2. De estas parejas 20.000 son de cada una de las tres raza y las 10.000
restantes son de razas mixtas. Para estas se utilizará el modelo mixto.
El planteamiento es el mismo que para el caso del género, pero ahora siguiendo el esquema de
la ﬁgura 5.8. La primera opción (I.) es utilizar la información de la raza para decidir el modelo
entrenado que se va a utilizar. Teniendo la alternativa del modelo mixto para cuando cada
miembro de la pareja sea de una raza diferente. La segunda opción (II.) es utilizar los modelos
de referencia VGGFace y Resnet50. Y la última opción (III.) utiliza el modelo mixto para todas
las parejas. Para el primer caso (I.), se propone la alternativa de obtener la información de la
raza utilizando el estimador automático propuesto en 4.2. Para este caso se utilizan los tres
umbrales de la tabla 5.2. De manera que si ambos miembros de la pareja son de la misma raza
y además ambos superan el umbral correspondiente, se utilizará el modelo correspondiente a su
raza. En caso contrario se utilizará el modelo mixto.
Figura 5.8: Esquema del sistema propuesto que utiliza la información de raza.
# raza asiática # raza blanca # raza negra # mixto
manual 21357 21241 20771 6631
automático 20752 20665 19795 8788
Tabla 5.10: Número de identidades del conjunto de test que pasan por cada modelo, cuando
la extracción de la información de raza se realiza de manera manual y automática.
En la tabla 5.10 se muestra el número de imágenes que se pasan por cada modelo cuando la
estimación de la raza se realiza de manera manual (sin errores) y de manera automática. Para el
segundo caso se recurre más al modelo mixto, ya que no todas las imágenes superan los umbrales
de conﬁanza. Además que el estimador de raza utilizado tiene un acierto de 97.77%. En total son
2157 las parejas que pasan por el modelo mixto en vez de por los de cada raza . Esta diferencia
es la que provoca que el rendimiento para el sistema manual sea ligeramente mejor que para el
automático. Como se puede ver en la tabla 5.11 los resultados de EER para el sistema manual
y automático son de 5.60% y 5.68% respectivamente. Mientras que utilizando Resnet50 (tabla
5.12) el EER es de 5.28% y 5.36% para los sistemas manual y automático respectivamente.
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VGGFace FAR=10−4 FAR=10−3 FAR=10−2 FAR=10−1 AUC EER(%)
I. manual 0.1003 0.3583 0.7253 0.9777 0.9872 5.5967
I. auto 0.1066 0.3416 0.7158 0.9765 0.9868 5.6782
II. 0.2408 0.4465 0.7587 0.9693 0.9863 5.8616
III. 0.0510 0.3806 0.7220 0.9771 0.9869 5.6782
Tabla 5.11: Resumen de resultados utilizando VGGFace . (I.) Sistema completo propuesto,
obteniendo la información de la raza manual o automáticamente. (II.) Modelo de referencia.
(III.) Alternativa mixta, pasar todas las parejas por el modelo mixto. Se muestran: valores de
TAR, para determinados puntos de FAR; el área bajo la curva (AUC); y el EER.
Los resultados de los modelos, utilizando VGGFace (tabla 5.11), demuestran que apenas hay
diferencia entre las cuatro opciones a comparar. La mejor opción es utilizar todos los modelos,
obteniendo la información de la raza de manera manual (I. (manual)). Teniendo en cuenta
tanto el área bajo la curva (0.9872), como el EER (5.5967%). Incluso la opción para la cual
la información se obtienen de manera automática (I.(automática)) supera los resultados de
referencia. Obteniendo 0.9868 de AUC y 5.6782% de EER. Resultados prácticamente idénticos
que al utilizar únicamente el modelo mixto (III.).
Resnet50 FAR=10−4 FAR=10−3 FAR=10−2 FAR=10−1 AUC EER(%)
I. manual 0.0759 0.3305 0.6924 0.9917 0.9882 5.2764
I. auto 0.0746 0.2979 0.6701 0.9897 0.9875 5.3550
II. 0.0012 0.3173 0.6872 0.9897 0.9880 5.2333
III. 0.0298 0.2470 0.6692 0.9918 0.9881 4.9600
Tabla 5.12: Resumen de resultados utilizando Resnet50 . (I.) Sistema completo propuesto,
obteniendo la información de la raza manual o automáticamente. (II.) Modelo de referencia.
(III.) Alternativa mixta, pasar todas las parejas por el modelo mixto. Se muestran: valores de
TAR, para determinados puntos de FAR; el área bajo la curva (AUC); y el EER.
Para el caso de Resnet50, tabla 5.12, los modelos especíﬁcos no superan los resultados de
referencia. Pero si lo hace la opción de utilizar únicamente el modelo mixto (III). Con el que se
obtiene un EER de 4.96%.
5.4. Sistema completo propuesto fusionando información de gé-
nero y raza
Con los siguientes experimentos se pretende estudiar el rendimiento del sistema fusionando
la información de género y raza. Para ello se estudian tres modos de fusión, a nivel de features
y a nivel se scores. Esta última mediante el promedio y el producto de los scores de ambos
atributos. Para la evaluación se utilizan 140.000 parejas impostoras y genuinas de cada clase
(hay 6 posibles clases, combinando las de ambos atributos). En concreto son 20.000 de cada una
de las 6 clases y se añaden otras 20.000 de parejas mixtas.
Se siguen el esquema de la ﬁgura 5.9. Las siete opciones que se comparan son las siguientes:
I. Esta es la opción de fusión a nivel de features. Se utilizan los seis modelos entrenados
para cada una de las clases. Estos se utilizarán cuando ambos miembros de la pareja sean
de la misma clase. En caso contrario se utilizará el modelo mixto, que ha sido entrenado
con triplets de las seis clases.
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Figura 5.9: Esquema del sistema completo propuesto, fusionando información de género y de
raza a nivel de features (izquierda) y a nivel de scores (derecha), como se explica en la sección
4.3. Cada caja representa el modelo especíﬁco por el que se pasa la imagen, tras haber detectado
la clase a la que pertenece.
II. En esta opción se promedian los scores de género y los de raza. Las 140.000 parejas
se pasan por los modelos de género y de raza independientemente y posteriormente se
promedian los scores de salida.
III. En este caso los scores de salida de los modelos de género y de raza se multiplican para
obtener los scores ﬁnales.
IV. Para este caso se utilizan los modelos de referencia VGGFace y Resnet50.
V. Cuando se utiliza el modelo mixto para todas las parejas, independientemente del género
y la raza a la que pertenezcan.
VI. Para este caso se utilizan únicamente los modelos de género. Previos a la fusión de
scores con los modelos de raza.
VII. En esta opción se utilizan únicamente los modelo de raza. Previos a la fusión de scores
con los modelos de género.
En las tablas 5.13 y 5.14, se resumen los resultados utilizando los modelos VGGFace y
Resnet50 respectivamente. Se muestran los valores de AUC y de EER.
Para el caso de VGGFace todas las alternativas mejoran el sistema de referencia. A excepción
del caso para el cual sólo se utiliza la información de género (VI.). Se obtiene un valor de EER
demasiado alto (10.25%), teniendo en cuenta que en la sección 5.2.3 se ha demostrado que dicho
sistema consigue mejorar el rendimiento del baseline. La razón es que para esta evaluación se
utilizan imágenes de MegaFace y los modelos de género han sido entrenados con triplets de
imágenes de VggFace2. Sin embargo al fusionar esta información con la de raza si se mejoran
los resultados, cuando se promediando o cuando se multiplican los scores. De hecho la mejor
alternativa de fusionar la información de ambos atributos es promediando los scores obtenidos
como salida de ambos sistemas (II.). Para esta opción se obtiene un EER de 6.00%, mientras
que el baseline es de 7.11%.
Para el caso de Resnet50, las diferencias son también poco notables. En este caso la mejor
alternativa es la fusión a nivel de features, con ella se alcanza un EER de 5.8330%, mientras que
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para las otras alternativas de fusión se obtiene 5.8833% y 5.9750% promediando y multiplicando
respectivamente. De nuevo ocurre que sólo utilizando los modelos de género (7.7467%) no se
mejora el sistema de referencia (6.1850%), pero al fusionarlos con las información de raza se
















AUC 0.9831 0.9862 0.9854 0.9814 0.9814 0.9642 0.9813
EER (%) 6.4750 6.0033 6.2150 7.1137 6.6700 10.2467 6.8563
Tabla 5.13: Resultados de AUC y EER de los distintos tipos de fusión, utilizando VGGFace .
Fusión a nivel de features, a nivel de scores (promediando y multiplicando), utilizando el modelo
de referencia (baseline), utilizando únicamente el modelo mixto, utilizando sólo información de
















AUC 0.9854 0.9861 0.9858 0.9846 0.9853 0.9764 0.9844
EER (%) 5.8330 5.8833 5.9750 6.1850 5.9188 7.7467 6.0500
Tabla 5.14: Resultados de AUC y EER de los distintos tipos de fusión, utilizando Resnet50 .
Fusión a nivel de features, a nivel de scores (promediando y multiplicando), utilizando el modelo
de referencia (baseline), utilizando únicamente el modelo mixto, utilizando sólo información de
género y utilizando sólo información de raza
Es llamativo el rendimiento obtenido para el caso VI., cuando únicamente se utiliza la in-
formación de género. Los resultados muestran que no se supera el rendimiento del sistema de
referencia. Sin embargo en el apartado 5.2.3 se ha demostrado que el sistema propuesto de gé-
nero si que consigue mejorar el rendimiento baseline. Estas opciones no son comparables ya que
cada una de ellas ha sido evaluada con unas parejas diferentes y además son de bases de datos
diferentes. Esta puede ser la razón de la diferencia de resultados.
Otro análisis interesante que se realiza es comparar cada uno de los seis modelos especíﬁcos
que utilizan la información de género y raza. Con el objetivo de examinar cual de las seis clases es
la que mayor diﬁcultad presenta. Para ello se dividen las 140.000 parejas según las seis categorías
y se utiliza el modelo correspondiente para su veriﬁcación. Los resultados se comparan con los
salidas de los modelos de referencia para esas mismas parejas divididas. En la ﬁgura 5.10 y en
las tablas 5.15 y 5.16 se pueden ver los resultados de este experimento.
VGGFace MA MB MN HA HB HN
AUC 0.96047 0.9941 0.9858 0.9665 0.9930 0.9906
AUC baseline 0.9404 0.9928 0.9822 0.9644 0.9937 0.9905
EER (%) 10.6300 3.8400 5.4504 9.7700 3.7821 4.6346
EER (%) baseline 13.4693 4.1281 6.0400 10.1232 3.3900 4.6058
Tabla 5.15: Resultados de AUC y EER para los seis modelos entrenados con información de
género y raza, utilizando VGGFace. Los resultados se comparan con el sistema de referencia
(baseline) para cada caso.
Para VGGFace, las únicas clases que no mejoran el sistema de referencia son los hombres de
raza blanca (3.78%) y los hombres de raza negra (4.63%). Sin embargo, estos valores de EER
son muy favorables, comparados con el resto de clases. Esto puede ser debido a que la base de
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Figura 5.10: Curvas ROC para los seis modelos entrenados con información de género y raza,
utilizando VGGFace (izquierda) y Resnet50 (derecha). Cada color representa una de las
categorías y en línea discontinua se representan los modelos de referencia (baseline).
datos con la que la red VGGFace ha sido pre-entrenada, contiene más hombres que mujeres. Por
esta razón es más complicado superar los resultados para el caso de hombres. Del mismo modo,
para las mujeres asiáticas las mejoras son las más notables, como se puede ver en la gráﬁca de
la izquierda de la ﬁgura 5.10. La razón de nuevo puede ser por la escasez de mujeres y personas
de raza asiática en el conjunto de entrenamiento utilizado para VGGFace.
Resnet50 MA MB MN HA HB HN
AUC 0.9671 0.9957 0.9872 0.9708 0.9906 0.9875
AUC baseline 0.9593 0.9950 0.9830 0.9656 0.9889 0.9862
EER (%) 9.5172 2.8439 5.6997 9.1043 4.0300 5.4327
EER (%) baseline 10.6300 3.0200 5.9600 9.5000 4.2600 5.7800
Tabla 5.16: Resultados de AUC y EER para los seis modelos entrenados con información de
género y raza, utilizando Resnet50. Los resultados se comparan con el sistema de referencia
(baseline) para cada caso.
Para el caso de Resnet50, con los seis modelos se mejora el rendimiento del sistema de refe-
rencia. Las mujeres y los hombres de raza blanca son los que mejores resulados de EER obtienen,
2.84% y 4.03% respectivamente. Sin embargo, estas mejoras son muy escasas comparadas con
el restos de categorías. De nuevo las mujeres asiáticas son para las que la mejora es más notable,
mejoran 1.12 puntos de EER. Debido al desbalanceo de la base de datos VggFace2 que es la
utilizada para pre-entrenar el modelo Resnet50.
Con este último experimento volvemos a veriﬁcar que las personas de raza blanca son las
que mejores resultados obtienen, seguidas de las personas de raza negra y asiática. Para el caso
del género, son las mujeres las que mayores diﬁcultades presentan. Estos conclusiones coinciden
con las obtenidas utilizando los modelos pre-entrenados VGGFace y Resnet50, analizados en las
secciones 5.2.1 y 5.3.1. Estos resultados se deben al desbalanceo en género y raza que tiene el
conjunto de entrenamiento con el que los modelos han sido pre-entrenados. Recordemos que la
base de datos VggFace2, utilizada para pre-entrenar el modelo Resnet50, contiene un 59.7% de
hombres y un 74.2% de personas de raza caucásica.
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Conclusiones y trabajo futuro
6.1. Conclusiones
Con este trabajo se ha demostrado que la incorporación de información de género y raza a
un sistema de reconocimiento facial puede mejorar el rendimiento del sistema.
Para ello, en primer lugar se han demostrado las diferencias que presentan algunas clases de
los grupos demográﬁcos de género (masculino y femenino) y de raza (asiática, blanca y negra).
Las mujeres y las personas de raza asiática han sido las que mayores diﬁcultades han presentado
en sistemas de reconocimiento facial. La razón principal de estas diferencias es el hecho de que
los modelos empleados como extractores de características (VGGFace y Resnet50 ) han sido pre-
entrenados con bases de datos desbalanceadas. Estas están compuestas normalmente por mayor
número de hombres y de personas de raza blanca.
Para suavizar estas diferencias se han entrenado modelos para cada una de las clases de los
grupos demográﬁcos, mediante la técnica de triplet loss. Los resultados experimentales demues-
tran que estos modelos especíﬁcos son mejores que los de un modelo general. Se mejoran 1.87
puntos de EER en el mejor de los casos (utilizando VGGFace) para el caso del género y 0.26
puntos (utilizando VGGFace) para la raza.
Otra de las tareas llevadas a cabo en este trabajo ha sido la estimación automática del género
y la raza, para tomar la decisión de qué modelo utilizar en cada caso. Para ello se entrenó un
modelo para cada atributo, con unos resultados de accuracy de 96.80% y 97.77% para el género
y la raza respectivamente.
Por último, se pretendió fusionar la información de los atributos de género y raza. Para ello
se estudiaron varias alternativas de fusión, a nivel de features y a nivel de scores, esta última
promediando o multiplicando los resultados obtenidos de cada atributo. Los resultados experi-
mentales demuestran que la mejor opción es el promedio de scores para el caso de VGGFace,
con una mejora de 1.09 puntos de EER. Mientras que utilizando el modelo Resnet50, la mejor
alternativa es la fusión a nivel de features, con una mejora de 0.4 puntos de EER.
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Al igual que muchos artículos publicados se llega a la conclusión que los conjuntos de entrena-
miento tienen mucha importancia en el rendimiento del sistema. Los grupos más desbalanceados
del conjunto de entrenamiento serán los que mayores diﬁcultades tengan en el reconocimiento
facial. Los hombres y las personas de raza blanca suelen obtener los resultados más favorables,
coincidiendo en que son estos grupos los que normalmente predominan en las bases de datos.
6.2. Trabajo futuro
Como trabajo futuro se propone utilizar una base de datos distinta para evaluar los modelos
especíﬁcos. La cual no ha sido utiliza en el entrenamiento de estos modelos. De este modo se
podrán comparar mejor las mejoras de rendimiento del sistemas propuesto. Un ejemplo podría
ser la base de datos IJB [19], que cuenta con resultados óptimos publicados.
También se podría llevar a cabo el mismo experimento para otros soft biometrics, que también
son considerados discriminativos, como la edad.
Estudiar otras alternativas a la hora de tomar la decisión del modelo que se va a utilizar.
Por ejemplo, al encontrarnos con una pareja hombre-mujer, utilizar el modelo especíﬁco de cada
género, para posteriormente calcular las distancias, en vez de recurrir al modelo mixto, como se
ha hecho en este trabajo.
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