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I. INTRODUCTION AND RESULTS 
(I) (p) Let X. = (X. , .•. ,X. ), i = 1,2, ... be independent p-dimensional ran-1. l. l. 
dom variables with a common distribution function (cdf) Fon JRP. Let PG de-
note the probability measure on the Borel sets of JRP induced by a cdf G and 
let Vp(V) be the set of cdf's G on lRP(lR) such that PG has compact support. 
The Kullback-Leibler information of a cdf G w.r.t. Fis defined by K(G,F) = 
f log(dPG/dPF)dG if PG<< PF and K(G,F) = 00 otherwise. For Q c VP we write 
K(Q,F) = inf{K(G,F): GE Q}; if Q is empty K(Q,F) = 00 • 
The classical result on large deviations of the multivariate sample 
mean is 
( l. l) -I -I lim n log Pr{n 
n-+<x> 
n 
I 
i=I 
X. E A} = -K(Q(A) ,F) 
l. 
for open convex sets A c JRP, where Q(A) = { G E vP: f ]RP xdG(x) E A}. In the 
one-dimensional case this result is essentially due to CHERNOFF (1952). In 
the multivariate case (I.I) is an immediate consequence of still more gener-
al theorems in BAHADUR & ZABELL (1979) and in GROENEBOOM, OOSTERHOFF & 
RUYMGAART (GOR) (1979). 
It is the purpose of this paper to extend this result to more general 
linear combinations of order statistics. Let L1 be the space of real-valued 
functions on (0,1) which are integrable w.r.t. Lebesgue measure. Let 
J 1, ••• ,Jp E L1 be weight functions and consider the statistics 
n E ]N, where 
(d) 
c. = i,n 
and x(d) x(d) 
l:n''''' n:n 
The statistics T 
n 
n 
= < I 
i=I 
i/n 
c~l)x~l), ... ,I 
1.,n 1.:n . 1 ].= 
I Jd(u)du, 
(i-1)/n 
l. = 1,. ~ D ,n; d = I ' ••• 'p 
(d) (d) 
are the order statistics of x 1 , ... ,Xn (d= l, ... ,p). 
are called (multivariate) L-estimators. To avoid trivial-
ities it will always be assumed that J 1, ... ,Jp do not vanish a.e. and that 
PF is nondegenerate. 
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(I) It is convenient to have another representation for T. Let G , •.. , 
n 
G(p) EV denote the marginal cdf's of GE vP and let F be the empirical cdf 
n 
of X1, ••• ,Xn (n E JN). Define the map T J: VP ~ ]RP by 
(I. 2) 
I I 
-(f (1)-1 f (p)-1 ) TJ(G) - J 1(u)G (u)du, •.. , Jp(u)G (u)du, 
0 0 
where -I (d) c(d) (u) = inf{x E JR: G (x)::::: u}, 0 < u < I, d = I, •.• ,p. Obvious-
ly 
n E ]N. 
Let A c ]RP be Borel measurable and put 
(I. 3) 
A natural extension of (I.I) to multivariate L-estimators would be 
( I • 4) 11.·m n-I log Pr{T A} K(n (A) F) n E = - "'J • • 
n~ 
For p = it was shown in GOR (1979) that (1.4) holds true for sets 
A= [r, 00 ) if (i) J 1 vanishes outside an interval (a,I-a) for some a> 0 and 
(ii) the map t ➔ K(QJ([t, 00 )),F) is right continuous at t = r. 
Condition (i) above is rather restrictive. However, it turns out that 
this condition is redundant if J 1 is nondecreasing. Moreover, in this case 
condition (ii) can also be verified. The argument to prove this one-dimen-
sional result carries over to the multivariate case. 
For A c lR.p let A be its interior and A its closure 1.n the euclidean 
topology. The set A is called increasing if x EA implies y EA for all 
y 2:: x. Convergence of a sequence of sets {A} to A in the Hausdorff metric 
n 
is denoted by An ➔HA. 
THEOREM I. Let J 1, .•. ,J E L1 be nondecreasing weight functions and let p p 
A1 ,A2 , ••• c lR be Borel measurable. Then 
(1. 5) lim n-l log Pr{T EA}= -K(QJ(A),F) 
n n 
n~ 
if An +HA and A satisfies one of the follOIJ)ing conditions: 
(Cl) A is convex and increasing and K(QJ(A),F) < 00 
(C2) A is open, K(QJ(A),F) = 00 and An c A for all n. 
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The proof of this theorem is relegated to Section 2; it heavily leans 
on the methods developed in GOR (1979). The strength of the theorem lies in 
the fact that no smoothness conditions are imposed on the weight functions 
(or F). However, the condition that the weight functions be nondecreasing is 
-1 quite severe. This requirement mainly serves to ensure that TJ (A) is a con-
vex set if A is convex and increasing (cf. Lemmas 2 and 3). Obviously the 
theorem continues to hold if the weight functions are nonincreasing and A is 
convex and decreasing. 
Theorem 1 implies that (1.4) holds for all open, convex and increasing 
sets A. This is not always true for sets A which are closed. For two-dimen-
sional sample means a counterexample is given in GOR (1979). Although the 
one-dimensional Chernoff theorem holds for ali intervals [r, 00 ), the follow-
ing example demonstrates that this does not remain true for L-estimators. 
EXAMPLE. Let p = 1 and lets; (s;) denote the supremum (infimum) of the sup-
- + -port of PF. Let F be such that -oo < sF < sF < 00 , PF({sF}) > 0 and 
PF({s;}) > 0. Moreover, suppose that J E L1 is nondecreasing, changes sign 
on (O,I) and has at most one zero implying sup{u: J(u) < O} = inf{u: J(u)> O} 
= u0 , say (0 < u0 < 1). Define t 0 = sup{TJ(G): GE V, PG<< PF} and note 
that t 0 < 00 • Then (1.4) does not hold for A= [t0 , 00 ). To see this, observe 
that T 
n 
only be 
n -I log 
- + ~ t 0 iff PFn({sF}) = u0 and PFn({sF}) = l -u0 • These equalities can 
satisfied for sample sizes n such that nu0 E lN. Hence lim inf n➔oo 
Pr{Tn ~ t 0} = - 00 although K(QJ([t0 , 00 )),F) < oo, 
REMARK. In s·ome applications the weight functions J 1, ••• ,JP also depend on 
n. Denoting these weight functions by J 1 , ••• ,J , it can be shown along 
,n p,n 
the lines of the proof of Theorem 6.2 in GOR (1979) that Theorem 1 contin-
ues to hold in this case if Jd,n + Jd in L1 and Jd is nondecreasing (d = 
I, ... ,p). 
We mention the following examples of L-estimators with nondecreasing 
weight functions. 
' 4 
(a) one - or multidimensional sample means trimmed from below 
(b) Gini's (one-dimensional) mean difference 
{n(n-1)}-l I~ . 1 rx.-x.1 = 4n(n-1)-I fo1 (u-½)F-I (u)du 1,J= 1 J n 
(c) for p = I and cdf's F with twice differentiable densities fa well known 
type of L-estimator is defined by J(u) = iµ'(F- 1(u)), 0 < u < I, where 
iµ(x) = -f'(x)/f(x), x E 1R (cf. HUBER (1972)). If 1/J is a convex function, 
J is nondecreasing and Theorem I is applicable. HAJEK & ~ID.AK (1967), 
-x p. I 6, mention f (x) = exp (x - e ) , x E IR. Note that convexity of 1/J im-
plies that F has a thinner right-hand tail than the normal distribution. 
Linear combinations of order statistics from (one-dimensional) unifonn 
and exponential distributions can be rewritten in terms of linear combina-
tions of i.i.d. random variables; employing this device STEINEM.CH (1977) 
considered large deviations of such statistics. 
2. PROOFS 
The proof of Theorem I is based on a Sanov-type large deviation result 
from GOR (1979). Let w be the topology of weak convergence on VP and let 
int (cl) denote the interior (closure) w.r.t. this topology. 
w w 
LEMMA I. Let Q c vP. If {F E Q} is measurable (n E JN) and 
n 
(2. 1 ) 
then 
(2.2) 
K(int Q,F) = K(cl n,F), 
w w 
lim n-l log Pr{F E Q} = -K(Q,F) 
n 
n-+ro 
(see Theorem 3.1 and Lennna 2.1 1n GOR (1979); a similar result is Theorem 
4.5 in DONSKER & VARADHAN (1976)). 
In the present notation {F E Q}' may be written as {T EA} and 
n n 
Q = QJ(A). To prove (2.2) by way of (2.1) for such sets Q under condition 
(Cl) of Theorem 1 is relatively easy if PF has compact support. Superaddi-
tivity of the map n + log Pr{T EA} is used to extend this result to arbi-
n 
trary cdf's F. To deal with sets A depending on n some further continuity 
n 
properties are required of K(QJ(A),F) as a function of A. It then remains 
to prove (1.5) under condition (C2), but this proof is straightforward. 
We begin with some lemmas valid for nondecreasing weight functions 
J,JI' •.. ,Jp: (O,I) + JR. The indicator function of a set A is denoted by 
JA. Further notation will be introduced as we proceed. 
LE:t-IMA 2. Let p = I • If J E LI is nondEcreasing., the ma:p T J: V + JR is con-
cave., i.e. 
(2 .3) 
for all G0 ,G 1 EV and all a E [0,1]. 
PROOF. The nondecreasing function J can be approximated by nondecreasing 
step functions. Since TJ(G) is a linear function of J (for each fixed 
GE V), it is sufficient to prove (2.3) for functions J of the form 
J 7( I) where O < u0 < I ((2.3) turns into a trivial equality if J is 
uo, I -I 
a constant function since J0 G (u)du = J]R x dG(x) for all GE V). 
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Let O < u0 < I, J = 7 (uo,I) and O <a< I. To simplify the notation we 
write Ga= aG 1 + (l-a)G0 • We have 
TJ(Ga) - aTJ(GI) - (1-a)TJ(Go) = 
= a[f -I y dGI (y) - J -1 y dGI (y) + 
(Ga ( uO ) • co ) (GI ( uO ) , ~) 
+ G:l (uO){GI (G:l (uO)) - uO} - G~l (uO){Gl (G~I (uO))- uO}] + 
+ (I-a)[f -I y dG0(y) 
(Ga (u0) ,co) 
-I y dGO(y) + 
-1 (GO (uO) ,co) 
-1 -I 
+ Ga (uO){GO(Ga (uO))- uO} - G;l (uo){Go(G;l (uo))-uo}] 
= av 1 + (1-a)v2 , say. 
To show that both v1 ~ 0 and v2 ~ 0 first consider v1. Three cases can be 
distinguished. 
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Obviously v 1 = 
In this case 
0 in this case. 
VI= I y dGl(y) + 
-1 -1 (Ga (uO) ,GI Cua)) 
-1 -1 -1 
+ {Ga (u0 ) - G1 (u0 )}{G1 (G (u0 ) - ) - u0} + 
since in the second member the first term is not smaller than the last 
term and the second term is nonnegative because both factors are non-
positive. 
-1 -1 (c) Ga (u0) > G1 (u0 ). By similar arguments 
Interchanging the role of G0 and G1 in the above proof yields by the same 
argument that v2 ~ O. D 
LEMMA 3. Let J 1, ••• ;JP E L1 be nondecreasing and let n = jk (positive in-
tegers) • Then 
(2.4) 
for all convex increasing Borel measuro.hle sets Ac lR.P. 
- p PROOF. Let Fk, i E D denote the empirical cdf of X(i-l )k+ I, .•. ,Xik, I ::; i::; j. 
Repeated application of Lennna 2 to the components of the empirical cdf's 
yields the inequality 
7 
A J ,-] A 
TJ (F ) = TJ ( I J Fk . ) 2: 
n i=I ,1 
A A 
Hence the implication TJ(Fk,i) EA for i = l, ... ,j => TJ(Fn) EA, for all 
convex increasing sets A. Since Fk,I''··,Fk,j are i.i.d., (2.4) follows im-
mediately. D 
Lemma 3 expresses the superadditivity of the function 
f(n) = log Pr{T EA}, n E JN, to which we referred earlier. The proof hing-
n 
es on the monotonicity of the weight functions via Lennna 2. To establish the 
continuity of K(T; 1(A),F) as a function of A, Lemma 2 is also very conven-
ient. 
Let e E ]RP be the vector (I, ... , I). For A c ]RP and x E ]RP we write 
A+x = {y E ]RP: y = z+x, z EA}. Define the function K(•;A): JR ➔ JR (the 
extended real line) by 
(2. 5) K(t;A) = K(QJ(A+ te),F), t E JR, 
and put tA = sup{t E JR: K(t;A) < 00 }. Note that -00 < 
LEMMA 4. If J 1, .•. ,JP E L1 are nondecreasing and Ac JRP is a convex in-
creasing set3 the function K(•;A) is continuous for aZZ t =/: tA. If in addi-
tion A is open and tA < 00 , then K(tA;A) = 00 • 
PROOF. We first show that K(•;A) is a convex function. Let t 0 < t 1, let 
E > 0, choose GOE VP such that TJ(G0) E A+t0e and K(G0 ,F) < K(t0 ;A)+E 
and choose G1 E VP such that TJ(G 1) EA+ t 1e and K(G 1,F) < K(t 1;A)+ E (if 
K(t 1;A) = 00 the proof is trivial). By Lemma 2 and the convexity of the map 
s ➔ slogs, s > 0, 
Since E > 0 is arbitrary, the convexity follows. Hence K(•;A) is continuous 
at each t E JR, t =/: tA. 
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Now suppose A is open and K(tA;A) < 00 • Then there exists GE vP such 
that TJ(G) EA+ tAe and K(G,F) < 00 • Since A is open, TJ(G) EA+ (tA+o)e for 
some 8 > 0 implying K(tA + o;A) < 00 in contradiction to the definition of tA. 
Hence K(tA;A) = 00 • D 
Form= 1,2, .•• let 
B = {x E 11.:l: -m::; x(d)::; m, d = 1, ••• ,p}. 
ID 
Let F be the conditional cdf of X given x1 E B . We write Pr{T EA IB} m 1 m n n m 
to denote the conditional probability Pr{T EA I x. E B ' l. = I, ... ,n}. n n l. m 
By Lennna 4. 1 in GOR (1979) 
(2. 6) lim K(Q,F) = K(Q,F) 
m 
JD_--+oo 
for all QC vP. 
Let K and tA be defined similarly to Kand tA (cf. (2.5)), but with 
m ,m 
F replaced by F , m E JN. Lennna 4 and (2.6) imply that lim K (t;A) = 
m ~ m 
K(t;A) < 00 for all t < tA if A is open, convex and increasing and hence 
(2. 7) lim inf t ~ tA. A,m 
The map TJ : vP ➔ ]RP is defined by its component functions 
,m 
1 
T(d)(G) = f J,m 
0 
-1 -1 
Jd(u)G(d) (u) 1B (G(d) (u))du, 
ID 
GE vP, d = 1, ••• ,p. 
LEMMA 5. If J 1 , ... ,JP ELI-' the map TJ,m VP ➔ JRP is continuous in the 
topology w, for aU m E JN. 
p (d) (d) PROOF. Let {Gn} be a sequence 1.n V and suppose G ➔w G. Then G ➔ G , 
-1 -1 n n w 
d = 1, •.• ,p, and hence G(d) ➔ G(d) except in at most countably many 
n 
points. Since the sequence {G(d)-l JR (G(d)-1)} is uniformly bounded, domin-
(d)n -'111 n 
ated convergence implies TJ (G ) ➔ TJ(d) (G) for each d and thus TJ (G ) ➔ 
,m n ,m ,m n 
TJ (G). □ 
,m 
We are now 1.n a position to prove Theorem I. The proof more or less 
parallels the proof of Theorem 4.1 and Corollary 4.1 in GOR (1979). 
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PROOF OF THEOREM I. First suppose that condition (Cl) of Theorem I is satis-
fied. Since K(QJ(A),F) < 00 , Lemma 4 implies that tA > O. Let -oo< n< tA. It 
follows from (2.7) that K (n;A) < 00 for all m ~ m. Choose E > 0 and fix 
_ m n _ 
m ~ mn. Let G0 E: QJ(A+ ne) be such that K(G0 ,Fm) < Km(n;A) + E and let 
G1 E: QJ(A+ ne) be such that K(G 1,Fm) < 00 • Put Ga= a.G 1 + (I-a)G0 , O< a.< I. 
Then Ga. E: Q J (A+ ne) by Lemma 2 and hence by the convexity of the map 
G ➔ K(G,F) 
m 
K (n;A) ~ lim K(G ,F) ~ 
m a.+O a. m 
< K (n ;A) + E. 
m 
It follows that form~ m 
n 
This equality continues to hold if the sets QJ(A+ ne) and QJ(A+ ne) are re-
placed by T;:mc~; n~) and T;~m(A+ ne), respectively. By Lemma 5 T;~m(A+ ne) 
is w-open and TJ (A+ ne) is w-closed. Since, moreover, 
,m 
= TJ (F ) I B } = 
,m n m 
for all m and n, Lemma l implies 
(2. 8) lim n-l log Pr{T E A+ nelB} = -K(QJ(A+ ne),F ) 
n m m 
n➔oo 
for all m ~ ·mn and n < tA (note that int A = A since A is convex). 
Fix n < O, let E > O, define 
TI = lim sup n-I log Pr{T, E A+ ne} 
n n 
n➔oo 
and choose k = k(E,n) E: lN so large that 
-I Tin ~ k log Pr{Tk E A+ ne} + E. 
IO 
Since lim Pr{Tk E A+ ne I Bm} = Pr{Tk E A+ne}, ~ 
that 
-I log Pr{Tk EA+ nelBm} + 2E 7T s; k 
n 
for all m 2 m k" Furthermore, by Lennna 3 
n, 
lim sup n -I log Pr{T E A+ nel B } 
n m 
n~ 
:::: lim (kj)-l log(Pr{Tk EA+ nelBm})j 
j~ 
for all m E lN, and hence in view of (2. 8) 
-
there exists m 2 m 
n,k n 
form 2 m k" Since A ➔HA implies A c A+ ne (n < 0) for sufficiently n, n n 
larg~ n, it follows from the preceding inequality and (2.6) that 
-I lim sup n log Pr{T E A } s; 7T s; -K(QJ(A+ ne),F) 
n n n 
n~ 
for all n < O. Application of Lemma 4 yields 
(2. 9) -I lim sup n log Pr{T 1c A } s; -K(QJ (A),F). 
n n 
n~ 
Conversely, for any m,n E lN 
n-l log Pr{T EA} 2 n-l log Pr{T EA IB} + log PF(Bm). 
n n n n m 
Choosing O < n < tA, it follows by (2.8) and (2.6) 
lim inf n-l log Pr{T EA} 
n n 
n~ 
2 lim inf[lim inf n-l log Pr{T EA IB} + log PF(B )] 2 
n n m m 
such 
~ lim inf[lim inf n -I log Pr{Tn E A+ nelBm} + log PF(Bm)J 
m--+oo n-+<x> 
= - lim K(Q1 (A+ ne),Fm) = - K(Q1 (A+ ne),F). 
m-+<x> 
Lemma 4 again implies 
lim inf n-l log Pr{T EA}~ - K(Q1 (A),F). n n 
n-+<x> 
In combination with (2.9) this establishes (1.5) under condition (Cl). 
I I 
Now let Ac ]RP be open and K(Q1 (A),F) = oo. Put lflm = {GE VP: .PG has 
support in Bm}, m Elli. Suppose there exists G E lflm such that PG has finite 
support contained in the support of PFm and such that T1 (G) = TJ,m(G) EA. 
Since T1 is aw-continuous map (Lemma 5), there exists aw-open neighbor-
,m 
hood VG of G such that TJ,m(VG) c A. Lemma 2.5 in GOR (1979) states that 
GE clw{H E VP: K(H,Fm) < 00 } and hence there exists GV E VG such that 
K(GV,Fm) < 00 • It follows that GV E lflm n VG' implying T1 (GV) = TJ,m(GV) EA 
and hence K(Q1 (A),Fm) < 00 in contradiction to the original assumption. But 
this means that T1 (G) r/. A if PG has finite support in the support of PFm• 
i.e. 
for all m, n E JN. Hence Pr{T E A} = 0 and together with A c A this implies 
n n 
Pr{T E A } 
n n 
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