As mobile devices grow more powerful and diverse in the applications they run, it becomes increasingly desirable to give them some independence in scheduling their transmissions. The latest release of the CDMA2000 1xEV-DO system incorporates a number of mechanisms that afford mobile devices some flexibility in making uplink transmission decisions. With distributed decisions, however, comes the possibility of harmful interactions that could lower overall system efficiency. In this paper, we carry out a preliminary investigation of a proposed token bucket based mechanism for enabling distributed transmission decisions. We explore a class of simple probabilistic policies that readily lend themselves to distributed operation, and show that their efficacy greatly depends on the number of devices sharing the uplink. Specifically, we identify regions in the number of active devices in which both the optimal (in terms of overall system throughput) transmission policy and the device token efficiency (the achieved transmission rate per token) exhibit significantly different properties. Our findings provide initial insight into how to configure token bucket parameters and transmission policies in order to achieve a reasonable compromise between distributed decisions and overall system efficiency.
I. INTRODUCTION
With the power and versatility of mobiles 1 rivaling that of stationary platforms, the diversity and communication requirements of applications they run have also been expanding. This has resulted in a push to give mobiles more autonomy in making transmission decisions. This, however, often conflicts with the centralized operation of current wireless systems, e.g., the control exercized by base stations or the use of 802.11 RTS/CTS handshakes between devices and access points. In this paper, we explore the tension this creates in the uplink of CDMA systems.
Traditional CDMA base stations tightly control transmission schedules and power to maintain acceptable signal to interference levels. Several standards for modern 3G/4G cellular networks, e.g., 1xEV-DO Rev. A [1] , HSUPA [2] , have, however, introduced mechanisms that give devices significant autonomy in deciding when to transmit and at what rate. As stated in [3] , a major driver was to define a "wide-areamobile wireless Ethernet," where devices had greater independence in making transmission decisions best matched to their applications. The price for this flexibility is potentially higher interferences, and a corresponding degradation in performance. Investigating this issue is what motivated this paper.
One proposed mechanism for allowing distributed transmission decisions while maintaining some control on resource sharing, is a token bucket [1] similar to that used in wired networks [4] . Each token grants access to a certain amount of "resources," with token generation rate and token bucket depth imposing limits on resource consumption. Mobile devices decide how to spend their tokens to achieve transmission rates (and latencies) best suited to their applications. Unlike wired networks where the token "currency" is in bytes, tokens are now in units of transmission power, the primary resource in a CDMA system. This leads to resource sharing models fundamentally different from the "queueing systems" that capture buffer and bandwidth consumption in wired networks. Instead, as discussed in Section III, the sharing of resources among users is measured through the resulting signal to interference and noise ratio (SINR). We develop models that reflect this sharing, with users making independent but constrained transmission decisions, where constraints arise from token bucket mechanisms. We first investigate a simple distributed policy, with users randomly and independently alternating between idle and active periods. Token bucket constraints are introduced next that limit the frequency of active periods. We derive expressions in both settings for the achieved user rates as functions of the frequency of active periods and rate selection. This enables us to explore the impact of distributed transmission decisions on performance and assess the efficacy and effect of token buckets.
The rest of this paper is structured as follows. Section II provides a brief overview of operation of an EV-DO Rev. A system. We introduce our model in Section III, the framework we rely on for purposes of evaluation in Section IV, and our analysis in Section V. Section VI compares the results of our analysis to simulations, and finally Section VII summarizes our findings and points to future work.
II. THE EV-DO REV.-A REVERSE LINK
The reverse link (or uplink, i.e., from mobile devices to access network 2 ) of the EV-DO Rev. A system is a CDMA system [1] , which is well-known to be interference limited in that the achievable data rate is strongly influenced by the transmission power used by all the devices. Specifically, because all devices share the same spectrum and user signals are in practice not perfectly orthogonal, the throughput seen by a device is a function not only of its own transmission power, but also of that of other users whose transmissions are perceived as interference. This has a two-fold effect on a user's transmission decisions, both of which are governed by the trade-off between increasing ones own signal strength and causing interference among other users. First, a user needs to decide what transmission power to utilize and second, when and how often to transmit.
There is a large volume of literature addressing the first issue, selection of optimum transmission power. [5] , [6] are two examples of works proposing distributed algorithms to compute the minimal transmission power to meet a specified SINR 3 . [7] , [8] , [9] , [10] address the problem of joint allocation of transmission power and associated QoS functions (e.g., rate). These studies however do not address the second issue, that of uplink scheduling. Off late, this topic has started receiving some interest, notably in [11] , [12] , [13] where authors proposed joint scheduling and power allocation algorithms that take multi-user interferences into account. However, the framework explored by the authors in these works requires centralized control of each user's transmissions by the access network, which places a heavy signal overhead on the system. The EV-DO Rev. A reverse link incorporates several sophisticated physical and MAC layer design principles to improve the flexibility of transmission decisions on the reverse link, and more importantly facilitate distributed operation and give devices greater independence. We describe next two specific aspects of the Rev. A specifications that both affect a mobile device's decisions on how and when to transmit on the reverse link: i) Pilot assisted transmission, which guides the choice of the transmission power, and ii) Token bucket control that influences the frequency (and scheduling) of packet transmissions.
Of course, the system also incorporates several other design elements for improved service. They are however orthogonal to the problem at hand, and we recommend [3] , [14] , [15] for a detailed description of other MAC and physical layer specifications and motivations behind the design.
A. Pilot Assisted Transmission
Recall that one of the issues faced by a device in a CDMA system is the choice of transmission power. Too high a power may cause undue interference to others, while too low a power will degrade ones own throughput. The EV-DO Rev. A approach to guiding transmission power selection for uplink transmission is as follows. During uplink transmission, each device transmits a pilot signal whose power is controlled by the access network using a fast closed loop control law, referred to as inner-loop power control, such that the pilot power received at the access network from each device is approximately the same, even in the face of channel variations (subject to estimation and delay errors) 4 . In each time slot, if a device decides to schedule packet transmission at a certain data rate, it is required to choose the corresponding transmission power relative to the current strength of its pilot signal. Specifically, for device i, let the pilot strength at time slot t be given by P i S (t). Then, if the device wishes to transmit at a data rate R, it must set its transmission power P i D (R) according to the equation:
where T xT 2P [R] is a proportionality factor, called Traffic to Pilot Ratio, function of the selected data rate R. We dwell further on the proportionality factor in Section II-B. This pilot-assisted framework provides a fair benchmark for all users against which to choose their data transmission power, since the received pilot power at the access network is (approximately) the same for all of them. However, note that it does not necessarily yield optimal transmission powers since the final data SINR is governed by choice of the data transmission power of other users, rather than the pilot signal. Nevertheless, the mechanism has a unique feature: The choice of transmission power for the data is de-coupled from the problem of coping with fading and attenuation on the wireless channel. This is because the fast inner-loop power control allows the pilot signal to track variations of the wireless channel, so that the data transmission power can be set relative to the pilot strength. This is a critical aspect of the system. As we explain below, it allows tractable analysis of some simple scheduling schemes, because on one hand it "hides" the impact of the wireless channel and on the other hand it does so while keeping the transmission scheduling process in devices open-loop, i.e., the inner-loop control is independent of the transmission rates selected by devices. by virtue of minimizing the impact of the wireless channel.
B. Resource Allocation: Token Bucket
The reverse link MAC layer has been designed on the principle of centralized allocation of long-term resources per device (and flow) by the access network, while allowing distributed usage of resources at short time scales by the mobile devices. By controlling the long-term allocation of resources, which in CDMA systems is power, the access network prevents users from becoming persistently greedy and thus generating too much interference, which in the long-run can degrade system throughput or even cause collapse. By relinquishing (within the long-term constraints imposed by the access network) to the mobile devices instantaneous decisions on how to use the resource, i.e., when to schedule and what transmission power to use, EV-DO Rev. A allows devices to improve performance and quality-of-service through finer grain usage of power.
The mechanism to achieve this dual objective is implemented in the EV-DO Rev. A system through a token bucket 5 . Each MAC layer flow (or device) has a bucket of maximum depth BucketSat in which it stores its current credit of (power) tokens and that is replenished at a rate of T 2P Inf low tokens per transmission slot. The number of tokens present in the bucket determine the set of rates at which the device is entitled to transmit.
Specifically, if in a given transmission slot a device wishes to transmit at rate R, it needs to have at least T 2P Outf low = T xT 2P [R] tokens in its bucket, which are then subtracted from the bucket prior to transmission. T xT 2P [R] is a mapping from rate to tokens and same as the Traffic to Pilot Ratio stated in Eqn. (1) that controls the device's transmission power. Intuitively, a rate to token mapping should charge more tokens for a higher data rate since that translates into higher transmission power 6 , and hence higher resource consumption. A sample set of rate to token mappings recommended in [1] for 6 discrete rates is shown in Table I . Observe that for higher data rates, more tokens are indeed required. As an example to illustrate the flexibility afforded by the token bucket mechanism, one device may utilize its allocated tokens to transmit at a constant rate for a delay sensitive application, while another may accumulate them (up to BucketSat) and transmit short, high-rate bursts that might be better suited to a delay insensitive application. Rate It is worthwhile to delve further into the nature of the tokens and their relation to the pilot-assisted transmission feature introduced in Section II-A. As explained earlier, the data transmission power is relatively proportional to the pilot strength, in fact by the number of tokens specified in the rate-token mapping (e.g., Table I ). Thus tokens control only the relative data transmission power. Furthermore, because of pilot-assisted transmission, regardless of wireless channel conditions, the number of tokens required to transmit at a given data rate is the same. This is because the strength of the pilot signal intrinsically reflects the quality of the wireless channel. We shall use this crucial feature in the analysis in Section V.
Note that while the evolution of the bucket level largely depends on the device transmission decisions, i.e., the T 2P Outf low values by which the bucket is decremented in each slot, the access network can also exert some control. For example, when the sector is loaded, indicated by the combined received power exceeding a certain threshold (called RoT, Rise Over Thermal), the base station can set a 'sectorloaded bit' which automatically reduces the token inflow rate T 2P Inf low (see [15] for the decrement procedure.) This ultimately forces devices to lower their relative transmission power. The base station can also control token bucket values by setting expiration 'timers' or updating them through grant/request messages autonomously or in response to device requests ( [1] ). These adjustments, however, typically take place at a coarser time-scale than the slot-to-slot increments and decrements that control transmission decisions. As a result, we focus here on a system where token bucket parameters are kept constant.
III. SYSTEM MODEL Given the initial nature of our investigation and our focus on gaining a basic understanding of how off-loading some transmission decision ability to mobile devices affects overall system performance, we focus initially on a bare-bone model that nevertheless retains features of most interest. The system is assumed to consist of a single cell with a single base-station (or access network) and n + 1 users with homogeneous throughput requirements. We assume that each user has only a single active MAC flow and that all n + 1 users have a large enough amount of data to transmit so that they are continuously backlogged during the time interval of interest.
The reverse link is a time-slotted system shared by all users. Let P i D (R i , t) denote the data transmission power of user i in slot t if it selects to transmit at a rate R i . Since the channel is shared in a CDMA system, the SINR of user i in slot t can be modeled by the standard equation [16] :
where
is a factor quantifying the orthogonality of the codes (θ = 0 if they are perfectly orthogonal).
• G i loss (t) is the path loss experienced by user i in time slot t. It is a time-varying function of the user distance as well as fast-fading.
• σ 2 denotes the thermal noise.
• R i is the rate selected by user i.
• G(R i ) = W/R i is the processing gain associated with rate R i where W is the spread-spectrum bandwidth. For EV-DO networks, W = 1.25 Mhz. Recall from Section II-A that the pilot signal of each device is controlled by a fast control loop so that the base station receives the same signal from each device. This can be modeled as if each pilot signal is trying to achieve a common target SINR, which we denote by 1/φ. Let P i S (t) be the pilot strength of user i in slot t. P i S (t) must then satisfy:
If we assume perfect power control and that transmission power is not constrained, then it is easy to see that the inner-loop power control requires each device to set its pilot strength such that in any time slot t,
is the unique solution to Eqn. (4) . Interestingly, the above expression also indicates that the number of allowed users must satisfy n + 1 ≤ φ for a feasible pilot rate assignment. Since, as mentioned in Section II-A, the data transmission power P 
Eqn. (7) indicates that in the presence of perfect power control and no maximum power constraint, the SINR experienced by a user is only influenced by rate choices of other users and not the channel. Of course, in practice perfect power control is not achievable, but we believe it is a reasonable approximation assuming that channel conditions do not change much in the intervening period between pilot signal and data transmissions.
In Section VI we simulate imperfect power control through a one slot delay in pilot information, and compare its results to those obtained assuming perfect power control. Our simulations show minimal differences, and the results obtained with imperfect power control follow the same general trend as the analysis that assumes perfect power control.
IV. EVALUATION FRAMEWORK
In this section, we outline the specific scenarios of the system presented in the previous section that we evaluate, the metrics we are interested in, as well the simple scheduling mechanism we utilize to study the system.
As alluded to earlier, our focus is on the dynamics of packet scheduling in a framework where the token bucket variables are fixed a priori. Towards this end, we assume that mobiles are operating under conditions where the sector is not loaded and the timer for the token bucket inflow, T 2P Inf low does not expire. Thus, none of the users get shut down or forced to scale back by the base station via explicit control of the token bucket parameters, and they continue to receive tokens at a constant rate. While clearly this is a simplified scenario, we note that since sector loading and the corresponding drop in token inflow typically occur on a larger time-scale than the slot-by-slot operation of packet scheduling, these assumptions effectively allow us to analyze the typical operation of a mobile in between such events.
A. Performance Metrics
Since users are assumed to be infinitely backlogged and homogeneous, a metric of interest from a system and user's perspective is long-term throughput. This metric also captures the "cost" that various transmission strategies would have on the overall system efficiency in comparison to the maximum possible aggregate transmission rate. For simplicity, we approximate the effective rate achieved by a user in a time slot as linearly proportional to its SINR. Specifically, the effective rate achieved by a user i in time slot t, given that its transmitted data rate was R i is given by
where S i (R i , t) is given by Eqn. (2) and S o is a threshold parameter. The linearity assumption is typically valid at small SINR values [16] as long as the modulation scheme remains the same (which is true for all but the highest rate in EV-DO Rev. A). A practical issue with the above relation is that in some instances S i (R i , t) may actually be greater than S o , in which case Eqn. (8) would yield an effective rate greater than the transmission rate. This is clearly not possible, and hence, the above relation is modified to
The average throughput is then given by C = E[C i (t)], where we have dropped the index i because of our assumption of homogeneous users. For the sake of clarity, we shall refer to the relationship in Eqn. (8) as the Linear Model and Eqn. (9) as the Bounded Model. Apart from the average throughput, we are also interested in token efficiency, or in other words, the effective rate achieved per token expended. This criteria is relevant given the token bucket constraint. Let T be the expected number of tokens expended per time slot under a given policy. We define the token-bucket efficiency as η = C T .
B. The on-off scheduler
We consider a transmission scheme wherein in each slot each user independently decides whether to transmit at a particular (non-zero) rate R with probability p, assuming they have enough tokens in the bucket, or not to transmit at all (transmit at rate 0) with probability 1 − p. We assume that all users are identical in their behaviour regarding the transmission policy, i.e., p and R are the same for all users.
Although simple, this policy is interesting for several reasons. First, it is inherently distributed, which when combined with its simplicity makes it eminently practical. Indeed, it has direct equivalents in wireline networks, e.g., Aloha, CSMA etc., . Second, by virtue of easily controllable parameters, it lets us explore and understand key system properties, e.g., impact of cell load, transmission rate, etc., ., which we show can strongly influence performance. In addition, it captures a hybrid sharing model between pure CDMA (all users transmitting) and a slotted-system (one user transmitting at a time) that has the potential to enable distributed control while improving performance.
V. ANALYSIS OF SCHEDULING BEHAVIOUR
In this section, we analyze the on-off scheduler and provide analytical results that capture the impact of both the number of users in the cell and their selected transmission rate. In particular we show how those parameters influence the choice of the transmission probability p that maximizes throughput. For purposes of analytical tractability, we make the assumption of perfect power control. We also assume that S o is large enough that the rate obeys the Linear Model. The impact of these assumptions is explored in Section VI.
In Section V-A and V-B, we first analyze the scheduler without considering token bucket constraints, and focus on characterizing the behaviour of the throughput as a function of the transmission probability p and the transmission rate, when on, R. This gives us insight into the impact on performance of distributed transmission decisions. In Section V-C we incorporate the impact of the token bucket through a statistical approximation and show how the optimum value of p and R can be selected for a given set of token bucket parameters.
A. Scheduler Behaviour: No Token Bucket
Recall from Section II-A that to transmit at a data rate R, the required signal power is given by:
For ease of exposition, assume that R is fixed and let the number of tokens T xT 2P [R] = K.
Then, from Eqn. (7), we have that the SINR of user i in time slot t is given by :
where, in the framework of the on-off scheduler, K i is a binomial random variable that takes values K with probability p and 0 with probability 1 − p. Hence, the expected value of the SINR can be written as
Utilizing the fact that the actions of each user are assumed to be i.i.d., we have:
where δ = γ θK = φ − n θK . From Eqn. (8), and using G(R) = W/R, the expected achieved rate is given by:
We now state two propositions that capture the behaviour of Eqn. (12) as a function of δ. We then explain how they capture the impact of transmission power on the scheduling parameter p and the achieved rate C.
For purposes of clarity as well as illustrating our proofs more clearly, we introduce a new variable and state two simple observations that will be used for proving the two propositions. Let
Since X and C are linearly related, by a constant factor, results that we prove for X also hold for C and hence we shall use them interchangeably. We assume that δ > 0. Taking the derivative of X with respect to p, we obtain :
1) Observation 1: It is easy to see from the above expression that if
Hence, the function X(p) is always increasing for p < 1 n + 1 . 2) Observation 2 : Let p = 1. We then have
Hence
Observation 2 naturally motivates us to treat the cases δ ≥ 1 and δ < 1 separately. We are now in a position to state and prove two propositions that capture each of these two cases. In either case, based on Observation 1, we need only consider p ∈ [ 1 n + 1 , 1). Proposition 1: If δ ≥ 1, then the expected achieved rate C(p) attains its maximum value at p * = 1. Proof : Eqn. (14) can be re-written as
For ease of exposition, let
Further let, δ = 1 + ǫ. We can bound y(p) as follows :
Now observe that x x + ǫ is concave. To see this, we have
Hence, applying Jensen's Inequality, which states that Ef (X) ≤ f (EX) when f is concave, we get
In fact, since ǫ > 0, the function is strictly concave, and we can replace the inequality in the above equation with a strict equality. Plugging this relation in Eqn. (16), we get
>0 .
Hence, when δ ≥ 1, X ′ (p) is always non-negative for p ∈ [ 1 n + 1 , 1). Combining this with Observations 1 and 2,we obtain that when δ ≥ 1 the maximum value of X is attained at p = 1.
Proposition 2: If δ < 1, then the expected achieved rate C(p) has a unique maximum at p = p * < 1. Proof : Before we can prove the above proposition, we need the following lemma. Lemma 5.1: Let y(p) be given, as before by Eqn. (17), i.e., ,
where we have replaced δ = 1 − ǫ, 0 < ǫ < 1. Then, there exists a unique p
In other words, there exists a unique solution of the equation y(p) = 1 (n + 1)p − ǫ in the interval [0, 1). In the interests of continuity, we postpone the proof of Lemma 5.1 till after we show how to use it to prove Proposition 2. When δ = 1 − ǫ < 1, Eqn. (16) can be written as
From Observations 1 and 2, we know that if δ < 1, X ′ (0) > 0 and X ′ (1) < 0. Hence, X ′ (p) must possess at least one root. Let the first such root occur at p = p * . Observe from Eqn. (20), that we must then have
But Lemma 5.1 then states that this can be the only solution, and hence X ′ (p) possesses exactly one zero. In other words,
This in turn implies that the function X(p) possesses a unique maxima at p * < 1, which proves Proposition 2.
We now prove Lemma 5.1. Proof: As argued above, the fact that there exists at least one root p which satisfies Eqn. (21) 
Our approach for extending the induction is as follows. We divide the interval [p, 1), into (sub)-intervals of size < β (which we compute later) and show that the induction holds over the entirety of each of these intervals. Consequently, it holds over the entire interval [p, 1).
We start by evaluating y(p) in an infinitesimal neighbourhood ofp, lim ∆p→0p + ∆p, ∆p > 0. Let y A (p + ∆p) = y(p) + y ′ (p)∆p be the affine approximation of y(p + ∆p). We then know that,
Plugging in y ′ (p) we have :
where the the last inequality follows from applying the induction hypothesis to the first term on the right hand side and exploiting the strict convexity of x + 1 x + 1 − ǫ and applying Jensen's inequality to the second term. The above expression can be further simplified as :
For ease of exposition, denote the right hand side of the above equation by
Next, observe that
Again, for ease of exposition, denote the right hand side of the above equation by
We have,
Now, observe that for any m
, there exists a 1/M > 0 (which is independent ofp) such that
This follows from the monotonically decreasing nature of the above function with respect top which in turn implies that 1/M is simply the value of the above function evaluated atp = 1 − 1/m ′ . We next, bound the error term o(∆p). Observe that, p j (1 − p) n−j is a polynomial in p of order n and hence can have at most n non-zero higher order derivatives.
Consequently y(p) has at most n higher order derivatives, each of which can be written as
Next, with some simple re-arrangement the derivative can be expressed as
Since p < 1, we can (loosely) bound the above expression from above as :
Using Eqn. (28) we can bound the l th derivative of y(p) as :
Since y(p) has only a finite number of higher derivatives, and each of them is bounded, it follows that we can bound the error term, for very small ∆p Eqn. (29) as :
where Z is some constant independent of p such that Z < ∞.
Coupling the two observations Eqn. (26) and Eqn. (29), for any choice of m ′ , we can compute 1/M from Eqn. (26) and choose an appropriately small β independent ofp such that for ∆p < β, o(∆p) < ∆p/M. Note that this is possible since 1/M > 0 and o(∆p) is bounded and decays faster than ∆p. This in turn yields,
and hence, y(p + ∆p) > 1 (n + 1)(p + ∆p) − ǫ for ∆p < β andp
Putting it all together, for any choice of m ′ > 1, we can divide the region [p, 1 − 1/m ′ ) into intervals of width β. Then, applying the above result in each interval
, it follows that y(p + ∆p) > 1 (n + 1)(p + ∆p) − ǫ for any ∆p < β. Corollary : X(p) attains its maximum value at p = p * that satisfies :
given by
Proof: From Eqn. (21), this is clearly true for δ < 1. If δ ≥ 1, Proposition 1 states that the optimal p * = 1, in which case y(p * ) = 1 n + 1 − ǫ . Since δ = φ − n θK , assuming φ is fixed 7 Proposition 1 and Proposition 2 reflect the impact of the number of users and the transmission power selected on the scheduling policy.
Specifically, if there are few users in the system, i.e., n is small, or the token value K (equivalently the transmission rate R) is small enough such that δ ≥ 1, then a greedy scheduler is optimum. Intuitively, this is because in both cases the mutual interference generated by the devices is small enough, either because of few users or low power, to be outweighed by the benefits of transmitting continuously (p * = 1). However, if there is a large enough number of users in the system or the token rate K is large enough such that δ < 1, then continuous transmission by a device will generate too much interference. Hence, better throughput is obtained with a scheduling parameter p < 1 that reduces transmission frequency.
We note that though this intuitive reasoning allows us to explain the general behaviour, the precise transition point of δ = 1 is a product of Propositions 1 and 2, as is our ability to compute the optimal value p * . Figure 1 illustrates the behaviour of S(p) (and hence C(p) also) as a function of p for different values of γ/θK. Note that when γ/θK < 1, the maximum throughput is indeed attained at a value p * < 1. 
B. Impact of Rate on Throughput
The previous sub-section investigated the relationship between the data transmission rate R, or equivalently the token rate K, and the scheduling parameter p when maximizing the achieved rate. Next, we study the impact on the actual value of the optimal achieved rate of selecting different transmission rates in the on state.
Proposition 3: Let C * 1 and C * 2 be the maximum achievable throughputs when the transmission rates in the on state are R 1 and R 2 , respectively. If R 1 > R 2 , then C * 1 > C * 2 . Proof: Let K 1 and K 2 be the tokens required to transmit at rates R 1 and R 2 respectively. Let δ i = φ − n θK i , i = 1, 2. Clearly, K 1 > K 2 and hence δ 1 < δ 2 . Let p * i be the optimum transmission probability for the selected transmission rate R i .
Note that the optimum value of p * is given by Eqn. (30) and the resultant throughput (scaled by Eqn. (13)) by Eqn. (31). In order to prove the above proposition, we investigate the comparison in three regions :
1) δ i ≥ 1, i = 1, 2. In this case, by Proposition 1, p * i = 1, i = 1, 2 and the maximum throughput is given by
The respective throughputs are given by
From Eqn. (30), it is clear that p * , the optimum transmission probability is a function of ǫ. Differentiating the maximum throughput w.r.t ǫ, we obtain
The above equation indicates that in order to identify whether the throughput increases or decreases as ǫ increases, we need to characterize dp * dǫ . In this regard, we can rewrite Eqn. (30), which captures the dependence of p * on ǫ, as
Re-arranging the above equation, and collecting terms containing dp * dǫ , we get
and
In the above expressions, we have utilized the fact that y(p * , ǫ) = 1 (n + 1)p * − ǫ . We now examine
A and B individually beginning with A. Observe that the function x − np x + 1 − ǫ is concave. Hence, applying Jensen's inequality, we immediately obtain that A < n + 1 (n + 1)p * − ǫ . Now, rearrange the summation term in A as
Proceeding exactly as in the proof for Lemma 5.1, we utilize the facts that the function x + 1 x + 1 − ǫ is convex, which allows us to apply Jensen's inequality, and that y(p * , ǫ) = 1 (n + 1)p * − ǫ , followed by some simple algebraic manipulation, to obtain
This shows that A is bounded and positive. Turning to B, we can write,
Since, y(p * , ǫ) = 1 (n + 1)p * − ǫ , we can write
Plugging the above expression for 1 ((n + 1)p * − ǫ) 2 in Eqn. (36), one can immediately observe that the term in the square brackets is simply the variance of the random variable 1 x + 1 − ǫ where x has a binomial distribution B(N, p * ). Since the variance is always positive, we must have B < 0.
Coupling the properties of A and B, we obtain from Eqn. (33) that dp * dǫ < 0. From Eqn. (32), this immediately implies that d C * dǫ > 0. Since K 1 > K 2 implies ǫ 1 > ǫ 2 , the result follows. The proposition states that within the framework of the on-off scheduler, increasing the transmission rate in the on state improves throughput and hence one should always select the highest transmission rate (and the appropriate transmission probability p). However, this is true only for an unconstrained system. In a token bucket environment, this result need not always hold, as constraints on the number of available tokens mean that token efficiency matters. Lower transmission rates that have higher token efficiencies may actually be better than higher transmission rates that consume many tokens and drain the bucket.
It is hard to obtain an expression that quantifies the impact of token efficiency in the general case. However, for the special case, when the optimum transmission probability p * = 1, we can compare token efficiencies of two transmission rates.
As before, the maximum achievable average transmission rate C(p * ) is given by
Let R 1 and R 2 be the two transmission rates, where without loss of generality R 1 > R 2 . Let the corresponding tokens required to transmit at each rate be K 1 and K 2 , with K 1 > K 2 , and p * 1 = p * 2 = 1 be the optimal transmission probabilities, at each rate. From the above expression, it is easy to see that:
Now, when θK 2 n << φ, which is indicative of a lightly loaded system or very low transmission rates (tokens) the above expression indicates that the throughput gain ratio is ≈ K 1 K 2 i.e., commensurate with the increase in token expenditure ratio. However if θK 1 n >> φ which represents significant load or high rates, the rate gain is ≈ 1. In other words, one gets no significant gain in throughput from transmission at very high rates at the cost of using many more tokens. In Section VI-D we explore the impact of token efficiency in greater detail through simulations.
C. Incorporation of a Token Bucket
Next, we combine the on-off scheduler with token bucket constraints. Let (ρ, L) be a priori specified token bucket parameters. ρ specifies the average inflow rate of tokens i.e., it is equivalent to T 2P Inf low, and L the bucket depth (which is equivalent to BucketSat). Let K be the discrete set of allowable token bursts that can be utilized in any given slot. For example, the second column in Table I yields an instance of K. Because there is a one-to-one mapping between rates and tokens bursts, for purposes of clarity we will use token burst (K) in lieu of rate (R), unless otherwise specified.
As before, our objective is to find a transmission mode (a token burst size K and transmission probability p) for the on-off scheduler that maximizes throughput, but now subject to token bucket constraints. In the unconstrained system, we showed the existence of an optimum transmission probability p * that for a given token burst K ∈ K maximizes throughput. Furthermore we showed that the optimum throughput increases with the burst size K, although this increase can be at the cost of a decrease in token efficiency. The latter is likely to become significant in the presence of token bucket constraints. Our goal is to develop an understanding of how introducing such constraints influences the selection of both p * and K. An important point worth mentioning is that in any slot t in which the number of tokens in the bucket, B[t], falls below the pre-determined burst size K, there are two possible modes of operation : 1) Fixed Burst Mode where the user is restricted to bursts of strictly K tokens and hence schedules transmissions with probability p only when B[t] ≥ K; and 2) Variable Burst Mode where whenever a user decides to transmit (with probability p), she will use min(B[t], K) tokens, i.e., transmit at the highest feasible rate given the available tokens.
In this section, we formulate a non-linear program to compute the optimal transmission probability and associated token rate in the Fixed Burst Mode. We study the performance of both modes via simulations in Section VI.
We assume that the burst size K is a multiple of the token rate ρ so that ρ can always be scaled to be 1. Observe that since the user is token bucket constrained, in the Fixed Burst mode, the transmission probability p is now the conditional transmission probability subject to there being at least K tokens in the bucket. The evolution of the token bucket can be readily captured with a Markov chain where there state represents the number of tokens in the bucket. An illustration of the evolution of the chain, with a maximum bucket depth of L and burst size K is shown in Figure 2 . Let π be the stationary probability distribution of the number of tokens in the bucket. Note that the vector π is itself a function of p and can be computed numerically from the probability transition matrix P give by :
In order to determine the optimum K, p(K) values for the token bucket, we use the unconditional transmission probability p tok of the token bucket. It is easily seen that p tok is given by the following expression: Our approach to optimize scheduling in the token bucket system is to approximate the on-off transmission process of each user when token bucket constrained, with an 'unconstrained' on-off process that occurs with probability p tok . Since, as shown in the previous section, we already know how to maximize the achieved throughput in an unconstrained system, we can utilize it to determine p tok and in turn, through Eqn. (39), p.
The above approach can be formalized as seeking the pair(K, p) that optimizes the following non-linear program N 1 :
The expected throughput C(p, K) is obtained from Eqn. (12) . We have also included a complementary constraint, Eqn. (41), which models the requirement that the cumulative average power not exceed the Rise over Thermal threshold, R T .
Without loss of generality, assume K ≤ L , ∀K ∈ K. We now give a simple algorithm that solves the program N 1 .
1) For each K ∈ K compute p * u (K) that satisfies Eqn. (30), i.e., yields the maximum SINR in the unconstrained system.
3) For each K ∈ K compute p * (K) that satisfies :
4) Choose the pair (K, p * (K)) that yields the largest throughput. The main idea behind the algorithm is that since p tok represents the unconditional transmission probability of the token bucket system, we wish it to approach the optimum value p u for the unconstrained system. By solving for p tok we also find the conditional probability p that the scheduler uses.
Note that in step 2), we scale the optimal probability p u for the unconstrained system to meet the Rise over Thermal constraint. The following proposition, shows that scaling down of the optimal probability p u to meet this validity constraint does not affect the optimality of the result.
Proposition 4: The function C(p) is monotonically increasing over p ∈ [0, p * ) where p * is the optimum transmission probability, i.e., it satisfies Eqn. (30).
, the result follows immediately. Hence, scaling down p u to the largest value that meets the feasibility constraint, still results in the largest feasible C(p).
We illustrate solutions of the above program formulation in Section VI-D.
We also remind the reader that the analysis has assumed the linear relationship of Eqn. (8) between rate and SINR, while in practice the effective rate is capped as in Eqn. (9) . In Section VI we show that even with a rate cap, the behaviour of the rate is similar to that predicted by the analysis.
VI. SIMULATION RESULTS
In this section, we present simulation results to highlight the roles of rate selection and scheduling probability in both token bucket constrained and unconstrained systems, and evaluate the accuracy of the analysis presented in Section V. In particular we explore the impact of approximations like perfect power control, and the strictly linear relationship between rate and SINR that were made for the sake of analytical tractability.
The results are derived using a detailed simulation of the uplink of the EV-Do Rev. A system that incorporates key characteristics of not only the token bucket system, but also aspects of the channel model and transmission system.
The simulation attempts to accurately emulate the impact of the channel on the transmissions from different users, and assumes an omni-directional antenna within a single cell, though all results are easily seen to apply to sectorized directional antennas as well. We list next the various parameters it incorporates: Channel Model: The wireless channel is assumed to have multi-path components, with each user having 3 paths.
The path loss on path i is of the form:
, so that the overall path loss is given by:
On each path, the first factor captures propagation loss, with β a constant chosen to be 100 [17] , d the distance from the mobile to the base station, and α the path loss exponent, which was set to a value of 4 that corresponds to a suburban low-rise environment [17] . The second factor, F [t], captures fast fading, which was assumed to be Rayleigh distributed and simulated using a Jakes simulator [18] with users assumed to be slow moving (< 10 km/hr) resulting in a Doppler frequency of 10 Hz [19] . Transmission System: The carrier frequency of the CDMA system was set to 1900 Mhz and its bandwidth to W = 1.25 MHz. The target data SINR S o (c.f., Eqn. (8)) was set to 2.5 dB for all users and across all rates and for simplicity the orthogonality factor θ was assumed to be 1. The target pilot strength 1/φ was set to −17 dB.
The duration of transmission slots was taken to be 16.667 ms, the frame length on the reverse link of EV-DO Rev. A. Hence, each device is making scheduling decisions at this time granularity.
The standard rate to power-token mapping given in Table I was used for all users. Simulation Setup: Each experiment was run for 1000 slots and repeated 30 times. The results reported are in the 90% confidence interval.
The thermal noise power in dB, σ 2 dB , was set as per the following equation:
where k is Boltzmann's constant, T the temperature in Kelvins and BW the bandwidth and NF the receiver noise figure. We set the temperature to 300 K, the bandwidth to 1.25 MHz and the receiver noise figure to 9 dB. Sections VI-A, VI-B, and VI-C focus on the unconstrained system, while Sections VI-D and VI-E present simulation results for the token bucket constrained system.
A. Perfect versus Imperfect Rate Control
As mentioned earlier, under the assumption of perfect power control and no maximum power constraints, the wireless channel effects are absorbed in the pilot signal and hence the channel does not play any role. In this sub-section, we evaluate the impact of imperfect power control, which we mimic by simulating scenarios where the reference pilot strength used for pilot-assisted transmission is delayed by one slot 8 .
In Fig. 3 we plot the achieved throughput for a 45 user system with R = 153.6 kbps for both perfect and imperfect power control. Figure 3(a) shows the curves under the linear rate model and Fig. 3(b) for the bounded rate model. An interesting observation based on the throughput curves for the linear rate model in Fig. 3(a) , is that the achieved thrhougput with imperfect control is slightly larger than with perfect power control. This is because channel loss under-estimation by one user translates into reduced interference for another user resulting in significant gain due to the non-linear relation between SINR and interference. However, overall and especially for the bounded rate model, we can conclude that the achieved throughputs with perfect power control closely mimic the behaviour with imperfect power control. Henceforth, because of close similarity between the perfect and imperfect power control behaviour, we shall focus on results obtained with perfect power control. 
B. Impact of Rate Non-Linearity
Next, we turn our attention to the impact of the Bounded Rate Model, i.e., Eqn. (9) . We use a scenario with δ < 1, and plot in Figure 4 the achieved throughput as a function of p for the two rate models. For the linear model, the optimal p * ≈ 0.03 agrees with the solution of Eqn. (30). For the bounded rate model, the figure, however, highlights the impact of limiting the rate even as the SINR keeps increasing. The rate capping translates into a higher optimal p * ≈ 0.2, or in other words in allowing more simultaneously active users. The figure also illustrates for both rate models the benefits of the hybrid allocation of the on-off scheduler (p < 1) over both a pure CDMA system (p = 1) and a pure slot-based scheme, where the latter was realized (for the bounded rate model) through a round robin scheduler that allowed only one user to be active in any time slot.
C. Impact of Number of Users and Transmission Rate
The last aspect of the unconstrained system that we study is the impact of the number of users and the choice of transmission rate on user throughput especially in terms of validating δ = 1 as the transition point for the optimal policy. We begin by looking at the impact of user population. We focus on the linear model on which the analysis of Section V-A is based, and plot in Figure 5 the achieved throughput for two configurations: A lightly loaded system, R = 76.8 kbps and 24 users, for a load ≤ 50% and δ > 1; and a highly loaded system, R = 76.8 kbps and 45 users for a load ≈ 90% and δ = 0.23 < 1. The figure highlights the different optimal policy of each configuration (p * = 1 for the former and p * < 1 for the latter) confirming predictions made in Propositions 1 and 2. Similar results were also obtained for the bounded rate model. Fig. 4 (R = 153.6 kbps, 24 users) and Fig. 5 (R = 76.8 kbps, 24 users) also validate Proposition 3, as they show that for the linear rate model, an (R, p * ) combination with a higher R is indeed better. As discussed earlier, this however ignores token efficiency. Indeed, Figure 6 shows that R = 76.8 kbps has higher token efficiency for a 24 user system. We explore next how this affects throughput under token bucket constraints. 
D. Impact of Token Bucket
As discussed in Section IV-A, token efficiency is expected to play an important role in determining performance in a token bucket constrained system. Figure 6 shows the token efficiency with the bounded rate model for two transmission rates of 153.6 kbps and 76.8 kbps in an unconstrained system with n + 1 = 24 users. Though, as shown earlier, the 153.6 kbps rate achieves a higher throughput, its token efficiency is poorer than when a rate of 76.8 kbps is used. Results for the linear rate model follow the same trend. We explore next how this affects throughput in a token bucket constrained system. Figure 7 plots the achieved bounded rate throughput as a function of the conditional transmission probability p, i.e., probability of transmission given enough tokens in the bucket, for a 24 user system and a token bucket with ρ = 7 dB and σ = 21.5 dB. Based on the recommendations in [1] , which are shown in Table I transmissions at R = 153.6 kbps require 18.5 dB worth of tokens and 13.5 dB at R = 76.8 kbps. When p is low, R = 153.6 kbps yields better throughput than 76.8 kbps because the bucket is rarely exhausted and hence token efficiency is not critical. However, this is no longer true at higher values of p where the better token efficiency of 76.8 kbps yields a higher throughput. Overall, 76.8 kbps yields the highest achieved throughput because it provides a better compromise than R = 153.6 kbps between token efficiency and realized rate.
Last, we discuss the solution of program N 1 of Section V-C that relies on the linear rate model and explore its differences with the bounded rate model (Fig. 7) . comes to optimal transmission probabilities, the analytical results are in good agreement with simulations for R = 153.6 kbps. For R = 76.8 kbps the analytical p * = 1.0 is higher than that predicted by simulations p * sim = 0.35. However, comparing the last column C sim (p * A ) in Table II , which shows the throughput achieved in simulations using the analytically computed p * A , with the optimal C * sim , we see that they are very close for both R = 76.8, 153.6 kbps. This indicates that the p * A obtained from solving N 1 provide very reasonable estimates for setting the transmission probabilities in practice.
It is also interesting to note that for 153.6 kbps, p tok is the same as p u for the unconstrained system (shown in the first column), and though the optimum transmission probability has shifted (see Table II ), it yields the same throughput. In other words, by a suitable choice of the conditional probability p, we can still obtain the same throughput as in the unconstrained system. For the transmission rate of 76.8 kbps however, p tok = 0.25 does not closely match p u = 1. Hence, the maximum achievable throughput is lower in the token bucket constrained system.
E. Token Bucket : Heterogenous users
The last set of results that we present with regards to the token bucket system is for heterogenous users. One of the main objectives of a token bucket is to provide service differentiation among users. We divided the users into two classes with equal numbers. The first class of users had a small token bucket rate and the bucket depth was set equal to their token rate ρ = 9.75 dB. The token rate was chosen such that the peak transmission rate was 38.4 kbps. These users transmit continuously, i.e., p = 1, and hence we label them as 'Continuous' users. The second class of users had an on transmission rate of 153.6 kbps and a bucket depth of L = 21.5 dB and were allowed to bursty with probability p ≤ 1. We label them as 'Bursty' users.
We study the interaction between these two classes as a function of the transmission probability p as well as the token rate of the bursty users. The results are presented in Figure 8 for three different scenarios. Figure 8(a) plots the scenario where the token rate for the bursty users was the same as for the continuous users. In Figure 8 (b) the token rate was increased to 13.25 dB while Figure 8(c) shows results when the token rate was large enough such that the bursty users were unconstrained. The figures nicely capture the effect of the token rate as well as the scheduling effect of the bursty users. With regards to the scheduling probability p, (note that this directly affects the bursty users), we note that as shown in the previous section, there is an optimum transmission probability for the bursty users. As the bursty users approach this probability, their throughput increases, but at the cost of the throughput of 'continuous' class users.
The role of the token bucket lies in controlling precisely this trade-off between the amount by which bursty users increase their throughput and the loss incurred by the continuous users. Figure 8 illustrates this nicely. Specifically, Figure 8(c) shows the throughput when the bursty users are unconstrained. One can immediately observe that the continuous class users suffer significant starvation when the bursty users achieve their peak throughput (which actually happens at p = 1). As the bursty users are increasingly token bucket constrained (Fig. 8(a) and Fig. 8(b) ) however, the imbalance in the trade-off becomes less severe and the impact of behaviour of users of one class on the throughput of the other is reduced significantly.
These initial set of results highlight the design principles of the token bucket mechanism. By specifying token bucket constraints, the access network can control fairness of resource allocation between different class of users over long time scales. Each user can then, independently, utilize its token bucket resources to maximize its own utility. VII. CONCLUSIONS AND FUTURE WORK In this paper, we carried out a preliminary investigation of uplink scheduling in EV-DO Rev. A, the latest release from the CDMA2000 1xEV-DO family. It combines pilot-assisted transmission to guide selection of transmission power with a token bucket mechanism that gives devices some independence in scheduling packet transmissions, while still controlling resource usage.
By exploiting the pilot-assisted transmission feature, we were able to analytically study a class of simple on-off scheduling policies and characterize their behavior and performance. We constructed models that allowed us to investigate how to maximize system throughput in both unconstrained and token bucket constrained systems. For unconstrained systems, we showed the existence of an optimal transmission probability that maximizes throughput and is a function of both transmission power and number of users. In a token bucket environment, we demonstrated how the optimal scheduling parameters can be computed given the token bucket constraints. Through simulations we showed that the analysis can provide accurate insight into the behavior of actual systems.
The work is an initial step, and several future directions are possible, of which we mention two. One issue we identified through simulations was the aspect of a bounded rate model, wherein the rate is capped. This can lead to different behaviour as compared to a linear rate model and is the subject of current investigation. Second (and perhaps more importantly), a potential use of the token bucket is in providing differentiated services to various users. We are currently investigating how the token bucket parameters can be set to achieve this goal and presented some preliminary results.
