ABSTRACT Non-orthogonal multiple access (NOMA) has been shown in the literature to have a better performance than OMA in terms of sum channel capacity; however, the capacity superiority of NOMA over OMA has been only proved for single antenna systems, and the proof for the capacity superiority of multiple-input multiple-output NOMA (MIMO-NOMA) over conventional MIMO-OMA has not been available yet. In this paper, we will provide our proof to demonstrate that the MIMO-NOMA is strictly better than MIMO-OMA in terms of sum channel capacity (except for the case where only one user is being communicated to), i.e., for any rate pair achieved by MIMO-OMA, there is a power split for which MIMO-NOMA can achieve rate pairs that are strictly larger. Based on this result, we prove that the MIMO-NOMA can also achieve a larger sum ergodic capacity than MIMO-OMA. Our analytical results are verified by simulations.
I. INTRODUCTION
Wireless broadcast involves a point-to-multipoint data transmission from a single transmitter to multiple receivers. In current broadcast systems, the separation of user data is achieved by using orthogonal multiple access (OMA) schemes in which time or frequency resources are split for multiple receivers. Another type of transmission for wireless broadcast is non-orthogonal multiple access (NOMA), which superimposes user signals on top of each other at the transmitter and use successive interference cancellation (SIC) at the receivers.
Sets of achievable rates for NOMA have been found by Cover [1] , and the proof for the optimality of the sets of achievable rates for additive white Gaussian noise (AWGN) broadcast channels was given by Bergmans [2] . The capacity region of the uplink fading channel with receiver channel state information (CSI) was derived by Gallager [3] , where he also showed that CDMA type systems are inherently capable of higher rates than systems such as slow frequency hopping that maintain orthogonality between users. In [4] , Tse gave a conclusion that NOMA is strictly better than OMA (except for the two corner points where only one user is being communicated to) in terms of sum rate, i.e., for any rate pair achieved by OMA there is a power split for which NOMA can achieve rate pairs that are strictly larger. However, this conclusion is intended for single antenna systems and Tse did not give a proof for this conclusion. Here one should be noted that the capacity gain of NOMA over OMA is achieved at the cost of more decoding complexity at the receivers for NOMA. In [5] a problem of ergodic capacity maximization has been investigated for a Rayleigh fading MIMO-NOMA system with statistical CSI at the transmitter. In [6] a general MIMO-NOMA framework for downlink and uplink transmission has been proposed by applying the concept of signal alignment. For the impact of CSI at the transmitter, most of existing works on MIMO-NOMA has assumed perfect knowledge of CSI at the transmitter, which is difficult to realize in practice. Particularly when massive MIMO [7] , [8] is applied to NOMA, the perfect CSI assumption can consume excessive bandwidth resources. The scheme proposed in [12] does not need CSI at the transmitter, but requires that the number of the receive antennas is larger than that of the transmitter. In [9] a massive-MIMO-NOMA downlink protocol with low-feedback has been studied. In [10] the impact of user scheduling on the performance of two NOMA systems, NOMA with fixed power allocation (F-NOMA) and cognitive radio inspired NOMA (CR-NOMA), has been studied. In [11] a comparison between the capacity regions of broadcast channels and NOMA has been identified. In [12] Ding et al studied the application of MIMO to NOMA systems, in which closed-form expressions of rate gap between MIMO-NOMA and MIMO-OMA was derived. But the superiority of MIMO-NOMA over MIMO-OMA was compared by simulation results rather than proving that the rate gap is positive. So far, to the best of our knowledge, the proof for the capacity superiority of MIMO-NOMA over MIMO-OMA has not been available in the literature. In this paper, we give our proof to demonstrate that there is a power split for which MIMO-NOMA can achieve larger sum channel capacity than MIMO-OMA. And based on this result, we prove that MIMO-NOMA can also achieve a larger sum ergodic capacity than MIMO-OMA.
II. SYSTEM MODEL
Consider a downlink communication system similar to that defined in [12] , where a single transmitter (e.g., a base station, BS) with M antennas sends data to multiple receivers (e.g., multiple users), the users are randomly grouped into M clusters with two users in each cluster, each user is assumed to be equipped with N antennas (N ≥ M ). The wireless channels are assumed to be quasi-static independent and identically distributed (i.i.d.) fading and can be subject to any distribution, e.g., Rayleigh distribution. For the k-th user in the m-th cluster (i.e., user (m, k), m ∈ {1, 2, · · · , M } and k ∈ {1, 2}), H m,k ∈ C N ×M denotes the downlink channel for user (m, k), n m,k ∈ C N denotes the normalized additive white Gaussian noise at user (m, k), P denotes the M ×M precoding matrix used by the BS, and v m,k denotes the N × 1 detection vector for user (m, k). Following the design of detection matrices and precoding matrices in [12] , we have v m,k 2 = 1 and P = I M , where I M is the M × M identity matrix, that makes v H m,k H m,k p n = 0 for any m = n. Hereinafter the sum channel capacity and the sum ergodic capacity for the two users in the m-th cluster are the performance indexes to be compared between MIMO-NOMA and MIMO-OMA.
The two types of data transmission schemes to be discussed are:
A. MIMO-NOMA NOMA [13] , [14] was introduced by Cover and Thomas in [15] . For MIMO-NOMA transmission, the signals transmitted from the BS are in the same frequency and time slot via power domain division and are given by
where the M × 1 symbol vectors is given bỹ
where s m,k denotes the information bearing signal to be transmitted to user (m, k), λ m,k denotes the NOMA power allocation coefficient for user (m, k). Then the observation at user (m, k) is given by
After applying the detection vector, the signal model can be rewritten as follows:
Denote the m-th column of P by p m , the above signal model can be rewritten as follows:
Without loss of generality, we assume that the effective channel gains are ordered as follows:
that is, we assume that the first ordered user in the m-th cluster (user (m, 1)) has better channel conditions and the second ordered user in the m-th cluster (user (m, 2)) has worse channel conditions, which means that user (m, 1) may be located near the BS and user (m, 2) may be located far from the BS. Following the principle of NOMA, the users' power allocation coefficients are ordered as follows:
In SIC decoding, user (m, 2) will decode its own information bearing signal s m,2 directly via treating signal s m,1 as interference. Let λ = λ m,2 , then the achievable rate for user (m, 2) is bounded by (8) , as shown at the top of the next page, where ρ denotes the transmit signal to noise ratio (SNR). Based on the principle of SIC decoding, after user (m, 1) successfully decode the message for user (m, 2), it will reconstruct the signal for user (m, 2) and remove it from the overall received signals. Then user (m, 1) will decode its own message, and the achievable rate for user (m, 1) is bounded by
OMA schemes split the degrees of freedom (time or frequency) between the two users in each cluster. Consider a MIMO-OMA scheme which allocates a fraction α (0 ≤ α ≤ 1) of the degrees of freedom to user (m, 2) and the remaining 1 − α to user (m, 1). Let γρ α (0 ≤ γ ≤ 1) be the transmit SNR allocated to user (m, 2) and hence
is the transmit SNR allocated to user (m, 1), then the capacity region of the two-user MIMO-OMA channel is
According to Jensen's inequality and the concavity of log (·), we have
where the equality holds if
. Then the optimal fraction of the degrees of freedom for user (m, 2) which is corresponding to the maximum achievable sum rate of R MIMO−OMA m,1 
III. COMPARISON BETWEEN MIMO-NOMA AND MIMO-OMA
In this section, both the sum channel capacity and the sum ergodic capacity for the two users in the m-th cluster achieved by MIMO-NOMA is compared to that achieved by MIMO-OMA. We prove that MIMO-NOMA is strictly better than MIMO-OMA in terms of sum channel capacity (except for the case where only one user is being communicated to), i.e., for any rate pair achieved by MIMO-OMA there is a power split for which MIMO-NOMA can achieve rate pairs that are strictly larger. Based on this result, we prove that MIMO-NOMA can also achieve a larger sum ergodic channel capacity than MIMO-OMA for the two users in the m-th cluster.
A. SUM CHANNEL CAPACITY
According to inequality (8) and (9), the sum channel capacity achieved by MIMO-NOMA for the two users in the VOLUME 4, 2016 m-th cluster is given by
By inequality (6), we have
Let the power allocation coefficient for MIMO-NOMA be equal to that for MIMO-OMA, i.e., λ = γ , then by inequality (12) and (17), the following inequality can be obtained:
In summary, we have proved that for any instantaneous channel gains of H m,k (m ∈ {1, 2, · · · , M }, k ∈ {1, 2}), there is a power split for which MIMO-NOMA can achieve a larger sum channel capacity than MIMO-OMA (except for the case where only one user is being communicated to), therefore we can say that MIMO-NOMA is strictly better than MIMO-OMA in terms of sum channel capacity (except for the case where only one user is being communicated to) for any instantaneous channel gains of H m,k .
B. SUM ERGODIC CAPACITY
The gap of sum ergodic capacity between MIMO-NOMA and MIMO-OMA can be expressed as Eq. (19), as shown at the bottom of this page. As we have proved that inequality (18) holds for any instantaneous value of H m,1 and H m,2 if power allocation coefficient λ = γ , then we have E { } ≥ 0 if power allocation coefficient λ = γ , where the equation holds when there is only one user being communicated to.
In summary, we have proved that there is a power split for which MIMO-NOMA can achieve a larger sum ergodic capacity than MIMO-OMA (except for the case where only one user is being communicated to), therefore we can say that MIMO-NOMA is strictly better than MIMO-OMA in terms of sum ergodic capacity (except for the case where only one user is being communicated to).
IV. NUMERICAL RESULTS
In this section, the performance of channel capacity and ergodic capacity achieved by MIMO-NOMA is compared to that achieved by MIMO-OMA with Monte-Carlo simulations. System parameters for performance evaluation are given in Table 1 . In the simulation, fraction α of the degrees of freedom is optimized for MIMO-OMA according to Eq. (13) to achieve the maximum achievable sum , and power allocation coefficient λ for MIMO-NOMA is set the same as power allocation coefficient γ for MIMO-OMA. Here R k denotes the maximum achievable data rate for user (m, k). Fig. 1 compares the two users' (user (m, 1) and user (m, 2)) maximum achievable rate achieved by a MIMO-NOMA scheme to that achieved by a MIMO-OMA scheme for varying power allocation coefficient. We see that when only one user is being communicated to, i.e., γ = {0, 1}, ; if there are two users being communicated to, i.e., the power allocation coefficient for MIMO-OMA satisfies 0 < γ < 1, rate R MIMO−NOMA 1 is always larger than rate R no matter the disparity between the two users' channel gains is small or large. Here we give an analysis as follows: As 1 + βx > (1 + β) x holds if β > 0 and 0 < x < 1, so if power allocation coefficient satisfies 0 < λ = γ < 1, we have . Fig. 2 shows the boundary of rate pairs achieved by a MIMO-NOMA and a MIMO-OMA scheme. It can be found that at the two corner points where only one user is being communicated to (i.e., R 1 = 0 or R 2 = 0), MIMO-NOMA and MIMO-OMA have the same performance on maximum achievable data rate. If there are two users being communicated to (i.e., R 1 > 0 and R 2 > 0), the maximum achievable sum rate of R . Comparing Fig. 2a with Fig. 2b , one can also observe that the gap becomes more pronounced as the disparity between the two users' channel gains grows. 3 shows the sum channel capacity for user (m, 1) and user (m, 2) achieved by a MIMO-NOMA and a MIMO-OMA scheme, and Fig. 4 shows the sum ergodic capacity for user (m, 1) and user (m, 2) achieved by a MIMO-NOMA and a MIMO-OMA scheme. From Fig. 3 and Fig. 4 , it can be found that MIMO-NOMA has both a larger sum channel capacity and a larger sum ergodic capacity than MIMO-OMA, and the gap grows as the transmit power increases. In addition, one can also find that with the growth of the disparity between the two distance of r 1 and r 2 , which indicates the growth of the disparity between the two average channel gains for user (m, 1) and user (m, 2), the gap of both the sum channel capacity and the sum ergodic capacity between MIMO-NOMA and MIMO-OMA increases. For example, from Fig. 4 we find that a sum ergodic capacity gain of 0.5 bps/Hz can be obtained for 50 dBm transmit power if r 1 = 100 and r 2 = 180, and the sum ergodic capacity gain is almost doubled for 50 dBm transmit power if r 1 = 50 and r 2 = 180. The reason for this performance gap is because MIMO-NOMA tends to have a larger channel capacity if the disparity between the two users' channel gains grows, and if the two users' power allocation becomes more different, while MIMO-OMA has no such feature.
V. CONCLUSION
In this paper, we have proved that MIMO-NOMA is strictly better than MIMO-OMA in terms of sum channel capacity (except for the case where only one user is being communicated to), i.e., for any rate pair achieved by MIMO-OMA schemes there is a power split for which MIMO-NOMA schemes can achieve rate pairs that are strictly larger. Based on this result, we have also proved that MIMO-NOMA can also achieve a larger sum ergodic capacity than MIMO-OMA. 
