With the rapid development of artificial intelligence, object detection is playing an important role in the field of computer vision. Instead of anchors, we use pixel classification inspired by Semantic Segmentation to get the local extreme points of the four boundaries of an object and then the boundary positions. We calculate the possibility whether every pixel in the image is the extreme point by hourglass network. With the introduction of the mask mechanism and oblique convolution, the network has achieved better results. The experiment result shows that: it achieves an AP of 37.7% on the MS COCO dataset while costing less than 3 seconds on mobile.
I. INTRODUCTION
Object Detection is the way artificial intelligence(AI) detect targets of interest and get its position for calculation and process. AI can get target status through it, and judge the mutual relationship through the multi-target state and position, which can effectively detect the abnormality and visually display the detection result. Object Detection has a high theoretical research value and has been a research hotspot of major universities and research institutions around the world. Besides, it has a wide range of application requirements in scenarios such as autonomous driving, augmented reality, and security systems. Target detection is playing an important role in computer vision tasks.
Another part of computer vision is image classification. The CNN model AlexNet proposed by Alex Krizhevsky in ILSVRC in 2012 [1] achieved a historic breakthrough, the effect greatly surpassed the traditional method and won the ILSVRC2012 championship. After AlexNet, with the rapid development of big data and hardware computing capabilities, a series of CNN models have emerged, and the results are continuously refreshed on ImageNet. As the model becomes deeper and more sophisticated in structural design, the error rate of Top-5 is getting lower and lower, dropping
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Jiang . to around 3.5%. On the same ImageNet dataset, the recognition error rate of the human eye is about 5.1%, which means that the recognition ability of the current deep learning model has exceeded the human eye. Thanks to the high accuracy of image classification, researchers often handle object detection by converting it into image classification. The current mainstream target detection algorithms can be divided into two categories. Two-stage detection algorithms, the algorithm first generates a series of region proposals as samples, and then process the samples through image classification [2]- [6] . Another is a one-stage way, cover the region of interest(ROI) by setting a large number of anchors. The typical representative of this type of algorithm are yolo [7] - [9] and ssd [10] - [12] . The more anchors, the more accurate the coverage of the ROI, and the higher the average recall(AR). However, most of the samples are negative samples, and the proportion of positive and negative samples is seriously imbalanced. This will result in slower training [13] .
In this paper, to eliminate anchors, the classification of a single pixel is used to replace the classification of the ROI and convert the problem of object detection into semantic segmentation. There are two differences between our method and the semantic segmentation network framework. The first is the change from region to point. The mainstream semantic segmentation network needs to label and detect the entire object, we only need to process some extreme points in the object. We use the probability that the pixel belongs to the extreme point of the object boundary instead of the probability that it belongs to a certain category. And the other is the method we labeling. We use Gaussian in heatmap label like other keypoint estimation algorithms [14] - [18] instead of a single point. We label the local extreme points of the four boundaries(top, left, bottom, right) of an object for each category. Around the key point, use Gaussian heatmap in the area of the object, and use background label in the area outside the object. The local extreme points heatmap sample of the left boundary is shown in FIGURE 1. In order to get more accurate results, we used the idea of the atrous convolution of deeplab [19] . We define an oblique convolution to better fit key points with known gradient directions. Compare to ordinary convolution, oblique convolution has a larger receptive field and is more sensitive to specific gradients in image pixels. Shrinking the label area can simplify labeling. Using a masked Gaussian heat map can add a directional guide to the training of the network. The closer the target point is, the larger the activation value so that the network can reach the target point quickly in a direction. These can adjust the training goals to reduce the difficulty of training the network.
We verified our idea on the MS COCO dataset [20] . Compared with the label with the Gaussian region, the masked Gaussian region label improves the accuracy more than 20%. Compared with the classic object detection algorithm YOLO [9] (the comparison target is YOLOv3-608), the average accuracy is improved under the almost same timeconsuming situation. Then we ported our model to cellphone and it takes less than 3 seconds to run on mobile device.
II. RELATED WORK A. ONE-STAGE METHODS
Aiming at the shortcomings of two-stage object detection algorithms, which are generally slow, YOLO [7] creatively proposed one-stage. The image is divided into S × S cells. If the center of an object falls in a grid cell, the grid cell is responsible for detecting the object. YOLOv2 [8] improves accuracy by inputting higher resolution input pictures, removing fully connected layers, etc. YOLOv3 [9] deepens the network based on the previous and introduces methods such as multi-scale fusion to improve accuracy. SSD calculates the intersection over union(IOU) for the anchors on multiple scales at the same time, and can find the batch of anchors that are closest to the size and location of the ground truth (that is, the IOU is the largest), and can also achieve the best accuracy during training. DSSD [11] improves the detection of small targets by introducing residual units in the prediction stage and using deconvolution instead of traditional bilinear interpolation upsampling. In order to solve the problem of imbalance between positive and negative samples, RefineDet [12] proposed anchor refinement module(ARM) to reduce negative sample anchors in order to reduce the search space for the classifier, and roughly adjust the position and size of anchors to provide better initialization results for subsequent regressions.
B. CORNERNET
Aiming at the problem of imbalance between positive and negative samples, Cornernet [21] proposed an algorithm to remove anchors, which detects objects by detecting two key points in the top left and bottom right corners of the target. Use associative embedding [22] for key points to cluster (determine which keypoints belong to the same object), make the embedding vectors of the top left and bottom right key points of the same object as close as possible, and the embedding vectors of keypoints of different objects as far as possible. CornerNet-Lite [23] is an optimization of Cornet-Net, and two algorithms are proposed: CornerNet-Saccade and CornerNet-Squeeze. CornerNet-Saccade coarsely filters the image through the attention mechanism to obtain possible positions and selectively crops the image according to the filtering result to reduce the number of pixels to be processed. CornerNet-Squeeze uses deconvolution to replace nearest neighbor upsampling. By reducing the depth of the network and replacing standard convolution with separable convolution to reduce the number of model operations and speed up inference.
C. SEMANTIC SEGMENTATION
Semantic segmentation is a low-level pixel classification that requires higher resolution and more accurate feature maps. Atrous convolution proposes by Deeplab [19] increases the receptive field without changing the size of the feature map and increasing the number of parameters. In order to better adapt to the geometric deformation, Deformable Convolution [24] adds an offset variable to the position of each sampling point in the convolution kernel. The offset is a part of the network structure and is calculated by another standard convolution unit. It can also be learned end-to-end through gradient backpropagation.
III. METHOD A. CORNERNET
The idea of this paper is inspired by the CornerNet [21] , and part of the experimental code is also from the Princeton Vision and Learning Lab. CornerNet uses the top-left and bottom-right corner points to locate the object position. This low-level pixel classification idea allows us to associate it with semantic segmentation. A big difference between CornerNet and the semantic segmentation framework is that the points predicted by CornerNet are generally outside the object. The points predicted by semantic segmentation are on the object. Although predicting corners can reduce the number of target points and the amount of calculation for corner grouping, putting key points on objects is more intuitive to the human eye. In this article, we will explore whether this is also easier for deep learning framework.
B. EXTREME POINTS
In general, as long as we find the left, right, top, and bottom key points on the object, we can locate the position of the object. For the network, in order to better find the key points of the global optimum, we add some locally optimal key points to increase the sample, so that the network can more easily find the local extreme points of the object boundary. We take the pixel on the left boundary of the detection target as the target pixel. As shown in FIGURE 2, we take the target pixel as the center and the 7×7 area is the detection area. On the left border of the object, the gradient above the target pixel decreases, and the gradient below the target pixel no longer increases. We can count this target pixel as a local extreme point of the left boundary. The pixels above and below the target pixel are treated differently because some objects may have multiple leftmost pixels. If these pixels are close or even connected, we only take the topmost pixel. Similarly, for the connected pixels on the right border, we also take the top pixel, and the top and bottom borders, we take the leftmost pixel. 
C. MASK GAUSSIAN HEATMAP
In many tasks, the target point is actually difficult to be accurately defined by a certain pixel position, and it is difficult to be accurately labeled. The points near the target point are actually very similar to the target point. We directly mark them as negative samples, which may cause interference to the training of the network. The network will converge better with the Gaussian heatmap label. The Gaussian heatmap can also add a directional guide to the training of the network. The closer the pixel is to the target point, the greater the activation value so that the network can reach the target point quickly in a direction. Many articles [16] - [18] have adopted this method when dealing with keypoint detection. For the classification of low-level pixel levels, this paper proposes a method which labels Gaussian heatmap with masks. The Gaussian region around key points will be multiplied by the mask in this region. In this way, the heatmap label value of pixels that are not on the object is 0, which is the background. Using pixel labels that are not on the object as the background can make the network better recognize the boundary lines of the object during the learning process. This will further improve the network's ability to identify key points. It can also be proved through experiments that a Gaussian heatmap with masks has much higher accuracy than a Gaussian heatmap without masks.
D. BACKBONE FRAMEWORK
Encoder-Decoder is generally used to deal with semantic segmentation problems. FCNs [25] , U-Net [26] , SegNet [27] and Hourglass [17] frameworks all have the idea of encoding and decoding. CornerNet-Squeeze uses deconvolution to replace nearest neighbor upsampling. By reducing the depth of the network and replacing standard convolution with separable convolution to reduce the number of model operations and speed up inference. CornerNet-Squeeze [23] is a faster framework improved on Hourglass by using fire module instead of the residual block. The fire module in CornerNet-Squeeze is similar to the fire module in SqueezeNet [28] , replacing the 3×3 ordinary convolution of fire module in SqueezeNet with depthwise convolution [29] . The backbone framework used in this paper is the hourglass network from CornerNet-Squeeze. FIGURE 3 shows the overall network framework. Oblique convolution that is more sensitive to edges is added to the prediction model of CornerNet [21] . The prediction results and loss function are also similar to the prediction model of CornerNet. Heatmaps and offsets are used to predict the position and offset of keypoints, respectively. There is a corresponding heatmap for extreme key points in each direction of each type of object. For each direction of the offset, there are 2 corresponding offset maps (horizontal and vertical offsets), and the output of the tags is also for 4 directions. Like CornerNet, heatmap uses a variant of focal loss [13] , [21] , offsets uses the smooth L1 Loss [3] . Tag loss is used to group key points. Because the number of key points in this algorithm is more than CornerNet, we use the embeddings in [22] as the clustering method. Let e l nk be the predicted k-th embedding for the local extreme point of the left boundary of n-th object. e t nk , e r nk and e b nk are the predicted k-th local extreme points of the top, right and bottom boundary of n-th object, respectively. e n is the average embedding of n-th object.
E. NETWORK FRAMEWORK
The grouping loss L g is then defined as (2) VOLUME 8, 2020 
F. OBLIQUE CONVOLUTION
Aiming at the case where the gradient direction of the local extreme point of the boundary line is known, this paper proposes a variant convolution for the specific gradient direction, that is, oblique convolution. For example, for extreme points on the left boundary line, the direction of the gradient can be approximated to the left. We can use the left oblique convolution shown in FIGURE 4 to process the image. Oblique convolution can increase the receptive field without changing the number of operations and experiments have shown that the introduction of oblique convolution improves the detection accuracy. 
IV. EXPERIMENTS
The input of the network is a 511×511 size image after image augments, and the output is a 64×64 heatmap, offsets, and tags. The loss function is a weighted sum of heatmap focal loss, offset smooth L1 Loss, and group loss. The number of training iterations is 500k, the first 450k learning rate is 2.5 × 10 −4 , and the last 50k is 2.5 × 10 −5 . The batch size for training the network is 46 on 2 TITAN Xp GPUs(one for 22, the other for 24). The images we use are from MS COCO dataset [20] , we use 115k images for training, 5k images for validation and 20k for testing. A. COMPARISON BETWEEN EXTREME POINTS AND CORNERS Figure 6 shows some results of two algorithms on the coco validation set. Extreme points algorithm works better on small object detection, but more false detections than CornerNet-Squeeze. Table 1 shows the evaluation results on the coco benchmark. The results of the two algorithms do not seem to be much different, but there is a gap between APs on coco. Differences in training labels may be the cause. The corners label of CornerNet-Squeeze is formed on the box annotation of coco, and the evaluation of AP is also based on box annotation. But there are no extreme points in the direct annotation of coco. The extreme point labels in this article are from the mask annotation of coco. In order to keep the evaluation benchmark not changed, the network evaluation is still on the coco box annotation. Mask annotation and box annotation of coco are biased. The leftmost point of the target in the mask annotation is an integer, and the left boundary point in the box annotation is a floating point. In theory, these two points should be the same. But most of them are different in the annotation of coco. Some objects are more than 2 pixels away.
B. EXTREME POINTS WITH MASK Figure 7 shows some results of CornerNet-Squeeze and extreme points with mask on the coco validation set. When the mask mechanism is added to the extreme points algorithm, the results on the coco validation set are significantly better than CornerNet-Squeeze except for a few false detections. Table 1 shows that the average recall(AR) of the extreme points is higher than the corner points, and it is higher with the mask mechanism. Replacing some convolutional layers with oblique convolution can also increase the AR. Figure 8 shows the weighted sum of the focal loss, smooth L1 Loss, and group loss as the number of iterations increases. Extreme points with mask mechanisms converge faster than extreme points without masks. The use of the mask mechanism and oblique convolution makes the direction of network training more clear, the network can learn better, and it can converge faster. The oblique convolution algorithm has a disadvantage. It requires a priori gradient of the target. Random use has little improvement in accuracy. Table 2 compares several networks which cost less time.
C. INFERENCE TIME
Finding points through the hourglass network to solve the problem of object detection is more accurate than yolov3, and the gap of inference time is small. Compared with the 2 corner points algorithm, the accuracy of multiple extreme points does not change when the amount of calculation is increased. After adding the mask mechanism and oblique convolution, the accuracy is greatly improved without the calculation amount being changed. Table 3 shows the inference time of the extreme points algorithm on the mobile device. We convert the model to tflite format and build apk through the android studio, then it takes less than 3 seconds to run on the cellphone.
V. CONCLUSION
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