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Abstract
Backward stochastic partial differential equations of parabolic type with variable
coefficients are considered in smooth domains. Existence and uniqueness results are
given in weighted Sobolev spaces allowing the derivatives of the solutions to blow up
near the boundary.
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1 Introduction
In this paper we consider the Dirichlet problem of backward stochastic partial different
equations (BSPDEs, for short) of the form
dp(t, x) =−
[
∂
∂xi
(
aij(t, x)
∂p
∂xj
(t, x) + σik(t, x)qk(t, x)
)
+ bi(t, x)
∂p
∂xi
(t, x)− c(t, x)p(t, x)
+ νk(t, x)qk(t, x) + F (t, x)
]
dt+ qk(t, x)dW kt , (t, x) ∈ [0, T ] ×D,
(1.1)
where D is a domain of d-dimensional Euclidean space, whereW , {W kt ; t ≥ 0} is a d1-
dimensional Wiener process generating a natural filtration {Ft}t≥0, and the functions
p(t, x) = p(ω, t, x) and q(t, x) = q(ω, t, x) are both unknown of which the first one
should satisfy given terminal conditions on Ω × {T} × D and boundary conditions
on Ω × (0, T ) × ∂D. The coefficients a, b, c, σ, ν and the free term F are random
functions depending on (t, x). An adapted solution of this equation is a P × B(D)-
measurable function pair (p, q) satisfying the given terminal-boundary conditions and
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solving Eq.(1.1) under some appropriate sense, where P is the σ-algebra of predictable
sets on Ω× (0, T ) associated with {Ft}t≥0.
BSPDEs, which is a natural extension of backward SDEs (see e.g. Pardoux-Peng
[14] or El Karoui-Peng-Quenez [3]), arise in many applications of probability theory
and stochastic processes, for instance in the optimal control of processes with incom-
plete information, as adjoint equations of Duncan-Mortensen-Zakai filtration equations
(see e.g. Bensoussan [2], Nagasa-Nisio [13], Zhou [23] and Tang [18, 19]). A class of
fully nonlinear BSPDEs, the so-called backward stochastic Hamilton-Jacobi-Bellman
equations, are also introduced in the study of controlled non-Markovian processes by
Peng [15]. For more aspects of BSPDEs, we refer to e.g. Barbu-Ra˘s¸canu-Tessitore [1],
Ma-Yong [11] and Tang-Zhang [20].
The works concerning the existence and uniqueness of the adapted solution to a
BSPDE can be found in e.g. Bensoussan [2], Hu-Peng [5], Peng [15], Zhou [22], Tessitore
[21], Ma-Yong [12] and Tang [17]. However, most of these results are concerned with
the Cauchy problem for BSPDEs, i.e. the case of D = Rd. Indeed, the existence and
uniqueness of the weak solution (see Definition 2.1) of Eq.(1.1) in a general domain can
be easily obtained using the finite-dimensional approximation method (see e.g. [22]).
However, the weak solution usually has poor smoothness properties. It is interesting
to know the regularity with respect to x of the weak solution in association with the
coefficients and free term of Eq.(1.1) and the boundary data. The issue was investigated
by Zhou [22], Ma-Yong[12], etc. for the Cauchy problem. Their approaches strictly
depend on the fact that the derivatives of the unknown functions p, q with respect to
x vanish at infinity, which do not work for the Dirichlet problem since the derivatives
of p on the boundary is unknown and seems to be very difficult to handle. Note
that a special form of Eq.(1.1) with Dirichlet conditions was studied in [21] by using
the method of semigroups, which required that the coefficients were independent of
(ω, t). To our best knowledge, there was no general result which concerns the Dirichlet
problem for BSPDE (1.1).
In this paper, we follow the approach of Krylov [8] and establish the existence and
uniqueness results for the Dirichlet problem of Eq.(1.1) in weighted Sobolev spaces
allowing the derivatives of the solution to blow up near the boundary of D and con-
cluding the interior regularity of the solution. The requirements on the coefficients
are rather weak. The main difference from the investigation of SPDEs in [8] is that
the (adapted) solution of (1.1), containing two components, has no explicit formula-
tion without involving conditional expectation even in the simplest situation, which
prevents us to directly prove the regularity of solutions of 1-dimensional equations.
We shall overcome this difficulty with the aid of the method of continuation and the
difference quotient. Just as the existing results for the Cauchy problem of BSPDEs,
our work is also in the framework of W n2 . Indeed, it seems to be a big challenge to
establish an Lp-theory (p ≥ 2) for BSPDEs. For the Lp-theory of SPDEs, we refer to
e.g. Krylov [9], Kim-Krylov [6] and Kim [7].
This paper is organized as follows. In Section 2, we give some preliminaries and
present our main results. Section 3 and Section 4 are the most essential parts of the
whole paper, in which we investigate the equation on the half axis. In Section 5, we
obtain a result for equations in the half space with the coefficients independent of x.
This result help us, in Section 6, to proof a theorem which deals with equations in the
half space. In Section 7, we complete the proof of our main theorem with the help of
the result in Section 6.
2
2 Main results
Let (Ω,F , {Ft}t≥0, P ) be a complete filtered probability space on which is defined
a d1-dimensional Wiener process W = {Wt; t ≥ 0} such that {Ft}t≥0 is the natural
filtration generated by W , augmented by all the P -null sets in F . Fix a positive
number T . Denote by P the σ-algebra of predictable sets on Ω × (0, T ) associated
with {Ft}t≥0.
Let D be a domain in Rd with boundary of class Cn+2, where n is a nonnegative
integer.
For the sake of convenience, we denote
Di =
∂
∂xi
, Dij =
∂2
∂xi∂xj
, i, j = 1, . . . , d,
and for any multi-index α = (α1, . . . , αd)
Dα =
(
∂
∂x1
)α1( ∂
∂x2
)α2
· · ·
(
∂
∂xd
)αd
, |α| = α1 + · · ·+ αd.
Moreover, denote by Du and D2u respectively the gradient and the Hessian matrix for
the function u defined on Rd. We will also use the summation convention.
Throughout the paper, by saying that a vector-valued or matrix-valued function
belongs to a function space (for instance, Du ∈ L2(D)), we mean all the components
belong to that space.
Denote
H
0(D) = L2(Ω× (0, T ),P, L2(D)),
H
1
0(D) = L2(Ω× (0, T ),P,H10 (D)),
H
−1(D) = L2(Ω× (0, T ),P,H−1(D)).
Let V and H be two separable Hilbert spaces such that V is densely edmbedded in
H. We identify H with its dual space, and denote by V ′ the dual of V . We have then
V ⊂ H ⊂ V ′. Denote by ‖ · ‖H the norms of H, by 〈·, ·〉H the scalar product in H, and
by 〈·, ·〉 the duality product between V and V ′.
We consider three processes v(·, ·),m(·, ·) and v′(·, ·) defined on Ω × [0, T ] with
values in V,H and V ′ respectively. Let v(ω, t) be measurable with respect to (ω, t)
and be Ft-measurable with respect to ω for a.e. t ∈ [0, T ]; for any η ∈ V the quantity
〈η, v′(ω, t)〉 is Ft-measurable in ω for a.e. t and is measurable with respect to (ω, t).
Assume that m(ω, t) is strongly continuous in t and is Ft-measurable with respect to
ω for any t, and is a local martingale. Let 〈m〉 be the increasing process for ‖m‖2H in
the Doob-Meyer Decomposition (see e.g. [10, Page 1240]).
Proceeding identically to the proof of Theorem 3.2 in Krylov-Rozovskii [10], we
have the following result concerning Itoˆ’s formula, which is the backward version of
[10, Thm 3.2].
Lemma 2.1. Let ϕ ∈ L2(Ω,FT ,H). Suppose that for any η ∈ V and any t ∈ [0, T ],
it holds almost surely that
〈η, v(t)〉H = 〈η, ϕ〉H +
∫ T
t
〈η, v′(s)〉ds + 〈η,m(T ) −m(t)〉H .
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Then there exist a set Ω′ ⊂ Ω s.t. P (Ω′) = 1 and a function h(t) with values in H such
that
a) h(t) is Ft-measurable for any t ∈ [0, T ] and strongly continuous with respect to t
for any ω, and h(t) = v(t) (in the space H) a.s. (ω, t) ∈ Ω× [0, T ], and h(T ) = ϕ
for any ω ∈ Ω′;
b) for any ω ∈ Ω′ and any t ∈ [0, T ],
‖h(t)‖2H = ‖ϕ‖2H + 2
∫ T
t
〈v(s), v′(s)〉ds + 2
∫ T
t
〈h(s), dm(s)〉H + 〈m〉T − 〈m〉t.
Now consider Eq.(1.1) with the Dirichlet boundary condition
{
p(t, x) = 0, t ∈ [0, T ], x ∈ ∂D,
p(T, x) = φ(x), x ∈ D. (2.1)
Definition 2.1. A P × B(D)-measurable function pair (p, q) valued in R × Rd1 is
called a (generalized or weak) solution of Eq.(1.1), if p ∈ H10(D) and q ∈ H0(D), such
that for any η ∈ H10 (D) and any t ∈ [0, T ], it holds almost surely that∫
D
p(t, x)η(x)dx =
∫
D
φ(x)η(x)dx +
∫ T
t
∫
D
{
Di
[
aij(t, x)Djp(t, x) + σ
ik(t, x)qk(t, x)
]
+ bi(t, x)Dip(t, x)− c(t, x)p(t, x) + νk(t, x)qk(t, x)
+ F (t, x)
}
η(x)dxdt−
∫ T
t
∫
D
qk(t, x)η(x)dxdW kt .
Such a definition can be found in [12] for the Cauchy problem of BSPDEs. The
weak solution for SPDEs is referred to [10].
Assumption 1. The given functions a, b, c, σ, ν and F are P×B(D)-measurable with
values in the set of real symmetric d× d matrices, in Rd, in R, in Rd×d1 , in Rd1 and in
R respectively. The real function φ is FT ×B(D)-measurable.
Using the duality method as in Zhou [22], in view of Lemma 2.1, we can prove the
following
Lemma 2.2. Let the functions a, b, c, σ, ν satisfy Assumption 1 and be bounded by K.
Assume that κI + σσ∗ ≤ 2a ≤ κ−1I. Suppose F ∈ H−1(D), φ ∈ L2(Ω,FT , L2(D)).
Then Eq.(1.1) with the boundary condition (2.1) has a unique solution (p, q) in the
space H10(D)⊗H0(D) such that
E sup
t≤T
‖p(t, ·)‖2L2(D) + ‖Dp‖2H0(D) + ‖q‖2H0(D) ≤ C
(‖F‖2
H−1(D) + ‖φ‖2L2(Ω,L2(D))
)
,
where the constant C = C(κ,K, T ).
A quite related result can be found in Peng [15, Thm 2.2]. The counterpart result
for SPDEs is referred to [10] and [16].
In this paper, we investigate the regularity of the (weak) solution of Eq.(1.1) under
some appropriate conditions on the coefficients, the free term and the boundary data.
Before stating our main result, we introduce some more notations and assumptions.
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Fix some constants K ∈ (1,∞) and ρ0, κ ∈ (0, 1).
As well as the smoothness of ∂D, we assume that there is a function ψ ∈ Cn+2(D¯)
such that ψ(x) ≤ κ−1dist(x, ∂D) if dist(x, ∂D) ≤ ρ0 and ψ(x) ≥ κ(ρ0 ∧ dist(x, ∂D))
on D. For instance, the function ψ exists for any bounded domain as a result of the
Heine-Borel Theorem.
Denote B+ = {x ∈ Rd : |x| < 1, x1 > 0}, Bρ(x) = {y ∈ Rd : |x− y| < ρ}.
Assumption 2. For every x ∈ ∂D there exist a domain U ⊂ B8Kρ0(x) containing the
ball B4ρ0(x) and a one-to-one map Φ : 2B+ → U ∩ D having the properties:
x = Φ(0), Φ(B+) ⊃ B4ρ0(x) ∩ D, κ|ξ|2 ≤
∣∣(DΦ)ξ∣∣2 ≤ κ−1|ξ|2
for any ξ ∈ Rd, and |DαΦ| ≤ K for any multi-index α with |α| ≤ n + 2. Here DΦ is
the Jacobi matrix of Φ.
As well as ψ the map Φ exists for any bounded domain (with an appropriate ρ0).
Assumption 3. For any multi-indices α, β such that |α| ≤ n and |β| ≤ n+1, we have
κI + σσ∗ ≤ 2a ≤ κ−1I,
ψ|α|(|Dαa|+ |Dαb|+ ψ|Dαc|+ |Dασ|+ ψ|Dαν|) ≤ K,
ψ|α|+1DαF ∈ H0(D), ψ|β|Dβφ ∈ L2(Ω,FT , L2(D)),
The first inequality is so called the super-parabolic condition (see e.g. [12, p139]).
Assumption 3 implies that a, b and σ are bounded (by K).
Assumption 4. The functions c, ν and the derivatives of a and σ are bounded, that
is
|Da|+ |Dσ|+ |c|+ |ν| ≤ K.
We will deal with several norms of various functions. Denote Q = Q(T ) = (0, T )×D.
For an integer m and for real or complex-valued functions φ, u defined on Ω×D,Ω×Q
respectively we denote
‖φ‖2D =
∫
D
|φ(x)|2dx, ‖u‖2Q =
∫
Q
|u(t, x)|2dxdt,
[|φ|]2m,D =
∑
|α|=m
∫
D
|ψmDαφ|2dx, [|u|]2m,Q =
∑
|α|=m
∫
Q
|ψmDαu|2dxdt,
‖φ‖2m,D =
∑
r≤m
[|φ|]2r,D, ‖u‖2m,Q =
∑
r≤m
[|u|]2r,Q,
[‖φ‖]2m,D = E[|φ|]2m,D, [‖u‖]2m,Q = E[|u|]2m,Q,
9 φ92m,D = E‖φ‖2m,D , 9 u92m,Q = E‖u‖2m,Q.
The same notations will be used for vector-valued and matrix-valued functions, and in
the latter case we denote |u|2 =∑
i,k
|uik|2.
Our main result is the following
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Theorem 2.3. Let Assumptions 1-4 be satisfied. Then the equation
dp = −[aijDijp+ biDip− cp+ σikDiqk + νkqk + F ]dt+ qkdW kt (2.2)
with the boundary condition (2.1) has a unique solution (p, q) such that
p ∈ H10(D), ψD2p, q, ψDq ∈ H0(D).
Moreover, for this solution pair and any multi-index β such that |β| ≤ n+ 1, we have
ψ|β|Dβ(Dp), ψ|β|Dβq ∈ H0(D), ψ|β|Dβp ∈ C([0, T ], L2(D)) (a.s.), (2.3)
and moreover
9Dp 92n+1,Q +E sup
t≤T
‖p(t, ·)‖2n+1,D + 9q92n+1,Q ≤ C(9ψF 92n,Q + 9 φ92n+1,D), (2.4)
where the constant C depends only on the norm of ψ in Cn+2(D¯), on the parameters
n,K, ρ0, κ and T .
The proof will be given in the final section. Note that the form of Eq.(2.2) is slightly
different from (1.1), which is beside the point because we could rewrite (2.2) into the
form of (1.1) due to Assumption 4. Now we give several remarks.
Remark 2.1. Theorem 2.3 implies the interior regularity of the equation (2.2). Indeed,
for any domain D′ such that D¯′ ⊂ D and for any multi-index β such that |β| ≤ n + 1
we have
‖Dβpx‖2H0(D′) +E sup
t≤T
‖Dβp(t, ·)‖2L2(D′) + ‖Dβq‖2H0(D′)
≤ Cd−2(n+1)(9ψF 92n,Q + 9 φ92n+1,D)
with the same constant C in (2.4) and with d = dist(D′, ∂D). As a corollary, if n is
large enough, then (p, q) becomes a classical solution (see e.g. [12, p140]) for Eq.(2.2)
as a result of the Sobolev Imbedding Theorem.
Remark 2.2. Although we assumed that d1 is finite, all constants denoted by C will
be independent of d1, which allows us to extend our results to the most general case
of equations like (2.2) with any Hilbert-space valued Wiener process. For instance, d1
is infinite while q is l2-valued process.
Remark 2.3. With the help of the theory of interpolation, the main result in this
paper could be generalized to functions with fractional derivatives, thus allowing n to
be a fraction rather than an integer.
Set ‖h‖2 = ∫∞0 |h(x)|2dx. The next two lemmas proved in [8] will be used in several
occations of our paper.
Lemma 2.4. (a) If h(x) is a function of class Hr+1loc (R+), r ≥ 0,and h(x) = 0 for
large x, then for any m > −12∫ ∞
0
|xmh(r)(x)|2dx ≤ (m+ 1
2
)−2
∫ ∞
0
|xm+1h(r+1)(x)|2dx.
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(b) If h(x) is a function of class Hrloc(R+), r ≥ 0,and h(x) = 0 for large x, and
p ≥ 0,m > r − 12 , then
‖xm+ph(r)‖ ∼ ‖xm(xph)(r)‖,
in the sense that each norm times a constant, depending only on m,p,r, is greater
than the other one.
(c) If h(x) is a function of class H1loc(R+), r ≥ 0,and h(x) = 0 for large x, for any
numbers n ≥ p ≥ 0, n ≥ 1 we have
‖xph‖ ≤ C(‖xnh‖+ ‖hx‖)
where C = C(n).
Lemma 2.5. Let v be a function on D and ψ be the function defined above.
(a) If vψ−1,Dv ∈ L2(D), then v ∈ H10 (D).
(b) If v, ψDv ∈ L2(D), then ψv ∈ H10 (D).
(c) If v ∈ H10 (D), then vψ−1 ∈ L2(D).
(d) If ψv ∈ L2(D), then v ∈ H−1(D).
3 The 1-dimensional equation
The investigation of one-dimensional equations in the next two sections is most essential
in this paper. We denote
R+ = (0,∞), Q = (0, T )× R+, 9 · 9 = 9 · 9Q, ‖ · ‖ = ‖ · ‖R+
in the next two sections.
Theorem 3.1. Fix constants κ ∈ (0, 1) and λ0 ∈ R+. Let n and r be integers s.t.
0 ≤ r ≤ n. Let (p, q) be a solution of the class H10(R+)⊗H0(R+) for the equation{
dp = −[a2pxx + 2εaλpx − λ2p+ δkaqkx + γkλqk +Gx]dt+ qkdW kt ,
p(t, 0) = 0, p(T, x) = φ(x), t ∈ [0, T ], x ∈ R+, (3.1)
with the assumption that the predictable functions a, λ, ε, δ and γ take values in R,R,C,Rd1
and Cd1 respectively and are bounded and all are independent of x. Suppose that
κ ≤ a ≤ κ−1, κλ0 ≤ λ ≤ κ−1λ0, |δ|2 ≤ 2− κ,
xrG(r), . . . , G ∈ H0(R+), xrφ(r), . . . , φ ∈ L2(Ω,FT , L2(R+)),
(3.2)
and for any z1, z2 ∈ C and any z3 ∈ Cd1,
2|z1|2 + 2|z2|2 + |z3|2 − 4Re(εz¯1z2)− 2Re(δz¯1z3)− 2Re(γz¯2z3)
≥ µ(κ)(|z1|2 + |z2|2 + |z3|2) (3.3)
with the constant µ(κ) > 0. Suppose finally that for a number ρ > 0 the functions
G(t, x), p(t, x) and q(t, x) vanish if x ≥ ρ. Then
xrp(r+1), . . . , px, x
rq(r), . . . , q ∈ H0(R+), xnp(r) ∈ C([0, T ], L2(R+)) (a.s.),
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and for a constant C depending only on n, r, κ but independent of ρ and T ,
9xnp(r+1) 9+λ0 9 x
np(r) 9+ 9 xnq(r) 9+(E sup
t≤T
‖xnp(r)(t, ·)‖2)1/2
≤C[(λ−10 9 xnG(r+1)9) ∧ 9xnG(r) 9+(E‖xnφ(r)‖2)1/2]
+ Cλr−n0
[
(λ−10 9 x
rG(r+1)9) ∧ 9xrG(r) 9+(E‖xrφ(r)‖2)1/2],
(3.4)
where we put 9xrG(r+1)9 =∞ if xrG(r+1) /∈ H0(R+).
To prove this theorem, we need the following lemma, whose proof will be given in
the next section.
Lemma 3.2. Under the conditions of Theorem 3.1, we have
xrp(r+1), . . . , px, x
rq(r), . . . , q ∈ H0(R+).
Proof of Theorem 3.1. Our proof consists of two steps.
Step 1. Assume that λ0 = 1.
First of all, from Lemma 3.2 and from the fact
xjp(j+2) = (xjp(j+1))x − jxj−1p(j+1),
it follows by induction that
xjp(j+2) ∈ H−1(R+), a.e.(ω, t) ∈ Ω× [0, T ],
for any j = 0, . . . , r, and for any ψ ∈ H10 (R+)∫
R+
ψxjp(j+2)dx = −
∫
R+
ψxx
jp(j+1)dx−
∫
R+
ψjxj−1p(j+1)dx.
Obviously the function xmp(j+2) ∈ H−1(R+) for m ≥ j (note that p(t, x) = 0 if x > ρ).
Some similar arguments yield that
xmG(j)x ∈ H−1(R+), a.e.(ω, t) ∈ Ω× [0, T ],
Moreover, in this situation for a.e.(ω, t) ∈ Ω× [0, T ],
xm−1p(j) ∈ L2(R+), (xmp(j))x = m(xm−1p(j)) + (xmp(j+1)) ∈ L2(R+),
which along with Lemma 2.2(a) implies
xmp(j) ∈ H10 (R+), a.e.(ω, t) ∈ Ω× [0, T ],
Consider the following equation
d
(
xmp(j)
)
=− (a2xmp(j)xx + 2εaλxmp(j)x − λ2xmp(j)
+ δaxmq(j)x + γλx
mq(j) + xmG(j)x
)
dt+ xmq(j)dWt.
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From the above arguments and Lemma 2.1, it follows that xmp(j) ∈ C([0, T ], L2(R+))
(a.s.). Applying Itoˆ’s formula to evaluate ‖xmp(j)‖2, we get that for any j ≤ m ∧ r
d‖xmp(j)(t, ·)‖2
=
∫
R+
[
2a2|xmp(j)x |2 + 4ma2x2m−1Re(p¯(j)p(j)x )− 4aλx2mRe(εp¯(j)p(j)x )
+ 2λ2|xmp(j)|2 − 2x2mRe(δap¯(j)q(j)x + γλp¯(j)q(j))− 2x2mRe(p¯(j)G(j)x )
+ |xmq(j)|2
]
dx · dt+
∫
R+
2x2mRe(p¯(j)q(j))dx · dWt.
Using the integration by parts, we have
∫
R+
4ma2x2m−1Re(p¯(j)p(j)x )dx = 2a
2m(2m− 1)
∫
R+
x2m−1(|p(j)|2)xdx
= −2a2m(2m− 1)‖xm−1p(j)(t, ·)‖2.
Hence we get that
−d‖xmp(j)(t, ·)‖2 + [2a2‖xmp(j+1)‖2 + 2λ2‖xmp(j)‖2 + ‖xmq(j)‖2]dt
= 2a2m(2m− 1)‖xm−1p(j)‖2dt+
∫
R+
[
4aλx2mRe(εp¯(j)p(j)x )
+ 2x2mRe(δap¯(j)x q
(j) + γλp¯(j)q(j)) + 4mx2m−1Re(δap¯(j)q(j))
+ 2x2mRe(p¯(j)G(j)x )
]
dx · dt−
∫
R+
2x2mRe(p¯(j)q(j))dx · dWt.
(3.5)
Applying the condition (3.3) to (3.5) with z1 = ax
mp(j+1), z2 = λx
mp(j), z3 = x
mq(j),
we have
−d‖xmp(j)(t, ·)‖2 + µ(κ)[a2‖xmp(j+1)‖2 + λ2‖xmp(j)‖2 + ‖xmq(j)‖2]dt
≤ 2a2m(2m− 1)‖xm−1p(j)‖2dt+
∫
R+
[
4mx2m−1Re(δap¯(j)q(j))
+ 2x2mRe(p¯(j)G(j)x )
]
dx · dt−
∫
R+
2x2mRe(p¯(j)q(j))dx · dWt.
By the Cauchy-Schwarz inequality, we get
∫
R+
4mx2m−1Re(δap¯(j)q(j))dx
≤ η1 · δ2‖xmq(j)(t, ·)‖2 + η−11 · 4m2a2‖xm−1p(j)(t, ·)‖2∫
R+
2x2mRe(p¯(j)G(j)x )dx
≤ η2 ·m2‖xm−1p(j)(t, ·)‖2 + η2‖xmp(j+1)(t, ·)‖2 + 2η−12 ‖xmG(j)(t, ·)‖2,∫
R+
2x2mRe(p¯(j)G(j)x )dx
≤ η3‖xmp(j)(t, ·)‖2 + η−13 ‖xmG(j+1)(t, ·)‖2.
9
Taking η1, η2, η3 small enough and recalling λ0 = 1 in this step, we get
−d‖xmp(j)(t, ·)‖2 + η[‖xmp(j+1)‖2 + ‖xmp(j)‖2 + ‖xmq(j)‖2]dt
≤ C[‖xm−1p(j)‖2 + ‖xmG(j)‖2 ∧ ‖xmG(j+1)‖2]dt+ dMt, (3.6)
where Mt is a local martingale such that dMt is equal to the last term in (3.5) and η
depends only on κ. In fact it is not hard to prove that Mt is a uniformly integrable
martingale by the Burkholder-Davis-Gundy inequality. Then integrating this inequality
with respect to t and taking expectations, we obtain
T jm ≤ CT j−1m−1 + CRjm, (3.7)
where
T jm = 9x
mp(j+1) 92 + 9 xmp(j) 92 + 9 xmq(j)92,
Rjm = 9x
mG(j) 92 ∧ 9 xmG(j+1) 92 +E‖xmφ(j)‖2.
In particular, it follows from the similar argument that
T 00 ≤ CR00,
which along with (3.7) yields
T jm ≤ CT 0m−j + C(Rjm + · · ·+Rm−j0 )
≤ C(R0m−j + · · ·+R00) + C(Rjm + · · ·+Rm−j0 ),
where the constant C depends only on m, r, κ but is independent of ρ and T . In
particular for j = r,m = n and by Lemma 2.4(a) we have
T rn ≤ C(R0n−r + · · · +R00) + C(Rrn + · · ·+Rn−r0 )
≤ C(R0n−r + · · · +R00) + CRrn.
(3.8)
In order to estimate the last term on the left in (3.4) we come back to (3.6) with
j = r,m = n, by the Burkholder-Davis-Gundy inequality we have
E sup
t≤T
‖xnp(r)(t, ·)‖2 ≤ CT r−1n−1 +CRrn + CSrn, (3.9)
where
Srn = E
[ ∫ T
0
(∫
R+
2x2nRe(p¯(r)q(r))dx
)2
dt
]1/2
≤ C( 9 xnp(r) 92 + 9 xnq(r) 92 )
≤ CT rn.
Combining (3.8) and (3.9), we have
T rn +E sup
t≤T
‖xnp(r)(t, ·)‖2 ≤ C(R0n−r + · · ·+R00) + CRrn,
where C = C(n, κ).
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Now we have to get rid of the term R0n−r + · · · + R00. From Lemma 2.4, it follows
that R0n−r ≤ CRrn, and moreover for 0 ≤ m ≤ n− r − 1,
‖xmφ‖ ≤ C‖xm+rφ(r)‖ ≤ C(‖xnφ(r)‖+ ‖xrφ(r)‖),
9xmG9 ≤ C(9xnG(r) 9 + 9 xrG(r)9),
9xmG9 ≤ C 9 xm+rG(r)9 ≤ C(9xn−1G(r) 9 + 9 xrG(r)9)
≤ C(9xnG(r+1) 9 + 9 xrG(r)9),
9xmG9 ≤ C 9 xm+r+1G(r+1)9 ≤ C(9xnG(r+1) 9+ 9 xrG(r+1)9),
9xmG9 ≤ C(9xn−rG 9+ 9Gx9) ≤ C(9xnG(r) 9+ 9 xrG(r+1)9).
Therefore
9 xmG 9 ∧ 9 xmGx9 ≤ 9xmG9
≤ C[(9xnG(r+1) 9 ∧ 9 xnG(r)9) + (9xrG(r+1) 9 ∧ 9 xrG(r)9)].
So the inequality (3.4) is proved in this situation.
Step 2. The general case can be reduced to the case in Step 1 by scaling, that is by
introducing the new functions
p˜(t, x) = p(λ−20 t, λ
−1
0 x), q˜(t, x) = λ
−1
0 q(λ
−2
0 t, λ
−1
0 x),
G˜(t, x) = λ−10 G(λ
−2
0 t, λ
−1
0 x), φ˜(x) = φ(λ
−1
0 x),
and a new Wiener process W˜t = λ0Wλ−2
0
t. It is not hard to show that p˜, q˜ satisfies the
equation 

dp˜ = −[a2p˜xx + 2εa(λλ−10 )p˜x − (λλ−10 )2p˜
+δaq˜x + γ(λλ
−1
0 )q˜ + G˜x
]
dt+ q˜dW˜t,
p˜(t, 0) = 0, p˜(λ20T, x) = φ˜(x).
Direct calculus shows that
9xnp˜(r)9 = λ
n−r+3/2
0 9 x
np(r)9, 9xnq˜(r)9 = λ
n−r+1/2
0 9 x
nq(r)9,
9xnG˜(r)9 = λ
n−r+1/2
0 9 x
nG(r)9, ‖xnφ˜(r)‖ = λn−r+1/20 ‖xnφ(r)‖.
Note that the constant C in Step 1 is independent of the terminal time T and ρ.
Hence the inequality (3.4) is easily obtained from the result in Step 1. The proof is
complete.
Remark 3.1. With the help of Lemma 2.4(a),(b), we can rewrite (3.2) into some
convenient forms which will be used in Section 5 directly. Replacing n and r in (3.4)
by n+ 1 and r + 1 respectively, we get
9 xn(xpxx)
(r) 9 +λ0 9 x
n(xpx)
(r)9
+ 9xn(xqx)
(r) 9+(E sup
t≤T
‖xn(xpx)(r)(t, ·)‖2)1/2
≤ C[ 9 xn(xGx)(r) 9 +(E‖xn(xφx)(r)‖2)1/2]
+ Cλr−n0
[
9 xn(xGx)
(n) 9 +(E‖xn(xφx)(n)‖2)1/2
]
,
(3.10)
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for 0 ≤ r ≤ n, if the right-hand side is finite. Furthermore, replacing n in (3.4) by
n+ 1, we get
9 xn(xpx)
(r) 9 +λ0 9 x
n(xp)(r)9
+ 9xn(xq)(r) 9 +(E sup
t≤T
‖xn(xp)(r)(t, ·)‖2)1/2
≤ C[λ−10 9 xn(xGx)(r) 9+(E‖xn(xφ)(r)‖2)1/2]
+ Cλr−n−10
[
9 xn(xGx)
(n) 9 +(E‖xn(xφx)(n)‖2)1/2
]
,
(3.11)
for 0 ≤ r ≤ n, if the right-hand side is finite.
4 Proof of Lemma 3.2
We need several lemmas. First we define the difference quotient (see e.g. [4]) by
∇hu(x) = u(x+ h)− u(x− h)
2h
, h 6= 0
for u ∈ L2(R). The following basic lemma about the difference quotient can be found
in any fundamental textbooks on PDEs (e.g. [4]).
Lemma 4.1. If u ∈ H1(R), then ‖∇hu‖ ≤ ‖ux‖, and ∇hu→ ux strongly in L2(R) as
h ↓ 0.
To deal with the component q, we need the following
Lemma 4.2. If u ∈ L2(R), then ‖∇hu‖−1 ≤ ‖u‖, and ∇hu→ ux strongly in H−1(R)
as h ↓ 0.
Proof. The first assertion follows from the previous lemma by duality. To prove the
second assertion, we only need to verify that the Bessel potential (1−∆)−1/2 is com-
mutative with the difference quotient ∇h and the differential operator Dx. It obviously
holds true since that the Fourier transforms of the three operator are
(1 + |ξ|2)−1/2, e
iξh − e−iξh
2h
, iξ
respectively which are multipliers.
Applying the Lebesgue’s dominated convergence theorem, we easily obtain
Corollary 4.3. (a) If p ∈ H10(R), then
‖∇hp‖H0(R) ≤ ‖px‖H0(R),
and ∇hp→ px strongly in H0(R) as h ↓ 0.
(b) If q ∈ H0(R), then
‖∇hq‖H−1(R) ≤ ‖q‖H0(R),
and ∇hq → qx strongly in H−1(R) as h ↓ 0.
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Remark 4.1. If the functions p and q in Corollary 4.3 vanish for |x| ≥ ρ, where ρ is a
large number, it is easy to check that x∇hp→ xpx strongly in H0(R) and x∇hq → xqx
strongly in H−1(R) as h ↓ 0.
The next lemma is known in the theory of Sobolev spaces. Note that a function in
H1(R) belongs to C
1
2 (R).
Lemma 4.4. Let u ∈ H1(R) be an odd function, then its restriction on R+ belongs to
H10 (R+).
We also need the following lemma concerning the odd (or even) continuation of a
function, in which we denote f¯ as the odd (or even) continuation of the function f
defined on R+.
Lemma 4.5. Let n be an integer. Then
f, . . . , xnf (n) ∈ L2(R+) ⇔ f¯ , . . . , xnf¯ (n) ∈ L2(R).
Proof. It is a direct result from Lemma 2.5(b). Indeed, without loss of generality, we
assume that f vanishes for large x. Then f, xf ′ ∈ L2(R+) implies xf ∈ H10 (R+), and
then xf¯ ∈ H1(R) owning to the theory of Sobolev spaces. Thus xf¯ ′ ∈ L2(R). Then
the necessity easily follows from induction. The sufficiency is obvious.
Furthermore, it is easy to show that xrf¯ (r) = xrf (r) for any r ≤ n, where xrf (r) is
the odd (or even) continuation of xrf (r). Hence, for any r ≤ n we have
‖xrf¯ (r)‖L2(R) = 2‖xrf (r)‖L2(R+).
Proof of Lemma 3.2. The proof consists of the following three steps.
Step 1. Assume that a = λ, ε = β = 0 and γ = 0. In this step, we denote
9 · 9R = 9 · 9(0,T )×R.
First from Lemma 2.2 we see that (p, q) is the unique (weak) solution of Eq.(3.1)
in the space H10(R+)⊗H0(R+).
Let G¯ be the even continuation of G and φ¯ be the odd continuation of φ. It follows
from Lemma 4.5 that
G¯, . . . , xnG¯(n) ∈ H0(R), φ¯, . . . , xrφ¯(r) ∈ L2(Ω,FT , L2(R+)). (4.1)
Thus according to Lemma 2.2 the equation
{
dp¯ = −[a2p¯xx − a2p¯+ δkaq¯kx + G¯x]dt+ q¯kdW kt ,
p¯(T, x) = φ¯(x), t ∈ [0, T ], x ∈ R, (4.2)
has a unique solution pair
(p¯, q¯) ∈ H10(R)⊗H0(R),
such that
9p¯x 9
2
R
+E sup
t≤T
‖p¯(t, ·)‖2
R
+ 9q¯92
R
≤C(‖G¯x‖2H−1(R) + E‖φ¯‖2R),
≤C( 9 G¯ 92
R
+E‖φ¯‖2
R
)
.
(4.3)
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with the constant C = C(κ, T ).
By symmetry the above functions p¯ and q¯ are odd with respect to x, and then from
Lemma 4.4, their restrictions on R+ belong to H
1
0(R+) ⊗ H0(R+), which implies that
p¯ = p, q¯ = q on R+ (by the uniqueness of the weak solution).
Now applying x∇h on both sides of Eq.(4.2), we have


d(x∇hp¯) = −
[
a2(x∇hp¯)xx − a2x∇hp¯+ δa(x∇hq¯)x
−2a2(∇hp¯)x − δa∇hq¯ + (x∇hG¯)x −∇hG¯
]
dt+ x∇hq¯dWt,
(x∇hp¯)|t=T = x∇hφ¯.
In view of Lemma 4.2, it follows from Corollary 4.3 and (4.3) that
9 (x∇hp¯)x 92R + 9 x∇hq¯92R
≤ C( 9∇hp¯ 92R +‖∇hq¯‖2H−1(R) + 9x∇hG¯ 92R +‖∇hG¯‖2H−1(R) + E‖x∇hφ¯‖2R)
≤ C( 9 p¯x 92R + 9 q¯ 92R + 9 xG¯x 92R + 9 G¯ 92R +E‖xφ¯x‖2R)
≤ C( 9 xG¯x 92R + 9 G¯ 92R +E‖xφ¯x‖2R +E‖φ¯‖2R).
(4.4)
Therefore, {x∇hp¯} are bounded in H10(R) and {x∇hq¯} are bounded in H0(R), uniformly
with respect to h. Thus there exist two functions
u ∈ H10(R), v ∈ H0(R),
which are respectively the weak limits of (subsequences of) {x∇hp¯} and {x∇hq¯} in as
h ↓ 0.
On the other hand, it follows from Remark 4.1 that x∇hp¯→ xp¯x strongly in H0(R)
and x∇hq¯ → xq¯x strongly in H−1(R) as h ↓ 0. According to the uniqueness of the
limit, we have
xp¯x = u ∈ H10(R), xq¯x = v ∈ H0(R),
which implies that
xpxx, xqx ∈ H0(R+).
Moveover, it follows from (4.4) that
9 xpxx 9
2 + 9 xqx9
2 ≤ C( 9 xGx 92 + 9G 92 +E‖xφx‖2 + E‖φ‖2). (4.5)
Step 2. Now we prove by induction the assertion of Lemma 3.2 under the assumption
that a = λ, ε = β = 0, γ = 0.
First the assertion is proved for r = 1 in Step 1.
Assume that the assertion holds true for some r ≥ 1, that is the condition (3.2)
implies the following
xrp(r+1), . . . , px, x
rq(r), . . . , q ∈ H0(R+). (4.6)
Since the odd function xp¯x ∈ H10(R) (see Step 1), we have xpx ∈ H10(R+). It is not hard
to show the function pair (xpx, xqx) of the class H
1
0(R+)⊗H0(R+) solves the equation{
du = −[a2uxx − a2u+ δavx − 2a2pxx − δaqx + xGxx]dt+ vdWt,
u|t=T = xφx (4.7)
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with unknown functions u, v. From the assumption (4.6) and the assumption (3.2) on
G,φ and r + 1, we see that the function
−2a2pxx − δaqx + xGxx =
(− 2a2px − δaqx + xGx)x −Gx
and the integer r satisfy the condition (3.2). Applying our assumption to Eq.(4.7), we
have
xr(xpx)
(r+1), . . . , (xpx)x, x
r(xqx)
(r), . . . , xqx ∈ H0(R+),
which implies the assertion of Lemma 3.2 as a result of Lemma 2.4(b).
Step 3. Now consider the general situation. Rewrite Eq.(4.2) as
dp = −{a2pxx − a2p+ δkaqkx + [2εaλp + (λ2 − a2 + iβ)P
− γkλQ+G]x
}
dt+ qkdW kt ,
where
P (t, x) =
∫ ∞
x
p(t, y)dy, Q(t, x) =
∫ ∞
x
q(t, y)dy.
Note that P (t, x) = Qk(t, x) = 0 for x ≥ ρ and
2εaλp + (λ2 − a2 + iβ)P − γkλQ+G ∈ H0(R+),
x[2εaλp + (λ2 − a2 + iβ)P − γkλQ+G]x ∈ H0(R+).
It follows from Step 1 that
xpxx, px, xqx, q ∈ H0(R+).
Identically as in Step 2, we prove by induction that Lemma 3.2 holds true in the
general case for any r. The proof of the lemma is complete.
5 The equation with coefficients independent of
x
In this section we are concerned with the equation whose coefficients are independent
of x in the half space. Denote Rd+ = {x ∈ Rd : x1 > 0}.
Theorem 5.1. Consider the following equation


dp = −[aijDijp+ σikDiqk + F ]dt+ qkdW kt ,
p(t, x) = 0, x ∈ ∂Rd+,
p(T, x) = φ(x), x ∈ Rd+.
(5.1)
Assume that a and σ satisfy Assumption 1 and, in addition, they are bounded and
independent of x and
κI + σσ∗ ≤ 2a ≤ κ−1I, ∀(ω, t). (5.2)
Suppose that for any multi-indices α and β such that |α| ≤ n and |β| ≤ n+ 1 we have
ψ˜|α|+1DαF ∈ H0(Rd+), ψ˜|β|Dβφ ∈ L2(Ω,FT , L2(Rd+)), (5.3)
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where ψ˜(x) = x1. Then equation (5.1) has a unique solution (p, q) such that
p ∈ H10(Rd+), ψ˜D2p, q, ψ˜Dq ∈ H0(Rd+).
For this solution and any multi-index β such that |β| ≤ n+ 1, we have
ψ˜|β|Dβ(Dp), ψ˜|β|Dβq ∈ H0(Rd+), ψ˜|β|Dβp ∈ C([0, T ], L2(Rd+)) (a.s.), (5.4)
and moreover
[‖ψ˜D2p‖]2m,Q + E sup
t≤T
[‖ψ˜Dp(t, ·)‖]2
m,Rd
+
+ [‖ψ˜Dq‖]2m,Q (5.5)
≤ C([‖ψ˜F‖]2m,Q + 9φ92m+1,Rd
+
),
where ψ˜(x) = x1, Q = (0, T ) × Rd+,m = 0, . . . , n, and the constant C depends only on
d, n,K and κ.
Proof. The proof consists of three steps.
Step 1. We make the following additional assumption in this step.
(A) Eq.(5.1) has a unique solution (p, q) ∈ H10(Rd+) ⊗ H0(Rd+), and for a number
ρ > 0 the functions F (t, x), p(t, x) and q(t, x) vanish if x1 ≥ ρ.
Put
G(t, x) = −
∫ ∞
x1
F (t, s, x2, . . . , xd)ds, (t, x) ∈ [0, T ]× Rd+,
which belongs to H0(Rd+). Indeed, note that for almost every (ω, t, x
2, . . . , xd), F as a
function with respect to x1 belongs to L2loc(R+), which implies G(ω, t, ·, x2, . . . , xd) ∈
H1loc(R+). With the help of Lemma 2.4(b) it is not hard to show that ψ˜Gx1 and (ψ˜G)x1
are of the same class while the former belongs to H0(Rd+), which implies G ∈ H0(Rd+).
Moreover ψ˜|β|DβG ∈ H0(Rd+) for any β such that |β| ≤ n+ 1.
Now for a function u(x) defined on Rd+, denote by uˆ(x
1, ξ2, . . . , ξd) its Fourier trans-
form with respect to (x2, . . . , xd). Then we see that for almost every ξ = (ξ2, . . . , ξd) ∈
R
d−1\{0}, the functions pˆ = pˆ(t, x1, ξ2, . . . , ξd) and qˆ = qˆ(t, x1, ξ2, . . . , ξd) satisfy the
equation
{
dpˆ = −[a11pˆx1x1 + 2b˜1pˆx1 − c˜pˆ+ σ1k qˆkx1 + ν˜kqˆk + Gˆx1]dt+ qˆkdW kt ,
pˆ(t, 0, ξ) = 0, pˆ(T, x1, ξ) = φˆ(x1, ξ), ξ ∈ Rd−1, (5.6)
where
b˜1 = i
∑
j≥2
a1jξj, c˜ =
∑
j,k≥2
ajkξjξk, ν˜k = i
∑
j≥2
σjkξj .
In order to apply Theorem 3.1, we define
a =
√
a11, λ2 =
∑
j,k≥2
ajkξjξk, ε = (aλ)−1b˜1,
δk = a−1σ1k, γk = λ−1ν˜k. (5.7)
From the condition (5.2), it is not hard to show that the condition (3.2) of Theorem
3.1 is satisfied with λ0 = |ξ|2. However, the verification of condition (3.3) is rather
delicate and will be put in Step 3.
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Now denote Q1 = {(t, x1) : t ∈ (0, T ), x1 ∈ (0,∞)}. Applying (3.10) to Eq.(5.6),
for 0 ≤ r ≤ m ≤ n, we have
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1pˆx1x1)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ |ξ|2
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1pˆx1)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1qˆx1)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ E sup
t≤T
∥∥∥∥(x1)m ∂
r
(∂x1)r
(x1pˆx1)
∥∥∥∥
2
R+
(t)
≤ C
{ ∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1Fˆ )
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ E
∥∥∥∥(x1)m ∂
r
(∂x1)r
(x1φˆx1)
∥∥∥∥
2
R+
}
+ C|ξ|−2(m−r)
{ ∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
m
(∂x1)m
(x1Fˆ )
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ E
∥∥∥∥(x1)m ∂
m
(∂x1)m
(x1φˆx1)
∥∥∥∥
2
R+
}
,
for almost all ξ = (ξ2, . . . , ξd). We multiply this inequality by |ξ|2(m−r), integrate with
respect to ξ ∈ Rd−1 and sum the results over r = 0, . . . ,m. Then we see that
[‖x1px1x1‖]2m,Q + [‖x1px1y‖]2m,Q + [‖x1qx1‖]2m,Q + E sup
t≤T
[|x1px1 |]2m,Rd+(t)
≤ C{[‖x1F‖]2m,Q + [‖x1φx1‖]2m,Rd
+
}, (5.8)
where the subscript y stands for any first-order derivative with respect to x2, . . . , xd.
For 0 ≤ r ≤ m ≤ n from (3.11) we have
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1pˆx1)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ |ξ|2
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1pˆ)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1qˆ)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ E sup
t≤T
∥∥∥∥(x1)m ∂
r
(∂x1)r
(x1pˆ)
∥∥∥∥
2
R+
(t)
≤ C
{
|ξ|−2
∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
r
(∂x1)r
(x1Fˆ )
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ E
∥∥∥∥(x1)m ∂
r
(∂x1)r
(x1φˆ)
∥∥∥∥
2
R+
}
+ C|ξ|−2(m−r+1)
{ ∣∣∣∣
∣∣∣∣
∣∣∣∣(x1)m ∂
m
(∂x1)m
(x1Fˆ )
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
Q1
+ E
∥∥∥∥(x1)m ∂
m
(∂x1)m
(x1φˆx1)
∥∥∥∥
2
R+
}
,
for almost all ξ = (ξ2, . . . , ξd). We multiply this inequality by |ξ|2(m−r+1), integrate
with respect to ξ ∈ Rd−1 and sum the results over r = 0, . . . ,m. Then we see that
[‖x1px1y‖]2m,Q + [‖x1pyy‖]2m,Q + [‖x1qy‖]2m,Q + E sup
t≤T
[|x1py|]2m,Rd
+
(t)
≤ C{[‖x1F‖]2m,Q + [‖x1φx1‖]2m,Rd
+
+ [‖x1φy‖]2m,Rd
+
}. (5.9)
Combining (5.8) and (5.9), we get that
[‖ψ˜D2p‖]2m,Q + E sup
t≤T
[‖ψ˜Dp(t, ·)‖]2
m,Rd
+
+ [‖ψ˜Dq‖]2m,Q
≤ C([‖ψ˜F‖]2m,Q + [‖ψ˜Dφ‖]2m,Rd
+
). (5.10)
Step 2. We now remove the assumption (A) made in Step 1.
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From Lemma 2.2 we deduce that Eq.(5.1) has a unique solution
(p, q) ∈ H10(Rd+)⊗H0(Rd+),
such that
9Dp 92Q +E sup
t≤T
‖p(t, ·)‖2
R
d
+
+ 9q92Q ≤ C(‖F‖2H−1(Rd
+
)
+ 9φ92
R
d
+
),
where C = C(d, κ, T ). From Lemma 2.5, it follows that
9Dp 92Q +E sup
t≤T
‖p(t, ·)‖2
R
d
+
+ 9q92Q ≤ C(9ψ˜F 92Q + 9 φ92Rd
+
). (5.11)
We shall prove that these functions are exactly what we need. Its uniqueness is clear
from the above argument. To establish the relation (5.5), now take an infinitely differ-
entiable function ζ(y) defined for y ∈ R and such that ζ(y) = 1 for y ∈ [0, 1], ζ = 0 for
y ≥ 2. Define ζε(y) = ζ(εy), and
pε(t, x) = p(t, x)ζε(x1), qε(t, x) = q(t, x)ζε(x1),
where the parameter ε will approach infinity in the future. It is obvious that
(pε, qε) ∈ H10(Rd+)⊗H0(Rd+),
which satisfy the equation


dpε = −[aijDijpε + σiDiqε + F ε]dt+ qεdW kt ,
pε(t, x) = 0, x ∈ ∂Rd+,
pε(T, x) = φ(x)ζε(x1), x ∈ Rd+,
(5.12)
where
F ε = Fζε − 2
∑
j≥2
a1jζεx1Djp
ε − a11ζεx1x1p− σ1ζεx1q.
Now let us make an assumption which will be justified later: suppose that for an integer
r ≤ n+ 1 and a multi-index α such that |α| ≤ r
ψ˜|α|Dαpx, ψ˜
|α|Dαq ∈ H0(Rd+). (5.13)
Note that for any multi-index β the functions
∣∣ψ˜|β|+1Dβζεx1∣∣, ∣∣ψ˜|β|+2Dβζεx1x1∣∣, ∣∣ψ˜|β|+1Dβζεx1x1∣∣
are bounded uniformly with respect to ε and tend to zero when ε→ 0. Using this and
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Lemma 2.4 for m ≤ r and for ε→ 0, we get
[‖ψ˜ζεx1px‖]m,Q ≤ C
∑
|α|=m
9ψ˜m+1Dα(ζεx1px)9Q
≤ C
∑
|α|+|β|=m
9ψ˜m+1(Dβζεx1)D
αpx9Q
= C
∑
|α|+|β|=m
9ψ˜|β|+1(Dβζεx1)ψ˜
|α|Dαpx9Q → 0,
[‖ψ˜ζεx1x1p‖]m,Q ≤ C
∑
|α|+|β|=m
9ψ˜m+1(Dβζεx1x1)D
αp9Q
= C
∑
|α|+|β|=m,α6=0
9ψ˜|β|+2(Dβζεx1x1)ψ˜
|α|−1Dαp9Q
+ C
∑
|β|=m
9ψ˜m+1(Dβζεx1x1)p9Q → 0,
[‖ψ˜ζεx1q‖]m,Q ≤ C
∑
|α|+|β|=m
9ψ˜|β|+1(Dβζεx1)ψ˜
|α|Dαq9Q → 0.
This along with the result in Step 1 applied to Eq.(5.12) after passing to the limit when
ε→∞ yields
[‖ψ˜D2p‖]2m,Q + E sup
t≤T
[‖ψ˜Dp(t, ·)‖]2
m,Rd
+
+ [‖ψ˜Dq‖]2m,Q
≤ C([‖ψ˜F‖]2m,Q + [‖ψ˜Dφ‖]2m,Rd
+
),
for any m ≤ r ∧ n. This inequality implies that relation (5.13) with r + 1 holds true
under the assumption (5.13) with r. Since for r = 0 relation (5.13) follows from (5.11),
by induction we obtain (5.5).
Step 3. Verification of condition (3.3).
We need the following lemma from linear algebra.
Lemma 5.2. Suppose K > 0, then there exists a positive number λ such that
|z|2 + |w −Az|2 ≥ λ(|z|2 + |w|2)
holds for any z ∈ Cm, w ∈ Cn and A ∈ Cn×m, so long as |A|2 ≤ K.
Proof. Since |Az|2 ≤ K|z|2, it follows that for any number λ ∈ (0, 1/2]
|z|2 + |w −Az|2
= |z|2 + |w|2 − 2Re(w∗Az) + |Az|2
≥ |z|2 + |w|2 + |Az|2 −
[
(1− λ)|w|2 + 1
1− λ |Az|
2
]
≥ |z|2 + λ|w|2 − 2λ|Az|2
≥ (1− 2λK)|z|2 + λ|w|2.
The lemma is proved by taking λ = min
{
1/2, (4K)−1
}
.
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We now prove Theorem 5.1. Take any complex numbers u, v, zk(k = 1, . . . , d1) and
define ζ = a−1u, η = λ−1v. Put the d1-dimensional vectors
z = (z1, . . . , zd1),
δ = (δ1, . . . , δd1), γ = (γ1, . . . , γd1),
σj = (σj1, . . . , σjd1), j = 1, . . . , d.
Recalling (5.7) and using the standard technique in linear algebra, we have
2|u|2 + 2|v|2 + |z|2 − 4Re(εu¯v)− 2Re(δu¯z)− 2Re(γv¯z)
= 2a2|ζ|2 + 2λ2|η|2 + |z|2 − 4aλRe(εζ¯η)− 2aRe(δζ¯z)− 2λRe(γη¯z)
=
(
ζ η z
)


2a11 −2i∑
j≥2
a1jξj σ1
2i
∑
j≥2
a1jξj 2
∑
j,l≥2
ajlξjξl i
∑
j≥2
σjξj
(σ1)T −i( ∑
j≥2
σjξj
)T
Id1



 ζ¯η¯
z∗


=
(
ζ η
)


2a11 − |σ1|2 −i∑
j≥2
(2a1j −∑
k
σ1kσjk)ξj
i
∑
j≥2
(2a1j −∑
k
σ1kσjk)ξj 2
∑
j,l≥2
(2ajl −∑
k
σjkσlk)ξjξl


(
ζ¯
η¯
)
+
d1∑
k=1
∣∣∣∣zk + σ1kζ + i
∑
j≥2
σjkξjη
∣∣∣∣
2
=
∑
j,l
bjlηjηl +
d1∑
k=1
∣∣∣∣zk + σ1kζ + i
∑
j≥2
σjkξjη
∣∣∣∣
2
,
where the matrix
B ,
(
bjl
)
= 2
(
ajl
)− σσ∗ ≥ κI
and
η1 = ζ, ηj = ξjη, j = 2, . . . , d.
Note that σσ∗ ≤ κ−1I. These along with Lemma 5.2 (put A = σσ∗) yield that there
exists a positive number µ = µ(κ) such that
2|u|2 + 2|v|2 + |z|2 − 4Re(εu¯v)− 2Re(δu¯z) + 2Re(γv¯z)
≥ κ
(
|ζ|2 +
∑
j≥2
|ξjη|2 +
d1∑
k=1
∣∣zk + σ1kζ + i∑
j≥2
σjkξjη
∣∣2)
≥ µκ(|ζ|2 + |ξ|2|η|2 + |z|2)
≥ µκ2(|u|2 + |v|2 + |z|2).
The proof is complete.
6 The equation in the half space
The proof of our main theorem, Theorem 6.1, is based on the following
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Theorem 6.1. Let D = Rd+ in Assumptions 1 and 3. Replace ψ(x) by ψ˜(x) = x1 in
Assumption 3. Consider the following simple form of the equation (2.2)


dp = −[aijDijp+ σikDiqk + F ]dt+ qkdW kt ,
p(t, x) = 0, x ∈ ∂Rd+,
p(T, x) = φ(x), x ∈ Rd+.
(6.1)
Suppose that for a constant δ > 0 and for any (ω, t, x) we have
|a(t, x)− a0(t)| ≤ δ, |σ(t, x)− σ0(t)| ≤ δ, (6.2)
where a0(t) and σ0(t) are some functions of (t, ω) satisfying Assumption 1 and 3.
We assert that, under these assumptions, there exists a constant δ(d, n, κ, T ) > 0
such that if δ ≤ δ(d, n, κ, T ) then
(i) Eq.(6.1) has a unique solution (p, q) such that
p ∈ H10(Rd+), ψ˜D2p, q, ψ˜Dq ∈ H0(Rd+).
(ii) For this solution and any multi-index β such that |β| ≤ n+ 1, we have
ψ˜|β|Dβ(Dp), ψ˜|β|Dβq ∈ H0(Rd+), ψ˜|β|Dβp ∈ C([0, T ], L2(Rd+)) (a.s.), (6.3)
and moreover
9Dp 92m+1,Q +E sup
t≤T
‖p(t, ·)‖2
m+1,Rd
+
+ 9q 92m+1,Q (6.4)
≤ C(9ψ˜F 92m,Q + 9 φ92m+1,Rd
+
),
where m ≤ n,Q = (0, T )×Rd+, and the constant C depends only on d, n,K, κ and
T .
Proof. With the help of Theorem 5.1 we can recursively define a sequence of function
pairs (pr, qr), r = 1, 2, . . . as solutions of the equations
dpr = −
[
aij0 D
ijpr + σ
i
0D
iqr + (a
ij − aij0 )Dijpr−1
+(σi − σi0)Diqr−1 + F
]
dt+ qrdWt (6.5)
in Q = (0, T )× Rd+ with the given boundary data and with p0 = 0, q0 = 0. We denote
by Cm the right-hand side in (5.5). Now let
Imr = [‖ψ˜D2pr‖]2m,Q + [‖ψ˜Dqr‖]2m,Q, r ≥ 1, m ≤ n,
and from estimate (5.5) we get
Imr + E sup
t≤T
[‖ψ˜Dpr(t, ·)‖]2m,Rd
+
≤ Cm + C
{
[‖ψ˜(aij − aij0 )Dijpr−1‖]2m,Q + [‖ψ˜(σi − σi0)Diqr−1‖]2m,Q
}
.
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With the aid of Assumption 3, (6.2) and Lemma 2.4, it is easy to check that
[‖ψ˜(aij − aij0 )Dijpr−1‖]2m,Q
≤ C
∑
|α|=m
9ψ˜m+1(aij − aij0 )Dα(Dijpr−1)92Q
+ C
∑
|α|+|β|=m,β 6=0
9ψ˜|β|(Dβaij)ψ˜|α|+1Dα(Dijpr−1)9
2
Q
≤ Cδ[‖ψ˜D2pr−1‖]2m,Q + C
∑
k<m
[‖ψ˜D2pr−1‖]2k,Q
≤ CδImr−1 + C
∑
k<m
Ikr−1.
Similarly,
[‖ψ˜(σi − σi0)Diqr−1‖]2m,Q ≤ CδImr−1 + C
∑
k<m
Ikr−1.
Hence
Imr + E sup
t≤T
[‖ψ˜Dpr‖]2m,Rd
+
(t) ≤ Cm + CδImr−1 + C
∑
k<m
Ikr−1, (6.6)
where the constant C depends only on d, n,K and κ, and Im0 = 0. It follows easily by
induction from (6.6) that if δ is small enough (depending on C), then Imr ≤ CCm for
any r ≥ 1,m ≤ n with C = C(d, n,K, κ).
Moreover, recalling (5.11), we obtain that
9Dpr 9
2
Q + 9 qr 9
2
Q +E sup
t≤T
‖pr(t, ·)‖2Rd
+
≤ CC0 + CδI0r−1 ≤ CC0
with this constant C = C(d, n,K, κ, T ).
If we apply a similar argument to pr − pr−1 and qr − qr−1, we will see that the
expression
[‖D(pr − pr−1)‖]2m,Q + [‖qr − qr−1‖]2m,Q + E sup
t≤T
[‖(pr − pr−1)(t, ·)‖]2m,Rd
+
→ 0
as r →∞.
This obviously gives us a function pair (p, q) as the limit of (pr, qr), with properties
(5.4) and (5.5). We will show this pair is what we need.
From Theorem 5.1, the following equation
du = −[aij0 Diju+ σi0Div + (aij − aij0 )Dijp+ (σi − σi0)Diq + F ]dt+ vdWt
in Q = (0, T ) × Rd+ with the boundary data u(t, x) = 0, x ∈ ∂Rd+;u(T, x) = φ(x), x ∈
R
d
+, has a unique solution (u, v) with properties (5.4) and (5.5). Applying a similar
argument to u− pr and v − qr, we obtain that
[‖ψ˜D2(u− pr)‖]2m,Q + [‖ψ˜D(v − qr)‖]2m,Q+E sup
t≤T
[‖ψ˜D(u− pr)(t, ·)‖]2m,Rd
+
≤ Cδ 9 ψ˜D2(p − pr−1)92m,Q,
9D(u− pr) 92Q + 9 v − qr 92Q +E sup
t≤T
‖(u− pr)(t, ·)‖2Rd
+
≤ Cδ 9 ψ˜D2(p − pr−1) 92Q .
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By taking r → ∞, it is easy to show that u = p, v = q, which implies that (p, q) is a
solution pair of Eq.(6.1).
To prove the uniqueness, assume that (p1, q1), (p2, q2) are two solutions of Eq.(6.1)
such that
pi,Dpi, ψ˜D
2pi, qi, ψ˜Dqi ∈ H0(Rd+).
It is not hard to obtain that
9ψ˜D2(p1 − p2) 92Q + 9D(p1 − p2) 92Q +E sup
t≤T
‖(p1 − p2)(t, ·)‖2Rd
+
+ 9 q1 − q292Q ≤ Cδ 9 ψ˜D2(p1 − p2)92Q,
which implies that p1 = p2, q1 = q2 by taking δ small enough and the theorem is proved.
7 Proof of Theorem 2.3
The proof is quite standard, which is divided into two steps.
Step 1. First we will show, without using Theorem 6.1, that the second inclusion
in (2.3) holds for any solution (p, q) such that (p, q) ∈ H10(D) ⊗ H0(D) and the first
inclusion in (2.3) holds. Note that for any |β| ≤ n+ 1
d(ψ|β|Dβp) =− ψ|β|Dβ[aijDijp+ biDip− cp + σikDiqk + νkqk + F ]dt
+ ψ|β|DβqkdW kt .
(7.1)
By virtue of the first inclusion in (2.3) and by Lemma 2.5(b) we have
ψ|β|Dβp ∈ H10(D), ψ|β|Dβq ∈ H0(D),
ψ|α|+1Dα[aijDijp+ b
iDip− cp+ σikDiqk + νkqk + F ] ∈ H0(D),
(7.2)
for any |α| ≤ n, |β| ≤ n+ 1. In order to apply Lemma 2.1, it remains to verify
ψ|β|Dβ[aijDijp+ b
iDip− cp + σikDiqk + νkqk + F ] ∈ H−1(D), (7.3)
which holds true for β = 0 as a result of Lemma 2.5(d) and the observation that
ψaijDijp, b
iDip, ψcp, ψσ
ikDiq
k, ψνkqk, ψF ∈ H0(D).
In fact, relation (7.3) holds true for any β with |β| ≤ n+ 1. Indeed, if β = α+ γ with
|α| ≤ n and |γ| = 1, then
Dγ(ψ|α|+1Dα[aijDijp+ b
iDip− cp+ σikDiqk + νkqk + F ])
=ψ|β|Dβ[aijDijp+ b
iDip− cp+ σikDiqk + νkqk + F ]
+ |β|(Dγψ)ψ|α|Dα[aijDijp+ biDip− cp+ σikDiqk + νkqk + F ],
where the left-hand side is in H0(D) owing to (7.2). An obvious induction gives (7.3)
for any |β| ≤ n+ 1.
To sum up the above arguments the second inclusion in (2.3) follows from (7.1) and
Lemma 2.1.
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Step 2. Since ψF ∈ H0(D) in our assumption, it follows from Lemma 2.5(d) that
F ∈ H−1(D). Since Da and Dσ are bounded, Eq.(2.2) can be rewritten in divergence
form (like (1.1)). Therefore, by Lemma 2.2 there exists a unique solution (p, q) of
Eq.(2.2) belonging to H10(D)⊗H0(D) such that
9 px 9
2
Q + 9 q9
2
Q ≤ C(K,L, κ, T )
(
9 ψF 92Q + 9 φ 9
2
D
)
. (7.4)
Now take a small ρ ∈ (0, ρ0) satisfying the following two conditions.
(1) For any (ω, t) and x, y ∈ D,
|a(t, x)− a(t, y)| ≤ δ, |σ(t, x) − σ(t, y)| ≤ δ (7.5)
if |x− y| ≤ ρ, where δ = δ(d, n, κ, T ) is taken from Theorem 6.1.
Here we only require the equicontinuity of a(ω, t, ·) and σ(ω, t, ·) on D¯ for all
(ω, t) ∈ Ω× [0, T ], which is implied by Assumption 4.
(2) If x, y belong to the same domain U from Assumption 2, then for any (ω, t),
∣∣DΨ(x)a(t, x)(DΨ(x))∗ −DΨ(y)a(t, y)(DΨ(y))∗∣∣ ≤ δ1,∣∣DΨ(x)δ(t, x) −DΨ(y)δ(t, y)∣∣ ≤ δ1 (7.6)
if |x− y| ≤ ρ, where the constant δ1 = δ1(d, n, κ2, T ) and Ψ is the inverse for Φ.
Take any functions ζ, η ∈ C∞0 (Rd) such that supp(ζ) ⊂ B2ρ(0),
∫
ζdx = 1, ζ(x) = 1
for |x| ≤ ρ, and η(y) = 1 for |y| ≤ 1, η(y) = 0 for |y| ≥ 2, 0 ≤ η ≤ 1. For any z ∈ Rd
define
ζz(x) = ζ(x− z), pz(t, x) = p(t, x)ζz(x), qz(t, x) = q(t, x)ζz(x).
Now consider two case.
Case 1. dist(z, ∂D) ≤ 2ρ0. Then D ∩ supp(pz) ⊂ U ∩ D, where U is taken from
Assumption 2. Define
uz(t, y) = pz(t, x)η(y), vz(t, y) = qz(t, x)η(y),
with x = Φ(y) in Q˜ = (0, T ) × Rdy,+. Obviously (uz , zz) ∈ H10(Rd+)⊗H0(Rd+). It is not
hard to check that the functions uz, zz satisfy the equation
duz = −[a˜ijuzyiyj + σ˜ikvz,kyi + F˜ ]dt+ vz,kdW kt , (7.7)
where (observe that uz = 0, vz = 0 whenever η 6= 1)
x = Φ(y), x0 = Φ(0), L
0 = aij∂2xixj + b
i∂xi ,
a˜ij(t, y) = ars(t, x)ΨixrΨ
j
xs(x)η(y) + a
rs(t, x0)Ψ
i
xrΨ
j
xs(x0)(1− η(y)),
σ˜ik(t, y) = σrk(t, x)Ψixr(x)η(y) + σ
rk(t, x0)Ψ
i
xr(x0)(1− η(y)),
F˜ (t, y) = (ζzF )(t, x)η(y) + pxr(t, x)Θ
r
1(t, y) + p(t, x)Θ2(t, y) + q
k(t, x)Θk3(t, y),
Θr1(t, y) = [(ζ
zL0Ψi)(t, x)Φryi(t, y)− 2(aijζz)(t, x)]η(y),
Θ2(t, y) = [(ζ
z
xrL
0Ψi)(t, x)Φryi(t, y)− (L0ζz + cζz)(t, x)]η(y),
Θk3(t, y) = (ν
kζz − σrkζzxr)(t, x)η(y).
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The choice of ρ (see (7.6)) and our assumptions about |(DΦ)ζ| from Assumption 2
show that a˜, σ˜ satisfy the first condition in Assumption 3 and condition (6.2) with κ2
instead of κ, with the corresponding δ, and with a0(t) = a˜(t, 0) (see Theorem 6.1). It
is also easy to check that other conditions of Assumption 3 with n = 0 (and another
constant K) are satisfied for Eq.(7.7). Therefore, by Theorem 6.1 with n = 0 for F˜ as
above, Eq.(7.7) has a unique solution (u, v) such that
u ∈ H10(Rd+), ψ˜uyy, v, ψ˜vy ∈ H0(Rd+),
with ψ˜(y) = y1. Moreover, this solution is unique in the space H10(R
d
+)⊗H0(Rd+), since
Eq.(7.7) can be rewritten in divergence form. Hence we deduce that
uz, uzy, ψ˜u
z
yy, v
z, ψ˜vzy ∈ H0(Rd+).
Now we apply the estimates from Theorem 6.1 to Eq.(7.7). First of all, we note
that for any function h
Dαy (∂yih) = D
α
y (hxrΦ
r
yi) =
∑
β+γ=α
cαβγ(D
β
yhxr)D
γ
yΦ
r
yi , (7.8)
where cαβγ are some constants. Observe that (recalling ψ˜ = y
1) from our assumptions
on ψ and Φ there exists a constant C depending only on κ such that
C−1ψ˜(y) ≤ ψ(x) ≤ Cψ˜(y)
with x = Φ(y), y ∈ 2B+. Hence from the formula (7.8) and Assumption 3 , we get
ψ˜|α|
(|DαyΘ1|+ |Dαy (ψ˜Θ2)|+ |Dαy (ψ˜Θ3)|) ≤ C, |α| ≤ n.
Denote
Q˜ = (0, T )× Rdy,+, D(z, r) = Br(z) ∩ D,
Q(z, r) = (0, T )×D(z, r), ρ1 = 8Kρ0, m ≤ n.
From Lemma 2.4(b) we have (functions η = η(y) are different in different place)
[‖ψ˜ζzFη‖]2
m,Q˜
= [‖ψF (ψ˜ψ−1ζzη)‖]2
m,Q˜
≤ C
∑
|α|≤m
9ηαψ˜mDαy (ψF )9
2
Q˜
≤ C
∑
|α|≤m
9ηαψmDα(ψF )92Q ≤ C
∑
|α|≤m
9ψ|α|Dα(ψF )92Q(z,ρ1)
= C 9 ψF92m,Q(z,ρ1),
where ηα = ηα(y) are some bounded functions vanishing if |y| ≥ 2. Moreover, using a
formula similar to (7.8) with x and y interchanged and Lemma 2.4 (a),(b), we have
[‖px‖]2m+1,Q(z,ρ) ≤ [‖(ζzp)x‖]2m+1,Q = C
∑
|α|=m+1
9ψm+1Dα(ζzpη)92Q
= C
∑
|α|=m+1
9ψm+1Dαuzx9
2
Q ≤ C
∑
|α|≤m+1
9ψ˜m+1Dαy u
z
y9
2
Q˜
≤ C
∑
r≤m
[‖ψ˜uzyy‖]2r,Q˜ = C 9 ψ˜uzyy92m,Q˜,
[|p(t, ·)|]2m+1,D(z,ρ) ≤ [|ζzp(t, ·)|]2m+1,D ≤ C‖ψ˜uzy(t, ·)‖2m,Rdy,+ ,
[‖q‖]2m+1,Q(z,ρ) ≤ [‖ζzq‖]2m+1,Q ≤ C 9 ψ˜vzy 92m,Q˜ .
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Bearing in mind several similar estimates and from Theorem 6.1 we obtain
9 px 9
2
m+1,Q(z,ρ) +E sup
t≤T
‖p(t, ·)‖2m+1,D(z,ρ) + 9q92m+1,Q(z,ρ)
≤ C( 9 ψF 92m,Q(z,ρ1) + 9 φ 92m+1,D(z,ρ1) + 9 p 92m+1,Q(z,ρ1) + 9 q 92m,Q(z,ρ1)
) (7.9)
for any m ≤ n under the same condition of finiteness.
Case 2. dist(z, ∂D) ≥ 2ρ0. This case can easily be reduced to the first one. Indeed, we
can replace the domain D by any half space with boundary lying at a distance 2ρ0 from
z. In this situation it is unnecessary to flatten the boundary and to make any change
of coordinates. Then as above we get an estimate similar to (7.9) with norms defined
with the help of the distance from the new boundary. As above from this estimate we
get (7.9), keeping in mind that the new distance and ψ are bounded away from zero
on supp(ζzp).
Integrating (7.9) with respect to all z ∈ Rd, we obtain that
9px 9
2
m+1,Q +E sup
t≤T
‖p(t, ·)‖2m+1,D + 9q92m+1,Q
≤ C( 9 ψF 92m,Q + 9 φ 92m+1,D + 9 p 92m+1,Q + 9 q 92m,Q ),
(7.10)
where the constant C depends on n,K, ρ0, κ and modulus of continuity of a and σ (see
(7.5)).
For m = 0 the right-hand of (7.10) is finite since p, px, q ∈ H0(D). It follows from
induction that the right-hand of (7.10) is finite for any m ≤ n, which indicates the first
inclusion in (2.3). Observe that the above estimate also holds if we replace the initial
time zero by any s ∈ [0, T ). Then by the Gronwall inequality and induction, we get
9px 9
2
n+1,Q +E sup
t≤T
‖p(t, ·)‖2n+1,D + 9q92n+1,Q
≤ C( 9 ψF 92n,Q + 9 φ 92n+1,D + 9 q 92n,Q )
≤ C( 9 ψF 92n,Q + 9 φ 92n+1,D + 9 q 92Q ).
(7.11)
This along with the inequality (7.4) yields the estimate (2.4).
The uniqueness of the solution follows from Lemma 2.2. The proof is complete.
Remark 7.1. Instead of Assumption 4, we could also obtain the inequality (7.10) by
a weaker condition, i.e., the equicontinuity of a(ω, t, ·) and σ(ω, t, ·) on D¯ (recall (7.5)),
provided the last two terms of (7.10) is finite for m = 0. However, this condition, which
is natural for SPDEs (see [8]), is not enough for us to estimate the quantity 9q9Q (see
(7.11)) which does not appear in a SPDE. It is interesting to seek a condition, that is
weaker than Assumption 4, also guarantees the finiteness of 9q9Q.
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