Most present-generation climate models simulate an increase in global-mean surface temperature (GMST) since 1998, whereas observations suggest a warming hiatus. It is unclear to what extent this mismatch is caused by incorrect model forcing, by incorrect model response to forcing or by random factors. Here we analyse simulations and observations of GMST from 1900 to 2012, and show that the distribution of simulated 15-year trends shows no systematic bias against the observations. Using a multiple regression approach that is physically motivated by surface energy balance, we isolate the impact of radiative forcing, climate feedback and ocean heat uptake on GMST-with the regression residual interpreted as internal variability-and assess all possible 15-and 62-year trends. The differences between simulated and observed trends are dominated by random internal variability over the shorter timescale and by variations in the radiative forcings used to drive models over the longer timescale. For either trend length, spread in simulated climate feedback leaves no traceable imprint on GMST trends or, consequently, on the difference between simulations and observations. The claim that climate models systematically overestimate the response to radiative forcing from increasing greenhouse gas concentrations therefore seems to be unfounded.
Most present-generation climate models simulate an increase in global-mean surface temperature (GMST) since 1998, whereas observations suggest a warming hiatus. It is unclear to what extent this mismatch is caused by incorrect model forcing, by incorrect model response to forcing or by random factors. Here we analyse simulations and observations of GMST from 1900 to 2012, and show that the distribution of simulated 15-year trends shows no systematic bias against the observations. Using a multiple regression approach that is physically motivated by surface energy balance, we isolate the impact of radiative forcing, climate feedback and ocean heat uptake on GMST-with the regression residual interpreted as internal variability-and assess all possible 15-and 62-year trends. The differences between simulated and observed trends are dominated by random internal variability over the shorter timescale and by variations in the radiative forcings used to drive models over the longer timescale. For either trend length, spread in simulated climate feedback leaves no traceable imprint on GMST trends or, consequently, on the difference between simulations and observations. The claim that climate models systematically overestimate the response to radiative forcing from increasing greenhouse gas concentrations therefore seems to be unfounded.
The GMST has risen in the past fifteen years at a rate that is only onethird to one-half of the average over the second half of the twentieth century (see, for example, refs [1] [2] [3] [4] [5] . This hiatus is not reproduced in most simulations with present-generation climate models, which instead over the period 1998-2012 show a larger GMST trend than observed [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The difference between GMST observations and simulations is caused in part by quasi-random internal climate variability [5] [6] [7] [8] [9] [10] 13, 14 , which arises because of chaotic processes in the climate system. But part of the difference is probably caused by errors in the model radiative forcing 5, 12, [14] [15] [16] or in the model response to radiative forcing 5, 14, 17, 18 . The relative magnitudes of these three contributions are poorly known. Here we quantify how forcing, feedback and internal climate variability contribute to spread in simulated historical GMST trends and, hence, to the differences between models and observations.
We use a three-pronged approach. First, we note that, owing to quasirandom internal climate variability, the difference between observed and simulated trends likewise contains quasi-random contributions. To avoid focusing too strongly on the particular period 1998-2012, which contains some climate extremes relevant for GMST [19] [20] [21] and is hence unlikely to be reproduced in a simulation containing quasi-random contributions, we analyse GMST trends of a certain length for the entire period 1900-2012 13 . Second, we quantify the contributions of forcing, climate feedback, ocean heat uptake and internal variability to simulated GMST trends, through a multiple linear regression approach that is physically motivated by the global surface energy balance. And, third, we investigate trends over both 15 and 62 years, representing decadal and multidecadal timescales, respectively. We combine these three aspects into a new unified conceptual framework, which allows us to put the GMST trends over the 15-year period 1998-2012 into the appropriate context.
We first create linear trends from an ordinary least-squares fit, and perform all statistical analyses on these trends. This procedure implies that the analysis must be repeated for each trend length, in contrast to previous work aiming at attributing elements in the observed GMST time series itself; such elements include effects of volcanic eruptions, solar variability, anthropogenic forcing, El Niño events and sources of atmospheric dynamic variability including land-sea contrasts 13, 14, [22] [23] [24] [25] . Because the amplitude of internal variability decreases with increasing trend length 3, 26 , we expect a clearer breakdown into the individual contributions from forcing, feedback and internal variability if we focus on one trend length at a time. We analyse trends over both 15 and 62 years, because these were the trend lengths primarily considered in the Intergovernmental Panel on Climate Change Assessment Report 5 5 (AR5).
Observed and simulated 15-year trends
To gauge whether the difference between simulations and observations is unusual over the hiatus period, we first compare observed and simulated 15-year trends over the entire period 1900-2012 ( Fig. 1 ; see also ref. 13 ). We use the HadCRUT4 observational data set 27 and the 'historical' simulations conducted under the auspices of the Coupled Model Intercomparison Project Phase 5 28 (CMIP5), extended for the years 2006-2012 with the RCP4.5 scenario runs (Extended Data Fig. 1 and Extended Data Table 1 ). The simulation output is subsampled using the HadCRUT4 data mask 11 , to account for the effects of incomplete observational coverage 29, 30 . Figure 1a contains the joint relative frequency distribution of 15-year GMST trends across the 114 available CMIP5 simulations, as a function of start years since 1900 and trend size. Compared with the CMIP5 ensemble, observed trends are distributed in no discernibly preferred way and occur sometimes at the upper end of the ensemble (for example, for start year 1927 the best-estimate observed trend is larger than 110 of the 114 simulated trends; Fig. 1b ) and sometimes at the lower end of the ensemble (for example, for start year 1998 the best-estimate observed trend is smaller than all 114 simulated trends; Fig. 1c ) 5, 13, 26 . In both cases depicted in Figs 1b, c, fewer than 5% of the simulations lie in one of the tails relative to the observed trend. Hence, if a 5% criterion for statistical significance were used, one would diagnose formal model-observation inconsistency for 15-year trends with start years 1927 and 1998 11 . But when the comparison is repeated for all start years, the rank that the observed trend would have as a member of the ensemble of simulated trends 31 shows no apparent bias (Fig. 1e) , indicating that the observed and simulated distributions of 15-year trends are broadly consistent with each other. Any position of the observed trend within the ensemble of simulated trends-including a position at or near the margin-is thus dominated by quasi-random effects (although for any particular start year, a non-negligible contribution from systematic errors cannot be excluded).
The marginal distribution of simulated GMST trends as a function of trend size is wider than the observed distribution of trends (Fig. 1d) , a finding consistent with that from the previous generation of climate models 32 . The width is exaggerated owing to contributions arising at three distinct periods. Some simulated trends with start years from around 1950-1960 are more strongly negative than any observed trends since 1900, and some simulated trends with start years from around 1960-1970 and from around 1985-1998 are more strongly positive than any observed trends since 1900 (Fig. 1a) . All three periods (1950-1960, 1960-1970 and 1985-1998) are influenced by volcanic eruptions (Mount Agung in 1963 and Mount Pinatubo in 1991). We speculate that some, though not all, models overestimate the cooling induced by an eruption and the subsequent warming recovery (see, for example, ref. 12 concerning a confounding role of El Niño).
The mean over all simulated 15-year trends during the period 1900-2012 is 0.086 6 0.001 uC per decade (mean 6 s.e.m.; n 5 11,186), in excellent agreement with the observed 0.088 6 0.01 uC per decade (n 5 99). Furthermore, of all 11,186 pairwise comparisons that are possible between simulated and observed trends, the observed trend is higher in 53.6% of cases, which is slightly above the 50% expected for a perfectly unbiased model ensemble. Figure 1 demonstrates that when viewed over the entire period 1900-2012, the 15-year GMST trends simulated by the CMIP5 ensemble show no systematic deviation from the observations.
Our interpretation of Fig. 1 tacitly assumes that the simulated multimodel-ensemble spread accurately characterizes internal variability, an assumption shared with other interpretations of the position of observed trends relative to simulated trends (for example the reduction in Arctic summer sea ice 5, 33, 34 ). We now test the validity of this assumption, by identifying deterministic and quasi-random causes of ensemble spread. We exploit the availability of a large number of simulations-114 realizations with 36 different models, with forcing information available for 75 realizations with 18 different models 35 (Extended Data Figs 1 and 2 and Extended Data Table 1 )-and investigate the contributions of radiative forcing, climate feedback and ocean heat uptake to all simulated 15-year and 62-year GMST trends during the period 1900-2012.
Energy balance and multiple regression
Our starting point is the globally averaged energy balance for the surface layer [35] [36] [37] . An increasing trend DF in effective radiative forcing (ERF) causes an increasing trend DT in GMST. This in turn leads to increased outgoing radiation, which in linearized form is written as aDT, where a is the climate feedback parameter. Furthermore, the GMST increase leads to increased heat transfer from the surface layer to the subsurface ocean, written, again in linearized form, as kDT, where k is the ocean heat uptake efficiency. The thermal adjustment of the surface layer to DF is expected to occur within a few years [35] [36] [37] . This means that for timescales of one to several decades, the surface energy balance is in quasi-steady state and reads azk ð ÞDT~DF which produces the energy-balance 'prediction' for the GMST trend:
Each CMIP5 model simulates its own ERF time series over the historical period. These time series were diagnosed previously 35 ; if multiple realizations were available for a model, the ensemble average of the individual diagnosed ERF time series for this model was given 35 and is used here. The individual a and k values were previously determined for each CMIP5 model from a regression of global top-of-atmosphere energy imbalance against GMST 5, 35, [38] [39] [40] [41] , in turn based on simulations in which the CO 2 concentration was quadrupled abruptly. The ranges of a and k are 0.6-1.8 and 0.45-1.52 W m 22 uC
21
, respectively. That a and k in the CMIP5 models might vary with time and climate state 42, 43 is ignored here. There is some positive, though not statistically significant, correlation between a and k (across the 75-member subensemble, the correlation is 0.17 with P 5 0.14). . To avoid confounding the uncertainty in model response with the uncertainty from CO 2 forcing, we use a and not ECS to characterize model response.
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On the basis of the physical foundation of energy balance (equation (1)), we determine the extent to which the across-ensemble variations of DF, a and k contribute to the ensemble spread of GMST trends DT, using the 75-member subensemble of CMIP5 historical simulations for which radiative forcing information can be obtained from the CMIP5 archive 35 (Extended Data Table 1 ). The presence of internal variability is included in our framework by adding a random term to equation (1) , such that our equation is
Because equation (3) assumes an increasing trend in ERF, its validity is somewhat questionable following a volcanic eruption (see, for example, ref. 25). However, Extended Data Fig. 3 shows that overall we see a reliable relationship between ERF and GMST trends in the CMIP5 ensemble, even if the ERF trend is negative. We make the connection to multiple linear regression by writing each quantity as x~ xzx 0 where the overbar marks the ensemble average and the prime the acrossensemble variation. Linear expansion of equation (3) thus produces
This equation holds for each start year separately and suggests the regression model
We thus perform for each start year a multiple linear regression of DT9 against DF9, a9 and k9. The regression residual e is interpreted as the contribution from internal variability. The complete regression-based prediction for GMST trend is obtained by adding the ensemble-mean trend to the regression for the across-ensemble variations:
where the caret marks the regression estimate. We note that for a model that has multiple realizations, the same DF9 j , a9 j or k9 j value is counted multiple times. The regression is performed separately for each period length over which trends are computed. We interpret the ensemble spread of the regression result DT reg,j , j 5 1, …, 75, as the deterministic spread and the spreadê j , j 5 1, …, 75, of the residuals as the quasi-random spread.
Deterministic versus quasi-random spread
For 15-year GMST trends, deterministic across-ensemble variations are smaller than internal variability, as shown by the comparison of the regression-based ensemble spread with the regression residuals ( Fig. 2b and Fig. 2c, respectively) . The regression result shows substantial time dependence in ensemble spread only for 15-year periods influenced by major volcanic eruptions, in particular the Mount Agung eruption in 1963 ( Fig. 2b ; the deterministic ensemble spread is particularly large in these periods; see Extended Data Fig. 4a) . The distribution of residuals shows little time dependence, as evidenced by spread that is similar for all start years ( Fig. 2c-f) . The generally weak time dependence of the spread suggests that we can estimate the magnitudes of deterministic spread and internal variability from the marginal distributions obtained by time-averaging the distributions shown in Fig. 2b and Fig. 2c , respectively. The 5-95% range is 0.11 uC per decade for the regression result and 0.26 uC per decade for the residuals; internal variability thus dominates deterministic spread by a factor of 2.5. The dominance of internal variability in the ensemble spread of the 15-year GMST trends indicates that, viewed over the entire period 1900-2012, no systematic model error needs to be invoked when trying to explain differences between simulated and observed trends. In particular, the GMST spread due to feedback a is not systematically larger than the spread from either 
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the ERF trend or ocean heat uptake efficiency, and is much smaller than the internal variability (Extended Data Fig. 4 and Fig. 2 ; see also ref. 12). For any given start year, the residual spread is very similar to the full ensemble spread, implying that we can indeed use the ensemble spread as a measure of internal variability (compare Fig. 1b, c with Fig. 2d, e) . Furthermore, identifying the ensemble spread of the regression residuals with internal variability allows us to characterize the component of observational uncertainty that arises from internal variability (Fig. 2a, f) . This uncertainty does not concern the construction of the global average from individual station data (which has much smaller uncertainty 5 ) but relates to the question of whether an observed trend is statistically significant (detectable) given serial correlation arising from internal variability 18 . Our model-based estimate of 0.26 uC per decade for the 5-95% confidence interval for observed 15-year GMST trends is slightly larger than the AR5 serial-correlation-based estimate for the uncertainty in the observed GMST trend over the hiatus period (0.2 uC per decade; ref. 4). We deem this an acceptable agreement given that the estimates were obtained through completely different approaches. We further note that the CMIP5 ensemble has been assessed to be generally consistent with observed historical decadal variability in GMST 5 , although on average it somewhat overestimates the global variability in the lower troposphere 45 . For most of the historical period, the entire ensemble of regressionbased simulated 15-year GMST trends lies within the model-estimated 5-95% confidence interval of the observations (Fig. 2a) . The regression-based simulated ensemble partly falls outside this interval during the cooling following the Mount Agung eruption and the subsequent warming recovery, as well as for start dates after 1990, which include the warming recovery following the Mount Pinatubo eruption and the surface warming hiatus (Fig. 2a) . Because the phases of volcanically driven cooling and subsequent warming coincide with larger regression spread due to the ERF trend (Extended Data Fig. 4) , we speculate that the implementation of volcanic forcing requires improvement in some climate models.
The ensemble spread of 62-year GMST trends is dominated by internal variability for start years early in the twentieth century, but for start years from 1910 onwards, the deterministic spread increases and dominates for start years 1920 and later (Fig. 3) . The 5-95% range of the regression residuals is 0.059 uC per decade, compared with a deterministic range of 0.032 uC per decade for start year 1900 and 0.093 uC per decade for start year 1951. The 5-95% deterministic range for all 62-year trends is 0.081 uC per decade, which is larger by one-third than the 5-95% range from internal variability. Nevertheless, we see a substantial influence of internal variability even for GMST trends over 62 years.
When observational uncertainty is accounted for-again on the basis of the 5-95% confidence interval derived from quasi-random model spread-the ensemble-mean simulated 62-year GMST trend is consistent with the observed trend for all start years after around 1915; before that, the simulations tend to warm too little (Fig. 3a) . After around 1945, the ensemble-mean simulated 62-year trend lies above the observed trend, although their difference is smaller than the range of internal variability. From around 1925 onward, both the largest and the smallest individual regression-based simulated trends lie outside the range defined by observations plus internal variability and are hence be judged to be inconsistent with observations (Fig. 3a) .
The cause of this inconsistency can be traced almost entirely to the contribution to the regression by the ERF trend (Fig. 3) . By contrast, the magnitude of the contributions from a and k is around 0.01 uC per decade or less for all start years (Fig. 3e, f) . The deterministic ensemble spread in 62-year GMST trend is hence dominated by the spread in ERF throughout the twentieth century (Fig. 3) .
Discussion
Viewed over the entire period since 1900, the differences between simulated and observed 15-year trends in GMST are dominated by internal variability and hence arise largely by coincidence, with a minor contribution from volcanic forcing that is sometimes too strong in some models (Fig. 2) . Furthermore, we confirm, and extend to all 15-year radiative forcing trends since 1900, the AR5 assessment for the hiatus period 5 that the CMIP5 models show little systematic bias when compared with the AR5 best-estimate radiative forcing trend 46 -despite the substantial scatter about the ensemble mean (Extended Data Fig. 2) .
The generally dominant role of internal variability in shaping simulated 15-year GMST trends implies that internal variability also dominates the difference between simulations and observations during the hiatus period. This conclusion considerably sharpens the relative roles of internal variability, forcing error and response error, compared with the corresponding AR5 assessment 5 . Although there is no obvious contribution of forcing bias in the CMIP5 models (Extended Data Fig. 2) , (4) minus the ensemble-mean trend) as a function of start year and trend size. All P values of the regression are below 0.001, based on the null hypothesis that all regression coefficients are zero. c, Joint relative frequency distribution of regression residual as a function of start year and trend size. d, Joint relative frequency distribution of regression contribution from trend in effective radiative forcing. e, Joint relative frequency distribution of regression contribution from climate feedback parameter a. f, Joint relative frequency distribution of regression contribution from ocean heat uptake efficiency k. In all joint relative frequency distributions, GMST trend is collected in bins of 0.0125 uC per decade, and each vertical cross section is normalized such that its area integral is unity. All ordinate ranges are identical.
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the diagnosed radiative forcing is uncertain 35 . Hence, our analysis cannot rule out a small contribution from a systematic forcing bias 12, 15, 16, [46] [47] [48] in the models. In particular, volcanic forcing is estimated to contribute to the difference between simulations and observations by up to 15% over 1998-2012 12 , with large uncertainty in the magnitude. This is a contribution that our method cannot detect. Furthermore, the period 1998-2012 stands out as the only one during which the HadCRUT4 15-year GMST trend falls entirely outside the CMIP5 ensemble (if only narrowly), suggesting that the CMIP5 models could be missing a cooling contribution from the radiative forcing during the hiatus period 12, 15, 16, [46] [47] [48] , or that there has been an unusual enhancement of ocean heat uptake not simulated by any model 19 . For 62-year GMST trends since 1900, the difference between simulations and observations is dominated by the spread in the radiative forcing trend in the models, with a smaller yet substantial influence of internal variability (Fig. 3) . Our simple regression-based estimate of internal variability in 62-year GMST trends corresponds to a 17-83% range of 60.11 uC for the temperature change over six decades, which is in excellent agreement with the value of 60.10 uC that has been found for the period 1951-2010 using much more sophisticated formal methods of detection and attribution 18 . There is scientific, political and public debate regarding the question of whether the GMST difference between simulations and observations during the hiatus period might be a sign of an equilibrium model response to a given radiative forcing that is systematically too strong, or, equivalently, of a simulated climate feedback a that is systematically too small (equation (2)). By contrast, we find no substantive physical or statistical connection between simulated climate feedback and simulated GMST trends over the hiatus or any other period, for either 15-or 62-year trends (Figs 2 and 3 and Extended Data Fig. 4) . The role of simulated climate feedback in explaining the difference between simulations and observations is hence minor or even negligible. By implication, the comparison of simulated and observed GMST trends does not permit inference about which magnitude of simulated climate feedback-ranging from 0.6 to 1.8 W m 22 uC 21 in the CMIP5 ensemble-better fits the observations. Because observed GMST trends do not allow us to distinguish between simulated climate feedbacks that vary by a factor of three, the claim that climate models systematically overestimate the GMST response to radiative forcing from increasing greenhouse gas concentrations seems to be unfounded.
Online Content Methods, along with any additional Extended Data display items and Source Data, are available in the online version of the paper; references unique to these sections appear only in the online paper. ; if multiple realizations were available for a model, then the ensemble average of the individual diagnosed ERF time series for that model was given 35 and is shown here. The thick red line shows the ensemble average over all models. The thick black line shows the best estimate from AR5 46 , including, for illustration, the 5-95% uncertainty range for the periods 1984-1998 (a) and 1951-2011 (b), taken from fig. 8 .19 in ref. 46 . These uncertainty ranges, both of which are around 0.2 W m 22 per decade, do not take into account observational biases such as those diagnosed in ref. 48 . Despite the scatter of the CMIP5 ensemble trends, the ensemble mean is in good agreement with the AR5 best estimate for almost all start years. The AR5 best-estimate ERF sums time series of forcing across individual forcing terms. Individual time series of AR5 ERF were derived in different ways. Greenhouse gas concentrations (observed or inferred), stratospheric aerosol optical depth and total solar irradiance were used to derive estimates of radiative forcing using simple formulae. Surface albedo forcing was derived from estimated anthropogenic vegetation trends. Ozone and aerosol forcings were derived from chemical transport model results with aspects of the forcing constrained by other modelling approaches or observations, or both. ERF sums rapid adjustments with traditional radiative forcings. Most time series in AR5 were based on traditional radiative forcings, and only CO 2 and aerosol forcings included an assessment of the rapid adjustment. In other cases ERF and radiative forcings were assumed to be the same. . These two cooling influences are not included in the CMIP5 ERF; it is hence surprising and unexplained why the CMIP5 ensemble-mean of 15-year ERF trends lies below the best-estimate AR5 ERF trend for the latest start years in a. RESEARCH ARTICLE
