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Trapped ions are among the most promising systems for practical quantum computing (QC). The
basic requirements for universal QC have all been demonstrated with ions and quantum algorithms
using few-ion-qubit systems have been implemented. We review the state of the field, covering the
basics of how trapped ions are used for QC and their strengths and limitations as qubits. In addition,
we discuss what is being done, and what may be required, to increase the scale of trapped ion
quantum computers while mitigating decoherence and control errors. Finally, we explore the outlook
for trapped-ion QC. In particular, we discuss near-term applications, considerations impacting the
design of future systems of trapped ions, and experiments and demonstrations that may further
inform these considerations.
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2I. INTRODUCTION
A. Trapped Ions for Quantum Computing
Soon after Shor developed the factoring algorithm that
bears his name [1], demonstrating that a large-scale
quantum computer could efficiently solve useful tasks
that were classically intractable, Cirac and Zoller pro-
posed an implementation of such a device using indi-
vidual atomic ions [2]. In this scheme, ions confined in
radiofrequency (RF) traps serve as quantum bits, with
entanglement achieved by using the shared ion motional
modes as a quantum bus. RF Paul traps had been used
to confine single ions since 1980 [3] and appeared to be
a promising platform due to the ions’ robust trap life-
times, long internal-state coherence, strong ion-ion inter-
actions, and the existence of cycling transitions between
internal states of ions for measurement and laser cooling.
Controlled-NOT (CNOT) gates entangling one ion’s in-
ternal state with its motional state were rapidly demon-
strated [4] and multi-ion entangled states were demon-
strated soon afterwards [5, 6].
Since then, trapped ions have remained one of the
leading technology platforms for large-scale QC. Using
trapped ions, single-qubit gates [7], two-qubit gates [8],
and qubit state preparation and readout [9] have all been
performed with fidelity exceeding that required for fault-
tolerant QC using high-threshold quantum error correc-
tion codes [10]. However, despite the promise shown by
trapped ions, there are still many challenges that must be
addressed in order to realize a practically useful quantum
computer. Chief among these is increasing the number of
simultaneously trapped ions while maintaining the abil-
ity to control and measure them individually with high
fidelity.
B. Scope of this Review
The goal of this paper is to review recent progress in
QC with trapped ions, with a particular emphasis on the
challenges inherent in going from high-fidelity demon-
strations using a few ions, where the field is today, to
demonstrations using hundreds or many more. Several
excellent review papers exist which treat various aspects
of trapped-ion physics in detail [11–17]. As a result, in
this paper, we will not present a detailed review of the
mechanics of ion trapping or of the equations governing
the interaction between ions and electromagnetic control
fields. For these topics the interested reader is referred
to the aforementioned reviews.
After a brief introduction to trapped ions as a
qubit technology, we will discuss methods of controlling
trapped-ion qubits. We will review experiments demon-
strating single- and two-qubit gates using ion qubits, the
achieved fidelities, other important aspects of qubit con-
trol including loading and detection, and key outstanding
limitations to the scalable implementation of the demon-
strated methods. We will next look at recent efforts to
increase the number of simultaneously-trapped ions and
to develop technologies and methods for robustly con-
trolling large numbers of ions. Finally, we will discuss
near-term experiments which might hope to achieve in-
teresting results with traps of 50 to 100 ions and with-
out quantum error correction, and preview the long-term
outlook for trapped-ion QC.
This paper primarily addresses gate-based approaches
to QC, which includes digital quantum simulation [18].
Recently, a different approach known as quantum anneal-
ing has gathered widespread interest [19, 20]. However, it
has still not been shown even theoretically whether quan-
tum annealing can yield a speedup over the best classical
approaches to a problem. It remains to be seen whether
this highly interesting avenue of research will yield useful
results, but we will not discuss it further in this article.
C. DiVincenzo Criteria
In 2000, DiVincenzo outlined five key criteria for a
quantum information processor [21]. These criteria have
been used as one basis for assessing the viability of dif-
ferent possible physical implementations of a quantum
computer. DiVincenzo’s five criteria include: 1) a physi-
cal system containing well-defined two-level quantum sys-
tems, or qubits (whose computational basis states are
usually written as |0〉 and |1〉), which can be isolated
from the environment; 2) the ability to initialize the sys-
tem into a well-defined and determinate initial state; 3)
qubit decoherence times much longer than the gate times;
4) a set of universal quantum gates which can be applied
to each qubit (or pair of qubits, in the case of two-qubit
gates); and 5) the ability to read out the qubit state with
high accuracy. Trapped ions represent one of only a few
qubit technologies which have yet fulfilled all of DiVin-
cenzo’s original criteria with high fidelity.
For trapped ions, internal electronic states of the ion
are used for the qubit states |0〉 and |1〉. Trapped-ion
qubits can generally be considered as one of four types:
hyperfine qubits, where the qubit states are hyperfine
states of the ion separated by an energy splitting of or-
der gigahertz; Zeeman qubits, where the qubit states are
magnetic sublevels split by an applied field and typically
have tens of megahertz frequencies; fine structure qubits,
where the qubit states reside in the fine structure levels
and are separated by typically tens of terahertz; and op-
tical qubits, where the qubit states are separated by an
optical transition (typically hundreds of terahertz). Each
type of qubit comes with its own particular benefits and
drawbacks, as will be described later (see Section II B).
Initialization and readout in trapped ions are both per-
formed by laser manipulation of the ion internal and mo-
tional states. These operations are shown schematically
in Fig. 1 for an optical qubit. Initialization is performed
via optical pumping into the |1〉 state, often accompanied
by cooling of the ions’ quantized motion to the trap har-
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FIG. 1. Simplified depiction of state preparation, control, and detection in trapped-ion optical qubits. (a) The ion can be
quickly optically pumped to the |1〉 state by coupling the long-lived |0〉 state to an auxiliary state |e〉SP that rapidly decays. (b)
Qubit control is achieved by directly coupling the |0〉 and |1〉 states using a narrow electric quadrupole transition. (c) Readout
is achieved by shining light resonant on the broad transition |1〉 → |e〉R, and collecting the resulting scattered fluorescence
photons. There is no similar transition |0〉 → |e〉R so the |0〉 state appears dark.
monic oscillator ground state. State readout is likewise
very simple: a resonant laser couples the |1〉 state to a cy-
cling transition which scatters many photons that can be
collected by a detector, while no similar transition exists
for the |0〉 state which therefore remains dark. High-
fidelity state preparation and readout have both been
performed in less than 1 ms [9, 22, 23] (see Section III C
for more details).
Trapped-ion qubits have also allowed for a demonstra-
tion of a universal, high-fidelity set of quantum gates.
Laser or microwave drives applied to the ions allow ar-
bitrary and high-fidelity single-qubit rotations to be per-
formed. In addition, a two-qubit entangling gate is re-
quired, which is typically chosen to be the CNOT gate
[24]. Trapped-ion entangling gates utilize the shared mo-
tional modes of two or more ions as a bus for trans-
ferring quantum information among ions, with a few
single-qubit rotations required to transform such an op-
eration on two qubits into a CNOT. Several schemes
to perform these two-qubit gates have been proposed
[2, 25, 26] and demonstrated with high fidelity for both
hyperfine qubits [27] and optical qubits [8]. The demon-
strated single- and two-qubit gates combine to achieve
a universal gate set for quantum computation. Typ-
ical single-qubit gate times are on the order of a few
microseconds, with two-qubit gate times typically 10–
100 µs (though some have been performed faster). The
achieved gate fidelities are sufficient to be compatible
with error-correction schemes such as the surface code
[10]. Meanwhile, ion coherence times are much longer
than gate times, with achieved values—depending upon
qubit type—ranging from 0.2 s in optical qubits [28] to
up to 600 s for hyperfine qubits [29, 30]. The combination
of long coherence times and a universal set of quantum
gates thus fulfills the remaining two of DiVincenzo’s cri-
teria.
DiVincenzo’s original paper also specified two addi-
tional criteria for quantum communications purposes:
the ability to interconvert between stationary and so-
called “flying” qubits (which would likely be photons
with quantum information encoded in polarization, fre-
quency, or phase), and the ability to transmit these fly-
ing qubits from one location to another with high fi-
delity. These criteria are not essential if the goal is to
build a stationary large-scale quantum computer, but
would be necessary for some other applications includ-
ing quantum networks. Furthermore, some proposals
for realizing a quantum processor rely on photonic in-
terconnects between medium-scale modules of trapped
ions [31]. Ions themselves—although they may be “shut-
tled” around the surface of a microfabricated trap—are
unlikely to themselves be the flying qubits used for long-
distance quantum communication or quantum networks,
but high-fidelity entanglement between ions and photons
has been demonstrated [32].
In summary, ions satisfy the five main DiVincenzo cri-
teria for QC and the ability to transfer their quantum in-
formation to flying qubits has also been achieved. In fact,
all of these criteria for trapped-ion qubits have essentially
been satisfied since 2004 [26, 32], yet the largest fully-
controlled quantum register of trapped ions has contained
only 20 ions [33]. As with other qubit technologies, it
has become clear that—in any practical sense—there are
other criteria which must be fulfilled to make trapped-
ion quantum computers scalable; these additional criteria
are discussed in Section I E below.
D. Pros and Cons of Trapped Ions as Qubits
Trapped ions are recognized as having several advan-
tages over competing qubit modalities. One of these is
4their coherence times, which can be exceptionally long
for all four types of qubits enumerated above. Hyperfine
qubit coherence times as high as 50 s have been achieved
without using spin-echo or other dynamical decoupling
techniques [34] and, as mentioned in Sec. I C, such co-
herence times were extended up to 600 s with the aid
of dynamical decoupling [29, 30]. These coherence times
are effectively T2 times, limited by technical sources of
dephasing rather than by the fundamental state lifetime.
With two-qubit gate times of typically 1 to 100 µs, even
the achieved coherence times represent ratios of coher-
ence time to gate time of ∼106, a far higher ratio than
has been achieved for superconducting qubits (∼1000)
[35] or for Rydberg atom qubits (∼200) [36].
Another advantage is that both single and two-qubit
gates can be implemented with very high fidelity using
trapped ions. Single-qubit rotations, with fidelities as
high as 99.9999% have been achieved [22], which sur-
passes the performance of any other modality. In addi-
tion, two-qubit entangling gates have been demonstrated
with fidelities as high as 99.9% for hyperfine qubits
[27, 37] and 99.6% for optical qubits [38], with only su-
perconducting qubits achieving comparable performance.
State preparation and readout are also straightforward
for trapped ions. The use of lasers for measurement en-
abled readout fidelity greater than 99.99% in less than
200 µs detection time [9] and 99.93% in 11 µs [23]. Ad-
ditionally, combined laser-based state preparation and
readout with 99.93% fidelity was demonstrated [22], from
which state preparation errors of 2× 10−4 were inferred.
The achieved initialization and readout fidelities are bet-
ter than those demonstrated in any other qubit technol-
ogy.
Trapped ions also benefit from the fact that all ions of
a given species and isotope are fundamentally identical.
Thus, the microwave or laser frequency required to ad-
dress each ion in the system will be the same and each
ion will have the same coherence time. This improves the
reproducibility of the qubits and limits the number of cal-
ibration steps which are required at the beginning of the
computation when compared with technologies such as
superconducting qubits. This is because the supercon-
ducting qubit frequencies and coherence times are de-
fined and affected by fabrication and so will vary slightly
from qubit to qubit due to fabrication process variabil-
ity; these properties in superconducting qubits have also
been observed to vary with thermal cycling [39]. At the
same time, taking advantage of the benefit of the iden-
tical nature of ions requires that spatially-varying exter-
nal perturbations to the trapped-ion qubit (such as mag-
netic field inhomogeneities, Stark shifts, or decoherence-
inducing noise) be minimized or trapped-ion qubits at
different locations will de facto have different frequencies
or coherence times.
While any ion contains additional internal states be-
yond the simplistic structure shown in Fig 1, the num-
ber of additional levels that must be accounted for in
performing quantum operations is small when compared
with the continuum of additional states that exist in
solid-state qubits. While this additional ion internal
structure must be accounted for when performing a
quantum computation, the existence of some additional
states—such as a short-lifetime state which can be used
for readout—is a useful feature. At the same time, off-
resonant light shifts and photon scattering can degrade
quantum operations, and there is often the possibility
that the ion becomes trapped in an undesirable internal
state, one other than the cycling transition or |0〉 and |1〉
states (i.e. a leakage error occurs). Additional repump-
ing lasers are needed to reinitialize the ion into the |0〉
state, which add to the complexity of the system.
As mentioned previously, an ion can be trapped for
many hours, or in some cases up to months for heavier
ion species in deep traps, without being lost. While these
lifetimes are long, they are not infinite and, as a result,
the need to reload lost ions and to correct for compu-
tation errors due to their loss is a complication when
compared with some modalities. However, some other
promising QC modalities, including Rydberg atoms in
optical lattices, suffer from much shorter lifetimes.
While trapped ions have demonstrated the highest ra-
tio of coherence time to gate operation time for any qubit
technology, their absolute gate speeds are much slower
than those of some other types of qubits. High-fidelity
two-qubit gates for trapped ions have been demonstrated
as fast as 1.6 µs [40], but two-qubit gates in supercon-
ducting qubits have been performed in tens of nanosec-
onds. Depending on the number of operations required,
a trapped-ion based quantum computation may take a
considerable amount of time even if it is ultimately suc-
cessful. One recent estimate put the time to factor a
1024-bit and 2048-bit number using a trapped-ion based
quantum computer, with optimistic but achievable gate
and readout parameters, at ∼10 days and ∼100 days, re-
spectively [41]. Long gate times may also pose a challenge
for trapped-ion quantum processors to perform meaning-
ful quantum simulations or calculations in the near term.
Achieving “quantum supremacy” [42], where a quantum
processor can outperform the best classical processor for
a task, may be difficult if the gate speed in a classical
computer (∼10 GHz) greatly exceeds that in a trapped-
ion quantum processor (∼1 MHz). One promising avenue
of research is to perform entangling gates using sequences
of ultrafast pulses [43] or shaped pulses of continuous-
wave light [40], but so far fidelities for sub-microsecond
gates have not exceeded 76%.
Finally, while it is in principle easy to trap larger
and larger numbers of ions in linear chains [44] or two-
dimensional arrays [45], in practice the scaling to larger
numbers of trapped ions has been slow. Arrays of up
to thousands of superconducting qubits—such as the D-
Wave 2000Q machine [46]—have been fabricated with el-
ementary control over each qubit, although these large
arrays have limited connectivity, typically very short co-
herence times, and have not been used to demonstrate
entanglement even between two qubits. While clouds of
5many thousands of ions can easily be trapped in deep
macroscopic RF traps, such large clouds typically af-
ford little meaningful control over individual ions and
lack ion-specific readout. The largest systems of trapped
ions with meaningful control and readout include 300-
ion crystals in Penning traps [47] and linear chains of
∼100 ions in RF traps [44]; neither of these systems has
yet demonstrated entanglement between arbitrary ions in
the system. The difficulties of implementing the neces-
sary optical and electronic control have slowed progress
towards larger numbers of trapped ions as compared with
other technologies where analogous control elements are
cofabricated into the qubit chip itself. At the same time,
trapped ions have made greater strides in performing
high-fidelity operations [22, 27] and quantum algorithms
on small numbers of qubits [48, 49]. The winning tech-
nological modality for large-scale quantum computation
is still far from certain.
E. Considerations for Scaling a Trapped-Ion
Quantum Computer
A scalable computer is one where the number of ba-
sic computational elements can be increased on demand
without suffering a loss in performance and without an
incommensurate increase in cost, energy usage, or foot-
print. While this increase will of course not be possi-
ble without bound, it is imperative that it allows for
a marked improvement in functionality for some prac-
tical task. Classical computers achieved scalability in
that, for a period of many decades, the empirical rule of
thumb known as Moore’s Law was followed: the number
of transistors that could be placed on a single chip dou-
bled roughly every 18 months. Achieving scalability in a
QC technology would mean that the number of available
qubits could similarly be increased rapidly, over at least
several orders of magnitude, while maintaining full quan-
tum control of the system, achieving high-fidelity gates,
and retaining long coherence times. No QC technology
currently achieves scalability in this sense.
There are a number of approaches and capabilities
which will likely be required to achieve a scalable quan-
tum computer. The first approach is that of modularity,
in which a larger system is built through the combination
of smaller subsystems. In such a modular system, each
subsystem can be built and tested independently, has
a particular and well-defined functionality, and is com-
patible with the other subsystems. Modularity not only
provides a means to predict and assess full system per-
formance via tests and measurements on the individual
components, but also allows the manufacturing process
for one component to be tailored to achieve desired func-
tionality with minimal impact on the others. It is likely
that modularity will be required to increase the scale of
quantum computers, as it has played such an important
role in large-scale classical technologies. However, we
note that the need to generate and maintain entangled
states that span multiple modules may introduce chal-
lenges unique to quantum technology; these challenges
would then need to be addressed to exploit the full ben-
efits of a modular approach.
Another approach that may be necessary to achieve
scalability is monolithic integration. Monolithic integra-
tion is the technique of combining functions into a sin-
gle component such as a microfabricated chip, as has
been realized for classical computers. Monolithic inte-
gration and modularity are complementary approaches.
For instance, on-chip control components for ion systems
(such as waveguides for light delivery or on-chip detec-
tors) can be considered modular to the degree that their
fabrication and functionality can be made independent
of other monolithically integrated components or other
subsystems of the overall ion-trapping system. Such chip-
integrated elements represent an important path towards
scalability and we discuss them further in Sec. V. At
the same time, integrated components introduce addi-
tional challenges: they require more complex fabrication
techniques and better process reliability than simpler
ion traps. Hence, some aspects of a scalable technol-
ogy will likely still need to be made up of independent
components. Ultimately, a modularity hierarchy may be
required, with some elements monolithically integrated,
in much the same way that monolithic microprocessor
cores are placed together as modules in today’s highest-
performance classical computers.
A key capability needed for scaling—mentioned in Di-
Vincenzo’s original paper—is a mechanism for error cor-
rection. The first quantum error correcting codes were
introduced in the mid-nineties [50–52], whereas more re-
cent error-correcting codes have improved on these by re-
ducing the necessary requirements for gate fidelity [10].
Most codes work by encoding information in a logical
qubit which is made up of multiple physical qubits, and
thus introduce significant overhead, in terms of the num-
ber of qubits required to perform a given calculation, as
well as in gate count. A physical arrangement of qubits
that is compatible with an error-correcting code, and
which can accommodate enough qubits to deal with the
necessary overhead, is thus necessary to achieve scalable
QC. Furthermore, gate errors must be reduced below the
threshold for fault tolerance [53]. At present, the highest
thresholds, which are typically calculated assuming only
depolarizing error channels, are on the order of 1% error
[10]. This gives a rough idea of the gate fidelities that
are required, though the depolarizing error model likely
leads to overestimates of the true threshold of a realis-
tic system that has additional coherent errors which can
arise, for example, from a miscalibration of gates. It is
important to note that the amount of overhead increases
dramatically as the error rate approaches this threshold.
In a practical sense, all gate errors must be reduced to
significantly below this threshold for error correction to
become feasible.
For this reason, an architecture which allows robust
and low-error operations on many qubits is also a neces-
6sity for QC. However, this architecture must inherently
be able to accommodate large numbers of trapped ions
as qubits while allowing for high-fidelity gates, readout,
and other key operations to be performed on any ion.
Furthermore, the architecture must allow all of these nec-
essary operations to be performed on the qubits without
fidelity being degraded by crosstalk or other effects of
scaling.
Some means of ensuring a sufficient degree of connec-
tivity within the architecture will likewise be necessary
as entanglement will need to be generated among qubits
throughout the quantum computer. In principle nearest-
neighbor connectivity is sufficient, but higher degrees of
connectivity may be beneficial as well. Higher levels of
connectivity may require the ability to move individual
ions within the architecture, so that two-qubit gates be-
tween different pairs of ions can be implemented. It may
instead be possible to achieve high connectivity among
ions in a large linear chain, though entangling gates suf-
fer from slower speed and/or reduced fidelity due to the
presence of many motional modes. Techniques have been
developed to mitigate this concern, which utilize tem-
poral variation of the amplitude [54], frequency [55], or
phase [56] of the optical fields that couple to the multi-
ple collective modes of motion in the ion chain. However,
entangling operations with these methods have not yet
been demonstrated for chains of more than 5 ion qubits.
Physically maintaining a large array of qubits for the
duration of a computation will also be required. While
this can be taken for granted in many systems, it is not
necessarily straightforward with trapped ions since ions
are sometimes lost from the trap due to collisions with
background gas molecules or other experimental imper-
fections. From a QC perspective, ion loss can be seen
as an amplitude-damping error which can be corrected
by suitable codes as long as the loss can be detected
in a state-insensitive way and the lost ion can be reli-
ably reloaded [57]. Even for very long ion lifetimes, e.g.
> 24 h, in large arrays with tens of thousands (or more)
ions, one ion would be lost every few seconds (or faster).
Thus a method of rapidly reloading ions without disturb-
ing the coherence of other ions involved in the computa-
tion [58] seems necessary for large-scale systems.
Methods of scalably addressing and measuring a large
array of ion qubits will also be needed. Nearly all
trapped-ion experiments currently make use of bulk op-
tics to route and focus laser beams needed for state ma-
nipulation of ions, as well as to collect fluorescence from
ions to measure them. Likewise, nearly all make use of
external voltage supplies to control the DC and RF volt-
ages required for robust ion trapping. The challenge of
working with the sheer number of bulk optics or external
supplies required to control a large-scale quantum proces-
sor seems likely to become intractable unless some meth-
ods to improve the scalability of control are introduced.
One option is monolithic integration of photonics and
electronics into ion traps to interface with ions [59, 60].
In this review, we will focus our discussion of different
trapped-ion QC methodologies and technologies on what
currently known challenges must be overcome to reach
any reasonable level of scalability with a particular ap-
proach. We emphasize that there are many outstanding
questions in the field of trapped-ion QC and it is hard
to be sure of which approaches will ultimately bear fruit;
as trapped-ion systems move from the few-qubit scale
to hundreds or thousands of qubits, new challenges will
certainly appear.
Specifically, in Secs. II and III, we will discuss the ba-
sic elements required for trapped-ion QC, namely the ion
qubits themselves and the general methods for their con-
trol. An understanding of these basic elements is neces-
sary to determine what methodologies and technologies
are likely to help enable scalabilty, and we will discuss
these methodologies in Sec. IV and these technologies
in Sec V. In Sec. VI we will explore the near-term out-
look for trapped-ion systems that utilize these method-
ologies and technologies and discuss the impact particu-
lar choices will have on prospects for scalability. In ad-
dition, we will highlight experiments that might be per-
formed in the near future to help understand this impact
even further.
II. TRAPPED IONS AS QUBITS
Individual atomic ions were first suggested for use as
quantum bits in a quantum computer more than twenty
years ago [2]. The proposal for their use in this manner
grew out of the development of single-ion atomic clocks.
Both applications benefit from the isolation from the en-
vironment and the resulting long coherence times avail-
able in the electronic states of trapped ions. Additional
benefits of trapped ions for QC are the combination of
short- and long-lived electronic levels, shared vibrational
states in the trapping potential, and the ability to couple
the electronic and motional states using electromagnetic
radiation. In this section, we discuss ion trapping meth-
ods, such that individual ions can be maintained for long
periods of time in a very small volume. We also describe
the states, internal and external, used for trapped-ion
QC, as well as the fundamental and technological limita-
tions to their quantum coherence properties.
A. Trapping Individual Ions
One of the chief advantages of trapped ions for QC is
the straightforward methodology for localizing individual
atomic ions for long periods of time. While trapping of
charged particles in three dimensions is not possible with
static electric fields alone, a time-dependent electric field
or a combination of static electric and magnetic fields
can allow for localization, such that an effective average
potential that can confine charged particles is created [61,
62].
71. Types of Ion Traps
Ions are typically maintained in space using either Pen-
ning or Paul traps; in the former, a static electric field
provides confinement in one, axial dimension, while a
parallel static magnetic field allows for confinement in
the two perpendicular, radial directions. In the latter,
an oscillating electric field sets up a ponderomotive con-
fining pseudopotential in two or three dimensions. In the
case of cylindrically symmetric trapping due to this os-
cillating field, an additional static field can be applied
for trapping in the third, axial dimension. In the pres-
ence of ultra-high vacuum conditions, and with careful
consideration of trap parameters to satisfy effective po-
tential stability requirements, charged particles including
atomic ions can be held in these types of traps for hours,
days, and even months in some cases [63].
Penning traps provide the ability to maintain large,
two-dimensional ion crystals if the trap frequency in the
direction parallel to the magnetic field is made much
higher than the frequencies in the perpendicular direc-
tions, Due to the radial component of the electric field
in combination with the magnetic field, however, these
crystals rotate at constant angular velocity, and are sta-
tionary only in a frame rotating with respect to the labo-
ratory at that rate. Stroboscopic methods of address can
be used to control ions in such a system, but most work
to date has effected uniform excitation. Recent work us-
ing these systems has resulted in the creation of many-
body entanglement in large 2D ion crystals of hundreds
of ions [64] with application to quantum simulation of
critical systems and non-equilibrium dynamics in gen-
eral [65, 66], as well as enhanced quantum sensing [67].
However, since it is generally more straightforward to in-
dividually manipulate ions that are part of stationary ar-
rays, Paul traps, with oscillating electric fields in the RF
range, are the main focus for researchers in QC. Signif-
icant literature concerned with solving the equations of
motion of ions in an RF Paul trap exists, e.g. [11, 12, 62],
and hence we only summarize it here.
2. Paul Traps for QC
RF trapping relies on time variation of a potential that,
at any instant in time, is anti-confining in at least one
dimension. Confinement using this time-variation is en-
abled due to the inertia of a massive charged particle. It
is thus clear that the stability of an ion in such a pondero-
motive trapping potential created in this manner would
depend on the parameters of both the RF potential, as
well as of the ion itself. In fact, the motion of an ion
in an RF Paul trap satisfies the Mathieu equation [11]
and depends in detail on these parameters, i.e. the ion’s
charge-to-mass ratio, the RF frequency, the RF ampli-
tude, and the curvature of the potential. Solutions to the
Mathieu equation result in so-called “secular” harmonic
bounded motion at a frequency typically somewhat less
than half the RF drive frequency. Upon the secular mo-
tion is superimposed a higher frequency motion, at the
RF drive frequency, known as “micromotion,” and its
amplitude is in general time-dependent. The stability
of RF Paul traps used for containment of singly-ionized
atoms requires the voltage amplitude and frequency of
the applied RF to fall in a certain range. Traps being ex-
plored for QC applications have ion-electrode distances
in the range of 30 µm to 1 mm, leading to RF voltage
amplitudes of 10-1000 V at 10-100 MHz, depending on
the exact trap size and atomic species.
The two main configurations of Paul trap that are
used in QC are quadrupolar electrode layouts that lead
to RF trapping in all three dimensions, known as point
traps, and those which have two-dimensional RF trap-
ping plus static electric-field trapping in the third di-
mension, known as linear traps (See Fig. 2). In a point
trap there is only one point, known as the RF null, where
the RF field is zero. Therefore, when more than a single
ion is held in a point trap, the ions will in general suffer
excess micromotion, motion at the RF frequency whose
amplitude is proportional to the distance between an ion
and the RF null. Micromotion can in some cases lead
to RF heating of ions [11], reducing quantum logic fideli-
ties. Linear traps, on the other hand, have zero RF field
along a line, in general. This means ions can be held in
a 1D crystal along this line without suffering excess mi-
cromotion. Moreover, through concerted variation of the
static field that is responsible for trapping along the ax-
ial direction, ions can be moved along the RF null in this
direction such that ion crystals may be separated into
constituent ions, or vice versa, and ions can be indepen-
dently transported between zones of an array [69]. This
capability is a key component of some proposed architec-
tures for large-scale trapped-ion QC, as will be discussed
in Sec. IV.
Traditional RF traps for trapped-ion QC are fashioned
from metallic electrodes geometrically arranged to create
the largest fields for given voltages (see Fig. 2a, b, and
c). The optical access required to deliver and collect light
to and from ions, as well as ease of fabrication, are ben-
eficial features of such traps. While the optimal shape
for electrodes would match the (hyperbolic) equipoten-
tial surfaces of a quadrupolar field, in practice, much sim-
pler shapes are used. Point traps can be formed using a
“ring and endcap” geometry (Fig. 2d and e), in which an
RF potential is applied between a ring and two cylindri-
cal electrodes placed symmetrically above and below the
ring along its line of cylindrical symmetry. This forms a
three-dimensional quadrupolar field with the RF null at
the center of the ring. Linear traps can be formed using
four parallel rods placed at the corners of a square, much
like a quadrupole mass filter, such that an RF potential
is applied between pairs of diametrically opposed rods
(Fig. 2f). This forms an RF null along the line of sym-
metry between and parallel to the rods. Trapping along
this axial direction can be accomplished either via two
endcap electrodes placed along the RF null at opposite
8FIG. 2. (Reproduced from [68].) RF Paul trap geometries. (a) The basic concept of RF trapping, where quadrupolar fields
oscillating at an RF frequency are produced using a set of (parabolic) electrodes. (b) The simplest cylindrically symmetric
version of the basic RF trap. This is of the “ring and endcap” point-trap geometry. (c) The simplest translationally symmetric
version of the basic RF trap. This will form a quadrupole mass filter and can be used to make a linear trap. (d,e) Topologically
equivalent deformations of the geometry shown in (b). (f) Topologically equivalent deformations of the geometry shown in (c)
with additional endcap electrodes added to form a four-rod, linear trap. (g) The four-rod trap in (f) may be deformed such
that all electrodes reside in a single plane, forming a linear “surface-electrode trap.” (h) A subset of the electrodes in a linear
trap [a surface-electrode trap is depicted here, but segmentation may be applied to other linear trap geometries, such as that
shown in (f)] may be segmented to allow trapping in multiple zones, along the axial direction.
ends of the rods, or via segments of the rods at either end,
to which static electric voltages are applied to create a
harmonic potential along the axial direction.
In terms of QC, where large numbers of ions will be
needed to surpass the capabilities of classical computers,
desiderata include traps which can contain many ions
that may be individually addressable, thus forming what
has been termed in the field an “ion register.” Putting
more than one ion into a point trap leads to undesired
micromotion as described above, but one possible archi-
tecture consists of arrays of point traps, each containing
a single ion. In a linear trap, however, multiple ions
may be trapped along the RF null in a linear array for
a sufficiently strong radial potential compared to the ax-
ial potential; this produces a linear ion register or ion
chain. For a harmonic potential in the axial direction,
the ions will in general not be spaced equally; their po-
sitions are set by the equalization of the harmonic trap
forces and the nonlinear Coulomb repulsion of co-trapped
ions [70]. A consequence of this is that the ion spacing is
independent of the mass for ions of the same charge, so
multispecies ion crystals in a linear trap will be spaced
identically regardless of composition. This is not true for
confinement in a point trap or for radial confinement in a
linear trap since the RF pseudopotential is mass depen-
dent. Non-harmonic potentials may be applied along the
axis of a linear trap in order to obtain equal spacing, but
as a practical matter, this generally requires much larger
voltages on a subset of the electrodes [44].
3. Miniature, Microfabricated, and Surface-Electrode Traps
Both point and linear Paul traps were first (and in
some cases continue to be) constructed of macroscopic,
conventionally machined metal pieces, but beginning ap-
proximately two decades ago, miniature traps made from
laser-etched insulating substrates, selectively coated with
patterned metal electrodes, were created in the hopes of
obtaining smaller, more precisely defined structures [69].
While these goals were partially achieved, and these de-
vices are still in use for many experiments, the fact that
the substrates were held together with conventional me-
chanical means, such as bolts and alignment rods, limited
the attainable precision and level of complexity. Sub-
sequently, microfabrication techniques were utilized to
create trapping structures with micron-scale (or better)
precision and alignment accuracy, as well as access to
increased complexity enabled by this accuracy in com-
bination with the parallel pattern definition afforded by
photolithographic methods.
There have been a few notable demonstrations of com-
9plex non-microfabricated linear traps with multiple, non-
co-linear segments to allow movement and reordering of
ions along multiple paths and through junctions [71, 72],
some still in use. But the move toward lithographic tech-
niques in conjunction with multi-layer pattern alignment
through microfabrication [73, 74] has ushered in the cur-
rent era of more complex trap design, including exam-
ples of multi-linear-segment array structures with hun-
dreds of separate electrode segments [75], segmented cir-
cular rings [76], multi-site point trap arrays [45, 77–79],
and traps with electrodes with switchable or variable RF
amplitudes, or of varying geometry across a linear, seg-
mented region [78, 80–82].
Some of these advanced designs are based on the
“surface-electrode” architecture for ion traps [83]. In
contrast to the three-dimensional nature of the electrode
geometry for the point and linear Paul traps described
above, surface-electrode traps contain all the electrodes
in a single plane. They are essentially a deformation
of the three-dimensional geometries onto a surface, with
trapping potential minima (the RF null, either a point or
a line) formed above the surface of the plane. This can be
accomplished for a point trap by, e.g., taking a ring-and-
endcap trap and allowing the bottom endcap to become a
region in the center of a plane, transforming the ring RF
electrode into an annular region surrounding the planar
endcap, and deforming the top endcap to be the entirety
of the plane outside the ring annulus [84]. Similarly, for a
linear trap, the four rods can be deformed into four or five
long, parallel electrodes in the plane, with RF electrodes
alternating with DC ones (Fig. 2g); a subset of them can
be segmented along their length for application of static
fields for axial confinement [83] (Fig. 2h). The surface-
electrode paradigm has the advantages of substantial op-
tical access to the ions, more straightforward design and
simulation [84–87], and straightforward 2D microfabrica-
tion, while also allowing for integration of additional con-
trol components beneath the electrodes, making it very
amenable to combination with, e.g., CMOS-based tech-
nologies [88]. The drawbacks include lower trap frequen-
cies and potential depths for the same applied voltage,
but these effects are not severe, and the benefits of this
platform have enabled significant progress in trap func-
tionality and integration [59, 80, 89–95], much of which
is described in more detail in later sections of this review.
We note that the quadrupolar-field generating elec-
trode structure of a Penning trap may also be unfolded
into a plane, such that charged particles may be trapped
above such a trap in the presence of a magnetic field ori-
ented perpendicular (and in some cases parallel [96]) to
the surface. Such surface-electrode Penning traps have
been explored for QC-based experiments [97–99], but
they have not seen wide use for ion-based QC as of yet.
4. Loading Ions into Traps
All trapped ion experiments begin by loading one or
more ions into the trap. This process involves the ioniza-
tion of a neutral precursor and subsequent confinement
of the charged species. Due to the comparatively deep
(∼0.1 to 1 eV) ion trap depths, and subsequently long
trapping lifetimes, many experiments can be carried out
following successful loading of the trap. As experiments
continue to become more complex, comprising large ar-
rays of many ions, it is likely to become necessary to be
able to reload the ion register quickly even for single-ion
trap lifetimes of many hours [45].
In many of the earliest experiments [3, 100], ion traps
were loaded from a hot, neutral atomic vapor subject to
electron bombardment. The electron bombardment tech-
nique is non-resonant and can therefore be readily ap-
plied to different atomic species. However, this general
purpose loading scheme lacks isotopic selectivity, often
giving rise to ion registers with defects consisting of un-
wanted isotopes present in the neutral precursor. Due to
isotope frequency shifts, registers with such defects can-
not easily be controlled with high fidelity, making them
impractical for scalable quantum processing. The elec-
trons used for bombardment can also cause charging of
exposed dielectrics near to or part of the trap, which can
affect trapping potentials and stability.
Defect loading can be reduced by orders of magni-
tude by using an alternate scheme based on resonance-
enhanced photoionization [101, 102]. This technique ex-
ploits isotope frequency shifts to excite only the desired
isotope with high probability to an ionizing state. Due to
the relatively large ionization energies of the atoms gen-
erally used as trapped ion qubits, the excitation is often
done in at least two steps using photons of different ener-
gies, at least one of which is typically in or near the UV
part of the spectrum (notable exceptions are Be+ and
Mg+, typically formed via single-wavelength, two-step
photoionization [101, 103]). The first step is generally
resonant with a strong bound-to-bound optical transition
and can often be saturated with modest laser intensity.
At this modest first-step laser intensity, the detuned ex-
citation probability for other isotopes is greatly reduced.
The second step, which must be executed before the atom
spontaneously decays or leaves the trapping volume, need
not be resonant, as the atom is excited either to the free-
electron continuum or, as in the case of Sr, to a broad
auto-ionizing state. This second step is generally not
saturated and is therefore often driven with higher laser
intensity in order to achieve high photoionization rates.
Unfortunately, high laser intensities, especially for laser
beams in the UV, have been shown to cause charging
in microfabricated ion traps [104, 105]. Alternate pho-
toionization pathways that use a larger number of lower
energy photons have been explored and may be useful in
applications that are particularly sensitive to stray fields
due to charging [106].
Trap performance can also be degraded following the
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deposition of the neutral precursor atoms onto the elec-
trode surface. This contamination is especially danger-
ous when using microfabricated surface-electrode traps,
as the precursor metal can cause shorting between the
electrodes if the inter-electrode dielectric is not under-
cut. The technique of backside loading, which uses an
atomic beam that propagates through a hole in the trap
chip, is widely used [107–109]. This approach becomes
more difficult as the number of ions is increased, since it
will require either more apertures (with the concomitant
risks of charging of the hole edges and perturbation of
the trapped ions), or a “loading zone” located far from
the computation regions of the trap. More recently, al-
ternate approaches that employ laser cooling of the the
neutral atoms have been reported [45, 110, 111]. Low-
ering the temperature of the atomic vapor compresses
the Boltzmann velocity distribution such that a larger
fraction of the incident flux can potentially be trapped,
permitting high loading rates with much reduced deposi-
tion. Further, laser cooling can provide additional levels
of isotopic selectivity. For example, recent experiments
have studied loading from remotely-located 2D and 3D
magneto-optical traps (MOTs) of neutral strontium and
calcium [45, 111, 112]. The transitions used for laser cool-
ing and subsequent acceleration of the pre-cooled atoms
to the ion trap for ionization are all subject to isotope
frequency shifts, and the probability of loading the wrong
isotope is greatly reduced due to the multiple stages of
resonant laser excitation. The demonstration via this
method of site-selective loading in an ion-array trap [45]
also showed that the coherence of an ion at one array
location could be maintained while loading in different
array sites, which will become increasingly important as
the number of simultaneously-trapped ions increases.
B. Internal States: Qubit Levels
The multitude of states of the valence electrons in the
mostly Group-II or Group-II-like atomic ions used for QC
experiments allows for many choices of qubit. Pairs of
states employed for qubit levels can come from any com-
bination of long-lived levels in the ground or metastable
manifolds of ions with or without nuclear spin or low-
lying D levels. Non-zero nuclear spin, as is present in
odd-mass isotopes of ions of interest (and in even-mass
isotopes with net nuclear spin), generates hyperfine lev-
els due to interaction of the nuclear spin with the valence
electron. The ground-state hyperfine levels are some of
the most long-lived states available, with spontaneous-
emission-limited lifetimes approaching the age of the uni-
verse. Low-lying D levels, which are present in several
ions of interest, form metastable manifolds with lifetimes
in the range of seconds. Low-lying F levels, as exist
in, e.g., Yb+, can also be used; these have even longer
lifetimes than the D states, but their extremely narrow
linewidth means that significant optical power is required
to drive transitions to these levels (for an equivalent gate
time). Furthermore, the laser linewidth needs to be espe-
cially narrow in order to take advantage of the extended
coherence that can result from the longer lifetime. The
addition of a non-zero magnetic field splits the Zeeman
sublevels in the ground and metastable manifolds, creat-
ing many well-defined and addressable levels. Figure 3
shows a basic level structure diagram of species of inter-
est for QC; this figure also depicts level choices for the
various types of qubit described below.
The states used for qubits almost always include one
from the ground state manifold (for an exception, see
Sec. II B 4 below). The other state can be another Zee-
man sublevel or another hyperfine level in the same man-
ifold; in these cases, we will refer to these qubits as
Zeeman or hyperfine qubits, respectively. If the other
state is instead a level in a D state manifold, we will re-
fer to these qubits as optical qubits. Energy splittings
of these types of qubits are typically in the megahertz
range for Zeeman qubits, the gigahertz range for hyper-
fine qubits, and the hundreds-of-terahertz range for the
optical qubits. Each has advantages and drawbacks for
QC as will be described below, but all have been used in
recent experiments and demonstrations in the field.
1. Zeeman Qubits
Zeeman qubits, consisting of a pair of states in the
same electronic orbital and hyperfine level, and separated
by megahertz frequencies by means of a small magnetic
field, offer essentially infinite qubit lifetimes while allow-
ing one to take advantage of the simpler level structure
of the even-isotope ions. These species have straightfor-
ward methods for state preparation, Doppler and side-
band cooling and optical pumping, and the small split-
ting between neighboring Zeeman levels affords address-
ing with a minimal set of laser frequencies. Single and
two-qubit logic operations are typically performed us-
ing two-photon stimulated-Raman transitions, with two
beams derived from the same laser that is tuned near
resonance with one of the P levels in the ion. These op-
erations can in principle be performed using a direct RF
drive near the qubit frequency, a few megahertz, but it
is difficult to spatially focus radiation at this frequency,
presenting a challenge to low cross-talk operation, and
the long RF wavelength leads to the requirement of its
use in combination with a higher-gradient magnetic-field
to enact two-qubit logic.
State discrimination for Zeeman qubit measurement
requires an auxiliary operation before resonant photon
scattering. This can be accomplished via shelving of one
of the qubit levels in a metastable D level, leading to a
requirement that these levels are available. This shelving
must be done via an electric-quadrupole-allowed transi-
tion using resonant light in a small magnetic field. This
requires an additional laser that is narrow in linewidth
and with appreciable intensity to transfer population
from one of the qubit states to a sublevel in the D
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FIG. 3. Level structure and pairs of levels utilized for qubits in monovalent ions (energy splittings not to scale). (a) Basic
electronic structure of ions used in QC. All have S and P levels. If present, low-lying D (as in Ca+, etc.) and F (as in Yb+)
levels require quadrupole or octupole transitions, respectively, from the ground state. (b) Structure of zero-nuclear-spin (I = 0,
typically even isotopes) ions in a small magnetic field. Example Zeeman, optical, and fine-structure qubit level choices are
depicted. (c) Structure of non-zero-nuclear-spin (I 6= 0, odd isotopes) ions in a small magnetic field. An I = 1/2 level structure
is depicted and D and F levels are omitted for clarity. Hyperfine levels are labeled in the ground state only. A “clock”-type
hyperfine qubit is depicted, but all four qubit types can be implemented in I 6= 0 ions (if D or F levels are present). Typical
(order of magnitude) level splittings for the various qubit types are: Zeeman qubits, 1–10 MHz; Optical qubits, 100–1000 THz;
fine-structure qubits; 1–10 THz; hyperfine qubits, 1–10 GHz. Levels are labeled using spectroscopic notation with the principle
quantum number omitted, i.e. as 2s+1Lj , where s is the total spin quantum number (1/2 in the case of a single valence electron),
L refers to the orbital momentum quantum number written as S, P,D, F, . . ., and j is the total angular momentum quantum
number.
manifold. The purity of the state transfer in this case
can be improved via multiple pulses to separate D sub-
levels [113].
Zeeman qubits, almost by definition, generally have
high sensitivity to magnetic-field variations. Field fluctu-
ations lead to varying rates of phase accrual in the qubit,
and this looks like dephasing when averaged over multi-
ple uncorrelated experimental instantiations. Great care
must be taken to shield the ions from magnetic field vari-
ation to achieve long coherence times. Nonetheless, co-
herence times of 300 ms (and 2.1 s with dynamical decou-
pling pulses) have been achieved through use of mu-metal
magnetic shielding of the ion vacuum chamber in combi-
nation with the use of permanent magnets for bias-field
production [114]. The coherence is limited at this level by
residual thermal fluctuations affecting both the shielding
properties of the mu-metal and the magnetic moment of
the permanent magnets, so significant improvement may
require better temperature control and/or new materials
with better magnetic properties (assuming other sources
of magnetic technical noise do not begin to limit coher-
ence).
2. Hyperfine Qubits
Hyperfine qubits, consisting of a pair of states in the
ground-state hyperfine manifold, can offer the long life-
times afforded to Zeeman qubits, while also allowing for
a high degree of magnetic-field-fluctuation insensitivity,
easing many of the challenges associated with obtain-
ing long coherence times. In addition, state detection is
more straightforward than with a Zeeman qubit, since
there is a significant qubit splitting. The price paid for
these advantages is a more complicated level structure as
is present in the odd-isotope ions that possess hyperfine
levels, leading to more lasers, or laser frequency compo-
nents, to address all the electronic levels for state prepa-
ration and measurement.
Hyperfine qubits based on pairs of so-called
“stretched” states, i.e. the highest (or lowest) z-
projection Zeeman levels in each hyperfine level, allow
for straightforward state preparation and detection using
circularly-polarized light. The qubit state in the higher
hypefine level F ′, with mF = F ′, can be prepared (de-
tected) via excitation to the mF = F
′+ 1 sublevel in the
P3/2 manifold in the presence (absence) of a repumping
light component that couples the lower F = F , mF = F
level to the F ′ level through an upper state. Qubits of
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this type are susceptible to magnetic-field noise due to
their stretched-state composition. The so called “clock”
states, however, with mF ,mF ′ = 0, provide a qubit that
is first-order insensitive to magnetic field at B = 0. In
practice, working at zero field is not convenient, due to
the frequency selectivity provided by a small quantizing
field. Furthermore, laser cooling and readout of ions are
inhibited at zero field due to the creation of dark states
that prevent cycling transitions from being maintained
using static laser polarizations [115]. Therefore, clock
state qubits are typically operated in a regime with a
reduced, but not zero, first-order sensitivity to magnetic
field. This nonetheless leads to increased coherence
times when compared with stretched-state qubits. Most
experiments utilizing 171Yb+ are based on its clock-state
qubit in a small magnetic bias field, with demonstrated
coherence times in the range of seconds [116], or even as
high as 600 s with the use of dynamical decoupling [30].
Other experimenters using this ion employ a variation
on this theme, where “dressed states,” superpositions of
the ground-state hyperfine levels created by means of
application of multiple RF coupling fields, are used to
obtain similar coherence times [117, 118]. The potential
advantage of the dressed-state hyperfine qubits is one of
addressability; the qubit can be tuned using a magnetic
field such that different frequencies may be used to
control different ions in a magnetic field gradient. This
comes at a cost of experimental complexity and potential
challenges with RF crosstalk and magnetic field gradient
fluctuations.
At intermediate magnetic fields there exist other pairs
of hyperfine sublevels whose difference is insensitive to
magnetic field to first order. These finite-field, clock-
type qubits, which we will refer to as first-order field
insensitive (FOFI) qubits, provide the practical utility
of operating at a nonzero field while also possessing ex-
tremely low sensitivity to field fluctuations. FOFI qubits
have been demonstrated to have coherence times of min-
utes [22, 29]. These coherence times can be obtained in
standard Ramsey-type measurements without dynamical
decoupling or refocusing [119, 120], meaning no algorith-
mic reconfiguration is required to use them in long exper-
iments. Current limitations to the coherence times ob-
tained with FOFI qubits are technical in nature [22, 121]
and include residual magnetic field drift, fluctuations in
trap RF voltage amplitude which lead to fluctuating AC
Zeeman shifts, and even instability of the local oscillator
used to make the measurements.
3. Optical Qubits
Optical qubits, consisting of a state in the ground-state
manifold and a state in a metastable D level, can ben-
efit from the straightforward level structure of the zero-
nuclear-spin ions while also utilizing quantum logic con-
trol wavelengths in the visible to near-IR region of the
spectrum. One drawback is the fact that the lasers used
for control of optical qubits must be made narrow, around
1 Hz, to fully take advantage of the second-scale lifetimes
available. Moreover, since the laser is essentially the local
oscillator for the optical qubit, phase fluctuations in the
laser lead directly to decoherence in the qubit; if magnetic
fields are controlled well, the laser is often the limiting
factor in optical qubit coherence time. With work in the
last two decades toward stabilizing visible and near-IR
lasers [122], however, it is relatively routine to get opti-
cal sources narrower than 100 Hz (commercial lasers are
even available with hertz-scale linewidths [123]), with the
best lasers at the sub-hertz level [124]. Experimenters
have achieved upwards of 0.2 s coherence times for opti-
cal qubits in zero-nuclear-spin ions with careful control of
the laser linewidth and optical component vibration [28].
The ultimate limit in coherence time for optical qubits
will however be set by the upper-state decay time, typi-
cally approximately one to tens of seconds.
With one quantum state of the qubit being an
optically-separated, metastable state, optical qubits al-
low for very high detection efficiency based on electron
shelving [125]. This technique allows for near-unit de-
tection efficiency based on resonance fluorescence; appli-
cation of light resonant with a transition from the ion
ground state to an auxiliary rapidly decaying P level
will produce light upon decay from the auxiliary level
if the qubit is projected to the ground state. In contrast,
the metastable upper level of the optical qubit is far off-
resonant with this light, and so the ion will remain dark if
the qubit is projected to the upper state. Up to the decay
time of the upper state, quantum non-demolition mea-
surement can continue, as the measurement process will
not further change the state after projection, and there-
fore a high signal-to-noise ratio is attainable, even for
small fluorescence collection efficiency. As mentioned in
Sec. II B 1, Zeeman qubits are typically measured in this
manner with transfer of one qubit state to a metastable
level after which measurement proceeds as for an optical
qubit.
Perhaps most important for scalability, the lasers
needed for direct optical qubit excitation are in the red
to near IR for many ion species of interest. Integrated
technologies such as optical waveguides for on-chip rout-
ing and grating-based waveguide-to-free-space couplers,
as will be discussed in more detail in Sec. V B, are much
more challenging to fabricate for blue and UV wave-
lengths as feature size scales roughly with wavelength;
fixed fabrication and design tolerances hence lead to big-
ger errors for smaller wavelengths. Moreover, scattering
loss in the waveguide (due to surface roughness) increases
at lower wavelengths. Even for near-term experiments,
where free-space and fiber optics will be utilized predomi-
nantly, the optical quality and consistency of components
made for use in the red and IR is far superior to those
for use in the blue and UV. The qubit-control beams also
have the highest intensity requirements of all the wave-
lengths needed, independent of qubit type, for ion QC,
suggesting that they be at the most friendly wavelengths
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possible. All these scalability arguments highlight the
favorability of optical qubits as systems are scaled up.
We note that FOFI-type optical qubits exist, in non-
zero nuclear-spin ions, where one of the qubit states is in
the ground state manifold and the other is in the D state
manifold. Due to the rather small hyperfine splitting in
the metastable state, these transitions can be at conve-
niently low magnetic fields; on the other hand, this also
means that the level splittings can be in the tens of mega-
hertz range, potentially giving rise to large AC-Zeeman
shifts in the case of imperfect trap potentials [126].
4. Fine-Structure Qubits
It is also possible to use a pair of states in the D man-
ifold, one from each of the fine-structure split levels D3/2
and D5/2, to form a qubit with energy splittings in the
terahertz range [127]. Like the optical qubits, lifetimes
(due to leakage, not relaxation to the other qubit state,
in this case) are typically in the second range. Quan-
tum logic can proceed either via Raman transitions us-
ing two IR laser beams tuned near the P levels, or po-
tentially directly at terahertz frequencies, though both
generating narrow-linewidth terahertz radiation at ar-
bitrary frequencies and addressing individual ions using
this radiation represent challenges. The Raman method
is similar to that used with the Zeeman and hyperfine
qubits, although in this case, the two Raman fields are
much farther apart in frequency, typically requiring two
separate phase-locked lasers, with the degree of relative
phase stability as a potential limit to coherence times.
These lasers are in the IR, however, and are therefore
more straightforwardly scalable, via integrated photon-
ics technologies, than the blue and UV lasers needed for
Raman transitions in the Zeeman and hyperfine qubits.
Like Zeeman qubits, detection requires transfer from one
of the qubit levels to another manifold. In this case it
is relatively straightforward, as this transfer is accom-
plished using the laser that is typically applied to repump
from the D3/2 level during detection of an optical qubit,
so the same techniques, with the afforded high detection
efficiency, are available.
C. Motional States
A powerful aspect of trapped ions is their combination
of long-lived internal states and external, shared vibra-
tional states in a system that allows for their independent
or coupled manipulation. For ions of interest to QC,
these vibrational states of the harmonic trapping poten-
tial typically have frequencies in the megahertz range,
set by the potentials applied to trap electrodes as de-
scribed above. The ladder of harmonic oscillator states
is set by this splitting. With multiple ions in the trap,
the vibrational levels are shared, as they correspond to
normal modes of motion of the coupled ion harmonic os-
cillators. For N ions, there are 3N of these normal modes
of vibration, essentially phonon modes of the ion crystal,
and each mode i can be in a superposition of its har-
monic oscillator levels |n〉i, where n = 0, 1, 2, . . .; since
many ions participate in each mode, the modes act like
a quantum bus. And since lasers can be used to excite
the internal electronic levels dependent upon the ions’ vi-
brational states, the motional bus allows coupling of the
internal electronic levels of separate ions.
The strength of the coupling between the internal elec-
tronic states and the motional levels |n〉 of a particular
mode is set by the red and blue “sideband” Rabi fre-
quencies, Ωr = ηΩ0
√
n and Ωb = ηΩ0
√
n+ 1 respec-
tively, where Ω0 is the Rabi frequency for the corre-
sponding electronic transition that does not couple to
the motion (the so-called “carrier” Rabi frequency), and
η is the Lamb-Dicke parameter which characterizes the
strength with which an electromagnetic field couples to
the ion motion. The Lamb-Dicke parameter is given
by η = kz0 cos θ for an optical field with wavevector k
oriented at an angle θ with respect to the direction of
the motional mode, and a trapped-ion of mass m whose
ground-state wavefunction has a width z0 =
√
~/(2mω),
set primarily by the mode oscillation frequency ω. Exper-
iments are often performed in the so-called Lamb-Dicke
limit, where η
√
n+ 1  1, due to the tractable dynam-
ics and high fidelity afforded by an effectively reduced set
of transitions involving the motion. Here the transitions
on the red and blue sidebands of a mode correspond to
terms in an effective system Hamiltonian in which the
excitation of the internal electronic state is accompa-
nied by the decrement or increment, respectively, of the
phononic mode excitation by a single vibrational quan-
tum, equivalent in energy to the Planck constant times
the mode frequency. These sideband transitions are the
basic components of multiqubit quantum logic in ion sys-
tems, and their use for this purpose will be highlighted
in Sec. III B 3.
The controlled excitation of motional states and their
coupling to ion internal states has been described in de-
tail elsewhere [11, 12, 16], so here we will focus on deco-
herence of motional states and a primary cause of that
decoherence, anomalous motional heating. This is a cur-
rent practical limit to multi-qubit gate fidelity, and it will
be a hindrance to miniaturization of trap structures for
higher-frequency quantum logic.
1. Motional State Decoherence
The motional states of trapped ions are influenced by
the local electric field environment; electric-field noise
can heat the system, changing the motional state (a T1-
type process), but fluctuations will in general also lead to
decoherence of motional-state superpositions (a T2-type
process). While heating is primarily due to noise near res-
onant with the ion’s secular mode frequencies [68] (and
in some cases near the trap RF drive frequency [72, 128])
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due to the high quality factor of ion oscillation in an elec-
tromagnetic trap, lower frequency noise, up to the secu-
lar frequency [129], can lead to motional state decoher-
ence without heating. For instance, slow trap-frequency
fluctuations, on the time-scale of experiments, alter the
mode frequency, changing the superposition phase evo-
lution, effectively leading to motional decoherence over
many experiments. Ramsey experiments using superpo-
sitions of Fock states of a vibrational mode (with the
ion in the same internal state in both cases) can be used
to measure this decoherence rate [129–132]. These mea-
surements generally find rough agreement between the
motional decoherence rate and the heating rate from the
ground state to the first excited state. Superpositions of
larger states, however, decay faster, as is typically seen
in quantum mechanical settings [68, 130].
Since motional heating is the primary motional de-
coherence mechanism in most cases, we discuss it fur-
ther in the next section. However, recent work exploring
trap-frequency fluctuations highlights the importance of
this low-frequency noise source for scalable trapped-ion
QC [37]. As many of the relevant ion wavelengths are
in the UV part of the spectrum, time-dependent trap
frequencies can be due to charging and discharging of
photo-electrons onto and off insulators that are part of
the trap or support apparatus. Environmental tempera-
ture fluctuations can also bring about drift in power sup-
plies used to generate the voltages applied to electrodes.
Methods for quantum-enhanced frequency measurement
including Fock state interferometry have recently been
employed to measure typical fluctuations and drifts in
trap frequencies [133, 134]. The results show fractional
trap-frequency fluctuations at the 10−6–10−5 level on the
tens to hundreds of seconds timescale. Keeping this sta-
bility level across a large array of traps, or improving it
as will likely be required to reach fault-tolerant two-qubit
gate fidelities, is an engineering challenge to large-scale
ion QC.
2. Anomalous Motional Heating
As first discovered a couple of decades ago [135],
electric-field noise near the secular trap frequency that
causes the ion motional mode occupation to increase in-
coherently is widely observed, and the resultant heat-
ing rates are much larger than would be expected from
known sources, such as Johnson noise from the elec-
trode metal, blackbody radiation, or background gas col-
lisions [68]. Due to its unknown source, this heating is
termed “anomalous.”
Motional heating leads directly to an error in multi-
qubit logic gates [25] based on the Coulomb interac-
tion since quantum-bus mode decoherence is a source
of gate infidelity. In cases where this error is a signifi-
cant contribution to the overall infidelity, its mitigation
is paramount. Thus, the existence of anomalous motional
heating (AMH) has implications for scalability. Due to
the strong observed scaling of AMH with ion-electrode
distance d, approximately d−4 [81, 82, 136, 137], minia-
turization of ion trap arrays is not straightforward. Most
methodologies for multi-qubit logic gates in trapped-
ion systems, and all techniques that have been demon-
strated with high fidelity, are limited in speed by the
trap frequency, assuming the required control field inten-
sity is available. The trap frequency can be increased
with larger applied potentials or smaller ion-electrode
distances; applied voltage is limited, however, by dielec-
tric breakdown (in vacuum or along surfaces), and in this
case the achievable frequency will generally scale as d−1/2
(due to the requirement of maintaining RF-trap stability
while scaling trap size down [83]). AMH is therefore a
potential roadblock to high-speed, high-fidelity quantum
logic due to these scalings with d. On the other hand,
using a large ion-electrode separation to minimize ion
heating, and as a result operating more slowly, leads to
requirements of large voltages, RF currents, and overall
physical processor sizes; maintaining stability over an ex-
tended area is a challenge due to the deleterious effects of
temperature and magnetic field gradients that will exist
in any real system. Vibration sensitivity will grow with
system size as well.
Recent experiments have shed some light on ion heat-
ing, although its origins are not generally understood, ex-
cept in a few experiments where technical noise has been
found to predominate [68] or one experiment where an
ion trap was specifically designed to have atypically high
thermal (Johnson) noise [138]. It has been demonstrated
that traps show a reduction in AMH of approximately
two orders of magnitude upon cooling the electrodes from
room temperature to approximately 4 K [139, 140], inde-
pendent of material [141]. This suggests cryogenic oper-
ation to achieve the lowest electric-field noise. Related to
this finding, a state of superconductivity of the electrode
material does not appear to alter AMH levels [141, 142],
giving weight to the hypothesis that AMH is not a bulk
effect but is dominated by surface effects. Along these
lines, it has been shown that surface treatment of the
electrodes can lead to lower levels of AMH at room tem-
perature. In particular, pulsed-laser treatment [143],
plasma treatment [144], and energetic-ion milling [145–
148] have all been shown to reduce electric-field noise that
causes AMH for room-temperature traps. The removal
of surface contaminants and/or the alteration of surface
morphology is therefore implicated in surface-generated
electric-field reduction. Moreover, it appears that after
ion milling of the surface, material-dependent behavior is
uncovered, with different trap materials exhibiting differ-
ent AMH amplitudes as a function of temperature [148].
This suggests that making systems more scalable will in-
clude determining which trap-electrode materials or sur-
face passivation techniques provide sufficient mitigation
of AMH.
Carbon contaminants have been implicated as a con-
tributor to AMH [149], but it is not clear which carbon-
containing compounds are the most deleterious, and how
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much coverage is required to cause significant heating
(e.g. some readsorption of carbonaceous contaminants
has been shown not to increase heating rates [146]).
Moreover, the carbon-based contamination present on
ion trap electrodes most likely varies in composition de-
pending on the fabrication steps, cleaning methods, and
local environments of fabrication and testing facilities.
There is also the complication of high-temperature bak-
ing that is often required to obtain UHV pressures. It
is expected that additional carbonaceous contaminants
accrue during the baking process [146, 150], and there is
some evidence that unbaked systems have lower initial
heating rates [140, 141], but the role of high-temperature
baking in AMH has not been systematically investigated.
We note that there is evidence that the targeted removal,
via a local chip bake, of water (and presumably other low-
boiling-point solvents) remaining on the surface of elec-
trodes in unbaked systems does not lead to a reduction in
AMH [140], suggesting that amounts of water beyond the
molecular level are not major contributors to ion heating.
For the smallest ion-electrode distances typically in
use, d = 40–80 µm, heating rates of atomic-ion species
of interest can be made sufficiently low for fault-tolerant
QC with high threshold codes [151] with the use of in
situ ion milling treatment or cryogenic operation below
10 K or so. However, in order to go to smaller struc-
tures to improve the likelihood of successful scalability of
the trapped-ion platform, a more detailed understand-
ing of AMH will be required, such that heating rates
closer to the Johnson-noise limit are achieved. The most
straightforward route to further mitigation of AMH may
be through study of various electrode materials and fab-
rication methods in conjunction with surface treatment
techniques that can prepare a more ideal surface. In ad-
dition, a more ideal surface is easier to model, poten-
tially allowing for more effective prediction of electric-
field noise properties of a particular surface. Effort in
this direction potentially includes electrode-film anneal-
ing [139] or high-temperature treatment [152] of the trap
electrodes to heal defects or remove contaminants. On
the other hand, traps may be fabricated from more ideal
materials, through e.g. epitaxial metal growth or the ad-
dition of self-assembled monolayers for passivation of the
surface.
III. TRAPPED ION QUBIT CONTROL
Any QC modality requires precise control in order to
initialize the quantum state of the system, perform gate
operations, and read out the final state. Trapped ions
benefit from robust and high-fidelity methods of perform-
ing these key control operations. In this section, we will
discuss methods for trapped-ion quantum control, the ex-
perimental performance achieved so far, and the implica-
tions of different methods for future scalability. We also
survey the key quantum computing experimental demon-
strations preformed using these techniques.
A. State Preparation
Once loaded into the trap, the ion register must be
prepared in the desired initial state before quantum op-
erations can proceed. Unlike trap loading, however, high-
fidelity initial state preparation must be repeated after
each experimental realization. Certain operations, such
as Doppler cooling and state-dependent fluorescence de-
tection, can transfer ions to internal states outside of the
subspace spanned by the |0〉 and |1〉 qubit states. Even
state measurement itself can project a superposition of
|0〉 and |1〉 into the long-lived |0〉 state, that then must be
quenched to avoid prohibitive delays in the experimental
cycle time. Hence, it is necessary to optically pump the
ions into either the desired initial state or into some in-
termediate state that can be coupled to the initial state
with high fidelity. Optical pumping schemes can take a
number of different forms, but they generally take advan-
tage of photon absorption and emission selection rules to
sequester quantum state amplitude in a single state with
high probability after repeated absorption and emission
cycles. Limitations to the state preparation fidelity in-
clude off-resonant excitation during photon absorption
and residual branching to undesired levels. However, er-
rors on the scale of 10−4 can be achieved [22].
In addition to internal state preparation, it is often nec-
essary to control the ion register’s motional state as well.
Laser-based Doppler cooling is very useful for rapidly re-
ducing the effective ion temperature to the milliKelvin
scale, but for the trapping frequencies (∼1 MHz) gener-
ally used in quantum processing experiments, this leaves
the ions in a thermal distribution spread over several mo-
tional states. When addressing small numbers of ions or
controlling a small number of motional modes, resolved
sideband cooling can be efficiently used to further lower
the motional state occupation of the ion register [4, 153].
Absorption of a photon tuned to a narrow red sideband
transition associated with a particular motional mode re-
duces the state occupation of that mode. Subsequent
state quenching and spontanteous decay, both of which
favor keeping the motional state unchanged in the Lamb-
Dicke regime, return the ion to the ground electronic
state, permitting the cooling cycle to begin again. As
this technique cools only a single mode at a time and re-
quires repeated resonant addressing of weak transitions,
it can become prohibitively slow for large ion chains with
many motional modes.
Alternatively, cooling can be achieved by altering the
light absorption profile of the ion register using electro-
magnetic induced transparency (EIT). Typical Doppler
cooling uses atomic transitions with natural linewidths
outside the resolved sideband regime (Γ ∼ tens of mega-
hertz), where red and blue sideband transitions are
driven with approximately equal probability. With a ju-
dicious choice of laser frequencies and polarizations, how-
ever, a Λ-level scheme can be used to inhibit photon scat-
tering on blue sideband transitions and thereby preferen-
tially reduce the motional state occupation. This tech-
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nique was first applied to single ions [154, 155] but has
recently been extended to cool longer chains and simul-
taneously address multiple motional modes [156]. Chains
of up to 18 ions have been efficiently cooled using EIT to
motional phonon occupations of around 0.01–0.02, where
performance has been limited by the purity of laser polar-
izations. The EIT technique has also been successfully
applied to ion chains consisting of different atomic ion
species [157].
B. Qubit Logic
A quantum logic gate is simply any transformation
which takes some qubits as inputs and transforms their
state to an output state in a deterministic and reversible
way. Coherent operations on the qubit can generally
be characterized as gates, although irreversible opera-
tions on ion qubits, such as optical pumping and state
measurement, are not characterized as gates. Any ac-
tual gate includes imperfections which effectively intro-
duce random fluctuations into its performance, degrading
the gate quality. In some cases these imperfections may
themselves be reversible (for example, calibration errors
in the amplitude or frequency of the control field), thus
allowing them to be characterized as small-magnitude
undesired gates. Other errors, including decay from the
|0〉 state in optical qubits, are stochastic and thus consid-
ered more as a leakage channel than an undesired gate.
This section will discuss methods of performing quantum
gates on ions, their fidelity, and ways of characterizing
gate performance.
A quantum computer generally needs to perform arbi-
trary gates on arbitrarily large qubit registers in order to
perform any significant computation. Fortunately, just as
in a classical computer, it is generally possible to decom-
pose an arbitrary quantum gate into a product of gates
chosen from a much smaller gate set. A set of gates which
can be combined to achieve any arbitrary gate is referred
to as a universal gate set. In classical computing, the
NAND gate is universal: any other gate on a classical
computer can be decomposed into a product of NANDs
on various sets of the classical bits.
In a universal gate set for QC, at least one gate which
generates entanglement between two qubits is required,
such as the CNOT gate (which inverts the state of one
qubit conditioned on the state of a second qubit). In
fact, almost any two-qubit entangling gate can achieve
universality if a few additional single-qubit rotations are
also included in the gateset [158, 159]. In practice, high-
accuracy single qubit rotations of arbitrary angles and
phases are comparatively easy to perform in ions, so uni-
versality is achieved by demonstrating a single two-qubit
entangling gate.
1. Types of Gates: Optical, Raman, Microwave
As described in Sec. II B, trapped-ion qubits come in
different types. Hyperfine qubits use two hyperfine in-
ternal states of the ion, typically separated by GHz fre-
quencies, as |0〉 and |1〉 states. For these ions single-qubit
gates are implemented with microwaves or Raman tran-
sitions. Optical qubits use a metastable excited state
as |0〉 with a transition frequency in the optical range
(> 100 THz). For these qubits, single-qubit gates can be
performed with a single resonant laser.
Optical qubits typically use two internal states sepa-
rated by an electric quadrupole S → D transition. With
lifetimes of ∼1 s, lasers with linewidths approaching the
hertz level are required to address and drive gates in these
qubits. While longer-lifetime octupole qubits exist (see
Sec. II B), achievable coherence times are also limited by
T2 constraints due to laser phase noise and fluctuations
in the optical path length, and very-long-lifetime optical
transitions also require higher optical power to address.
Thus these transitions have not been used as frequently.
They remain promising for future QC efforts, particu-
larly since millihertz-class lasers [124] have recently been
demonstrated for optical clocks.
For hyperfine qubits, laser-based gates can be imple-
mented using stimulated Raman coupling, as shown in
Fig. 4. In this scheme, two laser beams detuned from
a dipole-allowed transition and detuned from each other
by the splitting of the |0〉 and |1〉 states drive the de-
sired qubit gates. Laser linewidth requirements can be
reduced when using Raman gates, as the difference fre-
quency between the two Raman beams, which drives the
coherent operations, can be controlled very precisely us-
ing acousto-optical modulators powered by high-quality
commercial RF and microwave synthesizers [12]. Gates
of this type are also frequently used for Zeeman qubits.
Gates on hyperfine qubits can also be implemented
with a direct microwave drive at the GHz-scale transi-
tion frequency, which couples to the magnetic dipole of
the ion. While a microwave horn can easily couple radi-
ation to drive transitions in a single ion, the centimeter-
scale wavelengths of microwaves make individual address-
ability very difficult when compared with gates driven
with focused laser beams. A different approach is to use
current-carrying wires integrated into a microfabricated
chip trap to drive near-field microwave transitions [160].
The use of near-field microwaves means that crosstalk to
other zones on the same chip will be limited, but all ions
trapped in the same zone will experience the gate. Con-
trollably moving ions in and out of such microwave zones
allows such gates to be implemented on one ion at a time
in a multi-ion system.
One way to get around the requirement of moving ions
in order to individually address them with microwaves
is to utilize a magnetic-field gradient. For qubits with
a first-order Zeeman shift, slightly changing the effec-
tive magnetic field seen by different ions can allow for
spectroscopic addressing due to the resulting spatially-
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FIG. 4. Schematic of level structure used in a stimulated
Raman transition. The |0〉 and |1〉 states are coupled by two
lasers separated in frequency by the qubit splitting δ. For
sufficiently large Rabi frequencies Ω1,2 and Raman detuning
∆, qubit transitions can be efficiently driven with negligible
population of the lossy, short-lived state |e〉.
dependent Zeeman shifts [161]. In Ref. [161], it was also
shown that a magnetic gradient allows microwave drives
to couple the internal and motional states of ions, en-
abling two-qubit gates to be performed (discussed further
below). Magnetic gradients have been used to demon-
strate single-ion addressing with a global RF drive [162],
although crosstalk between ions (due to the finite mag-
netic gradient and Zeeman shifts) remains an issue.
2. Single Qubit Gates
The dynamics of single-qubit gates in trapped-ion sys-
tems have been reviewed elsewhere [12]. Instead we focus
on the recent leading gate times and fidelities of various
qubit control protocols. A selection of state-of-the-art
gate performances for a number of different schemes is
given in Table I.
For optical qubits, single-qubit gates have been per-
formed in a few microseconds and have achieved fidelities
up to 99.995% [28, 169]. The ease of ion-selective single-
qubit gates with low crosstalk is a significant strength
of optical qubits, however, the ultimate fidelity of these
gates will be limited by the T1 time of the excited state,
which is on the order of 1 s for the commonly-used
quadrupole transitions.
Microwave gates driven by an on-chip microwave an-
tenna have achieved single-ion fidelities of 99.9999% in
12 µs [22]. Fidelities with Raman beams have been lim-
ited to about 99.993%, with gate times of 7.5 µs, due to
off-resonant scattering [27]. Optimization of single-qubit
hyperfine gates has generally shown a tradeoff between
gate speed and fidelity: in Ref. [27], gates in less than
2 µs were demonstrated but with errors of ∼2× 10−4.
Zeeman single-qubit gates have been implemented via
RF drive with 99.9% fidelity in 8 µs [113] via an RF sig-
nal applied to a wire near the trap, although this demon-
stration did not include any means of site-selectively ad-
dressing one ion without crosstalk. Zeeman-qubit gates
via Raman beams detuned from one another by the Zee-
man resonance, which can allow ion selectivity by tightly
focusing the beam, were also demonstrated [114, 170] but
at lower fidelities of 96% to 99%.
Some effort has been made to increase the speed of
single-qubit ion gates, albeit typically at the expense
of accuracy. Far-detuned ultrafast pulses were used to
drive Raman pi-pulses in the 171Yb+ hyperfine qubit in
less than 50 ps with 99% fidelity [163]. On-chip mi-
crowaves were used to drive gates in 25Mg+ hyperfine
qubits in less than 20 ns [164], although fidelity was not
indicated in that publication. The fidelity of single-qubit
gates can generally be improved through the reduction of
control-field noise or through the use of composite pulse
sequences, as will be discussed further in Sec. IV B.
3. Multi Qubit Gates
Multi-qubit gates entangle the internal and motional
states of trapped ions by means of the Coulomb inter-
action [171]. The first proposal of an entangling gate
between two ions was made by Cirac and Zoller [2], and
launched the field of ion-trap QC. While many differ-
ent gate schemes have been proposed since then, with
various advantages over the Cirac-Zoller (CZ) gate, all
multi-qubit trapped-ion gates proposed so far share the
essential feature introduced by Cirac and Zoller: using
the shared motional modes of ions as a bus to trans-
fer quantum information between them. The CZ gate is
a controlled phase gate, but a single-qubit rotation can
transform it into the CNOT gate.
The CZ gate itself requires the ions to be cooled to
the ground state of their collective motion. For an expla-
nation of this gate, we will denote the internal states of
ion j as |0〉j , |1〉j (with j ∈ c, t denoting the control and
target ions, respectively) and the shared motional state
as |n = 0〉, |n = 1〉, etc. An initial pi-pulse applied to the
control ion and detuned to the red motional sideband ex-
cites the system to |n = 1〉 if the control ion is in |1〉 but
leaves the system unchanged if the control ion is in |0〉
(since there is no lower-n state for the motion to reach).
A 2pi-pulse, also tuned to the red motional sideband, is
then applied to the target ion. This 2pi pulse does not
excite to the state |1〉 but instead to an “auxiliary” ex-
cited state, distinguished from |1〉 by polarization or, in
some later demonstrations, frequency (see Fig. 5). The
target ion can be rotated through the auxiliary state and
picks up an overall negative sign if it is in state |0〉 and
if the ions’ collective motion is in |n = 1〉. The target
ion cannot be rotated if it is in |1〉 because this laser’s
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TABLE I. Selected state-of-the-art gate demonstrations.
Gate Gate Fidelity Gate Time Ion Ref.
Type Method (µs) Species
Single-Qubit
Optical 0.99995 5 40Ca+ [28]
Raman 0.99993 7.5 43Ca+ [27]
Raman 0.99996 2 9Be+ [37]
Raman 0.99 0.00005 171Yb+ [163]
Raman 0.999 8 88Sr+ [113]
Microwave 0.999999 12 43Ca+ [22]
Microwave 0.0186 25Mg+ [164]
Two-Qubit
(1 species)
Optical 0.996 – 40Ca+ [38]
Optical 0.993 50 40Ca+ [8]
Raman 0.9991(6) 30 9Be+ [37]
Raman 0.999 100 43Ca+ [27]
Raman 0.998 1.6 43Ca+ [40]
Raman 0.60 0.5 43Ca+ [40]
Microwave 0.997 3250 43Ca+ [165]
(AC B-field gradient)
Microwave 0.985 2700 171Yb+ [166]
(DC B-field gradient)
Two-Qubit
(2 species)
Raman/Raman 0.998(6) 27.4 40Ca+/43Ca+ [167]
Raman/Raman 0.979(1) 35 9Be+/25Mg+ [168]
polarization (or frequency) does not allow it to couple to
the ground state, and it cannot be rotated in |0〉|n = 0〉
because the drive is red-detuned. A final pi-pulse on the
control ion will return the control ion to its initial state.
The resulting state transformation looks like:
|0〉c|0〉t → |0〉c|0〉t (1)
|0〉c|1〉t → |0〉c|1〉t (2)
|1〉c|0〉t → |1〉c|0〉t (3)
|1〉c|1〉t → −|1〉c|1〉t (4)
The gate thus inverts the phase of only the |1〉|1〉 state,
realizing an entangling controlled-phase interaction. Be-
sides cooling to the motional ground state, the CZ gate
requires individual addressing of each ion and multiple
polarizations for the drive laser. Despite these limita-
tions, a modified CZ interaction was demonstrated the
same year it was proposed [4], entangling the internal
state and motional state of a single 9Be+ ion. In 1998,
a two-ion entangling gate with fidelity of 0.7 was demon-
strated between two Be+ ions with gate time of ∼ 10µs
[5], while a Cirac-Zoller gate and single-qubit rotations
were used to implement the CNOT operations on two
trapped 40Ca+ ions with 71% fidelity in 600 µs [172]. A
Cirac-Zoller gate was later implemented with 77% fidelity
on the 1.82 THz transition separating the D3/2 and D5/2
states in 40Ca+ in 400 µs [127].
The requirement that the ions remain in the motional
ground state is a significant limitation on the original
Cirac-Zoller proposal. As discussed in Sec. II C 2, even
when the ions have been cooled to the motional ground
state, they can be subsequently heated by electric-field
noise. In 1999, Mølmer and Sørensen introduced a
controlled-phase gate which could be implemented with-
out the need to be in the motional ground state [25]. The
Mølmer-Sørensen (MS) gate generates a state-dependent
force with bichromatic laser fields tuned near first-order
sideband transitions. The motional-state wavepacket ex-
ecutes a closed trajectory in phase space, giving rise to
a state-dependent geometric phase. At the conclusion of
the gate, internal and motional states are disentangled
for all values of n. Hence, the MS gate can be used for
ions that are not cooled to the motional ground state.
An additional feature of the MS interaction is that en-
tanglement among multiple ions can be generated using
only global control lasers (that is, it does not require
lasers independently focused on each ion). The MS en-
tangling gate was first demonstrated for chains of 2 and
4 Be+ ions in 2000 [6]. To date, the highest-achieved
fidelities in both optical and hyperfine two-qubit gates
have been achieved using the MS interaction. For optical
qubits, a fidelity of 99.6% was obtained [38] and, while
the gate time was not reported in this work, a similar
fidelity (99.3%) was achieved in a gate time of 50 µs [8].
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(c)
FIG. 5. Schematic representation of the action of the CZ
gate. a) A red sideband pi-pulse on the control ion transfers
amplitude from the |1〉c state to the ground electronic state
|0〉c in the first excited collective motional state |n = 1〉. b) A
red sideband 2pi-pulse on the target ion through an auxiliary
excited state |e〉t|n = 0〉 proceeds, conditioned on population
of the |n = 1〉 motional state in the first step. c) A final red
sideband pi-pulse on the control ion returns it to its initial
state. Dashed lines denote forbidden transitions to nonexis-
tent motional states.
For hyperfine qubits, an MS two-qubit gate was demon-
strated with 99.91% fidelity in 30 µs [37].
A third type of two-qubit gate for ions is Leibfried’s
geometric-phase gate [26]. This gate uses a pair of de-
tuned laser beams to generate a state-dependent force
which traces a closed path in phase space, as shown in
Fig. 6. While this gate, too, utilizes the shared motion
of the ions to generate coupling between them and is in-
sensitive to the initial ion motional state, it differs from
z
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FIG. 6. Phase space trajectories of two-ion states during a
geometric phase gate. Spin-dependent forces drive particular
ion states (|10〉 and |01〉) along closed paths in phase space,
imparting a geometric phase Φ set by the enclosed area. The
|00〉 and |11〉 states do not couple to the control field and
therefore accrue no geometric phase. Figure adapted from
Ref. [26]. The Mølmer-Sørensen gate proceeds in a similar
fashion but applies phases to two-ion states in a rotated spin
basis.
the MS gate in that it does not involve transitions be-
tween the |1〉 and |0〉 qubit states. The geometric-phase
gate was the first to achieve high fidelity, of 97% in 40 µs
[26], and it has since been used to demonstrate one of
the highest-fidelity 2-qubit gates (99.9% in 100 µs) on
trapped ions [27]. Despite these results, this type of
geometric-phase gate has the drawback of not being ap-
plicable to FOFI qubits [173] (MS gates do not have this
limitation). A variant type of geometric-phase gate [174]
uses a strong microwave carrier to create a dressed state
basis that is insensitive to environmental fluctuations and
then traces a closed path in phase space with a state-
dependent force from a single-sideband drive; so far this
gate has been demonstrated with 97% fidelity in 9Be+
ions with gate times of 250 µs [175].
As mentioned previously, performing two-qubit gates
with microwaves requires some method of coupling mi-
crowave fields to the shared ion motional mode, typically
a magnetic field gradient. AC magnetic field gradients
were used to enable MS-style entangling operations in
25Mg+ with fidelity of 76% [164] with duration of sev-
eral hundred microseconds. Two-ion gates using static
magnetic field gradients have also been demonstrated,
initially achieving fidelity of 64% in 8 ms [176]. Re-
cently improved versions of these gates have achieved fi-
delities of 99.7% for an AC gradient [165] and 98.5% for a
static gradient [166]; both experiments required millisec-
ond timescales for their two-qubit gates, however.
Since the errors in two-qubit gates are at least an or-
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der of magnitude higher than in single-qubit gates, re-
ducing two-qubit gate errors in ions has been an active
area of research for some time. Numerous sources of er-
ror currently limit the achievable fidelities in two-qubit
ion gates. Some of the most prevalent include drifts of
the control laser frequency and amplitude, magnetic field
drifts in the laboratory (for magnetic-sensitive qubits),
and off-resonant scattering. Furthermore, even though
the most commonly used gates (MS and geometric-phase)
are insensitive to the initial motional state of the ion, mo-
tional decoherence during the gate is also a significant
source of error. Speeding up the gate to achieve entan-
glement faster than sources of decoherence can influence
the ions is one way by which better performance might
be achieved. (And faster gates are in general desired for
higher computation speed as long as high fidelity can be
maintained.) Recently, fast two-qubit geometric-phase
gates [177] achieved 99.8% fidelity using hyperfine qubits
in just 1.6 µs [40], although hundreds of milliwatts of
power in focused Raman beams were required. This work
also demonstrated the fastest-achieved two-qubit gate in
ions, of less than 500 ns, but the achieved fidelity for such
a high speed was only 60%. Fast, high-fidelity geometric-
phase gates are enabled by shaping the envelopes of the
gate-laser pulses. However, this technique is not as ef-
fective for MS gates due to the presence of a so-called
“carrier” term in the MS interaction Hamiltonian, which
stems from the fact that the MS gate involves transi-
tions between qubit levels (as mentioned above). As a
result, speeding up high-fidelity MS gates may not be as
straightforward, though a technique to mitigate the effect
of the carrier term has been suggested [178].
A different way to possibly realize very fast gates is
to use a sequence of ultrafast pulses from a mode-locked
laser to generate spin-dependent impulses and trace an
entangling path in phase space. This method was demon-
strated in [43], but the overall gate speed achieved was
only in the range 2 to 20 µs with fidelity no higher
than 76%. Once gate speeds become faster than the
megahertz-scale trap frequencies, the control fields be-
gin to excite multiple motional modes at once and the
gate also begins to become dependent on the (typically
uncontrolled) absolute optical phase. These factors have
so far limited the fidelity of the fastest gates, illustrating
the challenges involved in increasing gate speeds while
maintaining high fidelity.
In addition to performing the gates faster, another
common method to mitigate the effects of laboratory
noise sources with slow time constants is to use spin-echo
techniques. A single spin-echo pulse, occurring at a time
in the gate when the ion spin and motion were unentan-
gled, was used to achieve high two-qubit gate fidelities
(99.8% in 27 µs [167]. While such dynamical decoupling
pulses cannot be straightforwardly applied at times when
the ion internal and motional states are entangled, new
methods of dynamical decoupling pulse sequences during
gate operation are a promising area of research [179] and
will be discussed further in Sec. IV B 1.
4. Gate Characterization: Tomography, Benchmarking,
and Calibration
Most of the experimental results so far have been given
in terms of the fidelity, the squared overlap between the
goal state ψg and the experimentally-obtained state ψe:
F = |〈ψg|ψe〉|2 for pure states. Fidelity is useful in that
it is fairly easy to compute (assuming the goal state is
known and that measurement errors can be neglected)
and reduces all error sources to a single number. At
the same time, precisely because it gives only a single
number as output, fidelity is not a complete description
of the quantum operation it describes. Knowing the fi-
delity gives little information as to the sources of imper-
fection in a gate or experiment, and it considers system-
atic or coherent errors on the same footing as stochastic
errors which change from one experimental iteration to
the next. This latter point means that fidelity can po-
tentially give an over-optimistic assessment of a gate’s
performance. If the same gate is repeatedly applied to
the qubit, stochastic errors will partially cancel out (in
the same manner as a random walk), but systematic er-
rors will add coherently and cause the fidelity to degrade
much more quickly. For these reasons, methods to char-
acterize the errors in a quantum process more accurately
have long been an area of interest. This area has become
known as Quantum Characterization, Verification, and
Validation (QCVV).
The method of quantum process tomography (QPT)
was proposed as a way to fully characterize a quantum
process [180, 181]. QPT is able to determine the effects
of a “black box” quantum operation on N qubits (e.g.,
an N -qubit gate) by characterizing the gate’s operation
on 4N input states—for a single qubit, the input states
used could be |0〉, |1〉, (|0〉+ |1〉)/√2 and (|0〉+ i|1〉)/√2
(though other sets of input states could be used). State
tomography is performed on each output and matrix
methods (described in [180]) can be used to extract the
16N − 4N independent gate parameters. A clear issue
with quantum process tomography is the exponentially-
scaling number of input states needed to characterize the
gate (only 4 for a single-qubit gate, but 16 for a 2-qubit
gate, 64 for a three-qubit gate, etc.) and the sheer num-
ber of parameters extracted—12 to characterize a single-
qubit gate, 240 for a 2-qubit gate, and 4032 parameters
for a 3-qubit operation. Interpreting these parameters in
a sensible way is clearly nontrivial. A second and equally
daunting aspect of QPT is that perfect state preparation
and measurement are assumed, and the process param-
eters output by the method can be significantly inaccu-
rate in the case of realistic state preparation and mea-
surement (SPaM) errors [182]. Despite these limitations,
QPT has been used to characterize different schemes for
implementing entangling gates in ions [183].
Randomized benchmarking (RB) for gate characteri-
zation was developed as a way to deal with the issue of
SPaM errors in qubits [184, 185]. The most straightfor-
ward way to circumvent the issue of imperfect SPaM is to
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perform the gate not once, but a large and variable num-
ber of times (thus amplifying the effect of gate errors
compared to SPaM errors), and determine the overall
success probability as a function of the number of gates.
RB essentially implements a random series of rotations
about different axes, with the final rotation chosen such
that the end result is the identity gate. (The gate series
to be used are typically calculated ahead of time.) As
such, in the absence of gate errors, the ion should end up
in a measurement eigenstate. Since the final measure-
ment result should be known based on the gates imple-
mented, any results deviating from that answer can be
classified as errors. Typically the operations to be used
are pi/2 rotations about different axes, but extensions
to the original proposals have proposed different sets of
gates to be used [186–188] and methods of RB for multi-
ple qubits [189, 190]. RB was first used to demonstrate
average error probabilities of less than 0.5% in pi/2 pulses
in a 9Be+ qubit [185], and has since become a standard
gate characterization tool for QC research. While RB is
a good way of extracting stochastic errors that determine
gate fidelity, it performs less well in the case of correlated
errors—which may be either cancelled out or amplified
depending upon the exact random gate series applied—so
RB thus provides little information about the magnitude
of such correlated errors [191, 192]. Although it is a good
method of decoupling SPaM errors from gate errors, ran-
domized benchmarking does not fully characterize the
gate errors that are present.
Gate set tomography (GST) represents one recent
method developed to more fully characterize qubit gate
errors [193]. In GST, a set of gate sequences that have
been optimized to amplify all possible errors in a given
gate set is applied repeatedly to the qubit. Amplifica-
tion of the errors is achieved by applying each different
sequence an exponentially-increasing number of times,
measuring the resulting qubit state outcomes as a func-
tion of applied number of sequences, then fitting the re-
sulting data to a noise model that identifies the different
errors present in the gate set. One benefit of GST, when
compared to RB, is that the process can bound the di-
amond norm error [194], which is the error metric by
which rigorous fault-tolerant error correction bounds are
set. GST has been used to demonstrate single-qubit gate
operations in a trapped ion below a rigorous threshold for
fault-tolerant operation [194]. Gate set tomography does
suffer from a few significant drawbacks, however. First,
a large number of different measurements are required to
fully characterize even a single gate. Second, the algo-
rithm to reconstruct gate errors can underestimate the
diamond norm if additional gate sequences are not used
to restrict gauge freedoms [192]. Third, GST provides
a rigorous bound on the diamond norm only if its as-
sumptions are satisfied. These assumptions include gate
operations being stationary and Markovian (i.e., memo-
ryless). GST can thus account for both stochastic errors
and calibration errors. But essentially all laboratory ex-
periments also suffer from non-Markovian errors, such as
slow drifts in magnetic fields, laser frequency, etc. While
the GST algorithm can identify violations of Markovian-
ity, it is not clear if its rigorous bounds survive in the
presence of non-Markovian noise, and if this is the case,
it is not obvious that the experimental overhead is justi-
fied.
A third and more recent technique for characterizing
gate errors is robust phase estimation (RPE) [195]. RPE
is a technique for extracting the systematic errors present
in a set of gates. Like GST, RPE is robust against modest
SPaM errors. Unlike GST, RPE presents a Heisenberg-
limited method to extract a limited set of systematic
gate errors which can be corrected (calibrated) by the
experimentalist. For single-qubit rotations, the param-
eters of interest include the phase, rotation angle, and
Bloch-sphere axis about which the qubit state is ro-
tated. RPE was performed on a trapped 171Yb+ ion
and compared with GST [196], where it was shown that
RPE could achieve accurate parameter calibrations at
the 10−4 level with as few as 176 measurements, roughly
two orders of magnitude fewer than required by GST
for similar accuracy. RPE is specifically designed to
allow experimenters to determine those systematic er-
rors which can be improved, and thus does not provide
information about stochastic errors. Some other gate-
characterization method, such as RB or GST, must be
used once the calibration procedure is finished to deter-
mine overall gate performance. An additional complica-
tion is that systematic errors may drift over the course
of an experiment; however, RPE is efficient enough that
periodic parameter re-calibrations may be possible with
the technique.
Many experiments in the area of QCVV have been per-
formed on trapped ions, in part due to the fact that
ion gate errors are already small enough that charac-
terizing them accurately is worthwhile. Furthermore,
ions’ identicality helps ensure that, once errors in a sys-
tem have been characterized, that characterization re-
mains accurate and useful for the experimenter over long
times. At the same time, the generally slow speeds of
trapped-ion gates mean that more complete methods of
characterization—particularly GST or QPT—can intro-
duce punishing experimental overheads. Finding an effi-
cient method of QCVV for larger numbers of ions remains
an active area of research.
5. Crosstalk
As the number of trapped ions increases, so too does
the difficulty in addressing only the desired qubits with-
out crosstalk. In the absence of field inhomogeneities,
the resonance frequencies for each ion are the same, and
therefore transitions in each ion will be driven accord-
ing to the beam intensity at each ion location. A high
numerical aperture (NA) lens can be used to focus a
control laser beam very tightly to a waist significantly
smaller than the ion spacing. The location of the control
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beam can be switched to the desired ion using acousto
or electro-optical deflection or MEMS devices [197]. This
technique has been used widely in linear chains of ions,
and full control of chains of 20 ions has been demon-
strated [33]. However, the number of ions that can be
controlled in this way is limited by a number of technical
complications, such as the lens size and the resolution of
the beam deflector. Although the cm-scale wavelengths
of microwaves make focusing more difficult, near-field mi-
crowaves generated by small trap features have been used
to create ion-specific coupling [198] by cancellation of the
microwave field at the location of ions not chosen to un-
dergo the gate.
A number of different strategies have been employed to
mitigate the effects of crosstalk, especially those due to
beams that address multiple ions at once. For example,
ions can be shelved in states outside of the |0〉 and |1〉
subspace that do not interact with a particular control
field [199]. Alternatively, composite pulse sequences have
been implemented that correct for the errors introduced
by unwanted ion addressing [200]. In other experiments,
the ion energy level degeneracy is intentionally broken in
order to spectrally resolve transitions between different
qubits. This method has been applied by shifting an
ion off of the RF trapping null to introduce an excess
micromotion sideband in only that ion [169, 201] or by
using a magnetic field gradient to shift energy levels via
the Zeeman effect [117, 161, 202]. The magnetic field
gradient technique is particularly useful for driving qubit-
specific gates using far-field microwaves that cannot be
focused tightly, as discussed in Sec. III B 1.
The crosstalk reduction methods discussed thus far
have treated the ions as stationary particles within
their trapping potential. One final method for reducing
crosstalk is to move ions in a 1-D chain [69, 203] or within
a 2-D trap [204] by varying the DC potentials. Bring-
ing ions together into a single well can allow multi-qubit
gates to be carried out, while separating them allows for
single-qubit gates (and readout) to be implemented with
low crosstalk. This approach nevertheless introduces ad-
ditional complications. While ions have been shuttled
over trap surfaces reliably and repeatably, the ion’s mo-
tional state tends to heat up during the shuttling, and
particularly during separation/joining of ion chains. Ion
heating from shuttling may be mitigated to some degree
by use of specially-tailored electrode-voltage waveforms,
as will be discussed later in Sec. IV A 2. It can also be
mitigated through the inclusion of a sympathetic cool-
ing species, as described further in Sec. IV B 3. However,
this cooling, as well as the ion shuttling operations them-
selves, will introduce latency into any QC algorithm.
C. State Detection
Determination of the ion state needs to be accurate,
fast, and, ideally, extensible to many ions. The primary
mechanism used to date relies on state-dependent fluores-
cence [205–207]. During measurement, a trapped ion is
projected into either a so-called bright state that scatters
many photons when illuminated with a detection laser or
a so-called dark state that scatters very few photons. The
scattered photons can be collected with a high-NA lens
and detected with a high-efficiency detector, and the re-
sulting photon counts can then be analyzed to infer the
ion’s state. This procedure is shown schematically in
Fig. 7.
For a sufficiently long illumination time, generally on
the order of a few hundred microseconds to several mil-
liseconds, a threshold value of photon counts can be es-
tablished that differentiates between the bright and dark
states with high accuracy. The photon arrivals for both
bright and dark states typically follow a Poissonian dis-
tribution with the mean number of received bright-state
photons λb and dark-state photons λd obeying λb  λd.
Both λb and λd will generally be proportional to the
measurement time, t; due to the exponentially-decreasing
overlap between the distributions, very high fidelity can
be achieved in reasonable measurement times. Using
Poissonian statistics, one can calculate the necessary
mean number of bright state photons to achieve an arbi-
trary detection fidelity. For example, if the mean λd = 1
and the mean λb = 20, a threshold can be set at 7 col-
lected photons: if the ion is in the dark state, the proba-
bility is 99.99% that 6 or fewer photons will be collected,
while for a bright-state ion there is a 99.97% chance that
7 or more will be collected. Simulated photon collection
histograms for these parameters are given in Fig. 7b, and
experimental data using this technique can be found in,
for example, Refs. [7, 208]. The rate of fluorescence scat-
tering is limited to no more than half the linewidth of
the excited state by saturation and is typically on the or-
der of 10’s of MHz, while photon detection probabilities
(accounting for lens NA and detector efficiency) are on
the order of 1%, which gives rise to typical count rates of
100 kHz. Thus, as long as the dark-count rate is less than
5 kHz, 200 µs detection time should suffice to achieve the
extremely high detection fidelities discussed above.
State-dependent fluorescence measurement can be ap-
plied in the case of hyperfine or Zeeman qubits as well.
However, off-resonant scattering of the state-detection
beam presents a possible error source, as the bright and
dark states are separated by frequencies orders of mag-
nitude smaller than the hundreds of terahertz splittings
available in optical qubits. In 171Yb+, the ground state
hyperfine splitting is relatively large (12.6 GHz) and the
|0〉 and |1〉 qubit states can be used as the bright and
dark states for detection, though off-resonant scattering
can still be a limiting source of detection error [209]. It is
important to note, however, that more efficient readout
(achievable by, for instance, increased photon collection
and detection efficiency) can mitigate the error arising
from off-resonant scattering since fewer scattering events
are required to determine the qubit state [23]. Time-
resolved photon detection can also be employed to mit-
igate these errors [210]. In 43Ca+ and 9Be+, the FOFI
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qubit states are not well-suited for state-dependent flu-
orescence measurements. Hence, the population in at
least one qubit state is transferred with additional con-
trol pulses to a different state for the purposes of readout.
Polarization selection rules can be exploited to dramati-
cally change the photon scattering rates for these states
used for readout, and the techniques of state-dependent
fluorescence measurement can be applied directly. De-
spite the additional experimental complexity required to
implement readout in these qubits, readout fidelities in
excess of 99.9% have been achieved [22].
The fluorescence measurement technique has been ex-
tended to measure the states of several ions simultane-
ously by measuring total photon counts, with the total
counts proportional to the number of ions in the bright
state. Setting threshold values that accurately determine
the number of bright and dark ions generally becomes
more difficult for larger numbers of ions, since two bright
ions emit only twice as many scattered photons as a single
bright ion (whereas one bright ion can easily emit more
than an order of magnitude more counts than a dark ion,
as described previously). Additionally, the illumination
time, which generally increases the number of photons
measured per bright state ion, cannot be extended with-
out bound. Besides slowing the experimental cycle time,
longer readout times increase the probability of possible
state misidentification due to effects such as spontaneous
decay of the excited state or depumping from the cycling
transition.
Another way to extend fluorescence detection to multi-
ple ions is to spatially discriminate between the photons
scattered by different ions. This method tends to work
better for larger numbers of ions, even in the case of finite
crosstalk, as the Poissonian distributions start to overlap
for large ion numbers when total fluorescence is used. A
magnifying imaging system has been used to focus the
fluorescence from different ions in a chain onto differ-
ent photomultiplier tube (PMT) detectors in a multi-
channel PMT array [211], achieving roughly 99% fidelity
per ion (limited by crosstalk between the different PMT
channels). A similar idea involves mapping different ions
to different pixels on an electron-multiplying CCD (EM-
CCD) array and collecting their individual fluorescence
counts [212], which has achieved similar readout fidelity
of ∼ 99% per ion in times of 300µs for a chain of 53 ions.
Even better EMCCD readout for a chain of four ions was
demonstrated in [213], with 99.99% fidelity in ∼ 400µs,
although the ion-ion spacing of 14µm in this experiment
was greater than in the 53-ion chain (reducing ion-to-ion
crosstalk during readout).
More sophisticated readout schemes have also been
developed with the goal of reducing the state readout
time without sacrificing accuracy. By tracking the arrival
times of photons scattered by the ions, adaptive tech-
niques based on maximum likelihood analysis have been
employed to achieve average readout times of hundreds of
microseconds with accuracies of 99.9–99.99% [9, 22, 209],
with the possibility of even faster (∼ 10 µs) readout with
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FIG. 7. Trapped-Ion State Readout. (a) Schematic drawing
of fluorescence detection of a trapped ion. The ion scatters
many photons from a resonant laser beam that are collected
by a large-NA lens with efficiency ηc. The collected pho-
tons are imaged on a detector, which registers photon counts,
shown here as clicks, with its own efficiency ηd. (b) Sim-
ulated photon collection histograms for state detection of a
trapped ion. The bright (dark) state photon counts are taken
from a Poissonian distribution with mean λb = 20 (λd = 1).
The dotted vertical line shows a threshold value of 7 photons,
demonstrating high accuracy determination of the ion state.
reduced fidelities around 99%. Time-resolved state read-
out has also been applied to chains consisting of multiple
trapped ions using a CCD camera [213].
An intriguing possibility for ion state detection is
(nearly) background-free detection. Most of the back-
ground in typical ion detection schemes comes not from
detector dark counts but rather from stray detection laser
photons which scatter off of metal surfaces in the exper-
iment. If fluorescence counts could be collected at a dif-
ferent wavelength from the laser used for excitation, the
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excitation laser photons could be filtered out and elimi-
nated. The internal level structure of trapped ions could
allow, for example, a two-photon excitation which then
decays at a third wavelength which is detected. A first
step in this direction was implemented via strong exci-
tation (using 250 mW of laser power) on the quadrupole
transition at 729 nm in 40Ca+, followed by additional
laser excitation at 854 nm to the 4P3/2 state, which al-
lowed background-free collection of the 393-nm photons
emitted as the ion returns to the ground state [214]. This
was followed by experiments which achieved higher detec-
tion rates by using a more tightly-focused 729-nm beam
[215], or using multi-stage excitation to the same 4P3/2
state in 40Ca+ by first-stage excitation to the P1/2 state
via 397-nm light and applying multiple IR beams at 850
nm, 854 nm and/or 866 nm [216]. In all three of these
experiments, however, the 3D5/2 state—which is the |0〉
qubit state in 40Ca+—formed an intermediate state in
the excitation chain. As a result, although photon count
rates of up to 30 kHz were achieved with background
rates less than 1 Hz, the achieved detection did not dis-
tinguish between the |0〉 and |1〉 states and thus was
not truly a state detection method. A way around this
problem was demonstrated in 2013, also in 40Ca+ [217]:
high-intensity driving of the 732-nm quadrupole transi-
tion from the |1〉 state to the 3D3/2 state, followed by
866-nm excitation to the 4P1/2 state in order to achieve
background-free detection of 397-nm decay photons while
also protecting the 3D5/2 |0〉 state. Although this demon-
stration achieved count rates of only a few per ms, and
did not actually demonstrate state-sensitive detection
due to lack of a 729-nm laser to excite to |0〉, this result
points the way to background-free and state-sensitive de-
tection.
While background-free detection can reduce or elim-
inate the effects of scattered excitation photons on the
detection fidelity, those photons might introduce an ad-
ditional deleterious experimental effect in a large-scale
trapped-ion quantum computer, namely, fluorescence-
induced decoherence. Photons from the excitation beam
itself, or those scattered off of one ion in the experiment,
might hit another experimental ion. These photons—
which scatter off of the |1〉 state and not the |0〉 state—
effectively constitute a projective measurement and can
thus destroy the quantum information contained in the
second ion. This has not been a limitation in many exper-
iments to date that have performed all experimental op-
erations with detection light off, then measured all of the
ions at the end of the experimental sequence. In a quan-
tum computer with error correction, however, it will be
necessary to perform measurement steps during the ex-
perimental sequence as part of the error-correcting code,
while nearby ions are still in superposition states which
contain quantum information. Stray detection photons
thus pose a risk to the operation of large-scale quantum
information processors.
A solution to this second problem was worked out in
2005 [218]: Use quantum logic to transfer state popu-
lation information to a second auxiliary species and de-
tect the state of the auxiliary species that will emit far-
detuned light. Like entangling two-qubit operations, this
technique first transfers information from the “logic” ion
to a mode of the shared ion motion, then transfers that
motional excitation to an internal excitation of the aux-
iliary ion. Readout on the auxiliary ion can then be per-
formed without the danger of introducing decoherence to
the logical ion. While adding a secondary ion species to
the experiment may seem like significant overhead, it is
likely that a second ion species will be needed anyway
for large-scale quantum computation to perform sym-
pathetic cooling (see Sec. IV B 3). Quantum logic spec-
troscopy was originally demonstrated with 27Al+ as the
logic ion and 9Be+ as the readout ion, and was originally
implemented because the 27Al+ possesses excellent opti-
cal atomic clock properties but lacks an accessible read-
out/cooling transition. Since then, quantum logic spec-
troscopy has been used to achieve multi-species readout
fidelity as high as 96% in single-shot experiments [112],
and has been used to read out the parity of a two-qubit
entangled state [219]. Fidelity of 99.94% was achieved
in an adaptive-readout experiment where the quantum-
information transfer to the readout ion could be repeated
many times during one measurement [220], but the re-
sulting long total readout times of > 10 ms represent a
drawback, and the method took advantage of a unique
level structure in 27Al+ that is not available in most ions.
While single-shot demonstrations of quantum logic spec-
troscopy have not yet surpassed 99% fidelity, work in this
important area is ongoing.
An additional method to mitigate undesired absorp-
tion of scattered measurement photons is to implement
internal shelving operations before measurement in order
to make some qubit ions transparent to detection pho-
tons [199] while others are read out. While this method
is intriguing, its ultimate achievable fidelity has not been
explored, as maximizing the readout fidelity was not the
goal of the original demonstration.
All trapped-ion-qubit state detection schemes benefit
from high detection efficiency of photons emitted from
the ions. The total photon detection efficiency is given
by the product of ηc, the fraction of scattered photons
which are collected by the collection optics, and ηd, the
probability a detector registers the event of an impinging
photon. The value ηc depends on the NA of the op-
tics. The total solid angle ΩSA over which photons can
be collected is given by ΩSA/(4pi) = (NA)
2/4. While
high-NA optics are available (e.g., high-end microscope
objectives), they either have very small working distances
(100-µm-scale), which could interfere with ion trapping,
or are very large in size (many inches). In practice, most
collection lenses are located outside of the system vac-
uum chamber. As a result, most groups achieve values of
ΩSA/4pi in the range of 0.01–0.1 (1–10 %), with the high-
est values corresponding to 0.6 NA collection optics [209].
The value ηd is limited by the quantum efficiencies for
the commonly-used single-photon detectors for trapped
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ions, which require the ability to detect blue-to-UV pho-
tons with reasonable efficiency. The detector most typ-
ically used is the PMT, though EMCCD cameras and
avalanche photodiodes (APDs) have also been commonly
employed. They all have values of ηd in the range
of 0.2-0.4 at the photon wavelengths of interest. Re-
cently, superconducting nanowire single photon detec-
tors (SNSPDs) have been developed to detect UV pho-
tons emitted from ions with efficiencies as high as ∼0.8
[221, 222]. and used to detect 171Yb+ ions with 99.9%
fidelity in 11µs [23], although these devices operate only
at cryogenic temperatures. Overall, the best total photon
detection efficiencies have been around 2–4% [23, 209]. It
is an active area of research to improve these efficiencies,
as will be discussed in later sections of this review.
D. Quantum Control Demonstrations: Quantum
Computing Algorithms and Primitives
Using the above-described methods for trapped-ion
quantum control, significant progress has been made
in demonstrating small-scale quantum algorithms and
primitives, themselves elements that will play a part
in more complex algorithms or quantum-error-correction
schemes. Here we highlight some of the key milestones
among these experimental demonstrations.
A quantum algorithm is a procedure—typically written
down as a set of gates and measurement operations on a
qubit register—that solves some problem. In some cases,
an algorithm can be further decomposed (either fully or
partially) into primitives, repeated subroutines within
the algorithm. To date, few quantum algorithms have
been demonstrated, and those with only a few qubits
each. A few key primitives have also been demonstrated.
At the same time, trapped ion systems have generally
achieved fidelities in these demonstrations as high as,
or higher than, the overall fidelities achieved with other
qubit modalities.
The first quantum algorithm to be implemented in
a trapped-ion system was the Deutsch-Jozsa algorithm
[223]. This algorithm determines whether a black-box
oracle which takes an N -bit input and outputs a single-
bit output is either constant (always outputting the same
bit) or balanced (outputting a 1 or 0 depending on the
input, with exactly half of inputs producing a 0 and the
other half producing 1). While of little practical value,
the algorithm is of note in that a classical computer re-
quires multiple queries to the black box to determine
whether the output is constant or balanced, whereas an
N + 1-qubit quantum computer can determine the an-
swer with only a single query. In 2003, using the elec-
tronic and motional states of a trapped ion as two input
qubits, the Deutsch-Jozsa algorithm was demonstrated
for N = 1 [224]. Although this experiment was a land-
mark in trapped-ion QC, only a single trapped ion was
used and thus it represented only a very modest level of
quantum control.
Quantum teleportation, first proposed in 1993 [225],
is a universal QC primitive that can enable any quan-
tum computation if certain other resources are avail-
able [226]. Teleportation of an ion’s quantum state was
demonstrated in 2004 by two groups [227, 228] with av-
erage fidelities ranging from 73% to 78%. These experi-
ments demonstrated many of the same operations needed
to operate a quantum computer: generation of an initial
entangled state of the ions, separation of ions while main-
taining entanglement, within-experiment measurements,
and conditional operations based on those measurements.
Furthermore, a total of three ions were simultaneously
controlled during the experiments.
In 2005, the semiclassical quantum Fourier transform
was demonstrated in a linear chain of three Be+ trapped-
ion qubits [229]. The experiment was noteworthy not
only in that multiple ions were used in the calculation,
but that the quantum Fourier transform is itself the key
primitive used as the final step in Shor’s factoring algo-
rithm, a quantum algorithm which can perform useful
tasks. Despite these important steps forward, what was
demonstrated was in fact a semiclassical version of the
QFT which did not require entangling gates between the
ions. The squared statistical overlap—a rough proxy for
fidelity in the multi-qubit experiment—was at least 87%
for all of the different input states to the Fourier trans-
form algorithm.
Later in 2005, the first full quantum algorithm uti-
lizing entanglement between multiple trapped-ion qubits
was successfully demonstrated [230]. This demonstration
of Grover’s search algorithm in a two-ion system achieved
successful “search” for the marked element with probabil-
ity 60%, in excess of the maximal classically-obtainable
probability of 50%.
In 2011, the first trapped-ion algorithm for universal,
digital quantum simulation [18] was used to simulate 2-D
Ising interactions in chains of up to six ions [48]. With as
many as 100 gates performed, the experiment represented
a major advance in the qubit number and complexity of
quantum algorithms demonstrated, although the fideli-
ties for the largest ion chains used did not exceed 77%.
In 2016, an implementation of Shor’s algorithm on a
five-ion system was used to factor the number 15 with
success probability of 99% [231]. This experiment was a
demonstration of what is arguably the most well-known
quantum algorithm and it employed novel techniques to
utilize qubits more efficiently than had been done previ-
ously.
Since 2016, three- and five-qubit fully-connected
trapped-ion quantum computers have been built [211]
and used to perform a variety of algorithms includ-
ing Deutsch-Jozsa and Bernstein-Vazirani [211], Grover
search [232], and a four-qubit error detection code [233].
Quantum chemistry calculations of the ground-state en-
ergies of H2 and LiH molecules have also been per-
formed in a few-ion system via the Variational Quan-
tum Eigensolver (VQE) algorithm [234], with a recent
similar calculation for H2O having been performed using
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up to 11 ions [235]. The variety of algorithms success-
fully demonstrated is a testament to the versatility of
the programmable quantum computer, which allows ar-
bitrary gates to be implemented between any two qubits
in the module. Even without error correction, over-
all success rates in the 90–95% rate were achieved for
these algorithms. The five-qubit ion-trap quantum com-
puter’s performance in running the Bernstein-Vazirani
algorithm and Hidden Shift algorithm was also compared
against the five superconducting qubit Quantum Experi-
ence computer [236] made available online by IBM. The
overall success probabilities of the ion-trap simulator, in
the 85–90% range, were higher than those in the super-
conducting circuit device; however, the overall algorithm
execution time was much faster in the superconducting
device due to its sub-microsecond gate times. The supe-
rior success probabilities of the trapped-ion system were
in part due to the fact that, unlike the superconduct-
ing system, the trapped-ion system was fully connected:
gates could be performed directly between any two arbi-
trary ions. This not only highlights the utility of a high
degree of connectivity in a QC system but also poses the
question of whether trapped ions will be able to main-
tain the same degree of connectivity as the number of
ions increases. Perhaps the most important takeaway
from the demonstration is that the current state-of-the-
art for fully-programmable quantum computers is about
the same for superconducting and trapped-ion qubits:
approximately 10 qubits, individual two-qubit gates in
the 99% range, and the ability to execute simple algo-
rithms with reasonable overall chances for success.
Quantum emulation, or analog quantum simulation,
represents a different approach to QC with trapped ions.
Trapped-ion systems designated as emulators, rather
than employing a universal gate set, engineer a Hamilto-
nian for a system of ions which can be mapped to some
other many-body system. To date, most trapped-ion
quantum emulators have been based on the Ising Hamil-
tonian, which includes a single-spin dependent energy
term (effective magnetic field) and spin-spin interactions.
These interactions have been implemented by addressing
the transverse modes in a linear chain of trapped ions
[237] or in a 2-D system of ions confined in a Penning
trap [64]. Entanglement in these quantum simulators has
been demonstrated for chains of a few ions [238], whereas
frustration in the ground state has been demonstrated in
chains of 16 ions [239]. Trapped-ion quantum emulators
have allowed the study of dynamical effects, such as the
spread of entanglement in chains of 15 ions following a
sudden perturbation [240] or a system of 10 ions in both
the transverse Ising and related XY model Hamiltonians
[240, 241]. Additionally, simulations of the effect of disor-
der on energy transport have been performed in chains of
10 ions, where the disorder could be controlled very pre-
cisely by programming it in an ion-site-resolved manner
[242, 243]. Recent results have also extended the num-
ber of ions that have been involved in the calculations,
such as studying the dynamics of a sudden quench in a
53-qubit system in the transverse-field Ising model with
long-range interactions [212] and the demonstration of
collective entanglement in a 2-D system of more than 200
ions via measurement of spin squeezing [47] (although the
ions in that 2-D system were not individually addressable
or imaged for individual readout). Entangled states of
20 trapped-ion qubits in a linear chain were also recently
demonstrated [33], though the generated state was not
fully entangled (i.e., it could not be verified that each ion
was entangled with every other ion). Despite some lim-
itations, this impressive set of recent experiments show-
cases the ability of trapped ions to perform calculations
with many qubits. Demonstrations of this nature sug-
gests that trapped ion systems may be able to perform
simulations of other quantum systems with 50 to 100
qubits in the near future, and may yield interesting re-
sults for problems such as interacting spin systems and
quantum glasses.
IV. METHODOLOGIES FOR PRACTICAL
TRAPPED-ION QUANTUM COMPUTING
In order to build a practical quantum computer, one
that provides an advantage over what classical comput-
ers can deliver, systems of trapped ions must be scaled
up to sizes much greater than currently exist. As dis-
cussed in the introduction, this involves more than just
increasing the number of ions that can be simultane-
ously trapped. Scaling up also requires the means to
control and measure a large number of ion qubits, while
maintaining the high performance achieved in the few-ion
proof-of-principle systems. This includes developing the
ability to manage the finite errors that arise in quantum
gates due to noise, decoherence, and control imperfec-
tions, and to keep them from cascading as the number of
operations required to implement practical quantum al-
gorithms grows. In the next few sections we will discuss
methods that are being explored to address the challenge
of building systems of trapped ions at greater scale and
complexity.
A. Architectures and Techniques for Scaling to
Larger Numbers of Ions
As mentioned in Sec. I D, ions have a great advan-
tage over other qubit modalities with regard to increas-
ing their number: they are fundamentally identical. This
reduces concern about the reproducibility of ion qubits
and simplifies and reduces the amount of required sys-
tem calibration. However, as we will discuss below, there
are still many other concerns that arise when considering
how to increase the number of ions.
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1. Linear Arrays
Due to the relative simplicity of working with single,
linear ion traps, most few-ion QC demonstrations have
been performed with the ions trapped in one dimensional
(1D) arrays. Many of the advantages of working with 1D
arrays are retained as the number of ions is increased
and, as a result, the field has primarily pushed in the
direction of making larger 1D arrays. As discussed in
Sec. III D, experiments have produced entangled states
of 14 ions [244], Shor’s algorithm has been implemented
to factor 15 using five ions [231], and a five-ion-qubit
quantum processor has been realized, demonstrating a
number of quantum algorithms [211, 232]; this work has
been extended recently to the demonstration of a chem-
ical simulation using up to 11 ions [235]. In addition,
quantum simulations involving up to 53 ions held in a
1D array have been performed [212].
Despite their simplicity, however, single linear arrays
of ions encounter significant limitations as the number of
trapped ions is increased. This is primarily due to the
fact that the speed of two-qubit gates between ions in
a chain generally decreases as the total number of ions
grows [31]. This results from smaller Lamb-Dicke pa-
rameters (and corresponding weaker coupling to the ion
motion) that arise due to the larger-mass chains, as well
as the reduction of ion-ion coupling strength as the dis-
tance, s, between ions in the chain grows (scaling as 1/sα
with α ranging from 1–3) [245]. In addition, performing
high-fidelity two-qubit gates becomes more challenging
in large chains due to the increased susceptibility to un-
wanted spectral crosstalk between the large number of
collective normal modes that are used to mediate the
two-qubit interaction, as well as to an increased suscep-
tibility of these modes to be heated by noise in the system
if the gates take longer. Recently, techniques have been
proposed to mitigate some of these problems by employ-
ing pulsed control of ions’ spin-motion coupling to enact
high-fidelity gates between arbitrary pairs of ions in a
50-ion linear chain [245, 246]. While this result is highly
promising and improves the feasibility of working with
modestly-sized linear arrays of ions, it involves more com-
plex control than is typically employed for multi-qubit
gates, has yet to be demonstrated experimentally, and is
unlikely to be an efficient way to scale to a significantly
larger number of qubits.
One promising way around these issues is to break
a single long ion chain into smaller, modular pieces,
with each piece being a manageable size, such that high-
fidelity, high-speed operations can be performed within
each module. The challenge, then, becomes how to best
move quantum information between modules.
2. Two-Dimensional Arrays and the Quantum CCD
Architecture
Perhaps the most natural way to move quantum infor-
mation from one location to another in trapped-ion sys-
tems is to move the ions themselves. Indeed, the ability
to do this, by varying the voltages applied to the ion trap
electrodes to alter the trapping potential, is a real feature
of working with trapped-ion qubits. The conceptually
simplest scheme one could imagine for this is to continue
to work with 1D arrays, but to dynamically reconfigure
the 1D array into smaller modules, as shown schemati-
cally in Figure 8a. In this scheme, quantum information
is moved between two modules by first taking a subset of
ions from each and creating a new module within which
quantum information can be distributed. Then, the mod-
ules are returned to their original configuration, now with
the quantum information distributed between them. Re-
peating the operation for additional modules allows en-
tanglement to be more widely distributed, in principle
among an arbitrary number of modules.
From an implementation point of view, this requires,
in principle, only minimal translation of the ions. It
does, however, require splitting and joining of ion chains,
and such splitting and joining has been demonstrated
in 1D ion arrays [247, 248]. Additionally, it requires
some kind of swap operation between qubits in neigh-
boring modules. Such a swap can be accomplished via
two techniques: either by performing a two-qubit SWAP
gate (which interchanges the full quantum state between
qubits and which can be composed of three CNOT gates)
or by physically swapping the ions’ positions. However,
in both cases, the number of swap operations required to
move quantum information from one end of a 1D array
to the other will scale linearly with the number of mod-
ules (and the number of qubits in the array), and thus
challenges exist for doing this quickly and with low error.
For the technique based on SWAP gates, the gate intro-
duces an error and incurs a cost in time per operation.
The technique based on ion position re-ordering has been
demonstrated with high swap fidelity by rotating the ion
crystal for two- and three-ion chains [249]. However, like
the SWAP gate technique, it is time consuming, since
it involves a number of split, join, and rotation opera-
tions. As a result, the 1D array architecture can limit
the distance over which quantum information can be dis-
tributed.
Extending the architecture to two-dimensional (2D)
arrays has been proposed as a way to overcome this lim-
itation [204]. In this scheme, ion qubits can be stored
in modules that are distributed in a 2D plane and, in
addition to ion-chain splitting and joining, ion transport
is now relied upon to move quantum information around
(see Figure 8b). Because of the introduction of the sec-
ond dimension, this can be done, in principle, between
any qubits in the plane without incurring the signifi-
cant time and error costs of swapping quantum informa-
tion via entangling gates or chain re-ordering operations.
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While it is true that the time required to move infor-
mation in the 2D architecture scales linearly with the
distance over which the information is to be distributed
(and over which the ions must be transported), the num-
ber of required split and join operations is independent
of distance. And since ion transport is typically much
faster than a two-ion gate or a re-ordering operation (and
lower error than the gate), the 2D architecture has the
potential to offer a faster and higher-fidelity method to
distribute quantum information over a many-ion array.
Beyond distribution of quantum information, 2D ar-
rays offer an additional architectural benefit. As dis-
cussed in Ref. [204], different regions in the array can
be used for different functions. For example, there can
be “memory” regions that are spatially separated from
potential sources of decoherence, an “interaction” region
where control fields are present and gates are performed,
a “measurement” region where the ion qubit states are
measured, and a “loading” region where neutral atoms
are initially ionized and trapped in the array [41]. Spa-
tially separating the functionality of different regions
allows one to tailor and optimize the trap design for
that particular function. The name for this architecture,
coined in Ref. [204] and used widely in the field, is the
Quantum Charge-Coupled Device (QCCD).
The flexibility offered by 2D arrays implies a few con-
siderations, however. First, as mentioned above, the
speed of quantum information distribution is now set by
the speed of ion transport. To this end, there has been
considerable work in the field done to develop methods
for fast ion transport [247, 250, 251]. The difficulty of
this problem and the speed limits that arise come from
the desire to not heat or excite the motion of the ions
as they are transported. This desire stems from the fact
that the fidelity of multi-qubit gates is significantly de-
graded for higher-temperature ion chains [252]. As we
discuss in Sec. IV B 3, ion motion can be cooled to mit-
igate this problem, but this cooling also comes with a
time cost. As a result, methods to improve the speed of
ion transport focus on doing so with as low ion-motional
excitation as possible. In the so-called “adiabatic” trans-
port schemes [253], the speed limit is set, roughly, by
the inverse of the ion trap secular frequency. This can
be understood as follows: in order to not excite the ion
to higher motional states, the change in trap potential
should be slow compared to the trap period to ensure
that the potential has no near-resonant Fourier compo-
nents that could drive transitions between motional lev-
els. Other, so-called “diabatic” schemes [247, 250, 251]
can go faster than the adiabatic ones (without incurring
much additional heating) by timing the transport pre-
cisely such that the total transport time is an integer
number of trap oscillation periods. In Ref. [247], an ion
transport speed of ∼50 m/s was demonstrated with only
0.1 quanta of motional excitation (the increase of the
average population of the quantum harmonic oscillator
defined by the ion trap); to give this speed some per-
spective, in 100 µs (a typical ion two-qubit gate time),
the ion could in principle be moved 5 mm, a very large
distance compared to the typical few-micron spacing be-
tween ions in the same chain.
A second issue that arises from the 2D array archi-
tecture is the increased complexity of the ion traps. In
order to transport ions around on a 2D plane, a 2D ar-
rangement of segmented trap electrodes is needed. Addi-
tionally, transport in the array that enables arbitrary ion
chain re-ordering, as well as high connectivity between
ions (i.e., any ion can be transported to couple to mul-
tiple other ions) will require junctions in the paths over
which the ions travel. Junctions are locations in the trap
where linear regions meet and form, for instance, “T” or
“Y” shapes (i.e., 3-way junction) or an “X” shape (4-way
junction). Not only will a 2D arrangement of electrodes
and the presence of junctions increase the overall num-
ber of required electrodes, it is difficult to imagine im-
plementing such an arrangement entirely via mechanical
assembly of the electrode structures, as is traditionally
done with 1D linear ion traps. Initial demonstrations
of traps capable of implementing 2D transport relied on
a combination of microfabrication, laser machining, and
mechanical assembly to realize T [71] and X [72] junc-
tions. Such demonstrations, where the traps had just a
single junction, can be considered as conceptual build-
ing blocks of a larger 2D array. These experiments paved
the way for more complex designs by, for instance, explor-
ing the challenges associated with increased sensitivity to
noise and motional heating arising from the presence of
gradients, or “bumps” in the RF pseudopotential at the
junction [84]. However, given the still somewhat-complex
fabrication and assembly processes of these traps, this
work did not offer a clear technological path towards re-
alizing large 2D arrays.
Fortunately, as mentioned in Sec. II A 3, microfabri-
cated surface-electrode ion traps are a natural solution
to this problem. Indeed, it was this concern which was
the prime motivation for developing the surface-electrode
trap technology. In the last few years, transport in
more complex 2D array building blocks has been demon-
strated with surface electrode traps, including Y [75, 90]
and X [254] junctions. In addition, 2D ion arrays have
been demonstrated in hexagonal [77], triangular [79], and
square [45] lattice configurations, though transport has
so far not been implemented due to a lack of junctions
and “streets” (the paths for ions to travel between lat-
tice sites). While surface electrode trap technology repre-
sents a very promising approach, it nonetheless remains
an outstanding goal in the field to realize a 2D lattice
array trap that includes junctions and streets to enable
general transport of ions between sites.
3. Photonic Interconnects
Another method for distributing quantum information
between modules utilizes photons [31] to entangle ions
located in separate regions. This method, often referred
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FIG. 8. Architectures for practical trapped-ion systems. Circles represent ion qubits, and entanglement between qubits is
indicated by like fill color. Black fill indicates no entanglement. Curved lines with arrows indicate an entangling gate has
occurred. (a) Linear Array: (i) A 1D chain of ions can be straightforward to produce, but performing entangling gates in such
chains with high fidelity may prove more difficult as the chain size grows. (ii) One strategy is to split the chain into modules
(blue boxes) to perform high-fidelity entangling gates. (iii) To entangle ions between modules, the modules can be reconfigured
such that high-fidelity entangling gates can be performed between ions of formerly-different modules; (iv) the modules can then
be subsequently returned to their original state. (b) 2D Array and the QCCD: (i) Modules each consisting of a few ion qubits
are arranged in a 2D array. Ions, which may have been previously entangled, reside in so-called “memory” zones (indicated by
the dotted box), which can be optimized to allow for long qubit coherence time. (ii) To entangle qubits between modules, the
ions are shuttled (indicated by dashed lines with arrows) through X-junctions to an “interaction region” (indicated by a dotted
box) where entangling gates are performed. Ions can then be shuttled back to return the modules to their original state, and
the process can then be repeated to entangle ions in other modules. (c) Photonic Interconnects: (i) Ions in each module start off
un-entangled with one another. A dedicated communication ion in each module is then excited by a laser (blue arrows) which
results in the emission of photons (purple) that are entangled with the resulting internal ion state. The photons are collected
with optics (light gray) and interfered on a 50/50 beamsplitter (BS). (ii) Simultaneous detection of photons by single-photon
detectors (black hemispheres), positioned at the output ports of the BS, heralds entanglement between the communication
ions. (iii) Intra-module entangling gates can then be performed to increase the number of entangled qubits across modules. We
note that, while the photonic interconnect architecture is shown here for linear ion arrays, it can also be readily applied to a
2D array.
to as remote entanglement (RE), works in the following
way and is depicted schematically in Fig. 8c. One ion
(referred to as a “communication ion”) in each of two
spatially-separated modules to be connected is excited
by a fast laser pulse to a short-lived state and, upon
rapid decay of this excited state, emits a single-photon.
The excited state is judiciously chosen such that when
the photon is emitted, radiative selection rules ensure
that it is maximally entangled with the electronic state
of the ion qubit. Different ion species and ion qubit lev-
els can be used to produce single-photon qubits in ei-
ther a frequency [255] or polarization [32] basis, where
the photonic qubit basis states (or “optical modes”) have
distinguishable frequencies or polarizations, respectively.
The photons from each ion are then collected and mode-
matched using optics and interfered with each other on a
50/50 beam splitter. A single-photon detector is placed
at each of the output ports of the beam splitter and simul-
taneous detection of a photon by each of these detectors
generates and heralds a maximally entangled state of the
two ion qubits. This occurs when the emitted photons are
in different optical modes, which happens on average half
of the time. When the modes are the same (the other half
of the time), the indistinguishability of photons ensures
that they exit the beam splitter along the same path and
no two-detector coincidence is observed (the Hong-Ou-
Mandel effect [256]); in this case, the RE generation is
unsuccessful, but it can be retried repeatedly until suc-
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cess is heralded. The rate of entanglement generation is
then given by ΓRE = γrep(ηcηd)
2/2, where γrep is the
attempt or repetition rate, ηc is the photon collection ef-
ficiency (or the ratio of total photons collected in a single
optical mode to the total photons emitted by one ion),
and ηd is the quantum efficiency of the detector. This as-
sumes unity probability that the ions are excited by the
preparation pulse, which is typically (approximately) the
case.
The repetition rate γrep is limited fundamentally by
the ion excited state lifetime (typically ∼10 ns) but more
practically by the time it takes to re-initialize the ion
state via Doppler cooling and optical pumping before
each attempt (∼1 µs) [257].
As mentioned previously, the best overall photon col-
lection efficiencies achieved in trapped ion systems have
been in the range of 0.02–0.04. For purposes of RE,
though, there is an additional requirement of optical
mode-matching on the 50/50 beamsplitter, which neces-
sitates coupling the collected photons from the two sys-
tems into a single optical mode. This is usually achieved
by using the collection optics to couple light from each
ion into a single-mode fiber with a typical efficiency of
∼0.1 [257]. As a result, the highest values of ηc that
have been achieved are ∼0.005.
Using the standard methods described above, the
highest-achieved rate for trapped-ion RE generation is
∼5 Hz [257]. Clearly, it is desirable to increase this rate,
as it sets a practical limit to the operation speed of the
quantum computer. One strategy for doing this is to
spatially-multiplex the RE process, that is, to use a larger
subset of the ions in each module in parallel to make more
attempts at RE in a given time. Since the entanglement
is heralded, the multiple pairs of entangled ions can be
utilized as long as one can keep track of which photons
come from which ion pairs. However, this strategy for
increasing the RE rate comes at a cost in both ion num-
ber, as well as in the complexity of collecting, routing,
and interfering photons from multiple ions. In order to
minimize this overhead, it would thus be advantageous if
the per-ion-pair RE rate was improved. Given the fun-
damentally limited values of γrep and the fairly high ηd
values already achieved, it seems the biggest opportunity
for this improvement is through increase of ηc.
One possible path to improved photon collection effi-
ciency is to couple the ion to a high-finesse optical cav-
ity. The cavity can be designed to alter the ion’s pho-
ton emission pattern from one that is largely isotropic
to one that leads to significantly-enhanced emission into
the cavity mode. As a result, the collection efficiency
need not be limited by the NA of the collection optics.
Much work has been done towards demonstrations of ion-
cavity coupling [258–266]. In general, the size of the
collection enhancement increases with increased cavity
finesse and decreased cavity mode volume. Achieving
very high finesse, which is often practically limited by
the reflectivity of the cavity mirrors, has thus far proven
difficult in general, and especially for blue-to-UV wave-
lengths. Indeed, nearly all demonstrations of ion-cavity
coupling have been implemented using infrared photons
even though the ion-level transitions that produce these
photons are not the rapid ones that are typically used for
high-fidelity readout or high-rate remote entanglement.
In Ref. [265], coupling of a Yb+ ion to a UV cavity via
369-nm photons was demonstrated, but the cavity finesse
degraded significantly over the course of a few months
once it was placed in the UHV environment required by
the trapped ion. Decreasing the cavity mode volume to
increase the collection efficiency, which involves moving
the cavity mirrors closer to the ion, has also proven dif-
ficult. This is because the mirrors are coated with di-
electrics in order to achieve high reflectivity and they
typically charge up to a degree that prevents ion trap-
ping for very small mirror separations. Despite these
difficulties, research aimed at demonstrating increased
ion-cavity coupling strength is likely to continue given
its potential impact on both photonic interconnects as
well as ion-state measurement.
If RE generation rates are improved, these photonic
interconnects offer a powerful means for distribution of
quantum information. It not only allows for connection
between modules or zones of a single ion trap, but even
between ion trap modules located in separate vacuum
chambers [255, 267]. Furthermore, the connection speed
is, in a practical sense, independent of the physical dis-
tance between modules, even over the scale of an entire
laboratory, since the information travels at light speed.
While the discussion of photonic interconnects has thus
far focused on connection between just two modules, the
architecture is extensible to multiple modules. To do so,
and realize high connectivity between many modules, a
many-port optical switch may be required, as is suggested
and described in Ref. [31].
B. Error Reduction and Mitigation
As quantum computers, and the algorithms that are
run on them, grow in size and complexity, errors that oc-
cur throughout computations will have to be managed.
These errors result from two general mechanisms. The
first is decoherence, which arises from undesired coupling
of the qubit to its environment. For ions, examples of this
undesired coupling are spontaneous emission or fluctuat-
ing fields that shift the qubit energy levels or heat ion
motion. The second error mechanism arises from imper-
fect control fields. These imperfections could take the
form of miscalibrated or noisy control-field amplitude,
frequency or polarization; they typically result in quan-
tum gate errors, though we note that noisy control fields
can also lead to decoherence.
There are two main strategies that can be employed to
manage these errors: reduce the rate at which they occur
or detect and correct them. In the next few sections, we
will discuss progress with trapped ions on these fronts.
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1. Decoherence-Free Subspaces and Composite-Pulse
Control
Perhaps the most obvious way to reduce errors is to re-
duce the sources of decoherence and control-field imper-
fections. Indeed, all groups working with trapped ions
take great pains to do this, but this approach can only
be taken so far; it is not reasonable to expect that these
sources can be eliminated completely. A complementary
strategy is to make the system somehow less sensitive to
error sources.
One promising approach for doing this is using a so-
called decoherence-free subspace (DFS) of qubits [268–
270], whereby a “virtual” qubit [271] is formed by com-
bining multiple “physical” qubits to create a subspace of
states that are insensitive to certain decoherence sources.
The general idea of this approach is based on the fact that
many sources of decoherence affect qubits in close physi-
cal proximity equally. An example of this for ions would
be a spatially homogeneous (on the scale of the inter-ion
spacing), but temporally fluctuating, magnetic or opti-
cal field that shifts the splitting between the |0〉 and |1〉
ion-qubit levels. In this case, a DFS can be created using
two physical qubits to encode one virtual qubit in the en-
tangled states of the form α|0〉|1〉 + β|1〉|0〉. Such states
are relatively immune to dephasing since a change in the
|0〉 → |1〉 splitting results in the same phase accrual for
both virtual qubit basis states.
A first implementation of this technique with trapped
ions used the hyperfine ground states of two 9Be+ ions to
encode the DFS [272]. In this work, it was shown that the
coherence time of the DFS, as compared with a single-
qubit state, could be improved by a factor of ∼ 50 in the
case where noise was purposely applied to the system via
an off-resonant laser with intensity fluctuations (which
induced time-varying AC-Stark shifts). In addition, it
was shown that the coherence time could be extended by
a factor of ∼3.5 for ambient noise, demonstrating that a
large fraction of this ambient noise was common-mode to
the two ions and that it could be mitigated via a DFS.
Subsequently, it was shown that the DFS could be used to
extend the coherence time of the Be+ hyperfine-qubit sys-
tem to greater than 7 seconds [121]. A two-ion DFS was
later investigated using Zeeman qubits in 40Ca+, where
it was demonstrated that entanglement could be used
as a resource for extending quantum coherence up to 20
seconds [273]. This technique was even extended using
eight 40Ca+ ions in a DFS state based on optical qubits,
demonstrating a coherence time of ∼320 ms, limited by
the lifetime of the metastable excited qubit level.
Beyond showing that a DFS can improve the coherence
time, or memory, of trapped-ion qubits, it was crucially
shown theoretically that universal quantum computation
could be performed on DFS qubits in trapped-ion sys-
tems [274, 275]. Subsequently, experiments were per-
formed demonstrating the realization of a universal set
of quantum gates acting on 40Ca+ ions in a DFS [276].
While the DFS shows great potential for reducing er-
rors, it has only been used in ion experiments in a lim-
ited fashion. This seems to be primarily because most
research groups work with just a few ions, making even a
modest factor of two in qubit number overhead somewhat
prohibitive. It is possible that as systems with larger
numbers of ion qubits become more common, work in
the area of DFSs will become more prevalent.
A second approach for reducing errors, arising from
both imperfect control and decoherence, is to use com-
posite control pulse sequences [277, 278]. The general
idea of this approach is to use multiple control pulses,
separated in time, to decrease the sensitivity of the qubit
to noise in the control fields or the environment. The
simplest example of this is spin echo [119], which involves
applying a pi-pulse in such a way as to refocus a qubit
that has undergone dephasing. Extending the technique
to multiple pulses allows one to tailor the refocusing to
counteract noise at particular frequencies; such a gen-
eralization is often referred to as dynamical decoupling
[120], and it can be thought of as an active method to
spectrally filter noise. Such techniques have been devel-
oped and implemented with trapped ions to extend their
coherence time [30, 279, 280], as well as to demonstrate
tuneable noise filters [279].
In addition to using dynamical decoupling to reduce
quantum memory errors, it has also been shown that
it can be used during quantum gates to improve their
fidelity by counteracting dephasing during the gate time
[174, 281]. Such techniques have been employed with
trapped ions to realize two-qubit gates [167, 175, 179],
with the current best 99.9% two-qubit gate fidelity in
trapped ions enabled by such a scheme [27].
The error in gates arising from imperfect con-
trol can also generally be reduced through the
use of composite pulse sequences, such as BB1 or
CORPSE/SCROFULOUS [282, 283]. Such pulse se-
quences essentially render a gate operation resilient to a
particular type of error (such as control-field frequency-
detuning or amplitude errors), at the expense of a longer
sequence. These control-error-compensation sequences
have been implemented for hyperfine qubits driven by
microwaves [284] and Raman gates [285], and have typi-
cally reduced single-qubit gate errors by a factor of 3 to
4. In Ref. [285], this allowed errors below 4 × 10−4 to
be achieved. Higher-order pulse sequences can provide
even greater error suppression, but at some point the in-
crease in overall gate length is not justified by the error
reduction. In addition to gate errors, composite pulse
sequences have also been developed and demonstrated
to reduce crosstalk errors arising in optical-qubit control
[286–288].
2. Error Correction
Useful quantum algorithms that exceed what can be
done classically often require an impressive number of
gate operations: for example, with its gate depth poly-
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nomial in the input size, Shor’s algorithm requires on
the order of 1010 operations to factor a 1024-bit num-
ber [289]. Despite efforts and great progress to reduce
errors from decoherence and imperfect control, the er-
rors have not been lowered to a level that is sufficient
to successfully perform an algorithm with this number
of operations with a usefully-high fidelity. As a result,
while the reduction of errors is necessary, a second strat-
egy that is focused on detecting and actively correcting
errors is also required. This error detection and correc-
tion is particularly challenging in quantum systems be-
cause the measurement of quantum superposition states
collapses them. Copying the states to create redundancy,
a technique often employed in classical error correction,
is not available to quantum error correction due to the
well-known No-Cloning theorem [290, 291]. Despite these
challenges, quantum error correction is indeed possible,
but it comes at significant cost in required numbers of
qubits and operations. A discussion of how quantum er-
ror correction works and the concepts of quantum fault
tolerance are beyond the scope of this article. (We re-
fer the interested reader to an excellent introduction of
the topic [292], as it is general to all qubit modalities.)
However, we note a few key elements that are germane
to trapped ions.
First, one must define a logical qubit. In the case of
quantum error correction, this is a space of multi-qubit,
entangled states that are contained in a number of phys-
ical qubits. This logical-qubit state space is designed to
allow for correction of a particular set of errors that can
occur on the physical qubits. It has been shown that this
can be done for an arbitrary error, in principle, with a
code that uses as few as 5 physical qubits [293] to correct
one error on the logical qubit. As noted below, how-
ever, the overhead is usually significantly higher. Some
codes require coupling of only nearest-neighbor qubits to
one another [294, 295], while others may benefit from
longer-range couplings [296]. The former are usually
preferred from a practical implementation standpoint,
though clearly ions are also well-suited to the latter due
to their ability to be transported and to the availability
of long-distance photonic interconnects.
Quantum error correction cannot result in a net im-
provement if the initial gate error rates are too high. For
a given error correction code, which in addition to the log-
ical qubit states includes the set of quantum operations
required to detect errors and to perform logical opera-
tions on the encoded qubit, a threshold can be defined as
the maximum physical-qubit error rate that, if present,
will result in the logical qubit error rate being reduced be-
low that of the physical qubits. (Strictly speaking, this is
the definition of a “pseudo-threshold”, but for the sake of
this review we will use the term “threshold” more loosely;
a discussion on the difference is given in Ref. [297].) For
example, a code known as the surface code [10] has a
particularly high threshold of ∼0.01, though it requires a
higher minimum number of physical qubits than the ideal
5 per logical qubit, which hints at the tradeoffs that must
be made when choosing a particular code. The overhead
to achieve a given logical error rate is strongly dependent
on the physical qubit error rate, with dramatic increases
in overhead required if physical qubit errors are close to
the threshold. As a result, reducing physical qubit errors
leads to a reduction in required resources for QC. This is
a chief reason why trapped ions, with their high opera-
tion fidelities, are a particularly good qubit modality.
As noted above, in order to correct errors, they need to
be detected, and this is generally accomplished in quan-
tum error correction via the use of so-called ancilla qubits
(or ancillas). The ancillas are first entangled with the
qubits that store the quantum data (data qubits) and
are then measured. The process of managing quantum
errors basically consists of repeated cycles of ancilla-data
qubit entanglement, ancilla measurement (error detec-
tion), and feedback to the data qubits (error correction).
As a result, the practice of error correction not only re-
quires many additional qubits, but is very measurement
intensive. Unlike quantum algorithms that do not con-
sider error correction, where the entire quantum regis-
ter is “read out” or measured at the end of the com-
putation, the inclusion of error correction requires that
ancillas are measured throughout the computation and
that the data qubits are not unintentionally measured in
the process (which would lead to un-correctable errors
in the corresponding round of error correction). It turns
out that this is not so easy to achieve in practice, es-
pecially when all the physical qubits are identical, as in
the case of trapped ions. This is because it takes many
photon absorption and re-emission events to determine
the state of an ancilla ion qubit (due to limited photon
collection and detection efficiency), yet the absorption
of a single photon by a data ion effectively measures it.
This therefore places very stringent requirements on sys-
tem crosstalk [112], though, as discussed in Sec. III C
and further in Sec. IV B 3, this problem can be greatly
mitigated through the use of a second ion species.
Despite the importance of quantum error correction,
the large number of required qubits and quantum oper-
ations have resulted in just a few experimental imple-
mentations to date. The first such example of this in
a trapped-ion system demonstrated correction of single
spin-flip errors using three physical qubits to encode one
logical qubit [298]. While this was an important first
step, the three qubit code used is known to be insuffi-
cient to correct arbitrary quantum errors, and indeed,
phase-flip errors could not be simultaneously managed.
Additionally, only a single error correction cycle was im-
plemented. A similar three-qubit code was later used
to correct phase-flip errors (and not spin-flip errors), this
time in a repetitive fashion [299]. More recently, error de-
tection of both spin and and phase flip errors in a seven-
ion logical qubit was demonstrated and sequences of gate
operations were performed on the encoded qubit, though
error correction was not implemented [300]. In addition,
error detection of both spin and and phase flip errors in a
four-ion logical qubit was demonstrated using one addi-
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tional ancilla ion to determine which error had occurred
[233]. Importantly, this detection was implemented in a
fault-tolerant manner, such that a single physical qubit
error could not lead to an undetectable logical qubit er-
ror. However, the ultilized code was such that errors
could not be uniquely identified, and therefore could not
be corrected.
Due to its seeming necessity, work aimed at experi-
mental demonstrations of fault-tolerant quantum error
detection and correction of arbitrary errors, that is, the
realization of a logical qubit that has smaller errors than
the physical qubits of which it is composed, is a highly ac-
tive area of current research in the trapped-ion QC field
[28, 301].
3. Dual-Species Ion Systems
While the identical nature of trapped-ion qubits is a
major net advantage of these systems, there are a few in-
stances where it proves to be a hindrance. In Secs. III C
and IV B 2, we already discussed how measurement of an-
cilla ions can cause undesired measurement, and there-
fore decoherence, of other identical data ions. Also, as
discussed in Sec. IV A 3, establishing a photonic intercon-
nect via remote entanglement involves the scattering of
multiple photons by communication ions. However, just
like in the case of measurement, absorption of these pho-
tons by data ions is a decoherence process and will occur
with significant probability when the communication and
data ions are identical.
Another issue that arises is related to laser cooling of
ions. As discussed in Sec. III B 3, the fidelity of trapped-
ion two-qubit gates can be limited by excitation or heat-
ing of the ion motional modes that are used. This heating
can arise from multiple sources, including technical noise
and anomalous heating, as described in Sec. II C 2, or
due to non-idealities in the control of ion transport or
ion module splitting and joining. Whatever the cause of
the motional excitation, it will in general occur during a
quantum algorithm, and therefore must be cooled during
the algorithm as well. However, laser cooling involves
the scattering of many photons, an intrinsically decoher-
ing process, and thus cannot be performed directly on
data qubits without destroying the data. A solution to
this problem is to use a separate ion (or ions), coupled to
the data ions via the motional modes, to cool the data
ion. This technique, known as sympathetic cooling, is
effective since the decoherence-inducing cooling lasers, in
principle, only interact with the spin of the sympathetic
cooling ion, which does not store any necessary quantum
information. In practice, however, a problem remains
due to the identical nature of ions: much like in the case
of qubit measurement, there is a high probability that
a stray cooling photon will be absorbed by, and thus
decohere, the data qubit. It is worth noting that this
cannot be managed solely by reducing control cross-talk.
The sympathetic cooling process requires close proxim-
ity between data and cooling ions and, since the cooling
process results in fairly isotropic re-emission of photons
by the cooling ion, there is in many cases an unaccept-
ably large probability that the data ion will absorb a
re-emitted photon [112].
There is fortunately a simultaneous solution to the
problems associated with the need for in-algorithm qubit
measurement, remote-entanglement generation, and laser
cooling: using two species of ions, one for the data ions
and the other for the ancilla, communication, and sym-
pathetic cooling ions. In all cases, a second ion species
mitigates the problem because photons scattered by one
species are far-detuned from any transition in the other,
and are thus absorbed by it with very low probability.
There are a few different operations that are required
in a dual-species ion chain, which depend on the par-
ticular application. For measurement and communica-
tion applications, the quantum information needs to be
swapped from the data qubits to the ancilla or communi-
cation ions, which involves an interspecies quantum oper-
ation. Such interspecies operations require control fields
that address transitions in both ion species. In the case of
measurement, since only the quantum state populations,
and not the coherences, are of interest, this information
swap does not necessitate an interspecies two-qubit en-
tangling gate (e.g. an MS-like gate); rather, a simpler
transfer scheme such as that used for quantum logic spec-
troscopy may be all that is needed [112, 218]. That
said, these simpler schemes often require high-fidelity
ground-motional state preparation in order to achieve
high population-swap fidelity, which in some sense trans-
fers the burden to sympathetic cooling. As a result, an
MS-like gate, with its relatively higher insensitivity to
motional state populations, may in some cases be more
desirable despite its higher degree of difficulty .
For inter-module connections via photonic links, an
interspecies two-qubit entangling gate is required since
the goal is to generate entanglement between modules,
and this can only be done by swapping the entanglement
from communication qubits to data qubits. In addition,
the establishment of remote entanglement requires the
scattering of multiple photons which can induce recoil
heating of the chain; therefore, sympathetic cooling may
be required in this application.
In the above applications, it is important to consider
the choice of the motional mode used for sympathetic
cooling and inter-species operations. The chosen mode
must have substantial Lamb-Dicke parameters for all the
control fields that need to be coupled to the ion motion so
that operations can be performed at high speed without
requiring high control-field intensity. It is also important
to consider the masses of the ions in the dual species
chain. It is generally desirable to use two species of ions
that have similar mass (e.g., a mass ratio, µ=m1/m2 ∼1)
[302, 303]. This is because, for few-ion chains, as µ
tends away from 1, the components of the motional-mode
eigenvectors tend to small values for one ion species or the
other. And, as discussed above, Lamb-Dicke parameters
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(which are proportional to the eigenvector components)
need to be substantial for both ions. Values of µ clos-
est to 1 can be achieved using different isotopes of the
same element, though the isotope shifts are typically not
large enough to prevent decoherence at a level required
for QC. Instead, choosing ions of different elements is
widely considered to be the best path forward.
Given the recognized importance of dual-species ion
systems for scalable architectures, much work has been
done to perform key operations in small dual-species ion
chains [303]. The first demonstrations of dual-species
sympathetic cooling were done in Penning traps, where
24Mg+ was used to cool other Mg+ isotopes [304] and
where 9Be+ was used to cool 198Hg+ [305] and mul-
tiple isotopes of Cd+ [306]; it was later demonstrated
in a Paul trap with two different isotopes of Cd+ [307].
Sympathetic cooling to near the motional ground state,
as is likely required for high-fidelity quantum operations
has since been done in 24Mg+-9Be+ [308], 27Al+-9Be+
[218], 27Al+-25Mg+ [309], 43Ca+-40Ca+ [310], 40Ca+-
88Sr+ [112], and 171Yb+-138Ba+ [311] two-ion chains, as
well as in a 9Be+-40Ca+-9Be+ three-ion chain [219] and
a 9Be+-24Mg+-24Mg+-9Be+ 4-ion chain [312].
As discussed in Sec. III C, the first dual-ion-species
quantum operations were aimed at improving the accu-
racy of optical atomic clocks, where sympathetic cool-
ing, state preparation, and state measurement were per-
formed using a two-ion 27Al+-9Be+ chain [218]. Simi-
lar techniques using dual-species to assist quantum state
measurement were demonstrated in two-ion 40Ca+-88Sr+
[112] and 171Yb+-138Ba+ [311] chains. In a 43Ca+-40Ca+
[313] two-ion chain, it was explicitly verified that the co-
herence of the data ion could be maintained during sym-
pathetic cooling. In addition, a coherence time of 10 min
was demonstrated in a 171Yb+ ion qubit, a measurement
that was enabled by sympathetically cooling the Yb+ ion
with a 138Ba+ ion [314]. Quantum operations in larger
dual-species ion chains were performed using the four
ion 9Be+-24Mg+-24Mg+-9Be+ configuration, where sin-
gle and two-qubit gates were implemented between the
Be+ data ions in the presence of the Mg+ cooling ions
to demonstrate a gate set capable of universal QC [315].
This chain was further utilized to demonstrate key prim-
itives of the QCCD architecture by splitting and join-
ing the chain, transporting ions between different trap-
ping zones, and performing sympathetic cooling following
transport before implementing two qubit gates between
Be+ qubits [310].
Two-qubit gates between different ion species were
first demonstrated in the two-ion 43Ca+-40Ca+ [167] and
25Mg+-9Be+ [168] chains. In Ref. [167], a maximally-
entangled Bell-state was generated with 99.8(6) % fi-
delity, which was used to show a violation of Bell’s in-
equality. In Ref. [168], an MS gate was implemented
to generate a Bell state with 97.9(1) % fidelity, which
was also then used to show a violation of Bell’s inequal-
ity. In this work, the CNOT gate, consisting of the MS
gate and additional single-qubit gates, and the SWAP
gate were demonstrated. In particular, it was shown
that the dual species gates could be used to better swap
the qubit populations between ions, as compared to the
technique of quantum logic spectroscopy, in the case
where the ion chain has significant motional-state excita-
tion. In a 9Be+-40Ca+-9Be+ chain, a primitive of error
correction was demonstrated using the Ca+ ion as an
ancilla, which utilized multiple MS gates between Be+
and Ca+ [219]. Three-qubit, dual-species Greenberger-
Horne-Zeilinger (GHZ) states were also generated in this
work with a fidelity of 93.8(5) percent. A two-qubit MS
gate in a 171Yb+-138Ba+ chain was realized with a fi-
delity of 60%, limited by excessive motional heating [311].
However, in this experiment, the first dual-species archi-
tectural primitive of a photonic interconnect was demon-
strated, whereby entanglement between the Ba+ com-
munication qubit and a photon polarization qubit was
generated with a fidelity greater than 86%.
In general, experiments with dual-species ion chains
are more challenging than those using a single species due
to the increased number of required lasers and complexity
of optical, as well as motional, control. As a result, they
have only been performed in a few groups and the best
demonstrated gate fidelities are not yet at the level of
what has been achieved using only one species. Given
the significant role dual-species chains are likely to play in
QC, the number of groups working with them is growing,
which will likely lead to improvements in demonstrated
performance. In addition, work is now being done to
implement quantum operations on molecular ions in the
presence of atomic ion ancillas [316, 317], which may lead
to new techniques for trapped-ion QC.
V. INTEGRATED TECHNOLOGY FOR
CONTROL OF TRAPPED IONS
In order to build practical trapped-ion-based quantum
computers, development of hardware technology for con-
trolling and measuring large numbers of ions with low
error will likely be required. Through such development,
there is great potential for improved control and measure-
ment of even small systems, but it will be imperative to
explore any tradeoffs that exist between scalability and
performance in systems of any size. In the following sec-
tions we will discuss progress in the field toward realizing
hardware with the potential for improved scalability in
trapped-ion QC.
A. Chip-Scale Ion Traps
The surface electrode trap technology will likely be re-
quired as the need arises for an increased number of ion
trap electrodes and an increased electrode-configuration
complexity (see Secs. II A 3 and IV A 2). A typical
surface-electrode ion trap consists of a substrate, or chip,
composed of material such as sapphire, quartz, or silicon,
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FIG. 9. Photograph of a surface-electrode ion trap chip. The
1-cm-square trap (gray) is mounted in a ceramic pin grid ar-
ray (gold and black) to which it is connected electrically via
wirebonds. The trap, designed and fabricated at Lincoln Lab-
oratory, consists of a sapphire substrate upon which a 1-µm-
thick layer of aluminum metal is deposited, and patterned via
optical lithography, to define the trap electrodes. This partic-
ular trap is designed to confine ions in a linear array ∼50 µm
above the surface of the chip.
with metal electrodes patterned on its surface (above
which the ion is trapped). These electrodes are typi-
cally formed via a few-micron-thick metal deposition, fol-
lowed by optical lithography and chemical etch to define
the electrode pattern; electroplating techniques are often
used, as well. Such fabrication methods offer great flex-
ibility in design, allowing for arbitrary electrode shapes
and patterns, as well as for multiple metal layers (sepa-
rated by insulating layers) that are useful for wiring and
routing of electrical signals to the electrodes. In addition,
these methods deliver extremely tight dimensional toler-
ances, providing sub-micron-feature resolution. Since the
positions of the ions are set by these dimensions, the ion
location above a chip-scale trap is thus very precisely de-
termined. As a general rule of thumb, the scale of the
ion-to-electrode-surface distance is set by the lateral di-
mensions of the electrodes, and so shrinking the lateral
scale necessitates moving the ion closer to the trap sur-
face. Because of current issues associated with anoma-
lous motional heating (see Sec. II C 2), it has not thus
far been desirable to make traps with ion-to-surface dis-
tances closer than a few tens of microns. As a result, the
lateral scale of a typical zone in a surface electrode trap,
which is comprised of ∼ 5-10 electrodes, is a few hundred
microns. However, as the trap fabrication resolution is
far from this limit, the technology is amenable to signif-
icant reduction in size if ion heating can be reduced or
tolerated. A photograph of a typical surface electrode
trap chip is shown in Fig. 9.
Wafer-scale fabrication can now be performed on
wafers as large as 12” in diameter so that, in principle,
very large trap arrays could be realized on one substrate.
While this offers a potentially powerful way to scale up,
from a modularity point of view, this may or may not be
the most practical way forward. Rather, another advan-
tage of surface electrode traps is that they can be made
modular by physically tiling together many smaller chips.
As discussed in Ref. [41], chip-to-chip electrical connec-
tions are not required since ions are sensitive only to the
electric fields produced above the electrodes, and ions can
therefore be transported over gaps between the chips if
these chips are aligned precisely. Modularity can also be
realized using chip-scale traps in architectures that uti-
lize photonic interconnects. Indeed, a hybrid architecture
can be imagined in which modestly-sized chips are used
to implement QCCD-based operations and chip-to-chip
coupling is enabled via remote entanglement [318]
Perhaps the most transformative advantage of chip-
scale traps is that they provide a format for integration
of potentially scalable ion control and measurement tech-
nology, as well as integration of classical signal processing
and computing technology. The entire half-space beneath
the trap electrodes can be utilized to this end, and in the
next few sections, we will discuss progress and the po-
tential on this front.
B. Integrated Photonics for Light Delivery
In order to control and measure trapped ions, a num-
ber of lasers with different wavelengths (typically around
five) are required. This number gets multiplied by
roughly two when working with dual-ion-species systems.
In addition, these lasers need to be sent to each location
where an ion resides, or where a quantum operation is
to be performed. As a result, the number of laser beams
that must be delivered to precise locations in an ion trap
array grows as the array size grows. Current methods to
address individual ions with lasers typically employ free-
space optics such as mirrors, acousto-optic modulators
(AOMs), and lenses, located outside the ion trap vac-
uum system, to steer and tightly focus the light through
vacuum chamber windows and to the desired positions.
AOMs are also used as high-extinction and high-speed
optical switches, and as precise tuners of the optical laser
frequency and phase. Steering and switching laser beams
with these optics to address a small number of ions held
in a linear array, with the beams traveling orthogonally
to the linear trap axis, can be and, indeed have been,
used effectively. However, it is hard to conceive of a way
to use these techniques to address ions trapped in a 2D
array with low crosstalk, especially when using surface-
electrode traps. This is because laser beams delivered by
free-space optics are typically propagated parallel to and
across the chip surface, and therefore cannot be generally
used to address an ion at the center of the array with-
out hitting ions at the edge. (Such parallel propagation
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is implemented to avoid striking the chip, which would
create light scatter and which could generate photoelec-
trons that can result in surface charging and reduced trap
performance [105].)
The tight focusing of laser beams serves two impor-
tant functions: first, it reduces crosstalk (in principle)
because the laser field is more confined. Second, it creates
a higher-intensity laser-beam spot; since higher intensi-
ties lead to faster quantum operations in ions, this results
in higher-speed performance for a fixed laser power, or
lower required laser power for a fixed operation speed.
However, focusing of beams comes at a cost. The tighter
the beam focus, the more susceptible the system be-
comes to beam-pointing error (i.e., beam-position jitter
or misalignment). In addition, a tighter beam focus at
one position leads to an increased beam divergence away
from the focal point because of the fundamental nature
of diffraction. Such beam divergence is likely to increase
crosstalk (a problem that beam-focusing was supposed to
help solve), especially in 2D ion array architectures. Fur-
thermore, for chip-based ion traps, the divergence limits
the lateral size of the chip in the direction of beam prop-
agation, since the beams must be prevented from striking
the chip surface [319, 320].
The use of integrated photonics has been suggested as
a means to address the challenges of precisely delivering
a large number of tightly-focused laser beams to a 2D ion
array with low crosstalk [59, 321, 322], and many decades
of work in the area of silicon integrated photonics [323]
can potentially be leveraged to this end. Different in-
tegrated photonic components can be considered, but a
crucial one is the optical waveguide, which is essentially
an optical fiber fabricated into the chip substrate. As
shown in Fig. 10, waveguides consist of a core material,
patterned on a chip, that is surrounded by other, cladding
materials that have a lower optical index than the core.
As in fiber-optics, the optical mode will be confined to
the higher index core, such that light can be routed on
chip following the patterned core path. Such patterning
is typically done with the same micro/nano-fabrication
techniques used to fabricate surface electrode traps. The
flexibility this offers is profound. The width and thick-
ness of the waveguides can be chosen to ensure single spa-
tial mode propagation and polarization maintaining ca-
pabilities, and by varying the waveguide cross-sectional
geometry, the optical modes can be shaped. And not
only can light be routed and shaped in complex fashion
around the chip, but waveguides also allow for splitting of
the light into multiple paths (i.e., on-chip beam splitters)
to enable fan-out.
As discussed in Sec. II A 3, surface-electrode traps are
well-suited to host integrated photonic components. The
necessary materials can be deposited and patterned on
the trap substrate, and then the trap electrode metal
can be deposited and patterned on top of the photonics
layers. The light can thus be routed below the ions and
be brought to a location in the center of the array without
passing through ions on the edges.
Since the ions are trapped above the surface of the
chip, the light from the waveguides must be directed ver-
tically into free space. This could be done, in principle,
with integrated turning mirrors located at the ends of
the waveguides [324]. However, light exiting waveguides
into free space diverges rapidly, and so the mirrors would
need to be curved to refocus the light, which requires
complex fabrication techniques that are not common to
typical wafer-scale processes. An alternative approach,
that may be easier from a fabrication perspective, is the
use of diffractive vertical grating couplers (see Fig. 10)
[59, 322].
Grating couplers are made by periodic variation of the
optical index of the waveguide material [325]. This is
typically accomplished by patterning the variation in the
core material at the end of the waveguide along the prop-
agation direction. Light incident on the grating coupler
will be diffracted out of the chip plane at an angle set by
the grating period, the particular optical indices of core
and cladding material, and the wavelength of the light.
Holes in the metal electrodes are patterned to allow light
to pass through so that it can reach the ion location. By
appropriately curving the diffraction grating teeth and by
varying the grating period along the length of the coupler,
focusing can be achieved in the two directions transverse
to the light propagation. The size of the focused spot
is, as expected, limited by diffraction; however, since the
grating couplers can be placed very close to the ion (e.g.,
tens of microns away, limited by the ion-to-trap-surface
distance) grating couplers need only be tens of microns in
lateral scale to achieve few-micron spot sizes, for visible
light, at the ion locations. The very tight spot sizes allow
light intensities at the ion location to be comparable to
those achievable via free-space beams, despite coupling
and waveguide losses. Importantly, as shown in Fig. 10,
the grating coupler, like the waveguides, is essentially a
planar device, making fabrication straightforward using
standard lithographic techniques.
Light can be delivered to the chip from the side via cou-
pling into waveguides that run to the chip’s edge, or via
input grating couplers anywhere on the chip (i.e., using
the grating couplers in reverse to how their operation is
described above). This input coupling can be done from
free space, but can also be achieved with optical fiber
butt-coupled directly to the chip since the integrated op-
tics can be designed to match the optical mode of the
fiber. With waveguides and grating couplers, and fiber-
optic inputs, it is thus possible, in principle, to deliver
high-intensity light to ions in a 2D surface-electrode trap
array with low crosstalk and with no beams travelling in
free space until they exit the grating couplers only a few
tens of microns away from the ions. This highlights an-
other potential advantage of integrated photonics. The
highly-stable beam paths afforded by this technology, and
their lithographic registration to the ion trap electrodes
(and thus the ions themselves), suggests that they may
provide improved control of the laser beam position and
phase with respect to the ions, as compared with that
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FIG. 10. Integrated photonics for light delivery. (a) Cartoon of integrated photonic waveguides and grating couplers delivering
light to two locations above a surface electrode ion trap. The waveguides and gratings consist of a patterned high-optical-index
core (blue-grey) surrounded by a lower-index cladding (white). Square windows are opened in the trap metal (light grey) to
allow the light (red) emitted from the grating coupler to reach the ion (blue circle). The inset shows a zoomed in view of a
grating coupler. (b) Schematic cross section of an ion trap with integrated photonics. Layers, including the chip substrate
(dark grey) are shown, with thicknesses not to scale.
provided by free-space optics.
Integrated photonics for delivery of light to trapped
ions is just beginning to be explored experimentally.
Early, motivating work, demonstrating coupling of light
to ions via a fiber attached to an ion trap [80] showed
the potential benefits of eliminating free-space optics, but
did not chart a clear path to scalability. Recently how-
ever, silicon nitride (SiN) waveguides and grating cou-
plers, clad by quartz and silicon dioxide (SiO2), were inte-
grated into a surface-electrode trap and were used to de-
liver 674-nm light to Sr+ ions [59]. In this work, on-chip
routing and splitting of light was demonstrated, as was
high-fidelity, low-crosstalk trapped-ion quantum control.
However, many challenges remain. Chief among them
are delivering multiple wavelengths of light to the ions
and to demonstrate 2D array control. Multi-wavelength
delivery is particularly challenging because individual in-
tegrated photonics components typically work over a nar-
row optical bandwidth. Waveguides optimized to guide a
single spatial mode at one wavelength are not optimized
for others (and can even be multi-mode) and the angle
of emission out of a grating coupler is very wavelength-
dependent. As a result, it is likely that different and
distinct waveguide and grating coupler devices will be
required for each wavelength of light needed.
Another challenge to widespread use of integrated pho-
tonics is optical loss. The waveguide materials must be
highly transmissive over the wide range of wavelengths
needed for full trapped-ion control and readout. This is
not so easily achieved, especially for the near-UV wave-
lengths that many commonly-used ions require. The rea-
son for this is two-fold. First, there are few materials
that are highly transparent in the UV. (Indeed, silicon,
the most mature material system for integrated photon-
ics, is completely opaque over the entire UV-to-visible
spectrum.) Second, for a given waveguide roughness
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that results from non-idealities of fabrication, Rayleigh
scattering induces loss that scales poorly with decreasing
wavelength λ (as 1/λ4). As a result, low-loss integrated
photonic devices must be developed using materials that
can be fabricated with low roughness. This work is ongo-
ing, as devices made of materials transparent in the UV-
to-visible wavelength range, such as SiN [326], gallium
nitride (GaN) [327], aluminum nitride (AlN) [328–330],
lithium niobate (LiNbO3) [331], and alumina (Al2O3)
[332], are being explored.
It should be noted that even for highly-transmisive,
low-roughness materials, integrated waveguides will al-
ways introduce more loss as compared with free space
optics; such loss includes input and output coupling effi-
ciency to and from waveguides. However, grating coupler
efficiency can be made high [333, 334], and optical loss
can be made low [332], such that the tight focusing af-
forded by this technology may win back in intensity what
is lost in power. That said, the lost optical power will be
going somewhere. It will generally not all be absorbed,
but rather, some will be scattered, and this scattered
light could lead to undesirable crosstalk. The trap metal
placed over the photonics should help to block much of
this light from reaching ion locations, but it remains an
open challenge to show that scattered light will not be a
problem for scalability.
In addition to light delivery, the beams generally need
to be switched on and off, and integrated optical mod-
ulators may provide this functionality, as suggested in
Ref. [321]. Most demonstrations of integrated modu-
lators have focused on performance at IR wavelengths;
however, a number of the modulator material systems
that have been explored are transmissive in the UV-to-
visible wavelength range, for instance, SiN [335, 336],
InGaN/GaN [337], AlN [328, 338], and LiNbO3 [339–
341]. Whatever the most promising materials may be,
we anticipate that this switch technology will be un-
der widespread and rapid development over the next few
years given the crucial role switching plays in trapped-ion
control. It is, however, important to note that integrated
switches may not be required. Since trapped ions can
be moved, high-extinction switching may be achieved by
simply displacing the ions just a few microns outside of
the laser beam focus.
C. Integrated Optics and Detectors for Light
Collection and Measurement
As the size of ion arrays grows, it will become increas-
ingly necessary to develop methods and technology to
collect and detect photons emitted by a large number of
individual ions. This must be done with high efficiency
since the ability to accurately measure the state of an ion
is largely determined by the number of photons that can
be collected from the ion and detected during the mea-
surement time. In addition, as discussed in Sec. IV A 3,
the rate of remote entanglement generation for photonic
interconnects increases with increased photon collection
and detection rates.
Optics and single-photon detectors integrated into sur-
face electrode ion traps offer a potentially powerful means
to achieve this. In principle, one could imagine hav-
ing one detector positioned below each ion to be mea-
sured [41, 322]. Since integrated detectors would be lo-
cated very close to the ions, they could have a compact
form factor, and yet their active area could still collect
photons from a large solid angle. Incorporation of in-
tegrated optics placed between the ion and the detector
could further improve the collection efficiency, as well as
provide spatial filtering to help prevent stray light, or
light from neighboring ions, from reaching the detector.
Integrated collection optics could also be used to cou-
ple photons emitted by ions into single-mode integrated
photonic waveguides. These waveguides could route pho-
tons as desired. For instance, on-chip remote entangle-
ment could be generated by interfering photons emitted
by remotely-located ions using a waveguide beamsplitter
and by detecting the interference with integrated detec-
tors. Alternatively, photons from waveguides could be
coupled off-chip to fiber for longer-distance remote en-
tanglement. Integrated photon collection, routing, and
detection could also potentially enable performing RE
with significantly larger numbers of ions. Not only would
this offer a path towards scalability, but it could also be
used to increase the rate of RE via spatial multiplexing.
In addition, an integrated approach to RE may offer im-
proved fidelity due to superior optical mode matching
that can likely be achieved by integrated photonics and
fiber optics as compared with free-space optics.
Initial work aimed at integrating collection optics into
ion traps involved incorporating a multimode fiber into
a surface-electrode ion trap [89]. The fiber, placed below
the trap, collected 280-nm photons emitted by a Mg+
ion through a 50-µm hole in the trap and delivered them
to an off-chip PMT for detection; the collection NA was
0.37. In a separate experiment, a five-element lens ar-
ray was integrated below a slotted region of a surface-
electrode trap [342]. The array had each of its elements
coupled to fiber and collected 397-nm light from Ca+
ions with 0.37 NA. Metallic, spherical micro-mirrors have
been monolithically integrated into a surface electrode
trap [109] and were were used to collect 397-nm photons
from Ca+ ions with a NA of 0.63. Metallic diffractive
mirrors were also monolithically integrated into similar
traps and used to collect 370-nm photons from Yb+ ions
with a 0.68 effective NA [95].
For photon detectors, a first proof-of-principle exper-
iment demonstrated the integration of a commercially-
obtained photodiode beneath a surface electrode trap
having transparent electrodes made of indium-tin-oxide
(ITO), and fluorescence from a trapped Sr+ ion was de-
tected [343]. Cryogenic SNSPDs have been monolithi-
cally integrated into surface electrode ion traps where
high detection efficiency and low dark counts were
demonstrated, as was compatibility with the RF fields
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required for ion trapping [221]. Avalanche photodi-
odes (APDs) have also been monolithically integrated
into a surface electrode ion trap fabricated in a CMOS
foundry [322], and stable trapping of Sr+ ions has been
demonstrated in this trap. However, a demonstration of
using integrated SNSPDs or APDs to measure fluores-
cence from ions has yet to be reported. These two detec-
tor technologies are likely to be complementary. While
both have been demonstrated with performance compat-
ible with high-fidelity ion-state measurement, SNSPDs
generally have higher detection efficiency and lower dark
counts than APDs; however, they require special pro-
cessing for fabrication and must be operated at cryo-
genic temperatures. APDs, on the other hand, can be
made in robust CMOS foundry processes [344] and can
be operated at room temperature, so they may be a more
practical choice for ion QC applications.
Whatever the technology, future demonstrations will
likely be focused on integration of detectors and collec-
tion optics to achieve high-speed, high-fidelity measure-
ment in a way that is not susceptible to stray or scattered
light, and that delivers an advantage over conventional
collection and detection techniques.
D. Integrated Electronics
As discussed previously, we anticipate that the need
for ion-motion control is likely to increase in the near fu-
ture, as more research is focused on demonstrating mod-
ularity in ion chains. Such control is enabled by vary-
ing voltages on the trap electrodes, and these voltages
are typically generated by a significant number (approx-
imately one per electrode) of digital-to-analog converters
(DACs). These DACs are typically housed in electron-
ics racks remotely-located from the ion trap, with signals
delivered to the electrodes by a large array of wires that
must pass through vacuum feedthroughs. While this ap-
proach works well for few-electrode traps, it is likely to
become increasingly unmanageable as the trap complex-
ity grows. Furthermore, the long signal paths necessi-
tated by the remote location of the DACs are suscepti-
ble to noise; this is typically mitigated by incorporating
electronic filters, but such filtering reduces the voltage
switching speed and is thus not ideal if ion transport
time is at a premium.
It has been suggested that integration of these elec-
tronics may potentially provide a great benefit [41, 60,
88, 345]. Work in this direction has demonstrated 80
commercially-available DAC channels connected, in vac-
uum, to a surface-electrode ion trap via traces on a
printed circuit board [345], thus eliminating the need for
cumbersome and noise-susceptible wiring. Trapping and
transport of Ca+ ions were demonstrated in this sys-
tem. In addition, chip-scale traps with monolithically-
integrated trench capacitors for on-chip electrical filter-
ing [91, 320] and through-substrate vias for connection
of electrical signals to the back-side of the trap chip [320]
have been demonstrated.
The potential for monolithic integration of electronics
was first shown explicitly in Ref. [88], where an ion trap
was fabricated in a commercial CMOS foundry and stable
loading and trapping of Sr+ ions was demonstrated. This
opened the door to taking advantage of the enormous
capabilities of CMOS electronics for ion traps. Build-
ing on this result, recent work demonstrated monolithic
integration of 16 DAC channels into a surface electrode
ion trap fabricated in a 180-nm CMOS foundry process,
where Ca+ ions were trapped and transported robustly
[60]. Additionally, the DAC noise was characterized and
it was shown that it could be dynamically filtered using
active on-chip electronic switches.
While integrated electronics show great promise, there
still remains much work to do to show that they do not
introduce significant deleterious effects. For instance, it
must be shown that on-chip power dissipation can be
managed, and that the currents flowing in the circuits do
not generate fluctuating magnetic fields that cause de-
coherence of ion qubits. That said, the demonstration
of functional CMOS DACs integrated into ion traps po-
tentially paves the way for integrated electronic devices
beyond DACs. For instance, circuits could be incorpo-
rated to shape and count pulses from integrated photon
detectors [322], and even on-chip analog and digital pro-
cessing is possible. Such processing could, for example,
reduce latency in error correction feedback. In addition
to the active devices afforded by CMOS electronics, it is
possible to use the many available wiring layers to route
voltage signals around the trap [60, 88], or even to pro-
vide complex arrays of current lines to generate magnetic
fields for quantum gates and local definition or shimming
of the ion-spin quantization axis.
VI. OUTLOOK
Quantum computing with trapped ions has progressed
significantly over the last couple of decades, yielding
many exciting results. Despite significant outstanding
challenges, we believe these results demonstrate that
there is great potential for building a practically use-
ful quantum computer consisting of ion qubits. How-
ever, there is still much science and engineering to be
done in order to determine how to realize this poten-
tial. It is of course difficult to predict where the next few
decades will lead, but in these final sections, we speculate,
based on the current status of the field, as to what types
of trapped-ion systems and control techniques might be
used, and what experiments might be done, to help us
best make this determination.
A. The NISQ Regime
As has been seen in the previous sections, the re-
quirements for a fully fault-tolerant trapped-ion quan-
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tum computer capable of executing complex algorithms
are daunting. It is likely to be some years before a truly
large-scale quantum processor becomes available. In the
meantime, it is natural to ask, are there interesting things
to do with the sorts of quantum computers that are likely
to be available in the very near future?
Preskill coined the term Noisy Intermediate-Scale
Quantum (NISQ) to describe the sorts of quantum pro-
cessors that seem imediately realizable [346]. The defin-
ing characteristics of NISQ-era processors include qubit
numbers on the order of 100 and—given the huge over-
head that would otherwise be required—the absence of
full schemes for quantum error correction. The hundred-
qubit scale sets a limit on what sort of problems these
devices may address, while the lack of error correction
points towards a need to reduce or mitigate errors or to
find ways to limit their effect on the computation without
introducing prohibitive overhead.
One promising application during the NISQ era is
that of quantum emulation. In particular, hundred-qubit
quantum computers may be able to perform bespoke
quantum simulations of other systems—for example, to
analyze the behavior of solid state systems or determine
chemical structures—and may be able to surpass the per-
formance of classical computers in doing these calcula-
tions. Fifty qubits has been identified as a threshold
[347] beyond which existing classical computers may be
unable to accurately simulate the behavior of a quantum
system. In this respect, the recently-demonstrated con-
trol over chains of more than 50 ions [212] suggests that
trapped-ion systems may be able to solve some problems
that are intractable for classical computers within the
next few years.
One further intriguing application of trapped-ion sys-
tems is that of quantum sensing. Trapped ions hold
promise as sensors of time (i.e. optical clocks), elec-
tric fields, and magnetic fields (see [348] and references
therein). The techniques of QC—namely, the gener-
ation of highly-entangled states of multiple ions—may
enable trapped-ion based quantum sensors with very
high performance or unique capabilities. Ions encoded
in decoherence-free subspaces may be able to use their
impressive coherence times to enhance sensitivity [349],
while quantum error-correcting codes may enable im-
proved sensor precision or reduce susceptibility to envi-
ronmental noise [350, 351]. A full exploration of this
topic is beyond the scope of this review, but a re-
cent review paper on quantum sensing [348] discusses
trapped ions as quantum sensors and the possible uses of
entanglement-enhanced states for sensing. Of particular
note is a recent proposal to use dissipatively-engineered
error-correcting codes to mitigate noise-induced deco-
herence in a trapped-ion magnetic-field sensor [352], al-
though this idea has not yet been demonstrated. The use
of highly-entangled multi-ion states for improved sensing
is another area that may yield fruit in the near term.
B. Further Considerations
Now that we have reviewed potential methods for scal-
ing ion systems in size, including the technologies that are
being developed to enable such scaling, we can consider
how the ion- and qubit-specific choices may impact these
systems. Though qubits have been encoded in several dif-
ferent combinations of states in many different ion species
(and pairs of species) to demonstrate various aspects of
the feasibility of ion-based QC, particular qubit states,
atomic species, and gate methods will lead to particular
implications for the performance of larger-scale proces-
sors. Here we discuss these considerations and potential
ramifications for future systems.
1. Choice of Ion Species
Experimenters developing QC systems with trapped
ions have several species to choose from (see Table II for
properties of several of the ion species used most often in
QC experiments). Basic trapping and control have been
demonstrated with almost all of the alkaline-earth and
alkaline-earth-like ions, and those working in the fields of
atomic clocks and frequency standards have considered
and worked with these and a few more (e.g. Al+, In+,
Lu+). Yet, it is worth considering the potential benefits
and drawbacks of using particular ion species as systems
are scaled up in size and capability. As laid out in Secs. II
and III, there are many ion-qubit and quantum-logic-gate
types, and as described in Sec. V, there are many tech-
nologies that need to be developed in order to build more
scalable systems. Different ion species present different
tradeoffs among these options, due to their differences in
mass, energy spectra, coupling-strength of states in the
spectra to electromagnetic radiation, nuclear spin, and
particular isotopic abundances.
Ion mass is of importance for several reasons, even if
not considering the effect of the mass on the ion’s elec-
tronic structure. First, the RF pseudopotential in a Paul
trap is mass dependent, and hence larger masses require
larger voltages to achieve similar secular trap frequencies.
Hence there is a direct impact on achievable speed of op-
erations if the potential that can be applied is limited
by dielectric or vacuum breakdown, or by the in-chip in-
tegration of electronic technologies which are ultimately
also limited by insulator breakdown and current carrying
capacity in small devices. Power dissipation, which scales
linearly with the total trap capacitance (relevant as sys-
tems grow in size) and quadratically with the RF voltage
amplitude, will also be higher for higher mass ions for the
same potential. Second, the force that can be applied to
an ion via an optical-dipole force, as required for motion-
based multi-qubit logic, generally goes down as the ion
mass goes up, via the sideband Rabi frequency’s depen-
dence on the Lamb-Dicke parameter. Hence two-qubit
gates with heavier ions will be slower, assuming compa-
rable optical power. Third, as mentioned in Sec. IV B 3,
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the choice of ion species for sympathetic cooling is heav-
ily influenced by the ions’ masses, since the efficiency of
multi-mode energy-transfer (and therefore efficiency of
cooling in general) is maximized for equal mass. Since
emitted photon re-scattering can reduce qubit coherence
in ions with like spectra, equal masses are not viable
(even with individual optical addressing), so two species
of similar mass are preferred. Finally, ions of light mass
suffer more than heavier ones from photon scattering er-
ror during gates driven via optical fields [353]. This is
because Rayleigh scattering (from the ions during the
gate), which does not affect the electronic-state coher-
ence, nonetheless imparts momentum to the ions, and
therefore their coupled motion will deviate from the de-
sired phase-space path, leading to phase error.
Another important factor to consider for scalable sys-
tems is the wavelength λ of the light required for ion-
qubit control. While quantum logic may be performed
with RF or microwave fields as described previously, some
light will always be required for state preparation and
readout, and likely also for ionization of the neutral pre-
cursor, as methods such as electron-impact ionization
and direct ion production using laser ablation lead to
unwanted side effects like prohibitive stray-field produc-
tion and a lack of isotope selectivity. Therefore, laser
wavelengths for these operations should be in technolog-
ically attainable ranges, with sufficient power available,
and if integrated technologies for light delivery and de-
tection are pursued, the wavelengths must be compatible
with the materials and structures employed. In general,
more optical power is available with narrower linewidths,
and is more easily spectrally stabilized, for wavelengths
in the red to IR part of the spectrum when compared
to the blue to UV wavelength range (there are excep-
tions to this, notably harmonics of YAG lasers for which
there is an industrial base, allowing significant power for
pulsed Raman excitation where frequency precision is re-
laxed). Moreover, integrated photonic delivery techno-
logically favors the longer wavelength range due to the
challenges of precisely producing sub-wavelength-scale
structures and of finding and fabricating materials with
low optical loss at short wavelengths. Practical consider-
ations of working with shorter wavelength light include
the challenge of finding materials for efficient polariz-
ing optics, lenses, and mirrors, as well as fibers for low-
loss transmission. Tolerances for general mode match-
ing, including input and output coupling to waveguides
and fibers and combining light from separate modes at
a beamsplitter are also much more difficult to reach ro-
bustly as the wavelength decreases. On the other hand,
shorter wavelength light does present a few advantages
for ion-based quantum logic. The Lamb-Dicke param-
eter controlling motional coupling to light is inversely
proportional to wavelength, meaning gates driven with
shorter-wavelength light can be faster, all things being
equal. Additionally, detection of blue and UV light is
in general more effective than for longer wavelength light
due to to the higher energy of each photon, particularly in
the case of photo-multiplier tubes and superconducting
nanowire detectors. While this is not strictly true in the
case of detection based on semiconducting technologies,
where detector design must be optimized for particular
wavelength ranges, high detection efficiency is available
in the blue and near-UV.
Beyond simple wavelength determination, the elec-
tronic structure of the ion has bearing on the required
level of manipulation and the precision that can be at-
tained. For instance, the presence of metastable D (or
F ) levels enables the use of optical qubits for quantum
logic and can aid in low-error detection of non-optical
qubits. However, it also provides a scattering channel
during Raman excitation [353] and generally leads to the
requirement of additional laser wavelengths for repump-
ing or quenching of these levels when necessary. Likewise,
hyperfine structure can enable the use of long-coherence-
time FOFI qubits and Raman-based logic, but the pro-
liferation of levels in high-nuclear-spin isotopes leads to
a challenge in efficient quantum control, coupled with
more potential decay paths that can limit state prepara-
tion and detection fidelity [354]. The extra levels present
in such systems also provide additional paths for leakage
errors, which can complicate quantum error correction,
as mentioned in Sec. I D.
The nuclear spin of available isotopes is also a consider-
ation; some species have no stable zero-nuclear-spin iso-
topes (most notably Be+), and some species’ stable non-
zero-nuclear-spin isotopes have very large nuclear spin
(e.g. 43Ca+ and 87Sr+), complicating quantum control
and manipulation. Isotopic abundances can also make ef-
ficient loading of the required species challenging (43Ca+
also falls into this category); enriched sources can be em-
ployed, though impurity loading will eventually still limit
array uniformity. Alternatively (or in conjunction), the
use of remote pre-cooling of the neutral precursor, with
multiple stages of isotope selectivity [45, 111], can im-
prove array purity. Very recently, there has been inter-
est in long-lived radioactive isotopes, where the difficul-
ties of dealing with an unstable atom are hopefully out-
weighed by the beneficial level structure. In particular,
133Ba+, with half-life of 10.5 y, is being investigated as
a potential hyperfine qubit candidate, due to the favor-
able wavelengths of Ba+ combined with the small nuclear
spin of 1/2 [355]. The results are promising, in particular
the very high potential state-preparation-and-readout fi-
delity afforded by the nuclear spin and the presence of a
long-lived D state addressable using IR light. The com-
bination of the nuclear spin and the long-lived D state
also allows for an optical qubit with m = 0 clock states,
which should make this qubit highly insensitive to mag-
netic fields. At the same time, loading and manipulating
large arrays of radioactive ions may present further chal-
lenges when compared with stable species.
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TABLE II. Properties of ions of interest for QC. First-order field-independent (FOFI) transitions that have been used are
indicated in the last column with the required magnetic field; “(Clock)” indicates that the nominally zero-field clock states
(mF = 0) are used. The symbol I is nuclear spin, and λ1/2, λ3/2, λD refer to the wavelenths of the transitions from the ground
state to the P1/2, P3/2, and (if present) D5/2 levels with decay rates γD. Qubit types that are typically encoded: Z (Zeeman),
H (hyperfine), F (Fine structure), and O (optical). Gate types that are typically used: R (Raman), O (Optical), M (Magnetic
[AC or static gradient]). *These isotopes have no good method of state discrimination; they have been used for sympathetic
cooling, essentially as Zeeman qubits with no state detection. †This isotope of barium is radioactive, with a half life of 10.5 y.
‡Light at 532 nm (355 nm) from a doubled (tripled) YAG laser has been used to drive Raman transitions in Ba+ (Yb+).
Ion m I λ1/2,λ3/2,λD γD ωF/2pi Qubits FOFI, B0 Gates
(amu) (nm) (s−1) (THz) (mT)
Be+ 9 3/2 313, 313, N.A. N.A. 0.198 H 11.94 R, M
Mg+ 25 5/2 280, 280, N.A. N.A. 2.75 H 10.9 R, M
24 0 ” ” ” * R
Ca+ 40 0 397, 393, 729 0.855 6.68 Z, F, O R, O
43 7/2 ” ” ” H, O 14.61 R, M
Sr+ 87 9/2 422, 408, 674 2.90 24.0
88 0 ” ” ” O O, R
Cd+ 111 1/2 226, 214, N.A. N.A. 74.4 H (Clock) R
112,114 0 ” ” ” * R
Ba+ 133† 1/2 493‡, 455, 1762 0.0286 50.7 H, O (Clock)
137 3/2 ” ” ” H, O (Clock)
138 0 ” ” ” O R
Yb+ 171 1/2 369‡, 329, 411 139 99.8 H (Clock) R, M
172, 174 0 ” ” ” O
2. Choice of Qubit and Gate Type
The two most popular qubit-gate pair choices in cur-
rent experiments are hyperfine qubits manipulated us-
ing Raman gates and optical qubits manipulated using
quadrupole transitions, in both cases using lasers for ex-
citation. While there is significant recent work based on
utilizing magnetic field gradients, sometimes in combi-
nation with RF or microwave fields, to control (nomi-
nally hyperfine) qubits, taken together, the single and
two-qubit gates with the best fidelity and at least rea-
sonable speed are currently laser-based. We will hence
compare the two pairs mentioned above in terms of the
tradeoff between speed, power, and error due to spon-
taneous emission, the main fundamental error source for
these gates. We note that both Raman and direct opti-
cal (quadrupole) gates may be applied to Zeeman qubits,
e.g. two-qubit phase gates can be performed either using
Raman coupling between the qubit states or by coupling
one of the qubit states to the metastable level to impart
a phase. This is also true of the fine-structure qubit.
Therefore, this comparison is instructive when selecting
among laser-based gates in general.
We will consider hyperfine qubits undergoing stimu-
lated Raman transitions and subject to spontaneous scat-
tering from an auxiliary level (almost always a rapidly
decaying P level) on the one hand, and optical qubits
undergoing direct optical qubit excitation and subject
to spontaneous decay from the metastable state (almost
always a long-lived D level) on the other. The qubit
types have significant tradeoffs for memory/storage sep-
arate from gates; these include the much longer de-
cay times, and hence longer coherence times, available
in the hyperfine qubits which can be contrasted with
the more straightforward state-preparation and detec-
tion and more amenable laser wavelengths available in
the optical qubits. In terms of single and two-qubit
gates, the direct optical gates can be performed using
only a single laser beam, while the Raman gates require
two or three laser fields and their relative interferomet-
ric stability. There is a corollary to this, however, in
that, for single-qubit gates, the two Raman beams may
be arranged with parallel k vectors such that the effec-
tive Lamb-Dicke parameter is essentially zero, allowing
for effecting transitions that are insensitive to the level
of ion-motional excitation. Thus single-qubit gates per-
formed in this way are much less reliant on cooling the
ion motion to the ground state of the trap potential when
compared with optical transitions. Two-qubit gate oper-
ation requires imparting a force on the ions, so in this
case, the Raman beams must have a difference-k vector
with an appreciable component along the displacement
direction of the mode(s) of interest.
The total power required for a single-qubit Raman ex-
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citation with Rabi frequency ΩR, while achieving a cer-
tain error probability R due to Raman scattering to the
ground S manifold, assuming two equivalent beams of
waist size w0, is [353]
PRaman,1Q =
4pi
3
~ cw20
k33/2
R
ΩR =
2pi2
3
~ cw20
k33/2
R
t−1gate.
(5)
Here k3/2 is the wavevector magnitude of the S1/2-to-P3/2
transition, and we have optimized the Raman beams’
polarization. By choosing a particular error probability,
we can obtain the required power as a function of the
gate speed (the second equation rewrites the power in
terms of pi-time tgate).
A similar expression may be obtained for the power
required for a single-qubit optical transition with Rabi
frequency ΩQ on a quadrupole transition with wavevector
magnitude kD to a D state with decay rate γD [70]:
POpt,1Q =
1
10
~ cw20
k3D
γD
Ω2Q =
pi2
40
~ cw20
k3D
γD
t−2gate. (6)
In this case, we have maximized the Rabi frequency with
respect to the laser beam polarization and direction with
respect to the quantizing magnetic field for a ∆mj = 2
transition, where mj denotes the Zeeman sublevel. As
can be seen, equations 5 and 6 are very similar. In both
cases, longer-wavelength transitions and smaller beams
are strongly preferred, both considerations which suggest
the use of integrated photonic technologies for scalable
designs. See Fig. 11a for a comparison of single-qubit
Raman and optical gates for several species of interest;
here we plot the power required as a function of pi-pulse
gate time for a spontaneous scattering error of 10−4 or
less. The main trends among species are due to the dif-
ferences in the optical gate wavelengths and D state de-
cay times. The main difference in the two expressions
for required power when considering Raman and optical
excitation is due to the Rabi frequency’s dependence on
the electric field E in a Raman transition in the presence
of fine structure [Ω ∝ E1E2 ωF/(∆R(∆R − ωF)) for Ra-
man detuning ∆R and fine-structure splitting ωF ] versus
a direct optical transition (Ω ∝ E).
This difference in scaling with the applied laser field
intensity, in combination with the fact that the sponta-
neous emission error probability in the optical-gate case
is inversely proportional to the gate speed, leads to a
situation in which the gate-type with the lower required
power (to get to a certain error probability) changes as
a function of gate speed: at longer gate times, the direct
optical gate requires less power than the Raman gate,
while the opposite is true for shorter gate times. The
cross-over gate-time depends not only on desired maxi-
mum error probability, but also on the level structure of
the ion species used:
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FIG. 11. Optical power required to drive optical and Raman
gates as a function of gate time for several ion species of inter-
est. The power is the total assuming an equal split between
two Raman beams, the optical gate is performed between the
ground state and the D5/2 state, and in both the optical and
Raman case, a constant 20 µm beam waist is assumed. (a)
Single qubit gates with an error of 10−4 error or less. (b)
Two-qubit gates with an error of 10−3 or less. Lower error
from spontaneous emission in the optical case requires going
to a shorter gate time (by increasing the power), whereas scat-
tering error can be reduced in the Raman case for the same
gate time by increasing both detuning and power.
tC-O,1Q =
3
80
(
λ3/2
λD
)3
R
γD
. (7)
where the wavelengths λ3/2 and λD correspond to the
wavevectors defined above. Values for tC-O,1Q are shown
for various ions for an error probability per pi-pulse of
10−4 or less in Table III.
Two-qubit gates, which are generally slower than
single-qubit gates due to the requirement to excite the
motion of the ions (not just of the electrons), can be
compared in a similar fashion. The gates will operate
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at a Rabi frequency that is reduced by the Lamb-Dicke
parameter η, meaning that the required power will be
larger. The required power for a Raman-driven two-qubit
gate, with the same scattering error, will be increased by
1/η2 when compared to a single-qubit gate; since the two-
qubit gate (with the same power and detuning) will be
η times slower (ignoring here multiple-phase-space-loop
gates), one factor of η (and increased detuning) is needed
to achieve the same error in the longer gate duration. An-
other is required to achieve an equivalent gate time tgate.
The required power in this case is
PRaman,2Q =
16pi2
3
cw20
k3/2
R
mωT t
−1
gate, (8)
where m is the mass of one ion and ωT is the the (an-
gular) trap frequency. Similarly, for direct optical gates,
the power needed for a two-qubit gate will be increased
by 1/η2, in this this case because the Rabi frequency is
proportional to the optical electric-field amplitude:
POpt,2Q =
pi2
10
cw20
kD
γD
mωT t
−2
gate. (9)
Hence heavy ions will need proportionally more power for
two-qubit gates, as expected by the requirement to excite
the collective ion motion. Longer-wavelength transitions
are still favorable, though not to the degree to which they
are for single-qubit gates. In Fig. 11b we plot the power
required for a two-qubit gate as a function of gate time
for a spontaneous scattering error of 10−3 or less, also for
the species shown in Fig. 11a. The cross-over gate time
tC-O,2Q will then be increased by a factor of η
2
P /(2η
2
D)
over tC-O,1Q, the factor of 2 due to the quadratic depen-
dence of POpt,2Q on the gate time; cross over times for
two-qubit gates are also listed in Table III. The choice
of gate type clearly depends heavily on the species of in-
terest and the speed versus power trade-off. We should
reiterate that only spontaneous emission errors are con-
sidered here. Recoil can also be a significant source of er-
ror for lighter ions participating in two-qubit gates [353],
and so these errors must be considered when spontaneous
emission rates are near 10−4 or below.
We additionally note that ion species with low-lying D
levels have a fundamental lower limit in achievable error
for Raman gates (single- and two-qubit) due to scattering
to the D level (only decay to the S is considered above)
which does not go to zero in the limit of large Raman de-
tuning. For the ions considered in Fig. 11 and Table III,
this limit is in the neighborhood of 10−4 except for Yb+,
in which it is a couple orders of magnitude smaller [353].
This is not the case for direct optical gates to the D lev-
els, where the error can always be decreased by reducing
the gate time (by increasing the optical power). There-
fore, if very low ultimate error is a consideration, e.g.
as is required for many currently studied error-correcting
codes, one would employ optical gates in species with D
levels, or Raman gates in species without D levels.
While the qubit-gate combinations considered here
may ultimately be limited by photon scattering,
magnetic-field-gradient gates avoid this error mecha-
nism. If the gate speeds using these techniques can
be significantly increased, and if likely challenges associ-
ated with addressing and power dissipation can be over-
come, magnetic-field-gradient gates have the potential to
achieve even higher fidelities than the laser-based gates
analyzed above.
3. Choice of System Temperature
While laser cooling is employed to reduce the kinetic
energy of an atomic ion to equivalent temperatures of
∼1 mK via Doppler cooling and ∼20 µK via subsequent
resolved-sideband cooling, the trap itself can remain at
room temperature (or even above [152]) during QC oper-
ations; the internal electronic qubit is effectively isolated
from this heat source. There are, however, effects of trap-
electrode temperature to consider for scalable systems.
For example, UHV pressures are required for long ion
lifetimes, and the use of cryogenics to achieve low pres-
sures has the added benefit that a wide range of materials
may be used, since outgassing is exponentially suppressed
at low temperatures. On the other hand, cooling power
is limited at very low temperatures due to the T 3 depen-
dence of the heat capacity of most materials, resulting
in challenges to power handling of dissipation from, e.g.,
integrated optical and electronic technologies. The ob-
served superlinear scaling of anomalous motional heating
(AMH) with temperature would suggest lower logic er-
rors can be attained by working at low temperature, but
most of the gain is accrued by getting to the 50–100 K
range [141]. It therefore may be most prudent to work
at an intermediate temperature of a few to several tens
of kelvin where most of the molecular constituents of air
are reduced to very low vapor pressure, but where suf-
ficient cooling power is available. One caveat to this is
in the case of working with species subject to reaction
with hydrogen, such as Be+; longer ion lifetimes may
be attainable at lower temperatures (the vapor pressure
of hydrogen drops significantly below ∼20 K). Another
advantage of working at very low temperatures is the re-
duction in ion swapping events due to elastic collisions
with background gas molecules as has been observed in
room-temperature dual-species scenarios [167].
Aside from trap temperature, trap frequency and ion
mass also impact AMH and can be examined to de-
termine how best to minimize its deleterious effects for
quantum logic. The heating rate ˙¯n of a particular mode
of vibration with harmonic-oscillator excitation n is re-
lated to the electric-field noise spectral density SE(ω) at
a trap frequency ω (ω = 2pi × f , with frequency f in
hertz) by
˙¯n =
q2
4m~ω
SE(ω). (10)
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TABLE III. Cross-over gate durations tC-O and total required gate-beam power P (tC-O) when the power needed for Raman
and optical gates are equivalent (cf. Fig.11); this assumes a 20 µm beam waist. Single-qubit (two-qubit) gate times and powers
are given for an error of 10−4 or less (10−3 or less), considering only spontaneous emission errors.
Ion
Single-qubit gate (≤ 10−4 error) Two-qubit gate (≤ 10−3 error)
tC-O,1Q (ns) P (tC-O,1Q) (mW) tC-O,2Q (µs) P (tC-O,2Q) (mW)
43Ca+ 680 5.0 12 3.9
87Sr+ 290 10 3.9 22
137Ba+ 2300 0.97 170 0.73
171Yb+ 14 420 0.11 2000
Here q and m are the ion’s charge and mass, respectively,
and ~ is the reduced Planck constant. The error in the
most widely used ion two-qubit gates [26, 356] due to
AMH is directly proportional to ˙¯n for heating rates slow
compared to the gate speed [27]. Experimentally, the
scaling of SE(ω) with frequency is typically measured to
be in the range of ω−1 to ω−1.5 [81, 82, 145, 146], lead-
ing to a scaling of ˙¯n, and hence the two-qubit gate error,
of ω−2 to ω−2.5. Therefore higher trap frequencies are
paramount for countering gate errors when dominated
by AMH. This is true even for fixed laser (or microwave)
gate-drive power: the gate speed will be proportional to
the sideband Rabi frequency, ηΩ for Ω the carrier Rabi
frequency and η ∝ ω−1/2. Thus, even though there is
a reduction in gate speed for higher trap frequency, the
total error from AMH will go down as at least ω−1.5 due
to the stronger dependence of ˙¯n on ω. Since the trap
frequency goes as ω ∝ m−1/2 (for both axial and radial
modes, as trap size is reduced [83]) and since ˙¯n ∝ 1/m
(see Eq. 10), the scaling of gate error in this case is very
weakly dependent on ion mass for fixed trapping voltage.
In this limit of AMH-dominated error, as the highest ob-
tainable trapping frequency is best, the applied voltage
should be as high as possible—dielectric breakdown will
likely be the ultimate limit for small structures, justify-
ing the assumption of fixed voltage. Though the mass
dependence is weak, lighter ions also suffer recoil error
if the logic is laser based [353], so there is a tradeoff to
consider here, with dependence on the relative amount
of error from these two sources.
4. Implications
These considerations, taken together, suggest particu-
lar scenarios for scaling systems of trapped ions. If gate
duration of approximately 10−5 s is not a limitation to
overall processor speed, lower optical power requirements
can be obtained by using optical logic gates as opposed
to stimulated Raman excitation. If, however, much faster
gates are required, with two-qubit gate durations at the
microsecond scale or below, less power is required via Ra-
man. It should be noted that extrapolations of sponta-
neous scattering error to significantly shorter gate dura-
tions may not be valid, since performing two-qubit gates
much faster than the trap oscillation period can lead to
nonidealities in standard gate operation due to opera-
tion outside the Lamb-Dicke regime, and spontaneous
scattering may no longer be dominant. Additionally, to
keep scattering errors low in this regime, more power may
be required than such extrapolations would suggest since
one must obtain the required phase difference between
the desired and other motional modes, all of which will
be driven appreciably for very fast gate operation [177].
For architectures capitalizing on the potential scalabil-
ity of integrated photonics approaches, optical gates have
an additional advantage of being operated at generally
longer wavelengths in the red and IR. Raman gates will
likely require high optical powers to be delivered at blue
and UV wavelengths where loss in optical waveguides is
somewhat higher; this loss will likely always be worse due
to the scaling of scattering loss with wavelength. Hence,
parallel operations over a large array will likely require
lower total input optical power, and suffer less on-chip
power dissipation, if gates are done optically.
In applications where low memory error is paramount,
e.g. for distillation of high-fidelity entanglement from
multiple copies of remotely-generated entangled pairs,
hyperfine qubits, especially those that can allow for FOFI
transitions, are the best option, with Zeeman qubits as
a potential second choice if the system requirements al-
low for sufficient magnetic shielding. Optical and fine-
structure qubits will always be limited by metastable-
state lifetimes, so may be less appropriate for cases that
require long periods without error correction, e.g. NISQ
quantum emulation.
With regards to hyperfine qubits, high ion mass leads
to an increase in the required power for Raman gates.
And heavier ions require higher voltages on ion traps, a
challenge to scalability. However, the nuclear-spin-1/2
isotopes, with their more straightforward state prepara-
tion and repumping schemes, are present in the heavier
species. The lighter ions allow higher trap frequencies,
and therefore may allow faster gate operation (if suffi-
cient power is available). They are also easier to move
with optical-dipole forces, and so require lower power for
Raman excitation, but their wavelengths are far into the
UV, potentially limiting applicability of standard inte-
grated photonics technologies as may be desired in large
arrays. The high voltages and optical powers required
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with heavy ions and the UV wavelengths of the light ions
suggest the use of medium-weight ions for portable ap-
plications, such as QC-based sensors, where a compro-
mise on electrical and optical power (at more reasonable
wavelengths, including red/IR-accessible optical qubits)
is possible.
While very long coherence times are available using
hyperfine qubits in non-zero nuclear-spin ions, fault-
tolerant QC may be hindered by the leakage possible in
these atomic systems due to the presence of the many hy-
perfine sublevels in the ground-state manifold. A recent
analysis shows that Zeeman qubits in zero nuclear-spin
ions can lead to fewer required resources to reach a given
logical qubit error, assuming magnetic field fluctuations
can be reduced to a nominal level, due to these ions’
relative resilience to leakage errors [357].
Magnetic gradient gates, either based on static or dy-
namic gradients, have not been analyzed in any detail
here, as they have so far proven to be substantially slower
than optical gates. Since microwaves are generally used
for these gates, there are also concerns for larger sys-
tems related to crosstalk and required power. The lack of
spontaneous scattering could potentially lead to higher-
fidelity gates, but in order to make the gates faster, ions
will likely need to be trapped closer to the gradient-
producing structures (wires or permanent magnets); the
scaling of AMH with ion-electrode distance would seem
to preclude more than a modest increase in gradient via
reducing this distance alone, however. Operation at cryo-
genic temperatures, where AMH is significantly lower
and wiring resistances—whether in normal metal or in
a superconducting material—can be greatly reduced to
minimize required microwave power, is a possible av-
enue for further development of this gate methodology.
However, present capabilities are not commensurate with
what is achievable optically. Near-term scalable systems
will likely be based on the Raman and direct-optical gates
described above.
If there were to be a “general purpose” ion, it would
probably be Ca+. It is widely used in experiments, QC-
based and otherwise, all types of qubits and gates have
been demonstrated using this species, and it has been
used to demonstrate very high fidelity two-qubit gates,
state-preparation, measurement, and very long coher-
ence times in trapped-ion systems. It has also been used
to demonstrate many QC primitives and algorithms, as
well as in quantum simulation investigations. The wave-
lengths needed are relatively convenient, roughly span-
ning the visible spectrum, and there is a choice of hav-
ing fully functional ion qubits with (43Ca+) or without
(40Ca+) nuclear spin, each of which has optically ad-
dressable levels for shelving or quantum operations. The
ground state hyperfine splitting in 43Ca+ is a manageable
3.2 GHz, large enough to provide spectroscopic address-
ability, but not so high that it cannot be easily spanned or
that dealing with microwave transmission becomes pro-
hibitive. Moreover, its mass is very near the geometric
mean of the lowest and highest masses of ions routinely
used in QC experiments (namely 9Be+ and 171Yb+), so it
plays well with other ions if dual-species operation is de-
sired, i.e. for remote entanglement generation, syndrome
readout, and sympathetic cooling in an ion register. Ca+
is thus likely to be a convenient choice for an ion to build
a system around, particularly if flexible operation is de-
sired or if the ultimate QC-related application is unclear.
Considering dual-species operation in general, while
Ca+ would be a reasonable selection to pair with many
ion species, pairs of ion species closer in mass are
preferable if the main goal is for a sympathetic coolant
and/or syndrome-extraction/entanglement-transfer an-
cilla. Pairs that make sense in this regard, as well as when
considering wavelength similarities (for ease of use), are
Be+/Mg+, Ca+/Sr+, Sr+/Ba+, and Ba+/Yb+. Three
of these pairs are currently being pursued for QC in ma-
jor efforts, some by multiple groups. The light-ion duo,
Be+/Mg+, has a compact (though rather UV) wave-
length range, and if power is available, very high trap
frequencies and fast operation should be possible [168].
Rayleigh scattering imparting random momentum kicks
may be a limit to ultimate fidelity. The Ca+/Sr+ pairing
also has a good overlap in wavelength ranges and pro-
vides two very similar systems, with optical qubit and
optical gate possibilities. There is the potential in addi-
tion to use a single laser wavelength near 400 nm for inter-
species Raman-based logic [358], though scattering to the
D levels may ultimately limit Raman-gate fidelity. The
heavy-ion pairing Ba+/Yb+ is being pursued for remote-
entanglement in a modular QC architecture [311], with
the very favorable Ba+ wavelengths serving to provide
photons for entanglement generation. Interspecies oper-
ations here require more power than with the other ions
(see Fig. 11), but these species benefit from the avail-
ability of high-power pulsed lasers at YAG harmonics for
Raman gates. The fourth pair of ion species mentioned
above, Sr+/Ba+, while not being actively employed in
many current experiments, would appear to have signifi-
cant potential. With a very favorable mass ratio, no UV
wavelength requirements, and the flexibility to have two
optical qubits, or an optical and hyperfine pair, these
species may be useful for on-chip applications requiring
photon collection and/or transmission. Moreover, the
possibility of utilizing 133Ba+ in this pair adds the po-
tential benefits of a nuclear-spin 1/2 hyperfine structure.
These are obviously more combinations that can be pur-
sued if a large wavelength range is tolerable, and this
variety allows tailoring to paricular applications.
C. Future Experiments to Enable Practical
Trapped-Ion Quantum Computers
We anticipate that a number of very useful research
directions and experiments will be pursued to help en-
able and/or assess the prospects for practical QC with
trapped ions.
Understanding and mitigating anomalous motional
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heating: In many experiments, the fidelities of multi-ion-
qubit gates are limited by motional heating. While this is
currently not true in all gate demonstrations (including
those with the highest reported fidelities), we expect the
precision of quantum control of trapped ions to continue
to improve, and so at some point, motional heating will
be the dominant limitation if it is not mitigated. Likely
key to this mitigation will be understanding the source of
the electric field noise in ion traps. We therefore believe
that crucial experiments remain to be done to take the
“anomalous” out of anomalous heating. In particular,
it must be determined what ion trap materials and/or
surface preparation techniques are best-suited for high-
fidelity quantum control of ions, keeping in mind that
such materials should be compatible with scaling systems
to greater size.
Development of new techniques for robust ion control:
While ions have been controlled and measured with very
high fidelity, achieved fidelities are not high enough to
obviate the need for quantum error correction and the
substantial overhead that comes with it. Furthermore,
the demonstrated high fidelity has been achieved only
in few-ion systems, and it may worsen as the system
is scaled up by orders of magnitude; at the very least,
we should probably not expect it to improve without ef-
fort. As a result, experiments must continue to focus on
quantum control of trapped ions that not only improves
fidelity, but that is likely to do so even in systems of con-
siderably larger size. One direction for this is to develop
control methods and hardware that maintain their preci-
sion as they are scaled up. Another direction is to assume
that control imperfections are likely to be magnified as
the system size grows, and to develop techniques that
need not be as precise. One promising approach based
on the latter strategy, is that of dissipation engineering,
whereby dissipation is used as a resource, rather than a
hindrance, to generate quantum states with high fidelity
in a manner that is relatively insensitive to the ampli-
tudes and/or frequencies of the control fields [359, 360],
as compared with strictly unitary operations.
Techniques for faster gates: One of the biggest draw-
backs to working with trapped-ion qubits is the speed
with which gates can be performed; these gates, though
high fidelity, are slow compared with some other qubit
modalities. All gates performed on ions to date have uti-
lized the coupling of a control field to either an electric
or magnetic multipole of the ion, and the gate speed is
thus fundamentally limited by the strength of this cou-
pling (for a fixed control-field intensity). In the case of
two qubit gates, which require imparting the momentum
of control-field photons to an ion, the mass of the ion
is also a limit to the speed. A conceptually straight-
forward way to increase gate speed is to increase the
control-field intensity, but when considering the goal of
working with large numbers of ions, each likely requiring
its own gate field, the prospect of increasing the per-ion
field power is daunting. One promising solution, as dis-
cussed in Sec. V B, is to employ integrated photonics to
enable tight focusing of gate lasers, and thus deliver high
intensity light to ions with moderate power. However,
this approach should not be the only way forward that
is considered. Instead, the development and demonstra-
tion of fast, high-fidelity ion control techniques that do
not depend on high control-field intensity should be an
emphasis of research in the community. It is particu-
larly important that such work focus on two-qubit gates,
which may set the speed limit to quantum processing
with ions. In doing so, it is likely that techniques will
have to be developed that operate outside the Lamb-
Dicke regime with highly-excited ion-motional states. In
fact, work along this line has already begun [40]. Con-
siderations besides laser intensity that arise in this part
of parameter space include off-resonant driving of mo-
tional modes other than the desired one, and in the case
of Mølmer-Sørensen gates, off-resonant excitation of the
carrier [177].
Noise Characterization: As discussed in Sec. IV B,
noise affecting qubit memory and control presently limits
trapped-ion coherence times and gate fidelities. Analyses
of error mitigation protocols and error correcting codes
always assume some model of the noise, which may not
correspond to the actual noise present in trapped-ion sys-
tems. However, the determined efficacy of a particular
error-handling strategy typically depends sensitively on
the details of the assumed noise. It will therefore be
of great importance to develop and implement efficient
techniques to measure the types, magnitudes, and corre-
lations of noise in trapped-ion systems, particularly for
systems of intermediate scale (e.g. 100 ions or greater),
where different noise sources are likely to predominate
compared to few-ion systems. Only then can we hope to
have meaningful estimates of the performance of larger
quantum computers in the presence of noise.
Demonstration and performance analysis of fault-
tolerant error correction: In order to truly assess the
prospects for building a practical trapped-ion quantum
computer, a fault-tolerant logical qubit must be demon-
strated. That is, it must be explicitly verified that a
number of physical ion qubits can be assembled and con-
trolled in order to detect and correct any realistic errors
that are likely to occur in a large quantum system, and
this must be done in such a way that reduces the error
rate of the logical qubit as compared with the physical
qubits. While such a demonstration would be heroic in
its own right, an analysis of the performance of quan-
tum error correction must also be undertaken in order to
learn how it is likely to work in systems of larger size,
including how a universal set of fault-tolerant quantum
gates on logical qubits might be implemented.
Determining the benefits and limitations of integrated
control and measurement hardware: As discussed in
Sec. V, one of the most promising paths towards realizing
a scalable trapped-ion quantum computer is to develop
integrated ion-control and measurement technology. In
many cases, there is potential that this integration will
not only lead to a capability to control large numbers of
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ions, but will also lead to improved performance in small
systems. At the same time, there is no assurance that
this integration will not introduce new problems. Ex-
periments aimed at assessing the benefits and challenges
associated with integration will therefore be important.
Simply, the integrated hardware must be designed, built,
and tested in small trapped ion systems in order to de-
termine its long-term potential.
Experiments to inform architectural analysis: In a few
places throughout this review, we have speculated on
which architectures might be most promising for the
implementation of practical trapped-ion quantum com-
puters. However, there is currently insufficient data to
determine which architectural primitives (or combina-
tions of primitives) are likely to be best. The ideal
details and parameters of these architectures also re-
main to be determined. We believe that experiments
aimed at making such determinations will be crucial to
charting the direction of future trapped-ion system de-
velopment. For instance, it will be important to explore
the tradeoffs for QC in linear chains of ions of varying
length. As the chains grow longer, two-qubit gates will
likely get slower and have higher error; however, in or-
der to process quantum information using a given num-
ber of qubits, a smaller number of split/join and trans-
port operations will be required, as compared to shorter
chains. Since these transport operations take time and
introduce motional excitation detrimental to gate per-
formance, a practically-optimal linear chain (multi-qubit
module) length may be discovered, and ought to inform
the size of linear arrays that are developed for ion QC
systems. This is just one example, but there are many
experiments that will be beneficial to explore the trade-
offs between time, fidelity, and resources (both in qubit
number and gate operations) for a given set of architec-
tural primitives. These include comparing the perfor-
mance of 1D and 2D ion arrays, as well as exploring the
benefits and drawbacks of modular approaches, such as
that based on photonic interconnects.
Due to the status of trapped ions as a leading qubit
technology, trapped-ion experiments have already played
a key role over the past two decades in advancing the field
of QC and in highlighting challenges that must be over-
come to achieve large-scale quantum information process-
ing. While the preceding list of suggested experiments
probing the long-term prospects for trapped-ion QC is
surely not exhaustive, we believe it gives a flavor of what
questions will be asked and investigated over the coming
years. Trapped ions are likely to continue to be a power-
ful tool for exploring the capabilities and limitations of
QC.
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