A computational model of mechanical to neural transduction at the hair cell-auditory-nerve synapse is presented. It produces a stream of events (spikes) that are precisely located in time in response to an arbitrary stimulus and is intended for use as an input to automatic speech recognition systems as well as a contribution to the theory of the origin of auditory-nerve spike activity. The behavior of the model is compared to data from animal studies in the following tests: (a) rate-intensity functions for adapted and unadapted responding; (b) two-component short-term adaptation; (c) frequency-limited phase locking of events; (d) additivity of responding following stimulus-intensity increases and decreases; (e) recovery of spontaneous activity following stimulus offset; and (f) recovery of ability to respond to a second stimulus following offset of a first stimulus. The behavior of the model compares well with empirical data but discrepancies in tests (d) and (f) point to the need for further development. Additional functions that have been successfully simulated in previous tests include realistic interspike-interval histograms for silence and intense sinusoidal stimuli, realistic poststimulus period histograms at various intensities and nonmonotonic functions relating incremental and decremental responses to background stimulus intensity. The model is computationally convenient and well suited to use in automatic recognition devices that use models of the peripheral auditory system as input devices. It is particularly well suited to devices that require stimulus phase information to be preserved at low frequencies.
INTRODUCTION
Spike activity in auditory-nerve fibers is a probabilistic nonlinear function of the instantaneous amplitude of the acoustic stimulus. In recent years, a number of increasingly sophisticated computational models of this process have been presented that aim to explain the particular nonlinearities that occur at the junction between the inner hair cells and individual auditory-nerve fibers, the point of neuromechanical transduction (Siebert, 1965; Weiss, 1966; Nilsson, 1975; Schroeder and Hall, 1974; Oono and Sujaku, 1975; Eggermont, 1973; Geisler et al., 1979; Brachman, 1980; Ross, 1982; Schwid and Geisler, 1982; Smith and Brachman, 1982; Westerman, 1985; Westerman and Smith, 1986; Cooke, 1986; Meddis, 1986 ).
These models are of interest to hearing researchers from a number of points of view. They offer a readily testable scientific explanation of the observed phenomena and stimulate the further development of theories of mechanism. Models that generate simulated spike trains in response to an acoustic stimulus are also a necessary prerequisite to detailed modeling of physiological proee•eu occurring at "higher" levels of the system, for example, the cochlear nucleus or psychological processes such as auditory selective attention (e.g., Evans, 1986; Lyon, 1985) . In addition, an immediate technological application of such spike-generating systems occurs in the design of automatic speech recognition devices. In hearing laboratories, spike generators are already in use for training researchers and testing apparatus without the need for live preparations. Ideally, a proliferation of models should stimulate fruitful empirical studies by suggesting crucial experiments to decide between equally successful accounts. Regrettably, we have not yet reached that stage because no existing model has been shown to agree with all of the published results already available. Moreover, as new results are published, it is difficult to decide whether existing models can account for them except after a full-scale computational investigation.
Armchair evaluation of the issue is normally totally inadequate. The purpose of this article is to report on a computational investigation of one model (Meddis, 1986) in the context of three recent research results: (a) the effect of stimulus amplitude on rapid and short-term adaptation time constants (Westerman and Smith, 1984) ; (b) the effect of increments and decrements of stimulus amplitude (Smith et al., 1985) ; and (c) the recovery of rapid and short-term response capacity following masking stimuli (Westerman, 1985) . The article will also present an unintended, emergent property of the model which is the simulation of Rose et al.'s (1967) observation of phase-locked responding and its restriction to low-frequency acoustic stimuli. The high-frequency limit on phase locking is normally ascribed to lowpass filtering characteristics of the hair cell membrane as manifest in the decline of the ac/dc ratio of inner hair cell potentials as stimulus frequency rises (Sellick and Russell, 1980; Palmer and Russell, 1986 ). In the model, it arises as a consequence of delays in removing transmitter from the hair cell-nerve fiber junction.
I. THE MODEL
The model has been fully described elsewhere (Meddis, 1986; model B) but is summarized in Fig. 1 The model is summarized by three differential equations that are given in Fig. 1 . For the purposes of computation, dt is normally set to 0.00005 s except when explicitly stated. The three equations are evaluated; therefore, 20 000 times per second and the quanti ties q (t), c (t), and w (t) are changed after each iteration. The model has seven parameters, y, x, l, r, g, A, and B, that can be set by the modeler (Table I) .
k(t) =g[S(t) + A]/[S(t) + A +B], for [s(t) +•t] >0, k(t)=O, for [S(t)+AI<0,

II. METHODS OF EVALUATION
In a previous article (Meddis, 1986) , it was shown that the model could realistically simulate mammalian adapted spike-rate/intensity function in the auditory nerve, appropriate interval and period histograms in response to sinusoidal stimulation, and suitable intensity related rate changes in response to increases and decreases in stimulus intensity. Subsequent research, to be described below, showed that the model could reproduce Smith's (1977) observation that the adaptation response following sudden stimulus increment is characterized by the sum of two exponential decay functions. It also indicated that the period histograms demonstrated a frequency-dependent phase-locking response that was analogous to Rose et al.'s (1967) observations. These observations were followed by a period of parameter manipulation that aimed to fit the model's responding to detailed published numerical accounts of auditory fiber activity (Westerman and Smith, 1984) . When a useful configuration of parameters had been established, the model was further tested against two recently published results involving the "additivity principle" and the effects of masking stimuli on the subsequent recovery of response capability. The following account is not a historical record of these developments but a demonstration of the strengths and weaknesses of the model using the final configuration of parameters. These values are given in Table I 
Meddis, 1986
New values 
A. Rate intensity
Using the parameters in Table I , column 2, a new set of rate-intensity curves was produced and is given in Fig. 2 the instantaneous amplitude of the signal. This latter process is not simulated here so that the former process can be studied in isolation. The results do not agree with their results (Fig. 7) . Their study showed horizontal functions for 6-dB increment (I-and 10-ms window) and for 6-dB decrement (10-ms window). The short-term decrement function (1-ms window) was shown to reduce with increasing delay. The model does show the required responses following stimulus decrements but is clearly discrepant during the first 10 ms of delay for stimulus increments.
E. Recovery of function
Following an intense masking tone, spontaneous firing of the fiber is briefly suppressed before slowly recovering to normal spontaneous levels. Westerman (1985) gives mean recovery time constants of 40 ms (standard deviation of 25 ms) based on 12 fibers. The model, using the specified final parameters, has a recovery time constant of 46 ms.
In the first millisecond following stimulus offset (50 dB), the excitation function of the computer model falls to a value equivalent to a rate of 9 spikes/s. This contrasts with a period of total suppression that is commonly observed. The model is, therefore, unable to explain a total suppression of spike activity. Alternatively, we may be seeking an explanation of the dead period in the wrong place. The total poststimulus suppression may reflect postsynaptic fatigue that is not represented in the model at all. 
III. OPTIMIZING PARAMETERS
The preceding exposition is based on simulations using an unchanging parameter set. Similarly, the rescaling of cleft contents to indicate potential firing rate used the same scale factor throughout. While it is encouraging that the model was able to fit the empirical data as well as it did, we have no guarantee that its performance could not have been improved with a better set of parameters. The method of parameter optimization used here was the laborious "hillclimbing" approach of changing one parameter at a time and noting the effect. If the effect was beneficial, this set of parameters was used as a new starting point; otherwise, it was necessary to revert to the previous set and make a different change.
The benefit of each new parameter change was assessed in terms in a number of dependent measures that compared model performance with target values derived from empirical data. The measures and the targets given in brackets are as follows: ( 1 ) the cleft and thus affects all firing rates and rapid adaptation time constants; y, the replenishment factor, affects spontaneous and adapted firing rates as well as the short-term adaptation time constant; r, the rate of return of transmitter from the cleft into the cell, affects phase locking and the shortterm adaptation time constant; x, the rate of transmitter reprocessing, affects only the adaptation time constants; l, the rate of loss of transmitter from the cleft--and, hence, from the whole system--influences all firing rates and the shortterm adaptation time constant.
IV. DISCUSSION
Two possible uses of hair cell models were identified in the Introduction. First, they are a readily testable structural account of what is actually happening at the hair cell-auditory-nerve synapse. Second, they can be used as a generator of trains of spikes to act as input to other models of, for example, cochlear nucleus functioning, binaural hearing, selective attention, speech recognition, etc. Different criteria of usefulness apply in these various cases. Certainly, weaker criteria must apply to the model as an input device to other models because the development of theories concerning "higher" processes cannot wait until all the problems of characterizing the "lower" processes have been solved.
Compromise is unavoidable.
The current model is clearly very suitable for use as a spike generator because the cleft contents, when multiplied by a suitable constant, can be viewed as a statement of the probability that a spike will occur at that time. A random number generator can, therefore, be used to decide whether a spike does occur at that time. The model will accept an arbitrary stimulus sampled at any rate that would normally be acceptable in acoustic analysis. In response, it produces a stream of spikes precisely located in time. Rate measures can be derived from this output, as required. More importantly, knowing the precise timing of each event is a special virtue for those analysis systems that depend upon the time intervals between spikes (e.g., Moore, 1982) or, more generally, which involve any kind of phase sensitivity (Patterson, 1987) . The simplicity of the model allows for rapid numerical evaluation. A recent implementation on an 8-bit 6502 ( 1-MHz) processor runs at 10 times real time when using a 20-kHz sampling rate and we expect to produce a real-time implementation using a more powerful processor in the near future. Moreover, the model appears to mimic all of the major properties of auditory-nerve response. Such defects as have been revealed so far are unlikely to affect adversely research progress for systems using this model as an input device.
The failings of the model, however, are much more critical when evaluating its potential as a structural account of events taking place at the point where the auditory nerve meets the hair cell. It is not possible to make a direct comparison with other published accounts because this is the first time that this particular set of experimental paradigms has been simulated as a complete set. However, the range of phenomena successfully simulated suggests that the model defects are relatively minor. These involve two anomalies. First, the onset response shows an unrealistic sensitivity to level of adaptation during the first 10 ms of the adaptation process. Second, recovery of the ability to respond to a new stimulus following an intense masking stimulus shows important discrepancies with empirical results. Having dwelt at length on the difficulties with the model, it is useful to rehearse the many phenomena that the model has successfully simulated. This summary is also drawn from a previous report (Meddis, 1986 ) that used the same model with only parameter changes. Phenomena successfully simulated are as follows: (1) steady-state rate/intensity functions; (2) poststimulus period histograms at various levels of stimulus intensity; (3) interspike-interval histograms for silence and 70-dB, 1-kHz sinusoid; (4) nonmonotonic functions relating incremental and deeremental responses to stimulation amplitude changes as a function of background stimulation intensity; (5) adaptation functions that can be described as the sum of two exponential decay functions; (6) realistic synchronization coefficients decaying as a function of frequency; (7) realistic effects caused by decrements in stimulation intensity as a function of adaptation level for both onset and short-term measures and for short-term measures after stimulus increment; and (8) realistic rate of recovery of spontaneous firing rates following intense stimulation.
An interesting feature of the model is its reliance on transmitter movement delays to generate the familiar property whereby phase locking is limited by stimulus frequency. Little attention has been given to this possibility which exists whether or not we accept the idea of transmitter reuptake into the hair cell. Even on a pure dissipation and destruction principle, there must be some delay in clearing transmitter from the cleft. Recent work on the close association between the receptor potentials of inner hair cells and phase-locking indices is troubled by two difficulties: First, direct extrapolation from receptor potential seems to underestimate phaselocking ability, and, second, that the great variation among species in phase-locking ability may impose too great a strain on the theory (Palmer and Russell, 1986) . While the model's successful use of transmitter movement as a basis for generating the phenomenon does not grant it the status of a true explanation, it does require that this possibility be taken into account in future discussion of the matter.
The reuptake principle was originally adopted for reasons of computational expediency. However, a recent study (Siegel and Brownell, 1986) has shown that this process may indeed be at work. They offer evidence of membrane recycling at the inner hair cell synapse. Some of the membrane recovered from the cleft (presumably by a process of invagination) appears to be used in the formation of new synaptic vesicles. This provides circumstantial evidence, at least, that a fast route exists for the reuptake of large molecules from the cleft into the presynaptic region.
While the model has many interesting and satisfactory features, it is accepted that it may benefit from modifications based on other published models. Unfortunately, no direct comparison has yet been made that would allow a summary of the respective strengths of the different models. It is proposed that the set of tests described in this article could provide a minimum subset for comparative testing of all current models and a project to do this is currently planned. For such a comparison to be fully effective, some objective and preferably automatic method for optimizing the parameters in each model is clearly called for--especially for those models that do not allow for analytic solutions. This problem is under active discussion in many areas of scientific endeavor (Kirkpatrick et al., 1983 ) and some of the proposed solutions will be actively explored in this context.
APPENDIX
The adaptation curve of the excitation function following a stimulus increment was described in terms of the equation Y, = a + be-,/r, + ce -,/r., 
Since we know that adaptation, for our purposes, is virtually complete after a quarter of a second, we can use a value not much smaller than the excitation function after 300 ms of adaptation have elapsed for Y.,i,. Here, Y•,,, is also taken as our estimate of the parameter a. We assume that the first time constant (T•) is unlikely to be greater than 10 ms. As a result, we do not expect this first process to make much contribution to the function after 40 ms. We, therefore, compute T2 
