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ON (−1) CLASSES
OLIVIA DUMITRESCU AND NATHAN PRIDDIS
Abstract. In this paper we study (−1) classes for the blow up of projective
space Pn in several points. We generalize Noether’s inequality, and we prove
that all (−1) classes are in bijective correspondence with the orbit of the Weyl
group action on one exceptional divisor following Nagata’s original approach.
This correspondence was first noticed by Laface and Ugaglia. Moreover, we
prove that the irreducibility condition from the definition of (−1) classes can
be replaced by the numerical condition of having positive intersection with all
(−1) classes of smaller degree via the Mukai pairing.
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Introduction
In this article, we generalize several important results about the blow up of Pn
in several points. As motivation, let us recall one of Hilbert’s problems.
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0.1. Hilbert’s 14th problem. In 1900 Hilbert posed 23 problems at the Interna-
tional Congress of Mathematicians in Paris. Hilbert’s fourteenth problem encoun-
tered several modifications and generalizations in the subsequent years, one of them
due to Zariski in 1953 [37]. The original formulation of the conjecture (following
Nagata [31]) is as follows.
Problem 0.1. Let K be a field and G a subgroup of the linear group GL(s,K),
acting via automorphisms on the polynomial ring K[x1, . . . , xs]. Is the invariant
ring K[x1, . . . , xs]
G finitely generated over field K?
The answer of this problem was proven in the affirmative in the following cases:
• K = C and G = SL(s,K) (Hilbert).
• G a finite group and K arbitrary (Emmy Noether).
• K = C and G = Ga a one parameter group (Weitzerbock).
• K = C and G a connected semi-simple group (H. Weyl).
In 1958 Masayoshi Nagata gave a counterexample to Hilbert’s 14th problem by
considering the standard unipotent linear action of Cs on the polynomial ring in
2s variables S = C[x1, . . . , xs, y1, . . . , ys] (see [28] and [29])
(t1, . . . , ts) · (x1, . . . , xs, y1, . . . , ys) = (x1, . . . , xs, y1 + t1x1, . . . , ys + tsxs)
Nagata proved that if G = G13a , the general linear group in C
16, the invariant
ring SG is not finitely generated. This is due to the fact that there is an infinite
number of (−1) curves in the Picard group of X2,16, the blow up of P2 in 16 general
points, or equivalently that the orbit of the Weyl group W2,16 on one exceptional
divisor in X2,16 is not finitely generated. We will discuss this more below.
The example of Nagata [28] and [29] was generalized by Steinberg in [33] for
G = G6a, again by Mukai in [26] for G = G
3
a and s = 9 (or more generally for
dimG = i ≥ 3 and s ≥ i2
i−2 ).
The connection between Hilbert’s fourteenth problem and the blow up of Pn is
realized via the Cox ring. Before we describe that connection, let us introduce some
notation that we will use throughout the paper.
Notation 0.2. Let Xn,s denote the blowup of P
n in a collection of s points
p1, . . . , ps in general position.
The Picard group is generated by PicXn,s = 〈H,E1, . . . , Es〉, where H is a
general hyperplane in Pn and Ei is the exceptional divisors corresponding to the
point pi.
A general divisor D ∈ PicXn,s can be written in terms of degree d and multi-
plicities mi:
(0.1) D = dH −
s∑
i=1
miEi.
One of the major breakthroughs of Nagata was to show that if G = Gla ⊂ Cs
then the invariant ring SG is isomorphic to the Cox ring of the blow up Xs−l−1,s,
i.e.
SG ∼= Cox(Xs−l−1,s).
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Recall that if X a projective variety whose Picard group is freely generated by
divisors D1, . . . , Dr, then the Cox ring is defined by
Cox(X) =
⊕
(n1,...,nr)∈Zr
H0(X,n1D1 + . . .+ nrDr).
Notice X is toric if and only if its Cox ring is polynomial. Hu and Keel proved
that a projective variety X is a Mori Dream Space if and only if Cox(X) is finitely
generated [18]. For example, all del Pezzo surfaces (i.e. the blow up of a projective
plane in s points, for s ≤ 8) are Mori Dream Spaces. In fact the Cox ring of del
Pezzo surfaces is proved to be a quadratic algebra in [34]—that is the Cox ring
is generated in degree 1 with all relations in degree 2. As further examples, it is
known that X3,7 and X4,8 are Mori dream spaces, but the Cox ring is only known
for X3,7 (see [32]).
Returning to the discussion above, if we consider G = G2a, then Castravet–
Tevelev prove in [7] that SG is finitely generated, i.e. Cox ring of the blowup
Xs−3,s is a Mori dream space. In Nagata’s example, we see that X2,16 is not a Mori
Dream Space, and via Mukai, the same is true for X5,9.
An important class of divisors on X2,s are known as (−1) curves. Their impor-
tance is illustrated in the following results. In [3] Batyrev and Popov proved that
the Cox rings for del Pezzo surfaces are generated by (−1) curves for s ≤ 7, and
by (−1) curves together with the anticanonical class for s = 8. Moreover, in [7]
Castravet–Tevelev proved that Cox(Xn,s) is generated by (−1) classes (which we
define later) for s ≤ n+ 3. In this paper we study such divisors and prove several
results generalizing what is known about (−1) curves in dimension two to higher
dimension.
For example, in [30, Theorem 2a] Nagata proves that on X2,s there exists a
bijection between (−1) curves (what Nagata calls irreducible exceptional curves of
the first type) and the orbit of the Weyl group under the class of an exceptional
divisor (what Nagata calls pre-exceptional type of first kind). In [9] the authors
prove that the irreducibility assumption in the definition of (−1) curves can be
replaced by an algebraic condition: the divisor having positive intersection with all
(−1) curves of smaller degree. We will discuss both of these results in more detail
in Section 7. In the current article, we will generalize both of these results to higher
dimension.
The current work also is related to understanding the Cox ring of M0,n. In [19]
Kapranov identified M0,n with a projective variety isomorphic to the projective
space Pn−3 successively blown up along r-dimensional cycles spanned by (r + 1)-
subsets of a set with n − 1 general points, with r increasing from 0 to n − 4.
Though we only look at blowing up in a collection of points, there seems to be a
relationship between what we will call ”sporadic divisors” and generators of the Cox
ring ofM0,n. For example, the first sporadic divisor D1 = 2H−E1−E2−· · ·−E9
discussed in Example 4.8 is very similar to the Keel-Vermiere divisor that is a
quadric through 5 points and 4 lines Lemma 2.1 (see e.g. [36]). The Keel-Vermiere
divisor together with the boundary divisors are generators of the Cox ring of M0,6
[6].
A similar statement is true for the second sporadic divisor in Example 4.8.
Furthermore,M0,n has been proven to NOT be a Mori Dream Space for n ≥ 10
(see e.g. [8], [13], [16]).
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This brings up two questions of interest. First, can we expect a correspondence
in the world of Cox ring generators of Pn−3 blown up in s points and of M0,n by
some sort of degeneration argument?
And secondly, one can ask if the notion of (−1) classes or can be generalized to
the blow up of Pn in higher dimensional cycles, as described above, and whether the
generators of the Cox ring can be described by numerical conditions as discussed in
the current article. This would give some insight into the generators of Cox rings
of M0,n through a combinatorics point of view. This problem will the be topic of
future work.
Finally, let us mention two more results related to the current work. In [26],
Mukai extended the action of Nagata to products of projective spaces. Let Xa,b,c
denote the blown up product Pc−1 × . . . × Pc−1 of a − 1 terms, at b + c general
points. Then Cox(Xa,b,c) is finitely generated if and only if
1
a
+ 1
b
+ 1
c
> 1 (see [7],
[27]).
In [35] Totaro, discusses Hilbert’s fourteenth problem over arbitrary fields, in
particular over fields of positive characteristics. For some cases, he relates finite
generation of the total coordinate ring, to finiteness of a Mordell–Weil group.
0.2. Previous work. In the paper [32] Park and Lesieutre briefly relate (−1)
divisors to effective divisors satisfying conditions (0.2). In the current article, Re-
mark 4.6 gives a concrete connection between notions (−1) divisors introduced by
Mukai and the (−1) classes we study in this paper.
Laface and Ugaglia introduced the concept of (−1) classes in [20], where they
also study properties of the Dolgachev-Mukai form and relate the (−1) classes to
the orbit of Weyl group under one exceptional divisors via what we call Nagata’s
correspondence (see Theorem 0.5).
In this paper we study these (−1) classes and prove several important results
regarding these classes following the classical approach of Nagata (and later Dol-
gachev). First, we prove the Max Noether inequality, and generalize a result of Dol-
gachev regarding rational curves with self-intersection −2 from the two-dimensional
to n-dimensional space. We also prove Nagata’s correspondence between (−1)
classes and the Weyl group orbit following Nagata’s original approach, giving a
different proof from that given in [20]. Moreover, we give a new criterium for ir-
reducibility, based on intersection of divisors with smaller degree. It is important
to remark that Example 5.1 and Example 4.2 emphasize the importance of the
effectivity assumption for main Theorems of the paper, namely Theorems 0.4 and
the Nagata correspondence in Theorem 0.5, while Examples 7.3 and 1.13 emphasize
the importance of irreducibility assumption in Theorem 0.6.
Throughout the paper we emphasize similarities and differences between the two-
dimensional and n-dimensional cases, allowing us to conclude that the definition of
(−1) classes is a natural generalization of (−1) curves that was missing from the
literature for a long time and was not exploited in in full generality. To place this
work in the right framework we introduced the historical background that has lead
to this current development.
0.3. Main results. We will now state the main results of the current work. In
order to do so, let us first recall a definition introduced by Laface and Ugaglia in
[20] and set some notation.
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We refer to a (−1) class on Xn,s (see Definition 4.1) as an effective, reduced and
irreducible divisor of the form (0.1) satisfying following numerical conditions
(n− 1)d2 −
s∑
i=1
m2i = −1,
d(n+ 1)−
s∑
i=1
mi = 1.
(0.2)
Such divisors will be the main object of study in the current work.
Notation 0.3. Let 〈, 〉 define the Dolgachev-Mukai pairing on Pic(Xn,s) (see Equa-
tion (3.1)). By abuse of notation we use the terminology self-intersection of a
divisor D on Pic(Xn,s) to denote 〈D,D〉. We also use terminology anticanonical
degree of the divisor D to denote intersection of D with the anticanonical divisor
(see Equation (2.2)) rescaled by a factor of 1/(n− 1),
adeg(D) :=
1
n− 1〈D,−KXn,s〉.
Finally, we use degree for the intersection of D with a general hyperplane class H
deg(D) := 〈D,H〉
to denote the regular degree of the hypersurface defined by D. As in the description
of (−1) classes above, these can be given numerically in terms of d and mi.
The main results of this article are the following three theorems. The first of
these theorems, which we prove in Section 5, generalizes the Max Noether inequality
for (−1) curves on X2,s to (−1) classes (to higher dimensional spaces i.e. n ≥ 2).
Theorem 0.4. Let D be a divisor with d ≥ mi ≥ 0 so that adegD = c + 2 and
〈D,D〉 = c + e for two integers c and e satisfying −2 ≤ c, e ≤ 1. If d = 1 further
assume that 〈D,D〉 < 0. Then there exist indices i1 < . . . < in+1 so that
mi1 +mi2 + . . .+min+1 > (n− 1)d.
One may notice that the assumptions in Theorem 0.4 are weaker than the as-
sumptions in the original theorem by Noether (see e.g. [11] and Remark 5.3). The
original hypotheses of the Max Noether inequality—irreducibility, rationality and
bounded self-intersection—apply to (−1) curves. In contrast, this new result (Theo-
rem 0.4) says that under good numerical hypotheses of degree and self-intersection
(notice the absence of the irreducibility assumption in the hypothesis), one can
perform a Cremona transformation in such a way that reduces the degrees and
multiplicities.
The second result is a generalization of a result discovered by Nagata in [30]
(and reformulated by Dolgachev in [9]). This result was first proved by Laface and
Ugaglia in [20] using different methods. In Section 6 we follow Nagata’s approach
to prove
Theorem 0.5. Let D be a divisor in Pic(Xn,s). Then D is a (−1) class if and
only if it is in the orbit of Weyl group of some exceptional divisor Ei. In particular,
the Weyl group acts transitively on the set of (−1) classes.
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We prove that the irreducibility criterium of Definition 4.1 can be replaced by
a numerical condition, as was done for n = 2 in [9], as in the following theorem,
which we prove in Section 7
Theorem 0.6. The divisor D is a (−1) class on Xn,s if and only if D is effective
satisfying numerical conditions (0.2) and for all degrees 0 < d′ < d and all (−1)
classes D′ of degree d′ we have 〈D,D′〉 ≥ 0.
Finally, we prove a generalization of a theorem of Dolgachev stating that there
are no rational planar curves with self-intersection −2.
Theorem 0.7. There are no irreducible divisors D on Xn,s with 〈D,D〉 = r ∈
{−4,−3,−2} and adeg(D) = −2− r.
The remainder of the paper is organized as follows. In Section 1 we recall what
is known about (−1) curves on blown up projective planes. In Section 2 we recall
the properties of standard Cremona transformation and define the Weyl group. In
Section 3, we discuss the Dolgachev-Mukai pairing. In Section 4 we introduce (−1)
classes on blown up projective spaces in s general points as effective, irreducible
divisors with self-intersection (−1) and intersection with anti-canonical 1 with re-
spect to Dolgachev-Mukai pairing (see Definition 4.1). In Section 8 we describe
(−1) classes for Mori Dream Spaces. Finally, as mentioned above, Sections 6, 5, 7
contain the proofs of Theorems 0.4, 0.5, and 0.6, resp.
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1. On (−1) curves on rational surfaces.
The theory for n = 2 is particularly nice. In this section we recall main important
results obtained for X := X2,s the blown up projective plane in a collection of s
general points. The main results of the later sections are in large part inspired by
what we know in dimension two, with some important differences, which we will
try to point out. In this case a divisor is a planer curve.
We introduce the following intersection table on Pic(X)
· : PicX × PicX → Z
defined by
H ·H = 1,
H · Ei = 0,
Ei · Ej = −δi,j.
(1.1)
We recall the following definition of (−1) curves on X (see also [30]).
Definition 1.1. A smooth divisor D ∈ PicX is a (−1) curve if D is irreducible,
rational and has self-intersection D ·D = −1.
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To illustrate the importance of (−1) curves onX we will first recall two important
conjectures in the Interpolation Problems area.
The first of these is a conjecture by Gimigliano-Harbourne-Hirschowitz regarding
effective divisors on X (see e.g. [15, 14, 17]). Ciliberto and Miranda proved in [24]
that this is also equivalent to a conjecture of Segre; nowadays this conjecture is
known as SGHH conjecture.
Let χ(X,OX(D)) denote the Euler characteristic of the sheaf OX(D). This can
be computed via Riemann-Roch theorem for divisors on the rational surface X .
χ(X,OX(D)) = 1 + D · (D −KX)
2
= dimH0(X,OX(D))− dimH1(X,OX(D)).
(1.2)
Conjecture 1.2 (Gimigliano-Harbourne-Hirschowitz). Let D ∈ Pic(X) an effec-
tive divisor of form (0.1). Then
(1.3) χ(X,OX(D)) = dimH0(X,OX(D))
if and only if D · C ≥ −1 for all (−1) curves C on X.
Remark 1.3. One can formulate Conjecture 1.2 for any general effective divisor
D as follows: Let C be any (−1) curve so that kC := −D · C > 0, then
dimH0(X,OX(D)) = χ(X,OX(D)) +
∑
C·D<0
(
kC
2
)
.
In order to state the second conjecture, consider a homogeneous divisor D, i.e. a
divisor that has all multiplicities equal m1 = . . . = ms = m. For degree and multi-
plicities large enough, whenever the ratio d
m
<
√
s is bounded, then χ(X,OX(D)) is
negative. By symmetry, if s > 9 then no (−1) curve can intersect a homogeneous di-
visor D negatively and by Conjecture 1.2 one expects that dimH0(X,OX(D)) = 0.
This motivates the following conjecture.
Conjecture 1.4 (Nagata). If d
m
<
√
s then D is not effective.
Nagata proved this conjecture when s is a perfect square [30]. In fact, both
Conjectures 1.2 and 1.4 are known to be true for homogeneous divisors whenever
the number of points, s, is a perfect square [25]. Conjecture 1.4 also has a more
general form for non-homogeneous divisors, but for simplicity we will not discuss it
here.
These conjectures illustrate the importance of (−1) curves on X , and we now
describe what is known about (−1) curves. In later sections, we will obtain similar
results to those mentioned here but in higher dimension.
Let W2,s denote the Weyl group on X2,s generated by reflections (see Sec-
tion 2.1 for more discussion of this group.) In 1960 Nagata introduces classes
of pre-exceptional type, namely the orbit of the Weyl group W2,s action on one
exceptional divisor (see Section 2.1 for a description of the Weyl group). He proves
the fundamental result that they are in bijective correspondence with (−1) curves
as in the following theorem:
Theorem 1.5 (Nagata, [30]). There exists a bijection between the set of (−1) curves
on X and the orbit of the Weyl group on one exceptional divisor, say W2,s ·Ei. In
particular the Weyl group acts transitively on the set of exceptional curves.
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Theorem 1.5 of Nagata is based on the Lemma of Max Noether which is further
exposited in [11] (and slightly reformulated in [9, Lemma 2.2]). We obtain a similar
result for n ≥ 2 (see Theorem 0.5 and the proof in Section 6).
Theorem 1.6 (M. Noether’s inequality). Let D be the class of an irreducible ra-
tional curve satisfying −2 ≤ D ·D ≤ 1. Then there exist i1 < i2 < i3 such that
mi1 +mi2 +mi3 > d.
The following result (see e.g. [9, Proposition 2.1]) provides an alternative defi-
nition of (−1) curves. This result was one of the main motivations for the current
work. Notice that the irreducibility assumption is not needed for next statement.
Let pa(D) denote the arithmetic genus of the divisor D.
Lemma 1.7. Let D = dH −∑si=1miEi be an arbitrary curve class on X. Then
any two conditions imply other two:
(1) D ·D = −1.
(2) pa(D) = 0 (i.e. D is a rational curve).
(3) D · (−KX) = 1.
(4) χ(X,OX(D)) = 1.
The proof of this result follows from the adjunction formula pa(D) =
2+D·(D+KX)
2
and Riemann-Roch theorem for divisors on the rational surface X (Equation 1.2).
Notice that the first two conditions together with irreducibility of the divisor define
(−1) curves. This leads to the following corollary.
Corollary 1.8. A divisor D ∈ PicX is a (−1) curve if D is smooth, irreducible
on X and any two conditions of Lemma 1.7 hold.
Unfortunately, neither of these results is true for n > 2. It is important to make
the following remark
Remark 1.9. Any divisor D on the blown up plane X2,s, satisfying any two condi-
tions of the set of four equivalent relations of Lemma 1.7 is effective. In particular
(−1) curves are effective. This follows from equality (4) since
χ(X,OX(D)) = dimH0(X,OX(D))− dimH1(X,OX(D)) = 1.
Let us also mention that although effectivity of (−1) curves is implied by the
definition in dimension two, this is no longer the case in higher dimension. In
Example 4.2 we see a divisor satistying the numerical conditions required for being
a (−1) class, but the curve is not effective, so it won’t be in the Weyl group action
Wn,s · Ei. Therefore one needs to introduce effectivity in the definition of (−1)
classes!
The following result, stronger than Remark 1.9, holds only in dimension two. It
follows from by property (3) of Corollary 2.7 and property (4) of Lemma 1.7.
Corollary 1.10. If D is a (−1) curve then
dimH0(X,OX(D)) = 1
dimH1(X,OX(D)) = 0.
(1.4)
In particular Conjecture 1.2 holds for D.
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In addition, Dolgachev obtains the following result, using the same techniques
as Nagata.
Proposition 1.11 (Dolgachev [11]). There are no irreducible, rational curves on
X with D ·D = −2.
In [9] the authors prove that the irreducibility condition for (−1) curves can be
replaced by a numerical condition. More precisely, they prove the following:
Theorem 1.12 (Dumitrescu–Osserman, [9]). Let X be the blow up of P2 at very
general points P1, . . . , Ps. A divisor class D is the class of a (−1) curve if and
only if either it is one of Ei or it is of the form dH − m1E1 − . . . − msEs with
d > 0,mi ≥ 0 for all i so that any two equivalent conditions of Lemma 1.7 hold
and moreover for all 0 < d′ < d and all (−1) curves C of degree d′ on X, we have
D · C ≥ 0.
Example 1.13. Notice that the last condition is needed. Indeed, as observed by
Dumitrescu–Osserman in [9], the divisor D = 5H − 3E1 − 3E2 − E3 − . . . − E10
satisfies the numerical conditions in Equation (0.2), but fails the last condition of
Theorem 1.12, with C = H − E1 − E2. We see that C is a (−1) curve, however
D · C = −1. Moreover, we see that D is not irreducible as D it splits as the sum
of two curves H − E1 − E2 and 4H − 2E1 − 2E2 − E3 − . . .− E10. Therefore D is
not a (−1) curve.
Example 1.14. Theorem 1.12 essentially says that if D satisfies the numerical
conditions of Theorem 1.7, then we can check irriducibility by intersecting with
(−1) curves of smaller degree. For general curves in the blow up X2,s, irreducibility
cannot be tested by intersection with (−1) curves. The theorem only applies to
divisors satisfying the conditions of Lemma 1.7. Indeed, take a sextic with nine
double points D = 6H− 2E1− . . .− 2E9 and notice that this curve does not satisfy
the requirements of (−1) curve, since D ·D 6= −1, and it does not have arithmetic
genus pa(D) 6= 0. Furthermore, D is not irreducible; it consists of the double cubic
passing through the nine points. However, one can check that D does satisfy the
numerical criterion D · C ≥ 0 for all (−1) curves C of Theorem 1.13.
2. Weyl group action on Pic(Xn,s).
In this section we discuss the Weyl group action and an important class of
strongly birational maps on Pn, called the standard Cremona transformations.
The standard Cremona transformation based at the n+1 coordinate points of Pn
is defined to be the birational map
[x0, . . . , xn]→ [ 1
x0
, . . . ,
1
xn+1
].
This map is given by divisors of degree n with multiplicity n − 1 at each of the
n+ 1 coordinate points. The standard Cremona transformation contracts each of
the coordinate hyperplanes to a point. The indeterminacy locus of the standard
Cremona transformation consists on the collection of n+ 1 coordinate points, and
all linear subspaces of dimension at most n− 2 generated by these points, therefore
it is a strong birational map.
Moreover it induces an automorphism of the Picard group of Xn,s for s ≥ n+ 1
points and by abuse of notation we will denote Cr : PicXn,s → PicXn,s via the
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rule
(2.1) Cr(dH −
s∑
i=1
miEi) = (d− k)H −
n+1∑
i=1
(mi − k)Ei −
s∑
i=n+2
miEi
where
k = m1 + · · ·+mn+1 − (n− 1)d
and the first n+ 1 points are chosen to be the coordinate points of Pn.
Denote the canonical divisor on Xn,s by
(2.2) KXn,s := −(n+ 1)H + (n− 1)E1 + · · ·+ (n− 1)Es.
Remark 2.1. The standard Cremona transformation of Pn (1) is an involution of
Pn, that (2) fixes canonical divisor of Xn,s, and (3) preserves semigroup of effective
divisors. Moreover, (4) Cremona transformation preserves dimension of space of
global sections of divisors (see [12]). These four points are summed up in the
following equations.
(1) CrCrD = D
(2) CrKXn,s = KXn,s .
(3) If D ≥ 0 then CrD ≥ 0.
(4) dimH0(Xn,s,O(D)) = dimH0(Xn,s,O(CrD)).
Remark 2.2. By property (4) of Remark 2.1, if D is an effective divisor then
Cr(D) is also effective so it has positive degree. Indeed, one can also check that
degree of Cr(D), nd −∑n+1i=1 mi is always positive since D is effective. However,
the multiplicities of Cr(D) may not all be positive. Indeed, mn+1 − k = (n −
1)d−∑ni=1mi can be negative if D is not irreducible, for example if the hyperplane
through first n points is a fixed component of D.
Remark 2.3. In [11] Dolgachev defines a Cremona isometry to be an automor-
phism of A1(X) preserving Dolgachev-Mukai intersection pairing (defined in Equa-
tion (3.1), see also Theorem 3.2) and Properties (2) and (3) of Remark 2.1. He
further proves that the group of effective Cremona isometries—the ones induced by
automorphisms of X—is the Weyl group. This property is far from being true if
dimX ≥ 3.
We can generalize the map Cr to include any subset I ⊂ {1, 2, . . . , s} of size n+1
by precomposing Cr with a projective transformation, taking the points indexed
by I to the n + 1 coordinate points of Pn. This transformation is also called a
standard Cremona transformation, and we denote it by CrI . In other words, a
standard Cremona transformation is a transformation projectively equivalent to
Cr. Obviously, the properties of Remark 2.1 also hold for CrI .
For later section it is useful to mention the following result that holds only for
blown up planes.
Theorem 2.4. For any divisor D on X = X2,s we have the following
dimH0(X,O(CrD)) = dimH0(X,O(D))
dimH1(X,O(CrD)) = dimH1(X,O(D)).
Proof. To prove this result apply adjunction formula in dimension 2:
χ(X,OX(CrD)) = 1 + CrD · (CrD −KX)
2
= χ(X,OX(D)).
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Indeed we will see in Theorem 3.2 that Cr preserves the intersection pairing (or the
Dolgachev-Mukai pairing in higher dimension). Conclude with Properties (2) and
(4) of Remark 2.1. 
2.1. Root systems and Weyl groups. The exposition of this section follows
Dolgachev [11] and Mukai [27], [26]. In [22], Manin associated the group E6 = T3,2,2
to the configuration of 27 lines on a nonsingular cubic surface in P3—i.e. the blow
up of P2 at six points. This result was generalized by Dolgachev for Xn,s as we
describe below. For s ≥ n + 1 let L be a lattice of rank s + 1 with orthogonal
basis H,E1, . . . , Es. The orthogonal complement of the canonical divisor KXn,s
(see Equation (2.2)) has basis B given by
α1 := E1 − E2, α2 := E2 − E3, . . . αs−1 := Es−1 − Es, and
αs := H −
n+1∑
i=1
Ei
that becomes a root system for the vector space V = Pic(Xn,s) ⊗Z R. The dual
base is B∨ = {α∨1 , . . . , α∨s } in N1(Xn,s), where α∨i = fi − fi+1 for i ≤ s − 1 and
α∨s = (n − 1)l −
∑n+1
i=1 fi. Here, fi denotes the class of a line in the exceptional
divisor Ei and l a general line class on Xn,s, so fi · Ei = −1 and l · H = 1. Let
Ti : V → V be the simple reflections for 1 ≤ i ≤ s defined by
Ti(x) := x+ α
∨
i (x) · αi.
For any i < s, we see that Ti(Ei) = Ei+1 and Ti(Ei+1) = Ei and Ti leaves the
other bases elements of Pic(Xn,s) fixed, while
Ts(H) = nH − (n− 1)
n+1∑
i=1
Ei
Ts(Ej) = H −
n+1∑
i6=j,i=1
Ei for j ≤ n+ 1
Ts(Ej) = Ej for j > n+ 1
(2.3)
From this description, we can recognize Ts as the automorphism induced by Cr
on Pic(Xn,s) as described in (2.1). The Dynkin diagram of the group generated by
the Ti for 1 ≤ i ≤ s is often described as Tn+1,s−n−1,2, which denotes a T-shaped
graph with three legs of length 2, n+ 1 and s− n− 1, resp.
. . .. . .
n+ 1 s− n− 1
Figure 1. Dynkin diagram for Tn+1,s−n−1,2
The construction of Dolgachev was generalized by Mukai in [27] for products of
projective spaces Xa,b,c whose corresponding root systems are comprised of a+ b+
c−2 vertices representing a basis for the vector space Pic(Xa,b,c)⊗ZR. The Dynkin
diagram in this case is Ta,b,c, which has the shape of a “T” and with the three legs
having length a, b and c, resp.
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Definition 2.5. The Weyl group Wn,s is defined to be the group generated by all
simple reflections Ti on Xn,s where 1 ≤ i ≤ s.
Remark 2.6. Any element of the Weyl group w ∈ Wn,s is a composition of
standard Cremona transformations based at arbitrary subsets of n + 1 points of
{1, . . . , s}. In other words, there exist index subsets I1, . . . , It, where Ij ⊂ {1, . . . , s}
and |Ij | = n+ 1, so that
w = CrI1 ◦CrI2 ◦ . . . ◦ CrIt .
Obviously the inverse of w in the Weyl group Wn,s is
w−1 = CrIt ◦CrIt−1 ◦ . . . ◦ CrI1 .
Corollary 2.7. Properties (2), (3) and (4) of Remark 2.1 hold for any Weyl group
element w ∈Wn,s.
The group of birational automorphisms of a projective space Pn is called Cremona
group (see e.g. [11]).
Recall the following explicit result holds only in the two dimensional case:
Theorem 2.8 (M. Noether–Castelnuovo). The complex Cremona group of P2 is
generated by standard Cremona transformations.
This is no longer true for Pn, when n ≥ 3. In fact describing the structure of the
Cremona group is a difficult problem.
3. Properties of the Dolgachev-Mukai pairing.
We introduce a pairing on Picard group Pic(Xn,s) following [27] (recall the de-
scription of Pic(Xn,s) in (0.1)):
〈, 〉 : PicXn,s × PicXn,s → Z.
The pairing has a simple description:
〈H,H〉 = n− 1,
〈H,Ei〉 = 0,
〈Ei, Ej〉 = −δi,j.
(3.1)
By Bezout theorem, the Dolgachev-Mukai pairing 〈C,F 〉 = C ·F coincides with
the intersection of two general divisors (curves) C and D on X for n = 2.
Definition 3.1. For a divisor D = d1H −
∑s
i=1miEi ∈ Pic(Xn,s) denote by
D˜ := d1H − d1E0−
∑s
i=1miEi ∈ Pic(Xn+1,s+1) to be the cone over D with vertex
at the exceptional divisor denoted by E0. This cone consists by the union of all
lines through E0 and points of D. Part (1) of next Theorem was also observed by
Laface and Ugaglia in [20].
Theorem 3.2. The following two statements hold:
(1) The Cremona transformation on Xn,s preserves the Dolgachev-Mukai pair-
ing and the anticanonical degree of divisors.
(2) Cones in Xn+1,s+1 over divisors in Xn,s with the same vertex set preserve
the intersection pairing Dolgachev-Mukai and the anticanonical degree of
divisors.
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Proof. For (1), let D := d1H −
∑s
i=1miEi and F = d2H −
∑s
j=1 pjEj be divisors
on Xn,s with mi, pi ≥ 0. From our description of the Cremona action (2.1) we see
CrD := (d1 − k1)H −
n+1∑
i=1
(mi − k1)Ei −
s∑
j=n+2
mjEj
CrF := (d2 − k2)H −
n+1∑
i=1
(pi − k2)Ei −
s∑
j=n+2
pjEj
where k1 := m1 + . . . +mn+1 − (n − 1)d1 and k2 := p1 + . . . + pn+1 − (n − 1)d2.
Then
〈CrD,CrF 〉 = (n− 1)(d1 − k1)(d2 − k2)−
n+1∑
i=1
(mi − k1)(p1 − k2)−
s∑
j=n+2
mjpj
= 〈D,F 〉 − k1[k2 + (n− 1)d2 −
n+1∑
j=1
pj ]− k2[k1 + (n− 1)d1 −
n+1∑
i=1
mi]
= 〈D,F 〉.
By Property (2) of Remark 2.1, the canonical divisor −KXn,s is invariant under
the Cremona action. (See Equations (2.2) and (2.1) for descriptions of the canonical
dvisior and Cr, resp.)
CrKXn,s = KXn,s .
We conclude
adeg(D) : =
〈D,−KXn,s〉
n− 1
=
〈CrD,−CrKXn,s〉
n− 1
=
〈CrD,−KXn,s〉
n− 1
= adeg(Cr(D)).
To prove (2), take D˜ := d1H − d1E0 −
∑s
i=1miEi and
F˜ = d2H − d2E0 −
∑s
j=1 njEj cones in Xn+1,s+1 over divisors D and F .
〈D˜, F˜ 〉 = nd1d2 − d1d2 −
s∑
i=1
mini
= (n− 1)d1d2 −
s∑
i=1
mini
= 〈D,F 〉
adeg D˜ = (n+ 2)d1 − d1 −
s∑
i=1
mi
= (n+ 1)d1 −
s∑
i=1
mi
= adeg(D).

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4. (−1) classes on blown up projective space.
We use the pairing (3.1) and recall the notion of (−1) classes following Laface
and Ugaglia [20, Definition 4.1].
Definition 4.1. Let D ∈ PicXn,s be a smooth divisor. We sayD is a (−1) class on
Xn,s if D is an effective, reduced and irreducible divisor that satisfies the following
two conditions:
(1) 〈D,D〉 = −1,
(2) adeg(D) = 1
n−1 〈D,−KXn,s〉 = 1.
Notice these are the numerical conditions of Equation (0.2). The next example
shows that unlike the case of P2 (see Remark 1.9), these numerical conditions are
not enough to guarantee effectivity. (Also see Definition 1.1 and Remark 1.9.) This
shows why the effectivity hypothesis is needed in the definition.
Example 4.2. Take D := 10H − 7E1 − 6E2 − 6E3 − 6E4 − 6E5 − E6 − . . .− E13
in Pic(X3,13). Then D satisfies numerical conditions of a (−1) class since
〈D,D〉 = (3− 1) · 102 − 72 − 4 · 62 − 8 = −1
adegD =
〈D,−KX3,13〉
2
= 4 · 10− (39) = 1
Note that in Pic(Xn,s) any effective divisor satisfies condition nd ≥
∑n+2
i=1 mi for
any index set of size n + 2 of {1, . . . , s} while d ≥ mi for any 1 ≤ i ≤ s. We see
that D is not effective, since 3 · 10 < 7 + 6 + 6 + 6 + 6 (even though d ≥ mi).
We also emphasize that Lemma 1.7 doesn’t hold on Xn,s. Notice that the nu-
merical conditions of Definition 4.1 are conditions (1) and (3) of Lemma 1.7. We
now present an example of a divisor satisfying numerical conditions of Definition 4.1
(in fact we will see by Theorem 0.5 that D is a (−1) class) that does not satisfy
χ(X,OX(D)) = 1 (condition 4 of Lemma 1.7). Moreover, standard Cremona trans-
formations do not preserve higher cohomology groups, and therefore also do not
preserve the Euler characteristics of divisors (as in Theorem 2.4).
Example 4.3. Consider the following divisor in X = X4,7 in the exception list of
the celebrated Alexander–Hirschowitz Theorem
D := 3H − 2E1 − . . .− 2E7.
It is easy to see that D satisfies numerical conditions (0.2). In fact, D is in the
Weyl group orbit of an exceptional divisor W4,7 · E3, therefore by Theorem 0.5, it
is effective and irreducible so D is a (−1) class. To see this consider the following
sets of indices: I1 = {1, 2, 3, 4, 5}, I2 = {1, 2, 3, 6, 7} and I3 = {3, 4, 5, 6, 7}. One
can check that D = CrI1 CrI2 CrI3 E3. Moreover, from Property 4 of Remark 2.1
we see that
dimH0(X,OX(D)) = 1.
Notice that
χ(X,OX(D)) =
(
7
4
)
− 7
(
5
4
)
= 0
implying that
dimH1(X,OX(D)) = 0.
We conclude that Theorem 2.4 also holds only in the planar case.
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Finally, let us make one remark about rationality—the last remaining of the
four conditions in Lemma 1.7. In the planar case the rationality of (−1) classes
follows from the Adjunction formula as explain in Lemma 1.7. However, in higher
dimension a numerical rationality criterium for rationality is difficult to find. For
example, it was proved by Castelnuovo that any complex surface with the property
that both the irregularity and second plurigenus vanish is rational. This criterium
is used in the Enriques-Kodaira classification to identify the rational surfaces. In
this paper we will not address the rationality question of (−1) classes.
The notion of (−1) divisors has been defined previously by Mukai. Our definition
is more restrictive. In order to state Mukai’s definition, recall a strong birational
map (or pseudo-isomorphism) is an isomorphism outside a set of codimension at
least two.
Definition 4.4 (Mukai, [27]). A (−1) divisor on Xn,s is a divisor D of Xn,s for
which there exists a strong birational map from Xn,s to X
′ so that the image of D
can be contracted to a smooth point.
Remark 4.5. Since the standard Cremona transformation is an isomorphism in
codimension 1, any element of the orbit of the Weyl group action on an exceptional
divisor, Wn,s · Ei, is a (−1) divisor.
Even if the next remark is obvious (see also Remark 1.9) we will include it here
just to emphasize that both definitions of (−1) divisors introduced by Mukai and
(−1) classes are generalizing the notion of (−1) curves in the plane.
Remark 4.6. On the blow up of the projective plane in points the three defini-
tions (−1) classes (Definition 4.1), (−1) divisors (Definitiion 4.4) and (−1) curves
(Definition 1.1) are equivalent.
Part (1) of next Proposition is also proved in [20].
Proposition 4.7. Let D be a (−1) class on Xn,s. Then
(1) w(D) is also a (−1) class for any Weyl group element w ∈Wn,s.
(2) Cones over D are (−1) classes on Xn+1,s+1.
Proof. For (1) it is enough to prove that Cr(D) is a (−1) class by Remark 2.6.
Let D be a (−1) class. We have seen in Theorem 3.2
〈Cr(D),Cr(D)〉 = 〈D,D〉 = −1
adeg(CrD) = adeg(D) = 1.
Property (3) of Remark 2.1 implies that Cr(D) is effective. The last thing we
need to check is that CrD is irreducible. Assume by contradiction that Cr(D) is
not irreducible. For F,G ∈ Pic(Xn,s) then
Cr(D) = F +G.
By Property (1) of Remark 2.1 we have
D = Cr(F ) + Cr(G).
This a contradiction of the irreducibility of D. Thus Cr(D) is irreducible, and
therefore a (−1) class.
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We use the same technique to prove (2). Indeed by Theorem 3.2,
〈D˜, D˜〉 = 〈D,D〉 = −1
adeg(D˜) = adeg(D) = 1.
Obviously, D˜ is effective because D is effective. Moreover, assuming that the
cone D˜ is not irreducible, D˜ = G˜ + K˜ then denote by G and K to be the image
of G˜ and K˜ under projection from the vertex. Then D = G+K contradicting the
irreducibility assumption of D. Thus the cone D˜ is a (−1) class. 
In particular, we see that (−1) classes are also (−1) divisors in the sense of
Mukai’s definition (see Remark 4.5).
We end this section with several examples of important divisors that are not
(−1) classes. It is unknown if they are (−1) divisors in the sense of Mukai, however
we expect the first two examples (in Example 4.8) to be generators for the Cox
rings of X3,9 and X4,14, resp. In fact, D2 is related to the Keel–Vermeire divisor
on M0,6, which is known to be a generator of the Cox ring. We call them sporadic
divisors. The other two examples in Remark 4.9 illustrate a point about divisors
with base locus.
Example 4.8 (Sporadic divisors). Let D1 ∈ Pic(X3,9) and D2 ∈ Pic(X4,14) be
defined by
D1 := 2H − E1 − . . .− E9, and D2 := 2H − E1 − . . .− E14
We can easily see that
adegD1 =
1
2
〈D1,−KX3,9〉 = 4 · 2− 9 = −1
〈D1, D1〉 = −1
and
adegD2 =
1
3
〈D2,−KX4,14〉 = 5 · 2− 14 = −4
〈D2, D2〉 = −2
so neither D1 nor D2 is a (−1) class.
However,
χ(X3,9,OX3,9(D1)) =
(
5
2
)
− 9 = 1.
and
χ(X4,14,OX4,14(D2)) =
(
6
2
)
− 14 = 1.
We see that although not (−1) classes, we see that D1 still satisfies two properties
of Lemma (1.7), namely
〈D1, D1〉 = −1 and χ(X3,9,OX3,9(D1)) = 1
while D2 satisfies just one property of Lemma 1.7.
The importance of these divisors lies in the fact that both D1 and D2 are
not in the Weyl group orbit of an exceptional divisor Ei, but whenever they are
contained in the base locus of any divisor D, they will create a change in the
dimH0(Xn,s,OXn,s(D)) in the sense of Conjecture 1.2 and its corollary.
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We would like to investigate in future work if there are other numerical criterium
to classify such sporadic divisors on Xn,s.
Remark 4.9. The Alexander–Hirschowitz Theorem classifies all effective divisors
D with double points in Xn,s for which
dimH0(Xn,s,OXn,s(D)) = χ(Xn,s,OXn,s(d)).
This theorem can also be stated in terms of the secant variety, namely the higher
secant variety σs(Vn,d) to the Veronese embedding Vn,d of degree d in P
n is non-
defective with a short list of exceptions. Two of the exceptions are the two divisors
F1 ∈ Pic(X3,9) and F2 ∈ Pic(X4,14) given by
F1 := 4H − 2E1 − . . .− 2E9, and F2 := 4H − 2E1 − . . .− 2E14
Notice that divisors F1 and F2 have the quartics D1 and D2 respectively as base
locus. Similarly to the base locus Lemma 7.1 the Dolgachev-Mukai pairing between
Di and Fi is negative
〈F1, D1〉 = −2 and 〈F2, D2〉 = −2.
For both divisors Fi the Euler characteristics of their structure sheaves
χ(Xi,OXi(Fi)) = 0, but they are effective since Fi = 2 ·Di therefore
dimH0(Xi,OXi(Fi)) = dimH1(Xi,OXi(Fi)) = 1.
For arbitrary number of points in higher dimensional projective spaces, no ana-
logue of Conjecture 1.2 exists for Xn,s, except in the case s ≤ n+ 3; we state this
conjecture as Conjecture 8.5.
In general, it is expected that all effective divisors D with
dimH1(Xn,s,OXn,s(D)) 6= 0 contain base locus. A variety that produces
non-vanishing cohomology in degree 1 when contained as the fixed point of a
divisor with multiplicity, is called a special effect variety. For example, the
two divisors D1 and D2 of our previous example are special effect varieties.
Laface-Ugaglia conjectured in [21] that the only special effect divisors of X3,s are
(−1) classes and divisors in the Weyl group orbit of D1. It will be interesting
to study if sporadic divisors (like Di or cones over Di) have special numerical
interpretation similar to (−1) classes.
5. A generalization of the Max Noether inequality to Pn.
In previous sections we emphasized several differences between (−1) curves and
(−1) classes. In this section we will prove Theorem 0.4, which we restate here.
Theorem (=Theorem 0.4). Let D be a divisor with d ≥ mi ≥ 0 so that adegD =
c+2 and 〈D,D〉 = c+ e for two integers c and e, satisfying −2 ≤ c, e ≤ 1. If d = 1
further assume that 〈D,D〉 < 0. Then there exist indices i1 < . . . < in+1 so that
mi1 +mi2 + . . .+min+1 > (n− 1)d.
The next example shows that condition d ≥ mi is mandatory in the hypothesis
of Theorem 0.4.
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Example 5.1. Take D := 5H − 6E1 − 2E2 − E3 − . . .− E13 ∈ Pic(X3,13). Then
〈D,D〉 = (3 − 1) · 52 − 62 − 22 − 11 = −1
adegD =
〈D,−KX3,13〉
2
= 4 · 5− (6 + 2 + 11) = 1
(5.1)
We can see that c = −1 and e = 0, however the maximal sum of four multiplicities
is 10, and (n−1)d = 10, so the conclusion of Theorem 0.4 does not hold. The point
is D is not effective, and moreover m1 > d, so the theorem doesn’t apply to this
divisor.
Remark 5.2. The proof of Theorem 0.4 can extend also to some cases where e = 2,
but we will leave this to the interested reader.
Remark 5.3. Notice that the irreducibility condition in the hypothesis of the
Noether’s original is replaced in Theorem 1.6 by the condition d ≥ mi ≥ 0. This
stronger version of the theorem was originally observed for the planar case in The-
orem 1.12 of [9], however by Remark 1.9 the assumption d ≥ mi can be eliminated
only for n = 2.
Remark 5.4. Theorem 0.4 for n = 2 is a generalization of M. Noether inequality
in P2. Indeed, notice the hypothesis of Theorem 1.6 requires the curve D to be
rational, and by the arithmetic genus formula this is equivalent to adeg(D) =
D · (−KX) = c+ 2 ∈ {0, 1, 2, 3}, while D ·D = c ∈ {0, 1, 2, 3}. On the other hand,
the assumption of Theorem 0.4 for n = 2 implies that pa(D) =
e
2 and for effective
divisors the only possible case is e = 0 i.e. D rational curve. Further notice that
case e = 2 of Theorem 0.4 discussed in Remark 5.2 generalizes the planar Noether
inequality to non-rational divisors D.
We will now dedicate the remaining part of this section to the proof of Theo-
rem 0.4 generalizing Max Noether inequality from P2 to Pn.
Proof of Theorem 0.4. Case 1. s ≤ n. Condition adegD = 2 + c implies that
m1 + . . . +ms − (n− 1)d = −c+ 2(d− 1) ≥ 1 for d ≥ 2. If d = 1, the hypothesis
〈D,D〉 < 0 implies s ≥ n therefore the statement holds.
Case 2. s ≥ n+ 1. We order multiplicities in decreasing order m1 ≥ m2 ≥ . . . ≥
ms. We consider d = m1 as a first case—i.e. D is a cone—and prove the statement
by induction on the dimension n.
The base case is n = 2. Let t denote the last index withmt 6= 0, i.e. m1, . . . ,mt 6=
0, but mt+1 = · · · = ms = 0. The conditions adegD = c + 2 and 〈D,D〉 = c + e
imply −m22 − . . . −m2s ≥ −4 and 2m1 −m2 − . . . −ms ∈ {0, . . . , 3}. This forces
m2 ≤ 2, t ≤ 5 and d ≤ 3. We conclude that the only possible cones for n = 2
satisfying hypothesis conditions are
• d = 1 and 2 ≤ t ≤ 3;
• d = m1 = m2 = 2 and t = 2;
• d = m1 = 2, m2 = 1 and 2 ≤ t ≤ 5;
• d = m1 = 3, m2 = 1 and 2 ≤ t ≤ 5.
In each of the four cases above the conclusion holds. For n ≥ 3, let D = F˜
be a cone over a divisor F ∈ Pic(Xn−1,s−1) of degree d and multiplicities and
m2, . . . ,ms. Theorem 3.2 implies that F satisfies hypothesis
〈F˜ , F˜ 〉 = 〈F, F 〉 = c+ e and adeg F˜ = adegF = c+ 2,
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so by the induction hypothesis m2 +m3 + . . .+mn+1 > (n− 2)d. Therefore m1 +
m2+ . . .+mn+1 > (n−1)d. If d = 1 then condition 〈D,D〉 < 0 implies that mi = 1
for all i ≤ n therefore conclusion holds. We can therefore assume d ≥ 2, n ≥ 2 and
d > mi for all i.
For 1 ≤ j ≤ n+ 1 define
qj :=
∑s
i=j m
2
i∑s
i=j mi
.
Because mj ≥ mi for i ≥ j we have that mj ≥ qj for any 1 ≤ j ≤ n+ 1. Set
(5.2) rj := mj − qj ≥ 0.
and observe the following equalities
q1 =
(n− 1)d2 − c− e
(n+ 1)d− c− 2
qj = qj−1 − rj−1 mj−1
mj + . . .+ms
for any 2 ≤ j < n+ 1.
Recall that by hypothesis m1 + . . .+ms = (n+1)d− c− 2 and d > mi for all i.
For every 2 ≤ j ≤ n+ 1, since d ≥ mj − 1 we obtain
mj + . . .+ms = (n+ 1)d− (m1 + . . .+mj−1)− 2− c
= (n+ 2− j)d+ (d−m1) + · · ·+ (d−mj−1)− 2− c
≥ (n+ 2− j)d− c+ (j − 3).
From this equality (and d ≥ mj − 1) we obtain
qj = qj−1 − rj−1 mj−1
mj + . . .+ms
≥ qj−1 − rj−1 d− 1
(n+ 2− j)d− c+ (j − 3) .
Recall mj ≥ qj , so we obtain
m1 +m2 + . . .+mn+1 ≥ (q1 + r1) + . . .+ (qn + rn) + qn+1
≥ (q1 + r1) + . . .+ (qn−1 + rn−1) + 2qn + rn
(
1− d− 1
d− c+ (n− 2)
)
≥
n−2∑
i=1
(qi + ri) + 3qn−1 + rn−1
(
1− 2 d− 1
2d− c+ (n− 3)
)
+ rn
(
1− d− 1
d− c+ (n− 2)
)
≥ (n+ 1)q1 +
n∑
k=1
rk
(
1− (n+ 1− k) d− 1
(n+ 1− k)d− c+ (k − 2)
)
.
(5.3)
We will now prove that
(5.4) 1− (n+1− k) d− 1
(n+ 1− k)d− c+ (k − 2) =
n− 1− c
d(n+ 1− k)− c+ (k − 2) ≥ 0.
Indeed, notice that c ≤ 1 implies n− 1− c ≥ 0 (and equality only for n = 2 and
c = 1). Moreover, d ≥ 2 and k ≤ n+ 1 imply
20 OLIVIA DUMITRESCU AND NATHAN PRIDDIS
d(n+ 1− k) + (k − 2)− c ≥ 2(n+ 1− k) + (k − 3)
≥ 2n− k − 1
≥ 1.
Inequalities (5.2),(5.3), and (5.4) imply that
m1 + . . .+mn+1 ≥ (n+ 1)q1
= (n+ 1)
d2(n− 1)− c− e
(n+ 1)d− c− 2
with equality either if mi are equal for all i (i.e. r1 = 0) or if n = 2 and c = 1.
We finally claim that
(n+ 1)
d2(n− 1)− c− e
(n+ 1)d− c− 2 > (n− 1)d.
This is equivalent to proving that for all −2 ≤ c, e ≤ 1, n ≥ 2 and d ≥ 2 the
following inequality holds
(5.5) (c+ 2)(n− 1)d > (c+ e)(n+ 1).
This follows since
• If c = −2 then 0 > (e− 2)(n+ 2).
• If c = −1 then (n− 1)d ≥ 2(n− 1) > 0 ≥ (e− 1)(n+ 1).
• If c = 0 then 2(n− 1)d ≥ 4(n− 1) > n+ 1 ≥ e(n+ 1) since n ≥ 2 > 53 .
• If c = 1 then 3(n− 1)d ≥ 6(n− 1) ≥ 2(n+ 1) ≥ (1 + e)(n+ 1).
Notice equality holds only in the last case ie c = e = 1 and n = d = 2. However,
the P2 hypothesis implies
d2 −∑si=1mi = 4 − ∑si=1 1 = 2 and 6 − ∑si=1 1 = 3 therefore s = 3, so the
conclusion holds. 
6. Generalization of Nagata’s correspondence.
In this section we will prove Theorem 0.5, that generalizes Theorem 1.5 (due
to Nagata) to Pn (see also Remark 4.6) following the approach of Nagata. In [11],
Dolgachev has a nice exposition of Nagata’s theorem. This theorem was first proved
by Laface-Ugaglia in [20]. Let us first recall Theorem 0.5.
Theorem (=Theorem 0.5). Let D be a divisor in Pic(Xn,s). Then D is a (−1)
class if and only if it is in the orbit of Weyl group of some exceptional divisor Ei.
In particular, the Weyl group acts transitively on the set of (−1) classes.
Remark 6.1. Recall that Theorem 3.2 and Proposition 4.7 imply that the Weyl
group preserves intersection pairing of Dolgachev-Mukai and (−1) classes. In other
words, if w ∈Wn,s, then we have
• 〈w(D), w(F )〉 = 〈D,F 〉.
• If D is a (−1) class then w(D) is a (−1) class.
The first part of the proof of Theorem 0.5 follows from the following lemma:
Lemma 6.2. Ei is a (−1) class.
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Proof. The exceptional divisor Ei is irreducible and it has one global section so it
is effective. By definition, Dolgachev-Mukai we have
〈Ei, Ei〉 = −1
1
n− 1〈Ei,−KXn,s〉 = 1

Recall that Theorem 3.2 and Proposition 4.7 imply that the Weyl group preserves
intersection pairing of Dolgachev-Mukai and (−1) classes. In other words, if w ∈
Wn,s, then we have
• 〈w(D), w(F )〉 = 〈D,F 〉.
• If D is a (−1) class then w(D) is a (−1) class.
This proves the following corollary.
Corollary 6.3. Any element in the Weyl group orbit of any exceptional divisor of
Xn,s, Wn,s ·Ei, is a (−1) class.
For the rest of the proof of Theorem 0.5, it suffices to prove the converse of
Corollary 6.3 in Xn,s.
Proof of Theorem 0.5. Let D = dH −∑si=1miEi ∈ Pic(Xn,s). If D is in the orbit
Wn,s ·Ei then Corollary 6.3 implies D is a (−1) class.
Conversely, assume that D is a (−1) class on Xn,s. We prove the statement by
induction on deg(D).
If d = 1 all multiplicities are also 1 and the self intersection condition (n− 1)−∑s
i=1mi = −1 implies that s = n therefore D is the hyperplane passing through n
points.
Assume now that deg(D) ≥ 2. For convenience order multiplicities increasingly.
If s ≥ n+ 1 then Theorem 0.4 for c = −1 and e = 0 implies that
m1 + . . .+mn+1 > (n− 1)d.
Apply a standard Cremona transformation based on points p1, . . . , pn+1. Equa-
tion (2.1) implies that k > 0 therefore deg(CrD) < degD. By Proposition 4.7,
we see that CrD is also a (−1) class of smaller degree. If CrD has all multi-
plicities positive, the induction hypothesis implies CrD ∈ Wn,s · Ei, and therefore
D ∈Wn,s · Ei.
If, on the other hand, CrD = d′H −∑si=1m′iEi has one multiplicity negative,
say m′i < 0, then by irreducibility property of D we must have mi = −1 and for
all other j 6= i we have m′j = d′ = 0. Thus CrD = Ei and D is a hyperplane
through first n + 1 points, skipping the ith point (see Equation (2.1)). In both
cases CrD ∈ Wn,s · Ei. Therefore, there exist an i so that D ∈ Wn ·Ei. 
Remark 6.4. As Example 5.1 illustrates, Theorem 0.5 does not hold without the
effectivity hypothesis of (−1) classes. This is because the condition of Theorem 0.4,
namely d ≥ mi for all 1 ≤ i ≤ s, is not invariant under Cremona transformations.
So without the effectivity hypothesis of the divisors, Theorem 0.4 can not be applied
repeatedly.
We now generalize Proposition 1.11 (see also [11]).
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Theorem (=Theorem 0.7). There are no irreducible divisors D on Xn,s with
〈D,D〉 = r ∈ {−4,−3,−2} and adeg(D) = −2− r.
Proof. If such divisor D exists, then d ≥ mi ≥ 0. Transform such divisors, as in the
previous proof, so that w(D) = H −∑si=1 Ei. Self intersection condition implies
that the number of points satisfies s ≥ n + 1 and therefore the points are not in
general position. We obtain a contradiction. 
7. Irreducibility Criterium of (−1) classes.
In this section, we prove Theorem 0.6, a generalization of Theorem 1.12 of
Dumitrescu–Osserman, stating that we can replace the irreducibility assumption
by a numerical criterium. Examples 5.1 and 4.2 show that effectivity assumption
is needed in Theorem 0.6.
For reference, let us recall Theorem 0.6.
Theorem (=Theorem 0.6). The divisor D is a (−1) class on Xn,s if and only if
D is effective satisfying numerical conditions (0.2) and for all degrees 0 < d′ < d
and all (−1) classes D′ of degree d′ we have 〈D,D′〉 ≥ 0.
The proof of the theorem requires the following lemma—a base locus lemma for
(−1) classes, that was not formulated before in terms of Dolgachev- Mukai pairing
(3.1).
Lemma 7.1 (Base locus lemma). Let D be an effective divisor and F a (−1) class
so that
−kF = 〈D,F 〉 < 0.
Then F is a fixed component of D with multiplicity of containment kF > 0.
Proof. Since F is the (−1) class, Corollary 6.3 implies that there exist ω in the
Weyl group Wn,s, so that
F = ω(Ei)
and let δ = ω−1 ∈Wn,s (see Remark 2.6) and denote by G := δ(D) effective divisor,
by property (4) of Corollary 2.7. By Theorem 3.2
〈D,F 〉 = 〈D,ω(Ei)〉
= 〈δ(D), (δ ◦ ω)(Ei)〉
= 〈G,Ei〉
Since −kF = 〈G,Ei〉 < 0 we see that Ei appears as a fixed component of G with
multiplicity kF > 0. We conclude that F = ω(Ei) appears in the base locus of D
with multiplicity kF > 0. 
Example 7.2. Lemma 7.1 holds only for (−1) classes. Notice that for n = 2, the
multiplicity of containment of a curve in the base locus of a divisor D ∈ Pic(X3,9)
is given by intersection pairing only for −1 curves. Indeed, for any positive integer
m let us consider the divisor
(7.1) D := 3mH −mE1 − . . .−mE9.
Take E := 3H −E1 − . . .−E9 the unique cubic curve passing through nine points.
E is an elliptic curve (therefore not a −1 curve) and notice
kE = D ·E = 9m− 9m = 0.
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By Ciliberto-Miranda [25] the Gimigliano-Harbourne-Hirschowitz conjecture (1.2)
holds when the number of points s is a perfect square and when all multiplicities
are equal. Therefore
dimH0(X,OX(D)) = χ(X,OX(D)) =
(
3m+ 2
2
)
− 9
(
m+ 1
2
)
= 1.
This implies that projectively |D| contains just one element, and since mE is an
element of form 7.1 we conclude
D = mE.
We conclude that even though kE = 0, the elliptic curve E is contained in the
base locus of D precisely m times.
We now proceed with the proof of Theorem 0.6.
Proof of Theorem 0.6. Assume D is a (−1) class that fails the last condition of the
statement of the theorem. Then there exists a (−1) class D′ of degree d′ smaller
than d, so that 〈D,D′〉 < 0. By Lemma 7.1, D′ is a fixed component of D so D
can be written as the sum of two divisors D′ and D′′,
D = D′ +D′′.
This gives a contradiction since D is irreducible.
Conversely, assume that D satisfies the conditions (0.2), we will use induction
on d = degD to show that D is irreducible.
For the base case, d = 0, conditions (0.2) imply that m1 = −1 and all other
multiplicities are zero, so D = E1 a (−1) class by Lemma 6.2 (a similar argument
holds for d = 1).
Let d ≥ 1. By induction hypothesis we know the theorem holds for all divisors
D′ of degree d′ < d. We prove the remainder of the statment contrapositively,
namely, assuming D fails the irreducibility condition, we will prove that there exist
a (−1) class D′ of degree d′ < d so that 〈D,D′〉 < 0.
If D is not irreducible then there exist D1 and D2—two effective divisors—
satisfying
D = D1 +D2.
By Theorem 0.4 for c = −1 and e = 0, there exist indices i1, . . . , in+1 so that
mi1 + . . .+min+1 > (n− 1)d
Applying a standard Cremona transformation based on set I = {i1, . . . , in+1},
denote byD = CrI D. ThenD is effective, satisfies conditions (0.2) by Theorem 3.2,
and has smaller degree than D. But D is not irreducible since
D = CrI(D) = CrI(D1) + CrI(D2).
By the induction hypothesis on D, there exists a (−1) class F , of degree smaller
than degree of F so that
〈D,F 〉 < 0.
If D has one negative multiplicity then F is one of the exceptional divisors Ei. If
D has all multiplicities positive then perform a standard Cremona transformation
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on the index set I and denote by D′ := CrI(F ). Proposition 4.7 implies that D
′ is
a (−1) class. Theorem 3.2 implies that
〈D,D′〉 = 〈CrCr(D),Cr(F )〉
= 〈Cr(D), F 〉
= 〈D,F 〉
< 0
This proves the claim. 
Next Example shows why irreducibility assumption is needed in Definition 4.1
and why last condition of Theorem 0.6 is needed. This is a generalization to di-
mension three of Example (1.13) of [9].
Example 7.3. Take D ∈ Pic(X3,9).
D := 4H − 3E1 − 3E2 − 3E3 − E4 − . . .− E9
Notice that
〈D,D〉 = 32− 27− 6 = −1
adegD =
〈D,−KX3,9〉
2
= 16− 9− 6 = 1
Notice that D is not irreducible. Indeed, let H123 denote the hyperplane passing
through the first three points. Lemma 7.1 implies that hyperplane H123 is a fixed
component of D since
〈D,H123〉 = 8− (3 + 3 + 3) = −1 < 0.
Let
D1 := D −H123 = 3H − 2E1 − 2E2 − 2E3 − E4 − . . .− E9
and notice that D1 (and therefore D) is effective since
dimH0(X3,9,OX3,9(D1))− dimH1(X3,9,OX3,9(D1)) = χ(X3,9,OX3,9(D1))
=
(
6
3
)
− 3
(
4
3
)
− 6
= 2 > 0.
8. Mori Dream Spaces.
We end with a few results about Mori Dream Spaces. As before, let Xn,s denote
blow up of projective space at a collection of s general points and let Wn,s be the
Weyl group of Xn,s. It is well known that Xn,s is a Mori Dream Space (MDS)
whenever s ≤ n+ 3; the birational geometry of this space is studied in [1], [2], [4],
and [23]. If s ≥ n+4, then Xn,s is generally not a MDS with the following notable
exceptions:
• all Del Pezzo surfaces X2,s with s ≤ 8,
• X3,7 and
• X4,8.
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In fact, explicit generators are known for the Cox rings in all of these exceptioal
cases besides the last one see [32].
In [5] the authors study birational properties of MDS and prove that if n+ 1 ≤
s ≤ n+ 3, the movable cone of Xn,s is the intersection between the Effective cone
EffR(Xn,s) ⊆ N1(Xn,s)R, and the dual of the Effective cone EffR(Xn,s)∨ under the
Dolgachev-Mukai pairing. In other words,
Mov(Xn,s) = EffR(Xn,s) ∩ EffR(Xn,s)∨.
This description of the movable cone relies on an interesting description of the orbit
Wn,s ·Ei; this description is provided in [5, Theorem 4.6], which basically says that
if n+ 1 ≤ s ≤ n+ 3, then
Wn,s · Ei = {D ∈ Eff(Xn,s)| adeg(D) = 1}.
The next result, Theorem 8.1, strengthens that theorem to include s ≤ n.
Theorem 8.1. Let s ≤ n + 3, n ≥ 2. Then the orbit of the Weyl group on Wn,s
on the exceptional divisor Ei can be described as
Wn,s · Ei = {D ∈ Eff(Xn,s)| adeg(D) = 1}.
Proof of Theorem 8.1. Since the case for n + 1 ≤ s ≤ n + 3 are presented in [5,
Theorem 4.6], we will assume s ≤ n. The techniques of proof are similar in this
case.
We first consider the Weyl group orbit. By (2.1) and (2.3), the only new elements
in the orbitWn,s ·Ei for s ≤ n are the other exceptional divisors Ej and hyperplanes
passing through n points (skipping the i−th point). Obviously these elements are
effective of anticanonical degree 1.
Conversely, supposeD ∈ Eff(Xn,s) satisfies the property adegD = 1. We will act
on D with elements of the Weyl group until its image becomes Cremona reduced.
In other words if we set D = dH −∑nj=1mjEj , with w ∈ Wn,s and w(D) =
d′H −∑j≤nm′jEj , the we would like to have
d′(n− 1)−
∑
j≤s
m′j ≥ 0,
Notice that if s ≤ n − 1 then D is already Cremona reduced since mi ≤ d. For
s = n, we can order multiplicities decreasingly i.e. m′1 ≥ . . . ≥ m′s, not necessarily
positive (see Remark (2.2)). Property (3) of Remark 2.1 implies that w(D) is
effective. By Theorem 3.2, we have adegw(D) = 1.
Then the following inequalities hold
(1) d′ ≥ 0,
(2) d′ ≥ q1 ≥ . . . ≥ m′s,
(3) d′(n− 1)−
∑
j≤s
m′j ≥ 0,
(4) d′(n+ 1) = 1 +
s∑
j=1
m′j .
(8.1)
Assume 1 ≤ s ≤ n. Conditions (3) and (4) imply that 2d′ ≤ 1 therefore d = 0
and (2) becomes 0 ≥ m′1 ≥ . . . ≥ m′s and (4) reads
∑s
j=1m
′
j = −1. Therefore
m′s = −1, i.e. w(D) = Es, so D = v(Es) ∈ Wn,s ·Es. 
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Property (4) of Remark 2.1 and dimH0(Xn,s,O(Ei)) = 1 make the following
statement obvious.
Remark 8.2. For Xn,s then Wn,s · Ei ⊂ {D ∈ Eff(Xn,s)| adeg(D) = 1}, the
equality of Theorem 8.1 holds only for s ≤ n + 3. We give two relevant examples
of divisors on MDS Xn,s so that s ≥ n+ 4 and Theorem 8.1 doesn’t hold.
(1) Consider D := 3H −∑8i=1 Ei on X2,8. Divisor D is (an elliptic curve)
effective and it has adeg(D) = 1 but D /∈ W2,8 ·Ei, since 〈D,D〉 = 1.
(2) Consider D := 2H−∑7i=1Ei on X3,7. The divisor D is a (quadric surface)
effective and it has adeg(D) = 1 but D /∈ W3,7 ·Ei, since 〈D,D〉 = 1.
Remark 8.3. Theorems 0.5 and 8.1 imply that for s ≤ n + 3, if D ≥ 0, and
adegD = 1, then D is irreducible, and 〈D,D〉 = −1. This is only true for MDS as
we have seen.
A natural question to ask is whether any two of the above conditions imply the
other two; we saw a similar phenomenon in Lemma 1.7. The answer is generally no.
For example, if we consider the divisorD := 3H−3E1−3E2−3E3−E4 in X4,4. For
this divisor, we have 〈D,D〉 = −1 and D is effective. However, it is easy to see that
the divisorD is not irreducible—consisting of the hyperplane through all four points
and a quadric double at the first three points—andadegD =
〈D,−KX4,4〉
3 = 5 6= 1.
For a small number of points in two dimensions, the following result is known to
hold on X2,s when s ≤ 9 (for s = 9 there is an infinite list of (−1) curves). Notice
that this Criterium is much simpler than Theorem 1.12 (see for example [9]).
Lemma 8.4. If s ≤ 9, a divisor D on X2,s is a (−1) curve if and only if
D ·D = D ·KX = −1.
8.1. A conjecture on Xn,n+3. In general dimension n, few things about classical
interpolation problems in Pn are known. The only example the authors are aware
of is a conjecture similar to Conjecture 1.2 formulated by Laface and Ugaglia in [21]
for three dimensional space X3,s. Surprisingly, the mysterious quadric D1 analyzed
in Example 4.8 plays a crucial role there.
Even if Conjecture 1.2 is not formulated in arbitrary dimension for s general, in
[4] the following conjecture is stated for s = n+ 3 points. We will briefly describe
its flavor below.
Choose t arbitrary points on a rational normal curve of degree n passing through
n+3 points, and take the linear span of these t points; this linear span is isomorphic
to Pt−1. Define σt to be the secant variety defined as the union of all such spans,
Pt−1 together with their closure (which consists of all these Pt−1 that are tangent
to the rational normal curve). Let J(LI , σt) denote cones over σt.
For s = n + 3 points, the elements of the Weyl group orbit Wn,s · Ei encode
a beautiful geometry. These divisors are identified with cones J(LI , σt) when the
cone vertex I has cardinality n− 2t (see for example [4], [2]).
Denote the dimension of the cone variety J(LI , σt) by
rI,σt := dim(J(LI , σt)) = dim(LI) + dim(σt) + 1 = |I|+ 2t− 1.
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and the multiplicity of containment of the variety J(LI , σt) in base locus of Let
D = dH −∑si=1miEi ∈ Pic(Xn,s)
kI,σt := t(
n+3∑
i=1
mi) +
∑
i∈I
mi − ((n+ 1)t+ |I| − 1)d.
A similar conjecture to Remark 1.3 for arbitrary n is
Conjecture 8.5 (Brambilla-Dumitrescu-Postinghel). For s ≤ n+ 3 then
dimH0(Xn,s,O(D)) =
∑
I,σt
(−1)|I|
(
n+ kI,σt − rI,σt − 1
n
)
,
where the sum ranges over all indexes I ⊂ {1, . . . , n+3} and t such that 0 ≤ t ≤ l+ǫ,
n = 2l+ ǫ and 0 ≤ |I| ≤ n− 2t.
The cones J(LI , σt) are the elements of the Weyl group orbit Wn,s on the
(proper transform) of a linear subspace passing through rI,σt − 1 points of the
set {p1, . . . , pn+3}, [10].
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