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Abstract
The solution to the BFKL equation grows like a power of center of mass energy,
s, violating unitarity conditions at high energies. The growth of the cross section
can be tamed by taking into account multiple pomeron exchanges. This is known as
saturation and it is expressed in the Balitsky-Kovchegov equation, [6]. Conservation
of energy should also slow down the growth of the cross section, and our aim in this
work is to study the effects of enforcing energy conservation in DIS-events. Using
the dipole picture, onium-onium collisions can be viewed, in the large Nc and the
leading logarithmic limits, as the scattering of a collection of color dipoles. We
construct a Monte Carlo program, based on Mueller’s model, [2, 3, 4, 5], and using
energy conservation, to study onium-onium and onium-nucleus collisions. Dipole
fusion processes will be important at high gluon densities and should also slow down
the growth of the cross section. We propose an expression for the fusion factor and
use it in our Monte Carlo to study its effects.
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Figure 1: Deep Inelastic scattering between an electron and a proton.
1 Introduction
It remains that, from the same principles, I now demonstrate the frame of
the System of the World.
Isaac Newton
Book III, Philosophiae Naturalis Principia Mathematica, 1687
Deep Inelastic Scattering (DIS) is a scattering process where the target particle disin-
tegrates and what comes out is very different from what came in. If on the other hand
the system after the collision looks exactly like the system before the collision we call the
process elastic. A very common process to study is the collision between an electron and
a proton. This process is usually deeply inelastic at high energies, which is due to the
fact that the proton is not an elementary particle but is instead made up of even smaller
particles, the quarks. This was observed in 1968, and it was found that the proton consist
of three quarks, two up-quarks and one down-quark. However, the picture is not as simple
as that. Since the quarks interact via the strong force which is mediated by the gluons,
there are also a lot of gluons in the proton. These gluons can create quark-antiquark pairs
or split into new gluons, and thus the proton structure is much more complicated. It was
indeed observed in these collisions that almost half of the proton’s momentum is carried
by particles that don’t interact electromagnetically, namely the gluons. Gluons and quarks
are collectively called partons.
Let us consider a typical electron-proton scattering event, see figure 1. We have an
incoming electron with four-momentum p and an incoming proton with four-momentum
P interacting via the exchange of a virtual photon with virtuality Q2 = −q2.
With P ′ we denote the four-momentum of the parton which absorbs the virtual photon.
The simplest possible process is that it stays on the mass-shell after the absorption, with
a momentum P ′ + q. We define the variable x, as the fraction of the proton’s momentum
carried by the parton, which is struck by the virtual photon; thus x = P ′/P . Since the
mass of the proton, and naturally its partons, can be neglected at the energy scales we are
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concerned about, we get (P ′+ q)2 = 0 and P ′2+2P ′ · q+ q2 = 2xP · q−Q2 = 0, and hence
x = Q
2
2P ·q
. This variable x is called the Bjorken scaling variable, usually denoted by xBj .
2 Theory
We define, the parton distribution function f(x), as the probability for finding a parton
carrying a momentum fraction x of the proton. Usually we use subscripts to denote which
parton we are considering, for example with fq(x) we denote the probability for finding a
quark with momentum fraction x. To specify the flavor of the quark we use the subscripts
u,d etc. The parton model predicts that these distribution functions depend only on the
variable x. This behavior is known as scaling, which is also why x is called the Bjorken
scaling variable. If a parton has a certain x it could either have this momentum fraction
from the beginning, or it could initially have a larger momentum fraction and reduce it
to x through emission of gluons . The avaliable phase space for radiating gluons is larger
when Q2 is large. Therefore the distribution functions will show a greater probability to
have smaller x, and smaller probability for carrying large x for larger Q2. This implies
that the distribution functions are not only functions of x, but they are functions of x and
Q2, f(x) = f(x,Q2). This is a central feature of QCD, and it is called scaling violation.
It is possible to derive evolution equations for the distribution functions in the variable
Q (logQ is often used instead) if one considers the various processes in the proton, such
as quarks radiating gluons or gluons splitting into gluons or quark-antiquark pairs. Thus,
if one knows the distribution function for a certain value of Q, the value for any other
Q can be calculated using these equations, which in the case of QCD are known as the
Altarelli-Parisi Equations. These equations can be found in any book on Quantum Field
Theory.
The distribution functions are important because the cross sections for different events
(both in QED and QCD) can be expressed in these function. Thus, for the process we
considered above, an electron hitting a proton, the cross section can be written as
σ =
∑
q,q¯
∫
dx[fq(x,Q
2)σ(e−q → e−q) + fq¯(x,Q2)σ(e−q¯ → e−q¯)] (1)
Here the cross sections in the integrand are the cross sections for the sub-collisions between
the electron and the partons, and the sum runs over the quark and the antiquark flavors.
From now on we will use capital letters to denote the densities in the variable ln1/x,
F (x,Q2) for fermions and G(x,Q2) for gluons.
2.1 DGLAP, BFKL and the LDC Models
2.1.1 DGLAP evolution
Consider now the emission of many gluons before the parton is hit by the photon. This is
represented by a fan diagram, see figure 2. We define zi as, zi = k+i/k+i−1, hence 1 − zi
3
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Figure 2: A fan diagram for a DIS event. The virtual propagators are denoted by ki and
the quasi-real gluons from the initial-state radiation are denoted by qi.
is the fraction of positive light cone momentum, p+ = p0 + pl, carried away by the quasi-
real gluon, qi. This implies that the Bjorken variable, x, is given by x =
∏n
i=1 zix0. In
the double leading log approximation the gluon ladder is strongly ordered in transverse
momentum
q2⊥1 < q
2
⊥2 < · · · q2⊥n < Q2 (2)
and in x, zi ≪ 1. The probability, in the leading log approximation, to emit a gluon is
given by
P ∼ 4αs
3π
dzi
1− zi
dq2⊥,i
q2⊥,i
(3)
This factor must however be modified because the ordering in (2) implies that no gluon
is emitted with q⊥ between q⊥,i−1 and q⊥,i. Thus we must also take into account the
probability that no emission has occurred between these two values. This correction factor
is called a Sudakov form factor, and it is, in this case, given by
S(q2⊥,i, q
2
⊥,i−1) = exp
[
−
∫ q2
⊥,i
q2
⊥,i−1
4αs
3π
dq2⊥,i
q2⊥,i
∫ 1−ǫ
0
dzi
1− zi
]
(4)
where the ǫ is introduced as a cutoff since the integral diverges for z = 1. Generally, if
we have an ordering in a variable t and the probability, P (t), for something to occur at a
certain t value, the Sudakov form factor is given by
S(t1, t2) = exp
[
−
∫ t2
t1
dtP (t)
]
(5)
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Here (t1, t2) is the interval where an emission was allowed but did not occur. Summing
over the number, n, of links in the chain, the following expression for the structure function
can be derived (for a quark chain)
F ∼
∑
n
n∏
i=1
[∫
4αs
3π
dq2⊥,i
q2⊥,i
dzi
1− ziS(q
2
⊥,i, q
2
⊥,i−1)θ(q⊥,i−q⊥,i−1)
]
δ(x−
n∏
j
zjx0)θ(Q
2−q2⊥,n) (6)
Subleading corrections in ln1/x are taken into account by replacing the 1/(1− zi) term
by the full splitting function, P (z). Including spin effects gives
1
1− z −→
1
2
1 + z2
1− z (7)
By taking the derivative of eq. (6) with respect to lnQ2 we obtain the DGLAP (Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi) evolution equation
∂F (x,Q2)
∂lnQ2
=
4αs
3π
∫
dzdx′Pˆ (z)F (x′, Q2)δ(x− zx′) (8)
Here we have replaced P with Pˆ (we describe Pˆ below), and using Pˆ one can let ǫ →
0. This can be done since the divergence can be treated by defining a distribution that
can be integrated by subtracting a delta function from the singular term. We define the
distribution, 1
(1−z)+
, such that for any given smooth function f(z) we have
∫ 1
0
dz
f(z)
(1− z)+ =
∫ 1
0
dz
f(z)− f(1)
(1− z) (9)
and then we replace the splitting function P with Pˆ given by
Pˆ =
1
2
1 + z2
(1− z)+ +
3
2
δ(1− z) (10)
In fact, it is Pˆ and not P that appears in the AP equations. The delta function comes
from the fact that we have to take into account that a parent quark splitting into a quark
and a gluon disappears. Thus, we get contributions from the new particles but the one in
the initial state no longer exists, and this must be taken into account. The coefficient in
front of the delta function, 3/2, is found by the requirement that the number of quarks is
conserved, which means that the integral of Pˆ over z must be zero. In the case of gluons
(i.e a process where a gluon splits into two gluons) the number of gluons is not conserved
but the total energy is, therefore, in this case, the integral of zPˆ over z is zero.
2.1.2 BFKL region
Assume that Q2 is only moderately large and that x is kept small. The splitting function
for the process where a gluon splits into two gluons, Pgg, contains a pole, 1/z. This implies
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that for small x and moderately large Q2, this process is very probable and will dominate
over splitting events involving quarks. Therefore we now consider gluonic chains where a
parton emits a gluon which then develops a chain of gluons by successive splittings into new
gluons. In this region, non-ordered ladders, though suppressed, will be more important
and they have to be taken into account. This means that the transverse momenta, k⊥, can
now also decrease. Considering this new possibility, Balistky, Fadin, Kuraev and Lipatov
derived a more complex evolution equation, which is known as the BFKL equation. The
evolution in x is given by
∂F(x, k2⊥)
∂ln(1/x)
=
∫
dk
′2
⊥K(k
2
⊥, k
′2
⊥)F(x, k
′2
⊥) (11)
Here we have introduced the unitegrated distribution function, F . There are various
definitions of F , and in the LDC model (which is discussed in the next section) it satisfies
the following relation
F (x,Q2) =
∫ Q2 dk2⊥
k2⊥
F(x, k2⊥) +
∫
Q2
dk2⊥
k2⊥
F(xk
2
⊥
Q2
, k2⊥)
Q2
k2⊥
(12)
The kernel of the integral, K, in equation (11), is known as the BFKL kernel. The
important thing here is to find the eigenvalues of this kernel. To leading order in ln(1/x),
and for a fixed coupling constant αS, the largest eigenvalue is given by λ = 12αS log(2)/π.
It can then be shown that the gluon distribution function is given by
G ∼
∑
n
(λ log(1/x))n
n!
= x−λ (13)
We will come back to the BFKL equation, and the so called BFKL pomeron, later when
we discuss saturation. For now, one can note that BFKL and DGLAP are applicable in
different regions. In the next section we will describe two models which interpolate between
these two different regions, thus containing both the DGLAP and the BFKL physics.
2.1.3 CCFM and the LDC Models
The first such model was proposed by Catani, Ciafaloni, Fiorani and Marchesini and is thus
called the CCFM model. We will discuss purely gluonic chains and the last gluon in the
chain is assumed to interact with a color neutral probe. One can usually order emissions
in different variables, such as color, rapidity, transverse momentum and so on. Due to soft
color coherence [14] the ordering in rapidity and in color are equivalent however. This is
used in the CCFM model where the initial state radiation is made up of gluons which are
not followed, in rapidity, by a gluon with more energy, or equivalently positive light-cone
momentum, q+ = q0 + ql.
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With the selection of the initial state radiation described above, it was shown by the
authors that the unintegrated distribution function is given by
G(x, k2⊥, q¯) ∼
∑
n
n∏
i=1
[∫
α¯
dq2⊥,i
q2⊥,i
(
1
zi
∆ne(zi, k
2
⊥,i, q¯i) +
1
1− zi
)
∆S × (14)
θ(q¯i − q¯i−1zi−1)
]
δ(x−
n∏
j
zj)θ(q¯ − q¯nzn)δ(k2⊥ − k2⊥n)
where q¯i is defined by q¯i ≡ q⊥,i/(1− zi). ∆ne stands for a non-eikonal form factor and ∆S
is the Sudakov form factor. They are given by
∆ne = exp
(
−α¯ln1
z
ln
k⊥
zq¯2
)
; ∆S = exp
(
−α¯
∫
dq2⊥,i
q2⊥,i
dz
1− zΘorder
)
(15)
Here Θorder specifies the kinematic region allowed by the ordering constraints, and α¯ ≡
3αs/π. In the CCFM model, only the singular terms, 1/z and 1/(1 − z), in the splitting
functions are included. The 1/z pole is important in the BFKL region and the 1/(1 − z)
pole and the Sudakov factor are more important in the DGLAP region. Since the non-
singular terms in the splitting function are not included, DGLAP is not fully reproduced
in the large Q2 and the large x limits.
The LDC (Linked Dipole Chain) model, [1], is a reformulation and a generalization
of the CCFM model. The main idea in this model is that certain gluons in the initial
state radiation of the CCFM model, namely those gluons which satisfy the constraint
q⊥i < min(q⊥(i−1), q⊥(i+1)), can be treated as final state emissions from dipoles, which are
formed by the remaining initial state gluons. These remaining gluons, the initial state
gluons in the LDC model, will then satisfy q⊥i ≈ max(k⊥i, k⊥(i−1)). They will be ordered
in both positive and negative light-cone momenta, q− = q0− ql. A single chain in the LDC
model corresponds to several chains in CCFM, and it was shown in [1] that the non-eikonal
factors in CCFM add up to one, when one considers all contributions from these chains.
The ordering, in both p+ and p−, and the absence of the non-eikonal form factors, implies
that LDC is forward-backward symmetric. If one starts from the probe end, which has
large q−, and follows the chain towards the proton end, which has large P+, the situation
will look the same, the minus and plus components will just change roles and we will have
exactly the same ordering and the same distribution function. In the LDC model the
distribution function satisfies the following evolution equation (see eq.43 in [1])
∂F(x, k2⊥)
∂ log(1/x)
≈ α¯
[∫ k2
⊥ dk
′2
⊥
k
′2
⊥
F(x, k′2⊥) +
∫
k2
⊥
dk
′2
⊥
k
′2
⊥
k2⊥
k
′2
⊥
F(xk
′2
⊥
k2⊥
, k
′2
⊥)
]
(16)
Here k2⊥ is the transverse momentum of the last gluon in the chain while k
′2
⊥ is the momen-
tum in the step before. The first term here is the DGLAP contribution where the transverse
momentum increases in the last step, while the second term contains the probability that
the transverse momentum decreases in the last step. For a more detailed discussion on
these models, see [10].
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Figure 3: A quark and an antiquark emitting a gluon. In the first picture the red quark
radiates a red-antiblue gluon and changes its color to blue and in the second diagram the
antiblue antiquark emits a antiblue-red gluon and changes its anticolor to antired.
2.2 Mueller’s Dipole Formulation
The idea of dipoles as emitters of radiation is quite natural in QCD. Consider the two
diagrams in figure 3. The two diagrams will interfere and the two final states are identical.
Thus, it is not possible to tell whether the quark or the antiquark emitted the gluon.
Therefore it makes sense to regard the quark-antiquark pair as a color dipole, radiating
coherently. In the region between the quark and the gluon, the blue and antiblue color
separation will give rise to the emission of softer gluons. But in directions further away the
emissions from blue and antiblue will interfere destructively. Therefore, in these directions,
the emission of softer gluons will correspond to a red antired color dipole. In the restframe
of the quark and the gluon however, emission of softer gluons corresponds to a blue antiblue
color dipole. Therefore the emission of softer gluons corresponds to two independent color
dipoles. This generalizes and a system of a quark, an antiquark and n − 1 gluons will
correspond, in the large Nc limit, to a system of n independent color dipoles. Each time
a gluon is radiated a dipole splits into two new dipoles and the process continues. This is
used in the Dipole Cascade Model, [12, 13], which is formulated in momentum space.
A large part of this thesis is based on Mueller’s Dipole model [2, 3, 4, 5] and we will
be using it in our MC program. In Mueller’s model we start with a heavy quark-antiquark
pair, an onium state, and consider successive emissions of softer and softer gluons. The
main idea here is also based on the observation that, in the large Nc limit and in the leading
logarithmic approximation the complete, multi-gluon, wavefunction of an onium state can
be regarded as a collection of dipoles. This is so since, as we saw above, each gluon will
act like a quark-antiquark pair. Mueller’s approach is formulated in transverse position,
x, instead of transverse momentum, k. These two variables are naturally connected by a
Fourier transform
ψ
(0)
αβ (x1, Y ) =
∫
d2k1
(2π)2
eik1·x1ψ
(0)
αβ (k1, Y ) (17)
Here ψ is the light-cone wavefunction (the zero on ψ indicating that there are 0 gluons
present) and α and β are heavy quark and antiquark spinor indices, x0 and x1 are the
transverse coordinates of the quark and the antiquark respectively. Finally, Y is the total
rapidity range determined by the center of mass energy, Y ∼lns/M2, M being the mass of
8
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Figure 4: Creation of new dipoles by means of gluon emission. The original quark is
denoted by 0 while the antiquark is denoted by 1. The original dipole ”decays” into two
new dipoles when the gluon labeled by 2 is emitted. The process continues with the emissions
of gluons 3 and 4 etc.
the onium. We also define x10 = x1−x0, which means that the transverse size of the initial
dipole is, x10 ≡ |x10|. The reason we choose to work with transverse coordinates instead
of transverse momenta is that one can assume the partons to be frozen during emissions
and the evolution process, which makes the analysis much easier. This is justified since
the time scales for the processes that we consider are very short. Denoting the square of
the wave function with φ, Mueller showed that
φ(1)(x1, Y ) =
α¯
2π
∫
d2x2
∫ Y
0
dy
x210
x220x
2
12
φ(0)(x1, Y ) (18)
where x2 is the transverse position of the emitted gluon and φ
(0) and φ(1) are the squared
wave functions for the onia state without and with a gluon respectively. The factor
d2x2
x2
10
x2
20
x2
12
plays the same role as the splitting functions we hade earlier. Observe that
the x2 integral diverges for small x20 or x12. This means that the probability to emit a
dipole goes to infinity as the dipole size approaches zero. To deal with this a cutoff, ρ, is
introduced, which later can be sent to zero and will not appear in any physical quantities.
Generally, if we have n dipoles and we consider the emission of the nth gluon, we will get
a contribution ∑
ij
∫
d2xn
x2ij
x2inx
2
nj
(19)
where ij runs over all the indices for which there exist a dipole.
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The complete formula for the wave function with arbitrarily many gluons is derived
from a generating functional. Mueller derived a non-linear integral equation for this gen-
erating functional. Taking into account not only real gluon emissions, but also the leading
logarithmic virtual corrections, the formula reads
Z(b0,x10, Y, u) = u(b0,x10)exp
[
−2α¯ln
(
x10
ρ
)
Y
]
+
+
α¯
2π
∫ Y
0
dyexp
[
−2α¯ln
(
x10
ρ
)
(Y − y)
]
× (20)
×
∫
ρ
d2x2
x210
x220x
2
12
Z(b0 +
1
2
x12,x20, y, u)Z(b0 − 1
2
x20,x12, y, u)
Here the ρ under the second integral indicates that we are integrating over a region satis-
fying, x20 > ρ and x21 > ρ. The vector b0 is the position of the center of the initial dipole
in transverse coordinates. The two exponentials have the meaning of Sudakov factors,
where in the first one we consider the probability that nothing happens within the allowed
rapidity interval, which means that there are no gluons present. The second exponential
contains the probability that nothing happens after the last gluon is emitted at rapidity y.
2.3 Saturation and The Balitsky-Kovchegov Equation
Consider the scattering of two onium states against each other. Using the dipole formula-
tion described above, this process can be viewed as the scattering of a collection of color
dipoles against each other. The single pomeron exchange then corresponds to the approx-
imation in which two dipoles (from the two different states) interact via the exchange of a
color neutral gluon pair, independently of the rest of the dipoles. This pomeron is known
as the BFKL pomeron. The total cross section would then be given by the number of
dipoles in one onium state times the number of dipoles in the other onium state times the
cross section for dipole-dipole scattering due to the two gluon exchange. However, as the
center of mass energy increases the number of dipoles will increase, and when the number
becomes sufficiently large the total cross section will violate the unitarity bounds. The
reason is that at higher energies, second order processes must be taken into account, and
these will slow down the growth of the total cross section. The higher order scatterings
are called multiple pomeron exchanges.
Consider the scattering of a photon off a nucleus. We assume that the photon splits
into a quark-antiquark pair, on which we apply the dipole formulation, that is we work in
the large Nc and the leading logarithmic limits. This means that the photon will develop
a cascade of color dipoles, which interact with the nucleus. The nucleus is assumed to be
at rest. We assume that each dipole interacts with the nucleus by a two gluon exchange,
independent from the rest of the dipoles. The nucleus is approximated by a cylinder which
makes the calculations easier. The multiple pomeron exchanges will correspond to the
simultaneous interactions of multiple dipoles with the nucleus, which means that the k:th
pomeron exchange corresponds to k dipoles simultaneously interacting with the nucleus by
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exchanging k color neutral gluon pairs. With these considerations and summing pomeron
exchanges up to all orders, Kovchegov, in [6], derived the following non-linear differential-
integral equation for the forward scattering amplitude off the nucleus:
∂N(x10,b0, Y )
∂Y
=
α¯
2π
∫
ρ
d2x2
x210
x220x
2
12
(
N(x20,b0 +
1
2
x12, Y ) +
+N(x12,b0 − 1
2
x20, Y )−N(x10,b0, Y )− (21)
−N(x20,b0 + 1
2
x12, Y )N(x12,b0 − 1
2
x20, Y )
)
Here the imaginary part of N gives the total cross section. This equation is known as
the Balistky-Kovchegov (BK) equation (a very similar equation was proposed by Balitsky
in [11]), and as we mentioned above, it contains all the multiple pomeron exchanges. The
linear part of the equation is the BFKL part which dominates for small values of N and
which causes the cross section to rise exponentially. The non-linear part comes from the
multiple pomeron exchanges and causes the amplitude to saturate for values near 1. The
equation has a nice physical interpretation, the first two terms on the right hand side are
the contributions to the scattering amplitude from the creation of the new dipoles, 12 and
20, while the third term comes from the fact that the original dipole, 10, no longer exists.
The reader might guess that the non-linear term is the contribution from the recombination
of the two dipoles, 12 and 20, into the original dipole 10, but as we said above the non-linear
term comes from the multiple pomeron exchanges. The Balitsky-Kovchegov equation does
not contain the process of two dipoles recombining into one. This fusion process should
also contribute to saturation. For large gluon densities it should be non-negligible, but it
is not an easy task to estimate this effect. In fact, in the derivation of (21), Kovchegov
used (20), which does not contain the fusion process of dipoles. We will come back to
dipole fusion processes on section 5.
3 MC Simulation of Onium Evolution With Energy
Conservation
3.1 The Main Idea
As we mentioned earlier, the probability to emit small dipoles becomes infinitely large as
the dipole size approaches zero. To deal with this we introduced a cutoff, ρ. This cutoff is
an ultraviolet cutoff since a small dipole corresponds to two hard gluons. This follows from
the relation 1
r
∼ p⊥, where r is the transverse size of the dipole and p⊥ is the transerverse
momentum. We will now develop an onium state using an ordering in rapidity, y, such that
the rapidity increases for each emission. We find it convenient to define y =lnp⊥
p+
, hence
p+ = p⊥e
−y. We see that, for fixed y, p+ → ∞ as r → 0. This means that, if we allow
very small r we will violate energy conservation since the energy of the gluon will become
11
Figure 5: The photon develops a cascade of dipoles which interact with nucleus by the
exchange of color neutral gluon pairs. Each double line represents a gluon which behaves
like a quark-antiquark pair in the large Nc limit.
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larger than the energy of the mother dipole. Hence, we cannot allow too small dipole sizes.
The positive light-cone momentum is essentially equal to the energy, and from now on we
will refer to it as energy. Let p+ be the energy of the parent dipole and let the gluon be
emitted at a rapidity y. Denote by p+g the energy of the gluon. We then have
p+g 6 p+ ⇒ p⊥ge−y = 1
r
e−y 6 p+, hence r >
e−y
p+
(22)
This means that we get a very natural cutoff for small dipoles, given by, ρ(y) = e−y/p+.
To make the program right-left symmetric, which means that the theory looks the same
independent of which way we evolve, we must also demand p− conservation, which is
described later. These observations are the main motivations for this thesis. We will now
describe the Monte Carlo program, including energy conservation, developed to study the
deeply inelastic scattering between a photon and a nucleus, and between two onium states.
3.2 Recoil Formulas
Since we demand energy to be conserved, we must also take into account the full recoil
effects. A single gluon will, in the dipole model, be a part of two independent dipoles and
the question is how the two dipoles share the recoil from the emission. We solve this by
assuming that when a dipole emits a gluon, the initial gluons, which make up the parent
dipole, may contribute with all their energy. This means that the next time a neighboring
dipole emits a gluon, the avaliable energy is reduced because one of its gluons has lost
energy from an earlier emission. How much energy does each parton in the dipole give to
the emitted gluon? Obviously the answer should be such that if the new gluon comes very
close to one of the partons, that parton should take most of the recoil, while the other one
should be less affected. There are, however, different ways to share the amount of energy
between the partons.
Consider the emission of gluon n from the dipole ij. Let rin and rnj denote the distance
between the new gluon and parton i and parton j respectively. Denote the recoil by p′′+,
while p′+ is the amount of energy left after the emission, which implies that p+ = p
′′
+ + p
′
+.
We then make the ansatz that
p′′+i =
rjn
rjn + rin
p+n and p
′′
+j =
rin
rjn + rin
p+n (23)
Thus we assume that p′′+i/p
′′
+j = rjn/rin. We have also studied alternative ways to share
the recoils but the result does not depend sensitively on the exact formula. When we have
generated an emission we always check that p′′+ 6 p+, which obviously must be satisfied.
To make the analysis simple, transverse momentum, p⊥, is only approximately con-
served in the program. Exact conservation of p⊥ would be possible but is not essential
for the purpose of this study. When a new gluon is emitted its transverse momentum is
decided by
p⊥n = max
(
1
rin
,
1
rjn
)
(24)
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The recoils on the emitters are given by
If p⊥i 6
1
rin
then p′⊥i =
1
rin
(25)
If p⊥j 6
1
rjn
then p′⊥j =
1
rjn
Otherwise we simply set p⊥ = p
′
⊥, i.e we don’t change the transverse momenta. This simply
means that the transverse momentum is decided only by the largest contribution. Hence
the transverse momentum of a parton will always be determined by the shortest distance
to another parton, with which it has formed a dipole. Since we change p+ and p⊥ we must,
to be consistent, also change the rapidity y. This is obviously done by setting
y′ = ln
p′⊥
p′+
> y (26)
The inequality is due to the fact that p′⊥ > p⊥ and p
′
+ 6 p+. Therefore the rapidity
will always increase due to a recoil. There is however a problem with this; as we order
the emissions in rapidity the last emitted gluon will always have the largest rapidity, and
we would like it to remain so. Since the rapidity of the emitters increase due to recoil,
there is the possibility that one of the emitters, or both of them, after the recoil ends
up with a rapidity larger than the rapidity of the emitted gluon. The next time we emit
a gluon, the rapidity of that emitter would then determine the region in which the new
emission can occur, in a sense violating the ordering we had. To prevent this we require
that y′i, y
′
j 6 yn; if this constraint is not satisfied a new gluon is generated. Without this
constraint there would also be a lot of gluons in the final state which have rapidities larger
than the maximum rapidity, due to the recoils.
3.3 Upper Bound for the Dipole Size
The p+ conservation, as we mentioned, will give a cutoff for small dipoles, limiting the
number of small dipoles. We can, however, also get extremely large dipoles, especially when
the avaliable energy is low and the rapidity is not very large. This follows immediately
from the fact that ρ(y) = e−y/p+ gets very large for limited y and small p+. We can also
take extremely small steps in rapidity because the phase space avaliable permits this, see
figure 6. When we are about to emit a new gluon we let the computer generate an emission
for each existing dipole, and then we choose the emission which has the lowest y. Because
of what we said above, the step sizes in y can, and indeed will, be extremely small which
result in a huge number of dipoles and very long running times. This can be fixed by
imposing an ordering in negative light cone-momentum, p−, such that
p−n > max(p−i, p−j) (27)
There is also a physical argument for doing this. As we described in section 3.1 we
want the cascade to be right-left symmetric, and by imposing p− ordering we can achieve
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Figure 6: The triangular phase space for emissions. The two circles indicate the emitting
partons, the vertical line through circle j indicates the rapidity of j while the on second
line, p− is equal to p−j Emissions between the two lines through j are forbidden due to
p− ordering, which limits the allowed rapidity interval. The line through i indicates its p+
value.
this. This ordering will make very small steps in y less probable, and it will also limit the
radius of a dipole from above. To see this let the larger negative light-cone momenta be
p− which implies
p−n > p− ⇒ p⊥ey = 1
r
ey > p− hence r 6
ey
p−
(28)
We are limiting the small dipoles with the energy avaliable in the emitting dipole, so
the smallest dipole that can be created is the same for both partons of the mother dipole.
A more realistic way might be to set two different lower limits for the two partons. If one
of them has greater energy than the other, it should be possible for the emitted gluon to
form a smaller dipole with this parton than with the other one. Thus, the energy of the
gluon should be bounded by the energy of the two partons separately, and not by their
sum. We would then have
rin >
e−y
p+i
and rjn >
e−y
p+j
(29)
This is however already satisfied in our program due to our constraint y′i 6 yn, which is
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necessary for conserving the y ordering. The constraint
y′i 6 yn implies e
−y′i > e−yn. The relation e−y
′
i = e
−ln
p′
⊥i
p′
+i =
p′+i
p′⊥i
then implies
1
p′⊥i
>
e−yn
p′+i
>
e−yn
p+i
which together with the relation
1
p′⊥i
=
1
max
(
p⊥i,
1
rin
) 6 rin (30)
gives rin >
e−yn
p+i
3.4 Formulas for Generating y and r
We have above described the main ideas of our program. In this section we will write down
the explicit equations used to generate y and r values. As we mentioned in section 2.2,
the rx and ry factors in (18) have the meaning of a splitting function. Taking into account
also the Sudakov factor, the total formula for emission is given by
α¯
2π
∫
ρ(y′′)
d2rn
r2ij
r2inr
2
jn
exp
[
− α¯
2π
∫ y
y′
dy′′
∫
ρ(y′′)
d2rn
r2ij
r2inr
2
jn
]
(31)
The Sudakov factors in section 2.2 were trivial, since we had no y dependence on the
r integral. Demanding energy conservation implies, however, that the lower limit of the
integral depends on y and the Sudakov factor will therefore be more complex. To make
the calculations simpler, we set ri = (0, 0) and rj = (1, 0), so that rij = 1. This we can
always do by applying a translation of −ri, then rotating the vector r′j = r′ij onto the
x-axis and finally by scaling with rij . After we have generated values for r we transform
the system back to the original one. To generate the y and r values we use the well known
veto algorithm, and the y values are given by the distribution
y = −ln
√
1 +
p2+
4
+
√
(ln
√
1 +
p2+
4
+ y′)2 − lnR
4α¯
(32)
where R is a random number, y′ is the maximum rapidity before the emission, and p+
is the total energy of the emitting dipole. The values for rx and ry are chosen from the
distribution
rx =
√√√√ ρ2(1 + 14ρ2 )R2
1 + 4ρ2 − 4ρ2(1 + 1
4ρ2
)R2
cos 2πR1 (33)
ry =
√√√√ ρ2(1 + 14ρ2 )R2
1 + 4ρ2 − 4ρ2(1 + 1
4ρ2
)R2
sin 2πR1
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where ρ = ρ(y) and R1 and R2 are two, independent, random numbers. Note that we use
the generated y-value for generating rx and ry. Finally, we accept the generated values
with the probability
ln(1 +
p2
+
4
e2y)((rx − 1)2 + r2y + 0.25)(r2x + r2y + 0.25)
(ln(1 +
p2
+
4
) + 2y)
(
((rx − 1)2 + r2y)((rx − 1)2 + r2y + 0.25) + (r2x + r2y + 0.25)(r2x + r2y)
)
(34)
This formula is derived in the appendix.
3.5 Summary of the Program
In this section we will summarize the important points from the earlier sections about the
MC program. The algorithm is
1. For each dipole, pick a y value from (32) and rx and ry from (33).
2. For these values calculate the weight in (34). If (34) < R go back to 1 and start
over. Otherwise go to 3.
3. If p+i 6 p
′′
+i or p+j 6 p
′′
+j go back to 1 and start over. Otherwise go to 4.
4. Check (27). If the inequality is not satisfied, then go back to 1 and start over.
Otherwise go to 5.
5. Check if y′i, y
′
j 6 y. If the inequality is not satisfied, then go back to 1 and start over.
Otherwise generate a gluon.
6. Set the new values for p+i,j, p⊥i,j and yi,j.
7. Select the dipole which gives the lowest y.
8. If y < ymax let the selected dipole emit the generated gluon. Otherwise stop the
process.
9. Delete all other generated gluons and continue.
4 Applications of the MC Program
In this section we consider the applications of the program. We use the program to calculate
cross-sections for two processes, onium-nucleus scattering and onium-onium scattering.
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4.1 Onium-Onium Scattering
We start with onium-onium collisions. There has been other studies of this process, in
particular there is another MC program called OEDIPUS, developed by Salam, [7], which
is also based on Mueller’s Dipole formulation, but without energy conservation. To study
this process we generate two onium states independent of each other, one developed up
to a rapidity y and the other developed up to Y − y, and after that we let them collide.
The collisions will occur between the dipoles from the two onium states and to calculate
the cross section we need an expression for the S matrix. It is here in order to present the
theoretical background for how we arrive at an expression for the S matrix. The amplitude
for one pomeron exchange between two colliding onia is, in the BFKL approximation, given
by
F (1)(r1, r2,b, Y ) = −
∫
d2cd2c′
2πc22πc′2
d2rd2r′f(r− r′, c, c′)n(c, r1, r, y)n(c′, r2, |r′ − b|, Y − y)
(35)
Here r1 and r2 are the sizes for the two initial dipoles, c is the size of a dipole in the
right moving onium while c′ is the size of a dipole in the left moving onium and r and
r′ are their positions relative the initial dipoles respectively. n(c, r1, r, y) is the density of
dipoles of size c and at a distance r from the initial dipole after evolution through some
rapidity y. Y is the maximum rapidity determined by the cms energy. The expression for
the dipole-dipole interaction is given in [3, 7, 8], where it is written as the square of the
two-dimensional dipole-dipole potential
f(r, c, c′) =
α2s
2
[
log
|r+ c/2− c′/2||r− c/2 + c′/2|
|r+ c/2 + c′/2||r− c/2− c′/2|
]2
(36)
Onium-onium scattering can be formally expressed in the operator formalism presented
in [3]. To that end we define the operators A†(r,b) and A(r,b), where the first one creates
a dipole of size r and with impact parameter b while the second one destroys the same
dipole. One usually uses A† and A for the right moving onium and D† and D for the left
moving onium. In the operator formalism there are two vertices, the first one, V1, is the
vertex for a dipole splitting process while the second one, V2 is the vertex containing the
virtual corrections. These are given by
V1 = α¯
∫
d2rijd
2rind
2rjnd
2bijδ(rij + rin + rjn)
r2ij
r2inr
2
jn
×
×A†(rin,bij − 1
2
rjn)A†(rjn,bij + 1
2
rin)A(rij,bij) (37)
and
V2 = −2α¯
∫
d2rijd
2bij ln
(
rij
ρ
)
A†(rij,bij)A(rij,bij) (38)
where, in (37), we have defined α¯ = α¯/2π.
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Equation (37) is just the vertex for the splitting of dipole ij into in and jn, and here
the delta function guarantees that the dipoles are connected. The second vertex simply
takes care of the disappearing mother dipole, which is indicadet by the minus sign. This
must be taken into account just as we did in section 2.1.1. We define VR = V1+V2 for the
right moving onium and VL is defined similarly. The amplitude for multiple scatterings is
then given by
F (k)(b, Y ) = 〈0|eA1+D1 (−f)
k
k!
eyVR+(Y−y)VLD†(b, r2)A†(0, r1)|0〉 (39)
where we always choose our coordinate system such that r1 has impact parameter 0. Here
|0〉 is the state defined by A|0〉 = D|0〉 = 0. A1 is defined by
A1 =
∫
d2bd2cA(b, c) (40)
with a similar expression for D1. In (39) the factor f describes the interaction, the factor
involving V describes the evolution of the onia states where we create any given number
of dipoles for all possible positions and sizes. D† and A† simply create the initial dipoles
while eA1+D1 searches for any given number of dipoles for all possible positions and sizes.
The quantity f , in (39), is given by
f =
∫
d2rd2r′d2cd2c′f(r− r′, c, c′)D†(r′, c′)D(r′, c′)A†(r, c)A(r, c) (41)
The meaning of the integral is that we count the number of dipoles for all possible positions
and sizes in the right and left moving onia (D†D and A†A are approximately the number
operators). We then multiply by the interaction amplitude for the dipoles and finally we
sum all contributions. Thus f has the meaning of a total amplitude. Summing pomeron
exchanges to all orders one arrives at the formula for the S matrix (which is our goal)
S(r1, r2,b, Y ) = 1 + F (r1, r2,b, Y )
= 〈0|eA1+D1e−feyVR+(Y−y)VLD†(b, r2)A†(0, r1)|0〉 (42)
To be used in a MC simulation however, this expression for the S matrix is not so good.
To find a more suitable expression we first note that the probability to find n dipoles in an
onium state with initial dipole given by b0 and r0, and at a rapidity Y , is in the operator
formalism given by
Pn(b0, r0, Y ) = 〈n|eY VA†(b0, r0)|0〉 (43)
Assume that we connect the two onium states at the center, i.e y = Y/2. Then the S
matrix can be written in the following form
S(r1, r2,b, Y ) =
∑
a,a′
Pa(r, 0, Y/2)Pa′(r
′,b′, Y/2)e−fa,a′ (44)
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where the sum runs over all possible configurations, a and a′, and fa,a′ is given by
fa,a′ =
Na∑
i=1
Na′∑
j=1
f(ri − r′j , ci, c′j) (45)
Na(Na′) is the total number of dipoles for the configuration a(a
′). In arriving at the formula
for the S matrix, it is important that one sums the contributions from the multiple scat-
terings for a particular configuration before the averaging over all possible configurations
is done. The reason to this is that the multiple scattering series does not converge, which
is due to the fact that rare configurations give large contributions to the series, especially
for higher orders. It is easy to see that the S matrix, as given in (44), satisfies the unitarity
constraints
S 6
∑
a,a′
PaPa′ 6 1 (46)
since fa,a′ > 0. The unitarised amplitude is thus given by
|F | = 1− S = 1−
∑
a,a′
PaPa′e
−fa,a′ =
∑
a,a′
PaPa′(1− e−fa,a′ ) (47)
A multiple scattering series for the amplitude emerges when one expands the e−f term
in the S matrix. Therefore the one pomeron amplitude is given by
|F (1)| = 1−
∑
a,a′
PaPa′(1− fa,a′) =
∑
a,a′
PaPa′(1− (1− fa,a′)) =
∑
a,a′
PaPa′fa,a′ (48)
The factor 1 − e−fa,a′ , in (47), has the meaning of the total reaction probability for the
onium-onium collision. Therefore all we need to do is to calculate 1− e−fa,a′ for randomly
chosen initial conditions, and the unitarised cross-section for onium-onium scattering will
be given by
σ =
∫
d2b(1− e−fa,a′ ) (49)
To evaluate the integral one must choose a finite area over which the random positions
are chosen. This is quite easy to do, since the amplitude decreases very fast for large b.
By checking the amplitude for large b one easily finds a good value for the maximal value
of b. In order to obtain the one pomeron amplitude we just do the same thing, but with
1 − e−fa,a′ replaced by fa,a′ , which is easily seen from (48). Therefore the one pomeron
cross section is given by
σ(1) =
∫
d2bfa,a′ (50)
Some comments on formula (36) are in order here. The four terms in the logarithm are
the four distances between the ends of the dipoles, see figure 7. If the size of one of the
dipoles is much smaller than the other r1 → r2 and r4 → r3 and thus the amplitude will
tend to zero. Therefore small dipoles interact weakly. Also, if the size of one of the dipoles
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Figure 7: With the notations in the figure the logarithm term in the interaction is log r2r3
r1r4
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Figure 8: The average number of dipoles with sizes greater than or equal to the initial
dipole. Although the number of dipoles increase exponentially, the number of large dipoles
increase very slowly.
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Figure 9: The average dipole size divided by the initial dipole size as a function of the
rapidity, y. We see that the dipole size drops rapidly as y increases, just as we expect.
tends to infinity and one of its ends is not very close to the other dipole, the distances will
again be mutually equal and the interaction very weak.
The number of dipoles in an onium state increases exponentially with y. However, as
y increases it is easy to see that the average dipole size will decrease very fast. This is so
because ρ = e−y/p+ gets very small for large y, and the probability to get small dipoles
increase as ρ decrease. Since ρ drops exponentially we also expect the average dipole
size to drop rapidly. This can be seen in figure 9. As the number of dipoles increases,
the interaction term between the two onium states will of course increase, and since the
number of dipoles increases exponentially one would expect that the cross section also
increases exponentially with y. However, because of what we just said above, and the fact
that interactions involving small dipoles are very weak, the growth rate is reduced. In fact,
the number of large dipoles rises very slowly (with large we here mean dipoles which are
larger than the initial dipole), see figure 8. In figure 10 we plot the unitarised amplitude
as a function of the impact parameter b0, at a rapidity Y = 14, and for r1 = r2 = r0. We
see that the amplitude is well below 1 for all impact parameters and that it drops quite
fast with increasing b0. We also plot the one pomeron amplitude as a function of b0 and
for Y = 14, see figure 11. It is interesting to see that the one pomeron amplitude is below
1 for all b0 and that it is very similar to the unitarised amplitude.
This is in sharp contrast to previous studies, for example [8], in which energy conser-
vation is not included. Here the difference between the unitarised and the one pomeron
amplitudes is quite large. In [8] one can also see that the one pomeron amplitude is above
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Figure 10: The unitarised amplitude as a function of b0/r0, r0 being the size of the two
initial dipoles, for Y=14.
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Figure 11: The One Pomeron amplitude as a function of b0/r0 for Y=14.
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1 for b0 . r0 and that both amplitudes are above zero for b0 . 10r0.
4.2 Onium-Nucleus Scattering
As a second application we study scattering off a nucleus. As in section 2 we consider a
nucleus of cylinder shape with some radius B. In the transverse plane the nucleus will look
like a circle with radius B. The center of the nucleus is located at b0. The position of our
initial dipole is kept fixed, its coordinates are given by r0 = (−0.5r10, 0) and r1 = (0.5r10, 0).
The impact parameter is then simply equal to b0. In order to calculate the cross section
for this event we have to find an expression for the interaction between the dipoles and the
nucleus. First of all one should note that the amplitude, for dipole-nucleus scattering, is
going to depend on five parameters. Two of the parameters give the position of the center
of the nucleus in the transverse space, namely b0 ≡ |b0| and ψb, the third parameter is
the size of the initial dipole, r0, the fourth is the angle describing the relative orientation
between the target and the initial dipole and finally the fifth parameter is the rapidity.
The relative orientation however, is not needed when the nucleus is cylindrical, which is
quite obvious. The rapidity and the size of the initial dipole come in naturally in a MC
simulation and are not needed explicitly in the interaction formulas. Therefore we are left
with two parameters instead of five.
As mentioned above we picture the nucleus as a circle in transverse space. We will
view the nucleus as a collection of color dipoles and the interaction between an incoming
dipole and the nucleus will be given by the interaction between the incoming dipole and the
target dipole in the nucleus, convoluted with the dipole distribution of the nucleus. The
interaction formula between two dipoles is again given by (36). The dipole distribution can
be chosen in a variety of ways but not arbitrarily. First of all, we want the dipole density
to go to zero as the dipole size goes to zero. This is because, as mentioned in section 3.1,
small dipoles correspond to hard gluons and if we allow too small dipoles in the nucleus
we will violate energy conservation. The dipole density should also go to zero when the
dipole size approaches infinity, we do not want dipoles which are larger than the nucleus.
The dipole density should also be large at the center of the nucleus, an incoming dipole
with zero impact parameter should have a larger chance to interact with the nucleus than
a dipole with non zero impact parameter. Let bi be the impact parameter of the target
dipole i , i.e a dipole belonging the nucleus. The position of dipole i relative to the center of
the nucleus is then simply given by b = bi−b0. We also expect the dipole density to drop
quite fast for large b. With these considerations we have chosen the following distribution
dP = d2rid2br2i e−r
4
i e−
2b2
B2 (51)
Note that this whole expression is dimensionless, the ri and b are all divided by a unit
parameter with the dimension length. Of course, in this expression, there should also be
a normalization constant, which may come from energy conservation. We are here less
interested in the precise value of the amplitude however, primarily we want to investigate
how the amplitude behaves. In future studies a normalization constant should be included.
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In our calculations we have studied an example where B is equal to five unit lengths. We
see that the nucleus will consist of a collection of dipoles, with sizes small compared to the
nucleus, and a higher density near the center. The interaction between an incoming dipole
j and the nucleus is then given by
f¯(bj − b− b0, ri, rj) =
∫
dPf(bj − b− b0, ri, rj) (52)
Once we have this expression we just sum over all incoming dipoles j and the total
cross section is, in analogy to (49), given by
σ =
∫
d2b0
[
1− exp
(
−
∑
j
f¯(bj − b− b0, ri, rj)
)]
(53)
The amplitude contains multiple pomeron exchanges up to all orders and it satisfies the
unitarity bounds. We calculate (52) and (53) using MC techniques. For this one has to
choose a finite area in which the last integral is evaluated. This is quite easy to do since the
amplitude falls off quite fast for large impact parameters. It is usually more than enough
to take b0max ≈ 5(r0 +B).
4.3 Results
In this section we present the results we obtained from our program. To start we like
to point out that all calculations have been performed using a fixed coupling constant,
α¯ = 0.2. Although a running coupling constant would obviously be more justified, we have
avoided it in order to make the whole Monte Carlo program simpler. As we described in
the last section, the main objective has been to obtain the cross-sections for the events we
studied. Therefore we start by presenting the cross-section for onium-onium scattering for
different configurations.
In figure 12 we compare cross-sections obtained from one-pomeron and unitarised am-
plitudes. We see that the difference, hence the saturation, is quite small. We could observe
this already in section 4.1, where we compared the amplitudes as functions of the impact
parameter. Observe that the scale in figure 12 is not logarithmic like in other figures.
If plotted on logarithmic scale the difference between the cross-sections would barely be
visible. One can see that the difference increases with Y , this is no surprise since f will
increase with Y and therefore the difference between f and (1−exp(−f)) will also increase.
Figure 13 shows the cross-sections for different initial conditions obtained from our MC
program. The difference compared to previous studies, [8], is clear, our cross-sections grow
much more slowly. One of the reasons for this is, as explained in section 4.1, that the
average dipole size decrease rapidly as Y increases and since small dipoles interact weakly,
the growth of the cross section is reduced. The other reason is discussed below.
In figure 14 we show σ/r2 as a function of the rapidity calculated for onium evolution
with constant ultraviolet cut-off ρ, i.e without energy conservation. Comparing with figure
13 we clearly see that σ grows much faster in this case.
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Figure 12: Comparing the cross-section calculated from one pomeron and unitarised am-
plitudes, as a function of the rapidity Y .
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Figure 13: σ/r22 for various initial conditions as function of the rapidity Y. Here r1 is kept
fixed while we vary r2. All calculations are done using the unitarised amplitude and for
y = Y/2.
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Figure 14: σ/r20, r0 being the size of the two initial dipoles, using the unitarised amplitude,
as a function of rapidity Y and without energy conservation.Note that the cross-section
grows more rapidly compared to figure 13.
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Figure 15: λ, plotted as a function of r2/r1, calculated from the unitarised cross-section for
onium-onium collisions.
It is again interesting to see that the unitarised cross-section in figure 14 grows even
faster than the one pomeron cross-sections in figure 12, we could see a hint of this already
in section 4 where we plotted the amplitudes. We see that energy conservation has a non-
negligible effect on the growth of the cross section. It seem as if one does not even has to
use the unitarised amplitude, at least for the Y intervals we investigated.
Recall from section 2.1.2 that the gluon distribution function in the BFKL region is
given by G ∼ x−λ. Here ln1/x ∼ y, which gives G ∼ eλy. Therefore the BFKL equation
predicts an exponential rise of the cross section, σ ∼ eλy. Thus lnσ ∼ λy where, in the
leading log approximation, λ is given by 4αsCA
π
ln2= 4α¯ln2≈ 0.55 for α¯ = 0.2. By trying
to fit a straight line for lnσ between Y = 10 and Y = 19 we have obtained values for λ.
The results are shown in figure 15. We see that the λ we have obtained is much lower
than λBFKL. We explained one of the reasons for this above. The second reason is that
the steps in y, ∆y, gets larger when we have energy conservation, which results in fewer
dipoles. That ∆y gets larger can be seen from the phase space diagram in figure 6. Since
we have both p+ and p− conservation the avaliable phase space for emitting a gluon with a
small ∆y is small. Therefore it is more likely to take bigger steps in y. If ∆y is the typical
rapidity interval where the number of dipoles double, we can estimate the total number of
dipoles with N ∼ 2Y/∆y. This can be written as N ∼ exp
(
ln2
∆y
Y
)
. Therefore we get λ ∼
ln2/∆y. It is not really true that σ increase proportional to N as the average dipole size
is also important. The large ∆y does, however, give a very essential contribution to the
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Figure 16: σ/r20 for unitarised and one pomeron calculations for onium-nucleus scattering
as function of the rapidity Y, for B/r0 = 10.
reduction of the parameter λ. Thus it is expected that we obtain a lower λ than in [8].
This is also expected from theoretical considerations. Taking into account higher order
corrections reduces the value of λBFKL. For values, αS ≈ 0.2, the value for λ in NLO is
even negative. This is of course not so realistic and there are different calculations that
give some other values but it gives an idea of how λ behaves. A large fraction of these
higher order corrections are related to energy conservation, and therefore it is expected
that one obtains lower values for λ. Observe that our values for λ are not exact, there
is some uncertainty in trying to fit a straight line for lnσ. We have calculated λ also for
constant ρ, and, for ρ = 0.02r0, r0 being the size of the two initial dipoles, we get λ = 0.32.
This is a bit lower than λBFKL = 0.55 but the value of λBFKL is valid in the limit ρ→ 0.
Figures 16 and 17 show the results for onium-nucleus scattering. The saturation effects
are more visible here. For small Y we see the power like rise of σ and as Y increases the
cross section starts to saturate. The reason that we can see the difference between the
one pomeron and the unitarised amplitudes even for small Y is because the onium now
interacts with a much denser object. Observe also that the Y in onium-onium collisions
and the Y in onium-nucleus scattering has different meaning for the evolution of an onium
state. In onium-onium scattering events, the onium states are evolved up to Y/2 while
in onium-nucleus scattering, the state is evolved up to Y . For a low rapidity, such as
Y = 2 (Y = 4 in onium-onium events) the onium state often consists only of the initial
dipole, therefore an onium-onium collision will just mean a collision between two dipoles.
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Figure 17: σ/r20 for unitarised and one pomeron calculations for onium-nucleus scattering
as function of the rapidity Y, for B/r0 = 5.
Hence it will be very difficult to see any difference between the one pomeron and unitarised
amplitudes. In nucleus collisions however, that single dipole will collide with a much denser
object, which consists of many dipoles, and therefore the amplitudes will not be so small
and the difference will be more visible. There is a difference here compared to the case of
constant ρ. If one uses a constant ρ , which is sufficiently small of course, the steps in y
will be smaller and therefore there will always be additional dipoles even for smaller Y .
Hence the difference in the amplitudes will be visible, though small. This can be seen in
[8].
5 More on Saturation
5.1 The Dipole Fusion Factor
In this section we will focus on a process that we excluded in our analysis, namely the
question of dipole fusion processes, the creation of a dipole by destroying two. To make
the analysis easier we abandon energy conservation and switch to a constant cut-off, ρ.
We mentioned the fusion process a little when we presented the Balitsky-Kovchegov equa-
tion, (21). As we said, the BK equation does not contain this possibility. This is so because
Mueller’s Dipole formulation does not contain it, and the BK equation is obtained from (20)
by summing multiple pomeron exchanges up to all orders. The inclusion of dipole fusion
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Figure 18: A dipole fusion process. The dipoles denoted by c and d go together and form
r1 and the evolution continues
processes in the wave function formalism is not an easy task and is yet to be solved.
Let us return to Mueller’s formulation. As we recall from section 2, Mueller’s model
gives us the squared wave function for an onium state with arbitrarily many gluons. We
also saw that, when two new dipoles, in and jn, were created as the result of a gluon
emission from dipole ij, there was a factor α¯d2xn
x2ij
x2inx
2
jn
associated with this splitting. The
wave function, φ(n), is then obtained from φ(0) by considering all possible ways in which
we can arrive at a state with n gluons.
Look at figure 18, where we follow some evolution that leads to the formation of the
dipole labeled by r0. Then r0 splits into a and b , where a in turn splits into f and c, and b
splits into d and e. Then, from what we said above, we will get a factor (denote the gluon
at the center with A)
d2rA
r20
a2b2
a2
f 2c2
b2
d2e2
(54)
for these splittings (of course we will also get factors, d2r, from the gluons on the top right
and bottom right corners, but these factors are not interesting for our analysis). Note that
in the large Nc limit only dipoles that share a common gluon, i.e neighboring dipoles, can
fuse. After these splittings we let c and d fuse and form r1. The fusion process will be
associated with some weight Z ·dy, and the question is what this factor looks like. Observe
also that we do not need to write r20 in (54) since there will be a factor 1/r
2
0 from the time
r0 was formed and therefore these factors cancel. Instead we can include a factor r
2
1 which
will be present when the dipole r1 emits a gluon, later in the process. Thus we get
d2rA
1
f 2c2
1
d2e2
Z(r1; c, d)r21 (55)
where the arguments of Z indicate that the dipole r1 is formed out of the dipoles c and d.
As discussed above, we require that the theory looks the same if we view the process from
the other end. If we start from the right and follow the evolution we will see r1 form first,
then r1 will split into d and c, c will in turn split into a and f while d splits into b and e,
and finally a and b go together to create r0 and the process continues. Now we will get the
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factor
d2rA
r21
c2d2
c2
f 2a2
d2
b2e2
Z(r0; a, b) (56)
Applying the same arguments as above we get rid of the factor r21 and we can include
r20. Hence we obtain
d2rA
1
f 2a2
1
b2e2
Z(r0; a, b)r20 (57)
By the symmetry argument (55) and (57) should be equal, hence
r20
a2b2e2f 2
Z(r0; a, b) = r
2
1
c2d2e2f 2
Z(r1; c, d)
r20
a2b2
Z(r0; a, b) = r
2
1
c2d2
Z(r1; c, d) (58)
Most cascade models are semi-classical but despite this they are very successful in
describing experimental results, such as in e+e− annihilation. The DGLAP region in DIS
is also successfully described despite the fact that DGLAP, which contains probabilities
instead of amplitudes, is not fully quantum mechanical. In this, semi-classical, spirit we
assume that the fusion factor, just like the splitting factor, is local and only depends
on the dipoles involved in the fusion. A full quantum mechanical treatment would give
contributions which include interference factors but, given the success of these semi-classical
models, we will primarily try a locally factorizing approximation. The assumption that
the fusion factor is local means that Z(r0; a, b) (Z(r1; c, d)) only contains the lengths r0, a
and b (r1, c and d). Thus the only possibility gives
Z(r0; a, b) ∝ a
2b2
r20
and Z(r1; c, d) ∝ c
2d2
r21
(59)
Generally, if dipoles rin and rjn go together and form rij we get a factor
r2inr
2
jn
r2ij
. To make
the formulas in (59) complete we note that the fusion factor Z must be dimensionless.
Therefore the expressions in (59) should be divided by a factor which has the dimension
of an area. A reasonable choice would be to take the area of the triangle that is formed
by the two disappearing dipoles and the dipole that is created. If this is done however,
we get a factor 1/A1 on the LHS of (58) while we get 1/A2 on the RHS, where A1 is the
area of triangle formed by a, b and r0 while A2 is the area of the triangle r1cd. Since in
general A1 6= A2, the equality, hence the symmetry, will be violated. In order to keep
the symmetry one can easily see that we must have something that looks like 1/
√A1A2.
Including A1 (A2) in the fusion factor, Z(r1; c, d) (Z(r0; a, b)), means that we remember the
steps that we took before. From what we said above however, we avoid this possibility and
assume that the fusion factor is local. Therefore Z(r1; c, d) (Z(r0; a, b)) will not contain A1
(A2), but as we just saw we cannot get a theory which is symmetric by only including A2
(A1). Thus the only possibility is that the fusion factor contains a parameter, which has
the dimension (length)2, and is a fundamental parameter in the theory. One can ask what
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Figure 19: On the left side we see b and c fuse to create d at a rapidity yˆ and then a splits
into e and f at y′. The figure on the right side shows the same process viewed backward.
Now e and f undergo fusion to create a at y′ and d splits into b and c at a rapidity yˆ.
kind of fundamental scales there are. The fundamental scale of QCD is ΛQCD which has
the dimension of energy. Therefore one can make the heuristic argument that Z ∝ Λ2QCD.
It is also reasonable to assume that the fusion process, just like the splitting process, is
associated with a factor α¯. The complete formula for the fusion of dipoles in and jn into
ij is then given by
Z(rij; rin, rjn) = α¯ξ
r2inr
2
jn
r2ij
Λ2QCD (60)
where ξ is a dimensionless, free parameter in the theory.
5.2 Putting the Fusion Factor in a MC Program
Now that we have the fusion factor we can use it to generate new y values, which we denote
by yˆ. As mentioned in section 3 we generate, for each existing dipole, a y value and then
we accept the gluon with the lowest y-value. For each dipole we also generate yˆ-values
for possible dipole fusions and if the lowest yˆ happens to be lower than all the other y we
accept the corresponding fusion process. The yˆ-values are given by
yˆ = y − 1
α¯ξ
1
Λ2QCD
r2ij
r2inr
2
jn
lnR, (61)
where R is a random number and y is the maximum rapidity before the fusion process.
One may ask what physical meaning yˆ has. Consider the processes on figure 19, where
we picture the evolution of an onium state for some rapidity intervals and then we view
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the same steps backward. When we come to y we generate and choose yˆ and let b and c
go together to form d. When viewed backward the meaning of yˆ will be the rapidity at
which d splits into b and c. The same thing goes for the process where a splits into e and
f at y′. Viewing the process backward we see e and f undergo fusion and create a and
the rapidity y′ would then be the rapidity which we would have obtained from (61) for the
backward evolution.
5.3 Stability
Let us return to figure 18 and the gluon at the center denoted by A. What happens if
we vary rA? In particular consider events where A is emitted far away from the mother
dipole. After the fusion of c and d into r1 there will be no terms left that depend on rA.
Therefore, if we integrate d2rA over large distances we will get an infinite contribution. The
problem is that even though the probability to emit the gluon A at very large distances
goes to zero, the probability of having the fusion event c + d → r1 goes to infinity. This
can be easily seen from the fusion factor c
2d2
r2
1
. Hence in order to make the theory stable the
contribution from very large dipoles must be suppressed. Enforcing energy conservation we
got a cut-off for the large dipoles from p− conservation but in the case of constant ρ there
is no limit for how large a dipole can be. It should be reasonable to use an infrared cut-off
even if one does not consider fusion processes. This has to do with the Froissart bound,
which says that the cross section cannot grow faster than ln2s. The Froissart bound follows
from the assumption that a field, which acts with the exchange of massive particles, has a
finite range. Therefore one should cut off contributions that come from too large distances,
which means that it is not right to allow too large dipoles. In QCD this is expressed in
the confinement mechanism, which suppresses large dipoles. A reasonable infrared cutoff
is given by 1/ΛQCD. In a Monte Carlo program the easiest way to implement this would be
to generate the y, rx and ry as before and afterwards accept these values with a probability,
P ∼ e−(r1+r2)ΛQCD . Here r1 and r2 are the sizes of the dipoles which were created in the
splitting process.
Next, let us study what happens when the gluon A is emitted very close to one of its
mother partons. Denote the smaller distance to the mother partons by δ. Then for very
small δ, the probability to emit A gets very large but in order to have a fusion process,
involving a dipole that contains A, we must first have an emission from the dipole with
length δ, which then will get a weight proportional to δ2. Therefore the total probability
for the whole process will not be large, and since the value of δ varies over a small space
we will not get a divergent contribution. Therefore we see that including fusion processes
causes no unpleasant instabilities in the theory.
One can ask how large effect the fusion processes will have on the onium evolution.
Since the probability to create small dipoles is high (of course we assume that ρ is small)
there will be a lot of small dipoles. On the other hand, the probability to have fusion
processes involving small dipoles is very low and therefore it would seem as if the fusion
effects would not be so visible. Small dipoles interact very weakly however, therefore it
does not make so much difference if many of them disappear due to fusion processes or
34
 0.1
 1
 10
 4  6  8  10  12  14
σ
/r 0
2
Y
ξ=1000
ξ=100
ξ=10
ξ=1
Figure 20: σ/r20 plotted as a function of Y for various ξ and for constant ρ = 0.02r0.
not. The largest contribution to interactions come from the larger dipoles and these have
non-vanishing probabilities to undergo fusion, therefore for a state with many large dipoles
the effects of fusion processes should be visible.
5.4 Results
In this section we present the results we obtained from our MC simulations including dipole
fusion processes. We have run the program for different ξ and studied how the cross section
behaves for these ξ-values, in onium-onium collisions. In figure 20 we see some of the result
obtained by including fusion effects. We choose r0 such that r0ΛQCD = 0.166. The cross
sections were calculated for fix ρ. We see that λ decreases as ξ increases and lnσ still seems
to depend linearly on Y . It doesn’t seem as if the growth starts to saturate but of course it
might be that the saturation sets in for larger Y . This is actually expected in the large Nc
limit where only neighboring dipoles can fuse. From these result we have also calculated
the different λ and in figure 21, λ is plotted as a function of ξ.
Let λF denote the λ-value we obtain from onium evolution including fusion processes.
Similarly we introduce λEC , where EC stands for energy conservation. From figure 21 we
see that λF drops slowly for small ξ. This is not strange since for small ξ (ξ < 1), any
fusion process will have very a small probability to occur, and changing ξ will not affect this
much. As ξ increases we see that λF starts drop more sharply since the fusion processes
become more probable. We have not gone any further than ξ = 1000 since running the
program for larger ξ is extremely time consuming. The reason is that the steps in y gets
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Figure 21: λ plotted as a function of ξ.
extremely small when ξ is very large, which follows immediately from (61).
Looking at the figures 15 and 21 we see that λF > λEC. This means that energy
conservation has more effect on the growth of σ than fusion processes. It can be that the
fusion processes become more important than energy conservation at higher rapidities. Of
course when estimating λEC we used values within the interval 10 6 Y 6 19 but for λF
we used values between Y = 8 and Y = 14. The results would be slightly modified if one
uses this interval to determine λEC . For the lower Y range we would, for r1 = r2, find
λEC = 0.12 instead of λEC = 0.10. The new λEC still satisfies λEC < λF though.
If we calculate the cross section without fusion processes but imposing the infrared cut
off we get λ ≈ 0.21. This might seem strange since λF for ξ = 0.1 is approximately equal
to 0.22. This is not surprising though since there are some uncertainties in the λ-values.
Also, λF (ξ = 0.1) should more or less be equal to λ, since any fusion process will be highly
unlikely for these values. Especially when we have an infrared cut off. Finally we note that
the fusion processes have little impact on λ for ξ . 10.
6 Outlook
In this section we will present three problems that can be investigated in future studies.
The first problem is certainly something very interesting. Consider two onia states that
we connect at some rapidity, see figure 22. Denote the right (left) moving onium with R
(L ). Assume that the interaction between the two states occurs between the dipoles a
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Figure 22: The two states are connected between dipoles a and b. The dots just indicate
that there has been an evolution up to a and b and R (L ) denote the right (left) moving
onium.
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Figure 23: In this figure, c and d are the diagonal distances between a and b.
and b, where a (b) belong to R (L ). The formula we used for the interaction between two
dipoles is given by (36). This formula can be written in the form
α2s
2
ln2
cd
ef
=
α2s
8
ln2
c2d2
e2f 2
(62)
For the meaning of c, d, e and f , see figure 23. Observe that figures 22 and 23 are extremely
simplified, just to give an idea of what happens. In general it is highly unlikely that two
onia collide head on and the dipoles a and b can have any relative orientation.
The expression above does not factorize in the same way as the rest of the splitting
factors in the chain. However, if the separation between the dipoles is large compared to
their sizes it does reproduce an expression that is similar to the splittings factors. Thus
e and f are much larger than a and b. We can choose the vectors such that c = a + e,
d = e + b and f = a+ e+ b. Then we have
c2 = a2 + e2 + 2ae cos θ
d2 = b2 + e2 + 2be cosφ
f 2 = a2 + b2 + e2 + 2ae cos θ + 2be cosφ+ 2ab cosψ (63)
where, using our definitions of the vectors, we have ψ = θ − φ. Of course one can choose
the orientations such that ψ = θ + φ also, but this will not change the result. Next, we
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define ǫ = a
e
and δ = b
e
. Then we get
c2
e2
= 1 + ǫ2 + 2ǫ cos θ
d2
e2
= 1 + δ2 + 2δ cosφ
f 2
e2
= 1 + ǫ2 + δ2 + 2ǫ cos θ + 2δ cosφ+ 2ǫδ cosψ (64)
Using these relations we obtain
ln
c2
e2
≈ ǫ2 + 2ǫ cos θ − 1
2
(ǫ2 + 2ǫ cos θ)2
ln
d2
e2
≈ δ2 + 2δ cos φ− 1
2
(δ2 + 2δ cosφ)2
ln
f 2
e2
≈ ǫ2 + δ2 + 2ǫ cos θ + 2δ cosφ+ 2ǫδ cosψ −
−1
2
(ǫ2 + δ2 + 2ǫ cos θ + 2δ cosφ+ 2ǫδ cosψ)2 (65)
Therefore we get
ln
c2d2
e2f 2
= ln
c2
e2
+ ln
d2
e2
− lnf
2
e2
≈ −2ǫδ cosψ + 2ǫ2δ2 cosψ + ǫ2δ2 + 2ǫ2δ cosφ+ 2ǫ3δ cosψ + 2ǫδ3 cosψ +
+ 2ǫδ2 cos θ + 4ǫδ cosφ cos θ + 4ǫ2δ cos θ cosψ + 4ǫδ2 cosψ cosφ
≈ 4ǫδ cos φ cos θ − 2ǫδ cosψ (66)
where we have kept terms to second order in ǫ and δ. Using the relation ψ = θ−φ we get
ln
c2d2
e2f 2
≈ 2ǫδ(cos φ cos θ − sin φ sin θ) (67)
Squaring this expression we get
4ǫ2δ2(cos2 φ cos2 θ − 2 cosφ sin θ cosφ sin θ + sin2 φ sin2 θ) (68)
If we consider all the possible orientations of a and b, while keeping e fixed, we should
take the average of the expression above
4ǫ2δ2〈cos2 φ cos2 θ − 2 cosφ sin θ cosφ sin θ + sin2 φ sin2 θ〉θ,φ = 4ǫ2δ2(1
4
+
1
4
) (69)
Hence we have
α2s
8
ln
c2d2
e2f 2
≈ α
2
s
8
2ǫ2δ2 ≈
(
αs
2
)2
a2b2
e2f 2
∼ α¯2 a
2b2
e2f 2
(70)
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Thus with the approximation that the separation bewteen the interacting dipoles is much
larger than their sizes we can write the dipole-dipole amplitude as
α¯2
a2b2
e2f 2
(71)
Let us return to the onia states in figures 22 and 23. It is easy to see that, using (62), we
do not get the same result if we connect the states at different rapidities. This is somewhat
disturbing, we would like to have an amplitude such that we can connect the onia states at
any given rapidity and get the same results. This would be true if the total weight for the
evolution of the states R and L , multiplied with the amplitude between a and b would be
equal to the weight of a single chain, which is spanned between the ends. The weight for a
chain is simply the product of all the splitting factors (to make things simpler we assume
no fusion processes). To make the weight symmetric the reader can easily verify that we
must have an amplitude that is equal to (71).
It would be interesting to find out what the splitting factors would be, if one wants to
have the same symmetry by using the amplitude (62). Obviously such a splitting factor
would be similar to (62). It would perhaps follow from next to leading order calculations,
which is a better approximation of Mueller’s model. Then, just as we did in deriving (71),
it would be possible that one obtains the splitting factor in Mueller’s model as an approxi-
mation of the new splitting factor. In this new splitting factor, the contributions from the
different dipoles would not factorize as before, but it would contain different interference
terms, which can be seen from (62).
We leave the first problem and go on to the second. As mentioned earlier we have tried
to construct a theory that is right-left symmetric. The weights we use are symmetric but
everything is not exactly symmetric. Consider figure 24, where the rapidity increases to
the right. Recall from section 3.2 that the transverse momentum of a gluon is decided by
the shortest distance to another gluon, with which it has formed a dipole.
We look closer at the gluon denoted by a, as we can see this gluon has different links
connecting it to the other gluons in the two figures. Therefore it can have different p⊥
values depending on which side we start from. When we evolve from left to right the
dipole denoted by b forms at some stage but when we start from right, the same dipole
never forms, instead we get the dipole c which is not seen on the left figure. Observe that
the weights will be the same in both the right and the left figures since there will be no
factors depending on b and c. Therefore it is not a big problem that we do not have the
p⊥ symmetry. An improvement would be to make a better approximation, in choosing the
p⊥ values for an emission, that respects p⊥ conservation. Another, and a very natural,
improvement would of course be to use a running coupling constant α, which can be an
interesting project for the future.
Finally, we look at the third problem which might also be interesting. Going back to
the BK equation, (21), we mentioned that this equation was derived from (20) which uses
a constant ultraviolet cut-off ρ. It would be interesting to try to modify the BK equation
with a energy conserving, i.e y dependent, cut-off. One obvious change would be in the
Sudakov factors of (20). As we mentioned in section 2.2 the first Sudakov factor of (20)
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Figure 24: On the left figure we start from the left and evolve towards the right while on
the right figure we the evolution starts at the right end and stops on the left
described the probability that nothing happens during the evolution, from y = 0 to y = Y .
This Sudakov factor has the form
S = exp
[
−α¯
∫ Y
0
dy
∫
ρ
d2r2
r210
r212r
2
20
]
= exp
[
−2α¯ln
(
r10
ρ
)
Y
]
(72)
for constant ρ. If we make the cut-off y dependent we get
S = exp
[
−α¯
∫ Y
0
dy
∫
ρ(y)
d2r2
r210
r212r
2
20
]
= exp
[
−2α¯
∫ Y
0
dyln
(
r10
ρ(y)
)]
= exp
[
−2α¯
∫ Y
0
dy(ln(r10p+) + y)
]
= exp
[
−2α¯(ln(r10p+)Y + Y
2
2
)
]
(73)
where, recall from section 3.1, p+ is the positive light cone-momentum of the onium. So the
Y dependence of the Sudakov factors changes slightly. The second factor in (20) contained
the probability that nothing happened after the last gluon is emitted at a rapidity y, which
can be anywhere between 0 and Y . This Sudakov factor is then given by, for a constant ρ
S = exp
[
−α¯
∫ Y
y
dy
∫
ρ
d2r2
r210
r212r
2
20
]
= exp
[
−2α¯ln
(
r10
ρ
)
(Y − y)
]
(74)
Now one could think that we just do the same as we did above when we switch to a y
dependent cut-off. That is true but there is also a problem, we must know what p+ is,
now it won’t be just given by the energy of the onium. This problem will also appear in
the x2 integral in (20), ρ(y) will now change in every emission and for every dipole we will
have a different ρ. Therefore one would need to keep track of all the emissions during the
evolution, this is not a problem in a MC simulation, after all that is what we have been
doing in this thesis, but for a theoretical approach it is a major problem (for a constant
ρ, these problems does not appear since it doesn’t matter how many emissions there have
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been or which dipole is about to emit, the cut-off is the same anyway). It seems to be
difficult to write down an equation for a generating functional as in (20). However, it would
be interesting if this was done. If one could just find such an equation, deriving a modified
BK equation would not be difficult. Of course the new equation should not be too difficult
to analyze, if one finds an equation that is not even numerically solvable it would not be
so interesting.
7 Conclusions and Summary
Let us summarize the thesis. In other studies energy conservation has frequently been
found to have a quantitatively large effect, and also to correspond to a significant part
of NLO corrections. Our main objective has been to study saturation effects in DIS. To
do this, we have constructed a Monte Carlo program which is based on Mueller’s dipole
formulation and respects energy conservation. Using our model we have studied λ, which
is, in the BFKL approximation, defined by the relationship σ ∼ eλy, and seen that there
is a clear difference compared to previous studies, such as [8], where energy conservation
is not included. Throughout the thesis we have been working in the large Nc limit.
In onium-onium collisions we have seen that the difference between the one pomeron
and the unitarised cross sections are quite small. It is hard to say if the cross section
saturates but its growth with energy is reduced and we obtain λ in the interval 0.10-0.15.
In onium-nucleus collisions the difference between the unitarised and the one pomeron
cross sections are larger, and the growth of the cross section slows down quite rapidly. It
is also clearer in onium-nucleus scattering that lnσ does not depend linearly on Y , except
for small Y . The saturation sets in quite early and the growth of the cross section becomes
smaller and smaller. In the onium-nucleus case however, one should be quite careful before
drawing any conclusions. This process was not studied in detail in this thesis but it is going
to be studied more deeply in future investigations. As we mentioned in the text the dipole
distribution for the nucleus should be modified by taking into account normalization. The
distribution we used was a very simple one and can be improved.
In the second part of the thesis we studied the effects of dipole fusion processes. Using
symmetry arguments, and in a factorizing approximation, we proposed an expression for
the fusion factor, presented in (60). We used this expression in our Monte Carlo program,
calculating cross sections for onium-onium collisions. Due to lack of time we only studied
the effects on the unitarised amplitude and without energy conservation. The value for
the fusion parameter, ξ, cannot be determined by theoretical arguments however, and we
have here considered various values for this parameter. Varying ξ we obtained different
values for λ, and we saw that fusion processes are not as important as energy conservation,
in slowing down the growth of σ, at least for Y 6 14. Before any definite conclusions
are made though, the program should be tested more and it should be run with better
statistics. It would also be interesting to study larger rapidity intervals, especially when
including fusion processes. Fusion processes become interesting when the gluon density is
high, which occurs at high rapidites. Studying larger Y intervals is very time consuming
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however, especially for onium evolution without energy conservation. The problem is that
the number of dipoles becomes very large as Y increases, which limits the Y -range avaliable
for numerical studies.
We should also repeat that one needs to use a large ξ-values, larger than 10 at least,
to see any significant effects of fusion processes. Since we derived (60) in the large Nc
limit, which means that only neighboring dipoles can undergo fusion, the effects of fusion
events are not so large for small and moderate Y , (Y . 14). Energy conservation has a
larger effect on the growth of the cross section and its effects are seen earlier than fusion
processes. Therefore energy conservation should have higher priority than fusion processes
in DIS investigations.
8 Acknowledgments
I would like to express my gratitude to my supervisor Go¨sta Gustafson who spent a lot
of time answering my many questions, and from whom I certainly learned a lot. I would
also like to thank Leif Lo¨nnblad for his, much appreciated, help with the Monte Carlo
program. This thesis could not have been done without his help. Finally I would like to
thank Torbjo¨rn Sjo¨strand for helping me with Gnuplot and my fellow masters students for
keeping me good company.
A Appendix
In this appendix we derive the formula (34). To find the y distribution we use the for-
mula (31). Remember that ri = (0, 0) and rj = (1, 0). Therefore we can write the splitting
factor as
α¯
∫
d2rn
r2ij
r2inr
2
jn
= α¯
∫
drxdry
1
(r2x + r
2
y)((rx − 1)2 + r2y)
=
∫
drxdryf(rx, ry) = F (y) (75)
The integration is done over all of R2 except for two circles with radius ρ(y) where the first
one is centered at 0 and the second one at (1, 0). The rapidity dependence in F comes
from the fact that ρ = ρ(y). Using the veto algorithm the y distribution is given by
y = F¯−1(F¯ (yi)− lnR) (76)
Here F¯ is the primitive function of F , yi is the initial value of y and R is a random number.
Finding F¯−1 is easy as long as ρ is sufficiently small. But the integral in (75) is difficult
to evaluate when ρ is not small and since we have a running ρ we cannot always be sure
that ρ is sufficiently small. Therefore one needs to use an auxiliary function g, satisfying
g > f . Before we do this, we note that f(rx, ry) is symmetric around rx = 1/2. Therefore
we do not have to consider the whole R2 plane but it is enough to look at the plane where
rx < 1/2. We choose
g(rx, ry) =
2α¯
(r2x + r
2
y)(r
2
x + r
2
y + 0.25)
(77)
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We easily see that g(rx, ry) > f(rx, ry) for all (rx, ry) with rx < 1/2. Then we have∫
drxdryg(rx, ry) = 16πα¯ln
√
ρ2 + 0.25
ρ
= 8πα¯ln(1 +
e2yp2+
4
) (78)
We use g(rx, ry) to generate the rx and ry values, which can be easily verified. Next we
introduce a second auxiliary function, h(y) given by
h(y) = 8πα¯ln(e2y +
e2yp2+
4
) > 8πα¯ln(1 +
e2yp2+
4
) = g(y) (79)
where the inequality follows from y > 0. Finding the primitive, H , of h is easy, and it is
also easy to find the inverse H−1. Using (76), with H , we immediately obtain (32). To
obtain the correct distribution we must accept the generated rx, ry and y values with the
probability
f(rx, ry)
g(rx, ry)
g(y)
h(y)
(80)
We are not done however since we considered only the plane where rx < 1/2. When we
generate the rx, we reflect them around the symmetry axis, rx = 1/2, with a 0.5 probability.
Therefore instead of g(rx, ry) we should in (80) use
g(rx, ry) =
α¯
(r2x + r
2
y)(r
2
x + r
2
y + 0.25)
+
α¯
((rx − 1)2 + r2y)((rx − 1)2 + r2y + 0.25)
(81)
Using this g, the correct formula is given by
f(rx, ry)
g(rx, ry)
g(y)
h(y)
=
ln(1 +
e2yp2+
4
)
ln(e2y +
e2yp2
+
4
)
[
1
(rx−1)2+r2y
r2x+r
2
y+0.25
+
r2x+r
2
y
(rx−1)2+r2y+0.25
]
(82)
which gives (34).
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