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Abstract. For the root system of each complex semi-simple Lie algebra of rank two,
and for the associated 2D Toda chain E =
{
uxy = exp(Ku)
}
, we calculate the two
first integrals of the characteristic equation Dy(w)
.
= 0 on E . Using the integrals, we
reconstruct and make coordinate-independent the (2× 2)-matrix operators  in total
derivatives that factor symmetries of the chains. Writing other factorizations that
involve the operators , we obtain pairs of compatible Hamiltonian operators that
produce KdV-type hierarchies of symmetries for E . Having thus reduced the problem
to the Hamiltonian case, we calculate the Lie-type brackets, transferred from the
commutators of the symmetries in the images of the operators  onto their domains.
With all this, we describe the generators and derive all the commutation relations in
the symmetry algebras of the 2D Toda chains, which serve here as an illustration for
a much more general algebraic and geometric set-up.
Introduction. In the paper [8], we introduced a well-defined notion of linear matrix
operators in total derivatives, whose images in the Lie algebras of evolutionary vector
fields on the jet spaces are closed with respect to the commutation. This yields a
generalization for the classical theory of recursion operators and Poisson structures for
integrable systems. We explained how each operator transfers the commutation of the
vector fields to the Lie brackets with bi-differential structural constants on the quotient
of its domain by the kernel.
Second, we associated such operators with the 2D Toda chains
EToda =
{
uixy = exp
( m∑
j=1
Kiju
j
)
, 1 ≤ i ≤ m
}
(1)
related to semi-simple complex Lie algebras [10, 11]. We derived an explicit formula
for the operators that factor higher symmetries of these chains. Using the auxiliary
matrix operators that we proved to be Hamiltonian, we elaborated a procedure that
yields all the commutation relations in the symmetry Lie algebras sym EToda (naturally,
these symmetry algebras are not commutative). This solved a long-standing problem in
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geometry of differential equations and completed previously known results by Leznov,
Meshkov, Shabat, Sokolov, and others (see [11, 13, 16, 20] and references therein).
Actually, the general scheme of [8] is applicable, in particular, for the description of
symmetry algebras for a wider class of the Euler–Lagrange hyperbolic systems of Liou-
ville type [16, 20]. Moreover, the group analysis of integrable systems, as a motivation,
results in the well-defined concept of operators whose images span involutive distribu-
tions on the jet spaces, but not on differential equations, which is of an independent
interest.
In this note, we illustrate the reasonings of [8] using the root systems of the complex
semi-simple Lie algebras of rank two. Among all two-component exponential nonlinear
systems (1), these 2D Toda chains with K Cartan matrices admit the largest groups of
conservation laws [16] and are integrable in quadratures [10].
The equality of the rank to two means the following:
• The hyperbolic Toda chains (1) upon u1, u2 are, we repeat, two-component.
• The number of vector fields Yi that generate the characteristic Lie algebra
through commutators (see section 2.1 below and [11]) equals two. Also, the num-
bers of linear independent iterated commutators Y(i1,...,ik) = [Yi1 ,[. . . [Yik−1,Yik ] . . .]]
fall at most twice, and the accumulated sum of these dimension’s falls equals
two. Thence, by the Frobenius theorem, two invariants w1, w2 appear.1 Using
the characteristic Lie algebras, we introduce two finite sequences of the adapted
coordinates, which simplifies the description of these invariants. On the other
hand, we use the two invariants for replacing the derivatives of the two depen-
dent variables at all sufficiently high differential orders.
• Conservation laws for Toda system (1) are differentially generated (up to x ↔
y) by these two invariants, which are solutions of the characteristic equation
Dy(w)
.
= 0 on EToda.
• Higher symmetries of the Toda chain (1) have a functional freedom and are
parameterized by two functions φ1, φ2 that depend on x and any derivatives of
the integrals wi up to a certain differential order.
• The differential operators  that yield symmetries of (1), when applied to the
tuples
(
φ1, φ2
)
, are (2× 2)-matrices.
• The Lie algebra structures transferred from sym EToda to the domains of  are
described by the bi-differential brackets {{ , }} that contain two components.
• The Hamiltonian structures Aˆk that are defined on the domains of the oper-
ators  but take values elsewhere (in the Lie algebra of velocities of the inte-
grals wi, see [8]), are also (2×2)-matrices. Likewise, the brackets {{ , }}Aˆk trans-
ferred onto the domains of Aˆk from the commutators of Hamiltonian vector fields
in their images are also two-component (thence the equality {{ , }}Aˆk = {{ , }}
makes sense).
• The KdV-type hierarchies of velocities of wi and the modified KdV-type hier-
archies of commuting Noether symmetries of EToda, which are related by two-
component Miura’s substitutions with the former, are composed by the (right-
hand sides of) two-component evolutionary systems.
1For example, the paper [19] contains a brute force classification of integrable one-component hy-
perbolic equations with respect to the low-dimensional characteristic Lie algebras.
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All constructions and notation follow [8] except for the characteristic Lie algebras
that were introduced in [11] and were discussed in detail in [15]. All notions from the
geometry of PDE are standard (see [2, 9, 14]) and have been surveyed in [8, sect. 2].
All extensive calculations were performed using the software [12].
To start with, we recall that in the fundamental paper [16], A. B. Shabat et al. proved
the existence of maximal (r = r¯ = m) sets (2) of conserved densities
w1, . . . , wr ∈ kerDy
∣∣
EToda
, w¯1, . . . , w¯r¯ ∈ kerDx
∣∣
EToda
. (2)
for EToda if and only if the matrix K in (1) is the Cartan matrix of a root system for
a semi-simple complex Lie algebra of rank r, which is always the case in what follows
with r = 2. Note that the integrals (2) allow to replace the derivatives of unknown
functions of any sufficiently high order using the derivatives of the integrals. In [15],
A. B. Shabat proposed an iterative procedure that specifies an adapted system of the
remaining lower-order coordinates and that makes linear the coefficients of the linear
first-order characteristic equation Dy(w)
.
= 0 on EToda. That algorithm is self-starting,
simplifies considerably the search for the first integrals of the characteristic equation,
and gives the estimate for the differential orders of solutions.
Another method (which we do not use here) for finding the first integrals is based on
the use of Laplace’s invariants, see [20]. The authors of that paper investigated (pri-
marily, in the case of one unknown function and one equation E upon it) the operators
that factor symmetries of E . Also there, the pioneering idea to study the operators
whose images are closed under the commutation was proposed. We indicate further the
papers [3, 7, 17, 18] that address the problem of construction of such factoring operators
for multi-component hyperbolic systems of the Liouville type.
The general concept of operators whose images determine involutive distributions, the
definition itself and the classification, has been elaborated in [8]. There, as a by-product,
we obtained an explicit formula for the operators  that factor higher symmetries
of the Euler–Lagrange Liouville-type systems and for the bi-differential brackets on
their domains. The former yields all the generators of the symmetry algebras for such
systems, and the latter describes all the commutation relations.
This paper is structured as follows. First we outline the basic concept using the
scalar Liouville equation uxy = exp(2u) as the motivating example. This covers the
case of the root system A1. The following fact, which holds true for any rank r ≥ 1,
is very convenient in practice: the differential orders of the r integrals w1, . . ., wr for
the 2D Toda systems (1) associated with the complex semi-simple Lie algebras g are
equal (up to a shift by +1) to the gradations for the principal realizations of the basic
representations of the respective untwisted affine Lie algebras g(1) (see, e.g., the list
in [6, §14.2]).
Then we realize the geometric scheme
Dy(w)
.
= 0 7−→ w1, w2 7−→  7−→ Aˆk 7−→ {{ , }}; Aˆk 7−→ Aˆ
(·)
1 ,
for the simple complex rank two Lie algebras (for the root systems A2, B2 ≃ C2, and G2).
In other words, we associate the operators to invariants, the brackets to operators, and
find the deformations of the Poisson structures. Only once, for the root system A2, we
calculate the characteristic Lie algebra for the corresponding 2D Toda chain (1) and
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obtain the integrals w1, w2 using the adapted system of coordinates. We modify the
scheme of [15] such that, first, the two-component Toda chain is not represented as a
reduction of the infinite chain and, second, we do not introduce an excessive third field
which is compensated by a constraint (as in [15]).
Remark 1. We do not of course re-derive the structures for the algebra D2 = A1 ⊕ A1
that is not simple, since the operator  and KdV’s second Hamiltonian structure Aˆk
are known for each of the two uncoupled components of the chain (1) with K = ( 2 00 2 ),
see Example 1 below. However, the “x-component” of the full symmetry algebra with
the generators
ϕ =
(

#1 0
0 #2
)(
φ1
(
x, [w#1], [w#2]
)
φ2
(
x, [w#1], [w#2]
)
)
is not just the direct sum of the two symmetry subalgebras for the two Liouville equa-
tions. Indeed, this formula shows that the integrals can be intertwined in the generators,
although the fields are not coupled in system (1) with the choice of K as above, and it
proves that the symmetries intertwine the fields.
Remark 2. Each of the operators , which we obtain from the r integrals, consists
of r columns, one column for each integral. In the r = 2 case, only the respective first
columns were specified in the encyclopaedia [1], see also [13]. Here, we complete the
description of the symmetry generators.
1. Basic concept
Let us begin with a motivating example.
Example 1 (The Liouville equation). Consider the scalar Liouville equation
ELiou = {uxy = exp(2u)}. (3)
The differential generators w, w¯ of its conservation laws [η] =
∫
f(x, [w]) dx+
∫
f¯(y, [w¯]) dy
are
w = u2x − uxx and w¯ = u
2
y − uyy (4)
such that Dy(w)
.
= 0 and Dx(w¯)
.
= 0 by virtue (
.
=) of ELiou and its differential conse-
quences. The operators
 = ux +
1
2
Dx and ¯ = uy +
1
2
Dy (5)
factor higher and Noether’s symmetries
ϕ = 
(
φ(x, [w])
)
, ϕL = 
(δH(x, [w])
δw
)
; ϕ¯ = ¯
(
φ¯(y, [w¯])
)
, ϕ¯L = ¯
(δH¯(y, [w¯])
δw¯
)
of the Euler–Lagrange equation (3) for any smooth φ, φ¯ and H, H¯. Note that the
operator  = 1
2
D−1x ◦
(
ℓ
(u)
w
)∗
is obtained using the adjoint linearization of w, and
similarly for ¯.
Each of the images of (5) is closed w.r.t. the commutation such that[
(p),(q)
]
= 
(
[p, q]
)
,
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where the bracket [ , ] on the domain of  admits the standard decomposition (the
vector field Eϕ =
∑
kD
k
x(ϕ) · ∂/∂uk is the evolutionary derivation),
[p, q] = E(p)(q)− E(q)(p) + {{p, q}}.
For the operator  on the Liouville equation, the bi-differential bracket {{ , }} is
{{p, q}} = Dx(p) · q − p ·Dx(q),
and similar formulas hold for the operator ¯. The symmetry algebra sym ELiou ≃
im+im ¯ is the sum of images of (5), and the two summands commute between each
other, [im, im ¯]
.
= 0 on ELiou. Therefore,
[im+ im ¯, im+ im ¯] ⊆ im+ im ¯. (6)
The operator  factors higher symmetries of the potential modified KdV equation
EpmKdV = {ut = −
1
2
uxxx + u
3
x = (w)}, (7)
whose commutative hierarchy is composed by Noether’s symmetries ϕL ∈ im(◦ δ/δw)
of the Liouville equation (3). The operator  factors the second Hamiltonian structure
B2 =  ◦ A1 ◦
∗ for EpmKdV, here A1 = D
−1
x = Aˆ
−1
1 is the first Hamiltonian operator
for the potential KdV equation and equals the inverse of the first Hamiltonian operator
for KdV.
The generator w of conservation laws for ELiou provides the Miura substitution (4)
from EpmKdV to the Korteweg–de Vries equation
EKdV = {wt = −
1
2
wxxx + 3wwx}. (8)
The second Hamiltonian structure for EKdV is factored to the product Aˆ2 = 
∗ ◦ Bˆ1 ◦,
where Bˆ1 = Dx is the first Hamiltonian structure for the modified KdV. The bracket
{{ , }} on the domain of  is equal to the bracket {{ , }}Aˆ2 induced on the domain of the
operator Aˆ2 (which is Hamiltonian and hence its image is closed under commutation)
for EKdV. In what follows, we refer to these correlations as standard, see [8].
Definition 1 ([20]). A Liouville-type system2 EL is a system {uxy = F (u, ux, uy; x, y)}
of hyperbolic equations which admits nontrivial first integrals
w1, . . . , wr ∈ kerDy
∣∣
EL
; w¯1, . . . , w¯r¯ ∈ kerDx
∣∣
EL
for the linear first order characteristic equations Dy
∣∣
EL
(wi)
.
= 0 and Dx
∣∣
EL
(w¯j)
.
= 0 that
hold by virtue (
.
=) of EL, and such that all conservation laws for EL are of the form∫
f(x, [w]) dx⊕
∫
g(y, [w¯]) dy.
Example 2. The m-component 2D Toda chains (1) associated with semi-simple com-
plex Lie algebras [10] constitute an important class of Liouville-type systems, here
u = (u1, . . . , um). Further on, we consider these exactly solvable systems, bearing in
mind that the reasonings remain applicable to a wider class of the Euler–Lagrange
Liouville-type systems EL.
2There exist other, non-equivalent definitions of the Liouville type systems.
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Remark 3. The 2D Toda systems (1) are Euler–Lagrange, with the Lagrangian density
L = −1
2
〈κux, uy〉 − HL(u; x, y). The (m×m)-matrix κ with the entries
κij =
2〈αi, αj〉
|αi|2 · |αj|2
=
1
|αi|2
·Kij
is determined by the simple roots αk of the semi-simple Lie algebra.
Let m = ∂L/∂uy be the momenta, then it can be readily seen that the integrals w
1,
. . ., wm of the characteristic equation are differential functions wi = wi[m] in m.
Proposition 1. The differential orders of the integrals wi with respect to the mo-
menta m for the 2D Toda chains (1) associated with complex semi-simple Lie algebras g
coincide with the gradations for the principal realizations of the basic (i.e., simplest non-
trivial highest weight, see [6]) representations of the corresponding untwisted affine Lie
algebras g(1).
The integrals wi for a nonlinear Liouville-type hyperbolic system can be obtained
using an iterative procedure that is illustrated in section 2.1 below. In the meantime,
we assume that the integrals are already known. Let them be minimal, meaning that
f ∈ kerDy
∣∣
EL
implies f = f(x, [w]).
Theorem ([8]). Let the above assumptions and notation hold. Introduce the operator
 =
(
ℓ(m)w
)∗
, (9)
which is the operator adjoint to the linearization (the Freche´t derivative) of the inte-
grals w w.r.t. the momenta m. Then we claim the following:
(i) All (up to x↔ y) Noether symmetries ϕL of the Lagrangial L for EL are
ϕL = 
(δH(x, [w])
δw
)
for any H.
(ii) All (up to x↔ y) symmetries ϕ of the system EL are
ϕ = 
(
φ(x, [w])
)
for any φ = (φ1, . . . , φr).
(iii) In the chosen system of coordinates, the image of the operator  is closed with
respect to the commutation in the Lie algebra sym EL.
(iv) Under a diffeomorphism w˜ = w˜[w], the r-tuples φ are transformed by
φ 7→ φ˜ =
[(
ℓ
(w)
w˜
)∗]−1
(φ).
Therefore, under any reparametrization u˜ = u˜[u] of the dependent variables
~u = t(u1, . . . , um) in equation EL, and under a simultaneous change w˜ = w˜[w],
the operator  obeys the transformation rule
 7→ ˜ = ℓ
(u)
u˜ ◦ ◦
(
ℓ
(w)
w˜
)∗∣∣∣w=w[u]
u=u[u˜]
.
Consequently, the operator  becomes well defined: it is a Frobenius operator
of second kind, see [8].
(v) The operator
Aˆk = 
∗ ◦
(
ℓ(u)
m
)∗
◦ (10)
is Hamiltonian.
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(vi) The bracket {{ , }} on the domain of the operator  satisfies the equality
{{ , }} = {{ , }}Aˆk . (11)
Its right-hand side is calculated explicitly by using the formula ([9, 14], see
also [8]) that is valid for Hamiltonian operators Aˆk = ‖
∑
τ
Aαβτ ·Dτ‖,
{{p, q}}i
Aˆk
=
∑
σ,α
(−1)σ
(
Dσ ◦
[∑
τ,β
Dτ (p
β) ·
∂Aαβτ
∂uiσ
])(
qα
)
. (12)
This yields the commutation relations in the Lie algebra sym EL.
(vii) All coefficients of the operator Aˆk and of the bracket {{ , }} are differential
functions of the minimal conserved densities w for EL.
The above theorem is our main instrument that describes all the symmetry genera-
tors for 2D Toda chains and calculates all the commutation relations in the symmetry
algebras.
2. The root system A2
Consider the Euler–Lagrange 2D Toda system associated with the simple Lie alge-
bra sl3(C), see [10, 11, 15],
EToda =
{
uxy = exp(2u− v), vxy = exp(−u+ 2v), K =
(
2 −1
−1 2
)}
. (13)
2.1. The characteristic Lie algebra. First we realize two itegrations of the self-
adaptive method from [15], which is based on the use of the characteristic Lie algebra,
and we obtain two integrals w1, w2 of the characteristic equation Dy(w)
.
= 0 on (13).
Our reasonings differ from the original approach of [15]: we do not introduce excessive
dependent variables and hence do not need to compensate their presence with auxiliary
constraints.
Our remote goal is a choice of three layers of the adapted variables b10, b
2
0, b
1
1, b
2
1,
and b12 such that all the coefficients of the linear characteristic equation also become
linear. Then all the integrals will be found easily, expressed in these variables. The
number of the adapted variables is specified by the problem, and we have to confess
that, actually, b21 will be redundant a posteriori because it will be replaced using the
integral w1 in the end.
Step 1. Regarding the exponential functions
c(i) := exp
(∑
j
Kiju
j
)
in the right-hand sides of the Toda equations (1) as linear independent, collect the
coefficients Yi of c(i) in the total derivative
Dy =
m∑
i=1
c(i) · Yi.
Clearly, the solution of the characteristic equation Dy(w)
.
= 0 on the Toda chain is
equivalent to solution of the system
{
Yi(w) = 0, 1 ≤ i ≤ m
}
.
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For system (13), we obtain the vector fields
Y1 =
∂
∂ux
+ (2ux − vx)
∂
∂uxx
+
(
(2ux − vx)
2 + (2uxx − vxx)
) ∂
∂uxxx
+ · · · ,
Y2 =
∂
∂vx
+ (2vx − ux)
∂
∂vxx
+
(
(2vx − ux)
2 + (2vxx − uxx)
) ∂
∂vxxx
+ · · · .
(14)
The underlined terms are quadratic in derivatives of the fields, and it is our task to
make them linear by introducing a convenient system of local coordinates (see take 2
of step 3 below).
Taking the iterated commutators
Y(i1,...,ik) :=
[
Yi1 , [. . . , [Yik−1 , Yik ] . . .]
]
of the basic vector fields Yi, we generate the characteristic Lie algebra [11, 15] for the
Toda chain. If this algebra is finite dimensional (which is the case here), then the ex-
ponential-nonlinear system (1) is exactly solvable in quadratures; if the characteristic
algebra admits a finite dimensional representation, system (1) is integrable by the in-
verse scattering (ibid). For any root system and the Chevalley generators en, fn, and hn
of the semi-simple Lie algebra g, see [5], the characteristic Lie algebra is isomorphic to
the Lie subalgebra of g generated by the Chevalley generators fn, see [11].
For A2, we obtain the commutator
Y(2,1) = −
∂
∂uxx
+
∂
∂vxx
− 3ux
∂
∂uxxx
+ 3vx
∂
∂vxxx
+ · · · .
(This manifests a general fact that is always true: the leading terms of the (k + 1)-st
iterated commutators are the derivations w.r.t. some derivatives uik+1, whose order is
higher than in the leading terms of the preceding, k-th, iterated commutators.) We
finally note that all the triple commutators, Y(1,2,1) and Y(2,2,1), vanish.
By the Frobenius theorem, a fall of the number of linear independent iterated com-
mutators at the ith step is equal to the number of first integrals of the characteristic
equation that appear at this step. The differential order of these new integrals for the
Toda chains will be i+ 1.
For the system (13), there appears one (1 = dim〈Yi〉 − dim〈Y(i1,i2)〉) integral, w
1, of
order 2. The second and last one (1 = dim〈Y(i1,i2)〉 − 〈Y(i1,i2,i3) ≡ 0〉), the integral w
2,
has order 3. For arbitrary root systems, the differential orders (shifted by +1) of the
integrals are described by the proposition in the previous section.
Step 2. Our remote goal, see above, will be achieved when the expansion
Dx =
m∑
i=1
bi1 Yi +
m−1∑
i=1
bi2 Y(i+1,i) + · · · mod Z : kerDy
∣∣
EL
→ kerDy
∣∣
EL
is found for the other total derivative, Dx. Here the vector field Z contains only the
derivations w.r.t. the integrals (yet unknown) and their derivatives, and the dots stand
for finitely many summands provided that the characteristic algebra is finite dimen-
sional. The former idea exprimes the replacement of the higher order field derivatives,
uik with k ≫ 1, using the integrals, while the latter assumption is again based on the
fact that there are as many integrals as the fields for K Cartan matrices.
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By definition, put bi0 := u
i
x.
Substituting the vector fields Yi contained in (14) for ∂/∂u
i
x in Dx, we obtain the
expansion
Dx = uxx Y1 + vxx Y2 + · · · ,
where the dots stand for the derivations w.r.t. second and higher order derivatives of
the dependent variables. Consequently, we set
bi1 := u
i
xx.
Step 3. Using the four adapted coordinates bi0 and b
j
1, we rewrite the basic vector
fields Yk as follows,
Y1 =
∂
∂b10
+ (2b10 − b
2
0)
∂
∂b11
+ · · · , Y2 =
∂
∂b20
+ (−b10 + 2b
2
0)
∂
∂b12
+ · · · .
Solving now the system
Y1(w
1) = 0, Y2(w
1) = 0 for w1(b10, b
2
0, b
1
1, b
2
1),
we obtain the integral
w1 = uxx + vxx − u
2
x + uxvx − v
2
x.
Note that, from now on, the coordinate vxx and its descendants can be replaced using
w1, uxx, and first order derivatives.
Step 1, take 2. Within the second iteration of the algorithm, we repeat steps 1–3 ad-
vancing one term farther in the expansions.
Let us indeed replace vxx (although it remains an adapted coordinate) with w
1.
Therefore we expand the vector field Dy as
Dy = c(1) · Y1 + c(2) ·
∂
∂vx
mod Z : kerDy
∣∣
EL
→ 0,
where the derivations w.r.t. w1 and its descendants cut off the ‘v-part’ of the total
derivative Dy. This yields
Y(2,1) = −
∂
∂uxx
+ · · · ,
but now the commutator does not contain any derivations w.r.t. the derivatives of v.
Step 2, take 2. Using the three vector fields, Y1, Y2, and Y(2,1), we rewrite
Dx = uxx Y1+vxx Y2+
(
(2ux−vx)uxx−uxxx
)
·Y(2,1)+· · · mod Z : kerDy
∣∣
EL
→ kerDy
∣∣
EL
.
Consequently, we set
b12 := (2ux − vx)uxx − uxxx.
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Step 3, take 2. Calculating the derivative Dy
∣∣
EL
(b12), we substitute it in Dy and collect
the coefficients Yi of the exponential nonlinearities c(i) in this total derivative.
The result is beyond all hopes: the coefficients of both fields, Y1 and Y2, are linear
in the adapted coordinates,
Y1 =
∂
∂b10
+
(
2b10 − b
2
0
)
·
∂
∂b11
+ b21
∂
∂b12
+ · · · ,
Y2 =
∂
∂b20
+
(
−b10 + 2b
2
0
)
·
∂
∂b21
− b11
∂
∂b12
+ · · · .
In other words, the quadratic terms, which were underlined in (14), are transformed
into the linear ones. This is due to the quadratic nonlinearity in the new adapted
variable b12.
Finally, we solve the characteristic equation
Y1(w
2) = 0, Y2(w
1) = 0 for w2(b10, b
2
0, b
1
1, b
2
1, b
1
2)
under the assumption3 ∂w2/∂b12 6= 0. We find the solution
w2 = −b12 − b
2
0b
1
1 + b
1
0b
2
1 + (b
1
0)
2
b20 − b
1
0(b
2
0)
2
.
Returning to the original notation, we obtain
w2 = uxxx − 2uxuxx + uxvxx + u
2
xvx − uxv
2
x.
Obviously, the integral w2 can be used to replace the derivative uxxx and its differential
consequences.
We conclude that now, at the endpoint of the algorithm, both total derivatives, Dx
andDy, contain finitely many terms modulo the vector fields that preserve (respectively,
annihilate) the kernel kerDy
∣∣
EL
.
In what follows, we do not repeat similar iterative reasonings for the root systems
B2 (see (18)) and G2 (see p. 14), but write down at once the integrals of orders 2, 4
and 2, 6, respectively. The second integral w2 for B2 (with a minor misprint in the last
term) and the higher order ‘top’ for w2 for G2 are available in the encyclopaedia [1].
2.2. The symmetry algebra: operators and brackets. From the previous section,
we know the minimal integrals,
w1 = uxx + vxx − u
2
x + uxvx − v
2
x,
w2 = uxxx − 2uxuxx + uxvxx + u
2
xvx − uxv
2
x,
for the 2D Toda chain (13) associated with the root system A2. Hence we are at
the starting point for describing its symmetry algebra and revealing the corresponding
Poisson structures and the KdV-type hierarchies.
Let us introduce the momenta
m1 := 2ux − vx, m
2 := 2vx − ux,
3A practically convenient feature of the algorithm is that it allows to fix the ‘top’ (the higher order
terms) of the first integrals in advance, whence the redundant freedom in adding derivatives of the
previously found lower order solutions is eliminated.
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whence we express the integrals as follows,
w1 = 3m1x + 3m
2
x − (m
1)2 −m1m2 − (m2)2,
w2 = 2m1xx +m
2
xx − 2m
1m1x −m
2m1x +
2
9
(m1)3 + 1
3
(m1)2m2 − 1
3
m1(m2)2 − 2
9
(m2)3.
By the general scheme of [8], all symmetries (up to x ↔ y) of (13) are of the form
ϕ = 
(
~φ
(
x, [w1], [w2]
))
, where ~φ = t(φ1, φ2) is a pair of arbitrary functions and the
(2× 2)-matrix operator in total derivatives is given by formula (9),
 =
(
ux +Dx −
2
3
D2x − uxDx −
1
3
u2x −
2
3
uxvx +
2
3
v2x +
1
3
uxx −
2
3
vxx
vx +Dx −
1
3
D2x +
2
3
uxx −
1
3
vxx −
2
3
u2x +
2
3
uxvx +
1
3
v2x
)
. (15)
Next, we calculate the Hamiltonian operator (10),
Aˆk =
(
A11 A12
A21 A22
)
,
where for the root system A2 we have that
A11 = 2D
3
x + 2w
1Dx + w
1
x,
A12 = −D
4
x − w
1D2x + (3w
2 − 2w1x) ·Dx + (2w
2
x − w
1
xx),
A21 = D
4
x + w
1D2x + 3w
2Dx + w
2
x
A22 = −
2
3
D5x −
4
3
w1D3x − 2w
1
xD
2
x + (2w
2
x − 2w
1
xx −
2
3
(w1)2) ·Dx +
1
3
(3w2xx − 2w
1
xxx − 2w
1w1x).
The bracket (12) for Aˆk equals
{{~p, ~q}}Aˆk = p
1
xq
1 − p1q1x +
[
p1xxq
2 − p2q1xx
]
+ 2
3
(p2q2xxx − p
2
xxxq
2) + 2
3
w1(p2q2x − p
2
xq
2),
(16a)
{{~p, ~q}}Aˆk =
[
p2xq
1 − p1q2x + 2(p
1
xq
2 − p2q1x)
]
+ p2q2xx − p
2
xxq
2. (16b)
Consequently, not only the image of the entire operator (15) is closed under the com-
mutation, but the image of the first column, of first order, is itself closed under com-
mutation (see, e.g., [7] or the encyclopaedia [1], where only the first column of (15) is
presented). However, the image of the second column of  =
(
1,2
)
is not closed
under the commutation. Indeed, we box the individual bracket {{ , }}1 for the (2× 1)-
matrix operator 1, and we underline the couplings of components in the domain of 2;
under commutation, they hit both images of the first and second columns.
Performing the shift w2 7→ w2 + λ of the second integral, and taking the velocity of
the operator Aˆk,
Aˆ
(2)
1 :=
d
dλ
∣∣∣
λ=0
(
Aˆk
)
,
we obtain the ‘junior’ Hamiltonian operator Aˆ
(2)
1 =
(
0 3Dx
3Dx 0
)
that is compatible with
the former. Obviously, the bracket {{ , }}
Aˆ
(2)
1
on the domain of Aˆ
(2)
1 vanishes identically.
(We note that the analogous operator Aˆ
(1)
1 =
d
dµ
∣∣
µ=0
(
Aˆk
)
, where w1 7→ w1 + µ, is not
Hamiltonian at all.)
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The pair (Aˆ
(2)
1 , Aˆk) is the well-known bi-Hamiltonian structure for the Boussinesq
equation
w1t = 2w
2
x − w
1
xx, (17a)
w2t = −
2
3
w1xxx −
2
3
w1w1x + w
2
xx. (17b)
Indeed, we have that
~wt = Aˆ
(2)
1
δ
δ ~w
∫
1
3
[
w1w2x +
1
3
(w1x)
2
− 1
6
(w1)
2
+ (w2)
2
]
dx = Aˆk
δ
δ ~w
∫
w2 dx.
Both densities, w1 and w2, are conserved on system (17). The symmetry ~wx =
Aˆk
δ
δ ~w
∫
w1 dx starts the second sequence of Hamiltonian flows in the Boussinesq hi-
erarchy A, see [7] and references therein.
The modified Boussinesq hierarchy B shares the two sequences of Hamiltonians with
the Boussinesq hierarchy itself, by virtue of the Miura substitution w = w[m] with
m = m[u]. Namely, for any Hamiltonian H[w], the flows
uτ =
δH[m]
δm
, mτ = −
δH
[
m[u]
]
δu
belong to the modified hierarchy B. The correlation between the two hierarchies, A
and B, and the Hamiltonian structures,
Aˆk, Aˆ
(2)
1 = (A1)
−1, Ak, and Bˆ1 =
(
ℓ(u)
m
)∗
= B−11 , Bˆk′, Bk′ ,
for their potential and nonpotential components are standard, see the diagram in [8,
section 5.1]. The velocities uτ constitute the commutative subalgebra of Noether’s
symmetries of the 2D Toda chain (13).
3. The root system B2
The Toda system is specified by the Cartan matrix K =
(
2 −2
−1 2
)
:
uxy = exp(2u− 2v), vxy = exp(−u + 2v).
The integrals for it are of orders 1 and 3 with respect to the momenta:
w1 = uxx + 2vxx − 2(vx)
2 + 2vxux − u
2
x, (18a)
w2 = v4x + vx(uxxx − 2vxxx) + uxxvx(vx − 2ux) (18b)
+ vxx(4vxux − 2(vx)
2 − (ux)
2) + vxx(uxx − vxx)
+ (vx)
4 + (vx)
2(ux)
2 − 2(vx)
3ux.
Hence the Frobenius operator (9) is
 =
(

1,2
)
=
(
11 12
21 22
)
, where 1 =
(
ux + 2Dx
vx +
3
2
Dx
)
,
and
12 = D
3
x +
(
uxx − u
2
x
)
·Dx +
(
2v2xux − 4vxxvx + 2uxxvx − 2vxu
2
x + 2vxxx
)
;
22 = D
3
x + vxD
2
x +
(
2vxux − v
2
x − u
2
x + vxx + uxx
)
·Dx
+
(
4v2xux − 2vxxvx + 2uxxvx − 2vxu
2
x + 2vxxx − 2v
3
x
)
.
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The Hamiltonian operator Aˆk =
(
A11 A12
A21 A22
)
has the components
A11 = 10D
3
x + 4w
1Dx + 2w
1
x,
A12 = 3D
5
x + 3w
1D3x + 6w
1
xD
2
x + (3w
1
xx + 8w
2) ·Dx + 6w
2
x,
A21 = 3D
5
x + 3w
1D3x + 3w
1
xD
2
x + 8w
2Dx + 2w
2
x,
A22 = D
7
x + 2w
1D5x + 5w
1
xD
4
x + (6w
1
xx + 6w
2 + (w1)2) ·D3x
+ (4w1xxx + 3w
1w1x + 9w
2
x) ·D
2
x
+
(
w14x + 7w
2
xx + (w
1
x)
2 + 4w1w2 + w1w1xx
)
·Dx
+ 2 · (w1xw
2 + w2xxx + w
2
xw
1).
Therefore the components of the brackets (11) for both Aˆk and  are
{{~p, ~q}}1 = 2(p
1q1x − p
1
xq
1) + 3(p1xxq
2
x − p
2
xq
1
xx) + (p
2
4xq
2
x − p
2
xq
2
4x)
+ w1(p2xxq
2
x − p
2
xq
2
xx) + 2w
2(p2q2x − p
2
xq
2);
{{~p, ~q}}2 = 6(p
2q1x − p
1
xq
2) + 2(p1q2x − p
2
xq
1) + 2(p2q2xxx − p
2
xxxq
2)
+ (p2xxq
2
x − p
2
xq
2
xx) + 2w
1(p2q2x − p
2
xq
2).
Similar to the case of (16), the commutation of symmetries that belong to the image of
the second column 2 of the operator  =
(

1, 2
)
for B2 hits the image of the first
column 1.
The ‘junior’ Hamiltonian operator Aˆ
(2)
1 =
d
dλ
∣∣
λ=0
Aˆk is again obtained by taking the
shift w2 7→ w2 + λ in Aˆk:
Aˆ
(2)
1 =
(
0 8Dx
8Dx 6D
3
x + 4w
1Dx + 2w
1
x
)
.
The new Hamiltonian operator is compatible with the old one. The bracket on the
domain of Aˆ
(2)
1 is given by
{{~p, ~q}}1
Aˆ
(2)
1
= 2(p2xq
2 − p2q2x), {{~p, ~q}}
2
Aˆ
(2)
1
= 0.
Likewise to the root system A2, the shift w
1 7→ w1 + µ produces the operator Aˆ
(1)
1 =
d
dµ
∣∣
µ=0
Aˆk which is not Hamiltonian.
The pair
(
Aˆ
(2)
1 , Aˆk
)
determines the hierarchy of the KdV-type system
w1t = 6w
2
x,
w2t = Dx
(
2w2xx + 2w
1w2
)
.
Here we have again that ~wt = Aˆk
δ
δ ~w
∫
w2 dx, and the translation ~wx = Aˆk
δ
δ ~w
∫
w1 dx
starts the auxiliary sequence of flows. The construction of the modified hierarchy is
analogous to the previous case of the root system A2, see [8] for details.
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4. The root system G2
The Toda system for K =
(
2 −1
−3 2
)
is
uxy = exp(2u− v), vxy = exp(−3u+ 2v). (19)
The differential orders of the integrals w.r.t. the momenta equal 1 and 5, respectively:
w1 = uxx +
1
3
vxx − u
2
x + uxvx −
1
3
v2x,
w2 = u6x − 2uxu5x + uxv5x + 10u4xuxvx − 8u4xu
2
x −
7
3
u4xv
2
x +
7
3
u4xvxx
− 5
3
v4xuxvx +
2
3
v4xu
2
x −
1
9
v4xv
2
x +
1
9
v4xvxx +
10
3
v4xuxx +
46
3
uxxxvxxux + 20uxxxuxxvx
− 40uxxxuxxux +
10
3
uxxxvxxx −
19
3
uxxxvxxvx + 16uxxxu
3
x − 18uxxxu
2
xvx −
1
3
uxxxv
3
x
+ 14
3
uxxxuxv
2
x −
19
3
vxxxuxxvx +
40
3
vxxxuxxux − 8vxxxu
3
x −
4
9
vxxxvxxvx −
13
3
vxxxvxxux
+ 26
3
vxxxu
2
xvx − 2vxxxuxv
2
x +
2
9
v3xvxxx +
1
18
v2xxx −
17
3
uxxv
2
xx + 40u
2
xxu
2
x − 28u
2
xxuxvx
− 2uxxvxxv
2
x +
25
6
u2xxv
2
x − 16u
3
xx +
1
3
uxxv
4
x − 5uxxuxv
3
x + 15uxxu
2
xv
2
x − 12uxxu
3
xvx
+ 58
3
uxxvxxuxvx − 34uxxvxxu
2
x +
49
3
u2xxvxx +
10
3
vxxv
3
xux −
8
27
v3xx + 12vxxvxu
3
x
− 34
3
vxxv
2
xu
2
x −
2
9
vxxv
4
x +
25
3
v2xxu
2
x − 4v
2
xxuxvx +
2
3
v2xxv
2
x − 3vxxu
4
x −
2
3
uxv
5
x +
2
27
v6x
+ 3
2
u4xv
2
x +
13
6
u2xv
4
x − 3u
3
xv
3
x.
The Frobenius operator  is
 =
(

1,2
)
=
(
11 12
21 22
)
, where 1 =
(
ux + 3Dx
vx + 5Dx
)
(20)
and
12 = 2D
5
x + uxD
4
x +
(
15uxvx − 14u
2
x − 5v
2
x + 14uxx + 5vxx
)
·D3x
+
(
8vxxx − 16vxxvx + 10u
2
xvx +
82
3
vxxux − 44uxxux −
10
3
uxv
2
x + 24uxxvx − 8u
3
x + 26uxxx
)
·D2x
+
(
12u3xvx − 16vxxxvx − 38uxxxux − 4u
2
xv
2
x + 4uxxv
2
x + 24uxxxvx + 44uxxvxx
+ 2vxxu
2
x +
70
3
vxxxux + 10uxxu
2
x + 21u4x + 8v4x − 16v
2
xx − 14uxxuxvx
+ 4
3
vxxuxvx − 51u
2
xx − 9u
4
x
)
·Dx
+
(
15u3xv
2
x − 23uxxuxv
2
x −
44
3
vxxxuxvx +
4
3
uxv
4
x + 18uxxu
2
xvx − 12vxxu
2
xvx
+ 46
3
vxxuxv
2
x + 28uxxvxxux − 4uxxvxxvx + 10uxxxuxvx + 12u5x + 3v5x
+ uxxxv
2
x − 20u4xux + 4v
2
xxvx +
40
3
v4xux − 6v4xvx + 9u4xvx − 72uxxxuxx
− 20vxxxvxx + 26vxxxuxx − 8u
2
xv
3
x + 6uxxv
3
x − 8u
2
xxux − 4vxxv
3
x
+ 26uxxxvxx + 2vxxxv
2
x − 8uxxxu
2
x −
40
3
v2xxux − 9u
4
xvx − 3u
2
xxvx + 14vxxxu
2
x
)
,
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22 = 3D
5
x +
(
20uxvx − 20u
2
x +
23
3
vxx −
23
3
v2x + 20uxx
)
·D3x
+
(
40uxxx − 2uxv
2
x − 80uxxux −
73
3
vxxvx + 2u
2
xvx + 40vxxux +
37
3
vxxx + 38uxxvx −
1
3
v3x
)
·D2x
+
(
38uxxxvx − 25v
2
xx −
73
3
vxxxvx − 68uxxxux − 23u
2
xv
2
x + 36u
3
xvx + 9uxxv
2
x
+ 66uxxvxx + 2vxxu
2
x + 34vxxxux + 36uxxu
2
x − 86u
2
xx − 18u
4
x + 34u4x
+ 37
3
v4x − 44uxxuxvx + 2vxxuxvx −
1
3
v4x + 5uxv
3
x
)
·Dx
+
(
36uxxu
2
xvx − 22vxxxuxvx −
2
3
v5x + 36u
3
xv
2
x + 7uxv
4
x − 46uxxuxv
2
x − 18vxxu
2
xvx
+ 23vxxuxv
2
x + 40uxxvxxux − 6uxxvxxvx + 4uxxxuxvx + 20u5x +
14
3
v5x
+ 3uxxxv
2
x − 40u4xux + 6v
2
xxvx + 20v4xux − 9v4xvx + 18u4xvx − 120uxxxuxx
− 95
3
vxxxvxx + 40vxxxuxx − 25u
2
xv
3
x + 12uxxv
3
x − 6vxxv
3
x + 40uxxxvxx + 3vxxxv
2
x
− 20v2xxux − 18u
4
xvx − 14u
2
xxvx + 20vxxxu
2
x
)
.
Using the fact that the coefficients Aij of the Hamiltonian operator Aˆk =
(
A11 A12
A21 A22
)
are differential functions of the integrals w, we deduce for G2 that
4
A11 =
14
3
D3x + 2w
1Dx + w
1
x,
A12 = 3D
7
x +
68
3
w1D5x +
245
3
w1xD
4
x +
(
(w1)2 + 395
3
w1xx
)
·D3x +
(
368
3
w1xxx − 28w
1w1x
)
·D2x
+
(
6w2 + 191
3
w14x − 62w
1
xxw
1 − 62(w1x)
2
)
·Dx +
(
5w2x +
41
3
w15x − 32w
1w1xxx − 96w
1
xxw
1
x
)
,
A21 = 3D
7
x +
68
3
w1D5x +
95
3
w1xD
4
x +
(
(w1)2 + 95
3
w1xx
)
·D3x +
(
9w1xxx + 34w
1w1x
)
·D2x + 6w
2Dx + w
2
x,
A22 = 2D
11
x + 30w
1D9x + 135w
1
xD
8
x +
(
414w1xx +
338
3
(w1)2
)
·D7x +
(
819w1xxx +
2366
3
w1w1x
)
·D6x
+
(
1119w14x + 4w
2 + 4870
3
w1xxw
1 + 1846
3
(w1x)
2 + 8(w1)3
)
·D5x
+
(
1065w15x + 10w
2
x +
6260
3
w1w1xxx + 1220w
1
xxw
1
x + 60w
1
x(w
1)2
)
·D4x
+
(
699w16x + 26w
2
xx +
5402
3
w14xw
1 + 36w1w2 + 1096
3
w1xxxw
1
x −
652
3
(w1xx)
2 − 428w1xx(w
1)2
− 88(w1x)
2w1 + 54(w1)4
)
·D3x
+
(
303w17x + 29w
2
xxx +
3026
3
w15xw
1 + 54w2xw
1 − 518
3
w14xw
1
x + 54w
1
xw
2 − 5722
3
w1xxxw
1
xx
− 702w1xxx(w
1)2 − 1908w1xxw
1
xw
1 − 252(w1x)
3 + 324w1x(w
1)3
)
·D2x
+
(
78w18x + 15w
2
4x + 328w
1
6xw
1 + 58w2xxw
1 − 560
3
w15xw
1
x + 36w
2
xw
1
x −
4030
3
w14xw
1
xx
− 514w14x(w
1)2 + 54w2w1xx − 36w
2(w1)2 − 1086(w1xxx)
2 − 2000w1xxxw
1
xw
1
− 1652(w1xx)
2w1 − 1120w1xx(w
1
x)
2 + 396w1xx(w
1)3 + 540(w1x)
2(w1)2
)
·Dx
4Here part (vii) of our main theorem reveals its true power: a verification for G2 that the bracket
{{ , }}, which depends on the fields u through the integrals w
i, satisfies equality (21), results in a
50 Mb size expression.
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+
(
9w19x + 3w
2
5x +
140
3
w17xw
1 + 20w2xxxw
1 − 148
3
w16xw
1
x + 20w
2
xxw
1
x −
994
3
w15xw
1
xx
− 138w15x(w
1)2 + 18w2xw
1
xx − 18w
2
x(w
1)2 − 678w14xw
1
xxx − 708w
1
4xw
1w1x + 18w
2w1xxx
− 36w2w1xw
1 − w1xxx ·
(
1424w1xxw
1 + 524(w1x)
2 − 144(w1)3
)
− 680(w1xx)
2w1x
+ 648w1xxw
1
x(w
1)2 + 216(w1x)
3w1
)
.
Next, we calculate the bracket (11) on the domain of (20) using formula (12):
{{~p, ~q}}1 =
[
p1xq
1 − p1q1x
]
+
[
41
3
(p15xq
2 − p2q15x) +
14
3
(p14xq
2
x − p
2
xq
1
4x) +
14
3
(p1xxxq
2
xx − p
2
xxq
1
xxx)
+ 9(p2xxxq
1
xx − p
1
xxq
2
xxx) + 32w
1(p2q1xxx − p
1
xxxq
2) + 34w1(p2xq
1
xx − p
1
xxq
2
x)
]
+ 9(p29xq
2 − p2q29x) + 3(p
2
8xq
2
x − p
2
xq
2
8x)
+ 140
3
w1(p27xq
2 − p2q27x) + 3(p
2
7xq
2
xx − p
2
xxq
2
7x) + 6(p
2
xxxq
2
6x − p
2
6xq
2
xxx)
+ 376w1x(p
2
6xq
2 − p2q26x) +
4
3
w1(p2xq
2
6x − p
2
6xq
2
x) +
62
3
w1(p25xq
2
xx − p
2
xxq
2
5x)
+ 304
3
w1x(p
2
5xq
2
x − p
2
xq
2
5x) +
2834
3
w1xx(p
2
5xq
2 − p2q25x) + 138(w
1)2(p2q25x − p
2
5xq
2)
+ 248
3
w1x(p
2
4xq
2
xx − p
2
xxq
2
4x) +
640
3
w1xx(p
2
4xq
2
x − p
2
xq
2
4x) +
4184
3
w1xxx(p
2
4xq
2 − p2q24x)
+ 44w1(p2xxxq
2
4x − p
2
4xq
2
xxx) + 672w
1w1x(p
2q24x − p
2
4xq
2) + 176(w1)2(p2xq
2
4x − p
2
4xq
2
x)
+ 830
3
w1xx(p
2
xxxq
2
xx − p
2
xxq
2
xxx) +
1060
3
w1xxx(p
2
xxxq
2
x − p
2
xq
2
xxx) +
4022
3
w14x(p
2
xxxq
2 − p2q2xxx)
+ 452(w1x)
2(p2q2xxx − p
2
xxxq
2) + 144(w1)3(p2xxxq
2 − p2q2xxx) + 18w
2(p2xxxq
2 − p2q2xxx)
+ 26(w1)2(p2xxq
2
xxx − p
2
xxxq
2
xx) + 1352w
1
xxw
1(p2q2xxx − p
2
xxxq
2)
+ 576w1w1x(p
2
xq
2
xxx − p
2
xxxq
2
x) +
368
3
w14x(p
2
xxq
2
x − p
2
xq
2
xx) + 1360w
1w1xxx(p
2q2xx − p
2
xxq
2)
+ 1592w1xxw
1
x(p
2q2xx − p
2
xxq
2) + 648w1x(w
1)2(p2xxq
2 − p2q2xx) + 68(w
1
x)
2(p2xq
2
xx − p
2
xxq
2
x)
+ 772w15x(p
2
xxq
2 − p2q2xx) + 36w
2
x(p
2
xxq
2 − p2q2xx) + 36(w
1)3(p2xxq
2
x − p
2
xq
2
xx)
+ 584w1xxw
1(p2xq
2
xx − p
2
xxq
2
x) +
772
3
w16x(p
2
xq
2 − p2q2x) + 1020(w
1
xx)
2(p2q2x − p
2
xq
2)
+ 38w2xx(p
2
xq
2 − p2q2x) + 1360w
1
xxxw
1
x(p
2q2x − p
2
xq
2) + 680w14xw
1(p2q2x − p
2
xq
2)
+ 36w1w2(p2q2x − p
2
xq
2) + 648w1xx(w
1)2(p2xq
2 − p2q2x) + 648(w
1
x)
2w1(p2xq
2 − p2q2x);
{{~p, ~q}}2 = p
2
xq
1 − p1q2x + 5(p
1
xq
2 − p2q1x) + 3(p
2
5xq
2 − p2q25x) + (p
2
xxq
2
xxx − p
2
xxxq
2
xx)
+ 20w1(p2xxxq
2 − p2q2xxx) + 40w
1
x(p
2
xxq
2 − p2q2xx) + 2w
1(p2xxq
2
x − p
2
xq
2
xx)
+ 38w1xx(p
2
xq
2 − p2q2x) + 18(w
1)2(p2q2x − p
2
xq
2).
The equalities
[
Aˆk(~p), Aˆk(~q)
]
= Aˆk
(
EAˆk(~p)
(~q)− EAˆk(~q)(~p) + {{~p, ~q}}Aˆk
)
and [
(~p),(~q)
]
= 
(
E(~p)(~q)− E(~q)(~p) + {{~p, ~q}}
)
(21)
hold, where {{~p, ~q}} = {{~p, ~q}}Aˆk for any ~p, ~q(x, [w]). This yields all the commutation
relations between symmetries ϕ = (·) of the 2D Toda chain (19) associated with the
root system G2.
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Finally, we pass to the KdV-type hierarchy. The deformation d
dλ
∣∣
λ=0
Aˆk under w
2 7→
w2 + λ determines the ‘junior’ Hamiltonian operator
Aˆ
(2)
1 =
(
0 6Dx
6Dx 4D
5
x + 36w
1D3x + 54w
1
xD
2
x +
(
54w1xx − 36(w
1)
2)
·Dx + 18w
1
xxx − 36w
1w1x
)
.
It is compatible with the ‘senior’ operator Aˆk; the bracket on its domain is given through
{{~p, ~q}}1
Aˆ
(2)
1
= 36w1
(
p2xq
2 − p2q2x
)
+ 18
(
p2q2xxx − p
2
xxxq
2
)
, {{~p, ~q}}2
Aˆ
(2)
1
= 0.
Applying the Hamiltonian operator Aˆk to
δ
δ ~w
∫
w2 dx =
(
0
1
)
, we obtain the KdV-type
system
w1t = Dx
(
41
3
w14x − 32w
1w1xx − 32(w
1
x)
2
+ 5w2
)
,
w2t = Dx
(
3w24x + 9w
1
8x + 20w
1w2xx + 18w
1
xxw
2 − 18(w1)
2
w2 + 140
3
w16xw
1
− 96w15xw
1
x −
706
3
w14xw
1
xx −
664
3
(w1xxx)
2
− 138w14x(w
1)
2
− 432w1xxxw
1
xw
1
− 496(w1xx)
2
w1 − 92w1xx(w
1
x)
2
+ 144w1xx(w
1)
3
+ 108(w1x)
2
(w1)
2
)
.
(The second equation in this system can be simplified by adding to w2 a scaling-
homogeneous differential polynomial in w1 and thus cancelling some irrelevant terms.)
The Hamiltonian
∫
w1 dx starts the auxiliary sequence of flows by the translation
along x. The corresponding modified KdV-type hierarchy, and the Hamiltonian struc-
tures Bˆ1 = B
−1
1 , Bˆk′, and Bk′ for it, are introduced in a standard way [8].
Discussion
The geometric method for derivation of completely integrable KdV-type hierarchies,
which is illustrated in this note, is the most straightforward and efficient, to the best
of our knowledge. Unlike in the fundamental paper [4], which is based on algebraic
considerations, the KdV-type systems are derived here, from the very beginning, in the
bi-Hamiltonian but not in the Lax form. Second, the formalism of pseudodifferential
operators is not required. We pass from the root systems directly to the 2D Toda
chains and then to the Poisson structures, skipping over the matrix representations of
the semi-simple Lie algebras g and the techniques for fixing the gauges. A posteriori,
the Lax pairs for the KdV-type systems, which are bi-Hamiltonian5 w.r.t. the operators
Aˆ
(2)
1 and Aˆk, can be obtained in a standard way, Rt+[ℓF , R] = 0, by using the recursion
R = Aˆk ◦
(
Aˆ
(2)
1
)−1
and the linearization ℓF of the right-hand sides F of the KdV-
type systems ~wt = F . We argue, however, that this may not be a drawback of our
concept. Indeed, for g semi-simple, the ambient r-component 2D Toda chain is exactly
solvable. Therefore, in principle, the modified KdV-type flows should be lifted first
to the bundles with 2r-dimensional fibres, whose sections f (x) = (f1, . . . , fr), g(y) =
(g1, . . . , gr¯) determine the general solutions of the 2D Toda chains. We see that the
liftings of the mKdV-type hierarchies determine the evolution of these Cauchy data. It
is well known that the Krichever–Novikov equation appears in this context for the root
5Let us finally remark that k may be greater than 2: for instance, we have that k = 3 for the
Kaup–Boussinesq system, see [8], and two ‘junior’ structures precede it.
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system A1. In our opinion, the posing of the problem of integrability by the inverse
scattering is more appropriate for that class of evolution equations, which may be not
bi-Hamiltonian.
The Lax approach of [4] becomes truely inevitable if the algebras g are Kac–Moody
algebras, and the Cartan matrices K become degenerate. In this case, our cut-through
does not work without serious modifications. This will be discussed elsewhere.
There is one more thing that we lack, it seems, due to the conscious refuse of the
algebraic language in favour of the geometry of PDE. Namely, this is an explanation of
the way the ‘junior’ Hamiltonian operators are obtained through the deformations of
the canonical operators Aˆk, see (10). The preference of certain shift directions for the
integrals must have some explanation in terms of the cohomology of the W -algebras
for the KdV-type equations at hand. Also, we do not know a group-theoretic origin for
the resolvability of the Magri schemes, that is, the existence of the next Hamiltonian
at each step (equivalently, the vanishing of the first Poisson cohomology with respect
to the ‘junior’ operator Aˆ
(2)
1 ). The most prominent technique for proving that is the
construction of Gardner’s deformations for the Drinfel’d–Sokolov systems.
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