For multiparameter bilinear paraproduct operators B we prove the estimate B : L p Â L q 7 ! L r ; 1 < p; q a y:
Introduction
Our subject concerns the Coifman-Meyer theorem in a multiparameter setting. Namely, for bounded function t : R d ! C, we set
in which f j are Schwartz functions on R andĝ g denotes the Fourier transform, namelŷ
gðxÞe Àiyx dx:
One is interested in conditions under which T extends to a bounded multilinear operator on a product of L p spaces. And the motivation for this paper is the Theorem 1.1. Theorem. Suppose that t obeys the estimates q a qx a tðxÞ k jxj Àa ¼ Q d j¼1 jx j j Àa j ; jaj a N; ð1:2Þ where x ¼ ðx 1 ; . . . ; x d Þ and likewise for the multiindices a. There is a finite choice of N so that for all 1 < p j a y, with not all p j being equal to infinity, the operator T extends to a bounded linear operator
tises [10, 11] in particular, and, more generally, the subject of multiparameter paraproducts.1
In the next section, we discuss the one parameter paraproducts. The proofs in this case feature initial details that can be used in the multiparameter case. We present proofs of these results in the special case of paraproducts formed from Haar functions. The subject of mutliparameter paraproducts is taken up in Section 4. Our presentation and proofs in Section 3 have been influenced by the CBMS lectures of C. Thiele [12] .
One parameter paraproducts
For an interval I , we say that j is adapted to I i¤ kjk 2 ¼ 1 and jD n jðxÞj k jI j ÀnÀ1=2 1 þ jx À cðI Þj jI j ÀN ; n ¼ 0; 1: ð2:3Þ
Here, cðI Þ denotes the center of I , and N is a large integer, whose exact value need not concern us, except to say that its value can depend upon the L p inequalities that we are considering.2 D denotes the derivative operator. We shall consistently work with functions which have L 2 norm at most one. Some of these functions we will also insist to have integral zero. (Terminology for this will be introduced below.)
Intervals will most typically be dyadic, and we use the notation D for these intervals. To be specific,
With the control on the function and its derivative in the definition of adapted, elements of Littlewood-Paley theory will apply. Namely, we will have the inequalities (2.16)-(2.18) for the square function constructed from the functions fj I : I A Dg.
Operators are built up from rank one operators f 7 ! h f ; jij 0 . A paraproduct is, in its simplest manifestation, of the form
h f j ; j j; I i:
Here, the functions j j; I , for j ¼ 1; 2; 3 are adapted to I . Two of these three functions are assumed to be of integral zero. We should emphasize that each individual summand is of the form 1 A substantial part of the di‰culties in [7, 9] is attributable to the variety of paraproducts in the multiparameter setting.
2 It will be clear in the sequel that N ¼ minð3p 1 þ 4; 3p 2 þ 4Þ is su‰cient for the bilinear case, for example. The main size requirement can be found in (4.67 ).
ð f 1 ; f 2 Þ 7 ! jI j À1=2 j 3; I Q 2 j¼1 h f j ; j j; I i:
This is certainly a bounded operator from, say, L 2 Â L 2 ! L 1 , and our desired conclusion is that the same is true for the sums above.
We will also consider higher linearities
where the functions j j; I are assumed to be adapted to I and two are of integral zero. In the course of the proofs, it is convenient to consider the n þ 1 sublinear forms
jh f j ; j j; I ij: ð2:5Þ
Notice that this just assigns a number to the n þ 1 tuple of functions and that it dominates hBð f 1 ; f 2 ; . . . ; f n Þ; f nþ1 i. It is also of interest to consider the related sublinear operator
jh f j ; j j; I ij 1 I : ð2:6Þ
In particular, if L maps a product of Banach spaces into L 1 , then we conclude that L is bounded on a related product of spaces, see (2.20 In this last display, we require that the functions j j; I have integral zero for any choice of j for which f j is only assumed to be BMO.
The estimates above follow immediately from the corresponding estimates for the sublinear operator, in the case that the index of the range is between 1 and y. Namely for 1 < r < y, this can be derived from 2.11. Theorem. For n b 3 and 1 < p j a y,
In the case that any p j ¼ 1, then L 1 can be replaced by H 1 , and the estimate above is true. If we do not replace L 1 by H 1 , then only the weak type inequality is true. In particular, we have the estimate
In the case that any of p j equal y and the functions j j; I have integral zero for all I , then the space L y above can be replaced by BMO.
The essential case is that of n ¼ 3 above, and to avoid unnecessary notations, that is the case discussed in the proof. Thus, we have three functions j j; I . Two of these are assumed to be of integral zero. Due to the symmetry of the estimates we are to prove, we can assume that these two functions occur for j ¼ 2; 3.
This in particular means that we have the estimate
where M denotes the maximal function. There is another bound that applies to the second and third functions. Namely, we set
It is a consequence of the integral zero assumption placed on the functions j 2; I and j 3; I that the usual Littlewood-Paley theory applies to these square functions. Therefore, they map all L p into themselves, for 1 < p < y, and we have the usual endpoint estimates. To be explicit, these estimates are
Note that as we are using the maximal function and square functions, we have access to the following upper bound for numerical sequence P n Q 3 j¼1 a j; n a ka 1; n k l y ka 2; n k l 2 ka 3; n k l 2 : ð2:19Þ 2.1. Generalities on the proof. If 1 < p j < y and 1 
This argument also applies when p 1 ¼ y. When, however, any of the p j ¼ 1, one should replace the L 1 norm on f j with the H 1 norm.
The argument must be modified when, e.g., p 2 ¼ y. For then the square function kS 2 f 2 k y is no longer bounded. And indeed, the sharp estimate on the square function replaces L y with BMO.
Alternate methods are required when duality cannot be applied. Here, we shall obtain inequalities of weak type. For example,
Interpolation will then supply the strong type inequalities, except for the endpoint estimates.
As the class of operators B we consider are invariant under dilations by powers of 2, this inequality follows from
where K is an absolute constant, and the inequality holds for all choices of smooth compactly supported functions f j with L p j norm 1.
The usefulness of this observation is already evident in that we have the following (obvious) estimate k fgk 1=2; y k k f k 1; y kgk 1; y : ð2:23Þ This inequality immediately generalizes to general products and indices. We use this generalization below.
One can e¤ectively use the symmetry in the formulation of the paraproducts in passing to the sublinear function L, and considering weak type inequalities for it. Namely, for 1 a p 1 ; p 2 a y, we define p 3 by 1
In particular, p 3 can be negative: For p 1 ¼ p 2 ¼ 1, we have 1 p 3 ¼ À1, which we interpret as the dual index to 1 2 . Let X ðEÞ be the space of functions supported on a measurable set E H R and bounded by 1. We then prove the inequality
Observe that this implies (2.22) . Also observe that the inequality for L follows from the following formulation: For all E 3 , we can choose E 0 3 H E 3 with jE 0 3 j b 1 2 jE 3 j, and
By dilation invariance, it su‰ces to prove this estimate in the case that k f 1 k p 1 ¼ k f 2 k p 2 ¼ 1 and jE 3 j ¼ 1. All of these comments apply equally well in the multiparameter case.
H 1 and BMO.
We will restrict ourselves to the dyadic versions of the real Hardy space H 1 and its dual BMO.
The Haar functions are
where I À ðI þ Þ is the left (right) half of I . These functions form a basis for L 2 . The dyadic square function from Haar functions is formed as follows.
We define the real dyadic Hardy space H 1 as those functions f with
The dual to H 1 is BMO. This space has the equivalent norm
These spaces are substitutes for L 1 and L y . In the current setting sharp endpoint estimates can be phrased in terms of these norms. And there is a rich interpolation theory between these spaces.
Proofs in the one parameter case
The case of Haar paraproducts is the only case that we consider in the one parameter case. The rationale is the proof in the multiparameter case includes the one parameter case as a special instance. In addition, the Haar case is especially attractive, due to the presence of the dyadic grid.
A particular way that it enters is this. Suppose that I is a collection of disjoint dyadic intervals, not necessarily a partition of R. We define the conditional expectation with respect to I as
We leave it as an exercise that these properties of the conditional expectation are true.
(1) Integrals are preserved under conditional expectation:
(3) f 7 ! Eð f jIÞ is of norm one on all L p , 1 a p a y.
(4) f 7 ! Eð f jIÞ is bounded as a map from dyadic H 1 into itself.
We first turn to the range of inequalities for the sublinear operator L and the proof of Theorem 2.11. Observe that by (2.19), we have
Here, we assume that we have mean zero in the second and third places, and we continue with this assumption below. To be specific, the sublinear operator is
For f 1 , we form the inner product with the absolute value of the Haar function. The inequalities in (2.12) then follow from Hö lder's inequality, provided that all we are not discussing an endpoint estimate. When s < 1, one can instead apply an appropriate version of (2.23).
If any p j ¼ 1, then we only conclude that Mf j and S j f j are in L 1; y . But we can apply (2.23) to conclude the weak type estimate. If any p j ¼ 1 and f j A H 1 , then we conclude that both Mf j and S j f j are in L 1 , so that again Hö lder's inequality or (2.23) will apply.
We concern ourselves with the endpoint estimates where either of p 2 , p 3 is infinity and L y is replaced with BMO. One class of inequalities are in fact easily available; they are ð3:29Þ
Notice that these estimates can be interpolated by standard linear methods.
Since the Haar functions are an unconditional basis for both H 1 and BMO,3 we can conclude that
This proves the first bound.
For the BMO estimate, for each dyadic interval J we have
This concludes the proof of the estimates (3.29).
The last estimates to prove are these:
At this point we make a more substantive reliance on the dyadic structure. The strategy is first to prove the weak type inequalities, and in particular (2.24). Namely, we will choose an exceptional set on which we will not attempt to estimate Lð f 1 ; f 2 ; f 3 Þ and a conditional expectation to apply to f 1 , after which we will have a bounded function in the first coordinate. But then we will be in a situation for which we can appeal to the estimates in which we have duality.
We will prove that L satisfies (2.24). Thus, fix f j functions in the appropriate spaces, of norm one. Define
We do not attempt to estimate L on this set. That has the practical implication that we need only consider the sum
(Recall that we are assuming that f 2 and f 3 are fixed.) Let I be the collection of maximal dyadic subintervals of E, and set g 1 ¼ def Eð f 1 jIÞ. Note that by construction we will have the estimate kg 1 k y a 2. For otherwise, let J be the smallest dyadic interval that strictly contains I (i.e. the parent of I ), and observe that Ð J jgj dx b jJj. That is, we contradict the maximality of I . In addition, for each dyadic interval I not contained in E, we have
Therefore, using (3.29), we can estimate
Our discussion of the estimates in Theorem 2.11 is complete.
Let us turn to the bilinear operator Bð f 1 ; f 2 Þ and the proof of Theorem 2.7. In the inequality (2.8), if the index r of the target space is between 1 and y, then we can appeal to duality, as is done explicitly in (2.20) .
We discuss the proof of the weak type bounds for B, in the case that duality does not apply, namely 1 2 a r < 1. Marcinkiewicz interpolation will then deduce the strong type L r inequalities.
In so doing, we need only prove (2.22), and we will repeat the use of conditional expectation in the argument (3.30) above. Take f j A L p j of norm one, for j ¼ 1; 2. Suppose that we have in fact k f j k y a 1. We conclude that in fact k f j k q a 1 for all p j < q < y, and so for q > 4 large, we can use the proven bound of L q Â L q into L q=2 to conclude that
The general case can be reduced to this situation.
Clearly, the set F has measure bounded by an absolute constant. We will now estimate Bð f 1 ; f 2 Þ on the set F . Define
and set I to the collection of maximal dyadic intervals contained in F . We set
Eð f j jIÞ. Then, certainly we have kg j k y a 1. We claim that
And this will complete our proof.
Suppose that I is a dyadic interval that is not contained in F . The Haar function associated to I is constant on the two sub halves of I , which we denote as I G . By our definition of F , neither I G can be contained in E, hence we have
This proves (3.31), and so we have completed the proof of the norm bounds for B.
Multiparameter paraproducts
We now consider paraproducts formed over sums of dyadic rectangles in R d . The class of paraproducts is then invariant under a d parameter family of dilations, a situation that we refer to as ''multi-parameter.' '4 Let us say that a function j is adapted to a rectangle R ¼
with each j j adapted to the interval R j in the sense of (2.3). Our paraproducts are of the same general form
In this paper, the number of dimensions will be the number of parameters. In general, the two are however distinct. Consider R d1 n R d2 and rectangles in this space formed from a cube in each space R dj .
Here, we let R ¼ def D d be the class of dyadic rectangles. With the obvious changes, we will also use the notations for the sublinear forms and operators given in (2.5) and (2.6).
The Theorem in this setting is 4.32. Theorem. Let n b 2 and 1 < p v a y for 1 a v a n, and define 1 r ¼ P n v¼1 1 p v . Assume that for each choice of coordinate 1 a j a d, there are two choices of 1 a v a n þ 1 for which we have ð R j v; R ðx 1 ; x 2 ; . . . ; x n Þ dx j ¼ 0; for all x k with k 0 j and all R: ð4:33Þ
Then, we have the inequality
Assume that the functions j v; R satisfy (4.33) for all j. In the instance that p v ¼ 1, the inequality remains true if we replace L 1 by H 1 defined below. In the instance that p v ¼ y, we can replace L y by the larger space BMO ¼ ðH 1 Þ Ã defined below.
The critical distinction comes from the assumption about the zeros, (4.33). Let us say that there are x j zeros in the vth position i¤ ð j v; R ðx 1 ; . . . ; x d Þ dx j ¼ 0 for all x k with k 0 j: ð4:35Þ
And so our assumption is that for each 1 a j a d there are two choices of v for which we have zeros in the vth position.
Again, the critical case is n ¼ 2, so that B is bilinear. There are essentially d distinct cases. The first case, with the greatest similarity to the one parameter case, is where we have, for example, x j zeros in first and second positions for all 1 a j a d. The other cases do not have a proper analog in the one parameter case.
H 1 and BMO.
We turn to the product Hardy space theory, as developed by S.-Y. Chang and R. Fe¤erman [1, 2] . This section is not strictly speaking needed, but does inform the modes of proof below. 
fz A C : ReðzÞ > 0g:
We require that there is a function F : C d þ ! C that is holomorphic in each variable separately and f ðxÞ ¼ lim
The norm of f is taken to be
where S is the square function formed over the product Haar basis
The last product is over one dimensional Haar functions as in (2.26). The basis fh R : R A D d g is the d-fold tensor product of the Haar basis.
The dual of
It is a Theorem of S.-Y. Chang and R. Fe¤erman [2] that this space has an explicit characterization in terms of the product Haar basis. In particular, Chang and Fe¤erman showed that the product BMO space has the equivalent norm
where it essential that the supremum be formed over all subsets U H R d of finite measure.
The governing operators.
We describe a range of operators, which encompass the d parameter maximal function at one end and the d parameter square function at the other. These operators, as we shall see, govern the behaviors of these paraproducts.
To be explicit, in the two parameter setting, these operators are as follows. First we have the maximal function,
which is a variant of the strong maximal function.
The reason for the iterated style notation becomes clearer with the second type of governing operator. It is
In order for this to be a bounded operator, the functions fj R g must have zeros in the first coordinate. But then, the operator will be bounded on all L p 's for 1 < p < y. There is also the operator S 2 M 1 in which the role of the coordinates is changed.
A third type of operator is
The functions fj R g must now have zeros in the second coordinate. And there is a corresponding operator M 2 S 1 in which the roles of the coordinates are reversed.
A fourth type of operator is the familiar two parameter square function
Here, we require that the functions j R have zeros in both coordinates. As with the maximal function MM, the subscripts are not needed in this case.
In general, we set T j to be either the square function S or the maximal function M, both formed over a set of functions fj I : I A Dg acting on the jth coordinate. For a permutation of the coordinates p : f1; . . . ; dg 7 ! f1; . . . ; dg, set
The subscript pð jÞ indicates in which coordinate the operator T pð jÞ operates. In each position in which coordinate T pð jÞ is the square function, we require that the functions fj R : R A Rg have zeros in that coordinate. Note that these operators can be viewed as
where sð jÞ is either 2 or y for all j.
The point of these definitions is that for all paraproducts B of d parameters, there are three choices of T k , k ¼ 1; 2; 3, operators as in in (4.37) for which we have
This is a consequence of the essential hypothesis on there being two zeros in each coordinate. In those two positions, one uses the square function. In every other position, the maximal function is used. L p bounds for the operators T. Let us discuss the mapping properties of these operators, beginning with the maximal operator. We have been careful to insist that the functions j R are products of adapted functions. Thus, in the two parameter case, we can appeal to the one parameter maximal function twice, as follows.
Likewise, by a d fold iteration of this argument, it follows that kM Á Á Á Mf k p k k f k p ; 1 < p a y:
The same estimates are true for the square function, but are not as straightforward to deduce.
4.40. Lemma. Assume that the functions fj R g have zeros in every coordinate. Then we have the inequalities below ð4:41Þ kS Á Á Á Sf k p k k f k p ; 1 < p < y;
At the L y endpoint, the correct estimate is
The supremum is formed over all subsets U H R d of finite measure.
Proof. We should consider the one parameter inequality kSf k 2 k k f k 2 ; ð4:44Þ as this will explain in part the assumptions used in the definition of adapted (2.3).
Consider first the inner product hj I ; j J i for two dyadic intervals jI j a jJj. Using the fact that j I has integral zero and that j J admits a control on it's first derivative, we estimate :
Assume that the right hand side is one, and estimate the square of the left hand side as follows, with a generous use of the Cauchy-Schwarz inequality. This completes the proof of (4.44).
The proof of (4.41) in the case of p ¼ 2 follows from an iteration of the one parameter result, just like the argument for the maximal function.
The H 1 to L 1 estimate is an easy consequence of the definition of the H 1 norm in (4.36). Set T 0 to be the d parameter maximal function, and define a sequence of functions f k by taking
and then inductively define f k , k b 1 by for an appropriate choice of integer N in the definition of adapted, (2.3). As this last estimate is summable in k, the proof is complete. r
The case of general operators T is treated in this proposition. Proof. In the two parameter case, observe that
the inequality holding pointwise. More generally, for any operator T as in (4.37), we can make the operator larger by moving all maximal functions to the right of all square functions. Thus, it su‰ces to bound operators of the form
Recall that the maximal function is bounded as a vector valued map from L p ðl 2 Þ into itself for all 1 < p < y. This is a well known result of C. Fe¤erman and Stein [6] . Namely, we have the estimate P For a function f A L p ðR d Þ and a dyadic rectangle
It is a consequence of the one variable Littlewood-Paley inequalities that we have P
To conclude, observe that we have
The L p norm of the last quantity is clearly bounded by k f k p . r
The proof of Theorem 4.32 for a particular range of indices can now be given. Suppose that we are seeking to bound the paraproduct B from L p 1 n L p 2 into L r where 1 < r < y. Then, by (4.39) and the previous lemma, we have
k¼1 kT k f k k p k where by abuse of notation we take p 3 to be the conjugate index to r.
The remainder of the theory that we develop is needed to address the case in which the paraproduct does not obey a duality estimate.
A Localization
Lemma. We will need an estimate which refines the L 2 estimates for the operators T proved in Proposition 4.47.
We will make a further definition in which these operators, defined as as mixture of sums and supremums over rectangles, are restricted to a subset of rectangles. Thus, if O H R, and T ¼ SSS, for instance in the three parameter case, we set
:
Of course here we insist that the function j R have zeros in each coordinate. More generally, to define T O , in the expression (4.38), we restrict the rectangles to be in the collection O rather than all possible rectangles.
4.48. Lemma. Suppose that O H R and that there is a constant m > 1 so that for a function f ,
Then it is the case that we have
The exponent N 0 is a function of only the exponent N in the definition of adapted,
Proof. This lemma is a corollary to the proof of L 2 boundedness of the operators T j , and to deduce it, we will rely upon a degree of flexibility built into the definition of adapted.
If we knew that the functions j R were supported on, e.g., m 2 R, then the conclusion of the Lemma would be obvious. Thus, the problem at hand is one of Schwartz tails.
We make a further specification of the definition of adapted, (2.3), which is applied to functions on the real line. Fix a constant K and an integer N say that j is ðK; NÞadapted to an interval I i¤ jD n jðxÞj a KjI j ÀnÀ1=2 1 2 þ jx À cðI Þj jI j ÀN ; n ¼ 0; 1:
In addition, the L 2 norm of j is at most one.
Say that j is ðK; NÞ-adapted to a rectangle R ¼
with each j j ðK; NÞ-adapted to R ð jÞ . This definition naturally extends to collections of rectangles.
Now, fix K 0 and N 0 so that Proposition 4.47 holds for all functions fj R : R A Rg which are ðK 0 ; N 0 Þ-adapted to R (and have zeros in the right coordinates). Here, we take K 0 b 1 so that there will be no di‰culties with having the functions j R be of L 2 norm one.
For N 0 as in the conclusion of the Lemma, set N 1 ¼ N 0 þ N 0 . Consider functions fj R : R A Rg that are ðK 0 ; N 1 Þ-adapted to R. And let T be the corresponding operator constructed from these functions.
Observe that we can define a new set of functions fj j R : R A Rg that are ð2K 0 ; N 0 Þ adapted to R, and satisfỹ j j R ðxÞ ¼ m N 0 j R ðxÞ; x B mR:
In those coordinates 1 a j a d where there is no zero, this is accomplished by multiplying by a smooth function that is zero on a large neighborhood of R, and identically m N 0 =d in R À mR ð jÞ . If the coordinate has a zero, observe that Ð RÀmR ð jÞ j R ð jÞ ðx j Þ dx j a 2K 0 jR ð jÞ j 1=2 ðmÞ ÀN 1 þ1
provided N 1 > 2. And so we can setj j R ð jÞ in a neighborhood of R to cancel out this integral.
The operatorT T constructed from the functions fj j R : R A Rg will satisfy an L 2 bound that is independent of m. For a function f as in (4.49), we have
And the right hand side admits an L 2 bound independent of m and N 0 , so the proof is complete. r
We will also need the following corollary to the previous Lemma.
Corollary.
Let O be a collection of rectangles whose shadow has finite measure. If f is a bounded function, we have the estimate
Proof. Let f A L y be bounded by one, set U ¼ shðOÞ, and define f k , for k b 0 as in (4.45) . We shall see that
Indeed, applying Lemma 4.48, we see that
where we can assume that N 0 > 4 say. r 4.4. The Proof of Theorem 4.32. We only treat the bilinear case of the theorem, as the higher order linearities are easy to accommodate into this proof. We also restrict our attention to the two parameter setting. Straightforward modifications adapt the argument to an arbitrary number of parameters. The first cases that we consider are those in which B is to be mapped into a space L r with 1 2 a r a 1. Some of the generalities of the proof of the one dimensional case remain in force in the current setting, in particular, it will su‰ce for us to establish (2.25) . That is, we shall demonstrate this: For all f j A L p j of norm 1 and set E 3 H R 2 of measure one, there is an open subset E 0 3 H E 3 of measure at least 1 2 , so that for f 3 a smooth function compactly supported in E 0 3 and with L y norm at most one, we have P R jRj À1=2 Q 3 j¼1 jh f j ; j j; R ij k 1: ð4:54Þ Moreover, it su‰ces to take f j in a dense class of functions, and so we take f 1 and f 2 to be smooth and compactly supported.
Observe that as all f j smooth and compactly supported, the sum above is at most 1 if the sum is restricted to rectangles that have at least one side length either small or large, as in these cases the inner products above decay rapidly.5 Thus, we can assume that the sum is restricted to a finite number of rectangles, and we should provide an estimate for the sum that is independent of the exact number or nature of the rectangles.
This last sum is over positive summands. It will be useful to us to organize the sum over appropriate subcollections of R. For a collection of dyadic rectangles O set
where the functions j j; R are associated with the bilinear paraproduct that we considering.
We will be working with di¤erent collections of rectangles O. The shadow of O is defined to be
The Definition of EO 3 . Let T j , for j ¼ 1; 2; 3, be the three operators as in (4.39) .
(Though at this point the function f 3 is not yet specified.) For the sake of symmetry, set T 0 to be the maximal operator in 2 parameters.
Define 4n ¼ def minðp 1 ; p 2 Þ, and set
In these definitions, we fix a value of k F 1 so that jW Wj < 1 2 , and then take E 0 3 ¼ E 3 XW W c , so that the measure of this set is at least 1 2 . This is possible, since we can estimate, using the L 2 bound for the maximal function and the L p j bounds for the T j ,
And the last sum is less than 1 8 for a fixed k F 1.
The Decomposition of R. We decompose the collection of all rectangles. A rectangle R is in O j; l i¤ l is the greatest integer such that jR X W j; l j ¼ jR X fT j f j > k2 l gj b 1 100 jRj: ð4:60Þ
Here, we are extending the definition in (4.56) to j ¼ 1; 2; 3 and to l A Z.
Observe that as each f j is smooth, it is necessarily the case that T j f j is a bounded function. Thus, the definition above makes sense, and for each j, every rectangle R A R will be a member of some O j; l , for l A Z.
This is not a complete decomposition of the collection of rectangles, a point we return to below.
We appeal to the principal technical estimate, proved below. Observe that, by Lemma 4.70 and using the notation of (4.55), it is the case that SumðOl l Þ k 2 l 1 þl 2 þl 3 jshðOl l Þj: ð4:62Þ
We therefore need e¤ective estimates for the shadow. Since each T j operator is bounded on all L p spaces, we of course have the estimate jshðOl l Þj k min j 2 Àp j l j k 2 Ày 1 p 1 l 1 Ày 2 p 2 l 2 Ày 3 p 3 l 3 ;ll A O: ð4:63Þ Here, l 1 ; l 2 < 0 while l 3 A Z, and y j b 0 with y 1 þ y 2 þ y 3 ¼ 1. Recall that p 1 and p 2 are specified to us in advance, but as f 3 is a bounded function on a set of finite measure, we are free to take any value of 1 < p 3 < y that we wish. In particular, it is e¤ective to take p 3 to be relatively close to one for l 3 > 0 while we take p 3 large for l 3 a 0.
The sums are treated separately based on the sign of the last coordinate ofll A O. Combining (4.62) and (4.63), we see that
We should choose 0 < y 1 < 1 p 1 , and 0 < y 2 < 1 p 2 so that y 1 þ y 2 < 1. We are then still free to chose p 3 > 1, but close enough to one so that p 3 y 3 ¼ p 3 ð1 À y 1 À y 2 Þ < 1. Thus, this last sum is no more than a constant.
Let us consider the case of l 1 ; l 2 a 0 while l 3 > 0. The minimum in (4.63) occurs for j ¼ 3, and we have the estimate P l l A ðÀNÞ 2 nN SumðOl l Þ k 2 l 1 þl 2 Àl 3 ð p 3 À1Þ : ð4:65Þ
This clearly sums to a constant for p 3 su‰ciently large. Some rectangles are not in the classes defined above. To treat the remaining cases, set ð4:66Þ
This decomposition does not take the role of f 3 into account, and so our next steps are to deduce information about this function.
Suppose that R A Pl l . Then either l 1 or l 2 must be positive. Suppose that l 1 is. By (4.58), it is then the case that, by definition, R H W, but moreover
Now, the function f 3 satisfies the conditions of (4.49), with O ¼ Pl l and m ¼ 2 n 0 l 1 =2 . Then by Lemma 4.48, we have
for appropriate choice of N in (2.3).
Note that we have proved the inequality kT 3; Pl l f 3 k 2 k minð2 À10l 1 ; 2 À10l 2 Þ:
We can then apply (4.73) to see that SumðPl l Þ k 2 l 1 þl 2 minð2 À10l 1 ; 2 À10l 2 Þ: This is clearly summable to a constant over the indices P, as either l 1 or l 2 must be positive. This proof will permit e.g. p 1 ¼ 1, with the additional hypothesis that f 1 A H 1 , and that all functions j 1; R satisfy (4.33) for all coordinates 1 a j a d. By duality, this implies the BMO estimate of our Theorem.
The endpoint estimates. The endpoint estimates concern the case when, say, p 2 ¼ y, which is a case not handled in the discussion above. (Note that assuming that f 2 A L y , we do not need to make additional assumptions about the zeros of the functions j 2; R .)
We again prove (4.54). And the method of proof is quite close to the argument above. Use the same notation as in (4.56), but now define
We take E 0 3 ¼ E 3 X W, so that again we have jE 0 3 j b 1 2 . We define the sets O j; l as in (4.60) but we shall only use this for j ¼ 1; 3. Set (in contrast to (4.61)),
We then have the estimate below, as a consequence of Corollary 4.51 and (4.73), SumðOl l Þ a 2 Àl 1 Àl 3 jshðOl l Þj 1=2 kT Ol l f 2 k 2 k 2 l 1 þl 3 jshðOl l Þj:
We estimate the shadow jshðOl l Þj k minð2 Àp 1 l 1 ; 2 Àp 3 l 3 Þ:
This follows on the one hand from the assumption that f 1 A L p 1 . But recall that we can choose 1 < p 3 < y in an arbitrary fashion, as f 3 is bounded by one and supported on a set of measure at most one.
Pulling these estimate together, we see that SumðOl l Þ k 2 l 1 ð1Ày 1 p 1 Þþl 3 ð1Ày 3 p 3 Þ ;
where the y 1 , y 3 are non-negative and sum to one. The index p 1 is specified to us, but p 3 can be taken arbitrarily. Forll A ðÀNÞ Â Z, we should take p 3 close to one for l 3 a 0, but p 3 ¼ 4, say, for l 3 > 0. Doing so we see that P l l A ðÀNÞÂZ SumðOl l Þ k 1:
We turn to the case where l 1 > 0. As before, we should now gain additional information about the function f 3 . But the reasoning of the previous section, and in particular (4.50) and (4.67), leads us immediately to kT 3; O 1; l 1 f 3 k 2 k 2 À10p 1 l 1 :
On the other hand, Corollary 4.51 implies that kT 2; O 1; l 1 f 2 k 2 k jshðO 1; l Þj 1=2 k 2 Àð1=2Þp 1 l 1 :
Appealing to (4.74), we see that SumðO l 1 Þ k 2 l 1 ð1À10Àp 1 =2Þ ;
which is clearly summable over l 1 > 0. We will apply this in settings in which we have a good estimate for the shadow of O in terms of the l j .
Proof. Set
fT j f j < l j g:
Then R X W has measure at least 97 100 jRj. This permits us to restrict the range of integration below to W . This proves our first conclusion. The remaining conclusions follow from the same reasoning, with the use of the Cauchy-Schwarz inequality. r
