Abstract. The Support Vector Machine error bound is a function of the margin and radius. Standard SVM algorithms maximize the margin within a given feature space, therefore the radius is fixed and thus ignored in the optimization.
Introduction
Support Vector Machines have been proven one of the most successful machine learning tools over the last decade. Their wide acceptance from the machine learning community has to do by the excellent performance that they achieve over different learning problems-excellent performance that is founded on sound theoretical concepts and namely the fact that they control directly their error bound. In the classification setting they work by establishing a class separating hyperplane in some feature space, typically given by a kernel function. The theory shows that their error bound is a function of both the margin, γ, informally the distance of the nearest data points from the hyperplane, and the radius, R, of the smallest sphere enclosing the data; more precisely, the function depends on the ratio R 2 /γ 2 . However, even though this double dependency is well known, all SVM algorithms optimize the error bound by focusing only on the margin and ignoring the radius. One could argue that for a given feature space the radius of the smallest sphere enclosing the data remains fixed and thus can be ignored. However it is quite easy to show that under a very simple scenario, for example by weighting or selecting features, the radius changes. The question that then arises is what is the best way to control that change, i.e. best in the sense of the error bound optimization. This question has been partially explored in the context of feature selection; for example [1] and [2] directly try to exploit this dual dependency of the error bound in order to determine which features to remove and which to retain. SVMRFE [3] also implicitly changes the radius since it removes features; however since the algorithm is based on the recursive application of a standard SVM, its cost function obviously disregards the radius.
Nevertheless it still remains a challenge to exploit all the facets of the generalization bound in the learning process. In this paper we move one step ahead in this direction and propose an SVM algorithm that optimizes the error bound by controlling both for the margin and the radius. To do so we extend the standard margin-based cost function of SVM (which controls the margin by controlling the size of the norm of the normal vector, w, of the maximum margin hyperplane), to include also the radius. We control the latter by introducing a second vector of parameters, μ, which in fact performs feature weighting; we call our algorithm MR-SVM (Margin-Radius SVM). The proposed algorithm includes a sparsity constraint on μ which is based on the l 1 norm; this forces many features to have a zero weight, thus performing also feature selection.
The paper is organized as follows. In section 2 we briefly review previous work on SVM that deal with both the margin and the radius, mainly in the context of feature selection. In section 3 we discuss the various error bounds that motivate the use of the radius and present the standard SVM framework. We give our main contribution in section 4 and present some experiments on several benchmark datasets in section 5. Finally, we conclude in section 6 where we also present some ideas for future work.
Related Work
The idea of optimizing the error bound of SVM by controlling both the margin and the radius has received relatively limited attention. This despite the fact that one would expect, at least in principle, to be able to produce tighter error bounds when we control for both, thus achieving better generalization performance. Somehow naturally the only two works of which we are aware that move in that direction fall within the feature selection research domain.
Weston et al. in [1] start from exactly the same idea, i.e. that the generalization performance of SVM depends on the ratio R 2 /γ 2 and not only on the margin γ and propose a feature selection algorithm which tries to optimize that ratio. To do so they introduce a binary valued vector σ ∈ {0, 1} d , where each σ i , i := 1, . . . , d corresponds to one of the dimensions of the input space. The σ controls which features are included or removed through a componentwise multiplication with the learning instances. They then express the ratio as a function of σ, i.e. f (σ) = R 2 γ 2 (σ). Their goal is to find that vector σ * which minimizes f (σ). However the original formulation of the problem requires searching over all possible feature subsets which is a combinatorial problem that is only tractable by greedy search methods. The authors propose an alternative approach in which they relax σ to be a real valued vector and formulate the problem as an approximation of integer programming which they solve by using gradient descent by computing the gradient ∂f (σ)/∂σ. There is no guarantee that the algorithm will reach a global minimum. Moreover since they view the problem as a feature selection problem they parametrize the ratio in a manner that includes or removes features on the basis of the original input space, i.e. the parametrization performed by σ is not done in the feature space. However the radius is computed in the feature space and obviously tighter error bounds can be achieved if the parametrization is done in the feature space, in the same way that the parametrization of the margin is done in the feature space and not in the original input space.
Rakotomamonjy in [2] examines a number of different SVM-based functions and feature ranking approaches to perform feature selection. Among the different functions he examines we find the radius-margin ratio as it was given in the previous paragraph, i.e. f (σ). He explores two approaches to establish a ranking of the features from f (σ), which he calls zero-order and first-order approaches. In the zero-order approach the importance of a feature is given by the value of f (σ) when that feature has been removed. In other words the importance of feature i is given by f (σ (−i) ), where σ
In the firstorder approach the importance of a feature i is given by the value of the partial derivative ∂f (σ)/∂σ i calculated at σ i = 1. The two approaches are incorporated within a stepwise selection method to determine which features to retain. We note here that this work does not try to optimize f (σ) but simply uses it as a way to determine the importance of the different features in the input space and decided which ones to retain and which to eliminate. Moreover the initial value of f (1), where 1 is the vector of ones, may not be the optimal value and the method removes those features that have the smallest effect on the value of f (1).
In both approaches the parametrization of the radius-margin ratio is achieved via the parametrization of the kernel function which is written in the form K(σ.x i , σ.x j ), where the operator . denotes the componentwise multiplication. [4] examined the more general problem of tuning any number of parameters of a kernel and proposed a framework that relies on the use of theoretical error bounds to perform that tuning. One of the error bounds they examined was the radiusmargin ratio. Obviously the K(σ.x i , σ.x j ) form can be addressed within their framework, and in fact they did use their method and this kernel parametrization to perform feature selection and scaling. As in the two previous works, feature scaling and weighting is performed in the input space. The framework they proposed is based on a two step iterative optimization procedure. The first step solves a standard SVM problem in which the set of parameters σ is kept fixed. The second step uses gradient descent to update the parameters σ in the direction that minimizes the theoretical error bound, i.e. the radius-margin ratio. However the radius-margin ratio can have many local minima, see for example [5] , and a simple gradient method may easily get trapped in one of them.
As it is apparent from the above discussion, one of the learning tasks in which SVMs have been used often is that of feature selection. Probably the most popular algorithm of this family is SVM-RFE, introduced by [3] , which is a backwards feature elimination procedure that removes features based on the values of their weights as these are determined by a linear kernel SVM. In fact the work of [2] extends this work. The linear kernel has been proven one of the most popular kernels for SVM not only because of its very good predictive performance, but also because of its understandability; its weights directly reflect the importance of the corresponding features, provided that features have been normalized. These explain why it is the kernel of choice not only for the feature selection task but also more generally for the task of classification in problems with high dimensionality.
The same trend also appears in regression problems where some of the most successful algorithms for high dimensional problems are algorithms that produce linear models by imposing sparsity constraints on the vector of weights of the coefficients, e.g. Lasso, [6] , LARS, [7] , and more recently Adaptive Lasso, [8] . All of them use the l 1 norm to control the coefficients of the linear regression models, which is known to produce sparse weight vectors. In an interesting twist Adaptive Lasso uses two sets of weights: a first set of weights controls the importance of the different features and the second is the set of lasso coefficients learned on the weighted feature set. The author proposes to derive the first set of weights from the solution of the Ordinary Least Squares regression [9] . Note here that unlike the different regression algorithms mentioned the standard SVM does not impose strong sparsity constraints such as the one imposed by the l 1 norm.
SVM, Margin and Radius Based Error Bounds
There are a number of theorems in statistical learning that bound the expected classification error of the thresholded linear classifier given by the maximum margin hyperplane by quantities that are related to its margin and the radius of the smallest sphere that encloses the data. Below we give two of them that correspond to the cases of linearly separable and non-separable training sets.
Consider a mapping x → Φ(x) in which a training instance x ∈ X is mapped to an inner product feature space H. Moreover the inner product of H is given by K(., .), a kernel function defined in the original input space X , i.e. K( 
Theorem 1. [4], Given a training set S
The maximum margin algorithm L l : (X ×Y) l → H×R takes as input a training set of size l and returns a hyperplane in feature space such that the margin γ(w, b, S) is maximized. Note that assuming the training set is separable means that γ > 0. Under this assumption, for all probability measures P underlying the data S, the expectation of the misclassification probability
The expectation is taken over the random draw of a training set Z of size l − 1 for the left hand side and l for the right hand side.
The following theorem gives a similar result for the error bound of the linearly non-separable case.
Theorem 2. [10], Consider thresholding real-valued linear functions L with unit weight vectors on an inner product space H and fix γ ∈ R
+ . There is a constant c, such that for any probability distribution D on H×{−∞, ∞} with support in a ball of radius R around the origin, with probability 1 − δ over l random examples S, any hypothesis f ∈ L has error no more than:
where ξ = ξ(f, S, γ) is the margin slack vector with respect to f and γ.
It is clear from both theorems that the bound on the expected error depends not only on the margin but also on the radius of the data. The expected error is bounded in the linearly separable and non-separable cases by functions of the ratios R 2 /γ 2 and (R 2 + ξ 2 2 )/γ 2 respectively. The standard soft margin SVM builds exactly on these results, namely theorem 2, by learning maximal margin hyperplanes while controlling for the l 2 norm of the slack vector in an effort to optimize the error bound given in equation 1. Maximizing for the margin is equivalent to minimizing the norm of the normal vector, w, of the separating hyperplane, thus the optimization problem that is solved by the standard soft margin SVM is given by:
C is a regularization parameter that controls the trade off between the size of the margin and the norm of the slack variables vector; the latter is directly related to the total number of training set missclassifications. Obviously this approach to error bound optimization focuses exclusively on the margin and ignores the radius; under this problem formulation the latter is fixed and optimizing the cost function of equation 2 is equivalent to optimizing the error bound given in equation 1. Usually we solve the dual optimization problem of equation 2; this is given by:
where a is the vector of Langrange multipliers, and δ ij is the Kronecker δ, defined to be 1 if i = j and 0 otherwise. The decision function of SVM is
where w * , b * and α * i are the solutions of 2 and its dual form. The radius of the smallest sphere that contains all instances x i in the H feature space defined by the Φ(x) mapping is computed by the following formula [11] :
where Φ(x 0 ) is the center of the sphere.
Margin and Radius Based SVM
In this section we will show how it is possible to control not only for the margin but also for the radius in an effort to achieve better error bounds. Consider the feature space H given by the mapping function
, where x ∈ X ; let μ ∈ R d be a vector of parameters whose role will be to perform feature weighting in the feature space. Then the feature space H μ given by the mapping Φ μ (x) = Φ(x).
√ μ is a feature space the radius of which is no longer constant but can be controlled by the weighting vector μ ( √ μ denotes the componentwise square root of μ). Therefore, if we use the standard SVM, which maximizes only the margin, we will not be fully optimizing the generalization bound given in equation 1. To exploit the full potential of the radius-margin error bound we should also learn the vector μ. Note that in the standard SVM formulation μ = 1, i.e. all features of the feature space have equal importance or weight. For reasons that will become apparent below, and without loss of generality, we will work in the normalized feature space H , i.e. Φ (x) = Φ(x) Φ(x) ; this normalization is also achieved by the kernel K (x, y) =
, where K(x, y) is the kernel associated with the Φ(x) mapping. To simplify notation in the following we will be using H, Φ(x), and K(x, y), instead of H , Φ (x), and K (x, y).
We will now discuss a number of inequalities that relate the radius of the H μ space to the radii of the spaces defined by each one of its features. Consider the one-dimensional space given by H k , Φ k (x), which we get by projecting H on its k th dimension. Its radius is given by
μ be the radius of the feature space H μ . The following inequalities hold:
The inequality, max k (R 2 k ) ≤ 1, holds because the feature space H is normalized. The rest of the proof is given in the appendix.
We will now describe how we can optimize the radius-margin error bound given in equation 1 by learning also the μ vector. A straightforward way to do so is to modify the cost function of the standard SVM so that it also includes the radius. We define the the following optimization problem in the H μ feature space:
By rewriting w := √ μ.w we also have w k := √ μ k w k and then we can rewrite equation 5 as:
The constraint d k=1 μ k = 1 is added so that we get a unique solution. If μ k = 0 we will see that from the dual form given later we have w k = 0; in this case, we use the convention that 0 0 = 0. Note the similarity of the two sets of parameters, w and μ, to the two sets of weights used by the Adaptive Lasso algorithm of [8] , however here we simultaneously optimize over both sets of parameters within the same optimization problem and not independently as it is done in [8] .
We will denote the cost function of equation 6 by F (w, b, ξ, μ) . This optimization problem is not a convex optimization problem because the cost function F is not convex. From the set of inequalities given in equation 4 we have R
k ≤ 1 and from this we can get:
The tighter the bound R
k is, the closer F will be to the original error bound given by F . F (w, b, ξ, μ) is a convex function so instead of the original soft margin optimization problem given in formula 6 we propose to solve the following upper bounding convex optimization problem:
The l 1 norm constraint on μ has the potential to result in a sparser solution, i.e. many of the μ i could be zero, which can not be obtained using standard SVM. The dual function of the optimization problem of equation 8 is:
The dual optimization problem is:
As it is obvious the cost function and the constraints are not expressed in the form of a kernel function on the feature space H but instead require access to its explicit representation. This limits for the moment the application of the method that we propose here only to features spaces for which we have access to their explicit form, e.g. linear or polynomial feature spaces. In the next section we will show how we can solve this optimization problem.
Algorithm
The dual function 9 is quadratic with respect to α and linear with respect to μ. One way to solve the optimization problem 8 is by using a two step iterative algorithm such as the ones described in [4, 12] . Following such a two step approach, in the first step we will solve a quadratic problem that optimizes over (w, b), while keeping μ fixed; as a consequence the resulting dual function is a simple quadratic function of α which can be optimized easily. In the second step we will solve a linear problem that optimizes over μ. More precisely the formulation of the optimization problem with the two-step approach takes the following form:
To solve the outer optimization problem, i.e. min μ J(μ), we use gradient descent.
At each iteration, we fix μ, compute the value of J(μ) and then compute the gradient of J(μ) with respect to μ. The dual function of equation 12 is the W s (α, μ) function already given in equation 9. Since μ is fixed we now optimize only over α (the resulting dual optimization problem is much simpler compared to the original soft margin dual optimization problem given in formula 10):
which has the same form as the SVM quadratic optimization problem, the only difference is that the C parameter here is equal to
For the strong duality, at the optimal solution α * , the value of W s (α, μ), and thus the J(μ) value, is given by:
The last step of the algorithm is to compute the gradient of the J(μ) function, formula 12, with respect to μ. As [4] and [12] have pointed out, we can use the theorem of Bonnans and Shapiro, [13] , to compute gradients of such functions. Hence:
To compute the optimal step in the gradient descent we used line search. The complete two-step procedure is given in algorithm 1.
Algorithm 1. MR-SVM
Initialize μ
as the solution of a quadratic optimization problem with given μ
until stopCriterion is true
Computational Complexity
At each step of the iteration we have to compute the solution of a standard SVM, with a fixed μ and C equal to 
Experiments
We experimented with 12 different datasets. Six of them, Ionosphere, Liver, Sonar, Wdbc, Wpbc, Musk1, were taken from the UCI repository, and six, ColonCancer, CentralNervousSystem, FemaleVsMale, Leukemia, stroke, ovarian, [14] , from the domain of genomics and proteomics. A short description of the datasets is given in Table 1 . In the experiments we limit ourselves to the linear feature space, although as we mentioned previously any feature space for which we have access to its explicit form can be used. We compare the performance of the standard SVM with the linear kernel, ST D-SVM, to that of M R-SVM. We tuned the hyperparameter C by inner cross-validation choosing from the set of values {0.1, 1, 10, 100, 500, 1000}. We terminate M R-SVM when the duality gap is smaller than 0.01. We estimated the classification error using 10-fold cross validation. In table 2 we give the results including: the classification errors of both algorithms, the number of non-zero weight features selected by M R-SVM, the percentage that these non-zero weight features represent with respect to the total number of features, and the result of McNemar's test of significance with a significance level of 0.05 (if M R-SVM is significantly better than standard SVM we denote that by +, if it is significantly worse by -, and if they are equivalent by =).
As it is obvious from the results the performance of M R-SVM is much better than that of standard SVM. Its classification performance is significantly better in seven out of the 12 datasets and significantly worse only in two of them. Remember here that the two algorithms operate in exactly the same space, i.e. the one that corresponds to the linear kernel. Their only difference is that M R-SVM directly optimizes for both the radius and the margin and not just the margin as the standard SVM does. This has the potential, at least in theory, to produce lower error bounds than those we would get by optimizing only for the margin-a fact that seems to be confirmed by the performance results we get. Apart from the very good classification performance that M R-SVM achieves we also get for many of the datasets, though not for all of them, a significant reduction of the number of features actually used in the learned model, many of them are assigned a μ i that has a value of zero due to the use of the l 1 constraint. The mean value of features retained is around 68.6% of the total number of features over the different datasets.
Discussion and Future Work
In this paper we present an extension of the standard SVM that incorporates in its cost function not only the margin but also the radius of the smallest sphere that encloses the data, thus implementing directly well known error bounds from statistical learning theory. Our experimental results show that indeed optimizing the error bound accounting for both the radius and the margin leads to much better classification performance than when we optimize only for the margin as it is typically done in the standard SVM algorithms. We want to further verify the preliminary results reported here by experimenting with more datasets; if these are verified, and provided that we are able to provide a kernelized version, the proposed algorithm has a potential of very wide application.
A possible way of producing a kernelized version of our algorithm is by using kernel PCA [15] and expressing the original feature space by projecting it on its PCA components. In this case we do not need the explicit representation of the feature space, and we will work on the representation given by the projections on the PCA dimensions of the feature space. Since these can be computed explicitly we will be able to directly apply our algorithm on the transformed space.
Apart from the remarkable predictive performance, a further advantage of the algorithm comes as a result of the way we control the radius through the introduction of the μ vector of parameters. This vector weights the different features in the feature space; moreover due to the incorporated sparsity constraint on μ the algorithm has the potential to produce sparser linear models than those of the standard SVM. The result is that we do not only get a feature weighting mechanism but we also perform direct feature selection. However we would like to explore further the l 1 constraint defined on the μ vector in order to see whether it is possible to control the desired level of sparsity in the final models. Remember that we set that constraint to one so that we get a unique solution. For some of the datasets this resulted in quite sparse solutions retaining as few as 14% or 24% of the original features, yet in others it retained all of them. We want to understand better the conditions under which this constraint becomes active and removes a significant number of features. Moreover we would like to explore the option of regularizing this norm as it is done in other methods, such as Lasso, in order to get even sparser solutions.
Finally we should mention that it is straightforward to use our algorithm, in its present form, within the SVM-RFE algorithm in order to replace the standard linear kernel SVM used there. Its advantage over the standard SVM will be the fact that at each iteration we can potentially remove a larger number of features the weight of which will be zero due the sparsity constraint and with a better predictive performance as our results indicate.
