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A BASIC SET FOR THE ALTERNATING GROUP
OLIVIER BRUNAT AND JEAN-BAPTISTE GRAMAIN
Abstrat. This artile onerns the p-basi set existene problem in the rep-
resentation theory of nite groups. We show that, for any odd prime p, the
alternating group An has a p-basi set. More preisely, we prove that the sym-
metri group Sn has a p-basi set with some additional properties, allowing us
to dedue a p-basi set for An. Our main tool is the generalized perfet isome-
tries introdued by Külshammer, Olsson and Robinson. As a onsequene we
obtain some results on the deomposition number of An.
1. Introdution
Let G be a nite group and p be a prime. We are interested in the representation
theory of G over a eld of harateristi p. In the framework of Brauer's modular
representation theory, we an onstrut a deomposition map dp : R0(G)→Rp(G)
from the Grothendiek group of nite-dimensional representations of G in hara-
teristi 0 to the analogous Grothendiek group in harateristi p. A fundamental
result of Brauer's shows that this map is surjetive. This motivates the following
denition. A set B of irreduible representations of G in harateristi 0 is alled
a p-basi set of G if the images of the lasses of the elements in B under dp form
a basis of Rp(G). Note that it is not lear if p-basi sets always exist. The p-basi
sets are powerful tools to ompute the p-deomposition matrix of G. For example,
Hiss in [9℄ and Gek in [3℄ used them to ompute the p-deomposition matries of
G2(q) and SU3(q
2) respetively, when p is not the dening harateristi. It is an
open question however if suh p-basi sets exist in general. The answer is known
to be positive in the following situations: for p-soluble groups (this is a diret on-
sequene of the result of Fong-Swan in [2, X.2.1℄), for nite groups of Lie type in
the non-dening harateristis under some additional hypotheses (f [6℄, [4℄ and
[5℄), for the nite general linear groups GL2(q), GL3(q) and GL4(q) in the dening
harateristi (f [1℄), and also for the symmetri group Sn (f [11, 6.3.60℄).
This question is still open for the alternating group An. In the present work,
we prove that p-basi sets do exist for An, whenever p is an odd prime. For every
subset B of irreduible haraters of Sn, we denote by BAn the set of all irreduible
onstituents of any of the ResSn
An
(χ)'s (χ ∈ B). We say that BAn is the restrition
of B to An. Our approah is to nd a p-basi set B of Sn whih restrits to a
p-basi set of An. If B is a p-basi set of Sn, the set BAn is in general not a p-basi
set of An. For example, the p-basi set of Sn desribed in [11, 6.3.60℄ does not
restrit to a p-basi set of An.
In [4, 4℄, Gek gives onditions on B ensuring that BAn is a p-basi set. More
preisely, he proves that, for any nite group G with a normal subgroupH suh that
G/H is abelian, and for any prime p not dividing |G/H |, if there is a R0(G/H)-
stable p-basi set B of G suh that the set dp(BH) is a system of generators of
1
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Rp(H), then BH is a p-basi set of H . To prove that An has a p-basi set, we will
onstrut a p-basi set of Sn whih satises Gek's onditions.
In order to state our main result, we rst reall some results and notations. The
onjugay lasses and irreduible haraters of Sn are anonially labelled by the
partitions of n (f [11, 2.1.11℄). For λ a partition of n (written λ ⊢ n), we write χλ
the orresponding irreduible harater of Sn. We denote by ε the sign harater
of Sn. This is the linear harater of Sn whih extends the non-trivial harater
of Irr(Sn/An). Moreover if χλ ∈ Irr(Sn), then εχλ = χλ∗ , where λ∗ denotes the
onjugate partition of λ. If λ = λ∗, then we say that λ is self-onjugate.
Now let p be a prime. A partition λ of n is said to be p-regular if it has no
parts divisible by p (beause λ then labels a onjugay lass of p-regular elements
of Sn). Note that, sometimes, one also alls p-regular any partition of n with no
part repeated more than p − 1 times (f [11, 6.1℄). With this terminology, the set
of p-regular partitions of n labels the p-basi set of Sn in [11, 6.3.60℄. However, as
we mentionned above, this basi set does not restrit to a basi set of An, and we
will never in this paper use p-regular in this sense.
For λ ⊢ n, we denote by γ(λ) its p-ore and by αλ = (λ(1), . . . , λ(p)) its p-quotient.
In the following, the i-th part λ(i) of the p-quotient αλ will also be denoted by α
i
λ.
Note that the p-quotient of λ is not uniquely dened, but depends on a onvention
(or a hoie of origin). This is desribed more preisely in 3.1. However, one an
show (f Lemma 3.1 and Convention 3.2) that, for a ertain hoie of origin, the
p-quotient of λ∗ is given by αλ∗ = (λ
(p)∗ , . . . , λ(1)
∗
) (and this independantly on the
hoie of λ, or even of n).
Finally, to eah self-onjugate partition λ = (λ1, . . . , λk) of n, we assoiate the
partition λ of n given by
λ = (2λ1 − 1, 2λ2 − 3, . . . , 2λk − (2k − 1)).
Note that the parts of λ are given by the lengths of the diagonal hooks in the Young
diagram of λ (i.e. those hooks whose top left orner lies on the diagonal). Our main
result is:
Theorem 1.1. We keep the notation as above. Let p be an odd prime and let
n ∈ N. We set
Λ∅ = {λ ⊢ n | α
(p+1)/2
λ = ∅}.
Then the subset B∅ = {χλ | λ ∈ Λ∅} is a p-basi set of the symmetri group Sn.
Furthermore, B∅ satises the following properties
(1) If χλ ∈ B∅, then χλ∗ ∈ B∅.
(2) If λ = λ∗, then χλ ∈ B∅ if and only if the partition λ is p-regular.
Note that the additional properties (1) and (2) are diret onsequenes of Con-
vention 3.2 (f Lemma 3.4). The hardest part is to prove that B∅ is indeed a p-basi
set. As a onsequene we will prove that B∅,An , the restrition of the p-basi set B∅
obtained in the above theorem, is a p-basi set of An (see Theorem 5.2).
In order to do this, we will need a more general onept of basi sets, whih
goes as follows. Let C denote a union of onjugay lasses of G. For every lass
funtion ϕ on G, we dene a lass funtion ϕC by letting ϕC(g) = ϕ(g) if g ∈ C,
and ϕC(g) = 0 otherwise. Let b be a subset of Irr(G). A C-basi set of b is a
subset B ⊆ b, suh that the family BC = {χC |χ ∈ B} is a Z-basis of the Z-module
generated by bC = {χC|χ ∈ b}. If b is the whole of Irr(G), then a C-basi set of b is
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just alled C-basi set of G (or for G). Moreover, we note that if p is a prime, and
if we take C to be the set of p-regular elements of G, then we write C = p-reg, and
C-basi sets are the same as p-basi sets as dened before.
We now present the notions of generalized bloks and generalized perfet isometry
introdued by Külshammer, Olsson and Robinson in [12℄. Let C be a union of
onjugay lasses of a nite group G. For any omplex-valued lass funtions α, β
of G, we let
〈α, β 〉C =
1
|G|
∑
g∈C
α(g)β(g).
If 〈α, β 〉C = 0, then α and β are said to be orthogonal aross C. Note that, if
χ, ϕ ∈ Irr(G), then 〈χ, ϕ 〉C = 〈χC , ϕ 〉G = 〈χC , ϕC 〉G, where χC and ϕC are the
lass funtions we dened before, and 〈 , 〉G is the ordinary salar produt on lass
funtions of G.
We dene the C-bloks of G to be the minimal subsets of Irr(G) subjet to being
orthogonal aross C. In partiular, it is well-known that, if C is the set of p-regular
elements of G, then the C-bloks are just the p-bloks of modular representation
theory. Note also that the C-bloks are always the same as the (G \ C)-bloks.
Finally, note that, for χ ∈ Irr(G), {χ} is a C-blok if and only if χ = χC (if 1 ∈ C)
or χ = χG\C (if 1 6∈ C).
For b ⊆ Irr(G), we write (b, C) to indiate that b is a C-blok. Following [12℄, we
say that there is a generalized perfet isometry between two bloks (b, C) and (b′, C′)
of G and H respetively if there exists a bijetion I : b→ b′ and signs {η(χ), χ ∈ b}
suh that, for all χ, ϕ ∈ b, 〈χ, ϕ 〉C = 〈 η(χ)I(χ), η(ϕ)I(ϕ) 〉C′ . Writing Iη(χ) for
η(χ)I(χ) (χ ∈ b), we will say, with a slight abuse of notation, that Iη : (b, C) →
(b′, C′) is a generalized perfet isometry. Note that Iη indues an C-vetor spae
isomorphism between the subspaes of C Irr(G) and C Irr(H) generated by b and b′
respetively, whih we will also denote by Iη.
Our main tool to onstrut a p-basi set of Sn as in Theorem 1.1 will be the
following fat (f Proposition 2.2): with the notations above, if Iη : (b, C)→ (b′, C′)
is a generalized perfet isometry, then B ⊆ b is a C-basi set of b if and only if
I(B) ⊆ b′ is a C′-basi set of b′.
For any odd prime p and any positive integer w, we set
Gp,w = (Zp ⋊ Zp−1) ≀Sw.
We an now explain more expliitly our strategy to prove Theorem 1.1.
• We obtain a generalized perfet isometry
Iη : (Irr(Gp,w), C∅)→ (b, p-reg),
where b is any p-blok of Sn of weight w > 0, and C∅ is a union of onjugay
lasses desribed in 3.2.
• The signature ε of Sn permutes the p-bloks of Sn. We onstrut a C∅-
basi set B∅ of Gp,w suh that, if b is an ε-stable p-blok of Sn of weight
w > 0, then I(B∅) is an ε-stable p-basi set of b.
• We use this to obtain an ε-stable p-basi set of Sn, and hek that Theo-
rem 1.1(2) holds.
The artile is organized as follows. In Setion 2, we show that a C-basi set of
a C-blok b is mapped via a generalized perfet isometry Iη : (b, C) → (b
′, C′) to a
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C′-basi set of b′. In Setion 3, we present a generalized perfet isometry, based on
the work of the seond author in [7℄, between any p-blok of Sn of weight w > 0 and
Irr(Gp,w), with respet to a ertain union of onjugay lasses C∅. In Setion 4, we
desribe a C∅-basi set of Gp,w. Finally in Setion 5, we prove Theorem 1.1. We will
show that this p-basi set of Irr(Sn) satises Gek's onditions. As a onsequene,
we prove in Setion 5 that, for any odd prime p, there is a p-basi of An. Finally,
in Setion 6, we give some results on the deomposition numbers of An.
2. Results on basi sets and generalized perfet isometries
We keep the notation as in Setion 1.
Lemma 2.1. Let G be a nite group and let C be a union of onjugay lasses of
G. We denote by BkC(G) the set of C-bloks of G. If B is a C-basi set of G then,
for every b ∈ BkC(G), B ∩ b is a C-basi set of b. Conversely, if every b ∈ BkC(G)
has a C-basi set, Bb say, then
B =
⋃
b∈BkC(G)
Bb
is a C-basi set of G.
Proof. We suppose that B is a C-basi set of G. Let b be a C-blok of G. We will
prove that b∩B is a C-basi set of b. It is lear that (b∩B)C is free, being a subset
of BC . We have to prove that (b ∩ B)C generates bC over Z. Let χ ∈ b. Sine B is
a C-basi set of G, there are integers aχ,ψ (ψ ∈ B) suh that
χC =
∑
ψ∈B
aχ,ψ ψ
C .
Now take any ϕ ∈ Irr(G). If ϕ /∈ b, then 〈χC , ϕ 〉G = 0 and 〈ψC , ϕ 〉G = 0 for
all ψ ∈ B ∩ b, so that 〈χC −
∑
ψ∈B∩b aχ,ψ ψ
C , ϕ 〉G = 0. On the other hand, if
ϕ ∈ b, then 〈ψC , ϕ 〉G = 0 for all ψ /∈ b, so that 〈χC −
∑
ψ∈B∩b aχ,ψ ψ
C , ϕ 〉G =
〈χC −
∑
ψ∈B aχ,ψ ψ
C , ϕ 〉G = 0. Hene we dedue that
χC =
∑
ψ∈B∩b
aχ,ψ ψ
C .
Conversely, it is lear that, if B = ∪b∈BkC(G)Bb, then B
C
generates Irr(G)C over Z.
We now show that BC is free. Suppose there are integers aψ (ψ ∈ B) suh that∑
ψ∈B
aψ ψ
C = 0.
Let b be a C-blok of G. The same argument as previously shows that∑
ψ∈B∩b
aψ ψ
C = 0.
Sine B ∩ b = Bb and BCb is free, we dedue that aψ = 0 for all ψ ∈ b, and thus for
all ψ ∈ B. 
Our main tool is provided by the following
Proposition 2.2. Let Iη : (b, C)→ (b′, C′) be a generalized perfet isometry between
two bloks b and b′ of nite groups G and H respetively. Then B is a C-basi set
of b if and only if the set B′ = I(B) = {η(ψ)Iη(ψ), ψ ∈ B} is a C
′
-basi set of b′.
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Proof. Take any χ ∈ b. We have
χC =
∑
ψ∈Irr(G)
〈χC , ψ 〉G ψ =
∑
ψ∈Irr(G)
〈χ, ψ 〉C ψ =
∑
ψ∈b
〈χ, ψ 〉C ψ =
∑
ψ∈b
〈χC , ψ 〉G ψ.
It follows that
Iη(χC) = Iη

∑
ψ∈b
〈χC , ψ 〉Gψ


=
∑
ψ∈b
〈χC , ψ 〉G Iη(ψ)
=
∑
ψ∈b
〈χ, ψ 〉C Iη(ψ)
=
∑
ψ∈b
〈 Iη(χ), Iη(ψ) 〉C′ Iη(ψ)
=
∑
ψ∈b
〈 Iη(χ), η(ψ)I(ψ) 〉C′ η(ψ) I(ψ)
=
∑
ψ′∈b′
〈 Iη(χ), ψ
′ 〉C′ ψ
′
=
∑
ψ′∈b′
〈 Iη(χ)
C′ , ψ′ 〉H ψ
′
=
∑
ψ′∈Irr(H)
〈 Iη(χ)
C′ , ψ′ 〉H ψ
′
= Iη(χ)C
′
We now suppose that B is a C-basi set of b. Take any θ ∈ b′. There exists
χ ∈ b suh that Iη(χ) = η(χ)θ. Sine B is a C-basi set of b, there are integers aχ,ψ
(ψ ∈ B) suh that
χC =
∑
ψ∈B
aχ,ψψ
C .
Using the omputation above, we dedue that
η(χ)θC
′
= Iη(χ
C) =
∑
ψ∈B
aχ,ψIη(ψ
C) =
∑
ψ∈B
aχ,ψη(ψ)︸ ︷︷ ︸
∈Z
I(ψ)C
′︸ ︷︷ ︸
∈B′C′
.
Hene the family B′C
′
generates b′C
′
over Z. We now prove that this family is free.
Suppose there are integers bψ (ψ ∈ B) suh that∑
ψ∈B
bψ I(ψ)
C′ =
∑
ψ∈B
bψ η(ψ) Iη(ψ)
C′ = 0.
Then we have
Iη

∑
ψ∈B
bψ η(ψ)ψ
C

 = 0.
Sine Iη is an isomorphism, its kernel is trivial, so that∑
ψ∈B
(bψ η(ψ))ψ
C = 0.
Now, using the fat that B is a C-basi set of b, we dedue that, for all ψ ∈ B,
bψη(ψ) = 0, and thus bψ = 0. Hene B
′C′
is free, and B′ is a C′-basi set of b′.
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
3. Generalized perfet isometry
In this setion, we present the generalized perfet isometry we are going to use
to redue our problem from the symmetri group to a wreath produt.
3.1. Some results on partitions. Throughout this setion, we x n ∈ N, p an odd
prime, and b a p-blok of the symmetri group Sn. We write Irr(Sn) = {χλ, λ ⊢ n}
as above. By the Nakayama Conjeture (f [11, 6.1.21℄), the irreduible omplex
haraters in b are labelled by the partitions of n with a given p-ore, γ say. In
partiular, we an onsider the weight w of b, that is the p-weight of any partition of
n labelling some irreduible harater in b. The haraters in b an be parametrized
by the set of p-tuples of partitions of w, using the abaus. Sine we will use this
desription later on, we present it here on an example. For a omplete study, we
refer to [11, 2.7℄ (note however that the abaus we desribe here is the horizontal
mirror image of that used by James and Kerber).
Consider the lower-right quarter plane (see below). We ut the axes in segments
of length 1, and label these by the integers. We hoose an arbitrary segment
on the vertial axis to be the origin, indiated by the symbol ⊲. Whenever we
say symmetri (respetively reetion), we mean symmetri with respet to (or
reetion against) the diagonal (∆). We label by ▽ the reetion of the origin (this
will play a role in the proof of Lemma 3.1).
−7
−6⊲
−5
−4
−3
−2
−1
0 1 2 3 4 5 6
▽
(∆)
Now take for example p = 3 and the partition λ = (4, 4, 4, 3, 2) of n = 17. We put
the Young diagram of λ in the upper-left orner of the quarter plane, and onsider
its (innite) rim, in bold below.
−7
−6⊲ −5−4
−3
−2 −1
0 1
2
3
4 5 6
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We see the rim as an innite sequene of vertial and horizontal dashes of length
1, whih, like the axes, we an label by the integers, in suh a way that both
labellings oinide whenever they meet. In partiular, whihever partition we take,
exatly one dash in the rim is labelled by the same integer as the origin segment.
We say that this dash is labelled by the origin, and all it origin dash. We an
now onstrut the abaus of λ using this sequene of dashes. We put beads on
p = 3 runners, going from bottom to top and left to right, putting a bead for eah
vertial dash and an empty spot for eah horizontal one. For this onstrution to
be uniquely dened, we put the bead or empty spot orresponding to the origin
dash on the rst runner. We get
✉ ✉ ✉
✉ ✉ ✉
✉
✉ ✉
✉
✉ ✉
⊲
We see that we thus have a bijetion whih, to a partition, assoiates its abaus.
If we hange the origin, we also hange the bijetion. But the bijetion only depends
on the value modulo p of the integer labelling the origin segment. Note that we also
get these p dierent bijetions if we x the origin, but make p dierent onstrutions
by hanging the runner on whih we store the origin dash.
The p-information is visible in the abaus in a natural way. For any positive
integer m, we all m-hook (respetively (m)-hook) in a partition any hook of length
m (respetively divisible by m). If k is a positive integer, then any kp-rim-hook
in λ orresponds to a bead in the abaus whih lies, on the same runner, k plaes
above an empty spot. Moreover, this orrespondene is bijetive.
The removal of a kp-rim-hook in the Young diagram is ahieved by moving the
orresponding bead down to the empty spot.
By removing all the p-hooks from its Young diagram (whih is equivalent to
removing all its p-rim-hooks), we get the p-ore γ(λ) of λ, and the orresponding
abaus:
⊲
✉ ✉ ✉
✉ ✉ ✉
✉ ✉ ✉
✉
✉
✉
⊲
To eah runner of the abaus, we assoiate a partition as follows. When we
move all the beads as far down as possible, we get one part for eah bead that we
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move, of length the number of plaes the bead goes down. The resulting p-tuple
αλ = (λ
(1), . . . , λ(p)) of partitions is the p-quotient of λ. In the above example,
we get αλ = (λ
(1), λ(2), λ(3)) = ((1), (2), (1, 1)). The lengths of the λ(i)'s add up
to the p-weight w of λ. We write this as αλ  w. For any positive integer k, we
all k-hook in the quotient of λ any k-hook in one of the λ(i)'s. Then there is a
bijetion between the set of k-hooks in the p-quotient of λ and the set of kp-hooks
in λ.
One sees easily that the partition λ is uniquely determined by its p-ore and
p-quotient.
We now want to study the eet of onjugation on these desriptions. This is
desribed by the following
Lemma 3.1. Conjugation of partitions indues a permutation of order 2 on the
runners of the p-abaus, whih, up to the hoie of the origin, is the reetion
against the middle runner. With suh a hoie of origin, if λ has p-quotient αλ =
(λ(1), . . . , λ(p)), then λ∗ has p-quotient αλ∗ = (λ
(p)∗ , . . . , λ(1)
∗
).
Proof. Take any partition λ. Throughout the proof, we use λ as above as an
example. The rim of λ∗ is visible in the Young diagram of λ: we just need to
exhange the roles of horizontal and vertial dashes in the rim of λ. In terms of
abaus, this means replaing eah bead in the abaus of λ by an empty spot, and
eah empty spot by a bead. This orresponds to transforming the partition stored
on eah runner into its onjugate. If we then turn this new abaus upside down
(that is, rotate it 180 degrees), we obtain an abaus whih represents λ∗. In our
example, we get
✉
✉
✉
✉
✉
✉
✉ ✉
✉
⊲
whih then beomes
✉ ✉ ✉
✉ ✉ ✉
✉ ✉
✉
✉
✉ ✉ ▽
However, this is the abaus of λ∗ (in the bijetion we mentionned before) only
if the position labelled by the origin ⊲ is on the rst runner. The spot that was
labelled by ⊲ in the abaus of λ is now on the last runner, and labelled by the
symmetrized ▽ of ⊲ on the horizontal axis. Hene the spot now labelled by ⊲
is on the rst runner if and only if the number of spots whih separate it from
the spot labelled by ▽ is p − 1 plus a multiple of p. But this number is exatly
the distane, following the axes, between ▽ and ⊲. Hene our onstrution gives
the abaus of λ∗ if and only if this distane is ongruent to −1 modulo p (as
is the ase in our example, sine 11 = −1 (mod 3)). If this is the ase, then,
from the desription we gave above, we see immediately that, if λ has p-quotient
αλ = (λ
(1), . . . , λ(p)), then λ∗ has p-quotient αλ∗ = (λ
(p)∗ , . . . , λ(1)
∗
) (in our
example, we get that αλ∗ = (λ
(3)∗ , λ(2)
∗
, λ(1)
∗
) = ((2), (1, 1), (1))). 
A BASIC SET FOR THE ALTERNATING GROUP 9
This leads to the following
Convention 3.2. We hoose the origin so that the permutation of Lemma 3.1 is
the reetion against the r-th runner, where r = (p+ 1)/2.
Remark 3.3. Note that, with Convention 3.2, applying the transformation de-
sribed in the proof of Lemma 3.1 to the abaus of λ always gives the abaus of λ∗.
However, it orresponds to (γ(λ), αλ) 7−→ (γ(λ)
∗, αλ∗), and it's easy to see that
γ(λ)∗ = γ(λ∗). In partiular, this transformation needs not preserve the ore γ(λ),
and thus the blok in whih lies the harater χλ. If γ(λ) 6= γ(λ∗), then there still
is a harater χµ in the same p-blok as χλ and suh that αµ = αλ∗ , but µ 6= λ∗.
We also inlude here a lemma about the partition λ dened in Setion 1 for a
self-onjugate partition, and whih will be useful later.
Lemma 3.4. Let p be an odd prime, r = (p + 1)/2, and let λ be a self-onjugate
partition of n. Then the partition λ is p-regular, if and only if the r-th part of the
quotient αλ of λ is empty.
Proof. A hook in the Young diagram of a partition is alled diagonal if its top
left box lies on the diagonal (∆). For any self-onjugate λ ⊢ n, the parts of λ are
therefore exatly the lengths of the diagonal hooks in λ.
Now, by onjugation, any (p)-hook stored on the i-th runner of the abaus of
(any) λ is tranformed into its reetion, and is stored on the (p+1− i)-th runner in
the abaus of λ∗. Thus the hooks on the i-th runner of λ are exatly the reetions
of those on the (p+ 1− i)-th runner of λ∗.
In partiular, if λ is self-onjugate, then αλ = αλ∗ , and eah of the hooks on the
r-th runner is its own reetion (and all the others move). Hene the r-th runner
in the abaus of λ stores exatly the symmetri (p)-hooks, whih are preisely the
diagonal (p)-hooks. Sine these orrespond to the parts divisible by p in λ, we
easily get the result.
Remark: more generally, even if λ is not self-onjugate, one an prove that the r-th
runner in the abaus of λ stores exatly the diagonal (p)-hooks of λ.

Remark 3.5. In partiular, if w = 0, then λ has no (p)-hook (and, a fortiori, no
diagonal (p)-hook), so that λ is always p-regular.
3.2. Wreath produt. We denote by Zp and Zp−1 the yli groups of order p
and p − 1 respetively. Note that Zp−1 ∼= Aut(Zp), so that we an onstrut the
semidiret produtN = Zp⋊Zp−1. Considering Zp as the subgroup ofSp generated
by a p-yle, we then have N = NSp(Zp). We denote by Gp,w the wreath produt
N ≀ Sw. That is, Gp,w is the semidiret produt Nw ⋊ Sw, where Sw ats by
permutation on the w opies of N . Note that, if w < p, then P ∼= Zwp is a Sylow
p-subgroup of Spw, and Gp,w ∼= NSpw (P ).
For a omplete desription of wreath produts and their representations, we refer
to [11, Chapter 4℄.
We write r = (p + 1)/2. We have Irr(N) = {ψ1, . . . , ψp}, with ψi(1) = 1 for
1 ≤ i ≤ p and i 6= r, and ψr(1) = p− 1. More preisely, writing 1Zp for the trivial
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harater of Zp, we have
IndN
Zp
(1Zp) =
p∑
i=1
i6=r
ψi and Res
N
Zp
(ψi) = 1Zp (1 ≤ i ≤ p, i 6= r),
and
ResN
Zp
(ψr) = η2 + · · · + ηp and Ind
N
Zp
(ηi) = ψr (2 ≤ i ≤ p),
where {η2, . . . , ηp} = Irr(Zp) \ {1Zp}.
The irreduible omplex haraters of Gp,w = N ≀ Sw are parametrized by the
p-tuples of partitions of w as follows. Take any α = (α1, . . . , αp)  w and onsider
the irreduible harater
∏p
i=1 ψ
|αi|
i of the base group N
w
. It an be extended in a
natural way to its inertia subgroup N ≀S|α1|×· · ·×N ≀S|αp|, giving the irreduible
harater
∏p
i=1
˜
ψ
|αi|
i [11, p. 154℄. Any extension is of the form
∏p
i=1(
˜
ψ
|αi|
i ⊗ ϕαi),
with ϕαi ∈ Irr(S|αi|) (1 ≤ i ≤ p). Then χ
α := IndN ≀SwQp
i=1 N ≀S|αi|
(
∏p
i=1
˜
ψ
|αi|
i ⊗ ϕαi) ∈
Irr(Gp,w). Dierent α  w give dierent irreduible haraters of Gp,w, and any
irreduible harater of Gp,w an be obtained in this way.
Note for future referene that, in the above notation, if αr = ∅, then P =
Zwp ⊆ ker(χ
α). Indeed, for all 1 ≤ i ≤ p, i 6= r, we have ResN
Zp
(ψi) = 1Zp ;
thus ResN
|αi|
Z
|αi|
p
(ψ
|αi|
i ) = 1Z|α
i|
p
, so that
˜
ψ
|αi|
i (g) =
˜
ψ
|αi|
i (1) for all g ∈ Z
|αi|
p , and
(
˜
ψ
|αi|
i ⊗ ϕαi)(g) = (
˜
ψ
|αi|
i ⊗ ϕαi)(1) for all g ∈ Z
|αi|
p . Sine P ≤ Nw ⊳ N ≀ Sw, we
easily get that, for all g ∈ P = Zwp , χ
α(g) = χα(1).
The onjugay lasses of Gp,w are also parametrized by the p-tuples of partitions
of w. Let g1, . . . , gp be representatives for the onjugay lasses of N . Note that,
when seen as a subgroup of Sp, N has a unique onjugay lass of p-yles, for
whih we take representative gp. The elements of Gp,w = N ≀ Sw are of the form
(h, γ) = ((h1, . . . , hw), σ), with h1, . . . , hw ∈ N and σ ∈ Sw. For any suh
element, and for any k-yle κ = (j, jκ, . . . , jκk−1) in σ, we dene the yle produt
of (h, σ) and κ by
g((h, σ); κ) = hjhjκ−1hjκ−2 . . . hjκ−(k−1) .
In partiular, g((h, σ); κ) ∈ N . If σ has yle struture π say, then we form p
partitions (π1, . . . , πp) from π as follows: any yle κ in π gives a yle of the same
length in πi if the yle produt g((h, σ); κ) is onjugate to gi in N . The resulting
p-tuple of partitions of w desribes the yle struture of (h, γ). Two elements of
Gp,w are onjugate if and only if they have the same yle struture.
Dene C∅ to be the set of elements of Gp,w with yle struture (π1, . . . , πp) suh
that πp = ∅.
Note that, in the natural embedding of Gp,w in Spw, for any k-yle κ of σ, eah
m-yle of the yle produt g((h, σ); κ) ∈ Sp orresponds to gcd(m, k) yles
of length lcm(m, k) in (h, σ)Spw . In partiular, if w < p, then C∅ is the set of
p-regular elements of Gp,w.
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3.3. A generalized perfet isometry. We now ome to the generalized perfet
isometry presented by the seond auther in [7℄. We rst introdue one last piee of
notation ([7, Prop. 3.8℄). Let α = (α1, . . . , αp) be any p-tuple of partitions of w,
and r = (p+ 1)/2 as before. We dene α˜  w by
α˜ = (α1, . . . , αr−1, (αr)∗, αr+1, . . . , αp),
where
∗
denotes onjugation of partitions.
Note that ˜ is a bijetion from {(α1, . . . , αp)  w} onto itself, and is the identity
on {(α1, . . . , αp)  w, αr = ∅}.
The main result in [7℄ an, in our ontext, be stated as follows
Theorem 3.6. ( [7℄, Theorem 4.1) Let n ≥ 1 be an integer and p be a prime, and
let b be a p-blok of weight w 6= 0. For any χλ ∈ b, denote by αλ the p-quotient of
λ. Then, with the above notations, the bijetion
J : b −→ Irr(Gp,w)
χλ 7−→ χ
α˜λ
indues a generalized perfet isometry Jη : (b, p-reg)→ (Irr(Gp,w), C∅).
Proof. We give here the main lines of the proof, rst for the omfort of the reader,
but also beause, in fat, Theorem 4.1 in [7℄ is not stated as above; it is only stated
in the ase where b is the prinipal p-blok of Sn, and when w < p. However, for
our purpose, and for the version of this theorem we give, these two hypotheses are
not neessary, as we will try and explain below. The objet of [7℄ is to give an
analogue, for the ℓ-bloks of Sn (f [12℄), where ℓ is an arbitrary integer, of Broué's
Abelian Defet Conjeture (hene the hypotheses on b and w). In partiular, in
this ase, and when ℓ = p, C∅ is the set of p-regular elements of Gp,w. This fails
when w ≥ p, but the generalized perfet isometry we mentionned above still exists.
We onsider a p-yle ω in Sp and L = 〈ω 〉, and we let N = NSp(L). Then
N = L ⋊ Aut(L) ∼= Zp ⋊ Zp−1, and diret omputation shows that N has a single
p-blok.
Now take any p-blok b of weight w 6= 0 of Sn. Take representatives (hi =
ωi−1, 1 ≤ i ≤ p) for the onjugay lasses of L. As above, we have that the
onjugay lasses of L ≀ Sw are parametrized by the p-tuples (π1, . . . , πp)  w of
partitions of w. For π1 in P≤w (the set of partitions of at most w), we write Dπ1
for the set of elements whose yle struture has rst part π1. In partiular, D∅ is
the set of regular elements desribed by Osima (f [13℄). We then have
L ≀Sw =
∐
π1∈P≤w
Dπ1 .
Write Irr(L ≀ Sw) = {ξα, α  w}. One fundamental result we use (f [13℄ and
[12℄), and whih does not depend on w 6= 0, is that, with the notations above,
λ 7−→ αλ indues a generalized perfet isometry Iǫ : (b, p-reg) → (Irr(L ≀Sw),D∅).
We therefore have, for all χλ, χµ ∈ b,
(1) 〈χλ, χµ 〉p-reg = 〈 ǫ(λ)ξ
αλ , ǫ(µ)ξαµ 〉D∅ .
The biggest part of the proof now onsists in transporting this to the group Gp,w
the elements of C∅. The idea is to work with singular elements instead of regular
elements, and use indution on w. For any α, β  w, we have
〈ξα, ξβ〉D∅ = δαβ − 〈ξ
α, ξβ〉L≀Sw\D∅
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and
〈ξα, ξβ〉L≀Sw\D∅ =
∑
∅6=π1∈P≤w
〈ξα, ξβ〉Dpi1 .
The indution on w will be based on an analogue of the Murnaghan-Nakayama
Rule whih holds in wreath produts (f [14, 4.4℄): writing, for any ∅ 6= π1 ∈ P≤w,
D(π1,...,πp) for the onjugay lass of yle struture (π1, . . . , πℓ) of L ≀ Sw, and
D
w−|π1|
(π2,...,πp)
for the set of elements of yle struture (∅, π2, . . . , πp) in L ≀ Sw−|π1|,
we have
ξα(D(π1,...,πp)) =
∑
1≤s1,...,si≤p
∑
αˆ∈L
pi1
α,(s1,...,si)
(−1)Lααˆξαˆ(D
w−|π1|
(π2,...,πp)
),
where Lπ1α,(s1,...,si) is the set of p-tuples of partitions of w − |π1| whih an be
obtained from α by removing suessively a k1-hook from α
s1
, then a k2-hook from
the s2-th oordinate of the resulting p-tuple of partitions of w − k1, et, and
nally a ki-hook from the si-th oordinate of the resulting p-tuple of partitions
of w− (k1 + · · ·+ ki−1), and, for αˆ ∈ L
π1
α,(s1,...,si)
, Lααˆ is the sum of the leg-lengths
of the hooks removed to get from α to αˆ.
Writing bk for the number of k-yles in π1, and dπ1 =
∏
1≤k≤w bk!(kp)
bk
, we
then get, writing s = (s1, . . . , si),
〈ξα, ξβ〉Dpi1 =
1
dπ1
∑
1≤s≤p
1≤t≤p
∑
αˆ∈L
pi1
α,s
βˆ∈L
pi1
β,t
(−1)Lααˆ(−1)Lββˆ 〈ξαˆ, ξβˆ〉
D
w−|pi1|
∅
.
We will use this formula to exhibit a generalized perfet isometry between Irr(L≀Sw)
and Irr(N ≀Sw).
Take (g1 = 1, . . . , gp = ω) representatives for the onjugay lasses of N . We
have
N ≀Sw =
∐
πp∈P≤w
Cπp ,
where Cπp denotes the set of elements whose yle struture has p-th part πp, and,
for any α, β  w,
〈χα, χβ〉N ≀Sw\C∅ =
∑
∅6=πp∈P≤w
〈χα, χβ〉Cpip .
Now x any ∅ 6= πp ∈ P≤w, and write b
′
k for the number of k-yles in πp, and
cπp =
∏
1≤k≤w b
′
k!(kp)
b′k
. In partiular, if π1 = πp, then dπ1 = cπp . We then have,
by repeated use of the Murnaghan-Nakayama Rule, and with similar notations as
above,
〈χα, χβ〉Cpip =
1
cπp
∑
1≤s≤p
1≤t≤p
∑
αˆ∈L
pip
α,s
βˆ∈L
pip
β,s
Ψs(gp)Ψt(gp)(−1)
Lααˆ(−1)Lββˆ〈χαˆ, χβˆ〉
C
w−|pip|
∅
,
where Ψs(gp) = ψs1(gp) . . . ψsi(gp) (with Irr(N) = {ψ1, . . . , ψp}). Now the trans-
formation ˆ dened before Theorem 3.6 is introdued preisely to get rid of the
fator Ψs(gp) (whih is only problemati when s ontains r = (p + 1)/2, sine
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ψr(ω) = −1 but ψi(ω) = 1 for i 6= r). For α  w, we let χα0 = (−1)
|αr|χαˆ, and we
an use indution on w to prove that, for any α, β  w,
(2) 〈χα0 , χ
β
0 〉C∅ = 〈 ξ
α, ξβ 〉D∅
(f [7, 3.10℄). Note that the result is learly true when w = 0 sine C∅ = D∅ = ∅ and
χ∅ = ξ∅ = 1. Composing the results of (1) and (2), we get the desired generalized
perfet isometry. 
Note that the above result does not depend on the order in whih we list the
irreduible haraters of N (provided we modify the denition of ˜ in aordane),
or on the runner of the abaus we hoose to be xed by onjugation. Eah hoie
of labelling for the haraters of N and for the xed runner will give an (a priori
dierent) generalized perfet isometry. In partiular, it was legitimate to make the
hoies we made.
4. A C∅-basi set for Gp,w
We now want to exhibit a C∅-basi set for Gp,w, whih we will then transport to
Sn using the generalized perfet isometry given by Theorem 3.6. Our main tool to
do so will be Proposition 4.2. In the ourse of its proof, we will need the following
general lemma about semidiret produts, whih we therefore state separately.
Lemma 4.1. Let G = H ⋊K be a nite group, and π : G −→ K be the anonial
surjetion. If k ∈ K is onjugate in G to g ∈ G, then k is onjugate in K to π(g).
In partiular, two elements of K are onjugate in G if and only if they are onjugate
in K.
Proof. Suppose g ∈ G and k ∈ K are onjugate in G. Then there exist h ∈ H and
ℓ ∈ K suh that g = (hℓ)k(hℓ)−1. Thus g = h(ℓkℓ−1)h−1, and ℓkℓ−1 = k′ ∈ K.
Hene g = (h(h−1)k
′
)k′, and, by uniqueness of the (H, K)-deomposition in G, we
must have k′ = π(g), so that k and π(g) are onjugate in K. 
Proposition 4.2. Suppose G = H ⋊K is a nite group, and π : G −→ K is the
anonial surjetion. Suppose C is a union of onjugay lasses of G suh that
K ⊆ C and |ClG(C)| = |ClK(K)| (i.e. the numbers of G-onjugay lasses in C
and of onjugay lasses in K are the same). Then {ψ ◦ π, ψ ∈ Irr(K)}, the set of
irreduible haraters of G with H in their kernel, is a C-basi set for G.
Note that Proposition 4.2 is known in the ase where H is a p-group, K is a
p′-group, and C is the set of p-regular elements of G.
Proof. Let B = {ψ ◦ π, ψ ∈ Irr(K)}. Sine |ClG(C)| = |ClK(K)| = |B|, it sues
to prove that BC generates Irr(G)C over Z.
Sine K ⊆ C, and sine, by Lemma 4.1, any two elements of K are onjugate
in K if and only if they are onjugate in G, we get that |ClK(K)| = |{ClG(g) ∈
ClG(C) suh that ∃gK ∈ K, ClG(g) = ClG(gK)}|. Sine |ClG(C)| = |ClK(K)|, this
shows that every G-onjugay lass in C has a representative in K.
Now take any χ ∈ Irr(G), and write ResGK(χ) =
∑
ψ∈Irr(K) aχψψ, with aχψ ∈ N
for all ψ ∈ Irr(K). Take any g ∈ C. By the above, there exists gK ∈ K suh
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that ClG(g) = ClG(gK), and, by Lemma 4.1, gK and π(g) are onjugate in K. We
therefore get
χ(g) = χ(gK) =
∑
ψ∈Irr(K)
aχψψ(gK) =
∑
ψ∈Irr(K)
aχψψ(π(g))
(the rst equality being true beause g and gK are onjugate in G, the last beause
gK and π(g) are onjugate in K). Sine this holds for any g ∈ C, we nally get that
χC =
∑
ψ∈Irr(K) aχψ(ψ ◦ π)
C
, so that BC generates Irr(G)C over Z.

We an now prove the main result of this setion
Theorem 4.3. The set B∅ = {χ
α ∈ Irr(Gp,w) |α = (α1, . . . , αp)  w, αr = ∅} is
a C∅-basi set for Gp,w.
Proof. We start by proving that we an somehow apply Proposition 4.2 to Gp,w to
obtain a C∅-basi set. Write Gp,w = (Zp ⋊ Zp−1) ≀Sw as
{(((a1, . . . , aw), (b1, . . . , bw)), σ), ai ∈ Zp, bi ∈ Zp−1 (1 ≤ i ≤ w), σ ∈ Sw}.
One proves easily, using the properties of semidiret produts and the fat that Sw
ats by permutation on the w opies of Zp ⋊ Zp−1, the following:
• H = {(((a1, . . . , aw), (1, . . . , 1)), 1)} is a normal subgroup of Gp,w, iso-
morphi to Zwp ,
• {(((1, . . . , 1), (1, . . . , 1)), σ)} is a subgroup of Gp,w, isomorphi to Sw,
• K = {(((1, . . . , 1), (b1, . . . , bw)), σ)} is a subgroup of Gp,w, isomorphi to
Zp−1 ≀Sw,
• H ∩K = {1}, and HK = Gp,w.
We an therefore write Gp,w as a semidiret produt H⋊ K.
For any k = (((1, . . . , 1), (b1, . . . , bw)), σ) ∈ K, we see that all yle produts
of k are produts of some bi's, hene belong to Zp−1, and, in partiular, are not
onjugate to the p-yle of N = Zp ⋊ Zp−1. Thus K ⊆ C∅.
Finally, the numbers of onjugay lasses in C∅ and in K are the same, sine both
of these sets an be labelled by the (p− 1)-tuples of partitions of w. We therefore
dedue from Proposition 4.2 that the irreduible haraters of Gp,w with H in their
kernel form a C∅-basi set for Gp,w.
Now, as we remarked when we presented the irreduible haraters of Gp,w, if
α = (α1, . . . , αp)  w is suh that αr = ∅, then χα ∈ Irr(Gp,w) has H in its kernel.
Sine these haraters an naturally be labelled by the (p− 1)-tuples of partitions
of w, they must be all the irreduible haraters of Gp,w with H in their kernel.
This ends the proof.

5. A p-basi set for An
5.1. Proof of Theorem 1.1. We keep the notation as above. As previously, for
any positive integer w and odd prime p, we set Gp,w = (Zp ⋊ Zp−1) ≀ Sw. Using
Lemma 2.1 we rst redue the problem as follows. The signature ε indues a
permutation of order 2 on the set Bkp(Sn) of p-bloks of Sn. Eah orbit has one or
two p-bloks (whih then have the same weight). Suppose that the orbit ω = {b, εb}
has two p-bloks of weight w ≥ 0. If w = 0, then b and εb eah onsist of a single
harater (whih vanishes on p-singular elements), so that b∪ εb is a p-basi set for
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itself, whih satises Condition (2) of Theorem 1.1 by Remark 3.5. Suppose then
that w 6= 0. By Theorem 3.6 there is a generalized perfet isometry
Iη : (Irr(Gp,w), C∅)→ (b, p-reg)
(Iη is the inverse of the isometry Jη given by Theorem 3.6). Furthermore, by
Theorem 4.3, we know that Gp,w has a C∅-basi set B∅. Hene we dedue, using
Proposition 2.2, that b has a p-basi set B′∅. Consider now the set εB
′
∅ ⊆ εb. This
is learly a p-basi set of εb. Moreover, by Lemma 2.1, the set B′∅ ∪ εB
′
∅ is a p-basi
set of b∪ εb, and it is ε-stable by onstrution. We now remark that, if χλ ∈ b∪ εb,
then λ is never self-onjugate, beause the p-ore of a self-onjugate partition is
also self-onjugate. Hene Condition (2) of Theorem 1.1 is automatially satised
by B′∅ ∪ εB
′
∅.
We an proeed as above for every orbit of size two, and we therefore obtain a
p-basi set of ⋃
ω={b,εb}, |ω|=2
b ∪ εb,
whih satises the onditions of Theorem 1.1. Hene to prove Theorem 1.1, it is
suient to prove that every ε-stable p-blok of Sn has a p-basi set satisfying the
onditions of Theorem 1.1.
Let b be an ε-stable p-blok of Sn of weight w ≥ 0. As above, if w = 0,
then b is a p-basi set for itself, and satises Condition (2) of Theorem 1.1 by
Remark 3.5. We therefore suppose that w 6= 0. As in the previous ase, write
Iη : (Irr(Gp,w), C∅)→ (b, p-reg) for the (inverse of the) generalized perfet isometry
given by Theorem 3.6. Let be the C∅-basi set of Gp,w obtained in Theorem 4.3.
By Proposition 2.2, B′∅ = I(B∅) is a p-basi set of b. It follows from the denition
of I that
B′∅ = {χλ ∈ b | αλ = (α
1, . . . , αp)  w, α(p+1)/2 = ∅}.
Let χλ ∈ B′∅. Then, by Lemma 3.1 and Convention 3.2, the r-th part (r = (p+1)/2)
of the p-quotient of λ∗ is empty. Hene εχλ = χλ∗ ∈ B′∅. This proves that B
′
∅
is ε-stable. Lemma 3.4 immediately implies that B′∅ satises Condition (2) of
Theorem 1.1. This proves the result.
5.2. A p-basi set for An. We rst reall the parametrizations of the lasses and
irreduible haraters of An. Beause of Cliord's theory [2, III.2.12℄, we know
that the set of irreduible haraters of An onsists of the irreduible onstituents
ourring in the restritions to An of irreduible haraters of Sn. More preisely,
let χλ be an irreduible harater of Sn. If λ 6= λ∗ then Res
Sn
An
(χλ) = Res
Sn
An
(χλ∗)
is irreduible. We will denote by ρλ this harater of Irr(An). If λ is self-onjugate,
then ResSn
An
(χλ) splits into two distint onstituents, denoted by ρλ,+ and ρλ,−. It
follows immediately from Cliord's theory [2, III.2.14℄ that
IndSn
An
(ρλ) = χλ + χλ∗ and Ind
Sn
An
(ρλ,+) = Ind
Sn
An
(ρλ,+) = χλ.
Reall that the onjugay lasses of Sn are parametrized by the partitions of n (the
parts of a partition λ of n give the yle struture of the orresponding onjugay
lass of Sn). If λ is a self-onjugate partition of n, then the lass of Sn labelled by
the partition λ is ontained in An, and splits into two lasses, λ+ and λ−, of An.
Moreover if c denotes a lass of An distint from λ+ and λ−, then for x ∈ c, we
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have (f [11, 2.5.13℄)
ρλ,±(x) = χλ(x)/2, ρλ,±(λ+) = xλ ± yλ and ρλ,±(λ−) = xλ ∓ yλ,
with xλ = ±1/2 and yλ is some non-zero omplex number.
Remark 5.1. Note that if x is a representative of a lass of An distint from λ+ and
λ−, then ρλ,±(x) is a rational number, beause ρλ,±(x) = χλ(x)/2 with χλ(x) ∈ Z.
However, ρλ,±(x) is an algebrai integer. Hene it follows that ρλ,±(x) ∈ Z.
We an now prove:
Theorem 5.2. Let n be a positive integer and p be an odd prime. Then An has a
p-basi set.
Proof. Let B∅ be the p-basi set of Sn obtained in Theorem 1.1. We will prove that
B∅,An , the restrition of B∅ to An, is a p-basi set of An. We denote by A the set
of self-onjugate partitions λ of n suh that λ is p-regular, and by S the set of sets
{λ, λ∗} with λ 6= λ∗ and χλ ∈ B. For x ∈ S we set x = {λx, λ∗x}. By Lemma 3.4,
if λ = λ∗, then χλ ∈ B if and only if λ ∈ A. We thus have
B∅ = {χλ | λ ∈ A} ∪ {χλx , χλ∗x | x ∈ S}.
It therefore follows that
B∅,An = {ρλ,± | λ ∈ A} ∪ {ρλx | x ∈ S}.
We will now prove that the family Bp-reg∅,An is free. Let aλ,± (λ ∈ A), ax (x ∈ S)
be integers suh that
(3)
∑
λ∈A
(aλ,+ρ
p-reg
λ,+ + aλ,−ρ
p-reg
λ,− ) +
∑
x∈S
axρ
p-reg
λx
= 0.
For every lass funtion ϕ of An, we have Ind
Sn
An
(ϕp-reg) = (IndSn
An
(ϕ))p-reg. Hene,
induing to Sn Relation (3), we obtain∑
λ∈A
(aλ,+ + aλ,−)χ
p-reg
λ +
∑
x∈S
ax(χ
p-reg
λx
+ χp-regλ∗x
) = 0.
Using the fat that Bp-reg∅ is free, we dedue that ax = 0 for all x ∈ S and aλ,+ =
−aλ,− for all λ ∈ A. Therefore, Relation (3) gives∑
λ∈A
aλ,+(ρ
p-reg
λ,+ − ρ
p-reg
λ,− ) = 0.
We now x λ0 ∈ A. The partition λ0 is p-regular, so that the lass of Sn orre-
sponding to λ0 is p-regular. It follows that the lasses λ0,± are also p-regular. For
λ ∈ A distint from λ0 we have ρ
p-reg
λ,+ (λ0,+) = ρ
p-reg
λ,− (λ0,+). Moreover ρ
p-reg
λ0,±
(λ0,+) =
xλ0 ± yλ0 . It follows that
2aλ,+yλ0 = 0.
But yλ0 6= 0 implies that aλ,+ = 0, so that aλ,+ = −aλ,− = 0 for all λ ∈ A. Hene
Bp-reg∅,An is free.
We will now prove that the family Bp-reg∅,An generates Irr(An)
p-reg
over Z. Let µ be
a partition of n. Sine B∅ is a p-basi set, we have
(4) χp-regµ =
∑
λ∈A
aµ,λχ
p-reg
λ +
∑
x∈S
(aµ,xχ
p-reg
λx
+ bµ,xχ
p-reg
λ∗x
),
for some integers aµ,λ (λ ∈ A), aµ,x and bµx (x ∈ S).
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For every lass funtion ϕ of Sn, we have Res
Sn
An
(ϕp-reg) = (ResSn
An
(ϕ))p-reg.
We rst suppose that µ 6= µ∗. Hene restriting to An Relation (4), we obtain
ρp-regµ =
∑
λ∈A
aµ,λ(ρ
p-reg
λ,+ + ρ
p-reg
λ,− ) +
∑
x∈S
(aµ,x + bµ,x)ρ
p-reg
λx
,
so that ρp-regµ is a Z-linear ombination of elements of B
p-reg
∅,An
.
We now suppose that µ is a self-onjugate partition not lying in A. In Rela-
tion (4), we have aµ,x = bµ,x beause χµ is ε-stable. Moreover µ labels a p-singular
lass of Sn. Thus ρ
p-reg
µ,+ = ρ
p-reg
µ,− , and it follows that
2ρp-regµ =
∑
λ∈A
aµ,λ(ρ
p-reg
λ,+ + ρ
p-reg
λ,− ) +
∑
x∈S
2aµ,xρ
p-reg
λx
.
Let λ0 ∈ A. Evaluating the preeding relation on the lass λ0,+, we obtain
2xλ0aµ,λ0 = 2ρ
p-reg
µ (λ0,+)−
∑
λ6=λ0
2aµ,λ ρ
p-reg
λ,+ (λ0,+)−
∑
x∈S
2aµ,x ρ
p-reg
λx
(λ0,+) ∈ 2Z,
beause ρp-regµ (λ0,+) ∈ Z and ρ
p-reg
λ,+ (λ0,+) ∈ Z for λ 6= λ0 by Remark 5.1. However,
2xλ0 = ±1, so that aµ,λ0 = 2a
′
µ,λ with a
′
µ,λ ∈ Z. We therefore dedue that
ρp-regµ =
∑
λ∈A
a′µ,λ(ρ
p-reg
λ,+ + ρ
p-reg
λ,− ) +
∑
x∈S
aµ,xρ
p-reg
λx
.
Sine the result is obvious if µ ∈ A, the result follows. 
6. Consequenes for the deomposition matries of An
Let G be a nite group and p a prime. We denote by IBr(G) the set of irreduible
Brauer haraters of G as in [2, IV.2℄. Then, for every χ ∈ Irr(G) and θ ∈ IBr(G),
there are non-negative integers dχ,θ (whih are uniquely determined), suh that
χp-reg =
∑
θ∈IBr(G)
dχ,θ θ.
The matrix D = (dχ,θ)χ∈Irr(G),θ∈IBr(G) is the so-alled p-deomposition matrix
of G [2, I.17℄. In this setion, we propose to dedue some results on the p-
deomposition matrix of An knowing that of Sn.
6.1. Redution of the problem. We keep the notation as above. Let B be a p-
basi set of G. We set DB = (dχ,θ)χ∈B,θ∈IBr(G). Then DB is a unimodular matrix.
Moreover, DB determines D, beause we have
D = PBDB,
where, PB is the matrix with oeients pχ,ϕ (χ ∈ Irr(G), ϕ ∈ B), suh that
χp-reg =
∑
ϕ∈B
pχ,ϕ ϕ
p-reg.
Note that, if G = Sn and B = B∅, then we know the oeients pχ,ϕ in the matrix
PB, at least theoretially. They ome from their analogues aχ,ϕ in Gp,w, desribed
in the proof of Proposition 4.2.
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Proposition 6.1. Let p be an odd prime. Let B be an ε-stable p-basi set of Sn,
where ε denotes the sign harater of Sn. We denote by DB the restrition of the
p-deomposition matrix of Sn to B as above. Then ε ats on IBr(Sn), the rows of
DB and the olumns of DB, and these three operations are equivalent.
Proof. We denote by Fixε(B) (respetively Fixε(IBr(Sn))) the set of ε-stable har-
aters in B (respetively in IBr(Sn)). In order to prove the assumption, we have
to prove
|Fixε(B)| = |Fixε(IBr(Sn))|.
For ease of notation, we will, throughout the proof, write ϕˆ for ϕp-reg (ϕ ∈ Irr(Sn)).
We set DB = (dχ,θ)χ∈B,θ∈IBr(Sn) and DB,ε = (dεχ,εˆθ)εχ∈B,εˆθ∈IBr(Sn). We have
ε̂χ =
∑
θ∈IBr(Sn)
dεχ,θθ.
Hene, it follows that
χˆ =
∑
θ∈IBr(Sn)
dεχ,θ εˆθ
=
∑
εˆθ′∈IBr(Sn)
dεχ,εˆθ′θ
′
=
∑
θ′∈IBr(Sn)
dεχ,εˆθ′θ
′.
Sine IBr(Sn) is a Z-basis of Z IBr(Sn), we dedue that dχ,θ = dεχ,εˆθ, that is
DB = DB,ε.
Furthermore, DB,ε is obtained from DB by a permutation of the rows and of the
olumns. Thus, there are permutation matries P and Q suh that
DB,ε = PDBQ.
We dedue that DB = PDBQ. Furthermore, we have |B| = | IBr(Sn)| = m. Sine
B is a Z-basis of Z IBr(Sn), we have DB ∈ GLm(Z). Thus, we have
Q−1 = D−1B PDB.
It follows that Tr(Q−1) = Tr(P ). Sine P , Q, P−1 and Q−1 are permutation
matries, we dedue that they have the same trae. Furthermore, the number of
xed-point of the permutation indued by P is the number of xed rows. Hene,
we have Tr(P ) = |Fixε(B)|. Moreover, we have D
−1
B = QD
−1
B P . We then dedue
that Tr(Q) = |Fixε(IBr(Sn))|, and the result follows. 
We denote by B∅ the ε-stable p-basi set of Sn obtained in Theorem 1.1 and by
BAn,∅ the restrition of B∅ to An. As above, if λ is a partition of n, we denote by
αλ its p-quotient. As above, we set
Λ∅ = {λ ⊢ n | α
(p−1)/2
λ = ∅}.
We denote by Λ∅,1 the set of λ ∈ Λ∅ suh that λ = λ
∗
and by Λ∅,2 the set of sets
{λ, λ∗} for λ ∈ Λ∅ with λ 6= λ
∗
. For w ∈ Λ∅,2, we x λw ∈ w. In partiular, we
have w = {λw, λ
∗
w}. In Theorem 1.1 and in the proof of Theorem 5.2, we proved
that
B∅ = {χλ | λ ∈ Λ∅} and BAn,∅ = {ρλ,± | λ ∈ Λ∅,1} ∪ {ρλw | w ∈ Λ∅,2},
where ResSn
An
(χλ) = ρλ,+ + ρλ,− for λ ∈ Λ∅,1, and ρλw = Res
Sn
An
(χλw ) for w ∈ Λ∅,2.
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By Proposition 6.1, we an take Φ : B∅ → IBr(Sn) an ε-equivariant bijetion.
For λ, µ ∈ Λ∅, we set θµ = Φ(χµ) and dλ,µ = dχλ,θµ . By Cliord's modular
theory [10, 9.18℄ (whih ould be applied beause the quotient Sn/An is yli of
order prime to p) we know how the θµ's restrit from Sn to An. If µ ∈ Λ∅,1, then
ResSn
An
(θµ) is the sum of two irreduible Brauer haraters of An, whih we denote
by θ′µ,+ and θ
′
µ,−. If w ∈ Λ∅,2, then θ
′
µw = Res
Sn
An
(θµw ) ∈ IBr(An). We then have
IBr(An) = {θ
′
µ,± | µ ∈ Λ∅,1} ∪ {θ
′
µw | w ∈ Λ∅,2}.
For λ, µ ∈ Λ∅,1 and w, w
′ ∈ Λ∅,2, there are non-negative integers d
′
λ;±,µw
, d′λ;±,µ,±,
d′λw′ ,µw and d
′
λw′ ,µ;±
suh that
ρp-regλ,± =
∑
µ∈Λ∅,1
(d′λ;±,µ;+θ
′
µ,+ + d
′
λ;±,µ;−θ
′
µ,−) +
∑
w∈Λ∅,2
d′λ;±,µwθµw ,
ρp-regλw′ =
∑
µ∈Λ∅,1
(d′λw′ ,µ;+θ
′
µ,+ + d
′
λw′ ,µ;−
θ′µ,−) +
∑
w∈Λ∅,2
d′λw′ ,µwθµw .
We then obtain the following about the p-deomposition numbers of Sn and An:
Theorem 6.2. With the above notations, we have, for all λ, µ ∈ Λ∅,1 and for all
w, w′ ∈ Λ∅,2,
(i)
dλ,µw = dλ,µ∗w
dλw′ ,µ = dλ∗w′ ,µ
dλw′ ,µw = dλ∗w′ ,µ
∗
w
and dλw′ ,µ∗w = dλ∗w′ ,µw ,
(ii)
d′λ;+,µ;+ + d
′
λ;−,µ;+ = dλ,µ = d
′
λ;+,µ;− + d
′
λ;−,µ;−
d′λ;+,µ;+ = d
′
λ;−,µ;− and d
′
λ;+,µ;− = d
′
λ;−,µ;+
d′λ;+,µw = d
′
λ;−,µw = dλ,µw ,
(iii)
dλw′ ,µw + dλw′ ,µ∗w = d
′
λw′ ,µw
d′λw′ ,µ;+ = d
′
λw′ ,µ;−
= dλw′ ,µ.
Proof. (i) This is a diret onsequene of our parametrizations and our hoie of Φ.
(ii) Sine ResSn
An
(χλ) = ρλ,+ + ρλ,− , Res
Sn
An
(θµ) = θ
′
µ,+ + θ
′
µ,− and Res
Sn
An
(θµw ) =
ResSn
An
(θµ∗w ) = θ
′
µw , we immediately get
d′λ;+,µ;++d
′
λ;−,µ;+ = dλ,µ = d
′
λ;+,µ;−+d
′
λ;−,µ;− and dλ,µw+dλ,µ∗w = d
′
λ;+,µw+d
′
λ;−,µw .
Now, if we write τ for the automorphism of An indued by onjugation by a trans-
position of Sn, then τ also ats on Irr(An) and IBr(An), and we have
τ(θ′µ,+) = θ
′
µ,−, τ(θ
′
µw ) = θ
′
µw and τ(ρλ,+) = ρλ,−.
This implies
d′λ;+,µ;+ = d
′
λ;−,µ;−, d
′
λ;+,µ;− = d
′
λ;−,µ;+ and d
′
λ;+,µw = d
′
λ;−,µw .
Together with (i) and the above, this nally gives d′λ;+,µw = d
′
λ;−,µw
= dλ,µw .
(iii) Sine ResSn
An
(χλw′ ) = Res
Sn
An
(χλ∗
w′
) = ρλw′ , Res
Sn
An
(θµ) = θ
′
µ,+ + θ
′
µ,− and
ResSn
An
(θµw ) = Res
Sn
An
(θµ∗w ) = θ
′
µw , the desired equalities follow easily.

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We now show on a piture how to use Theorem 6.2 to obtain deomposition
numbers of An, knowing those of Sn (or onversely). We denote by DB∅ the
restrition to the basi set B∅ of the p-deomposition matrix of Sn, and DB∅,An
the restrition to B∅,An of the deomposition matrix of An. Using the notations of
Theorem 6.2, we write a = dλ,µ, b = dλ,µw , c = dλw′ ,µ, d = dλw′ ,µw , e = dλw′ ,µ∗w ,
α = d′λ;+,µ;+ and β = d
′
λ;+,µ;−. We also write a1 = |Λ∅,1| and a2 = |Λ∅,2|. We
start, at the level of Sn, with
←− −→←− −→a1 2a2
Λ∅,2
Λ∅,1
Λ∅,2Λ∅,1DB∅
χλ∗
w′
χλw′
χλ
θµ θµw θµ∗w
a
c
c
b
d
e
b
e
d
Then, by Theorem 6.2, we obtain, at the level of An,
←− −→←− −→2a1 a2
Λ∅,2
Λ∅,1
Λ∅,2Λ∅,1DB∅,An
ρλ,−
ρλ,+
ρλw′
θµwθµ,+ θµ,−
d+ e
b
b
c
α
β
c
β
α
Note that, by Theorem 6.2, we have α+ β = a.
6.2. Consequenes. In this setion, we suppose that we know the deomposition
matrix D of Sn. We denote by DB∅ the restrition of D to the p-basi set B∅ as
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above. Let Dn,p be the submatrix of DB∅ whose entries are all the entries of DB∅
whih lie at the intersetion of an ε-stable row and an ε-olumn of DB∅ . We an
restrit this matrix to An. We thus obtain a matrix D
′
n,p whih has twie as many
rows and olumns as Dn,p.
Theorem 6.3. We keep the notation as above. We suppose that the p-deomposition
matrix D of Sn and the matrix D
′
n,p are known. Then we an onstrut the p-
deomposition matrix of An.
Proof. As above, we denote by DB∅,An the restrition of the p-deomposition ma-
trix of An to the p-basi set B∅,An (obtained in Theorem 5.2). As explained at the
begining of Setion 6, to ompute the p-deomposition matrix of An, it is suient
to ompute the matrix DB∅,An (again, provided we know the matrix PB∅,An ). Fur-
thermore, using Theorem 6.2, every oeient of DB∅,An whih does not lie in D
′
n,p
an be obtained from D. The result follows. 
The above theorem shows that, in order to dedue the p-deomposition matrix
of An from that of Sn, we just have to understand the matrix D
′
n,p, whih is a
small matrix ompared to the p-deomposition matrix of An.
Following [11, 6.3℄, we say that a matrix has wedge shape if its rows and its
olumns an be ordered in suh a way that the resulting matrix is a lower triangular
matrix with diagonal entries equal to 1.
Lemma 6.4. We suppose that Sn has a p-basi set B
′
satisfying the properties
of Theorem 1.1, and suh that the restrition matrix DB′ has wedge shape. Then
the matrix Dn,p dened above (and obtained from the p-basi set B∅ onstruted in
Theorem 1.1) has wedge shape.
Proof. Let χλ ∈ B′ be suh that λ = λ∗. Sine B′ has Property (2) of Theorem 1.1,
it follows that λ is p-regular. Furthermore, by Lemma 3.4, we see that λ ∈ Λ∅.
Hene, the ε-stable haraters in B′ are the same as those in B∅. The result follows.

Remark 6.5. The p-basi set B∅ does not have wedge shape. The rst ounter-
example is given by S6 with p = 3. In this ase, we have
DB∅ =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
1 1 1 1 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 1 1 0 0 0
0 0 1 0 1 0 0


,
whih has no wedge shape. However, there is, at the moment, no example where
Lemma 6.4 does not apply. Indeed, one an hek, using Gap [8℄, that, for 1 ≤ n ≤
18 and for any odd prime, there always exists a p-basi set B′ as in Lemma 6.4.
We an then onjeture that suh a p-basi set of Sn always exists and that Dn,p
has wedge shape.
Lemma 6.6. With the above notation, if Dn,p has wedge shape, then so does D
′
n,p.
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Proof. We suppose that Dn,p is a matrix of size r and has wedge shape. Hene
we an order the rows and olumns in suh a way that the resulting matrix is
lower triangular with diagonal entries equal to 1. This indues permutations τr
and τc on the rows and the olumns of Dn,p respetively. By denition, D
′
n,p is
a matrix of size 2r. Now, we rst regroup the rows and the olumns of D′n,p in
orresponding pairs, aording to Theorem 6.2, and label the pairs by (2k − 1, 2k)
for 1 ≤ k ≤ r. We then apply the permutations of the rows and the olumns
dened by (2k−1, 2k) 7→ (2τr(k)−1, 2τr(k)) and (2k−1, 2k) 7→ (2τc(k)−1, 2τc(k))
respetively. The resulting matrix is thus lower triangular by bloks, and the bloks
on the diagonal have size 2. To every oeient di,j of Dn,p, we assoiate the
submatrix Di,j of D
′
n,p = (d
′
i,j) given by
Di,j =
[
d′2i−1,2j−1 d
′
2i−1,2j
d′2i,2j−1 d
′
2i,2j
]
.
In partiular, the 2 by 2 bloks on the diagonal of D′n,p are the Di,i's, 1 ≤ i ≤ r.
Moreover, Theorem 6.2 asserts that d′2i−1,2j−1 = d
′
2i,2j , d
′
2i−1,2j = d
′
2i,2j−1 and
d′2i−1,2j−1 + d
′
2i−1,2j = di,j . Sine di,i = 1, we thus dedue that
Di,i =
[
1 0
0 1
]
or Di,i =
[
0 1
1 0
]
.
We an now re-order the rows of D′n,p as follows: for every 1 ≤ i ≤ r, if Di,i is not
the identity matrix, then we permute the rows 2i− 1 and 2i of D′n,p. The resulting
matrix has wedge shape, as required. 
Remark 6.7. Note that, if Dn,p has wedge shape, then, using our p-basi set B∅,An
obtained in Theorem 5.2, we have a way to parametrize the simple module of An in
harateristi p whih are not the restrition of a simple module of Sn.
Remark 6.8. We now disuss some problems and questions. We suppose that the
matrix Dn,p is known and has size r. Let di,j be the (i, j)-oeient of Dn,p. As
in the proof of Lemma 6.6, we an assoiate to this oeient the 2 by 2 matrix
Di,j . Following Theorem 6.3, to onstrut the p-deomposition matrix of An, it
is suient to ompute all the matries Di,j (1 ≤ i, j ≤ r). Furthermore, by
Theorem 6.2, we have
Di,j =
[
a b
b a
]
,
with a + b = di,j . Hene, the omputation of the p-deomposition matrix of An is
redued to the following problems.
• For 1 ≤ i, j ≤ r, we have to determine the integers a and b appearing in
the matrix Di,j .
• If the oeients a and b appearing in all the matries Di,j (1 ≤ i, j ≤ r)
are known, then a p-deomposition matrix of An is known, up to some
hoies. We have to develop a rule to x theses hoies.
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