In conventional decision theory, it is assumed that rational agents invariably choose options that maximize their payoffs relative to their beliefs. For interactive decisions, further assumptions are required about what players expect their co-players to do. Game theory therefore incorporates 'common knowledge' assumptions [1,2], based on players' models of their co-players: every player knows everything about the game, knows that every player is rational, knows that every player knows all this, knows that every player knows that every player knows it, and so on. This implies a form of indefinitely iterated recursive reasoning ('I think that you think that I think . . .') that was discussed by Keynes [3] in a famous passage likening stock market investment to newspaper competitions to choose the prettiest face from an array, the prize going to competitors whose choice matches the most popular choice: 'It is not a case of choosing those which, to the best of one's judgement, are really the prettiest, nor even those which average opinion genuinely thinks the prettiest. We have reached the third degree where we devote our intelligences to anticipating what average opinion expects the average opinion to be. And there are some, I believe, who practise the fourth, fifth and higher degrees' ( [3] , p. 156).
Cognitive limitations
In orthodox game theory, players are assumed to pursue recursive reasoning indefinitely and to attribute the same strategic depth to their co-players. But human decision makers have bounded rationality, and working memory is limited in capacity, probably to between four and seven chunks of information [4] [5] [6] .
Research into cognitive processing of recursively embedded sentences has shown that three or more levels of embedding generate errors of comprehension and recall [7, 8] . A typical four-level embedded sentence is:
'The movie (that the script (that the novel (that the producer (whom she thanked) discovered) became) was made into) was applauded by the critics. ' Embedded sentences can be rearranged as a right-branching sentences: 'She thanked the producer who discovered the novel that became the script that was made into the movie that was applauded by the critics. ' But in complicated cases they remain difficult to understand and remember, and the same problem arises with strategic reasoning under the common knowledge assumption.
Structure of mental models
Hedden and Zhang recently reported two ingenious experiments designed to investigate recursive reasoning in sequential dyadic games [9] . Players made one-off decisions in 32 games such as the one shown in Fig. 1 . Participants, assigned the role of Player I, first predicted Player II's choice at the second decision node (if reached), then indicated their own opening move. Player I's prediction was used to diagnose the theory-of-mind (TOM) reasoning (zerothorder or first-order) being attributed to Player II, and by implication whether Player I was using first-order or second-order TOM reasoning respectively. According to Hedden and Zhang, zeroth-order reasoning leads to myopic choices that maximize the player's payoff with 'no understanding of the desires, beliefs, or thoughts of others' ( [9] , p. 4). First-order reasoning maximizes against zeroth-order reasoning by the co-player. Second-order reasoning maximizes against first-order reasoning by the co-player. In Fig. 1 , for example, a second-order Player I predicts that the assumedly first-order Player II will Stay at the second node, expecting a payoff of 3 rather than 2, because of an expectation that Player I will reply to Switch with Switch (to receive 4 rather than 2); hence, at the first node, Player I chooses Stay, expecting 3 rather than 1. A first-order Player I, on the other hand, predicts that the assumedly zeroth-order Player II will ignore Player I's point of view and Switch, myopically hoping for 4 rather than 3 after Player I's reply; hence, at the first node, Player I chooses Switch, expecting 4 rather than 3.
Hedden and Zhang's results suggested that players generally began with first-order reasoning. When pitted against first-order co-players, some began to use second-order reasoning, but even in the final block of four trials (out of 32), about 30% (in their Experiment 1) or 40% (in Experiment 2) still manifested first-order reasoning. Against coplayers who switched from zeroth-order to first-order reasoning at the halfway point, a modest but significant tendency was found, in both experiments, for players to switch from first-order to second-order predicting and choosing, and vice versa.
Methodological problems
There are a number of methodological problems with Hedden and Zhang's experiments. The most obvious is the absence of monetary incentives. Players were simply told that 'the goal should be to earn as many points as possible in each game without regard for the number of points earned by the opponent' ( [9] , p. 12). Without tangible incentives, extraneous arguments in players' utility functions tend to influence their choices. For example, some players try to 'beat the opponent' by maximizing relative (own minus co-player's) points, and others strive for equality of points [10, 11] . Second, Hedden and Zhang's operational definition of zeroth-order TOM reasoning is slightly obscure. In Fig. 1 , every Player I who predicted that Player II would Switch at the second decision node was classified as attributing zeroth-order reasoning to Player II. But why should a Player II with 'no understanding of the desires, beliefs, or thoughts of others' choose Switch? Choosing Stay guarantees Player II a payoff of 3, whereas Switch yields either 4 or 2, depending on Player I's reply, and a zeroth-order reasoner does not consider Player I's reply. Move selection under zeroth-order reasoning seems imponderable. The operational diagnosis of Player I's first-order reasoning therefore rests on a debatable interpretation of Player II's zeroth-order reasoning. Other researchers have offered a more determinate characterization of zeroth-order reasoning, as we shall see.
Third, Hedden and Zhang [9] 'prompted' players before each choice to 'make a prediction of the opponent's choice' ( [9] , p. 12). Research has shown that players tend to choose with greater strategic sophistication after being prompted to predict co-players' choices [12, 13] . Belief prompting is a form of facilitative priming, and it would not be unreasonable to expect shallower strategic reasoning in its absence.
Stahl-Wilson approach
In spite of these methodological problems, Hedden and Zhang's results broadly corroborate those of earlier experiments, not cited in their article. Most importantly, Stahl and Wilson [14] distinguished between 'level-0' types, who choose randomly with uniform probability choice functions; 'level-1' types, who believe that their co-players are level-0 types; 'level-2' types, who believe that their co-players are either level-0 or level-1 types; 'naive Nash' types, who believe that their co-players will choose game-theoretic equilibrium strategies; and 'worldly' types, who constitute a residual category.
Stahl and Wilson performed an experiment with large monetary incentives and no belief prompting [14] . They used twelve simultaneous-choice 3 × 3 games, some of which could be solved by iterated elimination of dominated strategies, that is, by taking each player's point of view in turn and eliminating any strategies yielding worse payoffs for that player irrespective of the co-player's choice. Most of the players avoided their own dominated strategies but did not do so iteratively: that is, they did not incorporate avoidance of dominated strategies into their models of their co-players. Ignoring the residual 'worldly' category, mathematical modelling revealed that 28% were level-0 types, 34% level-1 types, 4% level-2 types, and 34% naive Nash types.
Related findings and conclusions
It is worth mentioning briefly some other related findings. Experimental research into Stackelberg reasoning, in which players in simultaneous-choice games reason as if their choices could be anticipated by their co-players, has confirmed that many players easily manage first-order strategic reasoning [15] . Experimental 'beauty contest' games, named after the passage from Keynes quoted near the beginning, have confirmed that most players are limited to first-order or second-order reasoning [16] . This corroborates the findings, mentioned earlier, on cognitive processing of recursively embedded sentences [7, 8] . All these disparate findings, together with those of Stahl and Wilson [14] and most recently Hedden and Zhang [9] , converge on the conclusion that boundedly rational human agents generally operate at first-order or second-order depth of strategic reasoning. Future research will reveal whether there are any special circumstances in which deeper or shallower levels are commonly used. 
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