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Abstract
The Four Colour Conjecture is reformulated as a statement about non-divisibility of certain
binomial coe*cients. This reformulation opens a (hypothetical) way of proving the Four Colour
Theorem by taking advantage of recent progress in -nding closed forms for binomial summations.
c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Planar graphs; Four colours; Binomial summation
1. Introduction
The famous Four Color Conjecture (4CC) has, as many other great problems have,
numerous equivalent reformulations (see, for example, [4, 6, 9, 11–15, 21, 27, 28] and
further references in these papers). Now that we have the remarkable work of Appel
et al. [1–3], these reformulation can be viewed as corollaries of the Four Colour The-
orem (4CT). Nevertheless, still there is some interest in such reformulations in the
original sense, i.e. as possible approaches to other proofs of the 4CT. That is why both
terms, 4CC and 4CT are used in this paper. Namely, 4CC is treated here as a mathe-
matical statement the validy of which is not supposed to be known. This is done just to
emphasize the fact the proofs in this papers do not depend on the result of Appel and
Haken (the Main Lemma below trivially follows from the Four Colour Theorem, the in-
terest in the lemma is due only to the fact that its independent proof is simple enough).
The proof of the 4CT given in above cited famous works of K. Appel, W. Haken
and J. Koch can be characterized as a a-computer-proof-for-computers in the sense
that checking it requires an amount of computation of the same order as the amount
of computation used to establish the proof. Recently, a shorter proof was given by
Robertson et al. [25]. However, this new proof is based on the same general approach
and uses extensive computations.
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Of course, a-human-being-proof-for-human-beings is very desirable but it would be
of great interest even to have a-computer-proof-for-human-beings, i.e., to get, possibly
after many CPU-hours, a printed proof which would occupy a reasonable number
of pages and which could be read, understood and veri-ed by a human being. The
reformulations of the 4CC considered in this paper might turn out to be useful for
getting such a hybrid computer-for-human-beings proof.
The point of origin of considered reformulations was the fundamental paper by GJodel
[7] in which he had shown that many mathematical statements can be reformulated as
arithmetical assertions about natural numbers. In particular, the 4CC can be shown to
be equivalent to a statement of the form
Q1x1 : : : QnxnB(x1; : : : ; xn); (1)
where the Q’s are either universal quanti-ers ∀ or existential ones ∃, the variables
x1; : : : ; xn range over natural number, i.e., non-negative integers, and B is a quanti-er-
free formula constructed, according to conventional rules, from x1; : : : ; xn and particular
natural numbers by arithmetical operations of addition, subtraction and multiplication,
relation of equality and logical operations AND, OR and NOT.
This result has got the following re-nement as a byproduct of investigations on
Hilbert’s 10th problem (see [5, 20]). Namely, one can eliminate existential quanti-ers
and logical operations AND and OR and -nd a statement, equivalent to the 4CC, of
the form
∀x1 : : :∀xnP(x1; : : : ; xn) = 0; (2)
where P is a particular polynomial with integer coe*cients. In other words, the 4CC
is equivalent to the statement that some Diophantine equation
P(x1; : : : ; xn) = 0 (3)
has no solution in natural numbers x1; : : : ; xn. (The 4CC was not included explicitely
into Hilbert’s list [8] of important mathematical problems which the 19th century was
leaving open for the 20th one; however, the above-mentioned reformulation (2) shows
that a proof (or disproof) of the 4CC would follow, at least in principle, from a positive
solution of Hilbert’s 10th problem in which he demanded a universal algorithm for
deciding solvability of an arbitrary Diophantine equation.)
It is possible to write down a particular polynomial P for which (2) is equivivalent
to the 4CC. Such a reformulation has a rather simple logical structure, however, the
complexity of P (either dozens of variables for a low degree or astronomical degree
for small number of variables) makes this polynomial useless for attacking the 4CC in
this way.
So if we really want to use an arithmetical equivalent to the 4CC for giving a new
proof of it, we should look for other fragments of arithmetic which are, on one hand,
strong enough to state (an equivalent to) the 4CC but, on the other hand, admit a
non-trivial decision procedure. One promising candidate for such weak arithmetic is
the language of summation formulas with binomial coe*cients.
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Recently, we witness an impressive progress (see, for example, [24, 29]) in computer
search for closed forms of sums of the form
∑
c1
· · ·
∑
cq
E(a1; : : : ; ap; c1; : : : ; cq) (4)
in the case when all the ratios
E(a1; : : : ; ap; c1; : : : ; cr−1; cr + 1; cr+1; : : : ; cq)
E(a1; : : : ; ap; c1; : : : ; cr−1; cr ; cr+1; : : : ; cq)
(5)
are rational functions. Today computers are capable to -nd proofs for some identities
with the left-hand side of form (4) and even to -nd a closed form for a given sum
of this type. Moreover, what is remarkable, while a search for a proof or closed form
can take hours of CPU, the proof found can be checked by a human being, in contrast
to the work of Appel et al.
At -rst sight, the idea to use binomial summation for colouring graphs looks crazy
but we’ll see that it is not quite so. Namely, the following relation between the 4CC
and binomial coe*cients is established in this paper.
Main Lemma. There are natural numbers p and q; and 4q linear functions Ak(m; c1;
: : : ; cp); Bk(m; c1; : : : ; cp); Ck(m; c1; : : : ; cp); Dk(m; c1; : : : ; cp); k =1; : : : ; q; such that the
4CC is equivalent to the following statement:
∀nm∃c1 : : : cpE(n; m; c1; : : : ; cp) = 0 (mod 7); (6)
where
E(n; m; c1; : : : ; cp) =
q∏
k=1
(
Ak(m; c1; : : : ; cp) + 7nBk(m; c1; : : : ; cp)
Ck(m; c1; : : : ; cp) + 7nDk(m; c1; : : : ; cp)
)
; (7)
all variables ranging over non-negative integers.
The choice of p, q, A’s, B’s, C’s and D’s is not unique; a particular example with
p=24 and q=710 is exhibited below in the proof; a simpler example with p=23
and q=215 is oulined in Section 3.2.
Having chosen A’s, B’s, C’s and D’s satisfying the Main Lemma, one can try to
prove the 4CT in the following way:
• select an integer-valued function F(n; m; c1; : : : ; cp),
• -nd closed form
∑
c1
· · ·
∑
cp
E(n; m; c1; : : : ; cp)F(n; m; c1; : : : ; cp) = G(n; m); (8)
• prove that
∀nmG(n; m) ≡ 0 (mod 7): (9)
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The success of this approach heavily depends on the lucky choice of the functions.
The full freedom in selection of the F raises some hope which can be stated as
Hypothesis. There are functions A’s; B’s; C’s and D’s satisfying the Main Lemma
and functions F and G satisfying (8) and (9).
Such functions would produce a new proof of the 4CT.
It seems interesting to study the expressive power of binomial coe*cients in a
systematic way. This power turned out to be surprisingly great. For example, recently
the the author together with Margenstern [18] were able to restate the well-known 3x+1
conjecture in terms of divisibility of certain binomial coe*cients. In [10] Fermat’s last
theorem was translated into the language of binomial expressions. Earlier examples are
Mann-Shanks [17] criterion of primality in terms of divisibility of a series of binomial
coe*cients and the present author criteria [19] of primality, twin primality, Mersenne
and Fermat numbers primality expressed in terms of divisibility or non-divisibility of
a single binomial coe*cient at the expense of usage of exponentiation and division.
2. Proof of the main lemma
The proof consists of a sequence of reformulations of the 4CC. Each reformulation
has the same logical form ∀∃(; ) where  can be interpreted as map,  as four-
colouring and (; ) as the statement that  is indeed a four-coloring of .
There will be 9 successive reformulation given in Sections 2.1–2.9 and numbered
1; : : : ; 9, respectively. The reformulations would require de-nitions and rede-nitions of
similar objects, for example, maps. Such (re)de-nitions will be numbered by two digits,
the last digit will coincide with the last digit in the number of subsection.
2.1. Original formulation
By a geographical map we mean a map of an imaginary island in the ocean. The
island is divided into -nitely many countries each of which is connected.
The 4CC, Original (informal) formulation 1. Countries of every geographical map
can be coloured by 4 colours in such a way that every two neighbouring countries
are coloured di6erently.
2.2. Standard reformulation for graphs
There is a well-known way to reformulate the 4CC in terms of colouring vertices
of a planar graph. To pass from a geographical map to a graph, we select inside each
country a capital and make roads connecting the capitals of neighbouring countries. The
capitals and the roads are, respectively, the vertices and the edges of the corresponding
graph.
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4CC, Reformulation 2. The vertices of any planar graph G= 〈V; E〉 can be coloured
in 4 colours in such a way that the ends of each edge are coloured di6erently.
2.3. New reformulation for graphs
We are going to modify the above presented standard representation of geographical
maps by planar graphs. Namely, in each country we can select now several towns
rather than only the capital. The towns will be connected by roads of two types:
(I) internal roads, connecting two towns inside the same country;
(X) external roads, connecting two towns across the border between two neighbouring
countries.
As usual, the roads do not cross one another outside the towns. One should be able to
travel between any two towns of the same country by internal roads, and there should
be at least one external road between every two neighbouring countries. In this way
we obtain a planar graph G= 〈V; EI; EX〉 with edges ranked into internal (those from
EI) and external (those from EX). The connected components of graph 〈V; EI〉 can be
viewed as the “countries”. The standard reformulation of the 4CC corresponds to the
case of empty EI.
By a colouring of a graph with ranked edges we mean an assignment of colours to
its vertices such that
(I) the ends of each internal edge are coloured in the same colour;
(X) the ends of each external edge are coloured in diRerent colours.
Reformulation of the 4CC, a wrong one. The vertices of every planar graph G= 〈V;
EI; EX〉 with ranked edges can be coloured by 4 colours.
As a counterexample to this wrong reformulation of the 4CC we can consider the
graph G= 〈V; EI; EX〉 where
V = {v1; v2; v3}; (10)
EI = {{v1; v2}; {v2; v3}}; EX = {{v1; v3}}: (11)
Here, on the one hand, all vertices should have the same colour, on the other, v1 and
v3 should be coloured diRerently. In the standard formulation this situation corresponds
to loops which are not allowed. Of course, we should forbid such “extended loops”
too. We will do it in the following way.
The 4CC, Reformulation 3. If a planar graph G= 〈V; EI; EX〉 with ranked edges can
be coloured in some number of colours; then it can be coloured in 4 colours as well.
Clearly, this excludes from consideration all graphs with “extended loops”, and only
them, because any “loopless” graph can be evidently coloured in as many colours as
is the number of its countries.
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2.4. Colouring as a de:nition of a map
The last reformulation of the 4CC suggests that we should deal with colouring as a
primary object.
De(nition 1.4. A discrete map is a couple 〈G; 〉 where G= 〈E; V 〉 is a planar graph
and  is an arbitrary assignment of colours to its vertices.
Interpretation. A discrete map 〈〈V; E〉; 〉 induces a graph with ranked edges 〈V; EI; EX〉
where EI and EX are the set of all edges from E the ends of which are coloured by
, respectively, in equal or in diRerent colours.
De(nition 2.4. Two discrete maps 〈G; 〉 and 〈G; 〉 are equivalent if they induce the
same graph with ranked edges.
The 4CC, Reformulation 4. For every discrete map 〈G; 〉 there is an equivalent dis-
crete map 〈G; 〉 in which  uses only 4 colours.
2.5. Standardization of graphs
The idea behind the introduction of the notion of an internal edge is as follows: now
we need not consider all possible planar graphs. Namely, it is su*cient to consider
only graphs from some classK of planar graphs which is rich enough in the following
sense: for every planar graph G there is a discrete map 〈G′; 〉 with graph G′ from K
such that deleting some vertices and contracting all internal edges results in graph G.
Clearly, in this case any colouring of graph G′ produces a colouring of graph G.
For such a class K we can take a class of graphs with very regular structure, for
example, the class of all rectangular grids (formal proofs of this rather evident fact can
be found in [22, 26]).
From now on we restrict ourself to considering only those discrete maps 〈G; 〉 in
which G is a subgraph of a rectangular grid. Such a graph G is also a subgraph of
some of in-nitely many in-nite graphs de-ned as follows.
De(nition. A spiral graph Sn has in-nitely many vertices numbered by natural numbers
0; 1; : : : ; two vertices numbered i and j being connected by an edge if and only if one
of the following conditions holds (Fig. 1):
(S) |i − j|=1 (spiral edges);
(R) |i − j|= n (radial edges).
Rede(nition 1.5. A discrete map is a couple 〈n; 〉 where n is a non-negative integer
and  is an arbitrary function de-ned on all natural numbers with natural number
values such that all but -nitely many of its values are equal to 0.
Interpretation. Take for G (from the original De-nition 1.4) the graph resulting from
Sn by removing all vertices coloured by  in colour 0.
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Fig. 1. (Part of) spiral graph S8.
The n in the statement of the Main Lemma corresponds exactly to the n in the above
de-nition of a discrete map. Clearly, by taking su*ciently large values for n we can
represent any geographical map by a discrete map in the sense of Rede-nition 1:5.
Rede(nition 2.5. Two discrete maps 〈n; 〉 and 〈n; 〉 are equivalent if
(Z) (k)= 0⇔ (k)= 0;
(S) (k)= (k + 1)⇔ (k)= (k + 1);
(R) (k)= (k + n)⇔ (k)= (k + n).
We say that a colouring  uses c colours if (i)6c for all i.
The 4CC, Reformulation 5. For every discrete map 〈n; 〉 there is an equivalent dis-
crete map 〈n; 〉 in which  uses only 4 colours.
2.6. Six-Colour Theorem
So far to represent a geographical map we constructed a discrete map with a colour-
ing which might use as many colours as is the number of countries. However, it is
very easy to prove that every geographical map can be coloured in 6 colours (see,
for example, [28]). In our terminology this means that for every discrete map 〈n; 〉
there is an equivalent discrete map 〈n; ′〉 in which ′ uses only 6 colours. So we can
restrict ourself by considering only discrete maps de-ned by such colourings.
Rede(nition 1.6. A discrete map is a couple 〈n; 〉 where n is a non-negative integer
and  is an arbitrary function de-ned on all natural numbers with values from the set
{0; 1; 2; 3; 4; 5; 6} such that all but -nitely many of its values are equal to 0.
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De(nition 3.6. A four-colouring of a discrete map M = 〈n; 〉 is an arbitrary function
 de-ned on all non-negative integers with values from the set {0; 1; 2; 3; 4} such that:
(Z) (k)= 0⇔ (k)= 0;
(S) (k)= (k + 1)⇔ (k)= (k + 1);
(R) (k)= (k + n)⇔ (k)= (k + n).
The 4CC, Reformulation 6. Every discrete map 〈n; 〉 has a four-colouring .
Note that we do not exclude the degenerate case n=0 in which all spiral edges are
loops and hence inevitably are ranked as internal.
2.7. Coding of discrete maps and four-colourings
Thanks to the fact that all but -nitely many values of  in the (re)de-nition of a
discrete map are equal to zero, we can easily and in a natural way represent such a 
by the single integer
m =
∞∑
k=0
(k)7k : (12)
Clearly, this number uniquely determines  because the values of the latter are
nothing else but the digits of m in base-7 notation. Having this in mind, we give
Rede(nition 1.7. A discrete map is a couple 〈n; m〉 where n and m are non-negative
integers.
In this sense the quanti-er ∀nm in the Main Lemma means “for every map”.
Respectively, we can code in a similar way a four-colouring  by the number
l =
∞∑
k=0
(k)7k : (13)
Pay attention that we use again base-7 notation rather than (possible for four-colouring)
base-5 notation. The reason is that we need be able to express in a simple way what
it means that l is a code of a four-colouring of a given discrete map.
Rede(nition 3.7. A number l is a four-colouring of a discrete map 〈n; m〉 if
(F) the base-7 notation of l contains neither digit “5” nor digit “6”;
(Z) the kth digit of l is equal to zero if and only if the kth digit of m is equal to
zero;
(S) the kth digit of l is equal to the (k + 1)st digit of l if and only if the kth digit
of m is equal to the (k + 1)st digit of m;
(R) the kth digit of l is equal to the (k + n)th digit of l if and only if kth digit of m
is equal to the (k + n)th digit of m.
The 4CC, Reformulation 7. Every discrete map 〈n; m〉 has a four-colouring l.
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2.8. Another coding of discrete maps and four-colourings
The above introduced method of representing  by a single number m is convenient
because every non-negative integer m corresponds to some . However, this method
is not very suitable for describing the desired relation between  and  in terms of l
and m. For the latter purpose we will represent  also by 6 numbers m1, m2, m3, m4,
m5, m6 de-ned by
mi =
∑
(k)=i
7k : (14)
These numbers can be viewed as characteristic functions: the kth digit of mi is equal
to 1 or 0 depending on whether the vertex numbered k has colour i or not.
There is a natural relation between m and m1, m2, m3, m4, m5, m6, namely,
m = 1× m1 + 2× m2 + 3× m3 + 4× m4 + 5× m5 + 6× m6: (15)
Moreover, this equality uniquely de-nes m1, m2, m3, m4, m5, m6 for given m under
some additional conditions.
De(nition. A non-negative integer b is Boolean (written Bool(b)) if all its base-7
digits of are either “0” or “1”.
De(nition. Two boolean numbers a and b are said to be orthogonal (written a⊥ b)
if they never have “1” in the same position.
Clearly, we have
Bool(mi); 16i66; (16)
mi⊥mj; 16i ¡ j66 (17)
and the 22 conditions (15)–(17) uniquely determine m1, m2, m3, m4, m5, m6 for given
value of m.
In a similar way we could represent a four-colouring l by four pairwise orthogonal
Boolean numbers l1, l2, l3, l4 such that
l = 1× l1 + 2× l2 + 3× l3 + 4× l4: (18)
However, instead of separate representations of  and  we will jointly represent
them by 24 numbers
c1;1; c1;2; c1;3; c1;4;
c2;1; c2;2; c2;3; c2;4;
c3;1; c3;2; c3;3; c3;4;
c4;1; c4;2; c4;3; c4;4;
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c5;1; c5;2; c5;3; c5;4;
c6;1; c6;2; c6;3; c6;4 (19)
de-ned by
ci;j =
∑
(k)=i
(k)=j
7k : (20)
Clearly, these numbers are Boolean and pairwise orthogonal, i.e., they satisfy conditions
Bool(ci;j); i = 1; 2; 3; 4; 5; 6; j = 1; 2; 3; 4 (21)
and
ci′ ;j′⊥ci′′ ;j′′ ; i′; i′′ = 1; 2; 3; 4; 5; 6; j′; j′′ = 1; 2; 3; 4; 〈i′; j′〉 = 〈i′′; j′′〉: (22)
There are evident relations between the c’s, m’s and l’s
mi = ci;1 + ci;2 + ci;3 + ci;4; i = 1; 2; 3; 4; 5; 6; (23)
lj = c1;j + c2;j + c3;j + c4;j + c5;j + c6;j ; j = 1; 2; 3; 4: (24)
Respectively, we have a counterpart of (15):
m= 1× (c1;1 + c1;2 + c1;3 + c1;4)
+2× (c2;1 + c2;2 + c2;3 + c2;4)
+3× (c3;1 + c3;2 + c3;3 + c3;4)
+4× (c4;1 + c4;2 + c4;3 + c4;4)
+5× (c5;1 + c5;2 + c5;3 + c5;4)
+6× (c6;1 + c6;2 + c6;3 + c6;4) (25)
and a counterpart of (18):
l= 1× (c1;1 + c2;1 + c3;1 + c4;1 + c5;1 + c6;1)
+2× (c1;2 + c2;2 + c3;2 + c4;2 + c5;2 + c6;2)
+3× (c1;3 + c2;3 + c3;3 + c4;3 + c5;3 + c6;3)
+4× (c1;4 + c2;4 + c3;4 + c4;4 + c5;4 + c6;4): (26)
Clearly, condition (F) from Rede-nition 3:7 is implied by (21), (22) and (26).
Similar, condition (Z) is implied by (21), (22), (25) and (26). Conditions (S) and (R)
can be expressed in terms of the c’s as some orthogonalities.
Rede(nition 3.8. Numbers (19) are a four-colouring of a discrete map 〈n; m〉 if they
satisfy conditions (21), (22), (25) and
(S′) 7ci;j ⊥ ci;j′ , i=1; 2; 3; 4; 5; 6, j=1; 2; 3; 4, j′=1; : : : ; j − 1; j + 1; : : : ; 4,
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(S′′) 7ci;j ⊥ ci′ ;j, i=1; 2; 3; 4; 5; 6, i′=1; : : : ; i − 1; i + 1; : : : ; 6, j=1; 2; 3; 4,
(R′) 7nci;j ⊥ ci;j′ , i=1; 2; 3; 4; 5; 6, j=1; 2; 3; 4, j′=1; : : : ; j − 1; j + 1; : : : ; 4,
(R′′) 7nci;j ⊥ ci′ ;j, i=1; 2; 3; 4; 5; 6, i′=1; : : : ; i − 1; i + 1; : : : ; 6, j=1; 2; 3; 4.
The 4CC, Reformulation 8. Every discrete map 〈n; m〉 has a four-colouring (19).
2.9. Kummer’s theorem
Both the previous reformulation of the 4CC and the Main Lemma have the same
quanti-er pre-x ∀nm∃c’s but the former contains equality (25) and a number of or-
thogonality conditions rather than only congruence modulo 7 as the latter. Equality
(25) can be rewritten in the desired form as
(
m
C
)(
C
m
)
≡ 0 (mod 7); (27)
where C is an abbreviation for the right-hand side of (25). To rewrite the orthogonality
conditions we need some magic from the old Number Theory.
Theorem (Kummer [16]). A prime number p comes into the factorization of the
binomial coe?cient
(
a+ b
a
)
(28)
with the exponent equal to the number of carries performed when adding a + b in
base-p positional notation.
This beautiful theorem had been originally published in 1852 (the year of the -rst
documented mentioning of the 4CC! – see, e.g. [23]) but has not become widely known
and was several times rediscovered. To make this paper self-contained, a proof of the
theorem is reproduced in the appendix.
Corollary 1. All base-7 digits of a number a are less or equal to 3 if and only if
(
2a
a
)
≡ 0 (mod 7): (29)
If all base-7 digits of a number a are less or equal to 3, then the digits of the number
2a are doubles of the digits of a, so applying the above Corollary twice we get
Corollary 2.
Bool(a) ⇔
(
2a
a
)(
4a
2a
)
≡ 0 (mod 7): (30)
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Clearly, two Boolean numbers a and b are orthogonal if and only if their sum, a+b,
is a Boolean number as well. Hence, we have
Corollary 3.
Bool(a) and Bool(b) ⇒
[
a⊥b⇔
(
2(a+ b)
a+ b
)(
4(a+ b)
2(a+ b)
)
≡ 0 (mod 7)
]
:
(31)
The above representation for the ⊥ relation can be a bit simpli-ed owing to the fact
that the sum of two Boolean numbers never contains digits greater than 2:
Corollary 4.
Bool(a) and Bool(b) ⇒
[
a⊥b⇔
(
4(a+ b)
2(a+ b)
)
≡ 0 (mod 7)
]
: (32)
It is evident that the numbers 7ci;j and 7nci;j occuring in the Reformulation 3:8 are
Boolean.
Putting all things together, we get the last reformulation of the 4CC which is just
an explicit form of the Main Lemma.
The 4CC, Reformulation 9. For every non-negative integers n and m there are 24
non-negative integers
c1;1; c1;2; c1;3; c1;4;
c2;1; c2;2; c2;3; c2;4;
c3;1; c3;2; c3;3; c3;4;
c4;1; c4;2; c4;3; c4;4;
c5;1; c5;2; c5;3; c5;4;
c6;1; c6;2; c6;3; c6;4 (33)
such that none of the following 710 binomial coe*cients is divisible by 7:(
2ci;j
ci;j
)
;
(
4ci;j
2ci;j
)
; 16i66; 16j64; (34)
(
4(ci′ ;j′ + ci′′ ;j′′)
2(ci′ ;j′ + ci′′ ;j′′)
)
; 16i′ ¡ i′′66; j′; j′′ = 1; : : : ; 4; (35)
(
4(ci;j′ + ci;j′′)
2(ci;j′ + ci;j′′)
)
; i = 1; : : : ; 6; 16j′ ¡ j′′64; (36)
(
4(7ci;j + ci;j′)
2(7ci;j + ci;j′)
)
; i = 1; : : : ; 6; j; j′ = 1; : : : ; 4; j = j′; (37)
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(
4(7ci;j + ci′ ;j)
2(7ci;j + ci′ ;j)
)
; i; i′ = 1; : : : ; 6; i = i′; j = 1; : : : ; 4; (38)
(
4(7nci;j + ci;j′)
2(7nci;j + ci;j′)
)
; i = 1; : : : ; 6; j; j′ = 1; : : : ; 4; j = j′; (39)
(
4(7nci;j + ci′ ;j)
2(7nci;j + ci′ ;j)
)
; i; i′ = 1; : : : ; 6; i = i′; j = 1; : : : ; 4; (40)
(
m
C;
)
;
(
C
m
)
; (41)
where C is an abbreviation for the sum
1× (c1;1 + c1;2 + c1;3 + c1;4) + 2× (c2;1 + c2;2 + c2;3 + c2;4)
+ 3× (c3;1 + c3;2 + c3;3 + c3;4) + 4× (c4;1 + c4;2 + c4;3 + c4;4)
+ 5× (c5;1 + c5;2 + c5;3 + c5;4) + 6× (c6;1 + c6;2 + c6;3 + c6;4):
3. Discussion
The constructed system (34)–(41) is just one particular explicit formulation of the
Main Lemma. Below we discuss possible variations which might inUuence success in
proving the hypothesis on the existence of functions A–G satisfying the Main Lemma
and (8) and (9).
3.1. Choice of the modulus
It can be seen from the proof that one could easily take any other prime number
greater than 6 for the role of the modulus; however, this would immediately result in
an increase of the number of binomial coe*cients.
It is a bit more tricky, but still possible, to use also numbers 2, 3 or 5 as the
modulus.
3.2. Reduction of the number of binomial coe?cients
In the above given proof of the Main Lemma almost no care was taken to have the
total number of binomial coe*cients small. However, this number can be considerably
reduced using the following tricks.
All Boolean numbers a1; : : : ; ak are pairwise orthogonal provided that
a2 ⊥ a1;
a3 ⊥ a1 + a2;
...
ak ⊥ a1 + · · ·+ ak−1; (42)
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so to express (22) we need only 23 binomial coe*cients instead of 276 used in (35)
and (36).
Similarly, 72 conditions (S′) from Rede-nition 3:8 can be rewritten as 24 conditions
7ci;j⊥
∑
j′ =j
ci;j′ ; i = 1; 2; 3; 4; 5; 6; j = 1; 2; 3; 4: (43)
Analogous reduction can be applied to conditions (S′′), (R′) and (R′′) from the same
rede-nition.
Equality (25) can be used for expressing c1;1 in terms of other 23 c’s and m thus
eliminating the need for (41).
The above ideas lead to a proof of the Main Lemma with p=23 and q=215.
3.3. Use of multinomial coe?cients
The multinomial version of Kummer’s theorem enables one to express the state-
ment that non-negative integers a1; : : : ; ak are pairwise orthogonal Boolean numbers
compactly as
(
4(a1 + · · ·+ ak)
a1; a1; a1; a1; : : : ; ak ; ak ; ak ; ak
)
≡ 0 (mod 7): (44)
3.4. Combining symmetric binomial coe?cients
It follows from Kummer’s theorem that(
2a
a
)(
2b
b
)
≡ 0 (mod 7) ⇔
(
2(7ka+ b)
7ka+ b
)
≡ 0 (mod 7); (45)
where k is so large that 7k¿b. However, it is not clear whether this method of com-
bining many symmetric binomial coe*cient non-divisibility conditions into a single
non-divisibility condition with extra 7k factors has any advantages.
3.5. Hunting the hypothesis
The main di*culty in attacking the 4CC in the proposed way is connected with the
great freedom in the choice of the function F . It is subjected to only two conditions
• to allow closed summation (8);
• the sum G(m; n) should never be divisible by 7.
Respectively, the search for a suitable F can go in two directions
• based on an analysis of the known summation algorithms, select for F a function
giving closed summation in the hope that the sum will be not divisible by 7;
• select for F a function which for several trial values of n and m would give a
sum non-divisible by 7 in the hope of -nding afterwards a closed summation with
required properties for arbitrary n and m.
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At -rst sight it seems that the multiple sum in (8) can be calculated in reasonable
time only for very small values of n and m, i.e., only for very primitive maps. However,
much more could be done taking into account that we need to know the sum only
modulo 7.
Namely, it follows from the proof of the Main Lemma that for given n and m almost
all values of E(n; m; c1; : : : ; cp) are divisible by 7, and those which are not divisible
are in one-to-one correspondence with 4-colourings of the discrete map 〈n; m〉. In other
words, calculating G(n; m) modulo 7, we can replace summation over all c1; : : : ; cp by
summation over all 4-colourings of the map.
3.6. The mystery of 7n
The binomial coe*cients in (40) and (39) contain the exponential factor 7n. This
does not prevent a computer search for a closed form (8) for any :xed value of n;
however, to prove the 4CT a human being should then generalize a number of particular
examples to the case of arbitrary n.
The role of the factor 7n in (40) and (39) is clear from a graph–theoretical point of
view – it corresponds to radial edges. However, it is not clear at all that this special
form of the factor should be of any importance for the success of closed summation,
i.e., it seems to be equally likely that we could -nd a more general closed summation∑
c1
: : :
∑
cp
E′(l; m; c1; : : : ; cp)F ′(l; m; c1; : : : ; cp) = G′(l; m); (46)
where
E′(l; m; c1; : : : ; cp) =
q∏
k=1
(
Ak(m; c1; : : : ; cp) + lBk(m; c1; : : : ; cp)
Ck(m; c1; : : : ; cp) + lDk(m; c1; : : : ; cp)
)
: (47)
Now to prove the 4CT it would be su*cient to check that
∀nmG′(7n; m) ≡ 0 (mod 7): (48)
Again it is not clear whether the special form of the -rst argument of G′ above is
essential for the non-divisibility by 7. It might well turn out to be true that
∀lmG′(7l; m) ≡ 0 (mod 7): (49)
If this is so, it would be a striking generalization of the 4CT.
Appendix A. Proof of Kummer’s theorem
Note that the identity
(
a+ b
a
)
=
(a+ b)!
a! b!
(A.1)
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implies that
vp
((
a+ b
a
))
= vp((a+ b)!)− vp(a!)− vp(b!); (A.2)
where vp(k) is the exponent of p in the prime factorization of k. It is not di*cult to
see that
vp(k!) =
⌊
k
p
⌋
+
⌊
k
p2
⌋
+ · · · ; (A.3)
because among the numbers 1; : : : ; k, there are exactly k=p numbers divisible by p,
exactly k=p2 numbers divisible by p2, and so on. Thus,
vp
((
a+ b
a
))
=
∑
l¿1
(⌊
a+ b
pl
⌋
−
⌊
a
pl
⌋
−
⌊
b
pl
⌋)
: (A.4)
Now it su*ces to note that in this sum, the lth summand is equal to either 1 or 0,
depending on whether or not there is a carry from the (l− 1)th digit.
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