



la  generación  automática  de  código  para  controladores  lógicos 
programables (PLCs), según la norma IEC 61131­3. A par tir  del 
modelo  del  automatismo  construido  en  redes  de  Petr i 
jerárquicas,  se  presentan  las  reglas  para  generar   el  código  en 
lenguaje  de  instrucciones,  para  garantizar   con  ello  la 
por tabilidad.  Se  retoman  definiciones  ya  planteadas  en  la 
literatura referente al formalismo de la redes de Petr i y se hace 
un  apor te  sobre  la  sintaxis  y  semántica  de  éste  para  que  sea 
implementable  en  PLCs.  Esta metodología  permite  aprovechar  
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Abstract—  In  this  work  a  methodology  is  presented  for   the 
automatic  generation  of  code  for   programmable  logical 
controller s (PLCs), according to the norm IEC 61131­3. Star ting 
from  the  model  of  the  automatism  built  in  hierarchical  Petr i 
nets  nets,  the  rules  are  presented  to  generate  the  code  in 
language  of  instructions,  to  guarantee  with  it  the  por tability. 
Definitions  are  already  recaptured  outlined  in  the  literature 
with  respect  to  the  formalism  of  the  Petr i  nets  and  a 
contr ibution is made on the syntax and semantics of this so that 
it  is  appropr iate  for   the  implementation  in  PLCs.  This 
methodology  allows  to  take  advantage  technical  of  software 
engineer ing  like  the  object­or iented  programming  and  the 
capacities  of  high  level  embedded  in  the  logical  controller s,  to 
solve  complex  problems  of  industr ial  automation  via 
modular ization and reusibility of the code. 
Keywords—  Hierarchical  Petr i  Nets,  Formal  Methods, 
Programming  Languages,  Models,  Automation,  Controller s'  
Design, Software Engineer ing. 
I.  INTRODUCCIÓN 
a  tendencia  tecnológica  dentro  de  la  industria  en  el 
control  de  sistemas  discretos  automatizados  se centra en 
la implementación del controlador lógico programable (PLC). 
Sus  aplicaciones  presentes  y  futuras  se  caracterizan  por  la 
integración con otros dispositivos y sistemas [1][2], y por que 
ahora no sólo realizan operaciones secuenciales, sino también 
rutinas  de  autodiagnóstico,  control  supervisorio,  diagnóstico 
de  fallas de sensores,  recuperación después de fallas, enlaces 
con  niveles  de  automatización  jerárquicos  superiores, 
participación en redes de comunicaciones, manejo de recetas, 
e  incluso,  controlan  procesos  por  lotes y procesos continuos. 
Además,  requieren  ser  lo  suficientemente  flexibles  para  ser 
















los  cambios  que  requiera  el  proceso  y  la  posibilidad  de  usar 
programas  basados  en  el  estándar  de  automatización ANSI­ 
ISA S88. 
Esta creciente complejidad en los procesos y en exigencias de 
desempeño  ha  generado  también  un  aumento  en  la 
complejidad  de los programas de control lógico, lo que lleva 
a  que  las  técnicas  convencionales  de  programación,  basadas 
en  lógica  de  relés,  sean  reemplazadas  por  técnicas  que 




migrar  hacia  la programación en alto nivel  [5] y aprovechar 
el  potencial  de  la  programación  orientada  a  objetos  [6].  En 




mediante  técnicas  de  ingeniería  de  software  y  soportada  por 
plataformas  formales  robustas que permitan validar, también 
formalmente, el desempeño del sistema bajo control. 
Además  de  la  técnica  de  programación,  se  plantea  la 
utilización  de  una  metodología  formal  para  modelar  los 
algoritmos  de  control  y  que  además  permita  el  diseño 
orientado a objetos [8]. Las redes de Petri Jerárquicas (HPN) 
responden  a  estos  requerimientos.  Como  una  herramienta 
matemática y gráfica, proveen un ambiente uniforme para el 
modelamiento, el análisis formal y el diseño de algoritmos de 
control  lógico.  Una  de  las  mayores  ventajas  del  uso  de 
modelos de Redes de Petri es que el mismo modelo es usado 
para  el  análisis  de  las  propiedades  de  comportamiento  y  la 
evaluación  de  desempeño.  Posterior  a  la  validación  y 
verificación del algoritmo de control  [9][10],  se exige que el 
método de diseño plantee unas directrices para la conversión 
del  modelo  al  lenguaje  de  programación  del  PLC,  según  la 
norma IEC 61131­3 [1][3][11]. 
Este  trabajo    presenta  una  metodología  para  generar  el 
código  IEC  a  partir  de  modelos  del  automatismo  en  HPN. 
Para ello se requiere, además de la definición del formalismo, 
la  presentación  de  las  técnicas  de  jerarquización  y 





y  3  se  describe  el  formalismo  de  las HPN  y  las  técnicas  de 
jerarquización;  en  la  sección  siguiente  se  ilustra  la 




lógicos  se  basaron  en  las  redes  interpretadas  (IPN)  y 
temporizadas  [12][13][14],  las  cuales  son  la  base  para  la 
definición de las PN temporizadas interpretadas por periferia 
(t–PIPN),  las  t–PIPN  permiten  modelar  conexiones  entre  el 
algoritmo  y  su  ambiente,  asociando  estados  y  eventos  a  los 
modelos  y  relacionándolos  con  la  periferia  del  proceso 
(sensores y actuadores). 





marcaje  inicial;  I  y  Q  son  los  vectores  de  las  señales  de 
entrada y salida respectivamente; ω la función de salida; E es 
una función que asigna a una transición un evento; ϕ  es una 
función  que  asigna  a  una  transición  una  función  de 
conmutación; y  τ la función de tiempo. 
En un modelo t–PIPN, una transición ti sin retardo  dispara 
si  y  solo  los  lugares  de  entrada  de  la  transición  ti  tienen  al 
menos  el  mismo  número  de  marcas,  que  de  arcos  que  van 
hacia la transición (sensibilidad) y que el producto de evento 
por la condición booleana sea diferente de cero (receptividad). 
Una  transición  ti  retardada  dispara  después  de  transcurrido 
un  tiempo τi  si  y  solo  si  está  sensibilizada  y  el  producto  del 
evento  de  fin  de  temporización  y  la  condición  booleana  es 
distinto de cero. 
La  construcción  de  modelos  t–PIPN  complejos  puede 
facilitarse mediante  la construcción de redes más pequeñas y 
simples,  implementando  dos  métodos  de  jerarquización:  la 
fusión  de  lugares  y  la  sustitución  de  transiciones.  Estos 




D y F  representan  un  conjunto  con  todas  las  transiciones de 
sustitución  y  conjuntos  de  fusión,  G  un  conjunto  de  lugares 
puerto,  η  la  función  que  asigna  una  subpágina  a  una 
transición  de sustitución η  (ti), θ  la  función que asigna a  los 
elementos  de G un  tipo  de  puerto  in,  out  o  in_out; λ es una 
función  que  asigna  un  lugar  puerto  a  un  lugar  en  la 
superpágina  y  δ  la  función  que  asigna  un  tipo  conjunto  de 
fusión a un conjunto de lugares. 
La  Fusión  de  lugares  es  un  conjunto  de  lugares 
considerados para ser idénticos, es decir, ellos representan un 
solo  lugar  conceptual  y  se  define  de  manera  formal  como 
sigue: 
∀pi ∈ F: ∃ pj ∈ F  / • pi  ∩ • pj = φ ∧ ∀ pi •  ∩ pj • = φ ∧  ω(pi) = 
ω(pj) ∧  M(pi) = M(pj) 






Gráficamente,  los  conjuntos  de  fusión  de  lugares  se 





por  la  función  η(ti). La  subred  es  en  sí   misma una  t–PIPN 
con las siguientes consideraciones y restricciones: 
­ Existe  exactamente  un  lugar  de  entrada Pin  y  exactamente 
un lugar de salida Pout. 
Figura 2. Fusión de lugares. 
­ La  subred  es  pasiva,  es  decir,  mientras  la  subpágina 
asociada con la sustitución de transiciones no esté habilitada, 
las  transiciones dentro de  la  subred no están habilitadas y la 
subred no influencia ninguna señal de salida. 
­ Los  conjuntos  de  señales  de  entrada  y  salida  de  la  subred 
son subconjuntos de los respectivos conjuntos en la HPN. 
­ Una subred presenta las siguientes propiedades: 
∃ pin ∈ Ps con ● pin = φ, ∃ pout ∈ Ps con p ● out = φ, 
∀p ∈ ● ti  : M(p) = 0 ó M(pin  )= 0 ∧ M(p) = 1 ⇒ M(pin  ) = 1, 
∀p ∈ ti ●  : M(p) = 0 ó M(pout  ) = 0 ∧ M(pout  ) = 1 ⇒ M(p) = 
1,  Is ⊆ I, Qs ⊆ Q, Ps ∩ P = φ, Ts ∩ T = φ. 
Las  transiciones  que  contienen  las  subredes  se  representan 
gráficamente  mediante  un  rectángulo  ampliado  y  con  una 
etiqueta (HS) junto con el nombre de la subred y la relación de los 
lugares      que  habilitan  y  deshabilitan  la  HS  con  pin  y  pout 









Un  modelo  de  un  automatismo  secuencial  se  puede 
descomponer  de  manera  jerárquica,  mediante  una  red 
principal, módulos y subredes. 
La  red  principal  es  una  t–PIPN  que  administra  los 
llamados  a  las  otras  componentes  y  constituye  el  nivel  de 
jerarquía  más  alto.  Puede  contener  módulos  o  subredes  de 
menor jerarquía. 
Los  módulos  son  redes  que  realizan  tareas  específicas  y 
pueden  ser  de  tres  tipos:  módulos,  módulos  reutilizables  y 
módulos reutilizables instanciados por  FG. Las subredes son 
redes  instanciadas  por  HS  y  pueden  ser  reutilizables  o  no 
reutilizables. 
En  la  Tabla  1  se  indica  la  simbología  para  los  diferentes 
niveles  de  jerarquía.  Este  símbolo  se  ubica  en  la  esquina 
superior izquierda de la página que representa el modelo. En 
la  página  de  la  red  principal  se  coloca  el  símbolo  de  la  red 
principal  y  debajo  de  éste,  los  nombres  de  las  subredes  y 












La  red  principal  tiene  asociada una  tabla que contiene  las 
funciones  de  entrada  y  de  salida  correspondientes  a  las 
transiciones y lugares, tal como se muestra en la 
Tabla  2.  Para  las  transiciones  interpretadas,  la  función 
contiene la receptividad y para las transiciones jerárquicas, la 




Las  subredes  tienen  asociada  una  tabla  de  funciones  de 
entrada  y  de  salida  correspondientes  a  las  transiciones  y 
lugares, conservando para ello la estructura de la Tabla 2. 
Tabla 2. Tabla de funciones para la red principal de la Figura 4. 
Función 
Tran. 
E (t i)●ϕ (t i) τ(t i) 
Lugar   Función ω (p i ) 
t1 i 0  ­­  p1  Rq0 
t2  ­­  ­­  p2  Sq1 
t3 i1•i2  ­­  p3  Sq2 
t4 i3  ­­  p4  Rq2 
t5 i0+i4  ­­  p5  Rq3 
t6  ­­  kτ  p6  Rq1 
Las subredes reutilizables son instanciadas por  varias HS y 







E (t i)●ϕ (t τ(t i) 
Lugar   Función ω (p i ) 
t16  X1  ­­  pin  SY1 
t17  X2  ­­  pout  RY2 
t18  X3  ­­  p16  SY3 
t19  ­­  X4  p17  RY4 
t20  X5  ­­  p18  SY5 




λ(t i) Lugar   θ (t i) δ(p i) 
Tran. 
η (t i)  Socket  Puert 
p2  IN  ­­  p2  p20 
p20  IN  ­­ 




Además,  la  subred  reutilizable  tiene  una  tabla  que  se 
denomina “tabla de direccionamiento indirecto” en la cual se 




Var iables  SR11  SR12  Var iables  SR11  SR12 
IN  OUT 
X1 i0 i5  Y1 q0 q5 
X2 i1 i6  Y2 q1 q6 
X3 i2 i7  Y3 q2 q7 
X4 i3 i8  Y4 q3 q8 







SR1  se  tiene  la  Tabla  5  de  direccionamiento  indirecto.  Las 
funciones asociadas a los módulos conservan la estructura de 
la Tabla 2. 
La  tabla  de  direccionamiento  indirecto  de  los  módulos 
reutilizables  instanciados  por  FG  es  similar  a  la  de 
direccionamiento  indirecto  de  los  módulos  reusables  con  la 











tipos  de  POUs  (Program  Organization  Units),  y  pueden  ser 
utilizados  varias  veces  a  lo  largo  de  las  distintas  partes  que 
componen  una  aplicación.  Además,  la  IEC  61131­3  provee 
lenguajes  estandarizados  y  métodos  de  ejecución  de 
programas  para  que  un  amplio  rango  de  problemas 
tecnológicos  pueda  ser  programado  como  elementos  de 
software independientes del fabricante. 







y  un  POU  tipo  bloque  de  función  es  la  equivalencia  de 
subredes y módulos. 










se  debe  llevar a cabo en  la generación de código.   Este paso 















IN­OUT  dentro  del  correspondiente  bloque  de  función  que 
contenga  la  subred.  Dada  la  definición  de  pasividad  de  las 







y  los  módulos  reutilizables  instanciados  por  FG  (MF),  no 
estarán  condicionados,  simplemente  los  bloques  de  función 
asociados  a  estos    serán  llamados  con  CALL.  Para  los 
módulos  reutilizables  asociados  a  FG  (MF)  se  debe  declarar 
dentro del bloque de función asociado al módulo una variable 
de  entrada  FGi,  (tipo  IN_OUT),  la  cual  tendrá  asociado  el 
lugar FG que  invoca el módulo,  igualmente se debe declarar 
dentro del bloque de función asociado al módulo una variable 
de  salida  FGo,  (tipo  OUTPUT),  la  cual  tendrá  asociado  el 











Inicialización  (inicializa  funciones  o 
bloques de función) 
















los POUs y  los  segmentos en el código  respectivamente, con 





y  criterios  de  exactitud  que  no  fueron  presentados  en  este 
trabajo. 
Se  presentaron  también  las  tablas  asociadas  a  los 
componentes  jerárquicos  (módulos  y  subredes) y se aplicó el 
concepto  de  red  reusable,  las  cuales  representan  un  menor 
tiempo  en  el  diseño  y  en  la  verificación  y  validación  del 
programa generado. 
Esta  metodología  ha  sido  probada  exitosamente  en 
aplicaciones  industriales,  tales  como  la  automatización  de 
subestaciones  de  energía  eléctrica  y  la  automatización  de 
procesos de recubrimiento metálico. 
Futuros  trabajos  están  enfocados  hacia  la  automatización 
de  la  metodología  y  a  la  explotación  de  las  capacidades  de 
programación  de  los  PLCs  en  alto  nivel,  usando  como 




la  dirección  de  investigación  de  Universidad  Nacional  de 
Colombia – Sede Medellín (DIME). 
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