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w-FUNCTION OF THE KDV HIERARCHY
V.M. BUCHSTABER, S.YU. SHORINA
Abstract. In this paper we construct a family of commuting multidimen-
sional differential operators of order 3, which is closely related to the KdV
hierarchy. We find a common eigenfunction of this family and an algebraic
relation between these operators. Using these operators we associate a hy-
perelliptic curve to any solution of the stationary KdV equation. A basic
generating function of the solutions of stationary KdV equation is introduced
as a special polarization of the equation of the hyperelliptic curve. We also
define and discuss the notion of a w-function of a solution of the stationary
g-KdV equation.
Introduction
At the present time various forms of solutions of the stationary g-KdV equations
are known, including the representations with the τ -function ([13]), θ-function ([14,
15]), and σ-function ([2, 3]); rational solutions can be expressed in terms of Adler-
Moser polynomials ([1]). All these functions satisfy the equation
(0.1) 2∂2x log f = −u,
where u = u(x, t2, . . . , tg) is a solution of the stationary g-KdV equation.
In this paper we construct a family of commuting multidimensional differential
operators of third order starting with an arbitrary solution of the stationary g-KdV
equation. Using these operators we solve the following well-known
Problem 1. Supplement (0.1) with natural conditions so to obtain a problem with
the unique solution.
We call this solution a w-function of the KdV hierarchy.
In [20] S.P.Novikov observed that each solution of the stationary g-KdV equation
is a g-gap potential of the Schro¨dinger operator. It was shown in [2], [3] that the
Kleinian σ-function σ(x, t2, ..., tg) provides a solution of the g-KdV equation. This
fact follows from a general result describing all algebraic relations between the
higher logarithmic derivatives of the σ-function.
We are going to discuss also the following natural
Problem 2. Describe all the relations between the higher logarithmic derivatives
∂i1+...+ig
∂xi1∂ti22 . . . ∂t
ig
g
logw(x, t2, · · · , tg), where i1 + . . .+ ig ≥ 2
following from the construction of the w-function of the KdV hierarchy.
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A solution of this problem is given in Section 8.
In the paper [16] I.M.Krichever introduced a concept of the Baker–Akhiezer
function as a common eigenfunction of the operators L and A (see section 1 for
definitions). This function is characterized by its analytic properties, including the
behavior at the singular points. In Section 10.2 we express this function via the
common eigenfunction of our family of commuting differential operators.
The results of this paper were partially announced in [5], [6].
1. Preliminaries
This section is a brief review of basic facts about the KdV hierarchy. See [19]
for more details.
The classical KdV (Korteweg – de Vries) equation is
(1.1)
∂
∂t
u =
1
4
(u′′′ − 6uu′),
where u is a function of real variables x and t; the prime means derivation with
respect to x.
Denote L = ∂2x − u the Schro¨dinger operator with the potential u. The second
term here means the operator of multiplication by the function u; we will use similar
notation throughout the paper. Let also
(1.2) A1 = ∂
3
x −
3
4
(u∂x + ∂xu) = ∂
3
x −
3
2
u∂x − 3
4
u′.
Then, as it was first noticed in [18], the KdV equation is equivalent to the condition
[A1,L] = 1
4
(u′′′ − 6uu′).
Denote D a ring of differential operators with coefficients in the ring of smooth
functions in variables x and t. Consider an action of the operator ∂/∂t on the ring
D defined by the formula
(1.3)
∂
∂t
∑
k≥0
fk(t, x)∂
k
x
 =∑
k≥0
∂fk(t, x)
∂t
∂kx .
Then for the operator L we obtain the equality
∂
∂t
L = − ∂
∂t
u.
So, equation (1.1) is equivalent to
∂
∂t
L = [A1,L].
For every differential operator B ∈ D define its formal conjugate B∗ as follows:
take, by definition,
(1.4) ∂∗x = −∂x, f∗ = f,
where f is an operator of multiplication by the function f , and assume ∗ to be a
ring anti-homomorphism:
(1.5) (B1B2)
∗ = B∗2B
∗
1 , (B1 +B2)
∗ = B∗1 +B
∗
2 ,
for all B1, B2 ∈ D.
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We call an operator B symmetric if B∗ = B, and anti-symmetric if B∗ = −B.
Thus, the operator L is symmetric. while the operator A1 is anti-symmetric.
Consider a subring D1 ⊂ D generated by ∂x and the multiplication operator u.
Supply the ring D1 with a grading such that
(1.6) deg u = 2, deg ∂x = 1.
Thus, deg u(k) = deg ∂kxu = k + 2. The operators L and A1 are then homogeneous
of order 2 and 3, respectively.
Definition 1.1. Denote by A the linear space of anti-symmetric differential op-
erators A such that the commutator [A,L] is an operator of multiplication by a
function.
Theorem 1.1. [18] The space A has a basis A0, A1, . . . where Ak = ∂
2k+1
x +∑
Pk,i∂
i
x is a homogeneous differential operator of order 2k + 1, and Pk,i is a
differential polynomial of u of order 2k + 1− i.
The recurrence relation for the operators Ak can be found in [8]. The operator
A1 is given by (1.2). The operators A0 and A2 are
A0 = ∂x
A2 = ∂
5
x −
5
4
(u∂3x + ∂
3
xu) +
15
8
u∂xu+
5
16
(u′′∂x + ∂xu
′′).
Denote rk[u] = [Ak,L], so that r1[u] = 14 (u′′′− 6uu′), r2[u] = 116 (u(5)− 10uu′′′−
20u′u′′ + 30u2u′), etc. Suppose now that u depends on x and an infinite set of
variables t1, t2, . . . . The equation
(1.7) ∂tgu = rg[u]
is called the g-th higher KdV equation.
The family of equations (1.7) is called the KdV hierarchy.
The action of differential operators ∂tk on the ring Du is defined similar to (1.3).
Lemma 1.1. The operators Ak satisfy the following “zero curvature” condition:
∂tkAm − ∂tmAk = [Ak, Am], or, equivalently, [∂tk −Ak, ∂tm −Am] = 0.
The expression
(1.8) R = 1
4
∂2x −
1
2
u′∂−1x − u,
is called the Lenard operator; here ∂−1x is an operator of integration with respect
to x. Note that the Lenard operator R is multi-valued, to fix its value we need to
choose the integration constants.
Theorem 1.2. Functions rk[u] are related by the Lenard operator:
rk+1[u] = R(rk[u]).
For example, r0 = u
′, and r1 =
1
4u
′′′ − 32uu′ = 14∂2xu′ − 12u′u− uu′ = R(r0).
Definition 1.2. The equations
(1.9) rg[u] +
g−1∑
k=0
akrk[u] = 0,
where ak are constants, are called higher stationary g-KdV (or Novikov) equations.
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Theorem 1.3. A function u is a solution of (1.9) if and only if it satisfies the
relation Rg(u′) = 0 for some choice of the integration constants; this choice depends
on the constants ak.
See [9] for proof.
If one replaces the function u with u+ c where c is a constant, then the operator
Ak becomes Ak + c
∑k−1
i=0 ck;iAi for some constants ck;i where ck;k−1 6= 0. We can
choose the constant c so that to achieve the equality ag−1 = 0 in the decomposition
of the operator A = Ag +
∑g−1
k=0 akAk.
2. A family of commuting multidimensional differential operators of
order 3
In this section we describe a family {Uk} of differential operators commuting
with each other and with the Schro¨dinger operator. In this aspect they resemble
operators ∂k+1 − Ak, but unlike {Ak} they are multidimensional operators of the
third order.
Let {u1, u2, . . . , ug} be a sequence of functions of variables t1 = x, t2, . . . , tg.
Denote ∂i = ∂/∂ti. Suppose that the first derivatives of the function u1 are linearly
independent, i.e.
∑g
i=1 ci∂i(u1) ≡ 0 only if c1 = · · · = cg = 0. This condition means
that the function u1 = u1(t1, . . . , tg) essentially depends on all its arguments, i.e.
there is no linear projection π : Cg → Cg−1 such that u = π∗u˜, where u˜ is a function
on Cg−1.
Denote
L = ∂2x − u1,
Ak = ∂2x∂k −
1
2
(u1∂k + ∂ku1)− 1
4
(uk∂x + ∂xuk)
where k = 1, . . . , g. Note that the A1 coincides with the operator A1 given by (1.2).
Define the formal conjugation ∗ on the space of multidimensional differential
operators by formulas (1.5) together with the rule ∂∗i = −∂i where i > 1. The
operators Ak are anti-symmetric: A∗k = −Ak.
Consider in the ring of differential operators in variables t1, . . . , tg a subring Dg
generated by the operators ∂1, . . . , ∂g and u1, . . . , ug. Define on Dg a grading using
formulas (1.6) and assuming also that deg uk = 2k and deg ∂k = 2k − 1. It is clear
that the operators L and Ak are homogeneous, degL = 2, degAk = 2k + 1.
Lemma 2.1. The commutator [L,Ak] is a multiplication operator if and only if
u′k = ∂ku1 for all k. If this condition is satisfied then
(2.1) [L,Ak] = 1
4
(u′′′k − 2u′1uk − 4u1u′k).
Proof. Lemma follows from the formula
[L,Ak] = (−2u′′k+2∂ku′1)∂x+(−u′k+∂ku1)∂2x+∂ku′′1−u1∂ku1−
1
2
uku
′
1−
3
4
u′′′k . 
Lemma 2.2. Let K be an anti-symmetric differential multidimensional operator
of order 3. Suppose the commutator [K,L] is a multiplication operator, and the
coefficients in derivatives of order 3 are constants. Then K =
∑
1≤i≤g ciAi +
ψi∂i + φ, where ci are constants, and the functions ψi and φ do not depend on x.
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Proof. LetK =
∑
1≤i,j,k≤g sijk ∂i∂j∂k+
∑
1≤i,j≤g fij ∂i∂j+
∑
1≤i≤g gi ∂i+h, where
sijk are constants such that sijk = sikj = sjik, and all the fij , gi, h are functions of
t1, . . . , tg. The anti-symmetry implies that fij = 0 for all i, j, and
∑
1≤i≤g
∂gi
∂ti
= 2h.
We have
[L,K] =
∑
1≤i≤g
g′′i ∂i + 2
∑
1≤i≤g
g′i∂x∂i + h
′′ + 2h′∂x +
∑
1≤i≤g
gi
∂
∂ti
u1+
∑
1≤i,j,k≤g
sijk
(
∂3
∂ti∂tj∂tm
u1 + 3
∂2
∂ti∂tj
u1∂k + 3
∂
∂ti
u1∂j∂k
)
Since the commutator [L,K] is a multiplication operator, the coefficients at ∂i∂j
and ∂i in the last formula are zeros.
It follows from the linear independence for the first derivatives of the function
u1 that sijk = 0 when i, j 6= 1. If i 6= 1 then one has 2g′i = −3s11i ∂∂xu1.
Equalizing the coefficient at ∂x to zero, we obtain g
′′
1 +2h
′+3
∑
1≤i≤g s11i
∂2u
∂i∂x
=
0. Put ci = 3s11i = s11i+s1i1+si11; ψ1 = g1+1/2
∑g
i=1 ciui, ψk = gk+
∑g
i=1 ciu1
for k 6= 1, and φ = h+∑gi=1 ciu′i. Then the functions ψi, i = 1, . . . , g and φ do not
depend on x and K =
∑
1≤i≤g ciAi + ψi∂i + φ. 
Denote
Ui = Ai − ∂i+1, for i < g;
Ug = Ag.
The operators Ui are anti-symmetric and homogeneous.
Lemma 2.3. The following conditions are equivalent
(1) [L,Uk] = 0.
(2) −∂k+1L = [L,Ak].
(3) ∂k+1u1 = u
′
k+1 =
1
4 (u
′′′
k − 2u′1uk − 4u1u′k) for k < g, and (u′′′g − 2u′1ug −
4u1u
′
g) = 0.
Proof. Lemma follows from the equality
[L,Uk] = [L,Ak] + ∂k+1L = [L,Ak]− ∂k+1u1. 
The last statement in Lemma 2.3 allows to express the functions uk recursively
via u1 and its x-derivative, up to the choice of a function that do not depend on x.
Corollary 2.1. Under the hypotheses of Lemma 2.3, functions ui are related by
the Lenard operator R (see (1.8)):
(2.2) ∂i+1u1 = R(u′i) = Ri+1(u′1).
For i = g one has 0 = ∂g+1u1 = Rg(u′1).
Corollary 2.2. The operators {Uk} commute with L if and only if the function
u1(x) is a solution of the stationary g-KdV equation.
Lemma 2.4. The operators Ui,Uj commute for all 1 ≤ i, j,≤ g if and only if the
functions {ui} satisfy condition (3) of Lemma 2.3 and the following equalities:
∂iuj = ∂jui,(2.3)
u′kui − u′iuk + 2∂i+1uk − 2∂k+1ui = 0, 1 ≤ i, k ≤ g.(2.4)
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Lemma is proved by direct calculation.
Note that (2.3) implies the existence of a function z(t1, . . . , tg) such that ∂iz = ui.
The commutation of operators Ui is equivalent to zero curvature conditions for
the operators Ai:
(2.5) ∂j+1Ai − ∂i+1Aj + [Ai,Aj ] = 0
3. A generalized translation associated with the KdV hierarchy
In this section we develop the technique of a generalized translation from [3].
For η ∈ R define an operator Dη acting on the space of functions of one variable
as (Dηf)(ξ) = ξη2(ξ−η)f(η). Define the operator B by the rule
B(f, h)(ξ, η) = ξ η
2(ξ − η) (f(ξ)h(η) − f(η)h(ξ)) = f(ξ)(D
ηh)(ξ)− g(ξ)(Dηf)(ξ).
It possesses the following properties:
• B(f, h)(ξ, η) = −B(h, f)(ξ, η).
• B(f, h)(ξ, η) = B(f, h)(η, ξ).
• B is a bilinear operator.
• If f(ξ) and h(ξ) are polynomials, then B(f, h)(ξ, η) is also a polynomial.
• B(f, ξ−1)(ξ, η) = f(ξ)ξ − f(η)η
2(ξ − η) .
• B(1, 2ξ−1) = 1.
Define also an operator Bk acting on the set of k-tuples of functions of one
variable as follows:
Bk(f1, . . . , fk)(ξ1, . . . , ξk) =
∏k
i=1 ξ
k−1
i
2k−1
∏
1≤i<j≤k(ξi − ξj)
(∑
σ∈Sk
(−1)σf1(ξσ(1)) . . . fk(ξσ(k))
)
=
=
∏k
i=1 ξ
k−1
i
2k−1W (ξ1, ξ2, . . . , ξk)
∣∣∣∣∣∣∣∣∣
f1(ξ1) f2(ξ1) . . . fk(ξ1)
f1(ξ2) f2(ξ2) . . . fk(ξ2)
...
...
...
f1(ξk) f2(ξk) . . . fk(ξk)
∣∣∣∣∣∣∣∣∣
where W (ξ1, . . . , ξk) is the Vandermonde determinant.
Note that B1(f) = f , B2(f, g) = B(f, g).
Let fi be a function of variables ξ; t1, . . . , tg. So that one has
∂jBk(f1, . . . , fk)(ξ1, . . . , ξk) =
k∑
i=1
Bk(f1, . . . , ∂jfi, . . . , fk)(ξ1, . . . , ξk).
For a fixed function h put, by definition, (T ηξ f)(ξ) = (T (h)
η
ξf)(ξ) = B(f, h)(ξ, η).
Lemma 3.1. The operators T ηξ satisfy the associativity condition T
η
ξ T
τ
ξ = T
τ
η T
η
ξ
and the commutativity condition T ηξ T
τ
ξ = T
τ
ξ T
η
ξ .
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Proof. Calculate T τξ T
η
ξ f :
T τξ T
η
ξ f =
ξτ
2(ξ − τ)
(
ξη
f(ξ)h(η) − f(η)h(ξ)
2(ξ − η) h(τ)− τη
f(τ)h(η) − f(η)h(τ)
2(τ − η) h(ξ)
)
=
ξ2η2τ2
f(ξ)h(η)h(τ)(τ−1 − η−1) + f(η)h(τ)h(ξ)(ξ−1 − τ−1) + f(τ)h(ξ)h(η)(η−1 − ξ−1)
4(ξ − τ)(ξ − η)(η − τ) =
B3(f(ξ), h(ξ), h(ξ)ξ−1)(ξ, η, τ).
This expression is invariant under all the permutations of the variables ξ, η, τ .
Lemma is proved. 
Corollary 3.1. The operator T ηξ is a commutative operator of generalized transla-
tion and
T ηξ 1 =
ξη
2(ξ − η) (h(η)− h(ξ)).
In particular, T ηξ 1 = 1 if and only if h(ξ) = 2/ξ.
Remark 3.1. The generalized translation operator Dηξ (f) = ξf(ξ)−ηf(η)ξ−η from [3] is
equal to T ηξ when h = 2/ξ.
Remark 3.2. Let h(ξ) = h−1/ξ + h˜(ξ) where h˜(ξ) is a function regular in a neigh-
bourhood of the origin. Then for a function f(ξ) regular in the vicinity of the origin
the function f(ξ, η) = T ηξ f is regular in the vicinity of the point (ξ, η) = (0, 0).
Definition 3.1. A polarization of a smooth function f(ξ) is a symmetric function
of two variables f(ξ, η) such that f(ξ, ξ) = 2f(ξ).
Lemma 3.2. Let f(ξ, η) be a polarization of a function f(ξ). Then
(3.1)
∂f(ξ, η)
∂ξ
∣∣∣∣
ξ=η
=
∂f(ξ)
∂ξ
.
Proof. For a symmetric function f(ξ, η) there exists a function h(s1, s2) such that
f(ξ, η) = h(ξ + η, ξη). Since 2f(ξ) = f(ξ, ξ) = h(2ξ, ξ2), one has
∂f(ξ, η)
∂ξ
∣∣∣∣
ξ=η
=
∂h
∂s1
(ξ + η, ξη) +
∂h
∂s2
(ξ + η, ξη)η
∣∣∣∣
ξ=η
=
∂h
∂s1
(2ξ, ξ2)+
∂h
∂s2
(2ξ, ξ2)ξ.
On the other hand,
∂f
∂ξ
(ξ) =
1
2
∂h(2ξ, ξ2)
∂ξ
=
∂h
∂s1
(2ξ, ξ2) +
∂h
∂s2
(2ξ, ξ2)ξ =
∂f(ξ, η)
∂ξ
∣∣∣∣
ξ=η

Example 1. Let f(ξ) =
∑
i gi(ξ)hi(ξ). Then the function f(ξ, η) =
∑
i (gi(ξ)hi(η) + gi(η)hi(ξ))
is the polarization of f(ξ).
Let Fn is a set of smooth functions on n variables.
Definition 3.2. Let G : F k1 → F1 and Ĝ : F k1 → F2. The operator Ĝ is called a
polarization of the operator G if the function Ĝ(f1, . . . , fk) is a polarization of the
function G(f1, . . . , fk) for any f1, . . . , fk.
Recall ([13]) that the one-variable Hirota operator Hξ is given by
Hξ[f(ξ), g(ξ)] = f
′(ξ)g(ξ)− f(ξ)g′(ξ).
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Lemma 3.3. The operator 2ξηB(f, g)(ξ, η) gives the polarization of the Hirota op-
erator
Proof. We need to prove that
lim
η→ξ
B(f, g)(ξ, η) = ξ
2
2
Hξ[f(ξ), g(ξ)].
Let η = ξ+ ε. Then f(η) = f(ξ)+ εf ′(ξ)+O(ε2) and g(η) = g(ξ)+ εg′(ξ)+O(ε2).
Hence B(f, g)(ξ, ξ+ε) = ξ(ξ+ε)
−2ε
(
f(ξ)g′(ξ)ε− g(ξ)f ′(ξ)ε+ O(ε2)) = ξ22 Hξ[f(ξ), g(ξ)]+
O(ε) 
Define operators Di with the help of the expansion
(Dηf)(ξ) =
∑
i∈Z
(Dif)(ξ)η
i.
Lemma 3.4. Let f(ξ) = · · ·+ f0 + f1ξ + f2ξ2 + . . .. Then
(Dkf)(ξ) =
1
2
(· · ·+ f0ξ−k+1 + · · ·+ fk−1).
If f(ξ) = f0 + f1ξ + · · · + fnξn is a polynomial then (D1f)(ξ) = 12f0 and
(Dn+1f)(ξ) =
1
2 ξ
−nf(ξ).
It is clear that
(3.2) (Dk+1f)(ξ) = ξ
−1(Dkf)(ξ) +
1
2
fk.
Note one more property of the operators Di:
Lemma 3.5. Let f(ξ) be a polynomial. Then∑
k≥0,m≥0
Dk+m+1(f(ξ))η
kζm =
ξ
2(η − ζ)
(
η
ξ − η f(η)−
ζ
ξ − ζ f(ζ)
)
=
2
η ζ
B
(
1, Dηξf(ξ)
)
(η, ζ).
Define the operators di by the formula T
η
ξ f(ξ) =
∑
(dif(ξ))η
i. Then
dif(ξ) = f(ξ)Dih(ξ)− h(ξ)Dif(ξ).
From Lemma 3.1 using the standard methods we obtain:
Lemma 3.6. The linear space spanned by the operators di, i = 1, . . . , is an asso-
ciative and commutative algebra with the following multiplication:
didj =
i+j∑
k=0
ckijdk
where the structure constants ckij are found from the expansion
T ηξ ξ
k =
ξη
2(ξ − η)
(
ξkh(η)− ηkh(ξ)) = ∑
i+j≥k
ckijξ
iηj .
For the sequence of function {u1, . . . , ug} of variables t1 = x, t2, . . . , tg introduce
the generating functions
u(ξ) =
g∑
i=1
uiξ
i, u′(ξ) =
g∑
i=1
u′iξ
i, . . . ,u(k)(ξ) =
g∑
i=1
u
(k)
i ξ
i
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(prime here, as usual, means a differentiation with respect to x). The following
statement gives an expression of the third derivatives u′′′1 , . . . , u
′′′
g in terms of func-
tions u1, . . . , ug and their first derivatives. Moreover, it allows to express these
derivatives recursively as a differential polynomial in u1. This is one of the key
results of the paper:
Theorem 3.1. The sequence {u1, u2, . . . , ug} satisfies condition (3) of Lemma 2.3
if and only if the generating function u(ξ) is a solution of the following equation:
(3.3) u′′′(ξ) + 2u′1(2 − u(ξ))− 4(ξ−1 + u1)u′(ξ) = 0.
Proof. We have
u′′′(ξ) + 2u′1(2 − u(ξ))− 4(ξ−1 + u1)u′(ξ) =
g∑
i=1
(u′′′i − 2u′1ui − 4u1u′i − 4u′i+1)ξi.
The coefficients at ξi in the right-hand side of this formula are all zero if and only
if condition (3) of Lemma 2.3 holds. 
Take, by definition,
∂ku(ξ) =
g∑
i=1
∂kuiξ
i.
Lemma 3.7. Equations (2.3) and (2.4) together are equivalent to the following
equation:
∂k+1u(ξ) = ξ
−1∂ku(ξ)− 1
2
uku
′(ξ) +
1
2
u′k(u(ξ)) − u′k.
This equation allows to determine recursively the partial derivatives ∂ku(ξ):
(3.4) ∂ku(ξ) = Dk(2− u(ξ))u′(ξ) −Dk(u′(ξ))(2 − u(ξ)).
In the sequel we suppose that (3.3) and (3.4) hold for the function u(ξ).
Corollary 3.2.
∂ku
′(ξ) = Dk(2 − u(ξ))u′′(ξ)−Dk(u′′(ξ))(2 − u(ξ)),(3.5)
∂ku
′′(ξ) = 4(ξ−1 + u)∂ku(ξ)− 2u′k(2− u(ξ))
+Dk(u
′′(ξ))u′(ξ)−Dk(u′(ξ))u′′(ξ).
(3.6)
Let ∂(η) =
∑g
i=1 η
i∂i. Note that for a fixed η the operator ∂(η) is an operator
of differentiation in the direction of the vector (η, η2, . . . , ηg), i.e.
∂(η)f(t1, . . . , tg) =
∂
∂τ
f(t1 + τη, . . . , tg + τη
g)
∣∣∣∣
τ=0
.
Corollary 3.3. (
∂2x∂(ξ) + 2(2− u(ξ))∂x − 4(ξ−1 + u1)∂(ξ)
)
u = 0.
Proof. Recall that ∂iu1 = u
′
i, and therefore u
′(ξ) = ∂(ξ)u1 and u
′′′(ξ) = ∂2x∂(ξ)u.
The statement follows now from (3.3). 
Denote T ηξ = T (2−u(ξ))ηξ . The operator T ηξ plays a special role below, as shows
Theorem 3.2.
∂(η)u(ξ) = T ηξ ∂xu(ξ).(3.7)
∂(η)u′(ξ) = T ηξ ∂2xu(ξ).(3.8)
∂(η)u′′(ξ) = T ηξ ∂3xu(ξ) − Bηξ (u′(ξ),u′′(ξ)).(3.9)
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Proof. These formulas follow from the definition of the operator T ηξ and equations
(3.4), (3.5), (3.6). 
Note that (3.7), (3.8) imply that
[∂x, T ηξ ]∂xu(ξ) = 0.
The associativity condition for the operator T ηξ is equivalent to the following
relation, which will be used later:
(3.10) ∂(ζ)
ξ η
2(ξ − η)
2− u(η)
2− u(ξ) =
1
(2− u(ξ))2 T
η
ξ T ζξ u′(ξ).
Now we describe the family of differential operators {Ui} using the method of
generating function.
Lemma 3.8. The generating function of the sequence of operators Ui is:
g∑
i=1
Uiξi = 1
2
(
(L − ξ−1)∂(ξ) + ∂(ξ)(L − ξ−1))+ 1
4
(
(2 − u(ξ))∂x + ∂x(2− u(ξ))
)
.
4. The hyperelliptic curve associated with a solution of KdV
Theorem 4.1. Suppose the generating function u(ξ) satisfies (3.3) and (3.4). Let
(4.1) 4µ(ξ) = u′(ξ)2 + 2u′′(ξ) (2− u(ξ)) + 4(ξ−1 + u1) (2− u(ξ))2 .
Then µ(ξ) = 4ξ−1 +
∑2g
i=1 µiξ
i where µi are constants, i = 1, . . . , 2g.
Proof. It follows from (3.7), (3.8), (3.9) that ∂(η)µ(ξ) = 2u′(ξ)∂(η)u′(ξ) + 2(2 −
u(ξ))∂(η)u′′(ξ)−2u′′(ξ)∂(η)u(ξ)+4u′(η)(2−u(ξ))2−8(ξ−1+u1)(2−u(ξ))∂(η)u(ξ) =
0. Therefore ∂iµj = 0 where 1 ≤ i ≤ g, 1 ≤ j ≤ 2g, and all the µi are con-
stants. 
Assume uk = 0 for k > g. Equation (4.1) implies that
(4.2) uk+1 =
1
4
µk + Jk(u, u
′, u′′, . . . , uk, u
′
k, u
′′
k), k = 1, . . . , 2g,
where Jk are polynomials. We see that the functions uk, k = 2, . . . , g, can be ex-
pressed recursively via the function u1, its derivatives and the constants µi, namely
(4.3) uk = Θk(u, u
′, . . . , u(2k−2), µ1, . . . , µk−1)
where Θk are polynomials.
Note that the condition J ′g = 0 is equivalent to the stationary g-KdV equation.
For k > g one has Jk = −1/4µk, which gives rise to integrals of the higher KdV
equation (see [19]).
Since ∂ku1 = u
′
k, the partial derivative of u1 with respect to tk can also be ex-
pressed in terms of derivatives with respect to x. Therefore the behavior of function
u1 along the coordinate axes t2, . . . , tg can be reconstructed if its derivatives with
respect to x are known.
Lemma 4.1. Let µi be constants. Then equation (4.1) implies equation (3.3). If
equations (2.3) and (4.1) hold, then equation (3.4) holds, too.
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Proof. The first statement of the lemma is trivial. From the equality u′k+1 =
1/4(u′′′k − 2u′uk − 4uu′k) one obtains
∂k+1u
′
m = ∂mu
′
k+1 = 1/4(∂mu
′′′
k −2u′′muk−2u′∂muk−4u′mu′k−4u∂mu′k) = ∂ku′m+1+1/2u′′kum−1/2u′′muk.
This equation proves that (3.5) holds. So (3.6) is also true. Integration of (3.5)
with respect to x gives the formula ∂ku(ξ) = Dk(2 − u(ξ))u′(ξ) − Dk(u′(ξ))(2 −
u(ξ)) + ϕ(t2, . . . , tg) where the function ϕ does not depend on x. Combining the
last equation with (4.1), we obtain
0 = 4 ∂kµ(ξ) = ∂k(u
′(ξ)2 + 2u′′(ξ) (2− u(ξ)) + 4(ξ−1 + u1) (2− u(ξ))2) =(
8(ξ−1 + u1)(u(ξ)) + 2u
′′(ξ)
)
ϕ(t2, . . . , tg).
The function in parenthesis cannot vanish identically as a function of x, and thus
ϕ(t2, . . . , tg) ≡ 0. 
Summarize the results obtained:
Theorem 4.2. The following statements are equivalent:
(1) The function u1 is a solution of a stationary g-KdV equation.
(2) There exists a sequence of functions {u1, . . . , ug} such that the operators
L = ∂2x − u1 and Ui = ∂2x∂i − 12 (u1∂i + ∂iu1) − 14 (ui∂x + ∂xui) − ∂i+1,
1 ≤ i ≤ g commute.
(3) There exists a sequence of functions {u1, . . . , ug} and a set of constants
µ1, . . . , µ2g such that the generating function u(ξ) =
∑g
i=1 uiξ
i satisfies
(4.1).
In order to find out the relation between the constants µk and the coefficients ai
we need the following result:
Lemma 4.2. The operator U = U1Lg−1 + U2Lg−2 + · · ·+ Ug
(1) commutes with the operator L;
(2) is an operator of order 2g + 2 with the leading coefficient 1;
(3) contains the differentiation with respect to x only.
Proof. The first statement of the lemma is obvious. The leading term of U is a
composition of the leading terms of the operators U1 and Lg−1, so it is equal to
∂2g+2x . This proves the second statement. Since Ui = ∂iL−∂i+1− 1/2ui∂x+1/4u′i,
the sum UiL − Ui+1 does not contain the differentiation with respect to ti+1. By
recursion we get the third statement of the lemma. 
Theorem 4.3. Under the hypotheses of Theorem 4.2 the operator A can be de-
composed as A = U1Lg−1 + U2Lg−2 + . . . + Ug, where A = Ag +
∑g−2
i=0 aiAi. The
coefficients µk and ai satisfy the following relation:
(4.4) µk = 8ag−k−1 + 4
k−2∑
i=1
ag−i−1ag−k+i.
for k = 1, . . . , g − 1.
Proof. The first statement of the theorem follows from lemma 4.2 and uniqueness
of the operators Ak (see Theorem 1.1).
The function uk is a differential polynomial uk = Θk(u1, u
′
1, . . . , u
(2k)
1 , µ1, . . . , µk−1).
Let εk be a constant term of Θk. Then U1Lg−1 + U2Lg−2 + · · · + Ug = ∂2g+1x −
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1/2
∑
uk∂
2g−2k−1
x +
∑
ϑi∂
i
x = ∂
2g+1
x − 1/2
∑
εk∂
2g−2k−1
x +
∑
ϑ˜i∂
i
x where ϑi and
ϑ˜i are differential polynomials in u1 without constant terms. On the other hand,
A = ∂2g+1x − 1/2
∑
ak∂
2k+1
x +
∑
ϑ˜i∂
i
x. Thus, ak = −1/2εg−k−1, and so it remains
to find εk. The result follows now from (4.1). 
The following corollary is one of the main results of the paper:
Corollary 4.1. There is a canonical way to associate a solution u1 of the stationary
g-KdV equation with a hyperelliptic curve
(4.5) Γ = {(ξ, y) ∈ C2 | y2 = 4µ(ξ)}.
The coefficients µ1, . . . , µg−1 are expressed in terms of the constants ai as in equa-
tion 4.4, and µg, . . . , µ2g are found from 4.3 in terms of the values of u
(k)
1 (t0),
k = 0, 1, . . ., at some point t0 ∈ Cg.
Remark 4.1. The hyperelliptic curve constructed above coincides with the spectral
curve introduced in [12] when the solution u1 is periodic as a function of x. Our
construction uses only the local properties of the function u1, while in [12] only
periodical or rapidly decreasing functions are discussed.
Remark 4.2. The number of singular points on Γ is an important characteristic
of the solution u1. This number can be expressed in terms of u
(k)
1 (t0) using the
resultant.
5. Fiber bundles associated with the stationary g-KdV equations
The equations described by (1.9) are ordinary differential equations of order
2g + 1, and so their solution u1 is uniquely determinated in a neighbourhood of a
given point x0 by the values ck = u
(k)
1 (x0), k = 0, . . . , 2g. Since the coefficients
of the KdV equations are constants, we can take x0 = 0. The stationary g-KdV
equations depend on the numbers a0, . . . , ag−2 and so the space of all such equations
is isomorphic to Cg−1.
The space Mg of all the hyperelliptic curves Γ = {(ξ, y) ∈ C2 | y2 = 4µ(ξ)} can
be parametrized by the numbers µ1, . . . µ2g, so it is isomorphic to C
2g.
Denote by Rg the space of solutions u of all the stationary g-KdV equations
such that u is regular at the point x0. As it was explained above, we can identify
the space Rg with C
3g using coordinates (c0, c1, . . . , c2g, a0, . . . , ag−2).
There exists a canonical map πM : Rg → Mg, which sends a solution u to a
hyperelliptic curve Γ described in (4.5).
Denote by Ug the space of g-th symmetric powers of hyperelliptic genus g curves.
We consider the universal bundle (Ug, Mg, πU) where the natural projection πU :
Ug →Mg is given by πUg (x ∈ SymgΓ) = Γ.
Theorem 5.1. There exists a canonical fiber-preserving birational equivalence Rg →
Ug.
Proof. Let Γ be a hyperelliptic curve associated with the solution u1 of the sta-
tionary g-KdV equation (see Corollary 4.1). Let ξ1, . . . , ξg be the roots of the
equation 2 − u(0, ξ) = 0. Denote yi = u′(0, ξi). Equation (4.1) implies that
y2i = u
′(0, ξi)
2 = 4µ(ξ), so the point (ξi, yi) belongs to Γ. Thus we have a
map υ : Rg → Ug given by the formula υ(u1) = (Γ, [(ξ1, y1), . . . , (ξg, yg)]) where
(ξi, yi) ∈ Γ. Apparently, υ is fiber-preserving.
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On the other hand, if a curve Γ and a point [(ξ1, y1), . . . , (ξg, yg)] ∈ SymgΓ are
given, then in the case of distinct points (ξ1, . . . , ξg), it is possible to construct the
point (c0, . . . , c2g, a0, . . . , ag−2) as follows. The constants ak are a solution of (4.4)
where the parameters µi are known. The values ui(0) are the symmetric functions
of ξ1, . . . , ξg, namely ui(0) = 2 (−1)g−i σg−i+1(ξ1, . . . , ξg)/σg(ξ1, . . . , ξg). Then the
values u′i(0) can be found, as the coefficients of the generating function u
′(0, ξ),
from the equations u′(0, ξi) = yi. All the higher derivatives ck = u
(k)
1 (0) can be
found by recursion using equation (4.3). Thus the inverse rational map υ−1 is
constructed. 
In case of the universal bundle of Jacobians over the moduli space of genus g
hyperelliptic curves this theorem gives the famous results of Dubrovin and Novikov,
see [12].
6. Algebraic relations between the operators L,U1, . . . ,Ug
The Burchnall–Chaundy lemma ([7]) says that two commuting differential op-
erators of one variable are always connected by an algebraic relation. In [16] the
case of commuting differential operators of n variables was considered. In the same
work they indtroduced a class of n-algebraic families of operators, i.e. families of
commuting operators characterized by finite-dimensional algebraic manifolds. The
family {L,U1, . . . ,Ug} gives an example of n-algebraic operators from [16].
Lemma 6.1. The operators L,U1, . . . ,Ug satisfy the following algebraic relation:
4(U1Lg−1+U2Lg−2+. . .+Ug−1L+Ug)2 = (4L2g+1+µ1L2g−1+µ2L2g−2+. . .+µ2g).
Using the notations U(z) = U1zg−1 + U2zg + . . . + Ug and µ˜(z) = 4z2g+1 +
µ1z
2g−1 + . . .+ µ2g, one can write down this relation as 4U(L)2 = µ˜(L).
Proof. Denote
Si =
1
2
ui∂x − 1
4
u′i.
Then
(6.1) Ui = ∂iL − Si − ∂i+1.
We have
[L, Si] = u′iL − u′i+1,
which implies the equation∑
i+j=k
UiUj =
∑
i+j=k
(∂iL − Si − ∂i+1)(∂jL− Sj − ∂j+1) =∑
i+j=k
∂i∂jL2− 2∂i∂j+1L+∂i+1∂j+1− (∂iSj+Si∂j)L+(∂i+1Sj +Si∂j+1)+SiSj .
A direct calculation gives that
SiSj = 1/4uiuj ∂
2
x + 1/8(uiu
′
j − uju′i)∂x − 1/8uiu′′j + 1/16u′iu′j ,
∂xSi + Si∂x = ui∂
2
x − 1/4u′′i .
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Therefore,∑
1≤i,j≤g
UiUjL2g−i−j+1 = ∂2xL2g −
∑
1≤i≤g
(ui∂
2
x − 1/4u′′i )L2g−i+
+
∑
1≤i,j≤g
(1/4uiuj∂
2
1 − 1/2uiu′′j + 1/16u′iu′j)L2g−i−j =
L2g+1 + u1L2g −
∑
1≤i≤g
uiL2g−i+1 −
∑
1≤i≤g
(uiu1 − 1/4u′′i )L2g−i−1+
+
∑
1≤i,j≤g
(1/4uiujL2g−i−j+1)+
∑
1≤i,j≤g
(1/4uiuju1−1/8uiu′′j +1/16u′iu′j)L2g−i−j .
We see that the coefficient at L2g−i in this formula is exactly the coefficient at
ξi in the expression 1/16(u′(ξ)2 + 2u′′(ξ)(2 − u(ξ)) + 4(u1 + ξ−1)(2 − u(ξ))2 =
1/4µ(ξ). 
Corollary 6.1. Let Ψ(t1, t2, . . . , tg) be a common eigenfunction of the operators
L,U1, . . . ,Ug, with the eigenvalues E,α1, . . . , αg. Let ξ = E−1 and α(ξ) =
∑g
i=1 αiξ
i.
Then
(6.2) 4α(ξ)2 = µ(ξ).
7. A common eigenfunction of the family {Ui}
In this section we construct a common eigenfunction of the family of commuting
differential operators {Ui}.
Lemma 7.1.
∂
∂ti
(
Dj(2 − u(ξ))
2− u(ξ)
)
=
∂
∂tj
(
Di(2− u(ξ))
2− u(ξ)
)
Proof. It follows from the definition of the operators ∂(η) and Di that the expres-
sion ∂∂ti
(
Dj(2−u(ξ))
2−u(ξ)
)
equals to the coefficient at ζiηj in the expansion ∂(ζ) ξ η2(ξ−η)
2−u(η)
2−u(ξ)
with respect to η and ζ. This function is equal to 1(2−u(ξ))2 T ηξ T ζξ u′(ξ) (see (3.10)).
Since the generalized translation T ηξ is commutative, this function is symmetric
with respect to the variables ζ and η. Consequently the coefficients of ζiηj and
ζjηi are equal. 
Corollary 7.1. There exists a function F (ξ) = F (t1, . . . , tg, ξ) such that ∂iF =
Di(2−u(ξ))
2−u(ξ) , 1 ≤ i ≤ g. The function F (ξ) is uniquely defined up to an additive
constant in a neighborhood of any point (t¯0, ξ0) = (t
0
1, . . . , t
0
g, ξ0) such that 2 −
u(t¯0; ξ0) 6= 0.
Consider also the function Φ = Φ(t1, . . . , tg;E = ξ
−1, α1, . . . , αg) given by
Φ =
√
2− u(ξ) exp (2α(ξ)F (ξ)) exp(−2
g∑
i=1
Di(α(ξ))ti),(7.1)
where α(ξ) =
∑g
i=1 αiξ
i. The function Φ is uniquely defined up to a multiplica-
tive constant in a neighborhood of any point (t¯0, ξ0, α¯) such that 2− u(t¯0; ξ0) 6= 0.
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Find the derivatives of the function Φ with respect to x = t1 and tk, k ≥ 2:
Φ′ =
4α(ξ)− u′(ξ)
2(2− u(ξ)) Φ,(7.2)
Φ′′ =
(−u′′(ξ)(u(ξ) + u′(ξ)(4α(ξ) − u′(ξ))
2(2− u(ξ) +
(4α(ξ) − u′(ξ))2
4(2− u(ξ))2
)
Φ
=
16α(ξ)2 − 2u′′(ξ)(2 − u(ξ))− u′(ξ)2
4(2− u(ξ))2 Φ,
(7.3)
∂kΦ =
(
4α(ξ)Dk(2− u(ξ)) − ∂ku(ξ)
2(2− u(ξ)) − 2Dk(α(ξ))
)
Φ.(7.4)
Lemma 7.2. The function Φ is an eigenfunction of the operator L with the eigen-
value E 6= 0 if and only if ξ = E−1 and {ξ, 4α(ξ)} ∈ Γ, where Γ is a curve defined
by equation (4.5).
Proof. Equation (4.1) implies that
(L − E)Φ =
(
4α(ξ)2 − µ(ξ)
2− u(ξ) − (ξ
−1 − E)
)
Φ.
The function in parentheses vanishes identically iff 4α(ξ)2 − µ(ξ) = (ξ−1 − E)(2 −
u(ξ)). Differentiating the last formula with respect to x, we obtain that (ξ−1 −
E)u′(ξ) = 0. Hence ξ−1 = E and 4α(ξ)2 = µ(ξ). 
Theorem 7.1. Suppose that 4α(ξ)2 = µ(ξ). Then
(1) The function Φ is a common eigenfunction of the family L,U1, . . . ,Ug with
eigenvalues E = ξ−1, α1, . . . , αg.
(2) The space of common eigenfunction of operators L,U1, . . . ,Ug with eigen-
values E = ξ−1, α1, . . . , αg is one-dimensional.
Proof. Express the operators Uk as
(7.5) Uk = ∂k(∂2x − (u1 + ξ−1)) + ξ−1∂k − 1/2uk∂x + 1/4u′k − ∂k+1.
Let Ψ be a common eigenfunction of L, Uk with the eigenvalues mentioned above.
Then
(7.6)
(
ξ−1∂k − 1/2uk∂x + 1/4u′k − ∂k+1
)
Ψ = αkΨ.
This allows to express all the partial derivatives ∂kΨ in terms of Ψ and Ψ
′, namely
∂kΨ = Dk(2 − u(ξ))Ψ′ + 1
2
Dk(u
′(ξ))Ψ − 2Dk(α(ξ))Ψ, 1 ≤ k ≤ g − 1.
For k = g − 1 one gets from (7.6)
ξ−1∂g−1Ψ− 1/2ug−1Ψ′ + 1/4u′g−1Ψ = αgΨ.
Therefore,
ξ−1
(
Dg(2− u(ξ))Ψ′ + 1
2
Dg(u
′(ξ))Ψ − 2Dg(α(ξ))
)
−1/2ugΨ′+1/4u′gΨ−αgΨ = 0.
Using Lemma 3.4 and (3.2) we obtain
(2− u(ξ)))Ψ′ = (1/2u′(ξ) + α(ξ))Ψ.
Thus,
Ψ′
Ψ
=
−1/2u′(ξ) + α(ξ)
2− u(ξ) ,
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and
∂kΨ
Ψ
= Dk(2 − u(ξ))−1/2u
′(ξ) + α(ξ)
2− u(ξ) +
1
2
Dk(u
′(ξ)) − 2Dk(α(ξ))
=
α(ξ)Dk(2− u(ξ)) − 1/2∂ku(ξ)
2− u(ξ) − 2Dk(α(ξ)), k = 2, . . . , g.
We see that ∂kΨΨ =
∂kΦ
Φ , k = 1, . . . , g. Therefore, Ψ = λΦ where λ is a constant.

Consider now the special case E = 0.
Theorem 7.2. The space of common eigenfunction of operators L,U1, . . . ,Ug with
eigenvalues 0, α1, . . . , αg, where 4α
2
g = µ2g, is one-dimensional.
Proof. Let Φ0 be a common eigenfunction of operators L,U1, . . . ,Ug with eigen-
values 0, α1, . . . , αg. Since LΦ0 = 0, equation (6.1) implies that
UkΦ0 = (−1/2uk∂x + 1/4u′k − ∂k+1)Φ0 = αkΦ0.
Therefore,
(7.7) ∂kΦ
0 = −(1/2uk−1∂x − 1/4u′k−1 + αk−1)Φ0, k = 2, . . . , g
and
(7.8) ∂xΦ
0 =
u′g − 4αg
2ug
Φ0.
Note that (7.8) and (4.1) imply
∂2xΦ
0 =
2u′′gug − (u′g)2 + 16α2g
4u2g
Φ0 =
2u′′gug − (u′g)2 + 4µ2g
4u2g
Φ0 = uΦ0.
It follows from (7.7) and (7.8) that
∂kΦ
0 =
uk−1(4αg − u′g)− ug(4αk−1 − u′k−1)
4ug
Φ0.
Since the logarithmic derivatives are uniquely defined, the space of eigenfunction
with eigenvalues E = 0, α1, . . . , αg = 1/4
√
µ2g is one-dimensional. 
Note that the function Φ can be expressed as
(7.9) Φ = exp F˜ ,
where
(7.10) F˜ =
(
2α(ξ)F − 2
g∑
i=1
Di(α(ξ))ti +
1
2
log(2− u(ξ))
)
.
We have
(7.11) ∂iF˜ =
Di(2 − u(ξ))(4α(ξ) − u′(ξ)) −Di(4α(ξ) − u′(ξ))(2 − u(ξ))
2(2− u(ξ)) .
Using the notation ∂(η) =
∑g
i=1 η
i∂i, we can rewrite these formulas as
∂(η)F˜ =
ξ η
ξ − η
(2 − u(η))(4α(ξ) − u′(ξ))− (4α(η)− u′(η))(2 − u(ξ))
4(2− u(ξ)) =
T ηξ (4α(ξ)− u′(ξ))
2(2− u(ξ)) .
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Lemma 7.3. The function χ(ξ) = ∂1F˜ =
4α(ξ)−u′(ξ)
2(2−u(ξ)) satisfies the Riccati equation
χ′(ξ) + χ(ξ)2 = u1 + ξ
−1. Moreover,
1
2− u(η) ∂(η)F˜ =
ξ η
2(ξ − η) (χ(ξ) − χ(η)).
Denote by V a hypersurface in Cg+1 = {(ξ, α1, . . . , αg)} defined by equation
(6.2). Recall that Γ = {ξ, y ∈ C2 | y2 = 4µ(ξ)}. In coordinates E,αi the hypersur-
face V is given by the equation
4
(
α1E
g−1 + α2E
g−2 + . . .+ αg
)2
= 4E2g+1 + µ1E
2g−1 + . . .+ µ2g,
and the curve Γ is given by the equation η2 = 4(4E2g+1 + µ1E
2g−1 + . . . + µ2g)
where η = yξ−g.
Define a projection π : V → Γ by the formula π(ξ, α1, . . . , αg) = (ξ, 2α(ξ)).
In the sequel we will consider the curve Γ as subvariety of V using a canonical
embedding i : Γ →֒ V defined as i(ξ, η) = (ξ, 0, 0, . . . , η). Let V ∗ = π−1(Γ∗) where
Γ∗ = {(ξ, y) ∈ Γ; ξ 6= 0}.
Recall that C∗ = {ξ ∈ C | ξ 6= 0}. The function Φ of equation (7.1) is defined
in the space Cg × C∗ × Cg parametrized with coordinates t1, . . . , tg, ξ, α1, . . . , αg.
Consider this domain as a graded space using the following grading: deg tk =
1− 2k, deg ξ = −2, degαk = 2k+1. Take also deg µi = 2i+2. Then the equation
4α(ξ) = µ(ξ) defining the variety V ∗ is homogeneous.
Lemma 7.4. Let Φ be a common eigenfunction of the operators L,U1, . . . ,Ug with
eigenvalues E = ξ−1, α1, . . . , αg. Let γ2, . . . , γg ∈ C be arbitrary constants. Then
the function Φ˜ = Φ exp(γ2t2 + . . .+ γgtg) is also a common eigenfunction of these
operators, its eigenvalues given by E = ξ−1, α˜1 = α1 − γ2, α˜2 = α2 − γ3 +
ξγ2, . . . , α˜i = αi − γi+1 + ξγi, . . . , α˜g = αg + ξγg.
Proof. Take γ1 = 0. It is obvious that
∂kΦ˜
Φ˜
= ∂kΦΦ +γk, k = 1, . . . , g and LΦ˜ = EΦ˜.
From (7.5) one obtains that
UkΦ˜ = (ξ−1∂k−1
2
uk∂x+
1
4
u′k−∂k+1)Φ˜ = exp(γ2t2+. . .+γgtg)
(UkΦ + (ξ−1γk − γk+1)Φ) .
Therefore,
UkΦ˜
Φ˜
= α˜k,
where
(7.12) α˜k = αk + (ξ
−1γk − γk+1). 
Note that
∑g
i=1 α˜iξ
i =
∑g
i=1 αiξ
i.
Assume that deg γk = 2k − 1.
Corollary 7.2. Equation (7.12) defines a free action of the graded additive group
Cg−1 with coordinates γ2, . . . , γg on the variety V
∗. The quotient space V ∗/Cg−1
is Γ∗. The vector bundle V ∗ → Γ∗ is trivial.
Proof. Define the map s : Γ∗ × Cg−1 → V ∗ by the formula s(ξ, y, γ2, . . . , γg−2) =
(ξ, t,−γ2, ξ−1γ2 − γ3, . . . , ξ−1γg). This is the required trivialization. 
Consider the case u1 ≡ 0. In this case the operators Uk and L are
(7.13) L = ∂2x, Uk = ∂2x∂k − ∂k+1.
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Lemma 7.5. Let α1, . . . , αg and ξ satisfy the equation
(∑g
i=1 αiξ
i
)2
= ξ−1. Then
the function
(7.14) Φ0 = exp
 ∑
1≤k≤i≤g
αi tk ξ
i−k+1

is a common eigenfunction of the operators (7.13) with eigenvalues E = ξ−1, α1, . . . , αg.
Proof. The logarithmic derivative of the function Φ0 are given by
∂kΦ0
Φ0
=
g∑
i=k
αiξ
i−k+1
It is clear that ∂2xΦ0 = ξ
−1Φ0 and UkΦ0 = (ξ−1∂k − ∂k+1)Φ0 = αkΦ0. 
The function Φ0 can be obtained from the formula (7.1) by rescaling. This fact
will be proved in Section 10.2.
8. Basic generating function for the solution of stationary g-KdV
equation
Denote µ(ξ, η) = 4ξ−1 + 4η−1 + 2
∑g
i=1 µ2iξ
iηi +
∑g−1
i=0 µ2i+1(ξ + η)ξ
iηi. We
have µ(ξ, ξ) = 2µ(ξ) and µ(ξ, η) = µ(η, ξ), so µ(ξ, η) is a polarization of µ(ξ) (see
Definition 3.1).
Consider the function
Q(ξ, η) = u′(ξ)u′(η)+(2−u(ξ))u′′(η)+u′′(ξ)(2−u(η))+2(2−u(ξ))(2−u(η)) (ξ−1 + η−1 + 2u1) .
The function Q(ξ, η) is a polarization of the function in the right-hand side of
(4.1). Therefore Q(ξ, ξ) = µ(ξ, ξ). Equations (3.1) and (4.1) imply that
∂µ(ξ, η)
∂ξ
∣∣∣∣
ξ=η
=
∂Q(ξ, η)
∂ξ
∣∣∣∣
ξ=η
.
Denote also
P (ξ) =
ξ4
8
(
∂2µ(ξ, η)
∂ξ ∂η
∣∣∣∣
ξ=η
− ∂
2Q(ξ, η)
∂ξ ∂η
∣∣∣∣
ξ=η
)
.
Lemma 8.1. The function
(8.1) P (ξ, η) =
ξ2 η2
4(ξ − η)2 (2µ(ξ, η)−Q(ξ, η)) .
is a polarization of P (ξ).
Proof. It is obvious that P (ξ, η) is symmetric. Direct calculations show that
P (ξ) =
ξ4
8
(
2
∂2µ(ξ, η)
∂ξ2
∣∣∣∣
ξ=η
− 2∂
2µ(ξ)
∂ξ2
+
(
∂u′(ξ)
∂ξ
)2
− 2∂u
′′(ξ)
∂ξ
∂u(ξ)
∂ξ
+4ξ−2
∂u(ξ)
∂ξ
(2− u(ξ)) + 4(ξ−1 + u1)
(
∂u(ξ)
∂ξ
)2)
=
1
2
lim
ξ→η
P (ξ, η). 
Corollary 8.1. P (ξ, η) is a polynomial of degree g in variables ξ and η,
w-FUNCTION OF THE KDV HIERARCHY 19
Define functions pij as coefficients in the expansion
(8.2) P (ξ, η) =
g∑
i=1
g∑
j=1
pijξ
iηj .
Lemma 8.2. p1i = pi1 = ui
Proof. Lemma follows from the formula
∑g
i=1 p1iξ
i = P (ξ,η)η |η→0 = u(ξ). 
This result motivates the following definition:
Definition 8.1. The function P (ξ, η) is called the basic generating function for the
solution u1 of the stationary KdV equation.
The coefficient at η2 in (8.1) is equal to :
(8.3) 2
g∑
i=1
p2iξ
i = −3(2− u(ξ))(u1 + 2ξ−1)− u′′(ξ) + µ1ξ + 12ξ−1.
Therefore,
(8.4) u′′i = 3uiu1 + 6ui+1 − 2p2,i + µ1δ1i
where δij is the Kronecker symbol.
It will be shown later (see section10.1) that if u1 = 2℘gg is a solution of the
stationary KdV equation from [3], then ui = 2℘g,g−i+1, u
′′
i = 2℘ggg,g−i+1, p2,i =
2℘g−1,g−i+1. equation (8.4) becomes the basic relation for ℘-functions (see (4.1) in
[3]). All the results of [3] for the ℘-functions, derived from the basic relation, are
thus true for the arbitrary solution of the stationary KdV.
Lemma 8.3. ∂(ζ)P (ξ, η) = ∂(ξ)P (ζ, η).
Proof. We have
∂(ζ)P (ξ, η) =
ξ2η2ζ2
8(ξ − η)(ξ − ζ)(η − ζ)
(
u′′(ξ)
(
u′(η)(2 − u(ζ)) − u′(ζ)(2 − u(η)))
−u′′(η)(u′(ξ)(2−u(ζ))−u′(ζ)(2−u(ξ)))+u′′(ζ)(u′(ξ)(2−u(η))−u′(η)(2−u(ξ))))
+
ξ η ζ2
4(ξ − ζ)(η − ζ)u
′(ζ)(2−u(ξ))(2−u(η))− ξ η
2ζ
4(ξ − η)(η − ζ)u
′(η)(2−u(ξ))(2−u(ζ))
+
ξ2η ζ
4(ξ − η)(ξ − ζ)u
′(ξ)(2 − u(η))(2 − u(ζ))
=
1
2
B3(u′′(ξ),u′(ξ), (2 − u(ξ)) + B3(u′(ξ), 2 − u(ξ), (2 − u(ξ))ξ−1)
Thus, ∂(ζ)P (ξ, η) is symmetric as a function of variables ξ, η, ζ. 
Corollary 8.2. There exists a function φ = φ(t1, . . . , tg) such that P (ξ, η) =
∂(ξ)∂(η)φ.
Corollary 8.3. P ′(ξ, η) = ∂(η)u(ξ).
Proof. Indeed,
P ′(ξ, η) =
∂(ζ)P (ξ, η)
ζ
∣∣∣∣
ζ→0
=
ξ η
2(ξ − η) (u
′(ξ)(2−u(η))−(2−u(ξ))u′(η)) = ∂(η)u(ξ). 
Note that it follows from Theorem 3.2 that ∂xP (ξ, η) = T ηξ ∂xu(ξ).
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9. A construction of the w-function
Consider the equation
(9.1) 2∂2x logw = −u1,
with the initial conditions
(9.2) w(0) = 1, ∂kw(0) = 0, k = 1, . . . , g,
here u1 = u1(t1, . . . , tg) is a solution of the stationary g-KdV equation with respect
to x = t1.
Theorem 9.1. There exists a differentiable solution w of (9.1), (9.2) such that the
functions
(9.3) uk = −2∂x∂k logw, k = 1, . . . , g
satisfy the hypotheses of Theorem 4.2.
Definition 9.1. The solutions of (9.1) described in Theorem 9.1 are called special.
Theorem 9.2. Let pij(t) be as in (8.1) and (8.2). Then there is a unique special
solution of (9.1) such that
(9.4) 2∂i∂j logw = −pij
for all i, j.
Proof. The existence of a required solution of (9.4) follows from Corollary 8.2.
The function w is defined by (9.4) up to a factor exp(λ0 + λ1t1 + . . . + λgtg). All
the constants λi are uniquely determinated by the initial conditions (9.2). 
This result completed the solution of Problem 1.
Definition 9.2. The special solution (9.1) described in Theorem 9.2 is called a
w-function of the solution u of the stationary g-KdV equation.
The relations between the higher logarithmic derivatives of the w function are ob-
tained with the the technique of generating function. For example
∑
ijk ξ
iηjζk∂i∂j∂k logw =
∂(ζ)P (ξ, η). This function was calculated in Lemma 8.3.
The solution u is a point of the space Rg (see Section 5). Consequently, we can
consider the w-function as a function w : Cg ×Rg → C.
The rest of this section is devoted to an explicit construction of the w-function
starting with the given solution u of the KdV equation.
Denote t = (x, t2, . . . , tg) and put
ϕ(t) =
1
2
∫ x
0
∫ x
0
u(t) dx
Then equation (9.1) implies: w(t) = exp(a(t)−ϕ(t)) where a′′(t) = 0. Therefore,
a(t) = a1(t˜)x + a0(t˜) where t˜ = (t2, . . . , tg). The initial condition (9.2) gives now
a0(0) = 0, a1(0) = 0, and ∂ka0(0) = 0, k = 2, . . . , g. It follows from (9.3) that
(9.5) 2∂ka1(t˜) = −uk + 2∂k
∫ x
0
u(t)dt, k = 2, . . . , g.
The set of equations (9.5) with the initial condition a1(0) = 0 has a unique
solution a1(t˜). It follows from (9.4) that 2∂i∂ja0(t˜) = 2∂i∂jϕ(t) − 2∂i∂j a1(t˜)x −
pij(t). These equations with the initial condition a0(0) = 0, ∂ka0(0) = 0, k =
1, . . . , g have a unique solution a0(t˜).
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10. Applications
10.1. Kleinian σ-function. Consider hyperelliptic Kleinian functions σ(t), ζi(t) =
∂i log σ(t), and ℘ij(t) = −2∂i∂j log σ(t). The function 2℘gg(t) is a solution of the
stationary KdV equation (see [3]).
Corollary 10.1. Let z ∈ Cg be a point where σ(z) 6= 0. Then the function
w(t) =
σ(t+ z)
σ(z)
exp 〈−ζ(z), t〉
is a w-function of the solution 2℘gg(t+ z).
Proof. The functions ui = 2℘g,g−i+1 and pij = 2℘g−i+1,g−j+1 satisfy equations
(8.1), (9.4) (see [2]). The corollary now follows from the uniqueness of the w-
function. 
Let θg be the polynomials from [1]. The second logarithmic derivatives of θg give
solutions of the higher KdV equations. As it was proved in [4], the polynomial θg
is, up to a linear change of variables, a rational limit σ̂g of the σ-function of genus
g. Denote ζ̂i(t) = ∂i log σ̂g(t).
Corollary 10.2. Let z ∈ Cg be a point where σ̂g(z) 6= 0. Then the function
w(t) =
σ̂g(t+ z)
σ̂g(z)
exp
〈
−ζ̂(z), t
〉
is the w-function of the solution u = −2(log θg)′′.
10.2. The homogeneity condition. The results obtained in this section follow
from the uniqueness theorems for the w-functions.
Lemma 10.1. Suppose that u(x, t2, . . . , tg) is a solution of a stationary g-KdV
equation with respect to x. Take κ ∈ C∗. Then the function û(x, t2, . . . , tg) =
κ2u(κx, κ3t2, . . . , κ
2g−1tg) is also a solution of the stationary g-KdV equation. Un-
der the transformation u → û the constants µi and ai are transformed as µ̂i =
µiκ
2i+2, âi = κ
2g−2iai.
Proof. Let {u1 = u, u2, . . . , ug} be a sequence of functions from Theorem 4.2.
Then the functions
(10.1) ûi(x, t2, . . . , tg) = κ
2iui(κx, κ
3t2, . . . , κ
2g−1tg)
satisfy the hypotheses of Lemma 2.3 and Lemma 2.4. Therefore by Theorem 4.2
the function û is a solution of the stationary KdV equation. The values µ̂i are
determined by (4.1), the values âi are found from (4.4). 
Thus we have an action of the group C∗ on the space Rg. It is obvious that
under this action the initial values cj = u
(j)(0) are transformed as ĉj = κ
2j+1cj .
Denote by ŵ the w-function of the solution û.
Lemma 10.2. The w-functions w and ŵ of the solutions u and û are related as
follows:
ŵ(t1, . . . , tg) = w(κx, κ
3t2, . . . , κ
2g−1tg)
Proof. The functions ui, ûi are related by equation (10.1). It follows from (8.1),
(9.4) that−2∂i∂jŵ(t1, . . . , tg) = p̂ij = κ2i+2j−2pij = −2∂i∂jw(κx, κ3t2, . . . , κ2g−1tg).
Since the w-function is unique, this completes the proof. 
Consider now the w-function as a function on the space Cg ×Rg.
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Theorem 10.1. The function w satisfies the homogeneity condition:
w(t1, . . . , tg, a0, . . . , ag−2, c0, . . . , c2g) = w(κt1, . . . , κ
2g−1tg, κ
−2ga0, . . . , κ
−4ag−2, κ
−1c0, . . . , κ
−2g−1c2g)
Proof. The theorem follows directly from Lemma 10.1 and Lemma 10.2. 
Consider the function û(ξ) =
∑g
i=1 ûiξi. It follows from (10.1) that
(10.2) û(x, t2, . . . , tg; ξ) = u(κx, κ
3t2, . . . , κ
2g−1tg;κ
−2ξ).
Theorem 10.2. Let Φ(t1, . . . , tg; ξ
−1, α1, . . . , αg) be a common eigenfunction of
the operators L, U1, . . . ,Ug with the eigenvalues E = ξ−1, α1, . . . , αg (see Section
7). Then the function
(10.3)
Φ˜(t1, . . . , tg; ξ
−1, α1, . . . , αg;κ) = Φ(t1κ, . . . , tgκ
2g−1; ξ−1κ−2, α1κ
−3, . . . , αgκ
−2g−1)
is regular as a function of κ in the vicinity of the origin, and
Φ˜ = exp
 ∑
1≤i≤j≤g
αj ξ
j−i+1 ti
+O(κ).
Proof. Denote t̂ = (t1κ, . . . , tgκ
2g−1). Using (7.9), (7.11), one gets
∂iΦ˜
Φ˜
= κ2i−1(∂iF˜ )(t̂; ξ
−1κ−2, α1κ
−3, . . . , αgκ
−2g−1)
=
ξ1−i
4(2− u1(t̂)ξκ2 − . . .)
2∑
j≥i
(4αjξ
j − u′j(t̂)ξjκ2j+1)−
−
∑
j<i
uj(t̂)ξ
jκ2j
∑
j≥i
(4αjξ
j − u′j(t̂)ξjκ2j+1) +
∑
j≥i
uj(t̂)ξ
jκ2j
∑
j<i
(4αjξ
j − u′j(t̂)ξjκ2j+1)
 .
Note that t̂→ (0, . . . , 0) and ui(t̂)→ ui(0) as κ→ 0. Therefore we obtain
∂iΦ˜
Φ˜
=
∑
j≥i
αjξ
j−i+1 +O(κ). 
This allows to obtain a deformation of the function Φ. We see that Φ˜ tends to
the function Φ0 of (7.14) as κ→ 0.
Consider the space L = Cg ×C∗×Cg with coordinates (t1, . . . , tg; ξ, α1, . . . , αg).
Consider also an action of the groupC∗ on the space L given by a formula κ(t1, . . . , tg; ξ, α1, . . . , αg) =
(t1κ, t2κ
3, . . . , tgκ
2g−1; ξκ2, α1κ
−3, . . . , αgκ
−2g−1). This defines a projection p :
L→M whereM = L/C∗. Take some small ε > 0 and denote Lε = {(t1, . . . , tg; ξ, α1, . . . , αg) ∈
L : |ξ| ≥ ε} and ∂Lε = {(t1, . . . , tg; ξ, α1, . . . , αg) ∈ L : |ξ| = ε}. Glue the bound-
ary ∂Lε to the space M using the projection p to obtains the space Zε = Lε ∪pM .
Let ε2 < ε. Then there is a map Lε → Lε2 defined by the formula (t1, . . . , tg; ξ, α1, . . . , αg)→
κ(t1, . . . , tg; ξ, α1, . . . , αg) where κ = ε
−1/2ε
1/2
2 . This map sends the boundary ∂Lε
to the boundary ∂Lε2 , so it can be lifted to a map Zε = Lε ∪M → Zε2 = Lε2 ∪M .
Denote Z = limε→0 Zε and recall that C
∗ × V ∗ ⊂ L.
Consider the embedding Cg × V ∗ → Z. This embedding covers the embedding
Γ∗ → Γ. Approaching the limit point in Γ corresponds to ξ → 0 is the space
M ⊂ Z. So we get the following result:
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Theorem 10.3. On the space Z there is a function Φ̂, such that Φ̂|L = Φ and
Φ̂|M = Φ0.
If ξ → 0 then for the restriction Φ|Γ = Φ(t1, . . . , tg, ξ−1, 0, 0, . . . , αg) one has
Φ ∼ exp
(∑
1≤j≤g αg ξ
g−j+1 tj
)
. Take a local parameter k = αgξ
g. It follows now
from the equation (agξ
g)2 = µ(ξ) = 4ξ−1 +O(ξ) that Φ ∼ exp(∑gj=1 k2j−1tj).
So, the restriction Φ|Γ has the same analytic properties as the Baker–Akhiezer
function ([16]) of the solution u. By the uniqueness of the Baker–Akhiezer function
we conclude that Φ|Γ coincides with the Baker–Akhiezer function.
11. Examples
In this section we demonstrate the key constructions of the paper in the cases
g = 1 and g = 2.
11.1. g = 1. We start with a solution u of the classical stationary KdV equation
u′′′ − 6uu′ = 0. Suppose that x = 0 is a regular point of the function u. Then the
solution u with the given values c0 = u(0), c1 = u
′(0), c2 = u
′′(0) is unique in a
neighbourhood of the point x = 0.
The key equation (4.1) becomes
4(4ξ−1 + µ1ξ + µ2ξ
2) = (u′)2ξ2 + 2u′′ξ(2 − uξ) + 4(ξ−1 + u)(2− uξ)2,
hence µ1 = u
′′ − 3u2, µ2 = 1/4((u′)2 − 2u′′u + 4u3). It is easy to see that
µ′1 = 0 and µ
′
2 = 0. Therefore µ1, µ2 are constants and so µ1 = c2 − 3c20, µ2 =
1/4(c21 − 2c2c0 + 4c30).
The equation of the hyperelliptic curve is
4(4ξ−1 + µ1ξ + µ2ξ
2) = y2.
The w-function is w = exp(−φ(x)) where φ(x) = 12
∫ x
0
∫ x
0
u(x)dx.
The birational equivalence υ : R1 → U1 is given by the formula υ(u1) =
(Γ, (ξ, y)), where ξ = 2/c0, y = 2c1/c0.
Let Φ be a common eigenfunction of the operators L and U1 = A1 with the
eigenvalues E = ξ−1 and α, respectively. Then the logarithmic derivative of the
function Φ is
Φ′
Φ
=
4α ξ − u′(x)ξ
2(2− u(x)ξ)
where 4αξ = 2
√
4ξ−1 + µ1ξ + µ2ξ2. Therefore ∂x logΦ ∼ ξ−1/2 as ξ → 0. Let
z ∈ C be such that u(z) = 2ξ−1 and u′(z) = 4α. Then
F˜ ′(x; ξ−1, α) = F˜ ′(x; z) =
1
2
u′(z)− u′(x)
u(z)− u(x) .
11.2. g = 2. It follows from the equation [L, A2 + a0A0] = 0 that u(5) − 10uu(3) −
20u′′u′ + 30 u2u′ + 16a0u
′ = 0. Equation (4.4) implies that µ1 = 8a0. We have
u(ξ) = uξ + u2ξ
2. The equation (4.1) gives
4(4ξ−1 + µ1ξ + µ2ξ
2 + µ3ξ
3 + µ4ξ
4)
= ξ(−12u2 − 16u2 + 4u′′) + ξ2(4u3 − 8uu2 + (u′)2 − 2uu′′ + 4u′′2)
+ ξ3(8u2u2 + 4u
2
2 + 2u
′u′2 − 2u2u′′ − 2uu′′2) + ξ4(4uu22 + (u′2)2 − 2u2u′′2).
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Therefore, u2 =
1
4 (u
′′−3u2−8a0). Now we can describe µ2, µ3 and µ4 as constants
in the following ordinary differential equation for u: µ2 =
1
4
(
4u(4) − 10uu′′ − 5(u′)2 + 10u3 + 16a0u
)
,
µ3 =
1
16 (2u
′u′′′ − 2uu(4) − 2(u′′)2 − 15u4 + 8u2u′′ − 16u2a0 + 12u2u′ + 64a0),
µ4 =
1
64 ((u
′′′)2 + 16(u′′)2u − 2u′′u(4) + 12(u′)2u′′ + 6u2u(4) + 32u5 − 30u′′u3 −
12u′′′u′u− 160a0uu′′+132a0u3+16a0u(4)− 96a0(u′)2+256a20u). At last, the bira-
tional equivalence υ : R2 → U2 is given by the formula υ(u1) = υ(c0, . . . , c4, a0) =
(Γ, [(ξ1, y1), (ξ2, y2)]). Here for the construction of Γ the coefficients µ1, µ2, µ3, µ4
are used, obtained from the formula above by substitution ck for u
(k). The pairs
(ξi, yi) are the following ones: ξ1, ξ2 are the roots of the equation 2− c0ξ − 14 (c2 −
3c20 − 8a0)ξ2 = 0 and y1, y2 are defined by the formula yi = c1ξi + 14 (c3 − 6c1c0).
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