Spike-and-slab priors are popular Bayesian solutions for high-dimensional linear regression problems. Previous works on theoretical properties of spike-and-slab methods focus on specific prior formulations and use prior-dependent conditions and analyses, and thus can not be generalized directly. In this paper, we propose a class of generic spike-and-slab priors and develop a unified framework to rigorously assess their theoretical properties. Technically, we provide general conditions under which generic spike-and-slab priors can achieve a nearly-optimal posterior contraction rate and model selection consistency. Our results include those of Castillo et al. (2015) and Narisetty and He (2014) as special cases.
Introduction
Consider the linear regression model
(1.1)
where X ∈ R n×p is a deterministic design matrix, β ⋆ ∈ R p is a vector of unknown regression coefficients, σ ⋆ > 0 is unknown standard deviation, and ε ∼ N (0, I n ) is a standard normal vector. We are interested in parameter estimation and model selection in the high-dimensional regime where p ≫ n and a small number s of covariates contribute to the response. Formally, we assume the index set of non-zero regression coefficients ξ ⋆ := {j : β ⋆ j = 0} is s-sparse. The goals are to estimate unknown parameters (σ ⋆ , β ⋆ ) and to identify the true sparse model (index set) ξ ⋆ .
For this high-dimensional linear regression model, many methods have been proposed from the Bayesian perspective. They commonly encourage sparsity of the regression coefficients by adopting suitable priors (Park and Casella, 2008; Hans, 2009; Carvalho et al., 2010; Griffin and Brown, 2012; Armagan et al., 2013; Narisetty and He, 2014; Castillo et al., 2015; Bhattacharya et al., 2015; Martin et al., 2017; Rockova and George, 2018) . These priors can be mainly categorized into two categories: shrinkage priors and spike-and-slab priors.
The shrinkage priors are directly motivated by the equivalence between regularized maximum likelihood estimators in the frequentist framework (among others, Tibshirani, 1996; Fan and Li, 2001; Zou, 2006; Candes and Tao, 2007; Zhang, 2010) and maximum a posteriori estimators in the Bayesian framework. Examples include the Bayesian lasso prior (Park and Casella, 2008; Hans, 2009) , the horseshoe prior (Carvalho et al., 2010; Polson and Scott, 2012) , the correlated normal-gamma prior (Griffin and Brown, 2012) , the double Pareto prior (Armagan et al., 2013) , the Dirichlet-Laplace prior (Bhattacharya et al., 2015) and the spike-and-slab lasso prior (Rockova and George, 2018) , to name a few. Recently Song and Liang (2017) provide conditions for generic shrinkage priors to achieve nearly-optimal parameter estimation rate and model selection consistency.
The spike-and-slab priors are hierarchical priors which naturally arise from probabilistic considerations of the high-dimensional linear regression model (1.1). A generic spike-andslab prior Π(σ, ξ, β) takes the form of σ 2 ∼ g(σ 2 ), ξ ∼ π(ξ), ξ ⊆ {1, . . . , p}, β j |σ 2 ∼ h 0 (β j /σ)/σ, ∀ j ∈ ξ, β j |σ 2 ∼ h 1 (β j /σ)/σ, ∀ j ∈ ξ,
where g is a density function over (0, ∞), ξ ⊆ {1, . . . , p} indexes all possible 2 p subset models, π(ξ) is a model selection prior introducing model sparsity, h 0 is a "spike" distribution for modeling negligible coefficients (e.g., the Dirac measure at 0) and h 1 is a "slab" distribution for modeling significant coefficients. This generic spike-and-slab prior of form (1.2) dates back to the Dirac-and-slab priors (Mitchell and Beauchamp, 1988; George and McCulloch, 1993; Johnson and Rossell, 2012) and mixture Gaussian priors (Ishwaran and Rao, 2005) in the small-p-large-n setup. Later, in the high-dimensional regime, Narisetty and He (2014) showed that a mixture Gaussian prior with shrinking and diffusing scale hyperparameters consistently selects the true sparse model. Castillo et al. (2015) studied both parameter estimation rate and model selection consistency for Dirac-and-Laplace priors. Other recent work also consider the correlated Gaussian distribution as the slab prior (Yang et al., 2016; Martin et al., 2017) .
Despite of these works, theoretical properties for generic spike-and-slab priors of form (1.2) remain unclear. Previous works usually narrow their focuses down to specific choices of spike-and-slab priors, such as the Dirac-and-Laplace prior (Castillo et al., 2015) and the mixture Gaussian prior (Narisetty and He, 2014) , and conduct theoretical assessments under conditions that cope with their choices of formulations. Consequently, their analyses rely on various conditions and are not generalizable to other spike-and-slab priors.
For the model selection prior π(ξ), a popular choice is the independently and identically distributed (i.i.d.) Bernoulli prior (Narisetty and He, 2014) , in which each covariate j is independently selected into the model ξ with probability 1/p. Castillo et al. (2015, Assumption 1) considered a class of model selection priors exponentially decreasing on model size, which we refer to as the Castillo-Schimdt-Vaart priors or simply the CSV priors. Note that the i.i.d. Bernoulli prior does not belong to the class of CSV priors. Regarding the spike and slab distributions, popular choices include the Laplace or the Gaussian distribution and the Dirac measure at 0 as the spike distribution only (Narisetty and He, 2014; Castillo et al., 2015; Rockova and George, 2018) . Although some combinations of the above-mentioned model selection priors, spike priors and slab priors have been recognized, the potential of other combinations for Bayesian high-dimensional linear regression has been overlooked.
On the other hand, different conditions on the eigen-structure of the Gram matrix X T X have been proposed and assumed. These conditions include conditions on the minimum non-zero eigenvalue (Narisetty and He, 2014, MNEV), the minimum restricted eigenvalue (Castillo et al., 2015, MREV) , and the minimum sparse eigenvalue (Song and Liang, 2015, MSEV) . The MREV condition has been widely assumed for frequentist methods (Bickel et al., 2009; Raskutti et al., 2010; Fan et al., 2018) . As for Bayesian methods, however, it is unclear how these different conditions relate to each other and whether the results built on one of them can transfer to the other.
In this paper, we develop a unified theoretical framework to analyze Bayesian methods with generic spike-and-slab priors. This framework could not only facilitate theoretical assessments of a broad class of spike-and-slab priors, but also unifies seemingly different conditions for existing spike-and-slab methods.
First, for the parameter estimation task, we give a high-level condition for model selection prior π(ξ), which is satisfied by both CSV priors and the i.i.d. Bernoulli prior. Another interesting finding is that MNEV, MREV and MSEV are lower bounds of a quantity, which we call the minimum united eigenvalue (MUEV) and denote by λ. A positive λ suffices for the Bayesian spike-and-slab methods to succeed. Second, for the model selection task, we show that, under the commonly-seen beta-min condition (Bühlmann and Van De Geer, 2011, Corollary 7.6) , the generic spike-and-slab prior selects overfitted models that overshoot the true model size by no more than a constant factor. Finally, we identify two more technical conditions, which enable eliminating false discoveries in the overfitted models and consistently selecting true sparse model. Conditions for previous spike-and-slab methods (Castillo et al., 2015; Narisetty and He, 2014 ) are shown to be special cases of our conditions tailored to their specific spike-and-slab priors.
The rest of the paper proceeds as follows. Section 2 introduces a class of generic spikeand-slab priors. Section 3 builds up the posterior contraction of parameters (σ, β) upon the new local eigenvalue condition relating MUEV λ. Section 4 presents additional conditions and theorems for the model selection task. Section 5 sketches the proofs of theorems, with proofs of technical lemmas deferred to the appendix. Section 6 concludes the paper with a discussion.
Notation
For the high-dimensional linear regression model (1.1), both p and s should be understood as sequences of n, i.e., p = p n and s = s n , although their subscripts n are omitted. Similarly, for the spike-and-slab prior Π(σ, ξ, β) specified in (1.2), π, h 0 and h 1 should be understood as sequences of distributions π n , h 0n and h 1n . Let ǫ n := s log p/n, be the nearly-optimal 1 ℓ 2 -estimation error rate for estimating β ⋆ .
For β ∈ R p , let β j denote its j-th component and β ξ denote its sub-vector consisting of coordinates in the subset ξ ⊆ {1, . . . , p}. We also call the index set ξ a model in the context of model selection. For a vector v, let v q with q ∈ [1, ∞] denote its ℓ q -norm. For ℓ 2 -norm, we omit the subscript 2 and write v for simplicity.
We write X j to denote the j-th column of X and X ξ to denote the sub-matrix consisting of columns indexed by ξ ∈ {1, . . . , p}. For a model ξ, let |ξ| be its cardinality, and rank(ξ) be the column rank of X ξ . The model ξ is said to be of full rank if rank(ξ) = |ξ|. Let F denote the set of all full-rank models. Formally
Let P ξ denote the projection matrix onto the column space of X ξ . Note that, in case of
For a symmetric matrix A, we write its largest eigenvalue as λ max (A) and its smallest eigenvalue as λ min (A). For two symmetric matrices A and B, A ≥ B or B ≤ A means A − B is positive semi-definite. For two positive sequences a n and b n , a n ≺ b n or b n ≻ a n means lim sup n→∞ a n /b n = 0; a n b n or b n a n means lim sup n→∞ a n /b n < ∞; a n ≍ b n means a n b n and a n b n ; a n b n or b n a n means a n > b n for sufficiently large n. We write o(1) to denote an arbitrarily small positive constant.
Let P (σ,ξ,β) and E (σ,ξ,β) denote the measure and expectation associated with model (1.1) with parameters (σ, ξ, β). Write P (σ⋆,ξ⋆,β ⋆ ) and E (σ⋆,ξ⋆,β ⋆ ) as P ⋆ and E ⋆ for simplicity. When the probability P (σ,ξ,β) (Ω) of an event Ω does not depend on (σ, ξ, β), we write P (σ,ξ,β) (Ω) as P(Ω).
A Class of Generic Spike-and-slab Priors
Throughout the paper, we tacitly assume that the response vector Y has been centered at 0, and thus include no intercept term in the linear regression model (1.1). Each covariate X j is 1 The optimal ℓ2-estimation error rate is s log(p/s)/n; see Raskutti et al. (2011) and Su and Candes (2016) for references. centered and standardized such that X j = √ n. The true standard deviation σ ⋆ ∈ (0, ∞)
is fixed. The true model ξ ⋆ is of full rank. We focus on the asymptotic regime where p > n but ǫ n = s log p/n → 0.
Our following assumption specifies a class of generic spike-and-slab priors.
Assumption 2.1 (On Prior).
(a) Variance prior: The density function of variance g(σ 2 ) is continuous and positive for any σ 2 ∈ (0, +∞).
(b) Model selection prior: The model ξ is selected a priori with probability being proportional to π(ξ)1{ξ ∈ F}; And, π(ξ) satisfies π(∅) ≍ 1, and with constants
for sufficiently large n 2 .
(c) Spike prior: The sequence z 0n such that 1 {|z| > z 0n } h 0 (z)dz = e −n satisfies z 0n ≺ 1 p log p n .
(d) Slab prior: For z 1n := max j∈ξ⋆ |β ⋆ j /σ ⋆ |+ǫ n , the slab density function h 1 (z) satisfies
Assumption 2.1(a) is satisfied when g is the inverse-gamma density function. If σ 2 ⋆ is known to take values in a smaller range, we could set g to be a continuous and positive density function over that range, e.g., the truncated inverse-gamma density function.
Assumption 2.1(b) requires the model selection prior π(ξ) to downweight large models, and to assign a sufficient mass to the true sparse model ξ ⋆ . The following examples show this requirement is met by the commonly-used i.i.d. Bernoulli prior (Narisetty and He, 2014), and the CSV priors including the complextity prior and the Binomial-Beta prior (Castillo et al., 2012) . Appendix S.1 collects the detailed proofs.
Example 2.2 (Bernoulli Prior). The i.i.d. Bernoulli prior π(ξ) selects each index j into ξ with probability 1/p. This prior meets the condition for π in Assumption 2.1(b) with π(∅) ≈ e −1 , and any A 1 > 1 and A 2 = 1. The deduction of A 2 = 1 needs a novel tail probability inequality due to Pelekis (2016, Theorem 1).
Example 2.3 (CSV Prior). Suppose w(t) is a discrete distribution over possible model sizes t ∈ {0, . . . , p}, and
Recall that both p = pn and s = sn are sequences of n.
with constants B 1 , B 2 , B 3 , B 4 > 0. The prior π(ξ) for model selection given by
Assumption 2.1(c) requires that the spike distribution should be a Dirac-like measure: it should be the Dirac measure at zero or degenerates to it at an appropriate rate. The rate would ensure the aggregated signal of inactive covariates with a priori regression coefficients is negligible
Assumption 2.1(d) avoids excessive thinness of the slab distribution around the true regression coefficients, which would otherwise cause the slab prior to miss true non-zero regression coefficients. This assumption holds if max j∈ξ⋆ |β ⋆ j | ρ n log p in case of the
Posterior Contraction
It is impossible to estimate the coefficients β ⋆ in the high-dimensional linear regression model (1.1) without conditions on the Gram matrix X T X. Indeed, the Gram matrix is noninvertible in the high-dimensional regime of p > n, rendering an unidentifiability issue. A common remedy is to assume some kind of "local invertibility" of the Gram matrix. We formalize this idea in the following definition and assumption.
Definition 3.1 (Minimum United Eigenvalue (MUEV)). The minimum united eigenvalue of order t for the design matrix X is defined as
where F is the set of all full-rank models ξ.
Assumption 3.2 (MUEV Condition). There exists constant K > 0 such that
We also collect other local eigenvalues used in the literature.
Definition 3.3 (Minimum Restricted Eigenvalue (MREV)
). The minimum restricted eigenvalue of order t (with parameter α ≥ 1) is defined as
Definition 3.4 (Minimum Sparse Eigenvalue (MSEV)). The minimum sparse eigenvalue of order t is defined as
Definition 3.5 (Minimum Non-zero Eigenvalue (MNEV)). The minimum non-zero eigenvalue of order t is defined as
where λ N min (A) denotes the minimum non-zero eigenvalue of a symmetric matrix A.
The next lemma discusses the relation of MUEV to other local eigenvalues of the Gram matrix used in the literature. It states that the MUEV condition is the weakest among other possible conditions defined upon MSEV, MREV and MNEV. The premise for MUEV ≥ MNEV was assumed in the original paper of MNEV; see (Narisetty and He, 2014, Condition 4.5).
Lemma 3.6. For any t > s,
Now we are ready to present our main results regarding the posterior contraction rate of β in terms of ℓ 2 norm.
Theorem 3.7 (Posterior Contraction). Suppose Assumption 2.1 and Assumption 3.2 hold with A 1 + A 3 + 1 < A 2 K. For any constants M 1 , M 2 > 8 max{A 2 , 1}K, the posterior distribution Π(σ, ξ, β|X, Y) concentrates on the subset of the parameter space
in the sense that, with some constants C 1 , C 2 ,
The theorem above establishes the posterior contraction rate of parameter β in terms of ℓ 2 -norm. Roughly speaking, the posterior distribution puts almost all mass in an ǫ n -ball centering at true coefficients β ⋆ , with high probability. The posterior contraction rate is a standard metric to evaluate estimation accuracy of Bayesian approaches (Ghosal et al., 2000; Shen and Wasserman, 2001) .
Two appealing byproducts of this theorem are the adaptivity of the posterior distribution to the unknown variance σ 2 ⋆ , and the unknown sparsity level s. The working variance σ 2 accurately estimates σ 2 ⋆ up to a relative error of order ǫ n . The working model ξ does not overshoot the true model size s = |ξ ⋆ | by more than a constant factor K.
Additionally, our theorem allows λ = λ(K) in Assumption 3.2 to decrease to zero as n → ∞, providing broader applicabilities. In this case, Theorem 3.7 gives the posterior contraction rate ǫ n / √ λ. When λ is of constant order, this rate is near optimal.
Model Selection
The task of consistent model selection is harder than the task of parameter estimation, and thus requires more assumptions. Indeed, if some coordinates of β ⋆ are too close to zero, then no method can detect these nearly-zero ordinates as being non-zero. In such case, the posterior distribution may select only a subset of the true model and possibly other coordinates (with nearly-zero coefficients). At the same time, the parameter estimation could be still accurate due to the negligible coefficient values of these false discoveries. To avoid these extreme cases that cause the model selection task to fail, we need some kind of "beta-min" condition (Bühlmann and Van De Geer, 2011) on the minimal value of the true coefficients β ⋆ .
Assumption 4.1 (Beta-min Condition). These exists a constant M 3 > 0 such that
Under this assumption, the posterior distribution would select all active covariates. This is formalized in the following theorem.
Theorem 4.2 (Overfitted Model Selection). If assumptions in Theorem 3.7 as well as As-
concentrates on the subset of the parameter space
in the sense that, with some constants C 3 , C 4 ,
However, Theorem 4.2 does not guarantee the elimination of false discoveries in the overfitted models. To achieve the true sparse model, we need to bound
The two terms on the right-hand side are the conditional posterior and prior ratios between models γ and ξ ⋆ respectively. Given some continuity condition of the slab distribution h 1 , the posterior ratio can be bounded as
Note that many diffusing slab distributions have diminishing maximum values sup z h 1 (z) → 0. The conditional posterior ratio is upper bounded by the diffusing rate of h 1 (z) after proper normalization. The prior ratio is solely determined by the model selection prior π(ξ). Combining these pieces together yields the following theorem for model selection consistency of spike-and-slab methods. 
Then, with constants C 5 , C 6 ,
Consequently, if r n ≺ 1 then Π(ξ = ξ ⋆ |X, Y) converges to 1 in expectation and in probability.
The expression of rate r n precisely characterizes the roles of the model selection prior and the diffusing slab distribution in a successful Bayesian model selection procedure. Conditions of Narisetty and He (2014) 
(as they assume fixed true coefficients β ⋆ , and thus z 1n ≍ 1). In this setup, conditions (a) and (b) in Theorem 4.3 turn to be
This is the rate assumed by Narisetty and He (2014, the first display of Section 2.1).
Example 4.5 (Castillo et al., 2015) . For Laplace slab distribution with inverse scale parameter ρ n and the CSV prior of model selection (see Example 2.3),
In this setup, conditions (a) 
Proofs of Theorems
In this section, we sketch proofs of Theorem 3.7, Theorem 4.2 and Theorem 4.3. Technical lemmas and their proofs are collected in the appendix.
Proof of Theorem 3.7
The claimed inequality of Theorem 3.7 is equivalent to
Our central technique to prove (5.1) is the following lemma, which is borrowed from Barron (1998, Lemma 6) and Song and Liang (2017, Lemma A4).
Lemma 5.1. Consider a parametric model {P θ } θ∈Θ , and a data generation D from the true
and
then for any δ 3 ,
Specifically, in the linear regression model (1.1),
The high-level idea is that, to get the posterior concentration on a desired subset Θ of the parameter space, one can split the set of undesired parameter values Θ c as two subsets Θ 0 and Θ test , with parameter values in Θ 0 received negligible a priori probability mass and parameter values in Θ test distinguished from θ ⋆ by a uniformly powerful test φ.
We first construct Θ 0 , Θ test and φ, which will be used to prove (5.1) in the framework described by Lemma 5.1. For Θ 0 and Θ test , let
We take the test function as φ = max{φ 1 , φ 2 },
Next, by the following lemmas, the conditions required by Lemma 5.1 are verified with the above-defined Θ 0 , Θ test and φ. 
Lemma 5.5. Suppose Assumption 2.1 holds. For any small constant η > 0,
with constant C η > 0 depending on η.
In particular, Lemma 5.2 verifies condition (a) of Lemma 5.1 with
Lemmas 5.3-5.4 verifies condition (b) of Lemma 5.1 as follows:
Lemma 5.5 verifies condition (c) of Lemma 5.1 with
Finally, we note that δ 0 > δ 1 , because M 1 , M 2 > √ 8A 2 K. Choosing suitable δ 3 = e −Cs log p such that
completes the proof.
Proof of Theorem 4.2
Since
it suffices to show that
To this end, we use the technique developed from Lemma 5.1 again. Recall notation Θ 0 , Θ 1 , Θ 2 , φ 1 and φ 2 in the proof of Theorem 3.7 and redefine (with a little abuse of notation)
We proceed to verify conditions of Lemma 5.1. As in the proof of Theorem 3.7, Lemma 5.2 and Lemma 5.5 have verified conditions (a) and (c). It is only left to verify condition (b) for redefined Θ test and φ. The following lemma serves for this purpose.
Lemma 5.6. Suppose Assumption 3.2 and Assumption 4.1 hold with M 3 = √ 8A 2 K.
Then
Next, combining Lemmas 5.3-5.4 and Lemma 5.6 yields
Proof of Theorem 4.3
The proof of Theorem 3.7 uses two technical lemmas, which are stated as follows.
Lemma 5.7. For any constant η > 0, let
for some constant C η depending on η. 
for any t = s + 1, . . . , (K + 1)s, for sufficiently large n > N (where N does not depends on t). 
Combining this result with Theorem 4.2 concludes the proof.
Discussion
In this paper, we identify a class of generic spike-and-slab priors and then develop a unified theoretical framework to analyze these spike-and-slab methodologies. Comparing with the literature, we characterize the weakest conditions to guarantee near optimal posterior contraction rate and consistent model selection property. Our conditions and results are general and include previous works as special cases. 
Finally,
Proof for Example 2.3. Recall that both p = p n and s = s n are assumed to be sequences of n. First, find large integer N 1 such that, for any n > N 1 , B 2 p −B 4 ≤ 1/2. Then
implying w(0) ≥ 1/2. Next, find large integer N 2 such that, for any n > N 2 , log(2B 2 ) < (B 4 − A 2 ) log p. Then, for any n > max{N 1 , N 2 } and any t ≥ 0,
Third, find large integer N 3 such that, for any n > N 3 , log(B 3 /2) < (A 1 − B 3 − 1) log p. Then, for any n > max{N 1 , N 3 },
Therefore, N = max{N 1 , N 2 , N 3 } is the desideratum.
S.2 Proofs of Technical Lemmas
Proof of Lemma 3.6. The first inequality is trivial. The second inequality follows from the facts that
For the third inequality, it suffices to show upon the identifiability condition that any fullrank model ξ such that |ξ ∪ ξ ⋆ | ≤ t results in a full-rank model ξ ∪ ξ ⋆ . This is obvious for cases of underfitted models ξ ⊆ ξ ⋆ . For other cases, we prove by contradiction. Suppose for the sake of contradiction that ξ ∪ ξ ⋆ with ξ ⊆ ξ ⋆ is not of full rank. We construct a vector basis of model ξ ⋆ ∪ ξ by merging all vectors of ξ \ ξ ⋆ and some selected vectors of ξ ⋆ . Let γ ⊆ ξ ⋆ denote the index set of the selected vectors. We must have γ ⊂ ξ ⋆ since ξ ∪ ξ ⋆ is not of full rank. Therefore, (ξ \ ξ ⋆ ) ⊎ γ ⊇ ξ ⋆ , but (I − P (ξ\ξ⋆)⊎γ )X ξ⋆ = 0, which contradict to the premise.
Proof of Lemma 5.2. Due to Assumption 2.1(b),
Due to Assumption 2.1(c), for any ξ ⊆ {1, . . . , p} any σ > 0,
Putting these pieces together completes the proof.
Proof of Lemma 5.3, part(a). Write
Since projection matrices P ξ 1 ∪ξ⋆ ≤ P ξ 2 ∪ξ⋆ for nested models ξ 1 ⊆ ξ 2 , the quantity ε T (I − P ξ∪ξ⋆ )ε achieves its minimum value at some ξ of size Ks and its maximum value at ξ = ∅.
For each ξ of size Ks or 0, write
Putting the last two displays together with the probability bound of the chi-square distribution (Lemma S.3.2, part (b)) yields
Proof of Lemma 5.3, part(b) . Define
Applying Lemma S.3.3 yields
We proceed to bound, for any (σ, ξ, β) ∈ Θ 1 ,
To this end, the restriction σ 2
As we will show later, under P (σ,ξ,β) ,
Note that this bound holds uniformly for all (σ, ξ, β) ∈ Θ 1 , and that Assumption 2.1(c) derives that pz 0n /ǫ n → 0. Therefore, the probability bound of the chi-square distribution (Lemma S.3.2, part (a)) concludes the proof. It is only left to show (S.1). For simplicity of notation, we write
we have for small b ,
Proof of Lemma 5.4, part (a) . For any ξ ∈ F such that |ξ \ ξ ⋆ | ≤ Ks, write
Since projection matrices P ξ 1 ∪ξ⋆ ≤ P ξ 2 ∪ξ⋆ for nested models ξ 1 ⊆ ξ 2 , the quantity ε T P ξ∪ξ⋆ ε achieves its maximum value at some ξ of size Ks.
For each ξ of size Ks, we note that rank(ξ ∪ ξ ⋆ ) ≤ (K + 1)s and write P ⋆ ε T P ξ∪ξ⋆ ε > M 2 2 nǫ 2 n /4 ≤ P χ 2 (K+1)s > M 2 2 nǫ 2 n /4 .
Proof of Lemma 5.4, part(b) . Define
We proceed to bound, for any (σ, ξ, β) ∈ Θ 2 ,
Under P (σ,ξ,β) , restrictions σ 2
Thus,
Note that this bound holds uniformly for all (σ, ξ, β) ∈ Θ 2 . Assumption 2.1(c) deriving that pz 0n /ǫ n → 0 and the probability bound of the chi-square distribution (Lemma S.3.2, part (b)) conclude the proof.
Proof of Lemma 5.5. The proof consists of four steps.
(i) Let
for any small η 3 > 0.
(iv) Prove
Setting sufficiently small η 1 , η 2 , η 3 and suitable C such that
completes the proof. Proof of (ii):
The first term, due to Assumption 2.1(a), is bounded from below as
for any small c > 0. The second term, due to Assumption 2.1(b), is bounded from below as
The third term, due to Assumption 2.1(c), is bounded from below as
The four term, due to Assumption 2.1(d), is bounded from below by j∈ξ⋆ β ⋆ j /σ+η 2 ǫn/s
Proof of (iii): we are going to show that, given P ξ⋆ ε 2 < Cnǫ 2 n and ε 2 < 4n, the density ratio
for any (σ, ξ, β) ∈ Θ ⋆ and any samll constant η 3 > 0. Write
where the definition of Θ ⋆ enforces restrictions that
and the premise derives that ε < 2 √ n and that
Collecting these pieces together yields the desired lower bound for the density ratio.
Proof of (iv): it follows from the facts that P ξ⋆ ε 2 ∼ χ 2 s , ε 2 ∼ χ 2 n and the probability bounds of the chi-squared distribution (Lemma S.3.2).
Proof of Lemma 5.6, part (a) . We first show that min ξ ⊇ξ⋆:|ξ\ξ⋆|≤Ks
Indeed, for any ξ ⊇ ξ ⋆ with set difference |ξ \ ξ ⋆ | ≤ Ks,
Note that X T ξ⋆\ξ (I − P ξ ) X ξ⋆\ξ is the Schur complement of the principal submatrix X T ξ⋆\ξ X ξ⋆\ξ in the matrix X T ξ∪ξ⋆ X ξ∪ξ⋆ . Thus, by Lemma S.3.4,
It further leads to (S.2) as
From the fact that P ξ∪ξ⋆ ≤ P ξ + P ξ⋆ , it follows that φ 3 = 1 min ξ ⊇ξ⋆:|ξ\ξ⋆|≤Ks
Putting it together with the tail probability bound of the chi-square distribution (Lemma S.3.2) yields
Proof of Lemma 5.6, part(b) . Define
Then φ 3 = max γ ⊇ξ⋆:|γ\ξ⋆|≤Ks φ 3,γ , Θ 3 = ∪ γ ⊇ξ⋆:|γ\ξ⋆|≤Ks Θ 3,γ .
We proceed to bound, for any (σ, ξ, β) ∈ Θ 3 ,
and the fact that P ξ∪ξ⋆ ≤ P ξ + P ξ⋆ imply that
Note that this bound holds uniformly for all (σ, ξ, β) ∈ Θ 3 and that Assumption 2.1(c) derives that pz 0n /ǫ n → 0. Therefore, the probability bound of the chi-square distribution (Lemma S.3.2, part (b)) concludes the proof.
Proof of Lemma 5.7. First, for any full-rank overfitted model ξ of size t ≤ (K + 1)s, On the other hand, the denominator of (S.3) is bounded from below as ≥ β ξ :β ξ\ξ⋆ ∈B t−s , β ξ⋆ ∈C ′ N (Y|Xβ, σ 2 I)h 1 (β ξ⋆ /σ)h 0 (β ξ\ξ⋆ /σ)d(β ξ /σ)
Comparison of the last two displays reveals that (S.3) is upper bounded by the product of three terms, which are bounded as follows. Proof. For part (a), the first assertion follows from the sub-exponential tail of chi-squared distribution, and the second assertion is due to [1/8 − o(1)]nǫ 2 n (nǫ n + d n ) 2 8(n − d n ) nǫ n + d n 8 ,
[1/8 − o(1)]nǫ 2 n (nǫ n − d n ) 2 8(n − d n ) nǫ n − d n 8 .
For part (b), the first assertion is a corollary of Laurent and Massart (2000, Lemma 1), and the second assertion follows from 
