In this paper we present ALEC (Adaptive Learning by Evolutionary Computation), an automatic computational framework for optimizing neural networks wherein the neural network topology (architecture, activation function, weights) and learning algorithms are adapted according to the problem. We explored the performance of ALEC and Artificial Neural Networks (ANNs) for Function Approximation (FA) problems. To evaluate the comparative performance, we used three different well-known chaotic time series. We also report some experimentation results related to convergence speed and generalization performance of four different neural network-learning algorithms. Performances of the different learning algorithms were evaluated when the activation functions and architecture were changed. We further demonstrate how effective and inevitable is ALEC to design an ANN, which is smaller, faster and with a better generalization performance.
Introduction
In ANN terminology, function approximation is simply to find a mapping f: n R m R ⇒ , given a set of training data. To approximate a function f, a model must be able to represent its many possible variations. ANN techniques can be considered as an approach to function approximation in a strict mathematical sense. Even then, finding a global approximation (applying to the entire state space) is often a challenging task. The important drawback with the conventional design of ANN is that the designer has to specify the number of neurons, their distribution over several layers and interconnection between them. In this paper, we investigated the speed of convergence and generalization performance of backpropagation algorithm, conjugate gradient algorithm, quasi Newton algorithm and Levenberg-Marquardt algorithm. Our experiments s how that architecture and node activation functions can significantly affect the speed of convergence of the different learning algorithms. We finally present the evolutionary search procedures wherein ANN design can evolve towards the optimal architecture without outside interference, thus eliminating the tedious trial and error work of manually finding an optimal network [1] . Experimentation results, discussions and conclusions are provided towards the end.
Artificial Neural Network Learning Algorithms
If we consider a network with differentiable activation functions, then the activation functions of the output units become differentiable functions of both the input variables and of the weights and biases. If we define an error function (E), such as sum of squares error, which is a differentiable function of the network outputs, then this error is itself a differentiable function of the weights. We can therefore evaluate the derivatives of the error with respect to the weights, and these derivatives can then be used to find weight values, which minimize the error function, by using one of the following learning algorithms:
Backpropagation Algorithm (BP)
BP is a gradient descent technique to minimize the error E for a particular training pattern. For adjusting the weight ( ij w ) from the i-th input unit to the j-th output, in the batched mode variant the descent is based on the gradient E ∇ ( ij dw dE ) for the total training set:
The gradient gives the direction of error E. The parameters ε and α are the learning rate and momentum respectively. A good choice of both the parameters is required for training success and speed of the ANN.
Conjugate Gradient Algorithms (CGA)
In CGA a search is performed along conjugate directions, which produces generally faster convergence than steepest descent directions. A search is made along the conjugate gradient direction to determine the step size, that minimizes the performance function along that line. All the conjugate gradient algorithms start out by searching in the steepest descent direction (negative of the gradient) on the first iteration. A line search is then performed to determine the optimal distance to move along the current search direction: Then the next search direction is determined so that it is conjugate to previous search direction. The general procedure for determining the new search direction is to combine the new steepest descent direction with the previous search direction. The Scaled Conjugate Gradient (SCG) algorithm was designed to avoid the time consuming the line search [5] . The key principle is to combine the model trust region approach with the conjugate gradient approach.
Quasi -Newton Algorithm (QNA)
Newton's method is an alternative to the CGA methods for fast optimization. The basic step of Newton's method is given by , where J is the Jacobian matrix, which contains first derivatives of the network errors with respect to the weights, and e is a vector of network errors. The Jacobian matrix can be computed through a standard backpropagation technique that is less complex than computing the Hessian matrix. The LM algorithm uses this approximation to the Hessian matrix in the following Newton-like update:
When the scalar µ is zero, this is just Newton's method, using the approximate Hessian matrix. When µ is large, this becomes gradient descent with a small step size. As Newton's method is more accurate, µ is decreased after each successful step (reduction in performance function) and is increased only when a tentative step would increase the performance function. In this way, the performance function will always be reduced at each iteration of the algorithm.
Experimental Setup Using Artificial Neural Networks
We used a feed forward network with 1 hidden layer and the training was performed for 2500 epochs. The quantities of hidden neurons were varied (14,16,18,20,24) and the speed of convergence and generalization error for each of the four learning algorithms was observed. To study the effect of node activation functions we also used Log-Sigmoidal Activation Function (LSAF) and Tanh-Sigmoidal Activation Function (TSAF) keeping 24 hidden neurons for the four learning algorithms. Computational complexities of the d ifferent learning algorithms were also noted during each event. In our experiments, we used the following 3 different time series [7] for training the ALEC/ANN and evaluating the performance.
a) Waste Water Flow Prediction
The problem is to predict the wastewater flow into a sewage plant. The water flow was measured every hour. It is important to be able to predict the volume of flow f(t+1) as the collecting tank has a limited capacity and a sudden increase in flow will cause to overflow excess water. The water flow prediction is to assist an adaptive online controller. The data set is represented as [ f(t), f(t-1), a(t), b(t), f(t+1)] where f(t), f(t-1) and f(t+1) are the water flows at time t,t -1, and t+1 (hours) respectively. a(t) and b(t) are the moving averages for 12 hours and 24 hours. The time series consists of 475 data points. The first 240 data sets were used for training and remaining for testing purposes.
b) Mackey-Glass Chaotic Time Series
The Ma ckey -Glass differential equation is a chaotic time series for some values of the parameters x(0) and t.
We used the value x(t-18), x(t-12), x(t -6), x(t) to predict x(t+6). Fourth order RungeKutta method was used to generate 1000 data series. The time step used in the method is 0.1 and initial condition were x(0)=1.2, t=17, x(t)=0 for t<0. First 500 data sets were used for training and remaining as testing data.
c) Gas Furnace Time Series Data
This time series was used to predict the CO 2 (carbon dioxide) concentration y(t+1). In a gas furnace system, air and methane are combined to form a mixture of gases containing CO 2 . Air fed into the gas furnace is kept constant, while the methane feed rate u(t) can be varied in any desired manner. After that, the resulting co 2 concentration y(t) is measured in the exhaust gases at the outlet of the furnace. Data is represented as [u(t), y(t), y(t+1)] The time series consists of 292 pairs of observation and 50% was used for training and remaining for testing purposes.
Experimentation results using ANNs Figure 5 shows the plot of approximate computational complexity (in Billion Floating Operations -BFlops) for the different learning algorithms when the hidden neurons were 24 and using TSAF.
Discussion of results obtained using artificial neural networks
Our experiments and the following discussion highlight the difficulty in finding an optimal ANN which is smaller in size, faster in convergence and with the best generalization error.
For Mackey Glass series all the 4 learning algorithms tend to generalize well as the hidden neurons were increased. However the generalization was better when the hidden neurons were using TSAF. LM has the fastest convergence regardless of architecture and node activation function. However, the figures depicting computational complexity of LM are very amazing. For Mackey glass series (with 14 hidden neurons), when BP was using 0.625 BFlops, LM has utilized 29.4 BFlops. When the hidden neurons were increased to 24, BP used 1.064 BFlops and LM's share was 203.10 BFlops. LM gave the lowest generalization RMSE of 0.0009 with 24 hidden neurons.
For gas furnace series the generalization performance were entirely different for the different learning algorithms. BP gave the best generalization RMSE of 0.0766 with 18 hidden neurons (TSAF), RMSE for SCG, QNA and LM were 0.033 (16 neurons), 0.0376 (18 neurons) and 0.045 (14 neurons) respectively. QNA was giving better generalization error when the activation function was changed from TSAF to LSAF.
Wastewater prediction series also showed a different generalization performance when the architecture was changed for the different learning algorithms. BP's best generalization RMSE was 0.136 with 16 hidden neurons (TSAF) and that of SCG, QNA and LM were 0.090, 0.1276 and 0.095 with 14 neurons each respectively. SCG's generalization error was improved (0.082) when the activation function was changed from TSAF to LSAF.
In spite of computational complexity, LM performed well for Mackey Glass series. For gas furnace and wastewater prediction SCG algorithm performed better. However the speed of convergence of LM in all the three cases is worth to be noted. This leads us to the following questions:
What is the optimal architecture for a given problem?
What sort of activation function should one choose? What is the optimal learning algorithm and its parameters?
The following sections will guide through some possible solutions to the above questions and our further experiments and inferences.
Evolutionary Algorithms (EA)
EAs are population based adaptive methods, which may be used to solve optimization problems, based on the genetic processes of biological organisms [3] . Over many generations, natural populations evolve according to the principles of natural selection and "Survival of the Fittest", first clearly stated by Charles Darwin in "The Origin of Species". By mimicking this process, EAs are able to "evolve" solutions to real world problems, if they have been suitably encoded. The procedure may be written as the difference equation:
is the population at time t under a representation x, v is a random variation operator, and s is the selection operator.
Adaptive Learning by Evolutionary Computation (ALEC)
Evolutionary computation has been widely used for training and automatically designing ANNs. However, not much work has been reported regarding evolution of learning mechanisms, which is surprisingly the most challenging part [2] . ALEC mainly focuses on the adaptive search of learning algorithms according to the problem. An optimal design of an ANN can only be achieved by the adaptive evolution of connection weights, architecture and learning rules which progress on different time scales [1] . Figure 6 illustrates the general interaction mechanism with the learning mechanism of the ANN evolving at the highest level on the slowest time scale. All the randomly generated architecture of the initial population is trained by four different learning algorithms and evolved in a parallel environment. Parameters of the learning algorithm will be adapted (example, learning rate and momentum for BP) according to the problem. Figure 7 illustrates the basic architecture of ALEC. 
ALEC: Experimentation Setup and Results
We have applied ALEC to the three-time series prediction problems mentioned in Section 3. For performance comparison purposes we used the same set of training and test data, which were used for ANNs. The parameters used in our experiments were set to be the same for all the 3 problems. Fitness value is calculated based on the RMSE error achieved on the test set. The best-evolved ANN will be the best individual in the last generation. As the learning process is evolved separately, user will have the option to pick the best ANN (eg. less RMSE, fast convergence, less computational expensive etc.) among the four learning algorithms. Genotypes were represented using binary coding and the initial population of network architectures was randomly created based on the following ALEC parameters. We used a learning rate of (0.2-0.05) and a momentum of (0.2-0.05) for BP algorithm. For SCG the parameter controlling change in weight for second derivative approximation was chosen as 5e-05(+/-100%) and the parameter for regulating the indefiniteness of the Hessian as 5e-07(+/-100%). In QNA we varied the scaling factors and step sizes after each generation. For LM we used 1 as t he factor for memory/speed trade off to converge faster, adaptive learning rate of 0.001 (+/1 100%) and learning rate increasing and decreasing factor of 10 and 0.1 respectively. Table 2 shows comparative performance between ALEC and ANN. For BP algorithm RMSE error was reduced by 82.4% for Mackey Glass series while it was 52.3% for gas furnace and 60.3% for wastewater prediction. At the same time number of hidden neurons has reduced by 58.4% (Mackey Glass), 55.5% (Gas furnace) a nd 31.25 (wastewater) respectively. The percentage savings in RMSE and hidden neurons are very much similar for all the four algorithms. LM algorithm gave the best results for Mackey Glass and wastewater prediction and SCG performed well for gas furnace series. Overall LM algorithm gave the best RMSE error even though it is highly computational expensive. We deliberately terminated the training after 2500 epochs (regardless of early stopping in some cases) for ANN and ALEC problems, just to have a generalization performance comparison.
Discussions

Conclusion
Selection of the architecture (number of layers, hidden neurons, activation functions and connection weights) of a network and correct learning algorithm is a tedious task for designing an optimal artificial neural network. Moreover, for critical applications and hardware implementations optimal design often becomes a necessity. In this paper, w e have formulated and explored; ALEC: an adaptive computational framework based on evolutionary computation for automatic design of optimal artificial neural networks. Empirical results are promising and show the importance and efficiency of the technique.
In ALEC, our work was mostly concentrated on the evolutionary search of optimal learning algorithms. For the evolutionary search of architectures, it will be also interesting to model as co-evolving sub-networks instead of evolving the whole network as we evolved in ALEC [9] . Also it will be worthwhile to explore the whole population information of the final generation for deciding the best solution [8] .
