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a b s t r a c t
In this paper, a new algorithm for tracing the combined homotopy path of the non-convex
nonlinear programming problem is proposed. The algorithm is based on the techniques
of β-cone neighborhood and a combined homotopy interior point method. The residual
control criteria, which ensures that the obtained iterative points are interior points, is given
by the condition that ensures the β-cone neighborhood to be included in the interior part
of the feasible region. The global convergence and polynomial complexity are established
under some hypotheses.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following nonlinear programming (NLP):
min f (x) (1)
s.t. gi(x) ≤ 0, i = 1, 2, . . . ,m,
where x ∈ Rn and f (x), gi(x) are sufficiently smooth functions. LetΩ = {x ∈ Rn : gi(x) ≤ 0, i = 1, 2, . . . ,m} be the feasible
set of NLP (1),Ω0 = {x ∈ Rn : gi(x) < 0, i = 1, 2, . . . ,m} be the strictly feasible set of NLP, ∂Ω = Ω \Ω0 be the boundary
set ofΩ and B(x) = {i ∈ {1, . . . ,m} : gi(x) = 0} be the binding set at x.
Problem (1) is a non-convex programming problem. For a convex programming problem, the solution of the optimization
problemcanbe obtained from theK–K–T system. But for the non-convex programmingproblem,we can only get the solution
of the K–K–T system (c.f. e.g. [14]), which is defined as follows:
Definition 1 (K–K–T System). (x, y) is said to be a solution of the K–K–T system, if (x, y) satisfies
H(w) =
(∇f (x)+∇g(x)y
Yg(x)
)
= 0, g(x) ≤ 0, y ≥ 0 (2)
wherew = (x, y), g = (g1, . . . , gm)T and Y = diag(yi).
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In 1988, Karmarkar interior point method for linear programming as a kind of path following method was discovered [5,
6,8]. Later, it was generalized to convex programming [3,4,7,9,10,12,13]. The other many interior point methods for solving
convex programming are under strong assumptions that the logarithmic barrier functions are strictly convex and the
solution set is nonempty and bounded. Unlike convex programming problemwith the excellent properties, the non-convex
programming problem becomes more difficult to solve. However, interior point methods for non-convex programming
had not been found in the literature until Feng, Lin and Yu [1,2] proposed a combined homotopy interior point method for
solving the non-convex programming problem. Based on the K–K–T system of NLP they constructed the homotopy equation
as follows:
H(x, y, µ) =
(
(1− µ)[∇f (x)+∇g(x)y] + µ(x− x(0))
Yg(x)− µY (0)g(x(0))
)
= 0, (3)
wherew(0) = (x(0), y(0))T ∈ Ω0 × Rm++, Y (0) = diag(y(0)i ).
Under the following three conditions, the existence and convergence of the homotopy pathway are proved:
(C1) Ω0 is nonempty (Slater’s condition) and bounded;
(C2) ∀x ∈ ∂Ω, {∇gi(x) : i ∈ B(x)} is a matrix of full column rank (regularity of the condition);
(C3) (The normal cone condition ofΩ at x) ∀x ∈ ∂Ω, the normal cone ofΩ at xmeetsΩ only at x, i.e., ∀x ∈ ∂Ω,{
x+
∑
i∈B(x)
∇gi(x)yi : yi ≥ 0, for i ∈ B(x)
}
∩Ω = {x}.
A distinctive advantage of the homotopy method is that the algorithm exhibits the global convergence under the weaker
conditions. In this paper, based on the smoothing Newton method [11] and the path following algorithm [15], we present a
path following algorithm for tracing the combined interior homotopy pathway and its global convergence and polynomial
complexity are established under some conditions. On the other hand, in terms of the technique of theβ-cone neighborhood,
the obtained iterative points {(w(k), µk)} belong to Ω0 × Rm++ × (0, 1]. And the limit point of the sequence {(x(k), y(k))} is
proved to be existent and converges to a K–K–T solution of the NLP (1).
The plan of this paper is organized as follows. In Section 2, the definition of the β-cone neighborhood and the basic
framework of the algorithm are presented. Then we devote to proving the global convergence of the algorithm in Section 3.
In Section 4, the polynomial complexity of the algorithm is established.
A few words about our notation are in order. All vectors are column vectors with the superscript T denoting transpose.
Let Rn, Rn+ and Rn++ denote the n-dimensional Euclidean space, the nonnegative orthant of Rn and positive orthant of Rn,
respectively. In order to simplify our notation, we writew = (x, y). Finally, the symbol ‖ · ‖ denotes the Euclidean norm.
2. Algorithm
First, we give the definition of the β-cone neighborhood. Letting
C = {(w,µ) : H(w,µ) = 0, µ ∈ (0, 1]} ⊂ Ω0 × Rm++ × (0, 1] , D,
we call C the smooth homotopy path which is to be followed.We next define a β-cone neighborhood around the homotopy
path
N (β, µ) = {(w,µ) : ‖H(w,µ)‖ ≤ βµ,µ ∈ (0, 1]},
where β > 0 is called the width of the neighborhood.
The following lemma plays an important role in guaranteeing the β-cone neighborhood to belong to the interior of D.
Lemma 1. If β0 = mini∈1:m |y(0)i gi(x(0))| and β ∈ (0, β0), we haveN (β, µ) ⊂ Ω0 × Rm++ × (0, 1].
Proof. From the definition of the β-cone neighborhood, we know when ‖H(w,µ)‖ ≤ βµ, by the second part of the
homotopy equation (3), we have that the inequality ‖Yg(x)−µY (0)g(x(0))‖ ≤ βµ holds, and |(Yg(x)−µY (0)g(x(0)))i| ≤ βµ,
i = 1, 2, . . . ,m, that is to say,
µy(0)i gi(x
(0))− βµ ≤ yigi(x) ≤ µy(0)i gi(x(0))+ βµ.
For β ∈ (0, β0), in terms ofw(0) ∈ Ω0 × Rm++ and β0 ≤ −y(0)i gi(x(0)), i = 1, 2, . . . ,m, we have
yigi(x) < (y
(0)
i gi(x
(0))+ β0)µ ≤ 0, i = 1, 2, . . . ,m.
Hence, by (x(0), y(0), 1) ∈ D and the connectivity of N (β, µ), we have N (β, µ) ⊂ Ω0 × Rm++ × (0, 1]. The proof is
completed. 
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Let
G(w,µ) =
(
H(w,µ)
µ
)
. (4)
Algorithm 1 (The Path Following Algorithm).
Step 0 (Initialization)
Set k = 0, µ0 = 1. Take the width of β-cone neighborhood β ∈ (0, β0), (w(0), 1) ∈ N (β, 1), α ∈ (0, 1), δ ∈ (0, 1),
 > 0.
Step 1 (Termination Criterion)
If µk < , stop, andw(k) := (x(k), y(k)) solves approximately the homotopy equation (3).
Step 2 (Computation of the Newton Direction)
Let (4w(k),4µk) solve the equation
G(w(k), µk)+∇G(w(k), µk)T
(4w(k)
4µk
)
=
(
0
(1− α)µk
)
. (5)
Step 3 (Backtracking Line Search)
Let λk be the maximum of the values 1, δ, δ2, . . . such that
‖H(w(k) + λk4w(k), (1− αλk)µk)‖ ≤ (1− αλk)βµk. (6)
Setw(k+1) := w(k) + λk4w(k), µk+1 := (1− αλk)µk, k := k+ 1, and go to step 1.
Assumption 1. For any µ ∈ (0, 1] and (w,µ) ∈ N (β, µ), H ′w(w,µ) is nonsingular.
Remark
(1) From Assumption 1, by some simple computation, we know that the Jacobian ∇G(w(k), µk) is nonsingular if
(w(k), µk) ∈ N (β, µk), and so the Newton equation (5) yields a unique solution.
(2) Due to Eq. (5) of Step 2, we derive4µk = −αµk.
We are now in the position to show that the algorithm is well defined.
Theorem 1. The above algorithm is well defined, that is to say, if (w(k), µk) ∈ N (β, µk) with µk > 0, we have
that (w(k+1), µk+1) is well defined with the backtracking routine in Step 3 finitely terminating. In the latter case, we have
(w(k+1), µk+1) ∈ N (β, µk+1), where 0 < µk+1 ≤ µk.
Proof. Let (w(k), µk) ∈ N (β, µk), whereµk ∈ (0, 1].µk <  if and only ifw(k) solves approximately Eq. (3). Ifw(k) does not
solve Eq. (3), by Remark (1), (4w(k),4µk) is unique. Let (w(k+1), µk+1) = (w(k) + λk4w(k), (1 − αλk)µk). We next verify
that the backtracking routine in Step 3 is finitely terminating. Letting ψ(w,µ) = ‖H(w,µ)‖, in terms of (5), we have
ψ ′((w(k), µk), (4w(k),4µk)) = −‖H(w(k), µk)‖.
Hence, (5) can also be regarded as an instance of a standard backtracking line search routine and is finitely terminating with
0 < µk+1 ≤ µk. (5) implies that (w(k+1), µk+1) ∈ N (β, µk+1). This completes the proof. 
3. Global linear convergence
Before the global linear convergence analysis, we discuss the property of the mapping G(w,µ).
Lemma 2. Assume that G(w,µ) is defined by Eq. (4). Given the bounded convex set M ⊂ Rn+m, for ∀ w ∈ M and µ ∈ (0, 1],
there exists a positive constant C > 0 such that∥∥∥∥∂2Gi(w,µ)∂(w,µ)2
∥∥∥∥ ≤ C, i = 1, 2, . . . , n+m+ 1.
Proof. Since ∂
2Gi(w,µ)
∂(w,µ)2
regards withw,µ, whenw belongs to a bounded setM andµ ∈ (0, 1], there exists a constant C > 0
such that∥∥∥∥∂2Gi(w,µ)∂(w,µ)2
∥∥∥∥ ≤ C, i = 1, 2, . . . , n+m+ 1.
This completes the proof. 
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We are now in the position to state and prove the global linear convergence result for the algorithm described in the
preceding section. Assume that the algorithm does not terminate finitely. In addition, we make the following assumption
on the infinite sequence {(w(k), µk)} generated by the algorithm.
Assumption 2. Given µ ∈ (0, 1] and the point (w,µ) ∈ N (β, µ), there existsM > 0 such that ‖∇G(w,µ)−1‖ ≤ M .
Theorem 2. Suppose that Assumption 1 holds for the infinite sequence {(w(k), µk)} generated by the algorithm. Then
(i) For k = 0, 1, 2, . . .,
(w(k), µk) ∈ N (β, µk), (7)
(1− αλk−1) · · · (1− αλ0) = µk. (8)
(ii) For all k ≥ 0, λk ≥ λˆ = δλ¯, where
λ¯ = min
{
1,
2(1− α)β
C
√
n+mM2(β + α)2
}
.
Therefore, µk converges to 0 at a global linear rate.
(iii) The sequence {‖H(w(k))‖} converges to zero globally and r-linearly.
(iv) The sequence {(x(k), y(k))} converges to a solution of (3), i.e., {x(k)} converges to a solution of the NLP (1).
Proof. (i) We establish (7) and (8) by induction on k. Clearly these relations hold for k = 0. Now assume that they hold
for some k > 0. By Theorem 1, the algorithm is well defined and so (7) and (8) hold with k replaced by k+ 1. Hence, by
induction, (7) and (8) hold for all k.
(ii) Noting (5) and after simple computation, we have(4w(k)
4µk
)
= ∇G(w(k), µk)−1
(−H(w(k), µk)
−αµk
)
,
then ∥∥∥∥(4w(k)4µk
)∥∥∥∥ ≤ M(‖H(w(k), µk)‖ + αµk)
≤ M(β + α)µk.
On the other hand, recalling the relation between the mappings G and H , we have(
H(w(k) + λ4w(k), (1− αλ)µk)
0
)
i
=
(
G(w(k) + λ4w(k), (1− αλ)µk)−
(
0
(1− αλ)µk
))
i
= Gi(w(k), µk)+ λ∂Gi(w
(k), µk)
∂(w(k), µk)
(4w(k)
4µk
)
−
(
0
(1− αλ)µk
)
i
+ 1
2
λ2
(4w(k)
4µk
)T
∂2Gi(w˜(k), µ˜k)
∂(w(k), µk)2
(4w(k)
4µk
)
= (1− λ)Gi(w(k), µk)+ λ
(
0
(1− α)µk
)
i
−
(
0
(1− αλ)µk
)
i
+ 1
2
λ2
(4w(k)
4µk
)T
∂2Gi(w˜(k), µ˜k)
∂(w(k), µk)2
(4w(k)
4µk
)
= (1− λ)
(
H(w(k), µk)
0
)
i
+ (1− λ)
(
0
µk
)
i
+ λ
(
0
(1− α)µk
)
i
+ 1
2
λ2
(4w(k)
4µk
)T
∂2Gi(w˜(k), µ˜k)
∂(w(k), µk)2
(4w(k)
4µk
)
−
(
0
(1− αλ)µk
)
i
= (1− λ)
(
H(w(k), µk)
0
)
i
+ 1
2
λ2
(4w(k)
4µk
)T
∂2Gi(w˜(k), µ˜k)
∂(w(k), µk)2
(4w(k)
4µk
)
,
where
(w˜(k), µ˜k) = (w(k) + λθi4w(k), µk + λθi4µk), θi ∈ (0, 1),
and the second equality follows from (5). Let
A =
(
∂2G1
∂(w(k), µk)2
, . . . ,
∂2Gn+m
∂(w(k), µk)2
)
, (9)
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then ‖A(w˜(k), µ˜k)‖ ≤ √n+mC . From the deduction given above, we have
‖H(w(k) + λ4w(k), (1− αλ)µk)‖ ≤ (1− λ)‖H(w(k), µk)‖ + 12λ
2‖A(w˜(k), µ˜k)‖‖(4w(k),4µk)‖2
≤ (1− λ)βµk +
√
n+m
2
λ2CM2(β + α)2µ2k
≤ (1− λ)βµk +
√
n+m
2
λ2CM2(β + α)2µk.
It is easy to verify that
(1− λ)βµk +
√
n+m
2
λ2CM2(β + α)2µk ≤ (1− αλ)βµk
whenever
λ ≤ 2(1− α)β
C
√
n+mM2(β + α)2 .
Therefore, taking
λ¯ = min
{
1,
2(1− α)β
C
√
n+mM2(β + α)2
}
,
we have λk ≥ λˆ = δλ¯, which combines with (8) implying µk ≤ (1 − αλˆ)kµ0 = (1 − αλˆ)k, for all k sufficiently large.
Thus {µk} converges globally linearly to zero.
(iii) By the homotopy equation (3), we know that there exists a constant C1 > 0 such that ‖H(w(k), µk)−H(w(k))‖ ≤ C1µk.
Therefore, we have
‖H(w(k))‖ ≤ ‖H(w(k), µk)‖ + ‖H(w(k))− H(w(k), µk)‖ ≤ (β + C1)µk.
Then, the conclusion follows from result (ii).
(iv) Let (4w(k),4µk) be chosen to satisfy the Newton equation (5). Then,∥∥∥∥(w(k+1)µk+1
)
−
(
w(k)
µk
)∥∥∥∥ = λk ∥∥∥∥(4w(k)4µk
)∥∥∥∥
≤
∥∥∥∥(4w(k)4µk
)∥∥∥∥
≤ M(β + α)µk
≤ M(β + α)(1− αλˆ)k.
Therefore, {w(k)} is a Cauchy sequence and converges to a point w∗. It follows from (w(k), µk) ∈ N (β, µk) that
w∗ ∈ Ω × Rm+. Hence, w∗ is a solution of the homotopy equation (3) and the point x∗ solves the K–K–T system (2)
of NLP. 
4. Complexity analysis
Theorem 3. Let  > 0 be an accuracy parameter. The algorithm has a complexity bound of iterations O(
√
nL) and the total
complexity bound of the algorithm is O(n3.5L), where L = log 1

.
Proof. Following from Theorem 2, we have
µk ≤ (1− αλˆ)kµ0 =
(
1− 2αδ(1− α)β
C
√
n+mM2(β + α)2
)k
.
Assume that there exists a constant p > 0 such that m = pn. To ensure that
(
1− 2αδ(1−α)β
C
√
n+mM2(β+α)2
)k ≤ , it suffices to take
logarithms on both sides above and use the following inequality
log
(
1− 2αδ(1− α)β
C
√
n+mM2(β + α)2
)
≤ − 2αδ(1− α)β
C
√
n+mM2(β + α)2 = −
2αδ(1− α)β
C
√
1+ p√nM2(β + α)2 .
Let L = log 1

, then for at most K =
⌈
C
√
1+pM2(β+α)2
2αδ(1−α)β
√
n log −1
⌉
= O(√n log 1

) = O(√nL) iterations in the algorithm,
we can obtain an -solution of (3). However, in every step, the complexity bound of computing the linear system is O(n3).
Therefore, the total complexity bound of the algorithm is O(n3.5L). 
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