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GLOBAL EXISTENCE FOR THE VLASOV-POISSON
SYSTEM IN BOUNDED DOMAINS
HYUNG JU HWANG AND JUAN J. L. VELAZQUEZ
Abstract. In this paper we prove global existence for solutions of
the Vlasov-Poisson system in convex bounded domains with specular
boundary conditions and with a prescribed outward electrical field at
the boundary.
1. Introduction
In this paper we study global solutions for Vlasov-Poisson system in a
convex bounded domain Ω with specular reflection on the boundary:
ft + v · ∇xf +∇xφ · ∇vf = 0 , x ∈ Ω ⊂ R3 , v ∈ R3 , t > 0(1.1)
∆φ =
∫
R3
fdv , x ∈ Ω , t > 0(1.2)
∂φ
∂nx
(t, x) = h (x) , x ∈ ∂Ω , t > 0(1.3)
f (0, x, v) = f0 (x, v) x ∈ Ω , v ∈ R3(1.4)
f (t, x, v) = f (t, x, v∗) x ∈ Ω , v ∈ R3 , t > 0(1.5)
where Ω is a convex bounded domain with C5 boundary, nx denotes the
outer normal to ∂Ω and
(1.6) f0 (x, v) ≥ 0
Here f (t, x, v) denotes the distribution density of electrons, φ (t, x) is the
electric potential. The function h in (1.3) will be assumed to be positive
and satisfy the following compatibility condition:
(1.7)
∫
Ω
f0 (x, v) dxdv =
∫
∂Ω
h (x) dSx
We will also assume that f0 is compactly supported in Ω¯ × R3. In (1.5)
and in the rest of the paper we use the following notation. Given (x, v) in
∂Ω× R3 we define:
(1.8) v∗ ≡ v − 2nx · v
where from now on nx is the outer normal vector to ∂Ω at the point x.
Key words and phrases. Vlasov-Poisson, Pfaffelmoser method, bounded convex do-
mains, global existence, specular reflection.
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The density of particles at a given point x is given by:
(1.9) ρ (t, x) ≡
∫
R3
f (t, x, v) dv
In the case of Ω = R3, the solutions of the system (1.1)-(1.4) are globally
defined in time for general initial data, as it was proved in [13] as well
as in [11] using different methods. However, in the case of domains with
boundaries the mathematical theory of well-posedness for the solutions of
the Vlasov-Poisson system is not so complete as in the case of the whole
space. It was proved in [6] that classical solutions for the problem (1.1)-
(1.5) may not exist in general without the nonnegativity assumption (1.6)
if Ω is the half-space R3+. On the other hand, it was also proved in [6] that
even with the assumption (1.6) the derivatives of the solutions of (1.1)-(1.5)
cannot be uniformly bounded near the boundary of Ω due to the fact that
a Lipschitz estimate for the characteristics in terms of the initial data is not
possible.
One of the main technical difficulties that must be considered in order to
solve (1.1)-(1.5), even for short times, is a careful study of the evolution of
the characteristic curves associated to (1.1) that remain close during their
evolution to the so-called singular set, that is defined as follows:
(1.10) Γ=
{
(x, v) ∈ Ω×R3 : x ∈ ∂Ω, v ∈ Tx∂Ω
}
where Tx∂Ω ⊂ R3 is the tangent plane to ∂Ω at the point x.
Notice that the projection of such characteristic curves in the domain Ω
bounces repeatedly at the boundary ∂Ω.
For the case of a half space Ω = R3+ the global existence result was shown
in [7] if the initial data f0 is assumed to be constant in a neighbourhood of
the singular set. The method there is to adapt the high-moment technique
in [11]. Recently, we have developed in [10] a new proof of global existence
modifying Pfaffelmoser’s idea (cf. [13]).
In [9] the case of a general convex bounded domain was considered and
solutions of the linear approximate problem of (1.1)-(1.5) were constructed
under the assumption that the initial data f0 is constant near the singular
set. The absorbing condition was assumed for the distribution density f at
the boundary to obtain global existence of solution to the full VP system.
Global existence results in Ω = BR (0) were also obtained in the paper,
under the same assumption, for a class of radially symmetric data that rule
out possible singular behaviors at the origin.
Actually, several of the technical difficulties that arise in the study of the
characteristics near the singular set had been already addressed in [7] in the
particular case Ω = R3+. On the other hand the results in [9] provide tech-
niques for the problem (1.1)-(1.5) in more general domains. However, the
assumption of f0 being constant near the singular set imposes some restric-
tions on the initial data, but its main consequence is to make it possible to
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ignore the evolution of the characteristic curves that are close to the singular
set.
The main contribution of this paper is to show how to adapt Pfaffel-
moser’s ideas and to introduce geometric methods to the problem of general
bounded convex domains with curvatures in order to prove global existence
in time for the solutions of (1.1)-(1.5). It turns out that the effect of the
geometry of the domains modifies in a stronger way than that of the electric
field the dynamics of the characteristics. One of the key ideas consists in
approximating the dynamics of the characteristic curves that are close to
the singular set by means of the dynamics of a hamiltonian system whose
trajectories are constrained to the boundary ∂Ω. This approach allows us to
include easily in the estimates the effects of the curvature of the domain. We
will then be able to adapt the ideas in [6], [9], [13] to prove global existence.
The plan of the paper is the following. In Section 2 we introduce a coordi-
nate system that makes it easier to study the trajectories near the singular
set and that we will use in the rest of the paper. In this Section we also in-
troduce a suitable flatness condition for the initial data f0 near the singular
set that will make it possible to obtain solvability for the initial value prob-
lem for the VP system. In Section 3 we describe an iterative procedure that
defines a sequence of functions {fn} whose limit as n→∞ yields the desired
global solution of the problem. In Section 4 we obtain suitable estimates
for the solutions of the so-called ”linear problem” that is the system (1.1),
(1.4), (1.5) with prescribed φ. In Section 5 we prove that the sequence {fn}
converges to a limit function that is defined as long as a suitable functional
Q (t) is bounded. Section 6 contains some standard energy estimates for the
solutions. Section 7 provides a proof of the boundedness of the functional
Q (t) adapting the ideas of Pfaffelmoser for this problem, in order to deal
with the geometrical complexity of the domain. This concludes the proof of
the Theorem.
2. Preliminary notation and statement of the main result.
2.1. A more convenient coordinate systems near the singular set.
By assumption ∂Ω is a C5 surface and we will parametrized it locally using
a set of coordinates (µ1, µ2) . Let us denote as x‖ (µ1, µ2) the point of ∂Ω
characterized by the values of the parameters (µ1, µ2) . We will denote as
n (µ1, µ2) the outer normal to ∂Ω at the point x‖ (µ1, µ2) .
The Implicit Function Theorem shows that for δ > 0 sufficiently small we
can parametrize uniquely the set of points ∂Ω + Bδ (0) ⊂ R3 by means of
the unique values (µ1, µ2, x⊥) solving the equation:
(2.1) x = x‖ (µ1, µ2)− x⊥n (µ1, µ2)
Given x ∈ ∂Ω+Bδ (0) we will represent any vector v ∈ R3 as:
(2.2) v = v‖ (µ1, µ2)− v⊥n (µ1, µ2)
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where v‖ (µ1, µ2) ∈ Tx‖(µ1,µ2) (∂Ω) , v⊥ ∈ R and (µ1, µ2) are as in (2.1).
Moreover, we will represent v‖ = v‖ (µ1, µ2) using the two coordinates
(w1, w2) defined by means of:
(2.3) v|| = w1u1 + w2u2
where {u1, u2} are the basis of Tx‖(µ1,µ2) (∂Ω) given by:
(2.4) ui =
∂x‖ (µ1, µ2)
∂µi
, i = 1, 2 .
The system of coordinates (µ1, µ2, x⊥, w1, w2, v⊥) will provide a more con-
venient representation of the set of points in the phase space Ω × R3 that
are close to the singular set Γ defined in (1.10). The form that the original
equation (1.1) takes in this new set of coordinates is given in the following
Lemma:
Lemma 1. The equation (1.1) can be rewritten for (x, v) ∈ [∂Ω+Bδ (0)]×
R
3, and using the set of coordinates (µ1, µ2, x⊥, w1, w2, v⊥) in the form:
(2.5)
∂f
∂t
+
2∑
i=1
wi
1 + kix⊥
∂f
∂µi
+ v⊥
∂f
∂x⊥
+
2∑
i=1
σi
∂f
∂wi
+ F
∂f
∂v⊥
= 0
where:
(2.6) σi ≡ Ei − v⊥wiki
1 + kix⊥
−
2∑
j,ℓ=1
Γij,ℓwjwℓ
1 + kjx⊥
, F ≡ E⊥ +
2∑
j=1
w2j bj
1 + kjx⊥
where kj are the principal curvatures, bj are the coefficients e and g from the
second fundamental form according to the notation in [15] and Γij,ℓ are the
Christoffel symbols of the surface ∂Ω. The vector E = ∇xφ has been written
in the form
(2.7) E = E1u1 + E2u2 − E⊥n (µ1, µ2)
where u1, u2 are as in (2.4).
Proof. The proof of this result is just a standard lengthy change of variables
that makes use of the classical Gauss-Weingarten equations (cf. [15], page
124). 
Remark 1. The choice of coordinates (2.1) implies that the coefficient from
the second fundamental form that is denoted as f in [15] is identically zero.
Remark 2. Notice that since the domain Ω is convex, and due to (1.6) we
have F < 0.
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2.2. Compatibility conditions for the initial data. In order to obtain
classical solutions of (1.1)-(1.5) we need to impose some compatibility con-
ditions on the initial data f0 (x, v) at the reflection points of ∂Ω × R3 (cf.
[6], [9]). These conditions are the following:
f0 (x, v) = f0 (x, v
∗)(2.8)
v⊥
[
∇⊥x f0 (x, v∗) +∇⊥x f0 (x, v)
]
+ 2E⊥ (0, x)∇⊥v f0 (x, v) = 0(2.9)
where E⊥ (0, x) is the decomposition of the field E (0, x) given by (2.7)
and ∇⊥x , ∇⊥v are the normal components to ∂Ω of the gradients ∇x, ∇v
respectively.
2.3. Flatness condition. The usual way of dealing with the impossibility
of obtaining smooth solutions for general initial data f0 near the singular
set consists is assuming that f0 is constant near such a set (cf. [7] as well
as [9]). More precisely we will assume that f0 ∈ C1,µ satisfies the following
flatness condition near the singular set Γ:
(2.10) f0 (x, v) = constant , dist ((x, v) ,Γ) ≤ δ0
for some δ > 0 small.
We need to introduce some functional spaces for technical reasons. We
define for µ ∈ (0, 1) :
‖f‖C1,µ(Ω¯×R3) = sup
(x,v),(x′,v′)∈Ω¯×R3
( |∇f (x, v)−∇f (x′, v′)|
|x− x′|µ + |v − v′|µ
)
+ ‖f‖L∞(Ω¯×R3) , ∇ = (∇x,∇v)
C
1,µ
0
(
Ω¯× R3) = {f ∈ C1,µ (Ω¯× R3) : f compactly supported, ‖f‖C1,µ(Ω¯×R3) <∞
}
‖f‖C1;1,µt; x ([0,T ]×Ω¯) ≡ sup
x,x′∈Ω¯, t,t′∈[0,T ]
|∇xf (t, x)−∇xf (t′, x′)|
|x− x′|µ
+ ‖f‖C([0,T ]×Ω¯) + ‖ft‖C([0,T ]×Ω¯)
‖f‖C1;1,µ
t;(x,v)
([0,T ]×Ω×R3)
≡ sup
x,x′∈Ω¯, t,t′∈[0,T ]
|∇xf (t, x, v) −∇xf (t′, x′, v)|+ |∇vf (t, x, v)−∇vf (t′, x′, v′)|
|x− x′|µ + |v − v′|µ +
+ ‖f‖C([0,T ]×Ω¯×R3) + ‖ft‖C([0,T ]×Ω¯×R3)
We define the spaces C
(
[0, T ]× Ω¯) , C ([0, T ]× Ω¯×R3) as the spaces of
continuous functions bounded in the uniform norm.
Remark 3. Theorem 1 that is the main result of this paper can be proved
under a more general condition than (2.10), namely under the a vanishing
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condition similar to the one used in ([6]) in the half-line case. More precisely,
Theorem 1 is valid under the assumption:
(2.11)
|f0 (x, v)|+ 1
x⊥ + v2⊥
∣∣∣∣∂f0∂x (x, v)
∣∣∣∣+ 1x⊥ + v2⊥
1
v⊥
∣∣∣∣∂f0∂v (x, v)
∣∣∣∣ ≤ C (x⊥ + v2⊥)θ , θ > 1
We will explain at the relevant points the modifications that should be needed
in the proof. However, we have focused mostly in the details of the proof
under the more stringent assumption (2.10) for simplicity.
2.4. The main result: Global existence Theorem. The main result of
this paper is the following:
Theorem 1. Let f0 ∈ C1,µ0
(
Ω× R3) , f0 ≥ 0 for some 0 < µ < 1 and
satisfy (2.10) and suppose that h ∈ C2,µ (∂Ω) satisfies (1.7) and h (x2, x3) >
0. Then there exists a unique solution f ∈ C1;1,λt;(x,v)
(
(0,∞) × Ω×R3), φ ∈
C
1;3,λ
t;x ([0,∞)× Ω) , for some 0 < λ < µ, of the Vlasov-Poisson system (1.1)-
(1.6) with compact support in x and v.
Remark 4. Theorem 1 could be derived using similar arguments for the
case that the function h depends on time and that ∂h∂t is smooth enough.
The arguments would require minor changes but we will just give the details
of the argument in the case that ∂h∂t = 0 for simplicity.
3. Iterative procedure
The usual procedure of proving the existence of solutions for Vlasov-
Poisson models consists in obtaining such a solution as the limit of a sequence
of functions fn that are defined by means of an iterative procedure. More
precisely, we define:
(3.1) f0 (t, x, v) = f0 (x, v) , t ≥ 0, x ∈ Ω, v ∈ R3
fnt + v · ∇xfn +∇xφn−1 · ∇vfn = 0 , x ∈ Ω ⊂ R3 , v ∈ R3 , t > 0
(3.2)
∆φn−1 = ρn−1 (x) ≡
∫
R3
fn−1dv , x ∈ Ω , t > 0(3.3)
∂φn−1
∂n
= h , x ∈ ∂Ω , t > 0(3.4)
fn (0, x, v) = f0 (x, v) x ∈ Ω , v ∈ R3(3.5)
fn (t, x, v) = fn (t, x, v∗) x ∈ ∂Ω , v ∈ R3 , t > 0(3.6)
for n = 1, 2, .... We assume that f0, h satisfy (1.6), (1.7) as well as (2.10).
We will also use the notation:
(3.7) En = ∇φn
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Our goal is to show that the sequence fn converges as n → ∞ for all
0 ≤ t <∞. To this end we need to show as a first step that this sequence is
globally defined in time for each n ≥ 0.
4. Linear problem.
In order to show that the sequence {fn} is well defined we first study
the well-posedness of the problem (1.1), (1.4), (1.5) under the assumption
that the field E = ∇φ is given and satisfies suitable smoothness conditions.
Closely related results have been obtained in [6] for the half-line case where
geometric complications are not present.
For further reference we define the evolution of the characteristic curves
associated to (1.1), (1.5). More precisely, given the field E = ∇xφ we define
for each (x, v) ∈ Ω×R3 the generalized characteristic curve (X (s; t, x, v) , V (s; t, x, v))
by the following differential equations:
dX
ds
= V(4.1)
dV
ds
= E = ∇xφ(4.2)
X (t; t, x, v) = x , V (t; t, x, v) = v(4.3)
as long as X ∈ Ω. We extend this definition to arbitrarily long times as-
suming that at the times s = s∗ when Xn (s∗; t, x, v) ∈ ∂Ω the velocity V
bounces elastically at the boundary, i.e.:
(4.4)
V
(
(s∗)+ ; t, x, v
) ≡ lim
s→s∗, s>s∗
V (s; t, x, v) =
(
V
(
(s∗)− ; t, x, v
))∗ ≡ ( lim
s→s∗, s<s∗
V (s; t, x, v)
)∗
where (·)∗ is as in (1.8).
Theorem 2. Assume that E ∈ C0;1,µt; x
(
[0, T ]× Ω¯) for some µ ∈ (0, 1) , and
E · n = h > 0 at ∂Ω. Suppose that f0 ∈ C1,µ0
(
Ω¯× R3) , f0 ≥ 0 for some
µ > 0. Then there exists a unique f ∈ C1;1,λt;(x,v)
(
[0, T ]× Ω× R3) , solution to
the linear Vlasov-Poisson system (1.1), (1.4), (1.5), for some 0 < λ < µ.
Moreover the function f satisfies:
f ≥ 0(4.5) ∫
f (t, x, v) dxdv =
∫
f0 (x, v) dxdv , t ∈ [0, T ](4.6)
We will introduce a new coordinate system that will be convenient to
study the dynamics of the characteristic curves for bouncing trajectories.
Suppose that (µ1, µ2, x⊥, w1, w2, v⊥) are as in (2.1)-(2.3). We then define two
new coordinates (α (t, µ1, µ2, x⊥, w1, w2, v⊥) , β (t, µ1, µ2, x⊥, w1, w2, v⊥)) as
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follows:
α (t, µ1, µ2, x⊥, w1, w2, v⊥) =
v2⊥
2
− F (t, µ1, µ2, 0, w1, w2) x⊥,(4.7)
β (t, µ1, µ2, x⊥, w1, w2, v⊥)− 2πH (t, µ1, µ2, x⊥, w1, w2, v⊥) = π
(
1− v⊥√
2α
)
.
(4.8)
where the function H will increase by one at each bounce and F is as in
(2.6). Since v⊥ changes from −
√
2α to
√
2α in each bounce, it follows that
β is continuous along characteristics. Notice that β is just a coordinate
that indicates the specific point in the surface {α = constant} where the
trajectory lies. It does not have the specific meaning of an angle, although
we have normalized their variation by 2π between bounces. Its functional
form has been chosen only for convenience. In all the following we will write
for simplicity F (t, 0) instead of F (t, µ1, µ2, 0, w1, w2) and we will drop the
dependence of H on the variables µ1, µ2, x⊥, w1, w2, v⊥ if there is no risk of
confusion. We can then write:
x⊥ = − α
F (t, 0)
[
1−
(
1− β − 2πH (t)
π
)2]
,
v⊥ =
√
2α
(
1− β − 2πH (t)
π
)
.
Making the change of variables (t, µ1, µ2, x⊥, w1, w2, v⊥)→ (t, µ1, µ2, α, w1, w2, β)
we transform the system (2.5) as follows:
Lemma 2. Under the assumptions of Theorem 1 we have that F (t, µ1, µ2, 0, w1, w2) ≤
−ε0 < 0 in ∂Ω in any time interval 0 ≤ t ≤ t∗. Moreover, in the coordi-
nate system (t, µ1, µ2, α, w1, w2, β) the problem (2.5) can be reformulated in
[∂Ω+Bδ (0)]×R3 as:
∂f
∂t
+
2∑
i=1
wi
1 + kix⊥
∂f
∂µi
+
2∑
i=1
σi
∂f
∂wi
+
[
v⊥ (F (t, x⊥)− F (t, 0))− x⊥
{
2∑
i=1
(
wi
1 + kix⊥
∂F (t, 0)
∂µi
+ σi
∂F (t, 0)
∂wi
)}]
∂f
∂α
+
[
− πv
2
⊥
(2α)3/2
F (t, 0) +
2πF (t, 0)F (t, x⊥)x⊥
(2α)3/2
−
− πx⊥v⊥
(2α)3/2
{
2∑
i=1
(
wi
1 + kix⊥
∂F (t, 0)
∂µi
+ σi
∂F (t, 0)
∂wi
)}]
∂f
∂β
= 0,
(4.9)
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Proof. The inequality F (t, µ1, µ2, 0, w1, w2) ≤ −ε0 < 0 is a consequence
of the convexity of Ω which implies that the term
∑2
j=1
w2j bj
1+kjx⊥
in (2.6) is
negative near ∂Ω. On the other hand the continuity of the function h in
(1.3) implies that E⊥ = −h ≤ −ε0 < 0 whence the result follows. The
derivation of the equation (4.9) follows from (4.7)-(4.8). 
Remark 5. We can rewrite (4.9) as:
∂f
∂t
+
2∑
i=1
wi
1 + kix⊥
∂f
∂µi
+
2∑
i=1
σi
∂f
∂wi
+
[
v⊥ (F (t, x⊥)− F (t, 0))− x⊥
{
2∑
i=1
(
wi
1 + kix⊥
∂F (t, 0)
∂µi
+ σi
∂F (t, 0)
∂wi
)}]
∂f
∂α
+
[
−πF (t, 0)√
2α
+
2πF (t, 0) [F (t, x⊥)− F (t, 0)]x⊥
(2α)3/2
−
πx⊥v⊥
(2α)3/2
{
2∑
i=1
(
wi
1 + kix⊥
∂F (t, 0)
∂µi
+ σi
∂F (t, 0)
∂wi
)}]
∂f
∂β
= 0,
(4.10)
Remark 6. Notice that the dynamics of the tangential part to ∂Ω of the
characteristics at the singular set is given by the equations:
dµi
dt
= wi ,
dwi
dt
= σi
Remark 7. The compatibility conditions (2.8), (2.9) imply that the original
data f0 written in the variables (t, µ1, µ2, α, w1, w2, β) is a C
1,µ function.
Moreover, the estimate (2.10) implies that f0 is constant for 0 ≤ α ≤ Cδ0
for some C > 0 fixed.
4.1. Velocity Lemma. The following result has been proved in [6], [9] in
a slightly different manner.
Lemma 3. Given δ > 0 fixed we define Γδ ≡ ([∂Ω+Bδ (0)] ∩ Ω) × R3.
Suppose that E satisfies the regularity assumptions in Theorem 2. Then, the
characteristic equations (4.1)-(4.3) can be solved in the interval t ∈ [0, T ]
for any (x, v) ∈ Ω¯ × R3. Moreover, there exist positive constants C1, C2
depending only on T, f0, ‖∇E‖L∞([0,T ],C1/2(Ω)) such that, for any (x, v) ∈
Γδ the following estimate holds:
(4.11)
C1
(
v2⊥ (0) + x⊥ (0)
) ≤ (v2⊥ (t) + x⊥ (t)) ≤ C2 (v2⊥ (0) + x⊥ (0)) , 0 ≤ t ≤ T
Proof. Using the estimate F ≤ −ε0 < 0 in Lemma 2 as well as (4.7), it
follows that α is equivalent to v2⊥ + x⊥. Due to the boundedness of Ω it
is enough to prove this result for small values of v2⊥ (0) + x⊥ (0) , i.e. for
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points that are close to the singular set. Using (4.10) we obtain along the
characteristic curves:
dα
dt
= v⊥ (F (t, x⊥)− F (t, 0))−x⊥
{
2∑
i=1
(
wi
1 + kix⊥
∂F (t, 0)
∂µi
+ σi
∂F (t, 0)
∂wi
)}
Notice, however that keeping this term would not change the essence of the
argument if ∂h∂t is smooth as indicated in Remark 4.
Using our regularity assumptions on E we obtain the estimate:∣∣∣∣dαdt
∣∣∣∣ ≤ C ‖∇E‖C1/2(Ω) |v⊥| (x⊥)1/2 + Cx⊥
where C depends depends only on h and the geometric properties of ∂Ω.
Since
v2⊥
2 + x⊥ ≤ Kα for some positive constant K depending on h, ∂Ω. It
then follows that:
(4.12)
∣∣∣∣dαdt
∣∣∣∣ ≤ Cα
Therefore:
C1α (0) ≤ α (t) ≤ C2α (0) , 0 ≤ t ≤ T
for some C1, C2 depending on f0, ‖∇E‖C1/2(Ω) , whence (4.11) follows. 
4.2. Well-posedness of the linear problem.
Proof of Theorem 2. The proof of this Theorem just follows by integrat-
ing the equation along the characteristics, combined with the reflecting
boundary condition. The existence and uniqueness of solutions to (1.1)-
(1.5) are not immediate due to the bounces of the characteristics at the
boundary ∂Ω, but the well-posedness of this evolution has been obtained in
[9]. We will define the sequence of functions fn by means of the evolution
of the characteristics associated to (4.1)-(4.4). Then:
(4.13) f (t, x, v) = f0 (X (0; t, x, v) , V (0; t, x, v))
In order to show that this procedure defines the function f globally in
time we need to show that for each (x, v) ∈ Ω × R3 the curves defined by
means of (4.1)-(4.4) intersect the boundary ∂Ω×R3 at most a finite number
of times, and in particular they never intersect with the singular set. This
fact is a consequence of the Lemma 3, since for any trajectory starting at
Ω× R3 at time s = t we have α > 0 at time s = t, and therefore α remains
bounded below and above during the evolution of the trajectory in the inter-
val s ∈ [0, t] . Moreover, the characteristics starting in the region {α ≤ Cδ0}
where f0 is constant, remain in a set of the form {α ≤ C1 (T ) δ0} for all
0 ≤ s ≤ T, and the characteristics starting in the region {α > Cδ0} where
f0 is not necessarily constant remain in a set of the form {α > C2 (T ) δ0}
for 0 ≤ s ≤ T. In the first set f =constant. In the second one we have
that
∣∣∣dβdt ∣∣∣ is bounded by C√δ0 , where the bound on the number of bounces is
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uniformly bounded by C√
δ0
. Finally we notice that, since E ∈ C1,µx , classi-
cal regularity estimates for the solutions of ODEs show that the functions
X (s; t, x, v) , V (s; t, x, v) are C1,µ with respect to the variables (x, v) as long
as there is no bounces. Moreover, if a trajectory intersects ∂Ω×R3 our reg-
ularity assumptions on ∂Ω imply also C1,µ regularity with respect to (x, v)
for the values of the coordinates X where the function X (s; t, x, v) intersects
∂Ω, as well as for the time s = s (t, x, v) when such intersection takes place
(cf. [7], [9]). Therefore, for trajectories bouncing a finite number of times,
the functions X (s; t, x, v) , V (s; t, x, v) can be written as the composition of
a finite number of C1,µ functions with respect to the variables (x, v). This
proves that the function f defined by means of (4.13) is Ho¨lder with respect
to (x, v). The uniqueness of the solution is due to the fact that the solution
is uniquely detemined by the evolution of the characteristic curves. This
concludes the proof of the result. 
Remark 8. The proof of this Theorem is where there would be a relevant
difference if the assumption (2.11) had been used instead of (2.10). Indeed,
if (2.11) had been assumed, the number of bounces would not be uniformly
bounded for 0 ≤ t ≤ T. However, it is possible to argue as in [6] to show
that Theorem 2 holds replacing (2.10) by (2.11). In our setting the way of
proving this would be to rewrite the characteristic equations associated to
(4.10) as:
dµi
dt
= h1
(
µi, wi, α, β
√
α
)(4.14)
dwi
dt
= h2
(
t, µi, wi, α, β
√
α
)
dα
dt
= v⊥ (Fn (t, x⊥)− Fn (t, 0))− x⊥h3
(
µi, wi, α, β
√
α
)
dβ
dt
= −πF
n (t, 0)√
2α
+
2πFn (t, 0) (Fn (t, x⊥)− Fn (t, 0)) x⊥
(2α)
3
2
+ h4
(
µi, wi, α, β
√
α
)
where the function hk are smooth in their arguments. The Velocity Lemma
implies that, for a given trajectory the order of magnitude of α does not
change in a time interval 0 ≤ t ≤ T. Suppose that we consider trajectories
with α of order R ≤ 1. Using the change of variables α = Rα˜, β = 1√
R
β˜ we
would transform (4.14) in a similar system of equations for the variables
ζ˜ =
(
µi, wi, α˜, β˜
)
with the nonlinearities and their derivatives bounded.
Classical regularity theory for this system would imply that, for α˜ of or-
der one
∣∣∣ ∂ζ˜
∂ζ˜0
∣∣∣ with ζ˜0 = (µi,0, wi,0, α˜0, β˜0) would be bounded, as well as the
Ho¨lder norms evaluated at the points with α˜ of order one. Returning to the
original variables α, β it would then follow that the worse derivative would
be
∣∣∣ ∂β∂α0
∣∣∣ that would be bounded as 1√
R
. In general, the rescaling for each
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factor α would include a term of order
√
R. Due to the decay of f0, ∇f0
near the singular set it would then follows that ∇f would be bounded like
a power law near the singular set. Estimates for the Ho¨lder norms of ∇f
would then be obtained using the holderianity of f0 at distances of order one
from the singular set, and using the decay of ∇f near the singular set, as
well as the fact that
|∇f(x1,v1)−∇f(x2,v2)|
|(x1,v21)−(x2,v22)|γ ≤ C
(α)β
αγ where α is the largest one
of the corresponding value associated to (x1,v1) or (x2,v2) .
5. On the convergence of the sequence {fn} .
5.1. Representation formula for the solutions of the Poisson equa-
tion with Neumann boundary conditions. The following result is stan-
dard. We just include it here for further references:
Proposition 1. Given a bounded domain Ω in R3 with a smooth boundary
∂Ω, there exists a Green’s function G (x, y) for the Laplacian operator with
Neuman boundary conditions:
∆φ = ρ (x) , x ∈ Ω(5.1)
∂φ
∂n
= h , x ∈ ∂Ω(5.2)
with the compatibility condition
(5.3)
∫
Ω
ρ (x) dx =
∫
∂Ω
h (x) dSx
is given by the following representation formula:
(5.4) φ (x) =
∫
Ω
G (x, y) ρ (y) dy −
∫
∂Ω
G (x, y) h (y) dSy
Any other solution of (5.1)-(5.3) is given by (5.4) up to an additive con-
stant. The function G (x, y) satisfies the following estimates:
|G (x, y)| ≤ C|x− y| , |∇xG (x, y)| ≤
C
|x− y|2(5.5) ∣∣∇2xG (x, y)∣∣ ≤ C|x− y|3 , x, y ∈ Ω¯
where C depends only on the domain Ω.
Proof. This result is well known. See for instance [3]. 
5.2. The iterative sequence {fn} is globally defined in time. We
will need the following auxiliary Lemma that states that given f bounded
in the space C1;1,λt;(x,v)
(
[0, T ]× Ω× R3) , the corresponding field E defined by
E = ∇φ, with φ satisfying (1.2), (1.3) satisfies the regularity estimates
required in the Theorems 2.
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Given a function g : Ω→ R, we will denote as [·]0,λ;x the seminorm:
[g]0,λ;x ≡ sup
x,y∈Ω
|g (x)− g (y)|
|x− y|λ
We define:
(5.6) Q (t) ≡ sup {|v| | (x, v) ∈ supp f (s) , 0 ≤ s ≤ t} .
We then have the following result
Lemma 4. Suppose that f ∈ C1;1,λt;(x,v)
(
[0, T ]× Ω× R3) . Then, the following
estimates hold:
|ρ (t, x)| =
∣∣∣∣
∫
f (t, x, v) dv
∣∣∣∣ ≤ C (T ) ‖f‖C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) , x ∈ Ω× [0, T ]
(5.7)
|E (t, x)| ≤ C (T )
(
‖f‖
C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) + 1
)
, x ∈ Ω× [0, T ]
(5.8)
|F (t, x)| ≤ C (T )
(
‖f‖
C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) + 1
)
, x ∈ ∂Ω × [0, T ]
(5.9)
(5.10)
|∇ρ (t, x)| ≤
∫
|∂xf (t, x, v)| dv ≤ C (T ) ‖f‖C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) , x ∈ Ω×[0, T ]
(5.11)
|∇E (t, x)|+[∇E (t, ·)]0,λ;x+
[∇2E (t, ·)]
0,λ;x
≤ C (T ) ‖f‖
C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) , x ∈ Ω×[0, T ]
|ρt (t, x)| ≤ C (T ) ‖f‖C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) , x ∈ Ω× [0, T ](5.12)
|Et (t, x)| ≤ C (T ) ‖f‖C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) , x ∈ Ω× [0, T ](5.13)
where C (T ) > 0 depends on Q (T ) and T.
Proof. The estimate (5.7) is a consequence of the boundedness of the support
of f as well as the boundedness of the L∞ norm of f. The inequality (5.8)
follows using a standard regularity theory for the Poisson equation (cf. [4],
[12]). The estimate (5.9) is a consequence of the definition of F in (2.6)
and our regularity assumptions on ∂Ω and h. The inequality (5.10) is just
a consequence of the regularity properties of f and the boundedness of its
support.Then (5.11) is a consequence of classical regularity theory for the
Poisson equation. Similarly we can deduce (5.12) and (5.13). Thus the proof
is complete. 
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Proposition 2. Let µ, λ ∈ (0, 1), satisfying µ > λ. Let f0 ∈ C1,µ0
(
Ω¯× R3) ,
f0 ≥ 0 satisfy (2.10). Suppose h ∈ C1,µ (∂Ω) , h > 0. Then, the sequence
of functions fn is globally defined for each x ∈ Ω, v ∈ R3 and 0 ≤ t <
∞. Moreover we have fn ∈ C1;1,λt;(x,v)
(
[0, T ]× Ω×R3) for any T > 0 and
‖fn‖∞ = ‖f0‖∞ ,
∫
ρn (x, t) dx =
∫
f0 (t, x, v) dxdv.
Proof. We argue by induction. If n = 1 we use the fact that |∇φ0| is bounded
to obtain that f1 is supported in the region where |v| ≤ C (1 + t) . Then, ρ1
is bounded by C (1 + t)3 .Moreover, due to the regularity of h, we can apply
Theorem 2 to show that f1 is bounded in C1;1,λt;(x,v)
(
[0, T ]× Ω× R3) for any
T > 0. Applying then Lemma 4 it follows that the norm
∥∥E1∥∥
C1;1,µt; x ([0,T ]×Ω)
is bounded. We can then apply Theorem 2 to prove that f2 is well de-
fined in C1,λ for 0 ≤ t < ∞. Moreover, the support of f2 would be con-
tained in the region |v| ≤ Ch2 (t) where h2 (t) is a continuous increasing
function in t and using again Theorem 2 it follows that f2 is bounded
in C1;1,λt;(x,v)
(
[0, T ]× Ω× R3) for any T > 0. Iterating the argument we ob-
tain that the sequence fn is defined as indicated. Finally, using the fact
that fn just propagates along the characteristics we obtain the conserva-
tion of ‖fn‖∞ . The conservation of the total mass just follows integrating
the equation (1.1) with respect to the variables x, v whence the proposition
follows. 
5.3. The sequence {fn} converges to a solution of the VP system
if the sequence {Qn} is bounded. We define the following measure for
the maximal velocities reached for the distribution fn :
(5.14) Qn (t) ≡ sup {|v| | (x, v) ∈ supp fn (s) , 0 ≤ s ≤ t} .
Proposition 3. Under the assumptions of Theorem 1, suppose that Qn (t) ≤
K for n ≥ n0, 0 ≤ t ≤ T. Then, fn → f in Cν;1,λt;(x,v)
(
[0, T ]× Ω× R3) as
n →∞ with 0 < λ < µ, 0 < ν < 1 and where f ∈ C1;1,λt;(x,v)
(
[0, T ]× Ω× R3)
is a solution of (1.1)-(1.5).
In the Proof of this Proposition we will use some auxiliary Lemmas. The
first one similar to the one in Theorem 6.2, p 309 of [7].
Lemma 5. Suppose the assumptions on Theorem 1 are satisfied and that
Qn (t) ≤ K for n ≥ n0, 0 ≤ t ≤ T. Then:
(5.15) |En (x, t)| ≤ C (T )
(5.16) [En (·, t)]Cγ(Ω) ≤ C (T ) , for any γ ∈ (0, 1)
for n ≥ n0+1, 0 ≤ t ≤ T, where C (T ) depends only on K, ‖f0‖L∞(Ω×R3) , T.
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Proof. Estimate (5.15) follows from classical regularity theory for the Pois-
son equation as well as the fact that the density ρn can be estimated in L∞
in terms of only Qn (t) and the initial data.
Indeed, the uniform boundedness of Qn (t) implies that we can estimate
ρn in the interval 0 ≤ t ≤ T uniformly in n. Therefore, regularity theory
for the Poisson equation implies that En is bounded in W 1,p (Ω) for any
1 < p <∞ uniformly in n. Classical embedding results then imply that En
is bounded in Cγ (Ω) for any γ ∈ (0, 1) and the result follows. 
We now prove the following basic Lemma that shows that the boundedness
of Qn implies the boundedness of f in the norm C1;1,λt;(x,v)
(
[0, T ]× Ω× R3) .
Lemma 6. Suppose that Qn (t) ≤ K for n ≥ n0, 0 ≤ t ≤ T. Then:
(5.17) ‖fn‖
C1;1,λ
t;(x,v)
([0,T ]×Ω×R3) ≤ C (T ) , 0 ≤ t ≤ T
for λ < µ, n ≥ n0 + 1, where C (T ) depends only on K and T.
Proof. Indeed, the estimates (5.15), (5.16) imply that En is uniformly bounded
on the Ho¨lder spaces Cγx for 0 < γ < 1. Notice that choosing γ >
1
2 we can
derive the estimates in the velocity Lemma (cf. 3) uniformly in n. In par-
ticular this implies that α ≥ Cδ0 uniformly in n for t ∈ [0, T ] .
We can write the characteristic equations for (4.10) as:
dµi
dt
= f1 (µi, wi, α, β)
(5.18)
dwi
dt
= f2 (t, µi, wi, α, β)
dα
dt
= v⊥ (Fn (t, x⊥)− Fn (t, 0))− x⊥f3 (µi, wi, α, β)
dβ
dt
= −πF
n (t, 0)√
2α
+
2πFn (t, 0) (Fn (t, x⊥)− Fn (t, 0)) x⊥
(2α)
3
2
+ f4 (µi, wi, α, β)
where the functions f1, f3, f4 depend only on the regularity properties of
∂Ω and the boundary value h, and therefore are smooth. The function f2
depends also on the field E.
We can now take the Ho¨lder derivative of (5.18) with respect to the initial
data ζ0 = (µi,0, wi,0, α0, β0) . Let us write also ζ = (µi,, wi,, α, β) and:
[g]λ;ζ0 = sup|(x0,v0)−(x′0,v′0)|≤1
|g (x0, v0)− g (x′0, v′0)|
|ζ0 − ζ ′0|λ
Since, α is uniformly bounded below and using also the uniform bound-
edness of Qn it follows that for any λ < µ [ζ]λ;ζ0 satisfies an inequality of
the form: ∣∣∣∣ ddt
(
[ζ]λ;ζ0
)∣∣∣∣ ≤ C [ζ]λ;ζ0
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Therefore [ζ]λ;ζ0 ≤ C (T ) where C (T ) depends only on K and T. Us-
ing the formula f0 (x0, v0) = f
n (t, x, v) , we obtain a uniform estimate for
fn (t, ·, ·) in Cλ(x,v)
(
Ω× R3) for any 0 < λ < µ. It then follows that ρn is uni-
formly bounded in Cλx (Ω) and using classical regularity theory for the Pois-
son equation it then follows that En (t, ·) is uniformly bounded in C1,λx (Ω) .
Using again the lower bound for α we can now apply standard regularity
results for ODEs to (5.18) to obtain that
[
∂ζ
∂ζ0
]
λ;ζ0
is uniformly bounded for
0 ≤ t ≤ T. Therefore fn is uniformly bounded in C1,λ(x,v)
(
Ω× R3) . Using then
the equation (3.2) we obtain uniform estimates for fnt in C
λ
(x,v)
(
Ω× R3) .
This implies (5.17) and the Theorem follows. 
Remark 9. The result in Lemma 6 can be proved if (2.10) is replaced by
(2.11) using the rescaling argument in Remark 8.
The following simplectic property is a standard consequence of the fact
that the evolution of the characteristics curves is hamiltonian.
Lemma 7. Moreover, let us denote as (X (s; t, x, v) , V (s; t, x, v)) the so-
lution of the characteristic equations (4.1)-(4.3). For any s ∈ [0, T ] the
transformation
(x, t)→ (X (s; t, x, v) , V (s; t, x, v))
is simplectic. In particular:
(5.19) dX (s; t, x, v) dV (s; t, x, v) = dxdv
We finally conclude the Proof of Proposition 3.
Proof of Proposition 3. We recall that the sequence fn has been defined
by the iteration (3.1)-(3.7).
We claim that the sequence is a Cauchy sequence in L1
(
[0, T ]× Ω× R3).
To prove the claim, let fn+1 and fn be consecutive elements of the sequence
{fn}:
fn+1t + v · ∇xfn+1 +∇xφn · ∇vfn+1 = 0,(5.20)
fnt + v · ∇xfn +∇xφn−1 · ∇vfn = 0.(5.21)
Substracting (5.21) from (5.20) yields
(5.22)(
fn+1 − fn)
t
+v·∇x
(
fn+1 − fn)+∇xφn·∇v (fn+1 − fn) = (∇xφn−1 −∇xφn)·∇vfn.
VLASOV POISSON IN BOUNDED DOMAINS 17
By integrating (5.22) along the trajectory (X (s) , V (s)) with X (t) = x and
V (t) = v we get:
(
fn+1 − fn) (x, v, t) = (fn+1∣∣
t=0
− fn|t=0
)
(X (0) , V (0))
(5.23)
+
∫ t
0
(∇xφn−1 −∇xφn) (s,X (s)) · ∇vfn (s,X (s) , V (s)) ds
=
∫ t
0
(∇xφn−1 −∇xφn) (s,X (s)) · ∇vfn (s,X (s) , V (s)) ds
where:
dX
ds
= V ,
dV
ds
= ∇xφn (s,X (s))
Applying the representation formula (5.4) and the estimates (5.5) to com-
pute the difference
(∇xφn−1 −∇xφn) (s, x) we obtain:
∣∣(∇xφn−1 −∇xφn) (s, x)∣∣ ≤ C
∫
Ω
∣∣ρn (y)− ρn−1 (y)∣∣
|x− y|2 dy
Integrating (5.23) over the phase space (x, v) we obtain, applying Fubini’s
theorem:∥∥fn+1 (t)− fn (t)∥∥
L1(Ω×R3)
≤
∫ t
0
∫∫
Ω×R3
∣∣(∇xφn−1 −∇xφn) (s,X (s))∣∣ |∇vfn (s,X (s) , V (s))| dvdxds
≤ C
∫ t
0
∫
Ω
Kn (y, s)
∣∣ρn (s, y)− ρn−1 (s, y)∣∣ dyds,
where:
Kn (y, s) ≡
∫∫
Ω×R3
1
|X (s)− y|2 |∇vf
n (s,X (s) , V (s))| dX (s) dV (s)
=
∫∫
Ω×R3
1
|x− y|2 |∇vf
n (s, x, v)| dxdv.
In the last identity we used the Liouville principle (5.19). We now estimate
Kn (x, t) as follows:
Kn (x, t) =
∫
|y−x|≤r
‖∇vfn (t, y, ·)‖L1v
|x− y|2 dy +
∫
|y−x|≥r
‖∇vfn (t, y, ·)‖L1v
|x− y|2 dy
≤ Cr ‖∇vfn (t, y)‖L∞x (L1v) +
‖∇vfn (t, ·)‖L1x(L1v)
r2
.
We choose r to optimize the right hand side of the above inequality, namely:
r ‖∇vfn (t)‖L∞x (L1v) =
‖∇vfn (t)‖L1x(L1v)
r2
.
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where from now on we use by shortedness the notation L∞x
(
L1v
)
= L∞
(
Ω, L1
(
R
3
))
, L1x
(
L1v
)
=
L1
(
Ω×R3) . Thus we have
Kn (t, x) ≤ C ‖∇vfn (t)‖2/3L∞x (L1v) ‖∇vf
n (t)‖1/3
L1x(L
1
v)
.
Since fn is bounded in W 1,∞ and the supports are bounded uniformly in
n (due to the global bound on Qn (t) , for 0 ≤ t ≤ T ) it is easy to see
that ‖∇vfn (t)‖L1x(L1v) and ‖∇vfn (t)‖L∞x (L1v) are uniformly bounded in n
and hence Kn (t, x) is uniformly bounded.
Thus we obtain
(5.24)∥∥fn+1 (t)− fn (t)∥∥
L1(Ω×R3) ≤ C (T )
∫ t
0
∥∥fn (s)− fn−1 (s)∥∥
L1(Ω×R3) ds
where C = C (T ) depends only on T,Q (T ) , and the initial data. Notice
that (5.24) implies by iteration that:
(5.25)
∥∥fn+1 (t)− fn (t)∥∥
L1(Ω×R3) ≤ C1θn
for some θ < 1, and 0 ≤ t ≤ ε0, if ε0 is sufficiently small depending only on
T . Then (5.24) implies:
∥∥fn+1 (t)− fn (t)∥∥
L1(Ω×R3) ≤ C (T )C1θn+C (T )
∫ t
ε0
∥∥fn (s)− fn−1 (s)∥∥
L1(Ω×R3) ds
Therefore we obtain that (5.25) is valid for t ∈ [ε0, 2ε0] changing C1
if needed. Iterating the argument, it then follows that {fn} is a Cauchy
sequence in the space L∞
(
[0, T ] , L1
(
Ω× R3)) .
Once we know that fn is a Cauchy sequence in L1
(
[0, T ]× Ω× R3),
we can show that the sequence is Cauchy in Cν;1,λt;(x,v)
(
[0, T ]× Ω× R3) for
any 0 < λ < µ, 0 < ν < 1 arguing by interpolation. Indeed, using
(5.17) with λ replaced by λ˜ satisfying λ < λ˜ < µ and interpolating be-
tween L1
(
[0, T ]× Ω× R3) and W 1,∞ ([0, T ]× Ω× R3) we obtain that fn is
Cauchy in W 1,p
(
[0, T ]× Ω× R3) for any p > 1. Using Sobolev’s embed-
dings we can obtain that fn is a Cauchy sequence in C ν˜
(
[0, T ]× Ω× R3)
for any 0 < ν˜ < ν. Interpolating then in Schauder spaces between C1,λ
and C ν˜ we obtain the desired convergence. In order to check that f ∈
C
1;1,λ
t;(x,v)
(
[0, T ]× Ω× R3) , we use (5.21) to obtain:
fn (t) = f0 −
∫ t
0
[
v · ∇xfn (s) +∇xφn−1 (s) · ∇vfn (s)
]
ds
Passing to the limit in this equation as n→∞ it follows that:
f (t) = f0 −
∫ t
0
[v · ∇xf (s) +∇xφ (s) · ∇vf (s)] ds
and this implies the desired differentiability for f, and the Proposition fol-
lows. 
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5.4. Convergence of the sequence Qn to Q.
Proposition 4. Let Qn, Q be as in (5.14), (5.6) respectively. Suppose that
max
{
supn≥n0 Q
n (t) , Q (t)
} ≤ K for 0 ≤ t ≤ T. Let us assume also that
fn → f in Cν;1,λ
t;(x,v)
(
[0, T ]× Ω× R3) for any 0 < λ < µ, 0 < ν < 1. Then
limn→∞Qn (t) = Q (t) uniformly on [0, T ] .
Proof. The characteristics starting in α (0) ≥ Cδ0 remain during their evo-
lution in the set {α (t) ≥ Cδ0} due to Lemma 3. Therefore, these charac-
teristics remain separated from the singular set and we can estimate their
difference as n→∞ as it was made in [10]. Indeed, for these characteristics
the number of bounces is uniformly bounded in n in the interval 0 ≤ t ≤ T .
Moreover, the times where these bounces take place for the functions fn
converge to the corresponding times for the bouncing times for the charac-
teristics associated to f and using the fact that En → E as n→∞ we obtain
also that the corresponding characteristic curves associated to fn converge
to the ones associated to f between bounces, and due to the boundedness of
the number of such bounces, it follows that the functions V n (s, t;x, v) con-
verge uniformly to V (s, t;x, v) as n→∞. Since Qn (t) is the maximum value
of |V n| associated to characteristics (Xn (s, t;x, v) , V n (s, t;x, v)) which at
s = 0 lie in the support of f0, it follows that Q
n (t)→ Q (t) , and the result
follows. 
5.5. Prolongability of uniform estimates for the functions fn.
Proposition 5. Suppose that for some T ≥ 0 there exist K > 0 and n0 ≥ 0
such that for any n ≥ n0 and 0 ≤ t ≤ T we have Qn (t) ≤ K. Then, there
exists ε0 = ε0 (K, ‖f0‖∞) > 0 such that for 0 ≤ t ≤ T + ε0 and n ≥ n0 the
following estimate holds:
Qn (t) ≤ 2K
Proof. Notice that:
(5.26) |ρn| =
∣∣∣∣
∫
fndv
∣∣∣∣ ≤ ‖f0‖∞ (Qn (t))3
Using the representation formula (5.4) for the solutions of the Poisson
equation in Ω with Neumann boundary conditions in Proposition 1 we ob-
tain:
|∇φn| ≤ C
[
‖f0‖∞ (Qn (t))3 +
∫
ρndx+ ‖h‖C1,µ
]
.
On the other hand, using (4.2) and (5.14) we obtain the following inequal-
ity for t ≥ T :
Qn+1 (t) ≤ Qn (T ) + C ‖f0‖∞
∫ t
T
(Qn (s))3 ds+ C (t− T )
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where C > 0 is just a numerical constant independent of n and Qn. Using
the assumption on Qn we obtain:
Qn+1 (t) ≤ K + C ‖f0‖∞
∫ t
T
(Qn (s))3 ds + C (t− T ) , t ≥ T
Defining Rn (t) = max
{
Qℓ (t) : n0 ≤ ℓ ≤ n
}
, we obtain:
Rn+1 (t) ≤ K +C ‖f0‖∞
∫ t
T
(
Rn+1 (s)
)3
ds+ C (t− T ) , t ≥ T
Let us select ε0 =
K
C[8‖f0‖∞K3+1]
. It then follows, using a Gronwall type of
argument that:
Qn (t) ≤ 2K , n ≥ n0 , 0 ≤ t ≤ T + ε0 .

6. Energy estimate and consequences.
The following energy estimates are standard for the Vlasov-Poisson sys-
tem (cf. [5]). We state them here for further reference.
Proposition 6. Suppose that f is a solution of (1.1)-(1.6) on the time
interval t ∈ [0, T ]. Then:
(6.1)
d
dt
(∫
Ω×R3
v2fdxdv +
∫
Ω
(E)2 dx
)
= 0
Proof. It is similar to the proof of the analogous result in the whole space
(see [5], page 120). The only difference is that we need to take into account
the contribution of some boundary terms. More precisely, using (1.1) we
obtain, after some integration by parts:
d
dt
(∫
Ω×R3
v2fdxdv
)
= 2
∫
Ω×R3
∇xφ · vfdxdv − 2
∫
∂Ω×R3
v2v · nxfdSxdv
(6.2)
d
dt
(∫
Ω×R3
E2dx
)
= −2
∫
Ω×R3
∇xφ · vfdxdv + 2
∫
∂Ω
φ
(
∂φ
∂nx
)
t
dSx
(6.3)
+ 2
∫
∂Ω×R3
φfv · nxdSxdv
The boundary term in (6.2) vanishes, since
∫
∂Ω×R3 v
2v ·nxfdSxdv = 0 for
each x ∈ ∂Ω, due to the specular boundary condition (1.6). On the other
hand, the two last terms in (6.3) vanish due to the fact that ∂φ∂nx = h is
independent of t and
∫
R3
fv · nxdx = 0 for each x ∈ ∂Ω. Adding then (6.2),
(6.3) we obtain (6.1). 
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Proposition 7. Suppose that f is a solution of (1.1)-(1.5) defined in 0 ≤
t ≤ T with f (0, x, v) = f0 (x, v), where f0 is as in (1.6). There exists C
depending only on T and on the regularity norms assumed for f0 in Theorem
1 such that:
sup
0≤t≤T
∫
Ω
v2f (x, t) dvdx ≤ C(6.4)
sup
0≤t≤T
[
‖ρ (t, ·)‖
L
5
3 (Ω)
]
≤ C(6.5)
(6.6) ‖f (t)‖Lp(Ω×R3) = ‖f0‖Lp(Ω×R3) , for all 1 ≤ p ≤ ∞.
Proof. This result is just a consequence of (6.1) and its proof is standard in
kinetic theory. See for instance [5]. Finally (6.6) follows multiplying (1.1)
by (f)n−1 , and integrating by parts using the specular boundary conditions.

7. Pfaffelmoser’s argument: Global bound for Q (t) .
In this section we show that the function Q (t) can be bounded in any
time interval 0 ≤ t ≤ T and therefore that the corresponding solutions of
(1.1)-(1.5) can be extended to arbitrarily long intervals. The estimate of
Q (t) will be derived using the ideas of Pfaffelmoser (cf. [13]) in the case
of bounded domains with purely reflected boundary conditions at ∂Ω. The
main content of the result is a uniform estimate for Q (t) as long as f is
defined.
Arguing as in the derivation of (5.26) we obtain the following estimate:
(7.1) ‖ρ‖∞ ≤ ‖f‖∞Q (t)3
where ρ is in (1.2).
The main result of this paper, that we will prove using Pfaffelmoser
method, is as follows:
Theorem 3. Let f0 ∈ C1,µ
(
Ω× R3) with 0 < µ < 1. Suppose that f ∈
C
1;1,λ
t,(x,v)
(
[0, T ]× Ω× R3) is a solution of (1.1)-(1.6) with λ ∈ (0, 1) , 0 < T <
∞. There exists σ (T ) < ∞ depending only on T, Q (0) and ‖f0‖C1,µ(Ω×R3)
such that:
(7.2) Q (t) ≤ σ (T ) , 0 ≤ t ≤ T .
7.1. Bounds for Q (t). Suppose that
(
Xˆ (s) , Vˆ (s)
)
is any fixed character-
istic curve such that: (
Xˆ (0) , Vˆ (0)
)
∈ supp f0.
The basic idea in the Pfaffelmoser’s method consists in deriving estimates
for E = ∇φ. Using the estimates in Proposition 1 it follows that:
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∫ t
t−∆
ds
∣∣∣E (s, Xˆ (s))∣∣∣ ≤ C ∫ t
t−∆
ds
∫
Ω×R3
f (s, y, w)∣∣∣y − Xˆ (s)∣∣∣2dydw + C ‖h‖∞∆
(7.3)
= C
∫ t
t−∆
ds
∫
Ω×R3
f (t, x, v)∣∣∣X (s)− Xˆ (s)∣∣∣2dxdv + C ‖h‖∞∆
where we are using the following change of variables:
(X (s) , V (s)) = (y,w)→ (x, v) = (X (t) , V (t))
We also note the measure preserving property (dydw = dxdv) that is due
to the fact that the evolution of the characteristics is hamiltonian away from
the boundary and that the measure dxdv is also preserved by reflection on
the boundary.
Pfaffelmoser’s method is based on the idea of splitting the region of in-
tegration in (7.3) into three different sets that are usually termed the good,
the bad, and the ugly. Fix Q > 0, that will be precised later. In the rest of
the argument we will use two numbers ∆ and P defined by
(7.4) P ≡ Q3/4−δ , δ > 0 small
(7.5) ∆ ≡ c0P
Q2
where c0 is small, but fixed number (independent on Q).
Given Q, ∆, P we define the good, the bad, and the ugly respectively by
G ≡
{
(s, y, w) ∈ [t−∆, t]× Ω× R3 : |w| ≤ P,
∣∣∣w − Vˆ (t)∣∣∣ ≤ P, ∣∣∣w − Vˆ + (t)∣∣∣ ≤ P}
B ≡ {(s, y, w) ∈ [t−∆, t]× Ω× R3 : |y −X (s)| ≤ ε0, |w| ≥ P,∣∣∣w − Vˆ (t)∣∣∣ ≥ P, ∣∣∣w − Vˆ + (t)∣∣∣ ≥ P}
U ≡ {(s, y, w) ∈ [t−∆, t]× Ω× R3 : |y −X (s)| ≥ ε0, |w| ≥ P,∣∣∣w − Vˆ (t)∣∣∣ ≥ P, ∣∣∣w − Vˆ + (t)∣∣∣ ≥ P}
where
ε0 ≡ R|v|2
1∣∣∣v − Vˆ (t)∣∣∣
if the characteristic curve Xˆ (s) does not intersect ∂Ω on the interval s ∈
[t−∆, t] , and otherwise
ε0 ≡ R|v|2

 1∣∣∣v − Vˆ (t)∣∣∣ +
1∣∣∣v − Vˆ + (t)∣∣∣

 .
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Here
Vˆ + (t) = Vˆ ∗ (s0) ,
where
s0 = sup
{
s ∈ [t−∆, t] : Xˆ (s) ∈ ∂Ω
}
.
The change due to the field can be estimated as:
Lemma 8. Under the assumptions in Theorem 3 we have the following
estimate:
(7.6)
∫ t
t−∆
|E (X (s) , s)| ds ≤ C∆
[
(Q (t))4/3 + 1
]
, ∆ ≤ t ≤ T
Proof. It is just an adaptation of a similar estimate in [5], page 122. The last
constant term in (7.6) is a consequence of the Neumann boundary condition,
i.e., E = h at the boundary (cf. (1.3)). 
We now estimate the change of Vˆ (s) due to geometry of the domain and a
basic geometric property that relates the change of Vˆ (s) with the curvature
will be investigated: The idea is as follows:
(i) The total length that the characteristic moves, including reflections is
bounded as CQ∆.
(ii) The change of the normal vector in a distance of order ℓi is bounded
by Cℓi.
(iii) Therefore, the change of the angle of the vectors Vˆ (s) , Vˆ ∗ (s) with
respect to the previous reflection is bounded by
(
CQℓi +
∫ ti+1
ti
|E| ds
)
. (The
change is the difference of outcoming vector with respect to the next out-
coming one, and incoming vectors with respect to the incoming ones).
(iv) The total change of these vectors is then bounded by CQ2∆ +∫ t
t−∆ |E| ds ≤ C
(
Q2 +Q4/3
)
∆ ≤ CQ2∆, where the constant C depends
only on the maximum of the curvature.
We now give its explicit formulation and the rigorous proof. To this end
we first recall basic ingredients such as Formulas of Frenet in differential
geometry (see [15] p. 18, p. 94 for reference) that we will combine with
Lemma 2 in this paper.
Lemma 9. Let T and N be the unit tangential and normal vector on ∂Ω
respectively. Let κ be the curvature along a curve and κN be the normal
curvature in the direction dx of the line of curvature. Then we have
dN + κNdx = 0, dT = κNds,
where s is the arc length.
Proof. See [15] p. 18, p. 94. 
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In view of Lemma 2 the equations describing the evolution of the charac-
teristics in a geometrical form are:
dµi
dt
=
wi
1 + kix⊥
(7.7)
dwi
dt
= Ei − v⊥wiki
1 + kix⊥
−
2∑
j,ℓ=1
Γij,ℓwjwℓ
1 + kjx⊥
(7.8)
dx⊥
dt
= v⊥(7.9)
dv⊥
dt
= F = E⊥ +
2∑
j=1
w2j bj
1 + kjx⊥
(7.10)
Note that these equations work only near the boundary ∂Ω, but inside
the domain the maximum displacement of the characteristics is Q∆ that
can be made small.
Lemma 10. Let (X (s) , V (s)) and
(
Xˆ (s) , Vˆ (s)
)
be two characteristics
and let Q be as in (5.6). Then we have
min
{∣∣∣Vˆ (s)− Vˆ (t)∣∣∣ , ∣∣∣Vˆ (s)− Vˆ + (t)∣∣∣} ≤ C∆Q2 (t) , s ∈ [t−∆, t]
min
{|V (s)− V (t)| , ∣∣V (s)− V + (t)∣∣} ≤ C∆Q2 (t) , s ∈ [t−∆, t]
Proof. Estimates equally apply to V and Vˆ and so we only give a proof for
V. Unlike the whole space case, we have to take care of the possible sign
change of v⊥ at the bounces , i.e. if it becomes zero coming from the region
v⊥ < 0.Using the equations (7.8) and (7.10), it follows that
∣∣∣∣d (|v⊥|)ds
∣∣∣∣+
∣∣∣∣dwidt
∣∣∣∣ ≤ CQ2 , s ∈ [t−∆, t]
and this implies
(7.11) |wi (s)− wi (t)| ≤ CQ2 (t− s) ,
(7.12) ||v⊥ (s)| − |v⊥ (t)|| ≤ CQ2 (t− s) .
(Notice that the equation above is valid even if we cross the bounces, and
that |v⊥| is differentiable). If the number of jumps of the normal velocities
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is even, then by (7.11)-(7.12) and by Lemma 9, we have
|V (s)− V (t)| =
∣∣∣∣∣
(
2∑
i=1
wiui + v⊥N
)
(s)−
(
2∑
i=1
wiui + v⊥N
)
(t)
∣∣∣∣∣
≤
∣∣∣∣∣
2∑
i=1
(wi (s)− wi (t)) ui (t) + (v⊥ (s)− v⊥ (t))N (t)
∣∣∣∣∣
+
2∑
i=1
|wi (s)| |ui (t)− ui (s)|+ |v⊥ (s)| |N (t)−N (s)|
≤ CQ2 (t− s) .
In a similar manner, we deduce that if the number of jumps of the normal
velocities is odd, then ∣∣V (s)− V + (t)∣∣ ≤ CQ2 (t− s) .
Thus we conclude the assertion of the lemma. In general, we can split
the time interval [s, t] into several time sub-intervals in such a way that
particles are governed completely by the equation (2.5) near the boundary
or by the usual Vlasov equation (1.1) away from the boundary on each sub-
interval. Then the estimates above combined with those in the whole space
and noticing that the effect Q (t)4/3 of the electric field alone (Lemma 8) is
negligible to that Q (t)2 of the geometry yield the lemma. 
Lemma 11. In the sets B and U, we have
|w|
2
≤ |v| ≤ 2 |w| ,∣∣∣w − Vˆ (t)∣∣∣
2
+
∣∣∣w − Vˆ + (t)∣∣∣
2
≤
∣∣∣v − Vˆ (t)∣∣∣+∣∣∣v − Vˆ + (t)∣∣∣ ≤ 2 ∣∣∣w − Vˆ (t)∣∣∣+2 ∣∣∣w − Vˆ + (t)∣∣∣ .
Proof. In the sets B and U , we have |w| ≥ P,
∣∣∣w − Vˆ (t)∣∣∣ ≥ P, ∣∣∣w − Vˆ + (t)∣∣∣ ≥
P. By Lemma 10, we have either |w − V (t)| ≤ C∆Q2 or |w − V + (t)| ≤
C∆Q2. If |w − V (t)| ≤ C∆Q2, we have∣∣∣w − Vˆ (t)∣∣∣− |V (t)− w| ≤ ∣∣∣v − Vˆ (t)∣∣∣ ≤ ∣∣∣w − Vˆ (t)∣∣∣+ |V (t)− w| ,∣∣∣w − Vˆ + (t)∣∣∣− |V (t)− w| ≤ ∣∣∣v − Vˆ + (t)∣∣∣ ≤ ∣∣∣w − Vˆ + (t)∣∣∣+ |V (t)− w|
Since, for small c0,
CQ2∆ ≤ P
4
≤
∣∣∣w − Vˆ (t)∣∣∣
4
,
CQ2∆ ≤ P
4
≤
∣∣∣w − Vˆ + (t)∣∣∣
4
,
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we have ∣∣∣w − Vˆ (t)∣∣∣
2
≤
∣∣∣v − Vˆ (t)∣∣∣ ≤ 2 ∣∣∣w − Vˆ (t)∣∣∣ ,∣∣∣w − Vˆ + (t)∣∣∣
2
≤
∣∣∣v − Vˆ ∗ (t)∣∣∣ ≤ 2 ∣∣∣w − Vˆ + (t)∣∣∣ .
In the other case, we similarly obtain∣∣∣w − Vˆ + (t)∣∣∣
2
≤
∣∣∣v − Vˆ (t)∣∣∣ ≤ 2 ∣∣∣w − Vˆ + (t)∣∣∣ ,∣∣∣w − Vˆ (t)∣∣∣
2
≤
∣∣∣v − Vˆ ∗ (t)∣∣∣ ≤ 2 ∣∣∣w − Vˆ (t)∣∣∣ .
Therefore, we deduce our lemma. 
We denote X|| = µ1u1+µ2u2, X⊥ = x⊥ and V|| = w1u1+w2u2, V⊥ = v⊥.
Lemma 12. If a trajectory (X,V ) has more than one bounce in the interval
[t−∆, t] , then we have, for all s ∈ [t−∆, t] ,
|V⊥ (s)| ≤ CQ2 (t)∆.
Proof. If a trajectory (X,V ) has more than one bounce, then we have
V⊥ (s˜) = 0, for some s˜ ∈ [t−∆, t] . Since
(7.13)
∣∣∣∣d |V⊥|ds
∣∣∣∣ ≤ CQ2 (t) ,
the lemma follows. 
Lemma 13. Let (X (s) , V (s)) and
(
Xˆ (s) , Vˆ (s)
)
be trajectories over [t−∆, t].
Suppose that∣∣∣X⊥ (s0)− Xˆ⊥ (s0)∣∣∣ = min
s∈[t−∆,t]
∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣ , s0 ∈ (t−∆, t) .
Then either both X⊥ (s0) > 0, Xˆ⊥ (s0) > 0 or both X⊥ (s0) = Xˆ⊥ (s0) = 0.
Proof. We prove the lemma by contradiction. Suppose X⊥ (s0) > 0 and
Xˆ⊥ (s0) = 0. The case Xˆ⊥ (s0) > 0 and X⊥ (s0) = 0 can be studied in a
symmetric way. Notice that the function λ (s) =
∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣2 is differ-
entiable in the interval (t−∆, t) except at a finite set of points. Therefore,
at the point s = s0 where the minimum of λ is achieved we have:
dλ
ds
(s0−) = d
ds
∣∣∣X⊥ (s0−)− Xˆ⊥ (s0−)∣∣∣2 ≤ 0
where from now on f (s0−) = lims→s0,s<s0 f (s) , f (s0+) = lims→s0,s>s0 f (s) .We
then have:
X⊥ (s0)
(
V⊥ (s0−)− Vˆ⊥ (s0−)
)
≤ 0,
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which implies
(7.14) V⊥ (s0−) ≤ Vˆ⊥ (s0−) < 0.
The fact that Vˆ⊥ (s0−) 6= 0 is a consequence of Lemma 3.
Notice that, since Xˆ⊥ (s0) = 0 there is a reflection of Vˆ⊥ at s = s0. On
the other hand, since X⊥ (s0) > 0 , V⊥ is continuous at s = s0. Therefore:
V⊥ (s0+) = V⊥ (s0−) , Vˆ⊥ (s0+) = −Vˆ⊥ (s0−)
Thus we have∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣ = X⊥ (s)−Xˆ⊥ (s) = X⊥ (s0)+(V⊥ (s0−) + Vˆ⊥ (s0−)) (s− s0)+o (s− s0)
as s → s0, s > s0. Due to (7.14), we have
∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣ < X⊥ (s0) =∣∣∣X⊥ (s0)− Xˆ⊥ (s0)∣∣∣ for s−s0 > 0 sufficiently small, but this contradicts the
fact that
∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣ reaches its minimum at s = s0. Therefore the
result follows. 
We show the following crucial separation property.
Lemma 14. (Separation property) In the ugly set U , there exist s0, s1 ∈
[t−∆, t] such that the following separation holds:
(7.15)∣∣∣X (s)− Xˆ (s)∣∣∣ ≥ C (ε0 +min{∣∣∣v − Vˆ (t)∣∣∣ |s− s0| , ∣∣∣v − Vˆ + (t)∣∣∣ |s− s1|}) , s ∈ [t−∆, t]
where C is a universal constant depending only on the curvature of ∂Ω.
Proof. We separate into two cases:
Case 1: Both trajectories (X (s) , V (s)) ,
(
Xˆ (s) , Vˆ (s)
)
have at most
one bounce in the time interval [t−∆, t]. Let t − ∆ ≤ t1 < t2 ≤ t be
possible two bouncing times with t1, t2 corresponding to (X (s) , V (s)) ,(
Xˆ (s) , Vˆ (s)
)
respectively. We split the time interval [t−∆, t] into a max-
imum of three sub-intervals, namely [t−∆, t1]∪ [t1, t2]∪ [t2, t] . In the most
general case, some of these intervals could be empty. Let us describe the
argument in the most general case, since for a smaller number of reflections
the argument required is just a minor simplification of it. Pick s0 and s1
such that
min
s∈[t−∆,t1]∪[t2,t]
∣∣∣(X − Xˆ) (s)∣∣∣ = ∣∣∣(X − Xˆ) (s0)∣∣∣ ,
min
s∈[t1,t2]
∣∣∣(X − Xˆ) (s)∣∣∣ = ∣∣∣(X − Xˆ) (s1)∣∣∣ .
In the interval [t1, t2] there is no bounces along the trajectories. Then, we
can argue exactly as in the case without boundaries (cf. [5], pages 128-129)
to show that:∣∣∣X (s)− Xˆ (s)∣∣∣ ≥ C ∣∣∣v − Vˆ + (t)∣∣∣ |s− s1| , for s ∈ [t1, t2] .
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On the other hand, the portion of the trajectories X (s) , Xˆ (s) for s ∈
[t2, t] might be reflected with respect to the boundary ∂Ω. Suppose for the
moment that the boundary ∂Ω is flat as in the half space case. The trajecto-
ries over [t2, t] obtained by reflections together with the original trajectories
X (s) , Xˆ (s) for s ∈ [t−∆, t1] yield portion of new trajectories without
bounces, and satisfying an equation of the form:
dX
ds
= V
dV
ds
= E˜
where
∫ t
t−∆
∣∣∣E˜ (X (s) , s)∣∣∣ ds ≤ C∆ [(Q (t))4/3 + 1] . We can argue then ex-
actly as in the case of the whole space (cf. [5]), to estimate the difference
between the trajectories, and since the reflection with respect to the plane
x1 = 0 is an isometry, we finally obtain:
(7.16)∣∣∣X (s)− Xˆ (s)∣∣∣ ≥ C ∣∣∣V (t)− Vˆ (t)∣∣∣ |s− s0| , for s ∈ [t−∆, t1] ∪ [t2, t] .
Now if the boundary ∂Ω is not flat then the change of the normal vectors
between two reflections can be bounded by C∆Q and the corresponding
change of the vectors V and Vˆ can be bounded by C∆Q2, which is smaller
than c0P for sufficiently small c0. Therefore the change of these vectors is
small compared to
∣∣∣V (t)− Vˆ (t)∣∣∣ in the ugly set and the inequality (7.16)
above is valid for the case of domain with curvature.
Case 2: At least one of the trajectories has more than one bounce in
[t−∆, t] . Let
(
Xˆ, Vˆ
)
have more than one bounce in [t−∆, t] .
We first consider the case
(7.17) |wi (s)− wˆi (s)| ≥ 1
2
∣∣∣V (s)− Vˆ (s)∣∣∣ , for all s ∈ [t−∆, t] ,
i.e., the tangential part of V − Vˆ dominates along the trajectory in the
whole interval [t−∆, t] . Let
min
s∈[t−∆,t]
|µi (s)− µˆi (s)| = |µi (s0)− µˆi (s0)| .
Note that the tangential part of the trajectory, X|| is C1. Consider the
equation (7.7) and (7.8) for the tangential components of the position and
the velocity:
dwi
dt
= Ei − v⊥wiki
1 + kix⊥
−
2∑
j,ℓ=1
Γij,ℓwjwℓ
1 + kjx⊥
= O
(
Q4/3
)
+O (Q2) ,
dµi
ds
=
wi
1 + kix⊥
= wi (s0) +O
(
∆Q2
)
+O (x⊥ |wi|) = wi (s0) +O
(
∆Q2
)
,
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where the second term comes from the change on the velocity wi due to the
field and to the geometry and constants depend only on the geometry of the
domain. We also used the fact that
|x⊥| |wi| = O
(
∆Q2
)
.
Then, integrating the tangential part µi − µˆi of the difference of (X,V )
and
(
Xˆ, Vˆ
)
, we get:
(µi − µˆi) (s) = (µi − µˆi) (s0)+(wi (s0)− wˆi (s0)) (s− s0)+O
(
∆Q2) (s− s0)
)
By Lemma 10 and (7.17), we have
|wi (s0)− wˆi (s0)| ≥ 1
2
∣∣∣V (s0)− Vˆ (s0)∣∣∣ ≥ 1
2
min
{∣∣∣v − Vˆ (t)∣∣∣ , ∣∣∣v − Vˆ + (t)∣∣∣}+O (Q2 (t)∆) .
Since |(µi − µˆi) (s)|2 is a C1 function it folllows that at the point s0 ∈
[t−∆, t] where |(µi − µˆi) (s)|2 attains the minimum we have
(s− s0) d
ds
(
|(µi − µˆi) (s)|2
)
= [µi (s0)− µˆi (s0)] · [wi (s0)− wˆi (s0)] (s− s0) ≥ 0.
Note that the inequality above takes into account the possibility that the
minimun of |(µi − µˆi) (s)|2 can be achieved at the end points s0 = t−∆, t.
Since
O (Q2 (t)∆) = c0P,
we deduce
|(µi − µˆi) (s)| ≥ 1
4
min
{∣∣∣v − Vˆ (t)∣∣∣ , ∣∣∣v − Vˆ + (t)∣∣∣} (s− s0) ,
for sufficiently small c0. Using the definition of the ugly set we have |(µi − µˆi) (s)| ≥
ε0. Thus (7.15) follows.
We now consider the complementary case, i.e., there is s¯ ∈ [t−∆, t] such
that ∣∣∣V⊥ (s¯)− Vˆ⊥ (s¯)∣∣∣ ≥ 1
2
∣∣∣V (s¯)− Vˆ (s¯)∣∣∣ .
By (7.13), we have∣∣∣|V⊥ (s)| − ∣∣∣Vˆ⊥ (s)∣∣∣∣∣∣ ≥ ∣∣∣|V⊥ (s¯)| − ∣∣∣Vˆ⊥ (s¯)∣∣∣∣∣∣− CQ2 (t)∆.
On the other hand, note that∣∣∣|V⊥ (s)| − ∣∣∣Vˆ⊥ (s)∣∣∣∣∣∣ = ∣∣∣V⊥ (s)− sgn (V⊥ (s)) ∣∣∣Vˆ⊥ (s)∣∣∣∣∣∣ .
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Using Lemma 12, it follows that∣∣∣V⊥ (s)− sgn (V⊥ (s)) ∣∣∣Vˆ⊥ (s)∣∣∣∣∣∣
=
∣∣∣V⊥ (s)− Vˆ⊥ (s) + Vˆ⊥ (s)− sgn (V⊥ (s)) ∣∣∣Vˆ⊥ (s)∣∣∣∣∣∣
≤
∣∣∣V⊥ (s)− Vˆ⊥ (s)∣∣∣+ 2 ∣∣∣Vˆ⊥ (s)∣∣∣
≤
∣∣∣V⊥ (s)− Vˆ⊥ (s)∣∣∣+CQ2 (t)∆.
Similarly, we get∣∣∣V⊥ (s¯)− sgn (V⊥ (s¯)) ∣∣∣Vˆ⊥ (s¯)∣∣∣∣∣∣
=
∣∣∣V⊥ (s¯)− Vˆ⊥ (s¯) + Vˆ⊥ (s¯)− sgn (V⊥ (s¯)) ∣∣∣Vˆ⊥ (s¯)∣∣∣∣∣∣
≥
∣∣∣V⊥ (s¯)− Vˆ⊥ (s¯)∣∣∣− 2 ∣∣∣Vˆ⊥ (s¯)∣∣∣
≥
∣∣∣V⊥ (s¯)− Vˆ⊥ (s¯)∣∣∣−CQ2 (t)∆.
Thus, we obtain, for all s ∈ [t−∆, t] ,∣∣∣V⊥ (s)− Vˆ⊥ (s)∣∣∣ ≥ ∣∣∣V⊥ (s¯)− Vˆ⊥ (s¯)∣∣∣− CQ2 (t)∆(7.18)
≥ 1
2
∣∣∣V (s¯)− Vˆ (s¯)∣∣∣−CQ2 (t)∆
≥ 1
2
min{
∣∣∣v − Vˆ (t)∣∣∣ , ∣∣∣v − Vˆ + (t)∣∣∣} − CQ2 (t)∆
≥ 1
2
min{
∣∣∣v − Vˆ (t)∣∣∣ , ∣∣∣v − Vˆ + (t)∣∣∣} − c0P
≥ 1
4
min{
∣∣∣v − Vˆ (t)∣∣∣ , ∣∣∣v − Vˆ + (t)∣∣∣} ≥ P
4
.
Using Lemma 12, it follows, choosing c0 in (7.5) sufficiently small, that:
(7.19) |V⊥ (s)| ≥ P
8
for all s ∈ [t−∆, t] . Taking into account (7.6) it follows that V⊥ (s) changes
sign, by reflection, at most once in the interval s ∈ [t−∆, t] if c0 is suf-
ficiently small. Combining Lemma 12, (7.18), and (7.19) it follows that
V⊥ (s) − Vˆ⊥ (s) changes sign at most once for s ∈ [t−∆, t] . Indeed, Vˆ⊥ (s)
is small compared to |V⊥ (s)| ≥ P8 in the interval [t−∆, t] , and V⊥ (s)
changes sign only once at most. Suppose that V⊥ (s) changes sign at s = s0.
Since X⊥ (s) ≥ 0, it follows that sign (V⊥ (s)) = sign
(
V⊥ (s)− Vˆ⊥ (s)
)
=
sign (s− s0) , for s ∈ [t−∆, t] . We have
X⊥ (s)− Xˆ⊥ (s) =
∫ s
s0
[
V⊥ (τ)− Vˆ⊥ (τ)
]
dτ.
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Then, using (7.18), we have:∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣ ≥ 1
4
min{
∣∣∣V (t)− Vˆ (t)∣∣∣ , ∣∣∣V (t)− Vˆ + (t)∣∣∣} |s− s0| .
Since in the ugly set U,
∣∣∣X⊥ (s)− Xˆ⊥ (s)∣∣∣ ≥ ε0, we obtain (7.15). The proof
is complete. 
Proof of Theorem 3. The key point in the proof is to estimate the right-
hand side of (7.3). Let us assume without loss of generality that Q ≥ 1,
since otherwise the leading contribution would be C∆ in (7.3). In order to
make this estimate we separate the contributions of the sets G, B and U :∫ t
t−∆
ds
∫
Ω×IR3
f (y,w, s)∣∣∣y − Xˆ (s)∣∣∣2dydw
=
∫
G
[...] dsdydw +
∫
B
[...] dsdydw +
∫
U
[...] dsdydw
In order to estimate the contribution of the good set we define:
ρG (y, s) ≡
∫
G
f (y,w, s) dw
Standard estimates yield
‖ρG‖∞ ≤ CP 3
where from now on C depends on ‖f0‖∞ , but not on P, ε0, R, Q, ∆.
Arguing as in the derivation of (7.6) we obtain:
(7.20)
∫
G
[...] dsdydw ≤ ∆P 4/3
In order to estimate the contribution of the bad set, notice that Lemma 11
implies
ε0 ≤ 8R|w|2

 1∣∣∣w − Vˆ (t)∣∣∣ +
1∣∣∣w − Vˆ + (t)∣∣∣

 .
Then ∫
B
f (y,w, s)∣∣∣y − Xˆ (s)∣∣∣2dsdydw ≤ C
∫ t
t−∆
ds
∫
|w|≤Q
ε0dw =
(7.21)
C
∫ t
t−∆
ds
∫
|w|≤Q
R
|w|2

 1∣∣∣w − Vˆ (t)∣∣∣ +
1∣∣∣w − Vˆ + (t)∣∣∣

 dw ≤ CR∆ log (Q)
where by assumption
∣∣∣Vˆ (t)∣∣∣ ≥ 1, since otherwise the corresponding charac-
teristic does not have effect in the variation of Q.
Lastly we estimate the integral over the ugly set:
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The aim is to estimate∫
U
f (y,w, s)∣∣∣y − Xˆ (s)∣∣∣2dsdydw =
∫
U
f (x, v, t)∣∣∣X (s)− Xˆ (s)∣∣∣2 dsdxdv
Using (7.15) we can estimate this integral as
C
∫
U
f (x, v, t)(
ε0 +min
{∣∣∣v − Vˆ (t)∣∣∣ |s− s0| , ∣∣∣v − Vˆ + (t)∣∣∣} |s− s1|)2 dsdxdv
The integration with respect to time s can be estimated as∫ t
t−∆
ds(
ε0 +min
{∣∣∣v − Vˆ (t)∣∣∣ |s− s0| , ∣∣∣v − Vˆ + (t)∣∣∣ |s− s1|})2
≤ C
ε0

 1∣∣∣v − Vˆ (t)∣∣∣ +
1∣∣∣v − Vˆ ∗ (t)∣∣∣


≤ C
ε0

 1∣∣∣v − Vˆ (t)∣∣∣ +
1∣∣∣v − Vˆ ∗ (t)∣∣∣

 = Cv2
R
Then
(7.22)
∫
U
[...] dsdydw ≤ C
R
∫
v2f (x, v, t) dvdx ≤ C
R∆
∆
Combining the estimates (7.20), (7.21), and (7.22) for the Good, Bad, and
Ugly set, we obtain∫ t
t−∆
∣∣∣E (s, Xˆ (s))∣∣∣ ds ≤ C∆(P 4/3 +R log (Q) + 1
R∆
)
= C∆
(
P 4/3 +R log (Q) +
Q4/3
RP
)
Choosing R = Q1−δ, P = Q3/4−δ we obtain∫ t
t−∆
∣∣∣E (s, Xˆ (s))∣∣∣ ds ≤ C∆Qβ
where β < 1.
Therefore
Q (t)−Q (t−∆)
∆
≤ C (Q (t))β ,
and a standard iteration yields Q (t) bounded in any interval 0 ≤ t ≤ T.
Thus this completes the proof. 
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Proof of Theorem 1. In order to prove the existence of a solution f of
(1.1)-(1.6) globally defined in t we will show that the sequence of functions
fn defined by (3.1)-(3.7) converges as n → ∞ to a solution of (3.2)-(3.6)
for arbitrary values of t. To this end, it suffices to show that the functions
Qn (t) are uniformlly bounded in each compact set of t ∈ [0,∞) .The desired
limit property would then follow from Proposition 3.
To this end, we define L (t) = supnQ
n (t) .We have that L (·) is increasing
in t. We denote as Tmax the time where:
lim
t→Tmax
L (t) =∞
Our goal is to show that Tmax =∞. Let us assume that Tmax <∞.We define
ε0 = ε0 (2σ (Tmax) , ‖f0‖∞) , where the function ε0 (·) is as in Proposition
5 and the function σ (T ) is as in Theorem 3. Notice that the functions
Qn (t) are uniformly bounded for t ∈ [0, Tmax − ε02 ] by definition of Tmax.
Therefore, Proposition 5 implies that fn → f in Cν;1,λt,(x,v) for 0 ≤ t ≤ Tmax −
ε0
2 , 0 < ν < 1. We can use Proposition 4 to prove that Q
n (t) → Q (t)
for t ∈ [0, Tmax − ε02 ] . In particular, limn→∞Qn (t¯) = Q (t¯) ≤ σ (Tmax) , for
t¯ = Tmax− ε02 . Therefore Qn (t¯) ≤ 2σ (Tmax) for n ≥ n0 with n0 large. Then,
Proposition 5 implies that the sequence Qn (t) is uniformly bounded for
t ∈ [0, Tmax + ε02 ] , whence L (t) is bounded as t → Tmax. This contradicts
the definition of Tmax and concludes the proof of the existence of a solution
of (1.1)-(1.6) in C1;1,λt,(x,v) for some 0 < λ < µ and for 0 ≤ t ≤ T as asserted in
Theorem 1. In order to prove uniqueness we argue as in the proof of (5.24)
to obtain, that two C1;1,λt,(x,v) solutions of (1.1)-(1.6) with the same initial and
boundary satisfy
‖f1 (t)− f2 (t)‖L1 ≤ C (T )
∫ t
0
‖f1 (s)− f2 (s)‖L1 ds,
Therefore f1 = f2. This completes the proof of the Theorem. 
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