Implementazione e analisi delle prestazioni di un algoritmo di tipo proportional share per l'accesso a dischi by Gnetti, Daniele
Università degli studi di Pisa
Facoltà di Ingegneria
Corso di Laurea in Ingegneria Informatica
Tesi di Laurea
Implementazione e analisi delle
prestazioni di un algoritmo
di tipo proportional share
per l'accesso a dischi
Candidato Relatori
Daniele Gnetti Prof. Luigi Rizzo
Prof. Marco Avvenuti
Anno Accademico 2002/2003
2Introduzione
Esistono svariati algoritmi che implementano una politica di gestione dell'
I/O su disco. Ognuno si concentra su un determinato obbiettivo che varia da algo-
ritmo ad algoritmo. FreeBSD attualmente implementa una gestione che "ordina" le
richieste di I/O in base alla loro posizione su disco, chiamata in letteratura LOOK
e noto anche come “algoritmo dell'ascensore”. In questo algoritmo la testina viene
fatta spostare in una direzione,  finché esistono richieste pendenti in quel verso e
quindi viene invertito il senso di marcia e ripetuto il processo ciclicamente. Questa
strategia permette di minimizzare il tempo di posizionamento della testina (seek-
time) in cui essa stessa non può leggere e/o scrivere dati perché in movimento da
un punto all'altro del disco, servendo in questo modo il più possibile richieste con-
tigue su disco massimizzando così la banda.
In generale LOOK può essere accettabile poiché comporta un elevato throu-
ghput, ma possono sorgere dei problemi di inequità dovuti alla scansione circolare
del disco nei confronti delle richieste dei processi. Questo è il caso in cui esistano
più processi, alcuni che effettuano un grosso traffico di "blocchi" contigui in una
parte del disco in cui la testina si sta spostando ed altri processi che accedano, in
termini molto minori, in una zona opposta alla direzione di marcia. Quindi, se quei
processi continuano a effettuare I/O in zone che si trovano dal lato in cui ci si sta
spostando, fintanto che le richieste non sono tutte servite, la testina non inverte di-
rezione. In questa circostanza si può osservare un fenomeno di attesa molto lunga
(proporzionale alla dimensione del disco) da parte dei processi che sono "dall'altra
parte" della direzione attuale. Ciò può essere un problema nel caso non si richieda-
no soltanto prestazioni in termini di quantità di dati trasferiti, ma anche garanzie
sulla latenza che intercorre dalla richiesta e l'effettivo servizio. Si pensi al caso del-
la visione di un filmato in cui avviene la richiesta di una quantità modesta di dati a
intervalli regolari. Un ritardo eccessivo nel fornire i dati comporterà una visione “a
scatti” e poco godibile.
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3Per risolvere il problema si è pensato di utilizzare Worst-case  Weighted Fair
Queueing (WF2Q+), un algoritmo di tipo Proportional  Share,  con cui è possibile
distribuire in modo arbitrario un servizio tra vari processi, nel nostro caso il trasfe-
rimento  di  dati  da  disco.  Questo  è  ottenibile  assegnando  ad  ogni  processo  un
"peso" più o meno grande. Più il peso di un processo è grande rispetto agli altri e
più elevata sarà la banda assegnata. La suddivisione avviene in modo proporziona-
le al peso di un processo, ed inversamente  proporzionale alla somma dei pesi di
tutti i processi che sono sotto servizio sul disco. Variando a piacimento i pesi, è
possibile impostare suddivisioni arbitrarie, controllando così le risorse assegnate
ad ogni processo.
L'introduzione di un meccanismo di suddivisione della banda comporta, nel
caso in cui un processo abbia esaurito la propria “fetta”, che l'usufrutto del disco
venga assegnato ad un altro processo. Questo può comportare che le richieste di
dati “legittimate” si trovino lontane dall'ultimo punto di servizio. Ciò, come è faci-
le prevedere, causa un calo del throughput dovuto alla spostamento della testina
per la necessità di mantenere delle garanzie. Si è cercato di limitare l'inconveniente
senza  eliminare  l'algoritmo  originario  di  FreeBSD,  ma  accompagnandolo  con
WF2Q+ in una sorta di tandem. Quindi abbiamo due moduli: uno chiamato PS che
mantiene  le  garanzie  impostate  tramite  l'algoritmo  WF2Q+,  l'altro  chiamato
LOOK che riceve le richieste che vengono legittimate nel servizio da PS e, me-
diante l'algoritmo dell'ascensore, le ordina per migliorare le prestazioni. 
Se la coda su cui LOOK opera avesse capienza infinita, esisterebbero delle
possibilità di reintrodurre problemi di elevate attese che con il solo modulo PS non
sarebbero presenti. Quindi si è deciso di limitarne la capacità, variando la quale è
possibile ottenere un compromesso tra le garanzie di banda per processo e throu-
ghput. Impostando un coda con dimensione nulla, solo il modulo PS funziona e
quindi si ha un comportamento completamente “proporzionale” e basso through-
put. Aumentandone le dimensioni si tende ad avere un'errore sulle garanzie sempre
più elevato, ma nel contempo un aumento del throughput. Quando la capacità ten-
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4de a essere “infinita”, il comportamento è caratterizzato completamente dal secon-
do modulo LOOK.
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Capitolo 1 FreeBSD e la gestione
dell'I/O
1.1 Il kernel
La versione di FreeBSD su cui è stato implementato l'algoritmo è la 4.9. Non è sta-
ta scelta una versione del ramo 5.x a causa della sua immaturità al momento della
implementazione dell'algoritmo. Questo avrebbe comportato un sforzo maggiore
dato dal fatto che non sarebbe stato facile distinguere eventuali comportamenti e/o
errori dovuti alla giovinezza della versione 5.x, rispetto a quelli di un eventuale
implementazione dell'algoritmo. Quindi si è optato per la versione precedente di
consolidata stabilità ed alta probabilità di assenza di errori.
Il kernel è composto da molti strati, la loro progettazione e comunicazione di-
pende da che modello di sviluppo si voglia adottare, con vantaggi e svantaggi deri-
vanti. Il kernel di FreeBSD è di tipo monolitico, come molti esempi del mondo
Open Source (OpenBSD, NetBSD, Linux, ecc.). La scelta di un modello monoliti-
co è una più semplice progettazione e realizzazione, a scapito di un potenziale
blocco del sistema per un errore in una componente. Infatti tutto funziona nello
stesso spazio di indirizzamento e le comunicazioni avvengono con semplici chia-
mate di funzioni. Quindi ogni componente è potenzialmente in grado compromet-
tere il funziona delle altre. Questo modello si contrappone al modello “più recente”
chiamato  micro-kernel  in  cui  sono  riposte solamente le  funzionalità  essenziali:
schedulazione dei processi, comunicazione inter-processo, gestione della memoria.
Il resto dei servizi sono processi che funzionano in spazi di indirizzamento separa-
ti, la cui comunicazione avviene tramite un meccanismo a scambio di messaggi
fornito dal kernel stesso. Questo modello comporta una sicura protezione ed una
netta separazione strutturale tra le componenti. Però si ritrova più difficile trovare
gli errori a causa della comunicazione asincrona tra le componenti. Inoltre per lo
7
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scambio di messaggi si deve passare per il kernel, questo provoca un più alto ove-
rhead dovuta al continuo cambio di contesto.
Un'altra caratteristica della serie 4.x è il comportamento non-preemptive. Que-
sto significa che nel momento in cui un processo esegue una chiamata al kernel,
nessun altro processo è in grado andare in esecuzione a meno che lo stesso non lo
decida volontariamente o finisca di essere servito.
Il kernel è una sorta di collezione di funzioni basilari in grado di fare funziona-
re il sistema operativo. Ogni insieme di funzioni serve ad espletare un particolare
servizio utilizzando delle strutture dati su cui lavorare per ottenere lo scopo. E'
possibile suddividere logicamente questo kernel in due: parte alta e parte bassa. La
parte alta comprende i servizi che vengono richiesti dai processi tramite chiamate
di sistema. La parte bassa è costituita da quelle funzioni che vengono utilizzate per
la gestione delle interruzione. Le due parti possono lavorare su delle strutture dati
in comune, che è necessario proteggere tramite apposite funzioni (in FreeBSD slp-
bio(), splnet(), ecc). Il loro nome individua diverse categorie, ognuna relativa ad
un insieme di risorse condivise, che sono accedute nel momento dell'esecuzione di
una determinata interruzione.  Grazie a loro è possibile ritardare l'effetto di una
eventuale esecuzione di interruzione, fintanto che non si siano terminate le opera-
zioni sulle parti condivise evitando così eventuali corse critiche. In sostanza si può
concepire la suddivisione così: la parte alta dialoga con i processi, la parte bassa
con le periferiche che sono gestite con le interruzioni.
Questo comporta, una impossibilità di esecuzioni concorrenti di più processi
all'interno del kernel e quindi una latenza variabile e non definita degli altri proces-
si. L'unica cosa quindi che può interrompere l'esecuzione di un processo all'interno
del kernel, oltre allo stato di attesa volontaria per un determinato evento, sono le
interruzioni.
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1.2 L'organizzazione del filesystem
La formattazione ed il sistema di organizzazione logica dei dati è detto filesystem.
Ogni sistema operativo ne fornisce almeno uno che si differenzia dagli altri per ca-
ratteristiche e prestazioni diverse che dipendono dalle tecniche usate per organiz-
zare i dati. Il risultato è una corrispondenza tra un file ed una serie di piatti, tracce
e settori che ne permette l'archiviazione e la ricerca all'interno del disco.
Una caratteristica che è a comune è la dimensione del blocco, cioè la più pic-
cola parte di cui è costituito il filesystem. La sua dimensione dipende dai file che
saranno memorizzati, che essendone costituiti da almeno uno, tendono a sprecare
spazio se la maggior parte di essi sono più piccoli di un blocco. Come debba esse-
re impostato questo parametro dipende dal rapporto tra lo spreco di spazio e le pre-
stazioni che si vogliono ottenere, in base alla dimensione media dei file. Infatti , un
blocco grande comporta un numero inferiore di operazioni per il filesystem, ma
uno spreco di spazio e viceversa.
Quando viene richiesto un determinato file la testina viene fatta muovere per
reperire i dati. Questa spostamento non è istantaneo, essendo il dispositivo mecca-
nico. Il tempo di ricerca (Seek Time) è significativo e durante il medesimo non è
possibile un trasferimento di dati. Infatti la testina, essendo "in viaggio" da un pun-
to all'altro del disco, non è in grado di leggere e/o scrivere. Se l'accumulo di questo
tempo è troppo elevato, se ne perde di più a muoversi che a trasferire dati. In que-
sto caso, il degrado di prestazioni può essere molto elevato.
Questo è il fenomeno che si presenta quando un file non viene memorizzato in
posizioni contigue, ma è “sparpagliato” in un più posizioni.  Per questo motivo,
l'organizzazione interna dei dati e la loro gestione è strutturata in modo tale da di-
sporre i blocchi di un medesimo file il più possibilmente contigui. In questo modo,
essendo anche l'accesso di un file la maggior parte delle volte sequenziale, si riesce
ad ottenere il massima quantità di dati trasferiti. Data l'organizzazione dei dati l'al-
goritmo di gestione dell'I/O ne è una naturale conseguenza.
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1.3 L'interfaccia di gestione delle code
di I/O in FreeBSD
La struttura che viene utilizzata per effettuare l'I/O è chiamata buf. Tale struttura
contiene numerosi campi, i più significativi per lo scopo sono:
flags: ne indicano lo stato (lettura, scrittura, ecc).
quantità dei dati: il numero di bytes che il buf contiene.
dispositivo di I/O: dove il buf deve portare o ricevere dati.
puntatori a lista: permettono al  buf di essere inserito in liste concatenate
usate per vari scopi.
I buf risiedono in varie code ed in queste vengono inseriti, estratti e/o ordinati
tramite apposite funzioni di gestione. Tali funzioni sono:
bufq_init: inizializza la coda in cui inserire i buf.
bufq_first: verifica se esiste un buf in testa ad una coda.
bufq_remove: estrae un buf da una coda.
bufqdisksort: ordina un buf in una coda di gestione dell'I/O su disco.
Un esempio di coda è quella del sistema di cache del kernel. Permette infatti di
tenere conto di quali siano i buf utilizzati per accedere una determinata parte del
disco. Nel caso in cui si richieda nuovamente quella zona, non è più necessario ac-
cedere al dispositivo fisico, ma si accede direttamente alla coda. Questo permette
di incrementare notevolmente le prestazioni. Un altro esempio è la coda che ogni
disco ha per gestire i vari buf su cui devono essere effettuate le letture e/o scritture.
Quest'ultima è quella su cui si è andati a lavorare per implementare il nuovo algo-
ritmo di gestione dell'I/O.
1.4 Il disco rigido
Questo è un dispositivo di tipo meccanico costituito da:
uno più piatti  circolari  distanziati,  disposti  uno sopra l'altro e fissati  ad
10
Capitolo 1 FreeBSD e la gestione dell'I/O 11
un'asse ruotante.
2 testine di lettura/scrittura per ogni piatto.
un braccio adito a muovere insieme le testine lungo i piatti.
Un insieme di traccie equidistanti dall'asse ed appartenenti a tutti i piatti è det-
to cilindro. Le traccie sono le zone concentriche in cui è suddiviso un piatto. Que-
st'ultime sono a loro volta costitute da numerose parti uguali detti settori (512 by-
tes), che sono la parte più piccola di cui il disco è costituito ed è quindi la minima
unità di dati che può essere trasferita da ogni testina. Per motivi di efficienza i vari
settori, dal momento che i dischi rigidi hanno raggiunto capacità notevoli, vengo-
no raggruppati in parti più grandi dette "cluster". Le loro dimensioni sono variabili
e dipendono da come è formattato il disco.
Quando il dispositivo è in funzione l'asse viene fatto ruotare ad una velocità
dipendente dalle prestazioni che si vogliono ottenere in rapporto al rumore, al ca-
lore ed ai consumi derivanti. Tutte le testine sono sempre allineate e spostate trami-
te un braccio in ogni parte del disco. Questo permette loro di muovesi da un punto
all'altro a seconda dei dati che si vogliono reperire e/o modificare.
Su ogni superficie dei piatti è posta una testina in grado di leggere e/o scrivere
dati. Le testine sono tutte montate assieme ad un asse centrale, detto braccio, che
ruotando le sposta tutte assieme sul disco.
11
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Il funzionamento preciso del disco non può essere noto a priori, poiché col
passare degli anni si è trasformato in un dispositivo sempre più complesso e in una
sorta di scatola nera. Infatti oltre alle capacità differenti ogni modello ha un com-
portamento diverso dovuto alla gestione interna, l'utilizzo di sistemi di cache e ri-
sparmio energetico decisi in fase di realizzazione dal produttore. Quindi un model-
lo specifico e accurato del comportamento del disco diventa un problema impro-
ponibile.
1.5 Il driver del disco
Per la gestione del disco rigido esistono “driver” diversi che dipendono dalla tec-
nologia utilizzata ad esempio: SCSI o EIDE. Ogni driver fornisce un'astrazione del
dispositivo che ne permette la gestione in modo standard indipendentemente dalla
sua particolare tecnologia.
La dimensione di un buf dipende sia dalla tecnologia del disco sia dal tipo di
filesystem che è stato utilizzato per formattarlo. Per ogni richiesta viene calcolata
la divisione intera tra la dimensione della richiesta e la dimensione del buf. Il ri-
sultato sarà il numero di  buf necessari per quella richiesta. Da questo si deduce
che anche se la richiesta è di un singolo byte verrà comunque utilizzato un intero
buf per l'I/O. Ognuno viene poi passato ad una funzione comune a tutti i driver
che gestiscono i dischi che riceve in ingresso un puntatore al buf ed alla coda del
dispositivo:
void bufqdisksort(struct buf_queue_head *bufq, struct buf *bp)
Da come si può capire dal nome la funzione, questa ordina le varie richieste
nella coda indicata dal driver. Infatti per ogni disco ne viene utilizza internamente
una in cui le richieste di I/O, provenienti dai vari processi, vengono riposte. Dopo
l'ordinamento la coda è pronta per fornire un buf per una operazione di lettura e/o
12
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scrittura. Dopo ogni inserzione nella coda ordinata si deve scegliere su quale buf
fare I/O, quindi si procede con:
Controllo dellapresenza  dei buf nella coda tramite:
struct *buf bufq_first(struct buf_queue_head *bufq)
Rimozione del buf che eventualmente è presente tramite:
void bufq_remove(struct buf_queue_head * bufq, struct buf *bp) 
Dopodiché se un buf era presente ed è stato rimosso dalla coda, viene riposto in
un'altra coda di tipo FIFO da cui il dispositivo va periodicamente ad estrarre ri-
chieste ed espletata la relativa operazione di I/O.
1.6 Le chiamate di sistema: dal processo
al disco.
Ogni processo per effetture delle operazioni su disco deve eseguire determinate
operazioni. Le possibilità sono molteplici e si differenziano per le modalità di ac-
cesso:
1. Diretto, tramite dispositivo(es: /dev/ad0)
2. Indiretto, tramite mappatura in memoria.
3. Tramite file.
Nei  metodi  2  e 3 ,  poiché si  accede tramite un filesystem, è necessario  prima
“montare” il dispositivo. In FreeBSD si possono utilizzare vari filesystem. Quelli
usati per l'accesso ai dischi sono:
Nativi:
–UFS: usato in FreeBSD 4.x.
–UFS2: più recente ed usato in FreeBSD 5.x.
E non:
13
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–ISO9660: usato nei CD-ROM
–Ext2: usato in Linux.
–HPFS: usato in OS/2 di IBM.
–NTFS, MSDOS: usato in Windows.
Questo permette di interpretare correttamente le informazioni immagazzinate nel
disco che dipendono da quale filesystem è stato utilizzato per formattare il medesi-
mo. Per ottenere questo si usa la chiamata di sistema:
int mount(const char *type, const char *dir, int flags, void *data)
Per leggere e/o scrivere è necessario ottenere un descrittore di I/O tramite la chia-
mata di sistema:
int open(const char *path, int flags, ...)
Quest'ultimo può identificare sia un file che un dispositivo grazie al fatto che
nei sistemi UNIX, come FreeBSD, il dispositivo è visto come un file ed è quindi
utilizzabile la stessa funzione. Il tipo di apertura del file comporta differenti com-
portamenti da parte del kernel e viene specificata tramite il parametro  flags. I
14
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principali parametri sono:
O_RDONLY: sola lettura.
O_WRONLY: sola scrittura.
O_RDWR: lettura e scrittura.
O_DIRECT: cerca di minimizzare l'influenza del sistema di cache del ker-
nel.
O_FSYN: ogni operazione di I/O sul file è sincrona.
Quando si è ottenuto il descrittore è anche possibile “mapparlo in memoria”,
cioè far corrispondere a specifiche zone di memoria il contenuto del file. Questo si
ottiene con la chiamata:
int mmap(void *addr, size_t len, int prot, int flags, int fd, off_t
offset)
Successivamente si possono eseguire le fondamentali operazioni di I/O. Nel caso 3
si usano dei normali accessi alla memoria che si trasformeranno in automatiche
operazioni sul disco. Negli altri casi invece si useranno funzioni che lavorano di-
rettamente con i descrittori di I/O. In lettura:
ssize_t read(int d, void *buf, size_t nbytes)
E in scrittura:
ssize_t write(int d, const void *buf, size_t nbytes)
1.7 Un percorso di chiamata di sistema
all'interno del kernel
Analizziamo ora uno dei percorsi possibili dal processo verso il disco. Non poten-
do analizzare completamente il codice, riportiamo soltanto le parti più significative
omettendo le varie condizioni di flusso del codice. Questo dovrebbe dare un'idea
15
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sufficiente di quello che accade.
Quello che vediamo è la lettura e scrittura di un file tramite le chiamate di si-
stema read e write, su disco di tipo IDE, formattato con il filesystem UFS.
Durante la traversata si incontrano vari strati all'interno del kernel, ognuno che
gestisce un aspetto specifico:
Chiamate di sistema: Interfaccia comune di accesso fornita ad ogni pro-
cesso che astrae i servizi implementati nel kernel. Questo è il “guscio” più
esterno che divide lo spazio riservato ai processi (user-space) e quello del
kernel (kernel-space).
Descrittori di I/O attivi: Insieme dei descrittori di I/O attivi che sono stati
creati tramite le opportune chiamate di sistema(open nel nostro caso).
VNODE: Interfaccia comune per l'accesso ai oggetti file su cui fare I/O. È
possibile metterne vari uno sopra all'altro come in una sorta di pila. Ognu-
no può svolgere funzioni specifiche, passando il testimone al VNODE sot-
tostante dopo aver svolto il proprio compito. L'interfaccia è costituita da
una serie di funzioni come VOP_STRATEGY o VOP_READ, infatti il prefisso
VOP indica appunto Vnode Operation.
UFS: Filesystem specifico di FreeBSD.
VM: Acronimo di Virtual Memory indica il gestore della memoria virtua-
le. Qui avviene l'allocazione e deallocazione della memoria per il kernel ed
i processi, la gestione della paginazione e relative eccezioni(page-fault), la
gestione della memoria di swap, la mappatura di file in zone di memoria
(memory-mapping).
Driver del disco: gestore specifico del disco, specifico per ogni tipo di di-
spositivo.
16
Capitolo 1 FreeBSD e la gestione dell'I/O 17
Le due operazioni che andiamo a vedere utilizzano entrambe alcune parti del
kernel. Quindi analizzeremo le parti in comune e separatamente le differenze.
Per effettuare l'I/O su file è necessario un descrittore, questo è stato preceden-
temente preparato tramite la chiamata open. Al suo interno si presenta un'interfac-
cia comune a cui possono essere collegate diverse strutture, nel nostro caso quella
per un file implementata nel VNODE. Nulla ci vieta però di fare I/O tramite read
e write su altri oggetti che possono essere pipe, fifo, socket, i cui descrittori sono
stati creati tramite diverse chiamate di sistema.
Il VNODE a questo livello esporta chiamate di funzione che, nel nostro caso,
si manifesteranno in quelle specifiche per il filesystem UFS. Il comportamento che
si  avrà  è  influenzato  dai  flag,  descritti  precedentemente,  passati  alla  chiamata
open. I due casi, di lettura e scrittura, nei passi iniziali sono praticamente uguali.
17
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Si differenziano solamente per il nome delle funzioni chiamate, passando per il de-
scrittore di I/O, il VNODE e la chiamata al filesystem:
read:  si  sviluppa  in  fo_read(descrittore),  vn_read e  VOP_READ
(VNODE), ffs_read(filesystem UFS).
write:  invece in  fo_write(descrittore),  vn_write e  VOP_WRITE(VNO-
DE), ffs_write(filesystem UFS).
A questo punto iniziano le vere differenze, analizziamo uno per uno i due casi
cominciando dalla lettura:
ffs_read si occupa di leggere dal file. La lettura è una operazione che è
di tipo sincrono e soltanto il flag O_DIRECT ne influenza sostanzialmente il
comportamento, impedendo un impatto sulla cache di sistema. Siccome la
18
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quantità dei dati richiesti può essere variabile, la funzione si sviluppa in un
ciclo:
1. BLKSIZE: stabilisce la dimensione del buf su cui verra fatto I/O, in base
alle specifiche del dispositivo sottostante ed al tipo di formattazione del
filesystem.
2. cluster_read: se è possibile si cerca di leggere più blocchi possibile,
facendo un read-ahead.
3. breadn: simile al precedente, ma più cauto nel read-ahead. Questa è la
funzione base insieme a bread per la lettura di dati per un buf.
4. bread: legge dati sul dispositivo specificato per riempire un buf.
5. uiomove: avvenuto il riempimento del  buf questo viene copiato nello
spazio di indirizzamento specifico del processo.
6. Se si è raggiunto il numero di byte richiesti si termina altrimenti si ritor-
na al punto 1.
La funzione  breadn si  differenzia sostanzialmente da  bread solamente
per il numero di buf che vengono letti. Queste si sviluppano in più passi:
1. getblk:restituisce un  buf “pieno” nel caso si trovi nella cache,  altri-
menti un buf vuoto.
2. VOP_STRATEGY:richiede una lettura o  scrittura al  VNODE sottostante.
Questa si tradurrà in una ufs_strategy.
3. biowait:si occupa di attendere il completamento dell'I/O sul buf.
Questa è invece la parte che viene coinvolta nella scrittura:
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ffs_write: si occupa della scrittura sul file dei dati. Qui il discorso è di-
verso perché il comportamento è più variabile,  influenzato dal vari flag
che sono stati utilizzati nella creazione del descrittore con la open. Al con-
trario della lettura, se non specificato altrimenti, questa operazione non è
resa sincrona di default. Questo è preferibile per il fatto che essendo possi-
bili molte scritture anche su stessi punti sul disco, un comportamento asin-
crono risulta in ridotti accessi al dispositivo. Infatti si le effettuano prima
sulla più veloce cache risultando in una serie di buf dirty. Per evitare delle
inconsistenze con i dati, raggiunta una certa soglia o passato un determina-
to tempo, si effettuano delle scritture a blocchi su disco. Si Riduce così il
numero  di  operazioni  effettuate  con  migliori  prestazioni.  Anche  questa
funzione, poiché la quantità di dati può essere variabile, si sviluppa in un
20
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ciclo:
1. BLKSIZE: stabilisce la dimensione del buf.
2. uiomove: copia il contenuto dello spazio del processo richiedente nel buf.
3. bwrite: gestisce la scrittura di un buf. Il comportamento di questa funzio-
ne è sincrono, si effettua la scrittura e se ne attende il completamento.
4. cluster_write: cerca di effettuare un numero più alto di scritture sequen-
ziali.
5. bawrite: scrive in modo asincrono su un buf. Cioè si invia una richiesta
di scrittura senza attendere che sia completata.
6. bdwrite: si scrive sul buf, ma senza una ripercussione immediata sul di-
sco. Il buf viene lasciato dirty per questioni di efficienza ed i dati verranno
successivamente sincronizzati con il dispositivo.
Eccetto per bdwrite il cui effetto è ritardato, bawrite e bwrite si tradu-
cono ad una chiamata a VOP_STRATEGY che richiama ufs_strategy.
La parte finale alle due operazioni è quella che riguarda il driver del disco,
espletato  dal  VNODE  che  troviamo  all'ultimo  livello  della  pila.  Infatti
ufs_strategy esegue una VOP_STRATEGY che si traduce in una adstrategy che
si occupa di gestire la coda di I/O del dispositivo:
1. splbio:  protegge da possibili corse critiche, disabilitando le interruzioni
che eventualmente potrebbero agire sulla coda.
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2. bufqdisksort: inserisce ed ordinerà il  buf all'interno della coda del di-
spositivo.
3. slpx: ripristina le interruzioni.
4. ata_start: si occupa di avviare la gestione delle code specifica per tipo di
dispositivo, nel nostro caso un disco(ad è il prefisso che sta ad indicate un
ata-disk).
Quindi ad_start si occupa di scegliere finalmente un buf tra quelli presenti
nella coda ordinata:
1. bufq_first: vede se ci sono buf nella coda riportando, se presente, quello
in testa.
2. bufq_remove:rimuove il  buf che eventualmente gli  è stato passato,  nel
caso ce ne sia almeno uno in coda.
3. TAILQ_INSERT_TAIL: inserisce il  buf nella coda FIFO del dispositivo da
dove il driver estrarrà finalmente una richiesta per il passo finale di opera-
zione di I/O.
1.8 Le modifiche al codice sorgente
Visto come funziona la gestione dell'I/O in FreeBSD si è implementato il nuovo
algoritmo andando ad agire direttamente sulle funzioni che gestiscono le code nei
dispositivi. La soluzione che si è adottata per mette una convivenza del nuovo e
vecchio scheduler. Le modifiche apportate non sono assolutamente invasive e mo-
dificano solamente il flusso di esecuzione verso le vecchie o le nuove funzioni la-
sciando inalterata l'interfaccia di I/O. Questo permette un'integrazione indolore ed
una più facile portabilità alle eventuali successive versioni alla 4.9.
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Il passaggio da "vecchio" al "nuovo" è possibile a tempo di esecuzione con un
semplice comando (sysctl variabilekernel=valore). Ciò permette la modifica di va-
riabili interne al kernel che sono state esportate con specifici meccanismi disponi-
bili nei sorgenti di FreeBSD.
Vecchie funzioni sysclt Nuove funzioni
bufq_first <---> psbufq_first
bufq_remove <---> psbufq_remove
bufqdisksort <---> psbufqdisksort
Per attivare lo scheduler è quindi necessario semplicemente questo comando:
>sysctl vfs.scheduler.ps = 1
E per disattivarlo e ritornare al vecchio:
>sysctl vfs.scheduler.ps = 0
Tramite il medesimo meccanismo è possibile modificare anche altri parametri  che
vedremo in dettaglio più avanti:
La quantità massima di buf inseribile in coda:
>sysctl vfs.scheduler.psqueue.lenght = <quantità>
La soglia di attivazione della coda shadow:
>sysctl vfs.scheduler.psshadow.threshold = <quantità>
Per quanto riguarda il peso da assegnare ai processi viene utilizzato il valore di ni-
ce. Questo viene convertito tramite una tabella in pesi compresi tra 1 e 1000:
>renice -n <incremento> -p <pid processo>
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2.1 Il problema della schedulazione
degli accessi al disco
Ogni algoritmo è stato creato per raggiungere uno o più obbiettivi riducendo il lati
negativi. Naturalmente non è possibile salvare “capra e cavoli” e quindi si tende a
raggiungere dei compromessi.
Gli obbiettivi principali sono:
Massimizzare la banda: permette di avere molti dati in tempi brevi, per
soddisfare le esigenze di un numero elevato di processi.
Latenza: Il tempo che intercorre tra la richiesta e la restituzione dei dati
deve essere il più breve possibile.
Real-Time: ogni processo oltre ad avere bisogno di dati, ha esigenza di ot-
tenerli entro tempi precisi. Si pensi al caso di un riproduttore audio e/o vi-
deo.
Fairness: Nel caso della presenza di più processi si deve essere in grado di
servirli  in  modo  equo.  Eliminando  la  possibilità  di  lasciare  a  “bocca
asciutta” per tempi elevati qualcheduno di essi.
Qui ne viene presentata una carrellata dal più semplice e privo di concreti ob-
biettivi ai più complessi che cercano di raggiungere un determinato traguardo di
prestazioni.
2.2 FCFS (First Come First Serve)
Il controllore del disco processa le richieste di I/O nell'ordine in cui sono arrivate
(FIFO). Poiché queste non sono ordinate, la testina si muove ogni volta avanti ed
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indietro sulla superficie del disco per raggiungere la posizione richiesta. Questa
politica di schedulazione si prefigge di minimizzare il tempo di risposta (latenza)
senza preoccuparsi troppo del throughput.
Le richieste vengono evase nell'ordine di arrivo.
Non c'è alcun riordino della coda delle richieste.
Non c'è starvation: ogni richiesta viene servita.
Prestazioni scadenti: basso throughput.
2.3 SSTF (Shortest Seek Time First)
Ogni volta che una richiesta di I/O è stata completata, il si seleziona la richiesta
pendente la cui posizione del settore è la più vicina alla corrente posizione della te-
stina su disco. In questo modo si ottiene la richiesta che comporta il minor sposta-
mento e quindi minimizza il tempo impiegato nel movimento della testina (Seek
Time). Non perdendo tempo nel posizionarsi, si possono trasferire più dati miglio-
rando così il throughput.
Un problema che insorge è quando si presenta una concentrazione di richieste
in alcune zone del disco. Infatti, in questo caso, con SSTF si tende a “ristagnare”
in una zona del disco fino ad esaurire le richieste pendenti in quel punto, generan-
do così starvation.
Dopo una richiesta, si serve quella più vicina in termini di settore, senza
preoccuparsi della direzione di marcia della testina.
Vengono ridotti i tempi totali di ricerca (Total Seek Time) in confronto con
FCFS.
La starvation è possibile nel caso la testina sia posizionata in un'area con
un alto grado di traffico.
Il  continuo cambiamento di direzione della testina tende a diminuire le
prestazioni.
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2.3.1 GSSTF (Grouped SSTF)
GSSFT si differenzia da SSTF poiché le richieste vengono raggruppate in insiemi.
Il passaggio da un gruppo ad un altro avviene nel momento in cui tutte le richieste
appartenenti ad un gruppo vengono servite.
2.3.2 WSSTF (Weighted SSTF)
La differenza con SSTF riguarda il fatto che si tiene conto, tramite un peso, anche
del tempo di attesa della richiesta pendete. Più il tempo passa, più il peso diviene
alto e quindi la richiesta viene ritenuta più importante. Ciò comporta una migrazio-
ne della testina verso richieste che siano un compromesso tra un ridotto tempo di
spostamento e non troppo alto tempo di attesa. Il risultato è una riduzione del fe-
nomeno della starvation che eventualmente si genera in caso di zone del disco ad
alto traffico, problema presente in SSTF.
2.4 STF (Shortest Time First)
In questo algoritmo si ha un comportamento simile a SSTF, ma molto più accura-
to. Infatti  le richieste sono ordinate in base non solo al tempo di ricerca (Seek
Time), ma anche al tempo di rotazione (Rotation Time) cioè il tempo che il disco
impiega a far andare il settore sotto alla testina già posizionata. In questo modo, si
cerca di minimizzare il tempo totale di posizionamento aumentando il throughput.
2.4.1 GSTF (Grouped STF)
Come in GSSTF, vengono servite le richieste appartenenti ad un certo insieme pri-
ma di muovere la testina in un'altra area del disco. Per ogni insieme di richieste
viene applicato STF.
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2.4.2 WSTF (Weighted STF)
Per ogni  richiesta,  oltre al  tempo considerato in STF, viene valutato anche per
quanto tempo la medesima è rimasta in coda tramite un peso. Quest'ultimo viene
aumentato al passare del tempo (aging), come se la richiesta invecchiasse (aging).
Più la richiesta rimane in coda, più questa ha delle possibilità di essere servita.
2.5 SCAN
La testina viene fatta muovere lungo una direzione fino al raggiungimento del bor-
do del disco, servendo ogni richiesta eventualmente pendente. Successivamente si
ripete l'operazione invertendo il senso di marcia andando nella direzione opposta.
La variazione di direzione avviene soltanto quando si raggiunge il bordo del disco,
quindi i cilindro più interno e più esterno vengono sempre raggiunti  durante la
marcia della testina in una direzione.
Si va dall'esterno verso l'interno del disco e viceversa in modo ciclico, ser-
vendo le richieste.
2.5.1 C-SCAN (Circular SCAN)
C-SCAN è simile a SCAN, ma esiste una sola direzione in cui le richieste di I/O
vengono soddisfatte. Infatti la testina si muove dal cilindro più interno verso quello
più esterno soddisfando, in ordine di posizione sul disco, tutte le richieste in attesa.
Nel momento in cui si raggiunge il bordo esterno, la testina ritorna indietro verso
l'interno senza soddisfare alcuna richiesta ricominciando ciclicamente.
Ci si muove dall'interno verso l'esterno servendo le richieste in attesa.
Ci si riposiziona nel cilindro più interno, senza servire alcuna richiesta. 
Si ripete questo ciclicamente.
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2.6 LOOK
In modo simile a SCAN, la testina si muove lungo al superficie del disco soddisfa-
cendo  le  richieste  pendenti  alternando  le  direzioni  di  marcia.  Al  contrario  di
SCAN, non è detto che si raggiungano i cilindri più esterno e più interno del disco.
Infatti LOOK usa le informazioni che si hanno sulle posizioni delle richieste pen-
denti. Per esempio, nel caso la testina vada verso il cilindro più esterno, la sua di-
rezione viene invertita solo se non ci sono richieste pendenti che abbiano esigenza
di accedere ad un cilindro più esterno di quello in cui la testina si trova. In questo
modo si accorcia il viaggio verso il bordo interno/esterno del disco.
Nello stesso modo di SCAN, si inverte la direzione di marcia verso l'ester-
no o l'interno nel momento in cui non ci sono più richieste pendente in
quella direzione.
I bordi esterni del disco vengono raggiunti soltanto se esistono richieste
pendenti in quei punti.
2.6.1 C-LOOK (Circular LOOK)
Questo algoritmo ha un comportamento simile a C-SCAN; infatti C-LOOK muo-
ve la testina in una sola direzione mentre soddisfa le richieste. Come succede in
LOOK, viene fatto uso delle informazioni delle posizioni su disco delle richieste
pendenti. In questo modo quando si retrocede, senza soddisfare le richieste, si dà
inizio alla successiva "passata" partendo dal cilindro più centrale per cui si è fatta
una richiesta pendente. Questo comportamento è infatti  diverso da C-SCAN, il
quale comincia il ciclo sempre posizionando la testina al bordo del disco.
Ci si muove verso l'interno servendo le richieste finché non c'è ne sono più
in quella direzione, quindi si salta verso il cilindro più esterno tra quelli
delle richieste pendenti.
Si ripete questo ciclicamente.
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2.7 AS (Anticipatory Scheduling)
Nel momento in cui la testina viene spostata da un settore e/o cilindro ad un altro
non è possibile trasferire dati. Se si effettuano numerosi riposizionamenti si posso-
no causare forti degradazione delle prestazioni. In AS si cerca di non effettuare un
"salto", aspettando per un determinato tempo prima di spostarsi. Questo perché,
essendo il movimento su disco e le modalità di accesso ai dati normalmente se-
quenziali, si resta in attesa di una richiesta “vicina”. Il tempo di attesa viene varia-
to, in base al comportamento passato di un determinato processo ed al tipo di algo-
ritmo sottostante, per aumentare le prestazioni che potrebbero essere degradate da
un "salto" troppo lungo tra un posizione su disco e l'altra. AS infatti viene normal-
mente  aggiunto  all'algoritmo  eventualmente  esistente  per  la  gestione  del  disco
(STF, C-LOOK, ecc.).
2.8 SFQ (Stochastic Fairness Queueing)
In SFQ si cerca di servire i vari processi in modo equo. Per ottenere questo esisto-
no un numero fisso di code in cui le varie letture/scritture vengono riposte. Le code
vengono considerate una ad una tramite la tecnica Round Robbin e prelevate le ri-
chieste che verranno poi servite. Per riporre, in modo univoco e distribuito, le ri-
chieste dei vari processi sulle code, viene usata una funzione hash. Essendo il nu-
mero di code fisso, all'aumentare del numero di processi, si possono presentare al-
cuni inconvenienti. Infatti per come avviene la distribuzione, essendo ogni proces-
so sempre posto nella medesima coda, se il loro numero supera una certa soglia, si
possono generare dei sistematici “conflitti”. Per evitare questo, la funzione  hash
viene “perturbata” periodicamente in modo tale che la distribuzione cambi. Questo
permette un comportamento più equo nei confronti delle richieste dei vari processi.
Distribuzione del carico di I/O su un numero di code fisso tramite una fun-
zione hash.
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Servizio delle code in Round Robbin.
2.9 CFQ (Complete Fairness Queueing)
CFQ funziona in modo simile a SFQ, ma al contrario gestisce un numero variabile
di code ognuna per ogni processo. Questo impedisce le collisioni di richieste sulla
medesima coda come accade in SFQ, ma al contempo la gestione è più pesante.
Numero di code in base al numero di processi.
Servizio delle code in Round Robbin.
Gestione più complessa rispetto a SFQ.
2.10 Cello
Ogni processo viene associato ad una determinata classe in base alle proprie carat-
teristiche e comportamento. Ogni classe è costituita da una propria coda, un relati-
vo algoritmo di scheduling per la gestione ed un peso. Il momento, la quantità di
richieste e da quali classi prelevare, viene deciso sia in base alle informazioni che
la classe fornisce sullo stato della propria coda sia al peso associato. Le richieste
prelevate vengono inserite, a seconda dei parametri prima menzionati, in punti pre-
cisi di una coda gestita in FSCF e poi servite.
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Capitolo 3 L'attuale algoritmo di
gestione dell'I/O in FreeBSD
In un sistema operativo come FreeBSD, l'esecuzione dei processi e quindi l'acces-
so a tutti di dispositivi avviene in modo concorrente. Quindi al gestore dell'I/O per-
vengono svariate richieste di lettura e/o scrittura da parte di numerosi processi con-
temporaneamente.
I punti del disco che si vanno ad accedere sono generalmente diversi e distanti
tra loro, ed il loro ordine dipende anche da come avviene l'esecuzione dei vari pro-
cessi. Se non ci fosse un ordinamento, si otterrebbe un continuo spostamento della
testina all'inseguimento della successiva richiesta. Per questo motivo, si cerca di
servire le esigenze di ogni processo in modo tale da minimizzare lo spostamento
della testina e quindi massimizzare la quantità di dati trasferiti. Questo viene facili-
tato sia dall'organizzazione della memorizzazione dei dati (filesystem) sia dall'ac-
cesso da parte dei processi in linea di massima sequenziale.
L'ordinamento permette di mantenere il più basso possibile il tempo impiegato
dalla testina nello spostamento da un punto all'altro del disco. Questo algoritmo
viene utilizzato solamente per l'ordinamento delle richieste di accesso ai dischi,
fatta eccezione per MFS (Memory FileSystem) usato per implementare un disco
nella memoria di sistema. Infatti questo tipo di gestione è una naturale conseguen-
za di come siano acceduti ed organizzati i dati nel filesystem di FreeBSD. Nella
letteratura questo algoritmo è noto come LOOK.
3.1 LOOK:L'implementazione
dell'algoritmo
Il gestore dell'I/O mantiene per ogni disco una lista di tipo buf_queue_head.
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struct buf_queue_head {
    TAILQ_HEAD(buf_queue, buf) queue;
    daddr_t last_pblkno;
    struct  buf *insert_point;
    struct  buf *switch_point;
};
In queue vengono inserite ed ordinate, in base alla posizione del cluster richie-
sto,  tutte  le  eventuali  letture  e/o  scritture  proveniente  dai  vari  processi.  Con
last_pbkno si indica il punto su disco dove è stato servito l'ultimo buf, grazie a
cui è possibile sapere in che punto la testina si trovi.
Scorrendo la lista è possibile accedere ai vari punti del disco in modo ottimale.
Anche se è unica, questa lista e come se fosse suddivisa in due liste. Per questo esi-
ste switch_point che punta al buf che divide virtualmente la lista in due, i "nuo-
vi arrivi" vengono inseriti in modo ordinato a seconda della loro posizione prima o
dopo questo "pivot". Se posizionati dopo, fanno parte della lista dei buf che ver-
ranno  immediatamente  serviti  dalla  testina,  altrimenti  dell'altra  lista.  In  questo
modo è come se si ottenessero due liste: una contenente tutti le richieste di accesso
a posizioni dietro al “pivot” e l'altra quelli avanti.
Nel momento del servizio della prima richiesta in lista, che fa parte della pri-
ma lista virtuale, la testina vene spostata in una direzione per prelevare i dati. Le
successive richieste che si trovano in coda, grazie all'ordinamento, si troveranno in
posizioni lungo il senso di marcia della testina. Nel momento in cui si raggiunge
switch_point la prima lista virtuale sarà vuota, la testina invertirà direzione e
quindi si passerà alla seconda lista servendo eventualmente le richieste pendenti
nell'altra verso. Questo trucco permette di ottimizzare la gestione dei buf senza bi-
sogno di utilizzare due liste separate. Questo è il codice che implementa l'algorit-
mo.
void
bufqdisksort(struct buf_queue_head *bufq, struct buf* bp)
    struct buf_queue_head *bufq;
    struct buf *bp;
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{
    struct buf *bq;
    struct buf *bn;
    struct buf *be;
    be = TAILQ_LAST(&bufq->queue, buf_queue);
    /*
     * If the queue is empty or we are an
     * ordered transaction, then it's easy.
     */
    if ((bq = old_bufq_first(bufq)) == NULL
     || (bp->b_flags & B_ORDERED) != 0) {
        bufq_insert_tail(bufq, bp);
        return;
    } else if (bufq->insert_point != NULL) {
        /*
         * A certain portion of the list is
         * "locked" to preserve ordering, so
         * we can only insert after the insert
         * point.
         */
        bq = bufq->insert_point;
    } else {
        /*
         * If we lie before the last removed (currently active)
         * request, and are not inserting ourselves into the
         * "locked" portion of the list, then we must add ourselves
         * to the second request list.
         */
        if (bp->b_pblkno < bufq->last_pblkno) {
            bq = bufq->switch_point;
            /*
             * If we are starting a new secondary list,
             * then it's easy.
             */
            if (bq == NULL) {
                bufq->switch_point = bp;
                bufq_insert_tail(bufq, bp);
                return;
            }
            /*
             * If we lie ahead of the current switch point,
             * insert us before the switch point and move
             * the switch point.
             */
            if (bp->b_pblkno < bq->b_pblkno) {
                bufq->switch_point = bp;
                TAILQ_INSERT_BEFORE(bq, bp, b_act);
                return;
            }
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        } else {
            if (bufq->switch_point != NULL)
                be = TAILQ_PREV(bufq->switch_point,
                        buf_queue, b_act);
            /*
             * If we lie between last_pblkno and bq,
             * insert before bq.
             */
            if (bp->b_pblkno < bq->b_pblkno) {
                TAILQ_INSERT_BEFORE(bq, bp, b_act);
                return;
            }
        }
    }
    /*
     * Request is at/after our current position in the list.
     * Optimize for sequential I/O by seeing if we go at the tail.
     */
    if (bp->b_pblkno > be->b_pblkno) {
        TAILQ_INSERT_AFTER(&bufq->queue, be, bp, b_act);
        return;
    }
    /* Otherwise, insertion sort */
    while ((bn = TAILQ_NEXT(bq, b_act)) != NULL) {
        /*
         * We want to go after the current request if it is the end
         * of the first request list, or if the next request is a
         * larger cylinder than our request.
         */
        if (bn == bufq->switch_point
         || bp->b_pblkno < bn->b_pblkno)
            break;
        bq = bn;
    }
    TAILQ_INSERT_AFTER(&bufq->queue, bq, bp, b_act);
}
Grazie a questo ordinamento la testina non è costretta a muoversi eccessiva-
mente da un punto del disco all'altro, ma viene spostata in una direzione soltanto.
L'entità dello spostamento è quanto basta per andare a reperire i dati della richiesta
successiva.
Esistono casi in cui questo tipo di strategia non è ottimale nel senso degli ob-
biettivi che si vogliono raggiungere, che nel caso di LOOK è massimizzare la ban-
da. Infatti,  è possibile che un processo debba attendere un tempo relativamente
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Capitolo 3 L'attuale algoritmo di gestione dell'I/O in FreeBSD
35
lungo prima di leggere e/o scrivere i propri dati.
3.2 Un possibile problema
Come visto in precedenza, la "vecchia" strategia di gestione permette di ottenere
una banda elevata, avvicinandosi il più possibile al massimo teorico che il disco ri-
gido è in grado di dare.
La testina, in LOOK, è portata a muoversi in una sola direzione alla volta sen-
za spostarsi da una parte all'altra "senza motivo". Questo può comportare ad un al-
lungamento dei tempi di attesa da parte di alcuni processi. Si pensi al caso in cui la
testina stia andando in una direzione, e qui vi siano pochi processi che effettuano
un grosso traffico di dati. Viceversa, nella zona opposta a tale direzione, si trovino
un numero elevato di processi che effettuano un traffico di ordine inferiore. Se i
processi, nel verso di servizio della testina, continuano ad inoltrare richieste ingen-
ti di blocchi contigui, verranno serviti senza invertire il senso di marcia. Di conse-
guenza, i processi presenti nell'altra direzione saranno costretti ad attendere. Que-
sto, nel caso di una attesa troppo elevata, può essere un problema.
Anche se in FreeBSD non vengono eseguite operazioni che si basano su tempi
critici di accesso al disco, un'elevata latenza nel servizio di una lettura e/o scrittura
viene percepita come un degrado nelle prestazioni. Una prima soluzione che viene
in mente, sarebbe quella di cercare di ridurre in tempi di attesa e quindi di essere
più imparziali possibile nei confronti di tutti i processi, in modo tale che ognuno
abbia la sua parte. Naturalmente la situazione può essere generalizzata, fornendo
in modo stabilito (magari in base alle caratteristiche del processo) una porzione
della banda. Questo può essere utile nel caso si voglia ottenere un servizio oculato
che non permetta un uso indiscriminato da parte di utenti delle risorse del sistema.
Gli algoritmi Proportional Share possono venire in contro a questo tipo di esi-
genze,  risolvendo  questi  inconvenienti  permettendo  una  suddivisione  arbitraria
35
Capitolo 3 L'attuale algoritmo di gestione dell'I/O in FreeBSD
36
della banda tra i vari processi.
3.3 Il nuovo algoritmo di gestione
dell'I/O
L'algoritmo che si è implementato è una sorta di ibrido. Infatti non si è soppiantato
completamente il vecchio, ma si è aggiunto il nuovo facendolo lavorare in tandem.
Questa scelta deriva dal fatto che usando solamente il  modulo Proportional
Share (PS),  si  servono soltanto le richieste dei  processi  che  sono "legittimati".
Quindi la testina sarebbe costretta ad inseguire i vari blocchi, che PS di volta in
volta decide di far servire. Tale comportamento introdurrebbe dei tempi di seek per
raggiungere le varie posizioni del disco, cosa che non accadrebbe con LOOK. Il ri-
sultato, com'è facile capire, è un forte calo di prestazioni dovute dal fatto delle ga-
ranzie di banda imposte da PS. Se invece si usasse solo il modulo LOOK, si otter-
rebbe una banda elevata senza però avere delle garanzie. Nel nostro caso invece ci
sono due moduli:
PS: implementa la politica di suddivisione della banda. Per questo modulo
è stato  scelto  un  algoritmo  della  famiglia  Proportional  Share chiamato
WF2Q+.
LOOK: cerca di migliorare il throughput ordinando le richieste prima che
vengano servite.
Vediamo ora come funziona l'algoritmo nel suo insieme:
Ogni buf entra nel modulo PS, qui viene “marcato” per riconoscere a qua-
36
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le processo appartiene. Se la coda del dispositivo ha abbastanza spazio
(quindi il  buf è più piccolo della capienza rimanente in coda) LOOK si
occupa di inserirlo in modo ordinato in essa, altrimenti viene riposto nelle
strutture di PS secondo la politica di WF2Q+.
Nel caso sia riposto immediatamente nella coda, vengono subito aggiorna-
ti dei parametri interni a PS in base a WF2Q+, considerandolo come se
fosse già servito (vedremo più avanti perché).
Per servire realmente un buf, lo si preleva dalla coda del dispositivo e poi
si cerca di mantenerla piena riempiendola con dei buf prelevati da PS. Il
modulo PS, naturalmente, fornirà soltanto i  buf di quei processi che se-
condo WF2Q+ saranno legittimati aggiornando ad ogni richiesta il suo sta-
to interno.
PS per sapere a quali processi permette di fare I/O ed aggiornare i propri stati in-
terni, deve conoscere in ogni momento quale sia la quantità di dati “macinati” dal
disco. In questa implementazione si è optata di considerare un buf uscente dal mo-
dulo PS come già servito. Ciò permette a un più alto numero di buf di essere ordi-
nati con LOOK nella coda del dispositivo.
Un approccio alternativo sarebbe quello di considerare servito un buf nel mo-
mento in cui lascia la coda. Però questo avrebbe comportato un aggiornamento
differito dello stato interno di PS, che avrebbe impedito l'inserimento di più  buf
nella coda, facendo così diminuire la possibilità di migliorare il throughput.
L'utilizzo di LOOK, come modulo per migliorare le prestazioni, può portare a
dei problemi di non garanzia. Infatti PS aggiorna il proprio stato nel momento del-
l'inserzione  in  coda  e  non  nel  momento  dell'estrazione.  Questo  accade  perché
LOOK lavora su una sola coda ed esiste la possibilità che un dato  buf inserito
(dato quindi per servito da PS) venga scavalcato, per colpa dell'ordinamento, da al-
tri buf inseriti successivamente. Questo sarebbe come far rientrare il problema dal-
la finestra avendolo fatto uscire dalla porta con il modulo PS che è stato creato
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apposta per risolverlo. Quindi la coda del disco su cui LOOK va a lavorare non
può essere infinita come nel caso classico, ma ha una dimensione fissa.
Ogni buf che viene inserito ha una determinata capienza in byte, la coda non
può contenere oltre un certa quantità. Dunque, quando la somma del numero di
byte dei singoli buf raggiunge la capienza, la coda può considerarsi piena e quindi
impossibilitata a riceverne ulteriori.
Questo accorgimento non è sufficiente, infatti limitare la capienza non elimina
completamente il problema. Quello che può accadere è che un determinato  buf
venga comunque scavalcato dall'inserzione di altri, che vengano prima di lui nel-
l'ordinamento. Il problema può essere risolto facendo lavorare LOOK, per ogni di-
sco, non su una, ma su due code:
1. una propria del disco.
2. una detta ombra (shadow).
Queste due code vengono considerate come se fossero una soltanto, infatti il
numero di byte che possono essere inseriti è pari alla somma dei byte presenti in
entrambe, che non può mai supera la capacità impostata Lmax . I buf vengono in-
seriti nella shadow, e non più nella coda del dispositivo, soltanto quando la quanti-
tà di buf estratti per il servizio è superiore ad una certa soglia S. Il funzionamento
è il seguente:
ogni buf viene prelevato sempre da (1).
un buf è inserito in (1) fintanto che la soglia S non è stata raggiunta.
al raggiungimento di S viene attivata la (2) e dal quel momento tutti i buf
vengono inseriti in (2) finché la (1) non è vuota.
dal momento dell'attivazione di (2) quando la (1) è vuota, la (2) è disatti-
vata e tutti i buf in essa trasferiti in (1).
Con questo meccanismo è possibile rendere determinato e limitato il ritardo massi-
mo che un buf B in coda deve attendere prima di essere servito. Naturalmente il ri-
tardo è non può essere temporalmente determinato, per il semplice fatto che il di-
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sco è un diventato una scatola nera il cui funzionamento è noto solo al costruttore.
Entrano in gioco la cache, la vera disposizione interna dei dati (è possibile che al-
cuni punti del disco vengano esclusi perché danneggiati), la presenza di eventuali
sistemi di risparmi energetico, ecc. La banda, cioè la quantità di dati che vengono
serviti in un secondo, è dunque variabile e non determinabile precisamente a prio-
ri. Quindi il termine ritardo, che qui viene usato, si riferisce alla quantità di dati
che devono essere processato e non al tempo che viene impiegato per processare i
medesimi.
È facile dimostrare che impostata la capacità della coda a Lmax ,  il ritardo
massimo sarà pari a 3∗Lmax−dim B . Essendo 2 le code sono possibili due casi:
1. il buf B è nella coda del dispositivo. Dunque essendo la coda a capacità li-
mitata nel caso peggiore, B può essere stato scavalcato da Lmax−dim B
byte di buf senza che avvenga alcuna rimozione. La soglia S non può esse-
re superiore a Lmax ,  ed al raggiungimento della medesima i nuovi  buf
verranno inseriti nella  shadow senza poter scavalcare B. È possibile che,
nel caso peggiore, questa rimanga sempre piena poiché ad ogni rimozione
si tenta di riempire sempre la coda scavalcando sempre B. Quindi B, prima
di essere servito, si può trovare davanti un numero massimo di byte pari a
Lmax−dim BS cioè 2∗Lmax−dim B .
2. il buf B è inserito nella shadow. Quindi nel caso peggiore prima che venga
trasferito  nella  coda del  dispositivo,  si  dovrà attendere che  essa diventi
vuota aspettando il servizio di Lmax byte. Quando i buf della shadow ver-
ranno trasferiti nella coda del dispositivo ricadremo nel caso (1) che impli-
ca  un'attesa  massima  di 2∗Lmax−dim B quindi  avremo  un  totale  di
Lmax2∗Lmax−dim B=3∗Lmax−dim B byte. 
3.3.1 Il modulo PS
Il modulo PS è implementato in due parti:
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1. heap.c e heap.h: contengono le funzioni di gestione degli heap, necessari
per una gestione efficiente dell'algoritmo.
2. deviceps.c e  deviceps.h:  contengono tutto  il  codice principale dello
scheduler e le varie strutture e codice di supporto.
L'obbiettivo che si deve raggiungere è la suddivisione della banda del disco tra i
vari processi. Quindi è necessario tenere conto di alcune cose:
Il tipo dei dispositivi che si vogliono coinvolgere nella gestione proporzio-
nale della banda.
/*
 * List of device types handled by PS scheduling. This is used to keep
 * track of devices one wants to be managed by PS.
 */
static struct {
#define MAXNUMDEVICES    20
    int num;                /* Number of current managed devices */
    int maj[MAXNUMDEVICES]; /* List of handled device major numbers */
} device_type;
Sotto UNIX i dispositivi vengono visti come file speciali che hanno 2 at-
tributi specifici: major-number che identifica la “famiglia” principale del
dispositivo, che è stato utilizzato come identificativo nel codice, ed il mi-
nor-number che ne specifica la “sottofamiglia”.
I dispositivi gestiti dal modulo PS e che vengono utilizzati dai vari proces-
si.
/*
 * List of all the devices queues handled by PS. When a device is for the
 * first time accessed since the activation of PS, a new ps_device is
 * created and associated to that particular device.
 *
 * NOTE: bufq queue pointer is also used to idetify the device.
 */
struct ps_device {
    TAILQ_ENTRY(ps_device).link; /* List link */
    struct buf_queue_head..*bufq; /* Pointer to device buf queue*/
    int               shadowenabled; /* Set if shadow queue is enabled */
    TAILQ_HEAD(, buf) shadow; /* Shadow queue */
    int               nbuf;   /* Number of bufs in queue */
    int               rmbuf;  /* Removed bufs */
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    struct dn_heap scheduler_heap, /* Schedulable process heap */
                   not_eligible_heap, /* Not eligible process heap */
                   idle_heap; /* No more backlogged process heap */
    dn_key         P;         /* Device Potential */
    u_int          sum;       /* Weight Sum of active processes on device
*/
};
Viene tenuto conto dinamicamente, tramite una lista, delle code dei dispo-
sitivi su cui vengono messi i vari  buf in attesa di I/O. Per ogni disco ci
sono due code: bufq coda vera è propria e shadow coda di supporto. Inol-
tre sono presenti:
– P: Il potenziale del dispositivo. Tiene conto di quale sia l'ammontare del
“servizio” fornito dal dispositivo.
– sum: somma dei pesi di tutti i processi che sono sotto servizio.
– scheduler_heap: heap in cui vengono ordinati i processi che hanno di-
ritto ad usufruire del servizio.
– not_eligible_heap: heap dove sono riposti i processi che hanno ri-
chiesto il servizio, ma non ne hanno ancora diritto.
– idle_heap: heap dove risiedono i processi che sono stati appena servi-
ti, ma devono ancora rimanere nella somma dei pesi.
I processi che fanno I/O sui dispositivi gestiti dallo scheduler.
/*
 * Active process.
 * It's kept track of every process that accesses a device. This is needed
 * to handle PS scheduling correctly.
 */
struct ps_proc {
    TAILQ_ENTRY(ps_proc) link; /* List link */
    TAILQ_HEAD(, proc_device) dev_list; /* Process device list */
    int                num_dev; /* Number of devices in process list */
    struct proc        *proc;   /* Process we belong to */
    pid_t              p_pid;   /* Process pid */
    u_short            weight;  /* Process weight */
};
Qui compare  dev_list la lista dei dispositivi gestiti dallo scheduler che
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sono acceduti dal processo, il pid del processo e weight il peso del pro-
cesso.
I dispositivi su cui viene fatto I/O relativi ad ogni singolo processo.
/* 
 * Device on which a process is active. Every process has its own device
 * list to be able to keep track of all accessed devices.
 */
struct proc_device {
    TAILQ_ENTRY(proc_device) link;    /* List link */
    struct ps_device         *psdev;  /* Pointer to Device */
    TAILQ_HEAD(, buf)        queue;   /* Process device buf queue */
    int                      num_buf; /* Number of bufs in device queue */
    dn_key                   S, F;    /* Process potentials for device */
    int                      heap_index;/* Heap the process is in */
    #define SCH              0        /* 0 = scheduler_heap */
    #define NE               1        /* 1 = not_eligible_heap */
    #define IDL              2        /* 2 = idle_heap */
    #define NONE             3        /* 3 = none */
};
Questa struttura contiene psdev il puntatore al dispositivo acceduto, i po-
tenziali  S di inizio e  F di fine servizio del processo per quel dispositivo,
heap_index l'indice dello heap in cui il processo è per lo specifico dispo-
sitivo a cui la struttura fa riferimento.
Queste strutture sono necessarie per gestire la situazione in cui troviamo. Infat-
ti possono esistere numerosi dispositivi (ps_device) e non è detto che tutti debba-
no essere gestiti dal nuovo scheduler (device_type). Ogni processo in esecuzione
può accedere uno o più dispositivi (proc_device) ed è quindi necessario tenere
conto di quanto servizio (proc_device.S, proc_device.F) abbiano usufruito
per ognuno dei dispositivi. Inoltre, si deve tenere conto di quanto servizio un sin-
golo dispositivo abbia fornito (ps_device.P). La figura può chiarire meglio la si-
tuazione.
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Ogni struttura ha le sue funzioni di supporto che servono per creare e collega-
re, distruggere, trovare uno specifico elemento all'interno delle appropriata lista:
ps_proc: newps_proc, freeps_proc, findps_proc.
proc_device:newproc_device,freeproc_device,findproc_device.
ps_device: newps_device, findps_device.
Come visto precedentemente il codice è fatto in modo che all'attivazione del nuo-
vo scheduler vengano sostituite le funzioni di accesso alla coda del disco. Vediamo
ora di analizzare il funzionamento delle nuove funzioni:
psbufqdisksort si occupa di ricevere i buf su cui deve essere fatto I/O
per inserirli nella coda del disco.
43
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/* 
 * Insert a buf into a sorted device queue (bufqdisksort) 
 */
static void
psbufqdisksort(bufq, bp)
    struct buf_queue_head *bufq;
    struct buf *bp;
{
    struct ps_proc  *p = NULL;
    struct proc_device *d = NULL;
    struct ps_device *psd = NULL;
    int qlen = scheduler_psqueue_length * KBYTE;
    pid_t pid = curproc->p_pid;/* Which process this buf belongs to?*/
    /* Is the device the buf belongs to a supported one? */
    if (checkdevice(bp) == 0) {
        /* 
         * Device is not handled by PS scheduling. Let's fall back
         * to original scheduler.
         */
        old_bufqdisksort(bufq, bp);
        return;
    }
    p = findps_proc(pid); /* Find process in active list */
    if (p != NULL && ISZOMBIE(p)) {
        bp->proc = NULL;
        psd = findps_device(bufq);
        psd->nbuf += LEN(bp);
        old_bufqdisksort(bufq, bp);
        return;
    }
...
Qui si controlla se il dispositivo è tra quelli che devono essere gestiti dal
nuovo scheduler, si vede quale sia il processo che abbia inviato un buf e
se eventualmente non sia più esistente (lo stato ZOMBIE del processo è
possibile poiché un processo può “morire” prima di aver visto il proprio
I/O completato).
...
    if (!PISNEW(curproc)) { /* First process I/O? */
        p = newps_proc(curproc); /* New process into active list. */
        PACTIVATE(curproc); /* Mark process as active */
    } else {
        p = findps_proc(pid); /* Find process in active list */
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        /*
         * If process is marked but it's not present in active list 
         * something has not been payed attention to.  This could 
         * happend because a "field supposed unused" in the proc struct
         * was chosen to find out if a process is active.  Or maybe 
         * there is a bug in my source code? Anyway leave it marked 
         * and put it in active list if not present.
         */
        if (p == NULL) {
            printf("psbufqdisksort: Process should be in active "
                "list!\n");
            p = newps_proc(curproc);
        }
    }
    psd = findps_device(bufq); /* Find the device in device list */
    if (psd == NULL) /* Device access after activation of PS scheduler? */
        psd = newps_device(bufq);/* New PS device into device list.*/
    d = findproc_device(p, bufq); 
    if (d == NULL) /* Device in process own device list? */
        d = newproc_device(p, psd); /* New process device */
    else if (psd != d->psdev)
        panic("psbufqdisksort: Device and process device differ!!!\n");
    bp->proc = p; /* Associate buf to process */
...
Vengono create tutte le strutture necessarie per la gestione del processo
(newps_proc)  e  del  disco  gestito  dal  processo  (newps_device,
newproc_device). Il buf viene marcato in modo tale da capire successi-
vamente a che processo appartenga.
...
    /* 
     * Device queue has exceeded PS buf number or buf belongs to an 
     * already active process.
     */
    if ((psd->nbuf + LEN(bp)) >= qlen ||
        d->heap_index == SCH || d->heap_index == NE) {
        /* Insert buf into process own device buf queue */
        TAILQ_INSERT_TAIL(&d->queue, bp, b_act);
        d->num_buf++;
    }
    /* 
     * Process could be active again or new on this device.  Put it into
     * SCHEDULABLE or NOT ELIGIBLE heap, depending on its potential.
     */
    if (d->heap_index == NONE) { /* Process in NONE heap.*/
        /* 
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         * Process is always considered as active even if, for a time
         * period, doesn't do I/O on device.  So set its Start potential
         * (S) to the device emulated one (P).  
         */
        d->S = psd->P;
        updateweight(p);
        psd->sum += p->weight; /* Update sum of weights for device*/
        goto common; /* Common code */
    }
    if (d->heap_index == IDL) { /* Process in IDLE heap */
        heap_extract(&psd->idle_heap, p);
        d->heap_index = NONE;
        /* Update potentials*/
        d->S = MAX64(d->F, psd->P);
        psd->sum -= p->weight;
        updateweight(p);
        psd->sum += p->weight;
common: d->F = d->S + (LEN(bp) << PRECISION) / p->weight;
        /* 
         * Here choose if to go throught the PS scheduler or not.  It 
         * depends on how much fireness we want.  The queue length is 
         * the metric: more the length less the fireness. 
         */
        if ((psd->nbuf + LEN(bp)) < qlen) {
            psd->nbuf += LEN(bp);
            if (psd->shadowenabled) {
                bufinsertshadow(psd, bp);
            } else {
                old_bufqdisksort(bufq, bp);
            }
            /* Some I/O is about to be done on buf, update potentials */
            psd->P += (LEN(bp) << PRECISION) / psd->sum;
            d->S = d->F;
            if (d->heap_index == NONE)
                psd->sum -= p->weight;
            return;
        }
        if (DN_KEY_LEQ(d->S, psd->P)) {
            heap_insert(&psd->scheduler_heap, d->F, p);
            d->heap_index = SCH;
        } else {
            heap_insert(&psd->not_eligible_heap, d->S, p);
            d->heap_index = NE;
        }
        return;
    }
    /* 
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     * Process in SCHEDULABLE or NOT ELEGIBLE HEAP.  Update process weight
     * olny.
     */
    updateweight(p);
}
Si controlla dove debba essere inserito il buf nella strutture che ogni pro-
cesso ha per ogni disco,  direttamente nella coda del disco oppure nella
coda di supporto shadow. Quindi si mette il processo secondo la politica di
WF2Q+  nel  corretto  heap  a  seconda  se  sia  legittimato  a  fare  I/O
(scheduler_heap)  oppure  debba  attendere  (not_eligible_heap).
Eventualmente viene aggiornato il peso del processo nel caso fosse cam-
biato.
psbufq_first ritorna quale sia il buf “in testa” e quindi debba essere ser-
vito. Qui in realtà non è detto che esista una coda. Infatti il buf può essere
presente negli heap invece che nella coda gestita da LOOK. Questo perché
è possibile impostare la sua dimensione a 0.
/* 
 * Show first buf in a queue (bufq_first) 
 */
static struct buf*
psbufq_first(head)
    struct buf_queue_head *head;
{
    struct ps_device *psd = NULL;
    struct ps_proc *p = NULL;
    struct proc_device *d = NULL;
    struct buf *bp = NULL;
    int pid;
    /* 
     * If device is not present in the device list handled by PS
     * scheduler, there are 2 possibilities:
     *
     *   1) PS is told not to handle the device. 
     *   2) No Process has accessed this device yet since PS scheduler
     *      activation.
     */
    bp = old_bufq_first(head); /* First buf on device queue */
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    psd = findps_device(head); /* Device handled by PS */
    /* Device not handled by PS, behave as old scheduler */
    if (psd == NULL)
         return bp;
    /* Some buf on device queue */
    if (bp != NULL) {
        if (bp->proc == NULL) {
            /* buf is not marked */
        } else {
            pid = ((struct ps_proc *)bp->proc)->p_pid;
            if (findps_proc(pid) == NULL) {
                bp->proc = NULL;
            } else {
                /* buf is marked */
            }
        }
        return bp;
    }
    /* 
     * Empty device queue, any buf from a schedulable process?
     * This may happend because:
     *
     *   1) The PS queue length is zero (Complete fairness).
     *   2) Device queue is empty but only now a process has become
     *      schedulable.
     */
    if (psd->scheduler_heap.elements != 0) {
        p = psd->scheduler_heap.p[0].object; /* First process in heap */
        d = findproc_device(p, psd->bufq); /* Find process device */
        bp = TAILQ_FIRST(&d->queue); /* First buf in device queue */
        return bp;
    }
    /* No buf at all */
    return NULL;
}
psbufq_remove,  dopo  che  è  stato  segnalata  un  buf valido  da
psbufq_first, lo rimuove o direttamente dagli heap (caso con dimensio-
ne della coda nulla) o dalla coda del dispositivo.
/*
 * Remove a buf from a device queue (bufq_remove)
 */
static void
psbufq_remove(head,bp)
    struct buf_queue_head *head;
    struct buf *bp;
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{
    struct ps_proc *p = NULL;
    struct ps_device *psd = NULL;
    struct proc_device *d = NULL;
    int qlen = scheduler_psqueue_length * KBYTE;
    int threshold = scheduler_psshadow_threshold * KBYTE;
    /*
     * NOTE: WARNING!!! This code assumes that psbufq_remove is called
     * after a psbufq_first. So if a different buf from the one of
     * psbufq_first is passed to psbufq_remove, this code doesn't work.
     */
    psd = findps_device(head); /* Device handled by PS? */
    if (psd == NULL) { /* Device not handled by PS scheduler */
        old_bufq_remove(head, bp); /* Act as old scheduler */
        return;
    }
    /* 
     * Device is handled by PS sheduler.  It's possible that buf belongs
     * to no process during scheduler switching.  So ignore it until there
     * is no marked one left in the device queue.  Behave this way so that
     * such bufs are handled the old way as if PS scheduler were not 
     * activated.
     */
    if (bp->proc == NULL) { /* Buf belongs to no process */
        old_bufq_remove(head, bp); /* Act as old scheduler */
        psd->nbuf -= LEN(bp);
        /* Is device queue empty?. If so move shadow queue bufs  */
        if (TAILQ_EMPTY(&psd->bufq->queue))
            flushps_device_shadow(psd);
        goto common;
    }
...
Il  buf può essere estratto da una coda di un disco che sia gestito dallo
scheduler oppure non gestito da esso. Nel caso la coda risulti vuota viene
eventualmente svuota la coda shadow di supporto.
...
    /* Which process the buf belongs to? */
    p = bp->proc;
    /* Unmark buf */
    bp->proc = NULL;
    d = findproc_device(p, head); /* Find process device */
    /* 
     * Case 1: Device queue empty. Buf cames directly from a heap.
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     */
    if (psd->nbuf == 0) {
        if (d->heap_index != SCH)
            panic("psbufq_remove: Process not in SCHEDULABLE heap!!"
                "(%s)\n", heap_name[d->heap_index]);
        heap_extract(&psd->scheduler_heap, p);
        d->heap_index = NONE;
        /* Remove buf from process own device queue */
        TAILQ_REMOVE(&d->queue, bp, b_act);
        d->num_buf--;
        /* Some I/O is about to be done on buf, update potentials */
        psd->P += (LEN(bp) << PRECISION) / psd->sum;
        d->S = d->F;
        /* Insert process in the right heap */
        insertprocinheap(p, d);
        /* Update heaps because potentials have changed */
        updateheaps(psd);
        goto refill;
    }
...
Nel caso la coda sia vuota i buf vengono presi direttamente dagli heap as-
sociati al disco. Il corretto heap si trova nella struttura  proc_device, que-
sta si individua con il processo a cui il buf appartiene (bp->proc) e con la
coda (head) del disco a cui si sta accedendo. Quindi si tenta di riempire la
coda se essa ha dimensione non nulla.
...
    /*
     * Case 2: Buf comes from a device queue.
     */
    /* Remove buf from device queue */
    old_bufq_remove(head, bp);
    psd->nbuf -= LEN(bp);
    psd->rmbuf += LEN(bp);
    /* Check if device queue is empty. If so move shadow queue bufs */
    if (TAILQ_EMPTY(&psd->bufq->queue))
        flushps_device_shadow(psd);
    /*
     * PS queue length has been dinamycally changed. So exceding bufs
     * should be removed without refilling device queue.
     */
    if (psd->nbuf >= qlen)
        goto common;
    /* Queue can't be refilled */
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    if (qlen == 0)
        goto common;
    /* It's time to enable shadow queue */
    if (!(psd->shadowenabled) && psd->rmbuf >= threshold) {
        /* 
         * TO DO: 
         * This queue should be sorted depending on the last buffer of
         * the device queue.  Doing so, when the queues are excanged 
         * bufs are already orded correctly. 
         */
        enableshadow(psd);
    }
    if (psd->nbuf == 0)
        disableshadow(psd);
refill:
    /* Refill queue? */
    if (qlen > 0) {
        updatequeue(psd);
        /* Update heaps because potentials have changed */
        updateheaps(psd);
    }
common:
    /* Try to free no more needed structs */
    freeps_proc();
}
Qui si contempla il  caso in cui il  buf viene rimosso direttamente dalla
coda del dispositivo. Vengono fatti controlli sulla capacità della coda, per
verificare se ne fosse cambiata la dimensione durante le operazioni di I/O.
Nel caso si sia raggiunta la soglia di attivazione della shadow, quest'ultima
è attivata e tutti gli eventuali buf in arrivo dirottati su di essa. Oppure se la
coda del dispositivo divenga vuota la shadow viene disattivata.
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I test sono stati eseguiti su una macchina con le seguenti caratteristiche:
Pentium II a 350Mhz
256Mb di RAM
Disco rigido da 10Gb della Segate (ST310212A)
Il disco è stato formattato con i parametri standard della distribuzione di FreeBSD.
È stato suddiviso in 5 partizioni di uguale dimensione di 2Gb ognuna. Questo è
stato fatto per assicurarsi che gli eventuali I/O effettuati fossero posizionati in parti
distanti e distribuite sul disco.
4.1 La banda
In questo test vengono confrontate le prestazioni con 5, 3 e 2 processi, ognuno
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dei quali legge un file da 700Mb su una partizione diversa. Il grafico illustra la
banda complessiva ottenuta al variare della capacità della coda e della soglia di at-
tivazione della shadow, il cui valore è stato posto uguale alla capacità stessa.
Come si evince dal grafico al tendere della capacità all'infinito la banda arriva
al massimo per questo disco: 23Mb/s. Questa è la banda che viene ottenuta da un
solo processo che riesce a inviare richieste contigue. I processi che devono accede-
re in zone avanti alla direzione della testina vengono lasciati in attesa fintanto che
il “processo fortunato” non ha terminato il proprio I/O. Questo è il comportamento
che ci aspettiamo, poiché la capacità della coda è molto ampia e l'influenza di
LOOK prende il sopravvento.
Nel caso in cui la capacità sia nulla la banda scende drasticamente a 4.8Mb/s
perdendo 80% di quella massima possibile. Questo accade poiché ogni processo
può vedere esaudita una parte del proprio I/O in condivisione con gli altri processi.
Le zone del disco accedute sono lontane tra loro e la testina perde tempo a saltare
da un punto all'altro del disco senza trasferire dati. Qui infatti entra in gioco sola-
mente il modulo PS senza che LOOK possa ordinare le richieste.
Se si aumenta la capacità della coda le prestazioni aumentano sensibilmente.
L'andamento  cresce  in  modo  esponenziale  quindi  è  possibile  ottenere  un  buon
compromesso tra banda e garanzie. Infatti impostando una capacità pari a 4096Kb
si ottengono 14Mb/s pari a 60% del massimo.
Secondo quanto dimostrato prima è possibile stabilire la quantità massima di
dati che devono essere processati prima ogni  buf,nel momento in cui è in coda,
possa essere servito. Il tempo di attesa per il servizio del buf non è calcolabile pre-
cisamente poiché si è a conoscenza della quantità dei dati da processare, ma non
della velocità con cui vengono processati. La velocità infatti dipende fortemente
dalla posizione e ordine temporale di richiesta dei dati da processare.
Posta la dimensione del  buf pari  a  128Kb(dimensione massima riscontrata
con la formattazione del filesystem in questi test) e una capacità di 4096Kb si ot-
terrebbe un massimo di 3*4096-128=12160Kb di dati da processare. Supponendo
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corretta la banda di circa 14.8Mb presa dai datti si otterrebbe una attesa massima
teorica pari a 0.8 secondi.
4.2 La latenza
Questo test si pone il problema di stimare il latenza media reale. Nello stesso
modo del test precedente il disco è stato sottoposto ad alto traffico con 2, 3 e 5
processi. È stato usata la lettura di un file di 128Kb come sonda per valutare la la-
tenza media durante l'intenso I/O.
La latenza aumenta al crescere della capacità della coda ed del numero di pro-
cessi che effettuano I/O. Con un numero basso di processi la coda tende a rimanere
“vuota” ed è quindi più facile che ci siano meno buf da servire prima che la “son-
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da” venga servita. Al contrario con un alto numero di processi la latenza sale poi-
ché la coda è più probabile che sia “piena” e quindi la sonda debba attendere più
tempo per essere servita.
Se prendiamo in considerazione, come avevamo fatto per il test precedente,
una coda pari a 4096Kb con una banda circa il 60% del massimo possibile le la-
tenze si assestano per 2, 3 e 5 processi su valori medi rispettivamente di 0.26, 0.33
e 0.35 secondi. Tempi che sono bassi rispetto a quelli che si otterrebbero con il
solo LOOK in azione che sono dell'ordine dei secondi.
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5.1 heap.h
#ifndef _HEAP_H
#define _HEAP_H
/*
 * Definition of heap data structures. In the structures, I decided not to
 * use the macros in <sys/queue.h> in the hope of making the code easier to
 * port to other architectures. The type of lists and queue we use here is
 * pretty simple anyways.
 */
/*
 * So we use a key "dn_key" which is 64 bits. Some macros are used to compare
 * key values and handle wraparounds. MAX64 returns the largest of two key
 * values. MY_M is used as a shift count when doing fixed point arithmetic (a
 * better name would be useful...).
 */
typedef u_int64_t dn_key; /* sorting key */
#define DN_KEY_LT(a,b)     ((int64_t)((a)-(b)) < 0)
#define DN_KEY_LEQ(a,b)    ((int64_t)((a)-(b)) <= 0)
#define DN_KEY_GT(a,b)     ((int64_t)((a)-(b)) > 0)
#define DN_KEY_GEQ(a,b)    ((int64_t)((a)-(b)) >= 0)
#define MAX64(x,y)  (( (int64_t) ( (y)-(x) )) > 0 ) ? (y) : (x)
/*
 * The OFFSET_OF macro is used to return the offset of a field within a
 * structure. It is used by the heap management routines.
 */
#define OFFSET_OF(type, field) ((int)&( ((type *)0)->field) )
/*
 * A heap entry is made of a key and a pointer to the actual object stored in
 * the heap. The heap is an array of dn_heap_entry entries, dynamically
 * allocated. Current size is "size", with "elements" actually in use. The
 * heap normally supports only ordered insert and extract from the top. If we
 * want to extract an object from the middle of the heap, we have to know
 * where the object itself is located in the heap (or we need to scan the
 * whole array). To this purpose, an object has a field (int) which contains
 * the index of the object itself into the heap. When the object is moved,
 * the field must also be updated. The offset of the index in the object is
 * stored in the 'offset' field in the heap descriptor. The assumption is
 * that this offset is non-zero if we want to support extract from the
 * middle.
 */
struct dn_heap_entry {
   dn_key key; /* sorting key. Topmost element is smallest one */
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   void *object; /* object pointer */
};
struct dn_heap {
   int size;
   int elements;
   int offset; /* XXX if > 0 this is the offset of direct ptr to obj */
   struct dn_heap_entry *p; /* really an array of "size" entries */
};
int heap_init(struct dn_heap * h, int size);
int heap_insert(struct dn_heap * h, dn_key key1, void *p);
void heap_modify(struct dn_heap * h, void *old, void *new);
void heap_extract(struct dn_heap * h, void *obj);
void heapify(struct dn_heap * h);
void heap_free(struct dn_heap * h);
/* DANIELE */
void *heap_find(struct dn_heap * h, dn_key key);
#endif /* _HEAP_H */
5.2 heap.c
#define DEB(x)
#define DDB(x) x
/*
 * This module implements + heap management functions;
 * 
 * include files marked with XXX are probably not needed
 */
#include <sys/param.h>
#include <sys/systm.h>
#include <sys/malloc.h>
#include <sys/mbuf.h>
#include <sys/queue.h> /* XXX */
#include <sys/time.h>
#include <sys/kernel.h>
#include <sys/sysctl.h>
/* DANIELE */
/* #include <sys/heap.h> */
#include <ufs/ufs/heap.h>
MALLOC_DEFINE(M_HEAP, "heap", "heap data structures"); /* XXX Check this
*/
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/*
 * Heap management functions.
 * 
 * In the heap, first node is element 0. Children of i are 2i+1 and 2i+2.
Some
 * macros help finding parent/children so we can optimize them.
 * 
 * heap_init() is called to expand the heap when needed. Increment size in
 * blocks of 16 entries. XXX failure to allocate a new element is a pretty
 * bad failure as we basically stall a whole queue forever!! Returns 1 on
 * error, 0 on success
 */
#define HEAP_FATHER(x) ( ( (x) - 1 ) / 2 )
#define HEAP_LEFT(x) ( 2*(x) + 1 )
#define HEAP_IS_LEFT(x) ( (x) & 1 )
#define HEAP_RIGHT(x) ( 2*(x) + 2 )
#define HEAP_SWAP(a, b, buffer) { buffer = a ; a = b ; b = buffer ; }
#define HEAP_INCREMENT 15
/*
 * DEBUGGING facility
 */
void
check_heap(struct dn_heap * h, u_char * s)
{
    int i, error = 0;
    for (i = 0; (i < h->elements) && (!error); i++) {
        void *obj = h->p[i].object;
        error = 1;
        if (obj == NULL)
            printf("check_heap: null object");
        else if (h->offset > 0 && *((int *)((char *)obj + h->offset)) !=
i)
            printf("check_heap: internal offset %d index %d",
                   *((int *)((char *)obj + h->offset)), i);
        else
            error = 0;
    }
    if (error)
        panic(s);
    DEB(printf("%s: check_heap OK\n", s));
}
int
heap_init(struct dn_heap * h, int new_size)
{
    struct dn_heap_entry *p;
    if (h->size >= new_size) {
        printf("heap_init, Bogus call, have %d want %d\n",
               h->size, new_size);
        return 0;
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    }
    new_size = (new_size + HEAP_INCREMENT) & ~HEAP_INCREMENT;
    p = malloc(new_size * sizeof(*p), M_HEAP, M_DONTWAIT);
    if (p == NULL) {
        printf(" heap_init, resize %d failed\n", new_size);
        return 1; /* error */
    }
    if (h->size > 0) {
        bcopy(h->p, p, h->size * sizeof(*p));
        free(h->p, M_HEAP);
    }
    h->p = p;
    h->size = new_size;
    DDB(check_heap(h, "heap_init"));
    return 0;
}
/*
 * Insert element in heap. Normally, p != NULL, we insert p in a new position
 * and bubble up. If p == NULL, then the element is already in place, and key
 * is the position where to start the bubble-up. Returns 1 on failure (cannot
 * allocate new heap entry)
 * 
 * If offset > 0 the position (index, int) of the element in the heap is also
 * stored in the element itself at the given offset in bytes.
 */
#define SET_OFFSET(heap, node) \
    if (heap->offset > 0) \
        *((int *)((char *)(heap->p[node].object) + heap->offset)) =
node ;
/*
 * RESET_OFFSET sets offset to an invalid value.
 */
#define RESET_OFFSET(heap, node) \
    if (heap->offset > 0) \
        *((int *)((char *)(heap->p[node].object) + heap->offset)) = -1 ;
int
heap_insert(struct dn_heap * h, dn_key key1, void *p)
{
    int son = h->elements;
    if (p == NULL) /* data already there, set starting point */
        son = key1;
    else { /* insert new element at the end, possibly resize */
        son = h->elements;
        if (son == h->size) /* need resize... */
            if (heap_init(h, h->elements + 1))
                return 1; /* failure... */
        h->p[son].object = p;
        h->p[son].key = key1;
        h->elements++;
    }
    while (son > 0) { /* bubble up */
        int father = HEAP_FATHER(son);
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        struct dn_heap_entry tmp;
        if (DN_KEY_LT(h->p[father].key, h->p[son].key))
            break; /* found right position */
        /* son smaller than father, swap and repeat */
        HEAP_SWAP(h->p[son], h->p[father], tmp);
        SET_OFFSET(h, son);
        son = father;
    }
    SET_OFFSET(h, son);
    return 0;
}
/*
 * update element pointing to old_obj to point to new_obj
 */
void
heap_modify(struct dn_heap * h, void *old_obj, void *new_obj)
{
    /* modify specific element, index is at offset */
    if (old_obj != NULL && h->offset > 0) {
        int index = *((int *)((char *)old_obj + h->offset));
        if (index < 0 || index >= h->elements) {
            printf("heap_modify, index %d out of bound 0..%d\n",
                   index, h->elements);
            panic("heap_modify");
        }
        h->p[index].object = new_obj;
    } else {
        printf("heap_modify, null obj or index offset\n");
        panic("heap_modify");
    }
}
/*
 * remove top element from heap, or obj if obj != NULL
 */
void
heap_extract(struct dn_heap * h, void *obj)
{
    int child, father, max = h->elements – 1;
    DDB(check_heap(h, "entering heap_extract"));
    if (max < 0) {
        printf("warning, extract from empty heap 0x%p\n", h);
        return;
    }
    father = 0; /* default: move up smallest child */
    if (obj != NULL) { /* extract specific element, index is at offset */
        if (h->offset > 0)
            father = *((int *)((char *)obj + h->offset));
        else
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            for (; father < h->elements && h->p[father].object != obj;
                 father++);
        if (father < 0 || father >= h->elements) {
            printf("dummynet: heap_extract, father %d out of bound 0..%
d\n",
                   father, h->elements);
            panic("heap_extract");
        }
    }
    RESET_OFFSET(h, father);
    child = HEAP_LEFT(father); /* left child */
    while (child <= max) { /* valid entry */
        if (child != max && DN_KEY_LT(h->p[child + 1].key, h->p[child].
key))
            child = child + 1; /* take right child, otherwise left */
        h->p[father] = h->p[child];
        SET_OFFSET(h, father);
        father = child;
        child = HEAP_LEFT(child); /* left child for next loop */
    }
    h->elements--;
    if (father != max) {
        /*
         * Fill hole with last entry and bubble up, reusing the insert code
         */
        h->p[father] = h->p[max];
        heap_insert(h, father, NULL); /* this one cannot fail */
    }
}
#if 0
/*
 * change object position and update references XXX this one is never used!
 */
void
heap_move(struct dn_heap * h, dn_key new_key, void *object)
{
    int temp;
    int i;
    int max = h->elements – 1;
    struct dn_heap_entry buf;
    if (h->offset <= 0)
        panic("cannot move items on this heap");
    i = *((int *)((char *)object + h->offset));
    if (DN_KEY_LT(new_key, h->p[i].key)) { /* must move up */
        h->p[i].key = new_key;
        for (; i > 0 && DN_KEY_LT(new_key, h->p[(temp = HEAP_FATHER(i))].
key);
             i = temp) { /* bubble up */
            HEAP_SWAP(h->p[i], h->p[temp], buf);
            SET_OFFSET(h, i);
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        }
    } else { /* must move down */
        h->p[i].key = new_key;
        while ((temp = HEAP_LEFT(i)) <= max) { /* found left child */
            if ((temp != max) && DN_KEY_GT(h->p[temp].key, h->p[temp +
1].key))
                temp++; /* select child with min key */
            if (DN_KEY_GT(new_key, h->p[temp].key)) { /* go down */
                HEAP_SWAP(h->p[i], h->p[temp], buf);
                SET_OFFSET(h, i);
            } else
                break;
            i = temp;
        }
    }
    SET_OFFSET(h, i);
}
#endif /* heap_move, unused */
/*
 * heapify() will reorganize data inside an array to maintain the heap
 * property. It is needed when we delete a bunch of entries.
 */
void
heapify(struct dn_heap * h)
{
    int i;
    for (i = 0; i < h->elements; i++)
        heap_insert(h, i, NULL);
}
/*
 * cleanup the heap and free data structure
 */
void
heap_free(struct dn_heap * h)
{
    if (h->size > 0)
        free(h->p, M_HEAP);
    bzero(h, sizeof(*h));
}
/* DANIELE */
/*
 * search in heap for a element whith a specific key value
 */
void *
heap_find(h, key)
    struct dn_heap *h;
    dn_key key;
{
    int i = 0;
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    int max = h->elements;
    if (max != 0) /* empty heap? */
        while (i < max) {
            if (h->p[i].key == key) /* found right element */
                return h->p[i].object;
            /* CHECK RIGHT ELEMENT ON HEAP!!!! */
            if (DN_KEY_LT(h->p[i].key, key))
                i = HEAP_LEFT(i);
            else
                i = HEAP_RIGHT(i);
        }
    /* no item found */
    return NULL;
}
/*
 * --- end of heap management functions ---
 */
5.3 device.h
#ifndef DEVICE_PROP_SHARE
#define DEVICE_PROP_SHARE
#include <sys/buf.h>
#include <sys/resource.h>
#include <ufs/ufs/heap.h>
/*
 * Process weight is computed from p_nice using a lookup table. p_nice can
 * assume values between PRIO_MIN (-20) and PRIO_MAX (20).
 */
static const u_short wtable[PRIO_MAX - PRIO_MIN + 1] = {
    1000, 950, 900, 850, 800,
    750, 700, 650, 600, 550,
    500, 450, 400, 350, 300,
    250, 200, 180, 150, 120,
    100,                            /* base priority/weight */
    90, 80, 75, 70, 65,
    60, 55, 50, 45, 40,
    35, 30, 25, 20, 15,
    10, 5, 3, 2, 1
};
#define NICE2W(ps) (wtable[(ps)->p_nice – PRIO_MIN])
/*
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 * List of device types handled by PS scheduling. This is used to keep track
 * of devices one wants to be managed by PS.
 */
static struct {
#define MAXNUMDEVICES 20
    int num;               /* Number of current managed devices */
    int maj[MAXNUMDEVICES];/* List of handled device major numbers */
} device_type;
/*
 * List of all the devices queues handled by PS.  When a device is for the
 * first time accessed since the activation of PS, a new ps_device is created
 * and associated to that particular device.
 * 
 * NOTE: bufq queue pointer is also used to idetify the device.
 */
struct ps_device {
    TAILQ_ENTRY(ps_device) link;  /* List link */
    struct buf_queue_head *bufq;  /* Pointer to device buf queue */
    int            shadowenabled; /* Set if shadow queue is enabled */
    TAILQ_HEAD(, buf) shadow;     /* Shadow queue */
    int            nbuf;          /* Number of bufs in queue */
    int            rmbuf;         /* Removed bufs */
    struct dn_heap scheduler_heap,/* Schedulable process heap */
                   not_eligible_heap,/* Not eligible process heap */
                   idle_heap;     /* No more backlogged process heap */
    dn_key         P;             /* Device Potential */
    u_int          sum;           /* Weight Sum of active processes on
device */
};
/*
 * Device on which a process is active. Every process has its own device list
 * to be able to keep track of all accessed devices.
 */
struct proc_device {
    TAILQ_ENTRY(proc_device) link; /* List link */
    struct ps_device  *psdev; /* Pointer to Device */
    TAILQ_HEAD(, buf) queue; /* Process device buf queue */
    int             num_buf; /* Number of bufs in device queue */
    dn_key          S, F;    /* Process potentials for device */
    int             heap_index; /* Heap the process is in */
    #define SCH     0        /* 0 = scheduler_heap */
    #define NE      1        /* 1 = not_eligible_heap */
    #define IDL     2        /* 2 = idle_heap */
    #define NONE    3        /* 3 = none */
};
/*
 * Active process. It's kept track of every process that accesses a device.
 * This is needed to handle PS scheduling correctly.
 */
struct ps_proc {
    TAILQ_ENTRY(ps_proc) link;  /* List link */
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    TAILQ_HEAD(, proc_device) dev_list; /* Process device list */
    int             num_dev;    /* Number of devices in process list */
    struct proc     *proc;      /* Process we belong to */
    pid_t           p_pid;      /* Process pid */
    u_short         weight;     /* Process weight */
};
#endif /* !DEVICE_PROP_SHARE */
5.4 device.c
#include <sys/param.h>
#include <sys/systm.h>
#include <sys/kernel.h>
#include <sys/conf.h>
#include <sys/syslog.h>
#include <sys/malloc.h>
#include <sys/sysctl.h>
#include <sys/disklabel.h>
#include <sys/disk.h>
#include <ufs/ufs/deviceps.h>
/*
 * ----Proportional Share I/O Scheduler----
 * 
 * This code implements PS scheduler applied on devices such as hard
disks.All
 * the devices affected by this code are the ones that use these functions to
 * manage bufs in their queues: bufqdisksort, bufq_first and bufq_remove.
 * 
 * The idea behind this algorithm is to subvide in a fair way device bandwith
 * between processes.  Each process is given a weigth.  The bandwith achived
 * by each process is proportional to its weight and inversally porpotional
 * to the sum of the currently active process'weights. The old scheduler
 * tries to achive maximal bandwith sorting bufs I/O requests. The PS one is
 * obliged to serve I/O depending on process weights.  Doing so it is not
 * possible to sort requests, resulting in bandwith degration.  To avoid this
 * a hybrid scheduler is used, resulting in a tandem of schedulers: the PS
 * one and the old one. In this hybrid aproch the old scheduler sorts I/O
 * requests in a restricted length queue.  Another queue is also used, called
 * shadow queue. The shadow queue avoids starvation problems that may arise
 * in serving sorted bufs, that is the major iusse why this scheduler was
 * created.  The queue length is the maximum number of bufs to sort before
 * serving and then the metric of how much bandwith to save at cost of
 * faireness. Varing the queue length via "sysctl" we can decide the algorith
 * fairness, the more it grows the more the serve is unfair and viceversa.
 */
/*
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 * TO DO LIST:
 * 1) The process nice value is used to compute the process weight.  Find a
 *    better way to specify the weight assigned to a process. We must
 *    separate control on I/O bound processes and CPU bound ones.
 * 2) If process nice value changes ? --> DONE
 * 3) If process is killed ? --> DONE
 */
/*
 * This define value is used to shift potential values before division. This
 * way accuracy on integer computation is increased.
 */
#define PRECISION 8
/*
 * This macro extracts a field value from buf struct.It should be the number
 * of correct bytes prensent in buf. This value is used to take into account
 * how much "work" is to be done on buf and update device and process
 * potentials accordingly.
 */
#define LEN(x) ( (dn_key) x->b_bufsize )
#define KBYTE 1024
/* "Old" functions for buf handling */
void old_bufq_remove(struct buf_queue_head *, struct buf *);
struct buf *old_bufq_first(struct buf_queue_head *);
/* Support functions */
static struct proc_device *newproc_device(struct ps_proc *p, struct
ps_device *d);
static struct ps_device *newps_device(struct buf_queue_head *bufq);
static struct ps_proc *newps_proc(struct proc *p);
static __inline struct ps_proc *findps_proc(pid_t pid);
static __inline struct ps_device *findps_device(struct buf_queue_head
*bufq);
static __inline struct proc_device *findproc_device(struct ps_proc *p,
struct buf_queue_head *bufq);
static void flushproc_device(struct proc_device *d);
static void flushps_device_shadow(struct ps_device *psd);
static void freeproc_device(struct ps_proc *p, int free);
static void freeps_proc(void);
static int updatequeue(struct ps_device *psd);
static void updateheaps(struct ps_device *psd);
static __inline void insertprocinheap(struct ps_proc *p, struct
proc_device *d);
static int checkdevice(struct buf *bp);
static int adddevice(int dev);
static __inline void updateweight(struct ps_proc *p);
static __inline void enableshadow(struct ps_device *psd);
static __inline void disableshadow(struct ps_device *psd);
static __inline void bufinsertshadow(struct ps_device *psd, struct buf
*bp);
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#if 0
static int removedevice(int dev);
#endif
/* PS scheduler main functions */
static int sysctl_vfs_scheduler_ps(SYSCTL_HANDLER_ARGS);
static void psbufqdisksort(struct buf_queue_head *bufq, struct buf *bp);
static void psbufq_remove(struct buf_queue_head *, struct buf *);
static struct buf *psbufq_first(struct buf_queue_head *);
static void psprocexit(struct proc *p);
static void psfree(void);
static void switchtops(void);
static void switchtoold(void);
/* Debug functions */
/* static void check(void); */
static void checkproc_device(struct proc_device *d);
static void checkps_device(struct ps_device *psd);
static void printall(void);
static void printps_proc(struct ps_proc *);
static void printproc_list(void);
static void printdevice_list(void);
static void printproc_device(struct proc_device *);
static void printps_device(struct ps_device *);
static void printdevice_type(void);
/* Pointers to the current functions that handle I/O */
void (*current_bufq_remove) (struct buf_queue_head *, struct buf *) =
old_bufq_remove;
struct buf *(*current_bufq_first) (struct buf_queue_head *) =
old_bufq_first;
extern void (*current_bufqdisksort) (struct buf_queue_head *, struct buf
*);
/* Device list head handled by PS scheduler */
static TAILQ_HEAD(device, ps_device) device_list = TAILQ_HEAD_INITIALIZER
(device_list);
static int num_psd = 0;
/* Active process list */
static TAILQ_HEAD(process, ps_proc) proc_list = TAILQ_HEAD_INITIALIZER
(proc_list);
static int num_blp = 0;
/* Set if PS scheduler is active */
static int scheduler_ps = 0;
/*
 * Called by sysctl when a I/O scheduler change is requested
 */
static int
sysctl_vfs_scheduler_ps(SYSCTL_HANDLER_ARGS)
{
    int error, new_val;
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    int s;
    new_val = scheduler_ps;
    error = sysctl_handle_int(oidp, &new_val, sizeof(new_val), req);
    if (error == 0 && req->newptr != NULL) {
        if (new_val > 0)
            new_val = 1;
        if (new_val < 0) {
            printf("Negative value are invalid!\n");
            return error;
        }
        if (scheduler_ps != new_val) {
            /* XXX IS IT NEEDED TO DISABLE IRQS? XXX */
            s = splbio();
            if (new_val == 1)
                switchtops();
            else
                switchtoold();
            splx(s);
        }
    }
    return error;
}
SYSCTL_NODE(_vfs, OID_AUTO, scheduler,
            CTLFLAG_RW, 0, "I/O scheduler");
SYSCTL_PROC(_vfs_scheduler, OID_AUTO, ps, CTLTYPE_INT | CTLFLAG_RW,
            &scheduler_ps, 0, sysctl_vfs_scheduler_ps,
            "I", "Set to 1 to activate PS I/O scheduling");
/* This is the scheduler queue length */
static int scheduler_psqueue_length = 0;
/* Threshold to activate shadow queue */
static int scheduler_psshadow_threshold = 0;
/*
 * Called by sysctl to change shadow queue threshold
 */
static int
sysctl_vfs_scheduler_psshadow_threshold(SYSCTL_HANDLER_ARGS)
{
    int error, new_val;
    new_val = scheduler_psshadow_threshold;
    error = sysctl_handle_int(oidp, &new_val, sizeof(new_val), req);
    if (error == 0 && req->newptr != NULL &&
        new_val != scheduler_psshadow_threshold) {
        if (new_val < 0) {
            printf("Negative value are invalid!\n");
            return error;
        }
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        if (new_val > scheduler_psqueue_length) {
            printf("Shadow queue threshold can't be greater "
                   "than queue lenght\nSetting threshold "
                   "equal to queue lenght value\n");
            new_val = scheduler_psqueue_length;
        }
        scheduler_psshadow_threshold = new_val;
    }
    return error;
}
SYSCTL_NODE(_vfs_scheduler, OID_AUTO, psshadow,
            CTLFLAG_RW, 0, "scheduler shadow queue threshold");
SYSCTL_PROC(_vfs_scheduler_psshadow, OID_AUTO, threshold,
            CTLTYPE_INT | CTLFLAG_RW, &scheduler_psshadow_threshold, 0,
            &sysctl_vfs_scheduler_psshadow_threshold,
            "I", "Set shadow queue threashold");
/*
 * Called by sysctl to change the scheduler queue length.
 */
static int
sysctl_vfs_scheduler_psqueue_length(SYSCTL_HANDLER_ARGS)
{
    int error, new_val;
    struct ps_device *psd;
    int s;
    new_val = scheduler_psqueue_length;
    error = sysctl_handle_int(oidp, &new_val, sizeof(new_val), req);
    if (error == 0 && req->newptr != NULL &&
        new_val != scheduler_psqueue_length) {
        if (new_val < 0) {
            printf("Negative value are invalid!\n");
            return error;
        }
        /*
         * Queue length has grown. So make sure to bring as many as possible
         * bufs into device queues.
         */
        s = splbio();
        if (new_val > scheduler_psqueue_length) {
            scheduler_psqueue_length = new_val;
            /*
             * Device queue length is "global", every PS device is affected.
             * So manage every device in list.
             */
            TAILQ_FOREACH(psd, &device_list, link)
                while (updatequeue(psd))
                    updateheaps(psd);
    }
    if (new_val < scheduler_psshadow_threshold) {
            printf("WARNING!! Scheduler queue length is lower than "
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                   "shadow threshold\nSetting shadow threshold "
                   "equal to queue length\n");
            scheduler_psshadow_threshold = new_val;
        }
        scheduler_psqueue_length = new_val;
        splx(s);
    }
    return error;
}
SYSCTL_NODE(_vfs_scheduler, OID_AUTO, psqueue,
            CTLFLAG_RW, 0, "scheduler queue length");
SYSCTL_PROC(_vfs_scheduler_psqueue, OID_AUTO, length,
            CTLTYPE_INT | CTLFLAG_RW, &scheduler_psqueue_length, 0,
            &sysctl_vfs_scheduler_psqueue_length,
            "I", "Set PS scheduling unfairness");
MALLOC_DECLARE(M_PSIO);
MALLOC_DEFINE(M_PSIO, "psio", "psio");
/*
 * ---- Support functions ----
 * 
 * These functions are used to manage specific PS structs: device_type,
 * ps_device, ps_proc, proc_device.
 * 
 * Explanations on these structs are in the deviceps.h file.
 * 
 * newproc_device: Create a new struct to handle a device accessed by a PS
 *                 process.
 * newps_device: Create a new struct to handle a new device handled
 *               by PS scheduler.
 * newps_proc: Create a new struct to handle a new PS process.
 * findps_proc: Find a PS process in process list.
 * findps_device: Find a Ps device in device list.
 * findproc_device: Find a device in process device own list.
 * freeproc_device: Free a process device struct.
 * freeps_proc: Free a PS process struct.
 * updatequeue:
 * updateheaps:
 * insertprocinheap:
 * flushproc_device:
 * flushps_device_shadow:
 * checkdevice: Check if a device is handled by PS scheduler.
 * adddevice: Add a device to the list of the supported ones by PS scheduler.
 * removedevice: Remove a device from the supported ones by PS scheduler.
 */
/*
 * Add a device name to the supported ones by PS
 */
static int
adddevice(dev)
    int dev;
{
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    int i;
    /* Too many devices? */
    if ((device_type.num + 1) > MAXNUMDEVICES)
        return -1;
    for (i = 0; i < device_type.num; i++)
        /* Check if device is already supported */
        if (device_type.maj[i] == dev)
            return 0;
    /* Add device to the supported ones */
    device_type.maj[device_type.num++] = dev;
    return 0;
}
#if 0
/*
 * Remove a device from the list of the supported ones by PS
 */
static int
removedevice(dev)
    int dev;
{
    int i, j;
    for (i = 0; i < device_type.num; i++)
        if (device_type.maj[i] == dev) {
            device_type.num--;
            for (j = i; j < device_type.num; j++)
                device_type.maj[j] = device_type.maj[j + 1];
                    return 1;
            /*
             * XXX Incomplete function. Put here code to free the right PS
             * structs and eventualy transfer bufs from PS queue to the old
             * ones. XXX
             */
        }
    return 0;
}
#endif
/*
 * Check if a device is present in the list of the supported ones by PS
 */
static int
checkdevice(bp)
    struct buf *bp;
{
    int i;
    for (i = 0; i < device_type.num; i++)
        if (devsw(bp->b_dev)->d_maj == device_type.maj[i])
            return 1;
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    return 0;
}
/*
 * Enable shadow queue
 */
static __inline void
enableshadow(psd)
    struct ps_device *psd;
{
    /* struct buf *bp; */
    /*
     * When shadow queue is enabled the device queue will not be refilled
     * until it becomes empty.  Sort incoming bufs in shadow queue depending
     * on the last buf in device queue. When the two queues are switched all
     * bufs will be already sorted.
     */
    psd->shadowenabled = 1;
#if 0
    bp = TAILQ_LAST(&psd->bufq->queue, buf_queue);
#endif
}
/*
 * Disable shadow queue
 */
static __inline void
disableshadow(psd)
    struct ps_device *psd;
{
    psd->shadowenabled = 0;
    psd->rmbuf = 0;
}
/*
 * Insert buf in shadow queue
 */
static __inline void
bufinsertshadow(psd, bp)
    struct ps_device *psd;
    struct buf *bp;
{
    TAILQ_INSERT_TAIL(&psd->shadow, bp, b_act);
}
/*
 * Update device sum of weight if process weight has changed.
 */
static __inline void
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updateweight(p)
    struct ps_proc *p;
{
    if (NICE2W(p->proc) != p->weight)
        p->weight = NICE2W(p->proc);
}
/*
 * Create and initialize a PS process struct
 */
static struct ps_proc *
newps_proc(proc)
    struct proc    *proc;
{
    struct ps_proc *p;
    if (proc == NULL)
        return NULL;
    /* New process handled by PS */
    p = malloc(sizeof(*p), M_PSIO, M_NOWAIT | M_ZERO);
    if (p == NULL)
        panic("newps_proc: HELP!!!! CANNOT ALLOCATE MEMORY\n");
    p->weight = NICE2W(proc);
    p->proc = proc;
    p->p_pid = proc->p_pid;
    TAILQ_INIT(&p->dev_list);
    p->num_dev = 0;
    /* Insert into process list */
    TAILQ_INSERT_TAIL(&proc_list, p, link);
    num_blp++;
    return p;
}
/*
 * Create and initialize a process device
 */
static struct proc_device *
newproc_device(p, d)
    struct ps_proc *p;
    struct ps_device *d;
{
    struct proc_device *pd;
    /* New device handled by process */
    pd = malloc(sizeof(*d), M_PSIO, M_NOWAIT | M_ZERO);
    if (pd == NULL)
        panic("newproc_device: HELP!!!! CANNOT ALLOCATE MEMORY\n");
    TAILQ_INIT(&pd->queue);
    pd->heap_index = NONE;
    pd->psdev = d;/* Assign device to process device */
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    /* Insert new device into process own list */
    TAILQ_INSERT_TAIL(&p->dev_list, pd, link);
    p->num_dev++;
    return pd;
}
/*
 * Create and initialize a device buf queue 
 */
static struct ps_device *
newps_device(bufq)
    struct buf_queue_head *bufq;
{
    struct ps_device *psd;
    struct dn_heap *work_heap[3];
    struct buf *bp;
    int i;
    if (bufq == NULL) {
        panic("newps_device: NULL pointer bufq\n");
        return NULL;
    }
    psd = malloc(sizeof(*psd), M_PSIO, M_NOWAIT | M_ZERO);
    if (psd == NULL)
        panic("newps_device: HELP!!!! CANNOT ALLOCATE MEMORY\n");
    psd->bufq = bufq;
    /* Create and initialize a new queue (shadow queue) */
    TAILQ_INIT(&psd->shadow);
    disableshadow(psd);
    TAILQ_FOREACH(bp, &psd->bufq->queue, b_act) {
        psd->nbuf += LEN(bp);
        /* Make sure that any buf in the queue belongs to no process */
        bp->proc = NULL;
    }
    /* Initializing heaps */
    work_heap[SCH] = &psd->scheduler_heap;
    work_heap[NE] = &psd->not_eligible_heap;
    work_heap[IDL] = &psd->idle_heap;
    for (i = 0; i < 3; i++) {
        work_heap[i]->size = work_heap[i]->elements = 0;
        work_heap[i]->offset = 0;
    }
    /* New device bufq into device list */
    TAILQ_INSERT_TAIL(&device_list, psd, link);
    num_psd++;
    return psd;
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}
/*
 * Find a specific device in process device list
 */
static __inline struct proc_device *
findproc_device(p, bufq)
    struct ps_proc *p;
    struct buf_queue_head *bufq;
{
    struct proc_device *h;
    if (p == NULL)
        return NULL;
    if (bufq == NULL)
        return NULL;
    if (TAILQ_EMPTY(&p->dev_list))
        printf("findproc_device: NULL pointer proc_device_head\n");
    TAILQ_FOREACH(h, &p->dev_list, link)
        if (h->psdev->bufq == bufq)
            break;
    return h;
}
/*
 * Find a device bufq handled by PS scheduler
 */
static __inline struct ps_device *
findps_device(bufq)
    struct buf_queue_head *bufq;
{
    struct ps_device *h;
    if (bufq == NULL) {
        panic("findps_device: NULL pointer bufq\n");
        return NULL;
    }
    if (TAILQ_EMPTY(&device_list))
        printf("findps_device: NULL device list\n");
    TAILQ_FOREACH(h, &device_list, link)
        if (h->bufq == bufq)
            break;
    return h;
}
/*
 * Find a process in process list
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 */
static __inline struct ps_proc *
findps_proc(pid)
    pid_t pid;
{
    struct ps_proc *h;
    if (TAILQ_EMPTY(&proc_list) && num_blp != 0)
        panic("findps_proc: List is empty, but num_blp != 0!!!\n");
    TAILQ_FOREACH(h, &proc_list, link) {
        if (h->p_pid == pid)
            break;
    }
    return h;
}
/*
 * Check if it's time to deallocate some process device stucts
 */
static void
freeproc_device(p, freemem)
    struct ps_proc *p;
    int freemem;
{
    struct proc_device *d;
    /* Check every process device */
    d = TAILQ_FIRST(&p->dev_list);
    while (d != NULL) {
        struct proc_device *tmp;
        /* Is process no more active on this device? */
        if (DN_KEY_LEQ(d->F, d->psdev->P) && d->heap_index == IDL) {
            /* Process should be in a device heap, remove it */
            heap_extract(&d->psdev->idle_heap, p);
            d->heap_index = NONE;
            d->psdev->sum -= p->weight;
        }
        if (d->heap_index == NONE && freemem == 1) {
            /* If freemem flag is set, it means process is zombie */
            if (d->num_buf != 0)
                panic("freeproc_device: It's not possible to "
                      "free a device struct with some buf "
                      "in it\n");
            tmp = TAILQ_NEXT(d, link);
            TAILQ_REMOVE(&p->dev_list, d, link);
            p->num_dev--;
            free(d, M_PSIO);
            d = tmp;
        } else
            d = TAILQ_NEXT(d, link);
    }
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}
/*
 * Check if it's time to deallocate dedicate process structs
 */
static void
freeps_proc(void)
{
    struct ps_proc *p;
    p = TAILQ_FIRST(&proc_list);
    if (p == NULL)
        printf("freeps_proc: No process to free memory for!\n");
    else
        while (p != NULL) {
            struct ps_proc *tmp;
            /*
             * Check if process is zombie and can be removed from its
             * devices' IDLE heap.  Eventualy free its memory.
             */
            if (ISZOMBIE(p)) {
                freeproc_device(p, 1);
                /* Process has no more device structs, remove it */
                tmp = TAILQ_NEXT(p, link);
                if (p->num_dev == 0) {
                    TAILQ_REMOVE(&proc_list, p, link);
                    free(p, M_PSIO);
                    num_blp--;
                }
                p = tmp;
            } else {
                freeproc_device(p, 0);
                p = TAILQ_NEXT(p, link);
            }
        }
}
/*
 * Process has been served.  Put it in appropriate heap and update device
 * potetial accordingly.
 */
static __inline void
insertprocinheap(p, d)
    struct ps_proc *p;
    struct proc_device *d;
{
    struct buf *bp;
    struct dn_heap *sch, *ne, *idl;
    if (p == NULL)
        panic("insertprocinheap: ps_proc is NULL\n");
    if (d == NULL)
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        panic("insertprocinheap: proc_device is NULL\n");
    /* Heaps */
    sch = &d->psdev->scheduler_heap;
    ne = &d->psdev->not_eligible_heap;
    idl = &d->psdev->idle_heap;
    /* Process is still active on this device? */
    if (d->num_buf == 0) {
        if (DN_KEY_LEQ(d->F, d->psdev->P)) {
            d->heap_index = NONE;/* Inactive process */
            d->psdev->sum -= p->weight;
        } else {
            heap_insert(idl, d->F, p);
            d->heap_index = IDL;
        }
    } else {
        bp = TAILQ_FIRST(&d->queue);
        /* Update Finish (F) potential for next buf */
        d->F += (LEN(bp) << PRECISION) / (dn_key) p->weight;
        /* Process is still active: Find out if it's ELEGIBLE */
        if (DN_KEY_LEQ(d->S, d->psdev->P)) {
            heap_insert(sch, d->F, p);
            d->heap_index = SCH;
        } else {
            heap_insert(ne, d->S, p);
            d->heap_index = NE;
        }
    }
}
/*
 * Try to fill device queue with a buf from PS heaps, updating potentials.
 */
static int
updatequeue(psd)
    struct ps_device *psd;
{
    struct proc_device *d;
    struct buf     *bp;
    struct ps_proc *p;
    int filled;
    int qlen = scheduler_psqueue_length * KBYTE;
    if (psd->scheduler_heap.elements != 0) {
        p = psd->scheduler_heap.p[0].object; /* First process on heap */
        d = findproc_device(p, psd->bufq); /* Process device */
        if ((bp = TAILQ_FIRST(&d->queue)) == NULL || d->num_buf == 0)
            panic("updatequeue: Process is schedulable but no buf "
                  "in its queue!\n");
        if ((psd->nbuf + LEN(bp)) > qlen) {
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            filled = 0;
        } else {
            /* Buf removed from process queue */
            TAILQ_REMOVE(&d->queue, bp, b_act);
            d->num_buf--;
 
            /* I/O is about to be done on buf, update potentials */
            psd->P += (LEN(bp) << PRECISION) / psd->sum;
            d->S = d->F;
            /* Extract process from heap */
            heap_extract(&psd->scheduler_heap, p);
            d->heap_index = NONE;
            /* Insert process in correct heap */
            insertprocinheap(p, d);
            /* Insert buf in the right queue */
            psd->nbuf += LEN(bp);
            if (psd->shadowenabled)
                bufinsertshadow(psd, bp);
            else
                old_bufqdisksort(psd->bufq, bp);
            filled = 1;
        }
    } else
        filled = 0;
    /* Check if device queue is empty. If so move shadow queue bufs */
    if (TAILQ_EMPTY(&psd->bufq->queue))
        flushps_device_shadow(psd);
    return filled;
}
/*
 * Manage heaps associated with device, because potentials have changed. Thus
 * move processes in appropiate heaps.
 */
static void
updateheaps(psd)
    struct ps_device *psd;
{
    struct dn_heap *sch, *ne, *idl;
    struct ps_proc *p;
    struct proc_device *d;
    sch = &psd->scheduler_heap;
    ne = &psd->not_eligible_heap;
    idl = &psd->idle_heap;
    /*
     * If there is no SCHEDULABLE process, update pontential to the starting
     * value (S) of the first NOT ELEGIBLE one.  This is done to make sure
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     * that device potential (P) follows the process device potentials.
     */
    if (sch->elements == 0 && ne->elements > 0) {
        p = ne->p[0].object; /* First process on heap */
        d = findproc_device(p, psd->bufq);
        psd->P = MAX64(d->S, psd->P);
    }
    /*
     * Make sure that if a SCHEDULABLE process could be avaliable, it will
     * be.
     */
    while (ne->elements > 0) {
        p = ne->p[0].object; /* First process on heap */
        d = findproc_device(p, psd->bufq);
        if (DN_KEY_GT(d->S, psd->P))
            break;
        heap_extract(ne, p);
        heap_insert(sch, d->S, p);
        d->heap_index = SCH;
    }
    /* Take rid of IDLE processes, since no other process is there */
    if (sch->elements == 0 && ne->elements == 0)
        while (idl->elements > 0) {
            p = idl->p[0].object;
            d = findproc_device(p, psd->bufq);
            heap_extract(idl, p);
            d->heap_index = NONE;
            /*
             * No more process will be now in these heaps... why not reset
             * device potential? This will avoid wrap around problems...
             * psd->P = 0;
             */
            psd->P = d->F;
            psd->sum -= p->weight;
        }
}
/*
 * Flush process device buf into the right device queue
 */
static void
flushproc_device(d)
    struct proc_device *d;
{
    struct buf *bp;
    if (d == NULL)
        panic("flushproc_device: NULL pointer d\n");
    /* Transfer bufs on right device */
    while (!TAILQ_EMPTY(&d->queue)) {
        bp = TAILQ_FIRST(&d->queue);
80
Capitolo 5 Il codice completo 81
        /* Remove from process device queue */
        TAILQ_REMOVE(&d->queue, bp, b_act);
        d->num_buf--;
        /* Unmark buf, so now it does not belong to anyone */
        bp->proc = NULL;
        /* Insert into device queue */
        old_bufqdisksort(d->psdev->bufq, bp);
        d->psdev->nbuf += LEN(bp);
    }
    if (d->num_buf != 0)
        panic("flushproc_device: Queue element counter not 0!!! \n");
}
/*
 * Flush and disable device shadow queue
 */
static void
flushps_device_shadow(psd)
    struct ps_device *psd;
{
    struct buf *bp;
    if (psd->nbuf != 0) {
        while (!TAILQ_EMPTY(&psd->shadow)) {
            bp = TAILQ_FIRST(&psd->shadow);
            TAILQ_REMOVE(&psd->shadow, bp, b_act);
            old_bufqdisksort(psd->bufq, bp);
        }
    /* Disable shadow queue */
    disableshadow(psd);
}
/*
 * end of ---- Support functions ----
 */
/*
 * ---- PS scheduler main functions ----
 * 
 * pssysctl: Controls switching beetwen schedulers. 
 * psbufqdisksort: Sorts a given buf on a given device buf queue.
 * psbufq_remove: Removes a given buf from a given device buf queue.
 * psbufq_first: Shows if there is a buf on a given device buf queue.
 * psprocexit: Manages PS structs when a process exits.
 * psfree: Frees all PS struct.
 * switchtops: Switchs to PS scheduler.
 * switchtoold: Switchs to old scheduler.
 */
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/*
 * Deallocate all PS structs
 */
static void
psfree(void)
{
    struct ps_proc *p;
    struct proc_device *d;
    struct ps_device *psd;
    if (TAILQ_EMPTY(&proc_list))
        return;
    /* Deallocate every process struct */
    p = TAILQ_FIRST(&proc_list);
    while (p != NULL) {
        struct ps_proc *tmp;
        d = TAILQ_FIRST(&p->dev_list);
        if (d != NULL) {
            /*
             * Deallocate every process device struct and transfer some buf
             * eventualy left.
             */
            while (d != NULL) {
                struct proc_device *tmp;
                tmp = TAILQ_NEXT(d, link);
                flushproc_device(d);
                /* Free process device */
                free(d, M_PSIO);
                d = tmp;
            }
        } else
            printf("freeps_proc: Process(%d) has no device??? "
                  "free process memory\n", p->p_pid);
        if (!ISZOMBIE(p))
            PDEACTIVATE(p->proc); /* Deactivate Process */
        /* Free process */
        tmp = TAILQ_NEXT(p, link);
        free(p, M_PSIO);
        p = tmp;
    }
    TAILQ_INIT(&proc_list);
    if (TAILQ_EMPTY(&device_list))
        return;
    /* Deallocate device struct */
    psd = TAILQ_FIRST(&device_list);
    while (psd != NULL) {
        struct ps_device *tmp;
        tmp = TAILQ_NEXT(psd, link);
        /*
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         * It's possible that some buf is in the shadow queue. Transfer them
         * into the device queue.
         */
        flushps_device_shadow(psd);
        free(psd, M_PSIO);
        psd = tmp;
    }
    TAILQ_INIT(&device_list);
}
/*
 * Show first buf in a queue (bufq_first)
 */
static struct buf *
psbufq_first(head)
    struct buf_queue_head *head;
{
    struct ps_device *psd = NULL;
    struct ps_proc *p = NULL;
    struct proc_device *d = NULL;
    struct buf *bp = NULL;
    int pid;
    /*
     * If device is not present in the device list handled by PS scheduler,
     * there are 2 possibilities:
     * 
     * 1) PS is told not to handle the device. 2) No Process has accessed
this
     * device yet since PS scheduler activation.
     */
    bp = old_bufq_first(head); /* First buf on device queue */
    psd = findps_device(head); /* Device handled by PS */
    /* Device not handled by PS, behave as old scheduler */
    if (psd == NULL)
        return bp;
    /* Some buf on device queue */
    if (bp != NULL) {
        if (bp->proc != NULL) {
            /* buf is marked */
            pid = ((struct ps_proc *) bp->proc)->p_pid;
            if (findps_proc(pid) == NULL)
                bp->proc = NULL;
        }
        return bp;
    }
    /*
     * Empty device queue, any buf from a schedulable process? This may
     * happend because:
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     * 
     *      1) The PS queue length is zero (Complete fairness).
     *      2) Device queue is empty but only now a process has become
     *         schedulable.
     */
    if (psd->scheduler_heap.elements != 0) {
        p = psd->scheduler_heap.p[0].object;/* First process in heap */
        d = findproc_device(p, psd->bufq); /* Find process device */
        bp = TAILQ_FIRST(&d->queue); /* First buf in device queue */
        return bp;
    }
    /* No buf at all */
    return NULL;
}
/*
 * Remove a buf from a device queue (bufq_remove)
 */
static void
psbufq_remove(head, bp)
    struct buf_queue_head *head;
    struct buf *bp;
{
    struct ps_proc *p = NULL;
    struct ps_device *psd = NULL;
    struct proc_device *d = NULL;
    int qlen = scheduler_psqueue_length * KBYTE;
    int threshold = scheduler_psshadow_threshold * KBYTE;
    /*
     * NOTE: WARNING!!! This code assumes that psbufq_remove is called after
     * a psbufq_first. So if a different buf from the one of psbufq_first is
     * passed to psbufq_remove, this code doesn't work.
     */
    psd = findps_device(head); /* Device handled by PS? */
    if (psd == NULL) {/* Device not handled by PS scheduler */
        old_bufq_remove(head, bp); /* Act as old scheduler */
        return;
    }
    /*
     * Device is handled by PS sheduler.  It's possible that buf belongs to
     * no process during scheduler switching. So ignore it until there is no
     * marked one left in the device queue.  Behave this way so that such
     * bufs are handled the old way as if PS scheduler were not activated.
     */
    if (bp->proc == NULL) { /* Buf belongs to no process */
        old_bufq_remove(head, bp); /* Act as old scheduler */
        psd->nbuf -= LEN(bp);
        /* Check if device queue is empty. If so move shadow queue bufs  */
        if (TAILQ_EMPTY(&psd->bufq->queue))
            flushps_device_shadow(psd);
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        goto common;
    }
    /* Which process the buf belongs to? */
    p = bp->proc;
    /* XXX XXX Unmark buf XXX XXX */
    bp->proc = NULL;
    d = findproc_device(p, head); /* Find process device */
    /*
     * Case 1: Device queue empty. Buf cames directly from a heap.
     */
    if (psd->nbuf == 0) {
        if (d->heap_index != SCH)
            panic("psbufq_remove: Process not in SCHEDULABLE heap!!"
                  "(%s)\n", heap_name[d->heap_index]);
        heap_extract(&psd->scheduler_heap, p);
        d->heap_index = NONE;
        /* Remove buf from process own device queue */
        TAILQ_REMOVE(&d->queue, bp, b_act);
        d->num_buf--;
        /* Some I/O is about to be done on buf, update potentials */
        psd->P += (LEN(bp) << PRECISION) / psd->sum;
        d->S = d->F;
        /* Insert process in the right heap */
        insertprocinheap(p, d);
        /* Update heaps because potentials have changed */
        updateheaps(psd);
        goto refill;
    }
    /*
     * Case 2: Buf comes from a device queue.
     */
    /* Remove buf from device queue */
    old_bufq_remove(head, bp);
    psd->nbuf -= LEN(bp);
    psd->rmbuf += LEN(bp);
    /* Check if device queue is empty. If so move shadow queue bufs  */
    if (TAILQ_EMPTY(&psd->bufq->queue))
        flushps_device_shadow(psd);
    /*
     * PS queue length has been dinamycally changed. So exceding bufs should
     * be removed without refilling device queue.
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     */
    if (psd->nbuf >= qlen)
        goto common;
    /* Queue can't be refilled */
    if (qlen == 0)
        goto common;
    /* Is it time to enable shadow queue */
    if (!(psd->shadowenabled) && psd->rmbuf >= threshold) {
        /*
         * TO DO: 
         * This queue should be sorted depending on the last buffer of
         * the device queue. Doing so, when the queues are excanged bufs
         * are already orded correctly.
         */
        enableshadow(psd);
    }
    if (psd->nbuf == 0)
        disableshadow(psd);
refill:
    /* Refill queue? */
    if (qlen > 0) {
        updatequeue(psd);
        /* Update heaps because potentials have changed */
        updateheaps(psd);
    }
common:
    /* Try to free no more needed structs */
    freeps_proc();
}
/*
 * Insert a buf into a sorted device queue (bufqdisksort)
 */
static void
psbufqdisksort(bufq, bp)
    struct buf_queue_head *bufq;
    struct buf *bp;
{
    struct ps_proc *p = NULL;
    struct proc_device *d = NULL;
    struct ps_device *psd = NULL;
    int qlen = scheduler_psqueue_length * KBYTE;
    pid_t pid = curproc->p_pid; /* XXX WARNING curproc MAYBE * NO MORE
VALID!!! XXX */
    /* Is the device the buf belongs to a supported one? */
    if (checkdevice(bp) == 0) {
        /*
         * Device is not handled by PS scheduling. Let's fall back to
         * original scheduler.
         */
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        old_bufqdisksort(bufq, bp);
        return;
    }
    p = findps_proc(pid); /* Find process in active list */
    if (p != NULL && ISZOMBIE(p)) {
        bp->proc = NULL;
        psd = findps_device(bufq);
        psd->nbuf += LEN(bp);
        old_bufqdisksort(bufq, bp);
        return;
    }
    if (!PISNEW(curproc)) { /* First process I/O? */
        p = newps_proc(curproc);/* New process into active list. */
        PACTIVATE(curproc); /* Mark process as active */
    } else {
       p = findps_proc(pid); /* Find process in active list */
        /*
         * If process is marked but it's not present in active list something
         * has not been payed attention to.  This could happend because a
         * "field supposed unused" in the proc struct was chosen to find out
         * if a process is active.  Or maybe there is a bug in my source
         * code? Anyway leave it marked and put it in active list if not
         * present.
         */
        if (p == NULL) {
            printf("psbufqdisksort: Process should be in active "
                   "list!\n");
            p = newps_proc(curproc);
        }
    }
    psd = findps_device(bufq); /* Find the device in device list */
    if (psd == NULL)/* Device access after activation of PS
                     * scheduler? */
        psd = newps_device(bufq);/* New PS device into device list. */
    d = findproc_device(p, bufq);
    if (d == NULL)/* Device in process own device list? */
        d = newproc_device(p, psd);/* New process device into the process
own list */
    else if (psd != d->psdev)
        panic("psbufqdisksort: Device and process device differ!!!\n");
    bp->proc = p;/* XXX XXX Associate buf to process XXX XXX */
    /*
     * Device queue has exceeded PS buf number or buf belongs to an already
     * active process.
     */
    if ((psd->nbuf + LEN(bp)) >= qlen ||
        d->heap_index == SCH || d->heap_index == NE) {
        /* Insert buf into process own device buf queue */
        TAILQ_INSERT_TAIL(&d->queue, bp, b_act);
        d->num_buf++;
    }
87
Capitolo 5 Il codice completo 88
    /*
     * Process could be active again or new on this device.  Put it into
     * SCHEDULABLE or NOT ELIGIBLE heap, depending on its potential.
     */
    if (d->heap_index == NONE) {/* Process in NONE heap. */
        /*
         * Process is always considered as active even if,for a time period,
         * doesn't do I/O on device. So set its Start potential (S) to the
         * device emulated one (P).
         */
        d->S = psd->P;
        updateweight(p);
        psd->sum += p->weight; /* Update sum of weights for device */
        goto common;/* Common code */
    }
    if (d->heap_index == IDL) { /* Process in IDLE heap */
        heap_extract(&psd->idle_heap, p);
        d->heap_index = NONE; /* XXX XXX */
        /* Update potentials */
        d->S = MAX64(d->F, psd->P);
        psd->sum -= p->weight;
        updateweight(p);
        psd->sum += p->weight;
common: d->F = d->S + (LEN(bp) << PRECISION) / p->weight;
        /*
         * Here choose if to go throught the PS scheduler or not. It depends
         * on how much fireness we want.  The queue length is the metric:
         * more the length less the fireness. XXX
         */
        if ((psd->nbuf + LEN(bp)) < qlen) {
            psd->nbuf += LEN(bp);
            if (psd->shadowenabled)
                bufinsertshadow(psd, bp);
            else
                old_bufqdisksort(bufq, bp);
            /* Some I/O is about to be done on buf, update potentials */
            psd->P += (LEN(bp) << PRECISION) / psd->sum;
            d->S = d->F;
            if (d->heap_index == NONE)
                psd->sum -= p->weight;
            return;
        }
        if (DN_KEY_LEQ(d->S, psd->P)) {
            heap_insert(&psd->scheduler_heap, d->F, p);
            d->heap_index = SCH;
        } else {
            heap_insert(&psd->not_eligible_heap, d->S, p);
            d->heap_index = NE;
        }
        return;
    }
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    /*
     * Process in SCHEDULABLE or NOT ELEGIBLE HEAP.  Update process weight
     * olny.
     */
    updateweight(p);
}
/*
 * Deallocate process structs when process exits
 */
static void
psprocexit(proc)
    struct proc    *proc;
{
    struct ps_proc *p = NULL;
    struct proc_device *d;
    struct ps_device *psd;
    struct dn_heap *work_heap[3];
    int s;
    p = findps_proc(proc->p_pid);
    /* Check if process is in PS process list */
    if (p == NULL)
        return;/* No struct to free */
    PDEACTIVATE(proc);/* Consider process as no more active */
    if (TAILQ_EMPTY(&p->dev_list))
        panic("psprocexit: Process(%d) has accessed no device???\n",
              p->p_pid);
    /*
     * When process exits, it may not be correct to deallocate dedicated
     * structs. Because process in the "emulated" device may not have
     * finished yet. So wait for the right time to free memory and subtract
     * process weight from the device weight sum. To take into account this,
     * mark process as zombie.
     */
    KILL(p);/* Kill process... so it becomes zombie. */
    /*
     * WARNING!!!: Disable right irqs, need to work on shared struts. This is
     * necessary because psprocexit is not called with desabled interrupts
     * like psbufqdisksort, psbufq_first and psbufq_remove.
     */
    s = splbio();
    TAILQ_FOREACH(d, &p->dev_list, link) {
        if (d->num_buf != 0)
            flushproc_device(d);
        psd = d->psdev;
        if (d->heap_index != IDL && d->heap_index != NONE) {
            work_heap[SCH] = &psd->scheduler_heap;
            work_heap[NE] = &psd->not_eligible_heap;
            work_heap[IDL] = &psd->idle_heap;
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            /*
             * If process was SCHEDULABLE or NOT ELEGIBLE, it must be put
             * into idle heap.
             */
            heap_extract(work_heap[d->heap_index], p);
            d->heap_index = NONE;
            heap_insert(work_heap[IDL], d->F, p);
            d->heap_index = IDL;
        }
    }
    freeps_proc();
    splx(s);
}
/*
 * Switch to PS scheduler from the old one
 */
static void
switchtops(void)
{
    struct disk *disk = NULL;
    scheduler_ps = 1;
    /* Initialize PS */
    TAILQ_INIT(&proc_list);
    num_blp = 0;
    TAILQ_INIT(&device_list);
    num_psd = 0;
    device_type.num = 0;
    /* Switch to PS scheduler functions */
    current_bufqdisksort = psbufqdisksort;
    current_bufq_remove = psbufq_remove;
    current_bufq_first = psbufq_first;
    /* Install PS process exit function */
    at_exit(psprocexit);
    /* Adding present devices to the supported list */
    while ((disk = disk_enumerate(disk)))
        adddevice(disk->d_devsw->d_maj);
#if 0
    adddevice(117);/* XXX Add cdrom XXX */
#endif
    printdevice_type();
}
/*
 * Switch to the old scheduler from PS
 */
static void
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switchtoold(void)
{
    scheduler_ps = 0;
    /* Deinstall PS process exit function */
    rm_at_exit(psprocexit);
    /* Switch to old scheduler functions */
    current_bufqdisksort = old_bufqdisksort;
    current_bufq_remove = old_bufq_remove;
    current_bufq_first = old_bufq_first;
    /* Cleaning device associate with PS */
    bzero(device_type.maj, MAXNUMDEVICES);
    device_type.num = 0;
    /* Deallocating PS structs */
    psfree();
}
/*
 * end of ---- PS scheduler main functions ----
 */
/*
 * Wrapper function to remove a buf from a queue
 */
void
bufq_remove(head, bp)
    struct buf_queue_head *head;
    struct buf *bp;
{
    (*current_bufq_remove) (head, bp);
}
/*
 * Wrapper function to see the first buf in a queue
 */
struct buf *
bufq_first(head)
    struct buf_queue_head *head;
{
    return (*current_bufq_first) (head);
}
/*
 * ---- "Old" functions for buf handling ----
 */
/*
 * Old function to remove a buf from a queue
 */
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void
old_bufq_remove(head, bp)
    struct buf_queue_head *head;
    struct buf *bp;
{
    if (bp == head->switch_point)
        head->switch_point = TAILQ_NEXT(bp, b_act);
    if (bp == head->insert_point) {
        head->insert_point = TAILQ_PREV(bp, buf_queue, b_act);
        if (head->insert_point == NULL)
            head->last_pblkno = 0;
    } else if (bp == TAILQ_FIRST(&head->queue))
        head->last_pblkno = bp->b_pblkno;
    TAILQ_REMOVE(&head->queue, bp, b_act);
    if (TAILQ_FIRST(&head->queue) == head->switch_point)
        head->switch_point = NULL;
}
/*
 * Old function to see the first buf in a queue
 */
struct buf     *
old_bufq_first(head)
    struct buf_queue_head *head;
{
    return (TAILQ_FIRST(&head->queue));
}
/*
 * end of ---- "Old" functions for buf handling ----
 */
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