A new solution procedure for the nonlinear telegraph equation  by Jang, T.S.
Commun Nonlinear Sci Numer Simulat 29 (2015) 307–326
Contents lists available at ScienceDirect
Commun Nonlinear Sci Numer Simulat
journal homepage: www.elsevier.com/locate/cnsns
A new solution procedure for the nonlinear telegraph equation
T.S. Jang∗
Naval Architecture and Ocean Engineering, Pusan National University, Busan 609-735, Republic of Korea
a r t i c l e i n f o
Article history:
Received 16 July 2014
Revised 20 April 2015
Accepted 10 May 2015
Available online 15 May 2015
Keywords:
Nonlinear telegraph equation
Nonlinear damped wave equation
Klein–Gordon equation
Banach ﬁxed point theorem
a b s t r a c t
This paper involves a theoretical but fundamental question in the numerical computation
of partial differential equations. Is it possible to construct the solution for a nonlinear tele-
graph equation (or a nonlinear damped wave equation) by using a hyperbolic linear solution
of Klein–Gordon equation? To answer the question, ﬁrstly, an analytic solution of the linear
Klein–Gordon equation is introduced here. Through the introduction, we show how the orig-
inal nonlinear telegraph equation can be transformed into an equivalent nonlinear system of
two integral equations of the second kind. Here, the singularities of the system’s kernels are
asymptotically shown to be just removable. Then, the above question may be answered by ap-
plying Banach ﬁxed point theorem to the two (coupled) integral equations and thus showing
how to construct nonlinear iterative solutions of the telegraph equation. This results in a new
(functional) iterative procedure for the constructing of the (numerical) solutions of a general
nonlinear telegraph equation.
© 2015 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Our goal here is of a purely theoretical question, however which may be fundamental, especially in the area of computational
partial differential equations: Can the hyperbolic linear solution-structure of Klein–Gordon equation be directly used to construct
the nonlinear solution for telegraph equation? For that, we start by reviewing the telegraph equation. It is, also known as a
damped wave equation, classiﬁed as a hyperbolic partial differential equation, which governs physically the voltage and current
on an electrical transmission line with distance and time. Much attention has been given in the literature to the development,
analysis and implementation for numerical solutions of special types of the telegraph equations.
There are challenging issues on nonlinear telegraph equations. For example, Fucik and Mawhin [1] studied on generalized
periodic solutions of one dimensional nonlinear telegraph equation of the form
∂2u
∂t2
− ∂
2u
∂x2
+ a∂u
∂t
+ (u) = f (x, t), (1)
where a > 0 is a constant, and  and f a function of u, and a function of x and t, respectively. Eq. (1) was also investigated on the
existence of weak solution of the periodic-Dirichlet problem [2]. Later, Bereanu [3] further examined Eq. (1), using the Leray–
Schauder degree theory, existence, nonexistence and multiplicity for the periodic solutions of the nonlinear telegraph equation.
El-Azab and El-Gamel [4] presented a new competitive numerical scheme to solve the two dimensional nonlinear telegraph∗ Tel.: +82 51 510 270089; fax: +82 51 581 3718.
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1007-5704/© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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∂2u
∂t2
−
(
∂2u
∂x2
+ ∂
2u
∂y2
)
+ a∂u
∂t
+ R(x, y, t,u) = 0, (2)
in which a > 0 denotes a constant, and R an appropriate real-valued function. A full error analysis as well as a numerical exper-
iment was performed, illustrating a good convergence behavior of an approximate solution. The method was based on Rothe’s
approximation in time discretization and on the Wavelet–Galerkin in the spatial discretization.
Physically, the constant a appearing in Eqs. (1) and (2) implies a damping parameter, involved in a (dissipative) damping effect
of wave motion through the term a · ∂u/∂t . As noted above, the damping parameter a in Eqs. (1) and (2) was assumed constant
[1–4]. However, recently, Van Gorder and Vajravelu [5,6] took into account a varying damping in the Nagumo telegraph equation
∂2u
∂x2
− τ ∂
2u
∂t2
−
[
1 + τ df
dt
(u)
]
∂u
∂t
= f (u), (3)
where τ is a constant and f a differentiable function of u. Using Eq. (3), Van Gorder and Vajravelu [5,6] were able to obtain
approximate solutions and numerical solutions for some special cases for the boundary value problems via a variational tech-
nique. What this paper involves is a (more) general nonlinear hyperbolic telegraph equation, which includes the previous ones
as special cases [1–6]
∂2u
∂t2
− c2 ∂
2u
∂x2
= F (x, t, u, ∂u/∂t). (4)
Here, the parameter c is a positive constant but F a real valued function of x and t as well as u and ∂u/∂t .
We return to the previous question of how the telegraph equation of Eq. (4) is joined to Klein–Gordon equation. For the
question, we ﬁrst show how the nonlinear telegraph equation of Eq. (4) can be transformed into an equivalent nonlinear system
of two integral equations of the second kind by introducing a linear solution of Klein–Gordon equation in the present study.
And then, we apply Banach ﬁxed point theorem to the transformed nonlinear system for developing an iterative procedure to
construct the nonlinear solutions of the original telegraph equation of Eq. (4). Thus, the question may be answered by proposing
a method by the developed iterative procedure for solving the initial value problem of the general nonlinear telegraph Eq. (4),
imposed by the initial conditions
u(x,0) = u0(x), ∂u
∂t
(x,0) = v0(x). (5)
It would be of a new type of (semi-analytic) procedure for constructing the numerical solutions of the hyperbolic nonlin-
ear partial differential equation of Eq. (4). First, we derive the two (coupled) nonlinear integral equations of the second kind,
equivalent to the original nonlinear telegraph equation. They may be different from not only the integral equation formulation
of BEM (boundary element methods) but the weak formulations of FEM (ﬁnite element methods). Second, by applying Banach
ﬁxed point theorem to the coupled integral equations, we develop a semi-analytical functional iteration procedure for solving
Eq. (4). It is noted here that the process of the proposed procedure depends only on simple usual (numerical) integration. In this
respect, there have also been other types of iterative schemes [7–17]. Third, the iteration appears to provide a fast convergence
rate for achieving a reasonable solution, as demonstrated in the numerical experiments in this paper. In fact, they show that the
method of iteration seems to be quite simple and stable. This may be because the process of iteration depends only on simple
integration and the type of the coupled integral equations, incorporated into the proposed method, is of the second kind (second
kind integral equations are generally known to have stability properties from the theory of integral equations), as noticed just
before. It thus might be one of the useful nonlinear methodologies to solve a general nonlinear telegraph equation (for a wide
application). Finally, the method may be regarded as a fully nonlinear procedure, which does not depend on the assumption of
any small parameter as in (asymptotic) perturbation approaches.
2. Method
Klein–Gordon equation, especially well-known in the area of applied mathematics and physical sciences, looks similar to the
telegraph equation [17]: e.g., they are classiﬁed as the same hyperbolic partial differential equations. So, intuitively, they may
be closely related to each other. Based on the intuition, in this section, we will show how to construct the nonlinear solutions
of the telegraph equation by introducing and utilizing Klein–Gordon equation. Prior to discussing a detailed procedure for the
construction, we ﬁrst attempt to transform the telegraph equation into an equivalent system of two nonlinear integral equa-
tions. Thereby, an iterative procedure, on the basis of the Banach ﬁxed point theorem [18], is developed for presenting iterative
numerical solutions. We begin with Klein–Gordon equation, whose hyperbolic solution structure is embedded into the iterative
procedure proposed here, as shall be discussed.
2.1. Introducing Klein–Gordon equation
With a pseudo-parameter, α > 0, we add its square times u, i.e., α2 · u, to both sides of Eq. (4),
∂2u
∂t2
− c2 ∂
2u
∂x2
+ α2u = F˜ , (6)
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Fig. 1. The domain of dependence Dp of a point P = (x, t).where a real-valued function F˜ is deﬁned as
F˜ = F˜ (x, t,u, ∂u/∂t;α) ≡ F (x, t,u, ∂u/∂t) + α2u. (7)
Then, Eq. (6) may be viewed at least formally as a Klein–Gordon equation having a forcing term F˜ expressed above: however,
it is clear that Eq. (6) is still equivalent to the original equation of Eq. (4). Here, the ﬁrst role of introducing the pseudo-parameter
α is to be a bridge between Klein–Gordon equation and telegraph equation. As shall be discussed later, the α has also the second
role in connection with convergence of the iterative method proposed in Section 2.3.
The partial differential equation of Eq. (6) has a hyperbolic solution u, which can be represented in terms of F˜ in Eq. (7) and
the initial conditions of Eq. (5) as follows [19]
u(x, t) = 1
2c
∫∫
DP=(x,t)
g(1)(x, t, ξ , τ ;α)F˜
[
ξ , τ,u(ξ , τ ),
∂u
∂τ
(ξ , τ );α
]
dξdτ
− t · α
2
∫ x+ct
x−ct
g(2)(x, t, ξ ;α)u0(ξ )dξ + 1
2c
∫ x+ct
x−ct
g(3)(x, t, ξ ;α)v0(ξ )dξ
+1
2
u0(x − ct) + 1
2
u0(x + ct). (8)
Here, the notation Dp=(x,t) in the double integral means a triangular domain, represented by
DP=(x,t) =
{
(ξ , τ )|0 < τ < t , x − c(t − τ ) < ξ < x + c(t − τ ), P = (x, t) ∈ R× R+}. (9)
That is, it is a triangle having a top vertex, (x, t), denoted by a point P, and two base vertices, (x − ct, 0), (x + ct, 0), as illustrated
in Fig. 1. Thus, the double integral may be written as
1
2c
∫∫
Dp
g(1)(x, t, ξ , τ ;α)F˜
[
ξ , τ,u(ξ , τ ),
∂u
∂τ
(ξ , τ );α
]
dξdτ
= 1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
g(1)(x, t, ξ , τ ;α)F˜
[
ξ , τ,u(ξ , τ ),
∂u
∂τ
(ξ , τ );α
]
dξdτ. (10)
The value for the above integral at a given point P ∈ R× R+ depends only on the domain Dp, implying that Dp is the domain of
dependence of P = (x, t) for the integral.
In Eq. (8), g(1) is a kernel function, g(1) : R× R+ × R× R+ → R, deﬁned as
g(1)(x, t, ξ , τ ;α) ≡ J0
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
, (11)
where J0 is the Bessel function of the ﬁrst kind order zero. The second and third terms of the right hand side of Eq. (8) concern
single integrals taking into account the initial conditions of Eq. (5). The kernel functions of the integrals, denoted by g(k) : R×
R
+ × R → R, k = 2, 3, are expressed in terms of the Bessel functions, J0 and J1, of the ﬁrst kind order zero and one, respectively,
g(2)(x, t, ξ ;α) ≡
J1
[
α
c
√
c2t2 − (x − ξ )2
]
√
c2t2 − (x − ξ )2
(12)
and
g(3)(x, t, ξ ;α) ≡ J0
[
α
c
√
c2t2 − (x − ξ )2
]
. (13)
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Klein–Gordon equation of Eq. (6) introduced above is clearly equivalent to the original telegraph equation of Eq. (4), as pointed
out before. Namely, Eq. (8) can be viewed as an equivalent (integral) relation for the telegraph equation of Eqs. (4) and (5).
If the constant α tends to zero, the values for both g(1) and g(3) in Eqs. (11) and (13) become unit and the value for g(2) in
Eq. (12) zero, because of the (well-known) asymptotic properties of Bessel functions
J0
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
→ 1, as α → 0, (14)
and
J1
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
→ 0, as α → 0. (15)
This would make Eq. (8) reduce to a simpler relation, equivalent to Eqs. (4) and (5), but independent of a parameter α:
u = 1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
F
[
ξ , τ,u(ξ , τ ),
∂u
∂τ
(ξ , τ )
]
dξdτ + 1
2c
∫ x+ct
x−ct
v0(ξ )dξ
+1
2
u0(x − ct) + 1
2
u0(x + ct). (16)
2.2. Two coupled nonlinear integral equations: a ﬁxed form
Being involved in ∂u/∂τ , the (time) derivative of the unknown u, appearing in the argument of F˜ in Eq. (7), the integral
relation of Eq. (8) may be classiﬁed as an integro-(partial) differential equation. In this subsection, we further proceed to modify
Eq. (8) for a new integral formalism which is translated into (pure) integral equation(s).
For systematic analysis, we introduce a function space, BT [17], for a positive (large) number T , which is the space of contin-
uous and bounded functions (x, t) deﬁned on R× [0, T ]. Next, on the space, deﬁne a linear operator G(1) : BT → BT , whose
kernel is g(1)(x, t, ξ , τ ; α) in Eq. (11), such that
G(1)()(x, t) ≡ 1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
g(1)(x, t, ξ , τ ;α) (ξ , τ )dξdτ, (17)
for any  ∈ BT . Similarly, on the space of continuous and bounded functions ϕ(x) deﬁned on R, denoted by the symbol, B0, two
linear operators, G(k) : B0 → BT , for k = 2, 3, are deﬁned as
G(2)(ϕ)(x, t) ≡ − t · α
2
∫ x+ct
x−ct
g(2)(x, t, ξ ; α)ϕ(ξ )dξ , (18)
and
G(3)(ϕ)(x, t) ≡ 1
2c
∫ x+ct
x−ct
g(3)(x, t, ξ ; α)ϕ(ξ )dξ , (19)
for any φ∈B0, respectively. It is noted that F˜ (x, t, u, ∂u/∂t; α) in Eq. (7) can be thought of as a real valued function of x and t,
because u, ∂u/∂t are also functions of x and t. This implies that the F˜ belongs to the space B T , i.e., F˜ ∈ B T , which thus can be
mapped by the operator G(1) : BT → BT in Eq. (17).
By virtue of Eqs. (17)–(19), Eq. (8) then may be rewritten in compact form
u = G(1)
[
F˜
(
x, t,u,
∂u
∂t
;α
)]
+ G(2)(u0) + G(3)(v0) + 1
2
u0(x − ct) + 1
2
u0(x + ct), (20)
and its differentiation with respect to time t is given by
∂u
∂t
= ∂
∂t
G(1)
[
F˜
(
x, t, u,
∂u
∂t
;α
)]
+ ∂
∂t
G(2)(u0) + ∂
∂t
G(3)(v0)
−1
2
cu′0(x − ct) + 1
2
cu′0(x + ct), (21)
where u′0 stands for the differentiation of u0 with respect to its argument. Suppose that we introduce a new dependent variable
v ∈ BT , deﬁned by
v(x, t) ≡ ∂u
∂t
. (22)
Then, Eqs. (20) and (21) provide a set of two coupled integral equations of the second kind for u and v, i.e., a system of integral
equations for two unknowns u and v
u = G(1)
[
F˜ (x, t, u, v ;α)
]
+ G(2)(u0) + G(3)(v0) + 1u0(x − ct) + 1u0(x + ct) (23)2 2
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v = ∂
∂t
G(1)
[
F˜ (x, t, u, v; α)
]
+ ∂
∂t
G(2)(u0) + ∂
∂t
G(3)(v0)
−1
2
cu′0(x − ct) + 1
2
cu′0(x + ct). (24)
However, it can be further put into one operator equation. With a vector-valued unknown function u ∈ B T × B T , denoted by
u ≡ (u, v), (25)
a vector-valued operator K : BT × BT → R2 is introduced
K(u) ≡ (K1(u), K2(u)), (26)
in which the two operators, K1, K2 : BT × BT → R, are given as follows
K1(u) = G(1)
[
F˜ (x, t, u, v; α)
]
+ G(2)(u0) + G(3)(v0) + 1
2
u0(x − ct) + 1
2
u0(x + ct), (27)
and
K2(u) = ∂
∂t
G(1)
[
F˜ (x, t, u, v; α)
]
+ ∂
∂t
G(2)(u0) + ∂
∂t
G(3)(v0)
−1
2
cu′0(x − ct) + 1
2
cu′0(x + ct). (28)
Then, the system of Eqs. (23) and (24) may be abbreviated as
u = K(u) f or u ∈ B T × B T , (29)
which is viewed as a ﬁxed form having a ﬁxed point u in a space S = B T × B T . Our aim is to ﬁnd a ﬁxed point u in the solution
space S by using ﬁxed point approach, as discussed in the next subsection.
2.3. Iterative procedure
On the basis of the coupled integral equations formulated above, we propose an iterative method for solving Eqs. (4) and (5),
i.e., ﬁnding a ﬁxed point u = (u, v) in S in Eq. (29). We apply successive approximations of Banach ﬁxed point theorem [17,18] to
Eqs. (23) and (24) and develop a (functional) iterative procedure for (un, vn) ∈ B T × B T , n = 1,2, . . . , as follows [18,20]:
un+1 = G(1)
[
F˜ (ξ , τ, un, vn; α)
]
+ G(2)(u0) + G(3)(v0)
+1
2
u0(x − ct) + 1
2
u0(x + ct) (30)
and
vn+1 = G(1)t
[
F˜ (ξ , τ, un, vn; α)
]
+ G(2)t (u0) + G(3)t (v0)
−1
2
cu′0(x − ct) + 1
2
cu′0(x + ct) (31)
where G(1)t , G
(2)
t , and G
(3)
t mean ∂G
(1)
t /∂t , ∂G
(2)
t /∂t , and ∂G
(3)
t /∂t , respectively. Further, we assume the zero-initial guess for the
above iteration, i.e.,
u1(x, t) = 0 and v1(x, t) = 0. (32)
Notice that the output of the proposed iteration of Eqs. (30) and (31) is a pair (uN, vN) or a nearly ﬁxed point uN = (uN, vN) ≈
u ∈ S = B T × B T , for a ﬁnite (large) integer n = N. This suggests that, as a bonus, we are also given the derivative of the unknown u,
∂u/∂t (≈ vN), through the iteration, because v = ∂u/∂t in Eq. (22). The detailed process or algorithm for the iterative procedure
is diagrammatically represented in Fig. 2.
However, in order to complete the procedure of iteration in Eqs. (30) and (31), we need to estimate the derivatives of operators
arising in Eq. (31), which can be realized by appealing to Leibnitz’s differentiation rule. With respect to time, the immediate
application of the rule to G(1) of Eq. (17) yields
∂
∂t
G(1)()(x, t) = −α
2
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
g(1)t (x, t, ξ , τ ; α)(ξ , τ )dξdτ
+1
2
∫ t
0
{
(ξ, τ )|ξ=x+c(t−τ ) + (ξ, τ )|ξ=x−c(t−τ )
}
dτ, (33)
for any  ∈ B T . Here, the new kernel g(1)t is written
g(1)t (x, t, ξ , τ ; α) =
∂g(1)
∂t
= (t − τ )√
c2(t − τ )2 − (x − ξ )2
J1
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
, (34)
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No
Yes
Numerically converged solution
End
Fig. 2. Flowchart.where J1 comes directly from the derivative of J0 in Eqs. (11) and (17) [Appendix A]:
d
dx
J
0
(x) = −J1(x). (35)
In the same way, we apply the Leibnitz’s rule again to the other operators G(2) and G(3) in Eqs. (18) and (19), respectively. The
results are expressed as [Appendix A]
∂
∂t
G(2)(ϕ)(x, t) = −α
2
∫ x+ct
x−ct
g(2)(x, t, ξ ; α) · ϕ(ξ )dξ
+ ct
2 · α2
2
∫ x+ct
x−ct
g(
2)
t (x, t, ξ ; α) · ϕ(ξ )dξ −
t · α2
4
{
ϕ(ξ )|ξ=x+ct + ϕ(ξ )|ξ=x−ct
}
(36)
and
∂
∂t
G(3)(ϕ)(x, t) = − t · α
2
∫ x+ct
x−ct
g(
3)
t (x, t, ξ ;α) · ϕ(ξ )dξ +
1
2
{
ϕ(ξ )|ξ=x+ct + ϕ(ξ )|ξ=x−ct
}
, (37)
respectively, for any ϕ ∈ B0. Here, g(2)t and g(3)t represent new kernel functions obtained by differentiating the kernels g(2) and
g(3) in Eqs. (12) and (13) with respect to time t, that is,
g(
2)
t (x, t, ξ ; α) =
∂g(2)
∂t
=
J2
[
α
c
√
c2t2 − (x − ξ )2
]
(√
c2t2 − (x − ξ )2
)2 (38)
and
g(
3)
t (x, t, ξ ;α) =
∂g(3) = g(2), (39)
∂t
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d
dx
J
1
(x) = 1
x
J1(x) − J2(x). (40)
We now substitute the operators G(k), k = 1, 2, 3, in Eqs. (17)–(19) into Eq. (30), yielding
un+1 = 1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
g(1)(x, t, ξ , τ ; α)F˜ (ξ , τ, un(ξ , τ ), vn(ξ , τ ); α)dξdτ
− t · α
2
∫ x+ct
x−ct
g(2)(x, t, ξ ; α) · u0(ξ )dξ + 1
2c
∫ x+ct
x−ct
g(3)(x, t, ξ ; α) · v0(ξ )dξ
+1
2
u0(x − ct) + 1
2
u0(x + ct). (41)
Similarly, the Leibnitz-differentiated results of G(k)t , k = 1, 2, 3 in Eqs. (33), (36) and (37) are substituted into Eq. (31) for the
explicit expression of vn+1, which may be summarized as
vn+1(x, t) = −α
2
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
g(1)t (x, t, ξ , τ ; α) · F˜ (ξ , τ, un, vn; α)dξdτ
+1
2
∫ t
0
{
F˜ (ξ , τ, un, vn; α)
∣∣
ξ=x+c(t−τ ) + F˜ (ξ , τ, un, vn; α)
∣∣
ξ=x−c(t−τ )
}
dτ
−α
2
∫ x+ct
x−ct
g(2)(x, t, ξ ; α) · u0(ξ )dξ + ct
2 · α2
2
∫ x+ct
x−ct
g(
2)
t (x, t, ξ ; α) · u0(ξ )dξ
− t · α
2
4
{
u0(ξ )|ξ=x+ct + u0(ξ )|ξ=x−ct
}
− t · α
2
∫ x+ct
x−ct
g(
3)
t (x, t, ξ ; α) · v0(ξ )dξ
+1
2
{
v0(ξ )|ξ=x+ct + v0(ξ )|ξ=x−ct
}
− 1
2
cu′0(x − ct) + 1
2
cu′0(x + ct). (42)
Corresponding to Eqs. (30) and (31), Eqs. (41) and (42) are the iterative equations we have looked for. Later, through numerical
experiment, we will demonstrate how they really solve the original initial value problem for the telegraph Eqs. (4) and (5).
It is worth investigating the asymptotic forms for Eqs. (41) and (42), as the pseudo-parameter α tends to zero. Eq. (41) is
shortened to
un+1 = 1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
F (ξ , τ, un(ξ , τ ), vn(ξ , τ ))dξdτ + 1
2c
∫ x+ct
x−ct
v0(ξ )dξ
+1
2
u0(x − ct) + 1
2
u0(x + ct), as α → 0. (43)
This is because F˜ in Eq. (7) approaches the function F in the right hand side of Eq. (4), as α → 0, that is,
F˜ → F, as α → 0, (44)
and both g(1) and g(3) → 1 and g(2) → 0, as α → 0, from Eqs. (11)–(15). Note that the functional form of Eq. (43) is same as that
of Eq. (16). In a similar manner, Eq. (42) is much more shortened to
vn+1(x, t) = 1
2
∫ t
0
{
F (ξ , τ, un, vn)|ξ=x+c(t−τ ) + F (ξ , τ, un, vn)|ξ=x−c(t−τ )
}
dτ
+1
2
v0(x − ct) + 1
2
v0(x + ct) − 1
2
cu′0(x − ct) + 1
2
cu′0(x + ct), (45)
as α → 0, in which Eq. (44) is used. It is interesting that the double integration required for vn+1 in Eq. (42) disappears in Eq.
(45) and all the integrals appearing in Eq. (45) are involved in just single integration, when α = 0. This would make numerical
calculation concerning the iteration proposed in this study much easier and more eﬃcient to be implemented.
3. Discretization
This section is concerned with the discretization of the iterative procedure of Eqs. (41) and (42). However, we ﬁrst note that
the kernel functions in Eqs. (12), (34), (38) and (39), mainly used for the iterative procedure, appear to have some (isolated)
singularities. Thus, before the discretization process, it may be worth checking whether they are essential or removable, or
equivalently, whether Eqs. (23) and (24) are singular integral equations or not.
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For a given point P = (x, t) ∈ R× R+ as in Fig. 1, we observe the asymptotic behavior of the kernel g(2)(x, t, ξ ; α), x − ct <
ξ < x + ct , in Eq. (12), when
c2t2 − (x − ξ )2 ≈ 0, (46)
at which the denominator of the kernel g(2)(x, t, ξ ; α) in Eq. (12) nearly vanishes. Since the Bessel function J1(x) is approximated
by a linear function, when x is small [21], i.e.,
J1(x) ∼ 1
2
x, as x → 0, (47)
a ﬁrst-order approximation to g(2) may be a constant, as c2t2 − (x − ξ )2 → 0 or ξ → x ± ct , that is,
g(2)(x, t, ξ ; α) =
J1
[
α
c
√
c2t2 − (x − ξ )2
]
√
c2t2 − (x − ξ )2
∼ 1
2
· α
c
as ξ → x ± ct. (48)
This shows that g(2)(x, t, ξ ; α) is regular in neighborhoods of ξ = x ± ct . Thus, the two singularities of g(2)(x, t, ξ ; α) at ξ =
x ± ct may be regarded as removable singularities. This makes the operator G(2) in Eq. (18) to be a regular integral operator, the
kernel of which is g(2)(x, t, ξ ; α). Because g(3)t = g(2) as shown in Eq. (39), the singularities of g(3)t (x, t, ξ ; α) are also removable
and Gt
(3) in Eq. (37) regular.
Next, we examine g(1)t of Eq. (34) at (ξ , τ ) ∈ DP=(x, t) of a point P = (x, t) ∈ R× R+ as in Fig. 1. Its asymptotic behavior, near
zeros of c2(t − τ )2 = (x − ξ )2, is found to be
g(1)t (x, t, ξ , τ ; α) = (t − τ ) ·
J1
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
α
c
·
√
c2(t − τ )2 − (x − ξ )2
· α
c
∼ (t − τ ) · 1
2
· α
c
as ξ → x ± c(t − τ ), (49)
due to the asymptotic property of Eq. (47). So, it may be possible to deﬁne a function which is regular in neighborhoods of
the two zeros ξ = x ± c(t − τ ), meaning that g(1)t has removable singularities at the zeros and the (generated) operator Gt (1) in
Eq. (33) is regular. Finally, the kernel g(2)t (x, t, ξ ; α), x − ct < ξ < x + ct , in Eq. (38) is also an asymptotically well-behaved func-
tion near its two singular points, ξ = x ± ct , even if it involves the Bessel function of order two, J2:
g(
2)
t (x, t, ξ ; α) =
J2
[
α
c
√
c2t2 − (x − ξ )2
]
(
α
c
)2 · [c2t2 − (x − ξ )2] ·
(
α
c
)2
∼ 1
2!
1
22
·
(
α
c
)2
as ξ → x ± ct, (50)
because
J2(x) ∼ 1
2!
(
x
2
)2
, as x → 0, (51)
from table [21]. This indicates that the two singularities of the g(2)t are removable and its generated operator Gt
(2) in Eq. (36) reg-
ular. Therefore, all the kernel functions, involved with the iterative procedure proposed here, can be treated as regular functions,
showing that Eqs. (23) and (24) are not singular integral equations but regular ones.
3.2. Discretized iterative equations
Given a ﬁnite space interval −L < x < L, on which the initial conditions of u0(x) and v0(x) in Eq. (5) are prescribed, we choose
a time interval 0 < t < L/c to form a triangle 	L as follows:
	L = DP=(0, L/c). (52)
This is to be taken as a numerical computational domain for the iterative procedure proposed in the previous section. It is easy
to verify that
	L ⊃ DP for any P ∈ 	L, (53)
and
	L =
⋃
P∈	L
DP (54)
from the deﬁnition of D in Eq. (9).P
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Fig. 3. The triangle 	L , contained in the rectangle ofL having four vertices of (−L, 0), (L, 0), (L, L/c) and (−L, L/c).Next, we form a rectangle, L, with four vertices of (−L, 0), (L, 0), (L, L/c) and (−L, L/c) in the x-t plane, containing the
triangle 	L as depicted in Fig. 3. Here, the space interval, −L < x < L, is discretized into (M − 1) equally spaced panels and the
time interval, 0 < t < L/c, into (N − 1) equal length-parts. This produces points (xi, t j) ∈ L, denoted by points Pi, j , for integers
of i and j(1 ≤ i ≤ M, 1 ≤ j ≤ N):
xi = −L + (i − 1)
2L
M − 1 , t j = ( j − 1)
L/c
N − 1 (55)
and
	x = xi+1 − xi, 	t = t j+1 − t j. (56)
In this study, we use the relation
N = (M + 1)/2, (57)
so that, for a given Pi, j = (xi, t j) ∈ 	L, the two base vertices of the discretized domain of dependence DPi, j can be represented as
Pi− j+1,1 = (xi − ct j, 0) and Pi+ j−1,1 = (xi + ct j, 0), respectively, as shown in Fig. 4.
We are now prepared to discretize the double integral in Eq. (41) at Pi, j = (xi, t j) ∈ 	L:
1
2c
∫ t j
0
∫ xi+c(t j−τ )
xi−c(t j−τ )
g(1)(xi, t j, ξ , τ ; α)F˜ (ξ , τ, un(ξ , τ ), vn(ξ , τ ); α)dξdτ
= G(1)
[
F˜ (ξ , τ, un(ξ , τ ), vn(ξ , τ ); α)
]
(xi, t j) (58)
from Eq. (17). If we apply the usual rules for numerical integration twice (with respect to space and time) to Eq. (58), we may
have an approximation
G(1)
[
F˜ (ξ , τ, un(ξ , τ ), vn(ξ , τ ); α)
]
(xi, t j)
≈ 1
2c
j−1∑
m=1
w′ j m ·
{
i+( j−m)∑

=i−( j−m)
wi
 · H(1)n
(
xi, t j, ξ
, τm; α
)}
+ 1
2c
P (59)
where a pair of (ξ
, τm) denotes a point P
,m ∈ DPi, j as shown in Fig. 4 and the coeﬃcients of w′j m and wi 
 appropriate weights
for the integration rules. In Eq. (59), H(1)n is an inﬂuence function, deﬁned as
H(1)n
(
xi, t j, ξ
, τm; α
)
≡ g(1)
(
xi, t j, ξ
, τm; α
)
· F˜ (ξ
, τm, un(ξ
, τm), vn(ξ
, τm); α) (60)
and P corresponds geometrically to the volume of the two pentahedrons in Fig. 5. i.e.,
P = 	x	t
6
⎛
⎝H(1)n ∣∣ 
=i−1
m= j−1
+ 2 · H(1)n
∣∣

=i
m= j−1
+ 2 · H(1)n
∣∣

=i
m= j
+H(1)n
∣∣

=i+1
m= j−1
⎞
⎠. (61)
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Fig. 5. Two pentahedrons (the top part of the triangle DPi, j in Fig. 4).Similarly, the ﬁrst and second single integrals in Eq. (41) at (xi, t j) would be approximated by
− t j · α
2
∫ xi+cti
xi−cti
g(2)(xi, t j, ξ ; α) · u0(ξ )dξ
≈ − t j · α
2
i+ j−1∑

=i− j+1
wi
 · g(2)
(
xi, t j, ξ
; α
)
· u0(ξ
) (62)
and
1
2c
∫ xi+ct j
xi−ct j
g(3)(xi, t j, ξ ; α) · v0(ξ )dξ ≈
1
2c
i+ j−1∑

=i− j+1
wi 
 · g(3)
(
xi, t j, ξ
;α
)
· v0(ξ
), (63)
respectively. Thus, according to Eqs. (59), (62) and (63), we are led to the discretized equation
un+1(xi, t j) =
1
2c
j−1∑
m=1
w′ j m ·
{
i+( j−m)∑

=i−( j−m)
wi 
 · H(1)n
(
xi, t j, ξ
, τm; α
)}
+ 1
2c
P
− t j · α
2
i+ j−1∑

=i− j+1
wi 
 · g(2)
(
xi, t j, ξ
; α
)
· u0(ξ
) + 1
2c
i+ j−1∑

=i− j+1
wi 
 · g(3)
(
xi, t j, ξ
; α
)
· v0(ξ
)
+1
2
u0(xi − ct j) +
1
2
u0(xi + ct j). (64)
In the exact same way as Eqs. (58)–(61), the double integral in Eq. (42) at point (xi, t j) ∈ 	L may have a discretized
expression
−α
2
∫ t j
0
∫ xi+c(t j−τ )
xi−c(t j−τ )
g(1)t (xi, t j, ξ , τ ; α) · F˜ (ξ , τ, un, vn; α)dξdτ
≈ −α
2
j−1∑
m=1
w′ j m ·
{
i+( j−m)∑

=i−( j−m)
wi 
 · H(1)t,n
(
xi, t j, ξ
, τm; α
)}
− α
2
Pt (65)
with H(1)t,n deﬁned by
H(1)t,n
(
xi, t j, ξ
, τm; α
)
≡ g(1)t
(
xi, t j, ξ
, τm; α
)
· F˜ (ξ
, τm, un(ξ
, τm), vn(ξ
, τm); α). (66)
In Eq. (65), as in Eq. (61), the symbol Pt means again the geometric volume of the two pentahedrons in Fig. 5, but with H
(1)
n
replaced with H(1)t,n . i.e.,
Pt = 	x	t
6
⎛
⎝H(1)t,n ∣∣ 
=i−1
m= j−1
+ 2 · H(1)t,n
∣∣

=i
m= j−1
+ 2 · H(1)t,n
∣∣

=i
m= j
+ H(1)t,n
∣∣

=i+1
m= j−1
⎞
⎠. (67)
The discretized form corresponding to Eq. (42) then can be written as
vn+1(xi, t j) = −
α
2
j−1∑
m=1
w′ jm ·
{
i+( j−m)∑

=i−( j−m)
wi 
 · H(1)t,n
(
xi, t j, ξ
, τm; α
)}
− α
2
Pt
+1
2
j∑
m=1
w′ j m · { F˜ [ξ
, τm, un(ξ
, τm), vn(ξ
, τm); α]
∣∣

=i+( j−m)
+ F˜ [ξ
, τm, un(ξ
, τm), vn(ξ
, τm); α]
∣∣

=i−( j−m)}
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2
i+ j−1∑

=i− j+1
wi 
 · g(2)
(
xi, t j, ξ
; α
)
· u0(ξ
) +
ct j
2 · α2
2
i+ j−1∑

=i− j+1
wi 
 · g(2)t
(
xi, t j, ξ
; α
)
· u0(ξ
)
− t j · α
2
4
{
u0(ξ
)|
=i+ j−1 + u0(ξ
)|
=i− j+1
}
− t j · α
2
i+ j−1∑

=i− j+1
wi 
 · g(3)t
(
xi, t j, ξ
; α
)
· v0(ξ
)
+1
2
{
u1(ξl )|
=i+ j−1 + u1(ξ
)|
=i− j+1
}
− 1
2
cu′0(xi − ct j) +
1
2
cu′0(xi + ct j). (68)
Both Eqs. (64) and (68) describe the desired discretized equations for Eqs. (41) and (42). Thereby, a numerical experiment on the
telegraph equation will be performed later. When α = 0, as was done in Eqs. (43) and (45), a great simpliﬁcation is made on Eqs.
(64) and (68), giving Eqs. (69) and (70), respectively.
un+1(xi, t j) =
1
2c
j−1∑
m=1
w′ j m ·
{
i+( j−m)∑

=i−( j−m)
wi 
 · H(1)t,n
(
xi, t j, ξ
, τm; α = 0
)}
+ 1
2c
P|α=0 + 12c
i+ j−1∑

=i− j+1
wi 
 · v0(ξ
) +
1
2
u0(xi − ct j) +
1
2
u0(xi + ct j), (69)
and
vn+1(xi, t j)
= 1
2
j∑
m=1
{
F [ξ
, τm, un(ξ
, τm), vn(ζ
, τm)]
=i+( j−m) + F [ζ
, τm, un(ξ
, τm), vn(ζ
, τm)]|
=i−( j−m)
}
+1
2
{
u1(ξ
)|
=i+ j−1 + u1(ξ
)|
=i− j+1
}
− 1
2
cu′0
(
xi − ct j
)
+ 1
2
cu′0
(
xi + ct j
)
. (70)
Note that Eq. (69) may be directly derived from either Eqs. (8) and (16) while Eq. (70) is derivable only from Eq. (8).
4. Numerical experiments
In this section, through numerical experiment we demonstrate that the iterative method proposed works for the initial value
problem of the nonlinear telegraph equation. That is, the iterative procedure of the method really converges to a true solution of
the nonlinear initial value problem. Furthermore, we investigate how the pseudo-parameter α introduced in this paper effects
on the convergence of iterative solutions. This implies that the pseudo-parameter α may be viewed as a control parameter of
convergence of the proposed method, which is the second role of α, as mentioned in Section 2.1.
4.1. Linear telegraph equation
We ﬁrst consider a linear telegraph equation described by
utt − uxx + 8ut + 4u = −2e−t sin x (71)
with the initial conditions
u0(x) = u(x, 0) = sin x, v0(x) = ∂u/∂t(x, 0) = − sin x. (72)
The linear initial value problem is known to have an exact solution [22]
uex = e−t sin x, (73)
whose view is schematically seen in Fig. 6.
Comparing Eq. (71) with Eq. (4) immediately shows that c = 1 in Eq. (4) and the functional form of F (x, t, u, ut ) in Eq. (4)
F (x, t, u, ut ) = −8ut − 4u − 2e−t sin x. (74)
Inserting Eq. (74) into the iterative procedure of the method of Eqs. (64) and (68), we obtain numerical solutions by the iteration.
In the present numerical study, we use the usual weights of w′
j m
and wi 
 for the trapezoidal integration rule with the case of
α = 1. Here, the space and time domains are taken as −4 ≤ x ≤ 4, 0 ≤ t ≤ 4, respectively, with the increments of	x = 	t = 0.04
(i.e.,M = 201 and N = (M + 1)/2 = 101). So, the integer i appearing in Eq. (55) would vary from 1 to 201 and similarly the integer
j from 1 to 101: 1 ≤ i ≤ M(= 201) and 1 ≤ j ≤ N(= 101).
However, Fig. 7, for convenience, concerns only a restricted space-time domain composed of the intervals −4 ≤ x ≤ 4 (or 1 ≤
i ≤ 201) and 0 ≤ t ≤ 1 (or 1 ≤ j ≤ 26), meaning that the total number of meshes required here is 5,000 = (201 − 1) × (26 − 1)).
It shows the convergence behavior, where a reasonable solution u of wave proﬁle is observed by the ﬁrst iteration for small t. At1
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Fig. 6. Exact solution of Eq. (73): utt − uxx + 8ut + 4u = −2e−t sin x.
Fig. 7. Convergence behavior of the iterative solutions (α = 1): utt − uxx + 8ut + 4u = −2e−t sin x.
Fig. 8. Proposed numerical solutions compared with analytical ones at t = 0.5, 1.0 (α = 1): utt − uxx + 8ut + 4u = −2e−t sin x.
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Fig. 9. Two errors of ‖e‖
2
and ‖e‖∞ at t = 0.5, 1.0 (α = 1): utt − uxx + 8ut + 4u = −2e−t sin x.n = 35, however, there appears to be a fairly reasonable wave solution u35 for the whole time interval of 0 ≤ t ≤ 1, which may be
a (almost) converged solution.
This is a good agreement with the exact one, as conﬁrmed in Fig. 8, where the comparison of wave proﬁles are made at t = 0.5
and 1.0, respectively. Two errors are plotted against the number of iterations, indicated in Fig. 9, by using the norm quantities,
‖e‖
2
and ‖e‖∞,
‖e‖2 =
√
M∑
i=1
∣∣uex(xi, t) − uproposed(xi, t)∣∣2√
M∑
i=1
|uex(xi, t)|2
, (75)
‖e‖∞ = maxi∈M
∣∣uex(xi, t) − uproposed(xi, t)∣∣. (76)
The errors seem to be dramatically reduced as the number of iterations increases, approximately near n = 35.
As discussed earlier, the pseudo-parameter α is artiﬁcially introduced in this study, however, which may be an important pa-
rameter to control the convergence characteristic of the proposed method. In fact, Fig. 10 reveals the convergence characteristics,
which depend on the α at the two speciﬁc times, t = 0.5, 1.0. It is interesting to note that the larger pseudo-parameter α would
contribute to the faster convergence of the method, while the smaller α would lead to more accurate results.
In addition, numerical results of FDM (ﬁnite difference method) of the usual explicit second-order centered differences are
compared to those of the proposed method as illustrated in Table 1. It may be found that the accuracy of the two methods is
comparable to each other.
4.2. Nonlinear telegraph equation
Next, we examine the initial value problem of a nonlinear telegraph equation (having the nonlinear restoring u2)
utt − uxx + 2ut + u2 = e−2tcosh2x − 2e−t cosh x (77)
and
u0(x) = cosh x, v0(x) = − cosh x, (78)
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Fig. 10. Convergence characteristics dependent on the pseudo-parameter α.
Table 1
Comparison of FDM and the proposed method with ‖e‖2 in Eq. (75): utt − uxx + 8ut + 4u = −2e−t sin x.
Time t = 0.5 t = 1.0
Mesh sizes
800
(80 × 10)
3200
(160 × 20)
12,800
(320 × 40)
28,800
(480 × 60)
800
(80 × 10)
3200
(160 × 20)
12,800
(320 × 40)
28,800
(480 × 60)
α = 0 2.005e−3 5.359e−4 1.381e−4 6.200e−5 4.337e−3 1.104e−3 2.784e−4 1.240e−4
α = 1 2.430e−3 6.769e−4 1.777e−4 8.023e−5 5.849e−3 1.544e−3 3.955e−4 1.772e−4
FDM 4.072e−4 9.968e−5 2.470e−5 1.095e−5 1.000e−3 2.591e−4 6.436e−5 5.943e−5which has an exact solution appearing in Fig. 11 [23]
uex = e−t cosh x. (79)
It may be not diﬃcult to check that c in Eq. (4) equals to unity and F (x, t, u, ut ) in Eq. (4) has the form
F (x, t, u, ut ) = −2ut − u2 + e−2tcosh2x − 2e−t cosh x (80)
by the simple comparison of Eq. (77) and Eq. (4). Similarly as above, we iterate themethod of Eqs. (64) and (68) with F (x, t, u, ut )
replaced by Eq. (80). Here, the intervals of the space and time and their numerical increments are also given as the same as
before. As shown in Fig. 12, we may ﬁnd a reasonable solution at the earlier stage of iterations, which becomes fairly accurately
converged, only when n = 15.
The converged solutions are compared with the exact and their errors are exhibited in Figs. 13 and 14, respectively. It is
notable that the convergence rate of the present nonlinear case in Fig. 14 is faster than that of the previous linear one in Fig. 9.
Fig. 15 shows clearly the effect of the pseudo-parameterα on the convergence characteristics. In otherwords, theα introduced
in this paper turns out to be a convergence parameter of the iterative method proposed here, which is involved in convergence
rate and accuracy.
Finally, the comparison of the FDM (explicit second-order centered differences) and the proposed method is also performed
as listed in Table 2. It shows that the proposed one seems to be superior to the FDM in this nonlinear case.
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Fig. 11. Exact solution of Eq. (79): utt − uxx + 2ut + u2 = e−2tcosh2x − 2e−t cosh x.
Fig. 12. Convergence behavior of the iterative solutions (α = 1): utt − uxx + 2ut + u2 = e−2tcosh2x − 2e−t cosh x.
Fig. 13. Proposed numerical solutions compared with analytical ones at t = 0.50, 1.00 (α = 1): utt − uxx + 2ut + u2 = e−2tcosh2x − 2e−t cosh x.
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Fig. 14. Two errors of ‖e‖2 and ‖e‖∞ at t = 0.50, 1.00 (α = 1): utt − uxx + 2ut + u2 = e−2tcosh2x − 2e−t cosh x.
Fig. 15. Convergence characteristics dependent on the pseudo-spring constant α.
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Table 2
Comparison of FDM and the proposed method with ‖e‖2 in Eq. (75): utt − uxx + 2ut + u2 = e−2tcosh2x − 2e−t cosh x.
Time t = 0.5 t = 1.0
Mesh sizes
800
(80 × 10)
3200
(160 × 20)
12,800
(320 × 40)
28,800
(480 × 60)
800
(80 × 10)
3200
(160 × 20)
12,800
(320 × 40)
28,800
(480 × 60)
α = 0 3.958e−4 9.917e−5 2.492e−5 1.110e−5 1.090e−3 2.784e−4 7.030e−5 3.135e−5
α = 1 7.257e−5 8.676e−6 1.504e−6 6.984e−7 1.139e−3 3.132e−4 8.182e−5 3.689e−5
FDM 5.146e−3 3.519e−3 2.027e−3 1.414e−3 2.392e−2 1.367e−2 7.293e−3 4.968e−35. Concluding remarks
We have shown how a hyperbolic linear solution of Klein Gordon equation plays a key role in formulating a nonlinear sys-
tem of integral equations of the second kind, which is equivalent to the original nonlinear telegraph equation. This makes it
possible to propose an iterative method to construct the nonlinear solutions of the telegraph equation by applying a ﬁxed
point approach of Banach’s theory. By asymptotic analysis, the singularities of the kernel functions arising in the equivalent
system are shown to be removable ones. This enables us to discretize our method with the simple use of regular (usual) nu-
merical integration rules. The numerical experiment carried out here exhibits that the method proposed seems to have stability
properties and work even for the (high) nonlinearity of u in a nonlinear telegraph equation. Finally, it may be, therefore, con-
cluded that it is possible to construct mathematically the solutions for a nonlinear telegraph equation (or a nonlinear damped
wave equation) by manipulating a linear solution of Klein–Gordon equation. Thereby, the question raised in this paper may be
answered.
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Appendix A. Leibnitz’s derivatives of Eqs. (17)–(19) with respect to time
Applying Leibnitz’s rule to Eq. (17) gives
G(
1)
t [](x, t) =
∂
∂t
[
1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
J0
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
(ξ, τ )dξdτ
]
= 1
2c
∫ t
0
∂
∂t
∫ x+c(t−τ )
x−c(t−τ )
J0
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
(ξ, τ )dξdτ
= 1
2c
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
∂
∂t
J0
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
(ξ, τ )dξdτ
+ 1
2c
∫ t
0
{
J0[0](ξ, τ )|ξ=x+c(t−τ ) · ∂(x + c(t − τ ))∂t
}
dτ
− 1
2c
∫ t
0
{
J0[0](ξ, τ )|ξ=x−c(t−τ ) · ∂(x − c(t − τ ))∂t
}
dτ
= −α
2
∫ t
0
∫ x+c(t−τ )
x−c(t−τ )
(t − τ )√
c2(t − τ )2 − (x − ξ )2
J1
[
α
c
√
c2(t − τ )2 − (x − ξ )2
]
(ξ, τ )dξdτ
+1
2
∫ t
0
{
(ξ, τ )|ξ=x+c(t−τ ) + (ξ, τ )|ξ=x−c(t−τ )
}
dτ (∵ Eq. (35))
Applying Leibnitz’s rule to Eq. (18) again, we have
G(
2)
t [ϕ](x, t) =
∂
∂t
[
− t · α
2
∫ x+ct
x−ct
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
]
= −α
2
∫ x+ct
x−ct
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
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2
∂
∂t
∫ x+ct
x−ct
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
= −α
2
∫ x+ct
x−ct
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
− t · α
2
∫ x+ct
x−ct
∂
∂t
{
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )
}
dξ
− t · α
2
{
α
2
· ϕ(ξ )|ξ=x+ct + α2 · ϕ(ξ )|ξ=x−ct
}
= −α
2
∫ x+ct
x−ct
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
+ ct
2 · α2
2
∫ x+ct
x−ct
1(√
c2t2 − (x − ξ )2
)2 J2
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
− t · α
2
4
{
ϕ(ξ )|ξ=x+ct + ϕ(ξ )|ξ=x−ct
}
 (∵ Eq. (40))
Finally, we Leibnitz-differentiate Eq. (19), resulting in
G(
3)
t [ϕ](x, t) =
∂
∂t
[
1
2c
∫ x+ct
x−ct
J0
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
]
= 1
2c
∫ x+ct
x−ct
∂
∂t
J0
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
+ 1
2c
{
ϕ(ξ )|ξ=x+ct ∂(x + ct)∂t − ϕ(ξ )|ξ=x−ct
∂(x − ct)
∂t
}
= − t · α
2
∫ x+ct
x−ct
1√
c2t2 − (x − ξ )2
J1
[
α
c
√
c2t2 − (x − ξ )2
]
ϕ(ξ )dξ
+ 1
2
{
ϕ(ξ )|ξ=x+ct + ϕ(ξ )|ξ=x−ct
}

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