This paper presents an algorithm to compute invariants of the differential Galois group of linear differential equations L(y) = 0: if V(L) is the vector space of solutions of L(y) = 0, we show how given some integer m, one can compute the elements of the symmetric power Sym"'( V(L)) that are left fixed by the Galois group. The bottleneck of previous methods is the construction of a differential operator called the 'symmetric power of L'. Our strategy is to split the work into first a fast heuristic that produces a space that contains all invariants, and second a criterion to select all candidates that are really invariants.
Introduction
Let C be a field of characteristic 0 and c be its algebraic closure. that is fixed by the differential Galois group G is called an invariant of G.
A standard method for computing invariants consists of building an operator LB"'
(for a definition see Section 2.3) whose solution space is a G-homomorphic image of Sym"(V(L)) and then search for rational solutions of this operator. Via differential Galois theory, one can (usually) reconstruct invariants from these rational solutions (see [23] for more details).
However, the computation of Lmrn can be complicated for computers. For this and for other reasons (cf. Section 2.3) we will use the companion system of L, which we note Y' =AY. It is then easy to construct a system Y'=S"(A)Y whose solution space is G-isomorphic with Symm( V(L)). Our algorithm consists of finding rational solutions of the latter system under two guidelines: we do not perform a costly conversion into an equation and for efficiency we use as much as possible the structure of the system (i.e., the fact that it is a symmetric power of a companion matrix system).
In Section 2, we develop and motivate this approach and its links with the previous methods. Let F denote a rational (i.e., entries in k = c(x)) solution of Y' = Sm(,4)Y.
Such an F will be called a dualjrst integral. In Section 3, we define generalized exponents of a local differential operator and show how to use these to compute bounds for the numerators of denominators of the entries of F. Let Sym" (l? ) denote the mth symmetric power matrix (definitions follow later) of fi, where fi is a fundamental solution matrix of Y' = AY. Note that Sym"( fi) can be computed from a basis Ei, . . . , j, of formal solutions of L. Using the bounds from Section 3, we show in Section 4
how the evaluation of a finite number of terms of the series in Sym"(O) (plus linear algebra) yields all rational solutions of Y'= Sm(A)Y. Our strategy is first to design a fast heuristic to construct a space that contains all invariants (plus maybe some additional rubbish), then to convert these (candidate) invariants to (candidate) dual first integrals using the matrix Sym"(i?). Then we check which candidate invariants are really invariants by checking which candidate dual first integrals are indeed dual first integrals. To do this conversion efficiently, we show how to reduce significantly the number of rows and columns of Sym" (l? ) that need to be evaluated.
The algorithm is implemented in MAPLE; an experimental code is available from the authors.
Invariants of differential Galois groups
In this section, we recall some basic facts and notation about the various ways to present the invariants of differential Galois groups. For more detailed introductions to differential Galois theory, unfamiliar readers could consult [3, 5, 13, 15 ,171. 
Two presentations of the invariants

Polynomial invariants
It is well known [ 121 that Sym( V(L) ) can be identified with the polynomial ring C[X, , . . . ,X,,], where Xi,. . . ,X, are variables on which G acts the same as on yl,. . . , y,,. Under this identification, we will say that a homogeneous polynomial P that is fixed by the Galois group is a polynomial invariant. In the sequel, the coefficients (in c) of such a P will be referred to as the vector of coejicients of the invariant, or the vector invariant.
Let f = P(yl,. . . , yn) E K. As P is an invariant, f is fixed by G. The differential Galois correspondence then implies that f E k. We will call this f the value of P.
For an invariant in Sym"'(V(L)), the expression of P depends on the choice of the basis of V(L). But the value f of the invariant is independent of this choice. For some applications, one just needs this value (for example, to compute algebraic solutions [21] or to solve second order equations [25] ), and there, 'to compute an invariant' means 'to compute its value'. For other applications (to compute Liouvillian solutions [23] ), one needs the expression of the polynomial invariant, together with its value. 
The symmetric power system
of all such monomials satisfies an N x N system Y' =Sm(A)Y. Note that the matrix S"(A) is very sparse and that it is immediately given by the relations above. So it can be computed quickly, even for large n and m.
The symmetric power matrix
Let K be a field. The action of g E Gin(K) on K" induces an action, denoted by Symm(g), on the vector space Symm(K"). In other words, we have a group homomorphism Sym" : Gl,(K) -+ Gl(Sym"'(K")). After having chosen a ordering on the monomials in Xi,. . . ,X,, of degree m, we can identify the vector space Sym"(K") with KN (here N is the number of such monomials; N = ("t"_r')). This way a group
(1) has been defined.
Remark 2.
The above definition of Symm(g) (which from now on will be considered as an element GIN(K) instead of GI(Sym"(K"))) depends on the ordering that was chosen for the monomials of degree m. It is irrelevant which ordering we choose, however, to have a consistent definition we must always use the same ordering. We will use the lexicographic ordering with Xi < . . <X,.
The matrix Symm(g) is called mth symmetric power matrix of the matrix g. We use the same symbol Sym"' for symmetric powers of vector spaces as well. We use the symbol S" for the symmetric power of a differential system (cf. Section 2.1.2); Sym"
is not the same matrix construction as Sm and this is why we must use a different notation. The entries of Sym"'(U) are in K, so W c K* and hence the Galois group G acts on W. Let g E G. Because K is the base field in the construction of the homomorphism Sym" in the previous section, automorphisms of K commute with Sym"', i.e., g(Symm(U)) = Sym%(U)).
Remark 3.
The automorphism g acts on U as multiplication on the right with a matrix g E 
Gl,(C
g(Symm( U)) = Symm(g( U)) = Symm( U.cj) = Sym"( U) -Symm(g).
Computational aspects
The operator whose solution space is spanned by all monomials of degree m in the y, is noted This method has three drawbacks. First, the cost of the computation of L@* grows very fast with m and n (because we must perform elimination on systems whose size grows exponentially).
So, in practice, the computation becomes rapidly impossible. Secondly, if LBm does not have the right order, then one has to perform a transformation on L and re-do the whole computation (though some information can be saved, see [26] ).
And thirdly, for some applications, one indeed needs the invariant in the form of a dual first integral (e.g., [7] ).
The first motivation of this paper was not to find a faster method, but a method that would work when computation of L Brn fails, and that would avoid the above drawbacks. The approach in this paper consists of solving directly the system Y' =Sm(A)Y, without converting it to an equation. For any point xg E P'(c), the system has a local formal fundamental solution matrix Sym"(@ where 0 is a local solution matrix of Y' =AY The system Y'= Sm(A)Y has a rational solution F (a dual first integral) if and only if there exists %? E ??" such that Sym"( ii)%? = F E kN. We will use this in Section 4 to compute F. Thanks to Lemma 5, this will give us the invariants in all presentations at the same time.
Bounds on exponents using generalized exponents
This section addresses the question of finding the denominator and a bound on the numerator of each entry of a dual first integral F.
When computing rational solutions of a differential operator L, one first computes a lower bound for the integer exponents of L at each point x0 E P"(c). We would like to compute rational solutions of symmetric powers (and other constructions) of differential operators. In the regular singular case, [22] give the bound for the integer exponents of symmetric powers L 0 in terms of the exponents of L. In the irregular singular case, however, we cannot obtain a bound for the integer exponents of LBrn from the exponents of L. The reason is that in this case there are "too few exponents":
in the irregular singular case, there are, counted with multiplicity, less than order(L) exponents. To handle this difficulty we will use a generalization of exponents. An alternative way to get a bound (a different bound than ours) is found in Lemma 3.3 in [18] using a different generalization of exponents found in [4] . For convenience of notation we will now assume that the point of interest is the point 
A few preliminaries on local difSerentia1 operators
In this section we list a few known facts about local differential operators that will be used in later sections. Here the valuation u(s) is defined as the smallest rational number such that the coefficient of .GS) in s is non-zero. 
The valuation of 0 is 00.
The following is a well-known property of exponents. It is generalized in Proposition 13.
Lemma 9. An element e E c is an exponent of L if and only if e is a root of No(L).
Note We denote the linear universal extension of C((x)) by V. This is a ring that contains C((x)) and a basis of solutions of all homogeneous linear differential equations over C((x)). Furthermore, V is minimal with this property. A construction is given in [9] , Lemma 2.1 .l. From the way that V is constructed in [9] it follows that one can define a map
Exp : C((x)) + V with the following properties: Exp(e) is a non-zero solution of 6 -e, Exp(q) =x4 for q E Q and
for el, e2 E C((x)), i.e., Exp behaves like an exponential function. One can think of Exp(e) as
Exp(e) " = " exp
We have
and
Definition 10. Define the substitution map
for e E C((x)) as the C((x))-homomorphism that maps 6 to 6 + e.
The substitution map has the following well-known property: Exp(e)y is a solution of L if and only if y is a solution of S,(L).
Dejinition of generalized exponents
Using the substitution map, one can rewrite the standard property of exponents (Lemma 9) as follows:
Lemma 11. Let L E C((x))[S]\{O}. A n e ement I e E c is an exponent of L if and only $0 is a root of the Newton polynomial No(S,(L)).
With this lemma in mind, we can generalize the exponents by replacing the set c by a larger set of exponents E. Define
E=@[x-"'1.
In the following definition we need to generalize Definition 7 to non-zero elements of C((x)) [6] . Take 
&E
Many mathematical and algorithmic difficulties with irregular singular operators are caused by the fact that for such operators there are (counted with multiplicity) "too few"
exponents. Because of Eq. (3) these difficulties no longer exist when using generalized exponents; for our purposes the irregular singular case is not different from the regular singular case.
Computing the generalized exponents can be done using one of the several factorization algorithms. It is a subproblem of computing formal solutions, so the generalized exponents can be computed using a part of the algorithm for computing formal solutions, cf. [2, 241. We use "algorithm semi-regular parts" in [lo] . This algorithm is a modified version of Malgrange's factorization algorithm [14] . It uses a different type of ramifications (obtained from [2] ) to minimize the algebraic extensions.
The relation between generalized exponents and formal solutions is the following (this is Theorem 1 in [ll]):
Proposition 13. Let L E C((x))[S]\{O}.
A n e ement I e E E is a generalized exponent
of L if and only if L has a solution of the form
Exp(e)s where s E C((x))[log(x)] and v(s) = 0.
Note that, instead of using a Newton polynomial, the generalized exponents can be defined from the formal solutions using this proposition. A different generalization of exponents by using formal solutions is found in [4] .
Minimal exponents
As already mentioned, our reason for introducing generalized exponents was to obtain information about the exponents of LB"' without computing the operator LO"'. Now a natural question arises: Given the generalized exponents of L at the point x = 0, can one determine all (generalized) exponents of L am? The answer is negative, as showed by the following example.
Example 14.
Consider the operators LI = a3 fx and LZ = a3 +x+ 1. These operators are regular at x = 0. Hence both LI and L2 have power series solutions with valuations 0, 1 and 2 at x = 0; the exponents at x = 0 are 0, 1,2 for both operators. Making products of these solutions, one finds solutions of Lp 2 and Lp' with valuations 0, 1, 2, 3, 4. Hence L?' and Lp2 will have at least the exponents 0, 1, 2, 3, 4 at x=0. However, not all exponents of L?' and Lp' have been determined by this. Lp' is regular at x = 0, so it has exponents 0, 1, 2, 3, 4, 5. But Ly' has exponents 0, 1, 2, 3, 4, 6 at x = 0 (X = 0 is an apparent singularity, i.e., all solutions are analytic). The conclusion of this example is that the exponents 0, 1, 2 determine the smallest exponents of the second symmetric power, but not necessarily all exponents.
Let M be a differential operator whose solution space is spanned by differential monomials in the solutions of L. If L is regular at a point x= u (where 01 EC), then M need not be regular at x = CI. However, products, sums and derivatives of analytic functions are analytic, hence all local solutions of M at x = c1 are analytic. It follows that all generalized exponents of A4 at x = IX are integers, bounded from below by 0. So in this section we only need to compute lower bounds for the exponents of A4 at the singularities of L and the point infinity. These remarks and the example suggest that, instead of trying to find all generalized exponents of symmetric powers of L, we should settle for a different goal, namely to compute the minimal generalized exponents. If L has an integer exponent e E Z then min,(L) n :Z contains at least one element which is 5 e. So if we can compute min, for symmetric powers of L then we find lower bounds for the integer exponents of these symmetric powers. This is done by Proposition 17 below, using the following definition.
Definition 16.
The symmetric product 5 of LI and Lz, denoted by Ll@Lz, is the manic differential operator of minimal order for which
The notation L(') denotes the manic differential operator defined by ' Strictly speaking, this name is mathematically hazy. We. use it to emphasize the resemblance with the symmetric power construction Lam.
We postpone the proof of the proposition till after the proof of Theorem 21. To prove this theorem we first need to introduce some notation. Without loss of generality, we may assume that e; -e E :Z for i 5 t and e; -e $ :Z for i > t. We need to show that t # 0 and that there is one i 5 t with e; -e < 0.
Then the theorem is proven as follows: We may assume that e; -e E :Z is minimal, so e; E min,({et, . , e,}). Because of the minimality of e we cannot have e; -e < 0 hence e = e;.
The algorithm in Section 8. 
Remark 23. The existence result (i) is also found in [6] (with a different terminology, though).
Proof of Proposition 17. Let y; = Exp(e;)s;, i = 1,. .
. , order(Ll) be a basis of V(L1)
and jj =Exp(4)$, j= I,. .,order(L2) be a basis of V(L2) which both satisfy condition (6) . Then the products y,J span V(LlgL2).
Let S be a set of pairs (i,j) such that {y;$ / (i,j) ES} is a basis for V(LlgL2).
NOW y;jj =Exp(e; + l$).s;$ and s;$ E (c . C((x"r)))[log(x)] with a(.~;$) =O. Hence by Theorem 21 it follows that min,(L~~L2)=min,({ei + +J(i,j)ES})
. NOW {e; + 4 ) (i,j) E S} is a subset of the set T of all e; + 4. So for each e E min,({e; +4 ( (i,j) E S}) there must be precisely one e" E m& (T) such that e" 5, e. Furthermore T is a subset of the set of all generalized exponents of LlaL2. Hence for each 
Note that order(L(')) = dim(a( Y(L))) = dim( Y(L)) -dim( V(L) n V(a)). So order(L(')) = order(L) -1 if 1 E V(L) and order(L(')) = order(L) otherwise.
Proof. If y = Exp(e)s where s E (c . C((x"')))[log(x)] with V(S) = 0 and e # 0 then the derivative y' is of the form Exp(e + u(e) -1)t for some t E (c. C((x"')))[log(x)]
with u(t) = 0. Now the first statement follows by applying Theorem 21.
For the second statement we note that vo(L) > 0 means that there is a formal solution y E (c s C((x"')))[log(x)] of L with u(y) = 0. The valuation of the derivative y' is cc or is an integer > -1. Now distinguish the two cases: u(y') E min,(L(')) (then: u(y') is an integer m > -1) or u(y') 6 min,(L(')) (then the other case holds). 0
Note that in the case 0 E m&(L) one can get a slightly stronger statement about min,(L(')) by noting that -1 E min,(L(')) if and only if vo(L) > 1. We will not use this small improvement of the lemma.
Define u' : E -+ Q as follows: v'(e) = v(e) for all e E E \ (0) and u'(O) = 0. It follows from the lemma that for each e E min,(L(')) there is an e" E min,(L) such that e -(g + v'(g) -1) is a non-negative integer. Repeating this, we see that for each e E min,(L('))
there is an e" E m&,(L) such that e -(2 + i . u'(Z) -i) is a non-negative integer. 
Theorem 25. Let L be a non-zero difirential operator in C((x)
)
C((x"")))[log(x)].
Then B n :Z contains an element 5 u(y).
The theorem gives a lower bound for the valuation of solutions of M in (c. C((x"')))[log(x)]. The bound can be computed from mg,. . . ,m,_l, r and m&(L). To compute the bound we need to compute the set of sums rno. BO f. . . +m,_, . B,_, and to take the smallest element which is in :Z. This means computing in a splitting field: it is not sufficient to take only one generalized exponent in each conjugacy class of generalized exponents. One can try to avoid splitting fields for computing this bound by various tricks (for example, floating point computations) but we will not go into this.
In the following procedure, the notation I, denotes the c-automorphism of @~) [a] given by I,(x) =x+cr and r,(a) = i3; this transformation moves the point x = CI to x = 0.
Similarly, I, is a C-automorphism of ??(~) [a] given by I,(X) = l/x and l,(a) = -x28;
this moves the point infinity to x = 0. 
Example 27 (PSL3).
The following example was adapted from Katz by Elie Compoint [7] . The component of the identity of its Galois group is B&(C) in its eightdimensional representation. 
The algorithm for computing invariants
We now have all ingredients for an algorithm. There exists an invariant of degree m if and only if there is a rational solution F to Y' =S"(A)Y. The previous section gives the denominators and bounds for the degrees of the numerators of the entries of F. Thus, the problem can be reduced to linear algebra.
To obtain the numerators in F, we consider a local fundamental solution matrix fi at some (possibly singular) point x0 E P"(c). We can assume x0 = 0 in our algorithm after having applied the map IX,. Now F = Sym"( 0) %' for some constant vector 9. We start with undetermined constants in $9, compute sufficiently many terms of the power series in Sy&" (fi) and then express the numerators in F in terms of the constants in %?, see below. As the evaluation of the series is usually the most costly part of the algorithm, our main goal below will be to reduce the number of columns and rows of Sym"'(fi) that need to be evaluated during the process. Suppose ji, 1 Ii < n =order(L), is a basis of formal solutions satisfying condition (6) . Then a monomial in these ji (i.e., a product n(yi)mZ) is again of the form (6) , where the generalized exponent equals c miei. The following lemma reduces the number of columns of Sy~"'(c) that need to be evaluated.
I. Computing candidate invariants
Lemma 28. Let ji be a basis of local formal solutions satisfying condition (6) and let Y be the ramiJication index. An entry of a vector %' of coejicients of an invariant can only be non-zero if the generalized exponent of the corresponding monomial is in :Z.
Proof. Let N = ("l";') and let 0 be a formal fundamental matrix of Y' = AY such that the first row is jr,. . . , j,, i.e. the entries of e are the 0,. . . , (n -1 )th derivatives of jr,. . ,3,,. Let P be a polynomial invariant and %? be the vector of its coefficients. Then (iv) Take a vector %? of unknown constants and set to zero every entry corresponding to a monomial with a generalized exponent that is not an element of +Z.
Sym"(O)
(v) Compute p1 := 1%'. '3 modxN1+"+'.
Ql
(vi) Build a linear system on '+? by equating to zero every term with degree higher than iVi and all terms involving a log or a non-integer power of x.
(vii) Return: the solution of this system (this is a vector space consisting of candidate vector invariants) and the corresponding (vector space of) rational functions This algorithm is called a heuristic because there is no easy way of deciding whether its output is the vector space of invariants or a larger vector space. The number v is can be chosen arbitrarily; the strategies of choice will be discussed in the next section.
Remark 31. We have order(L@ ") < N = (":"_;I) if and only if the solutions of L satisfy a homogeneous polynomial relation of degree m. In this case, the value of a non-zero invariant can be zero, and furthermore it can also happen that W,,,,, contains elements that are not invariants (see the FJ~ Example 37). Note that since we do not compute LBm we have no easy way of checking if this case order(L@') < N occurs, so this would be a serious problem if we only had the heuristic to compute invariants. We do not have this problem if we use the algorithm Invariants below; then the case order(Lam) < N does not cause difficulties anymore.
Example 32 (PSL3 (continued)).
Let L be the eighth-order operator in the PSLJ example in Section 3. We had found the bounds for rational solutions of La2 and Lm3.
Applying the heuristic with x0 = 0 and v = 10 the following (candidate) invariants are obtained: 
Strategies for the heuristic
In the heuristic the point x0 and the number v can be chosen. The advantage of choosing a singular point x0 is that the number of monomials that need to be considered (Lemma 28) in the heuristic is often smaller, and so we need to evaluate fewer columns of Sym"(~).
This still holds (and is important for the efficiency) for the algorithm Invariants below.
Example 33 (RX3 (continued again) ). In the PSLJ example of Section 3, if we would take a regular point x0 then the heuristic would need to evaluate 36 monomials for the invariants of degree 2, and 120 monomials for degree 3. However, when taking the singularity xa = 0, only 5 monomials of degree 2 have an integer exponent Example 34. Suppose that order(L) = 3 and that at the point x0 = 0 we have 3 generalized exponents ei,ez,es which are algebraic over C((x)) of degree 3. From clel + c2e2 + c3es E :Z and cl, Q, c3 E Z it follows that ct = c2 = c3 and hence only 1 monomial needs to be considered. So, for order 3, what would appear to be the worst case (the ei are algebraic of degree 3), is in fact a relatively easy case.
By reasoning as in Section 1.c of [ 181, an application of Cramer's formulas shows that we can take the following value for the number vg in Proposition 30: N( 1 + (N -1 )d +Ndl ) (where N = ("T"_T ') , d is the maximum degree of the ai, and d 1 bounds the degrees of the numerator and denominator of Qi). Thus, the above heuristic could be turned into an algorithm (but then the kernel problem order(L@") < N of Remark 31 would need to be addressed as well). However, this value for va is usually much larger than necessary. So it is more efficient first to use the heuristic with a small value of v. and then to apply the full algorithm Invariants from Section 4.3.
If one already has some information about the group then sometimes the heuristic algorithm is sufficient to compute the invariants. Because if we know how many linearly independent invariants of degree m exist, we can simply use the heuristic by just increasing the value of v. If at a certain point the space of candidate vector invariants has the correct dimension then it is certain (even in the problem case order(L@") < N) that all invariants have been determined because the invariants form a subspace of the candidate invariants. In practice, the required number v is usually much smaller than the theoretical bound vg above.
Example 35 (Hurwitz).
The following operator has Galois group G16s (cf. [22] has dimension exactly 1 proves that P is indeed an invariant. Similarly, the heuristic yields the other invariants quickly (see also [27] ): for the invariant of degree 2 1, we need to compute 37 monomials at infinity (using a regular point it would have been 253 monomials).
Finding and proving which candidates are invariants
Let the monomial p be a product of y(j) to the power mi, i = 0,. . . , n - Proof. That any vector of coefficients of an invariant is an element of the vector space produced by the algorithm follows from the fact that this was true for our heuristic, and from the fact that we only added necessary linear conditions in this algorithm.
Hence also every dual first integral F is an element of the vector space produced by the algorithm. Conversely, as the F produced by the algorithm are rational vectors satisfying F' = S"(A)F, they are dual first integrals. So, by Lemma 5, the corresponding ?Z are indeed vectors of coefficients of invariants. 0
Improvements and variants
Lemma 28 provided a speedup in the algorithm; it reduces the number of rows of
Sym"(C?) that need to be evaluated. It turns out that the number of columns that need to be evaluated can be reduced as well, using the following observation: F' = Sm(,4)F is not a random system of differential equations; there are recurrence relations so that, once some entries of F are known, the other entries can be deduced straightforwardly. Hence these latter entries, and the corresponding rows in Sym"(@, need not be considered but what is even more important for the efficiency is that we can skip the rows that have the worst bounds.
Step v of the algorithm can also be improved along the same lines. In the above process, we used the derivatives of the rows corresponding to the ~1,,,,,...,,,_, ,,,,I with 
1
To use the recurrence relations (*), we have to compute the rows corresponding to monomials y'(~')~-~, so that makes 7 rows (instead of 28). The bounds are more favorable for these 7 rows than for the other rows, and indeed the corresponding 7 entries of F1 and F2 are smaller expressions than most of the other entries. We printed the first 4 entries and the 2 last entries above. One sees that the last entries are significantly larger expressions. Precisely these large (hence: costly to compute) entries can be skipped in step iv of Algorithm 3, as these are the entries that are given by the recursion. This is the main reason why these relations are crucial for the efficiency.
The computation time is 36.7 s and uses 1.5 Mb of memory. We performed the same computation without using the recursion improvements, it took 263.5s and used 2.5Mb.
We then tried the first step of the standard method (computation of L@): this took 4587 s and more than 10 Mb of memory.
Conclusion
We do not claim that our method is always better than the method via symmetric powers of operators. However, we have practical evidence that this method can handle much larger examples (and generally faster) than the previous one at our disposal.
To compute all invariants of a given equation, we now face the following open problem: given L, can one bound the degrees of the generators of the invariant ring (when G is reductive)? As shown in [7] , a solution to this problem would yield an algorithm for computing reductive unimodular Galois groups. The method extends readily to systems: we then need formal solutions of systems (e.g., via cyclic vectors); but we lose the recurrence relations that enhance the algorithm, so the best there seems (surprisingly) to convert the system to an equation, apply the above algorithms, and then perform the correct change of variables to obtain the invariants of the original system. We believe that the philosophy heuristic-checking is very suitable for computation.
Information on the invariants can be obtained quickly by the heuristic and by modular arithmetic. If desired, this information can then be checked by Algorithm 3. Furthermore, Algorithm 3 provides additional useful information, namely the dual first integrals corresponding to the invariants.
Applications of this algorithm are the computation of first integrals [26] , the computation of differential relations satisfied by the solutions [7] , the computation of algebraic and Liouvillian solutions [21, 23, 25] and, more generally, to compute information on the Galois group. Extensions of the above techniques to other constructions on V(L) (and several applications) will be described in a subsequent paper.
