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Abstrakt
Tato práce navazuje na předchozí snahu o vylepšování  překladače agentního jazyka  AHLL. Integrované
optimalizace  se  zaměřují  především na  snížení  velikosti  cílového  kódu  v  ALLL,  proto  je  v  této  verzi
rozšířena implementace o alokaci registrů barvením grafů. Prezentovány jsou také změny jazyka AHLL,
které ovšem vyžadují složitější strukturu překladače. Celkové dosažené výsledky nového překladače potom
vykazují průměrně o 35 % menší velikost výsledného kódu pro vyhodnocované komplexní agenty.
Abstract
This work continues in an effort to improve the compiler of the AHLL agent language. The main focus is to
integrate  optimizations  that  would  reduce  the  size  of  the  target  ALLL  code,  therefore  global  register
allocation by graph coloring is implemented in this version. Some changes to the language are introduced
as well, but which impose a more complicated compiler structure. The overall results of the new compiler
then indicate a 35 % decrease in the size of the code on average for the evaluated complex agents.
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1 Úvod
Agentní jazyk ALLL byl vyvinut na FIT jako alternativa k jiným kalkulům a agentním jazykům. Cílí
především na distribuované prostředí bezdrátových senzorových sítí (WSN1), kde může s výhodou
využít  svých schopností  klonování  a řešení  výjimek.  V návaznosti  na tento nízkoúrovňový jazyk
vznikl  na  FIT  i  agentní  jazyk  AHLL  s  vyšší  úrovní  abstrakce,  a  to  především  díky  potřebám
výzkumné  skupiny  pohodlně  programovat  mobilní  inteligentní  agenty.  Překladač  tohoto  jazyka
do ALLL prošel postupně vývojem a bylo v něm implementováno několik optimalizací s cílem snížit
velikost  přeloženého kódu,  jenž má ve WSN zásadní  roli  na spolehlivost  agentní  migrace a také
ovlivňuje jejich energetickou spotřebu.
Cíle  této  práce  se  tedy  od  těch  předchozích  v  principu  neliší  –  především minimalizovat
velikost výsledného ALLL kódu, a to primárně pomocí vhodného algoritmu alokace registrů. Dále
bych zmínil jako vedlejší cíl zajištění možností dalšího vývoje překladače vzhledem k očekávanému
nárůstu  jeho  rozsahu.  Návrh  se  tedy  musí  hlavně  zaměřit  na  dosažení  stability  a  snadné
udržovatelnosti kódu.
V další kapitole jsou stručně popsány teoretické základy nutné pro popis některých dalších
algoritmů a jiných částí překladače. Vysvětluje především použité statické analýzy a k nim patřící
struktury. Možným způsobům a úrovním alokace registrů se věnuje až kapitola 3.
Současný stav problematiky pak rozebírá kapitola 4. Pozornost je věnována jak jazykům ALLL
a AHLL, tak aktuálnímu stavu překladače a použitým externím knihovnám.
Kapitola 5 popisuje nové úpravy jazyka AHLL, které byly zvoleny k vývoji v této verzi. Za ní
následují kapitoly určené jednotlivým fázím vývoje – návrh struktury překladače, implementace jeho
komponent a nakonec stručný popis způsobu testování a použitých vývojových prostředků.
Dosaženým výsledkům se na několika příkladech věnuje kapitola  9. Na ni  navazuje krátká
analýza překladu z hlediska správnosti a odpovídající funkce.
Předposlední kapitola  11 stručně rozebírá možnosti pro rozšíření stávajících částí překladače
a další optimalizace vhodné k implementaci.
1 Wireless sensor networks
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2 Teoretické základy
K popisu  optimalizace  alokace  registrů  a  některých  dalších  částí  překladače  je  potřeba  vysvětlit
některé dále použité matematické struktury a s tím související algoritmy. V této a následující kapitole
textu se rozumí pod pojmem „globální“ rámec jedné metody.
2.1 Analýza toku řízení
Statická analýza programu obvykle začíná interpretací vnitřní reprezentace programu tak, aby bylo
možné rozlišit tok řízení v jeho průběhu a později použít tyto informace k získání znalostí o způsobu
manipulace s dostupnými zdroji. Globální analýza toku řízení konkrétně zajišťuje přehled o hierarchii
předávání řízení v rámci jedné procedury. Zabývat se jí budeme dále především proto, že její výstupy
využívají všechny další analýzy toku dat [1].
Primární datovou strukturou globální analýzy je obvykle základní blok2 složený z libovolného
počtu za sebou jdoucích instrukcí,  které mají  určité vlastnosti.  Konkrétně,  řízení  programu může
přejít do základního bloku pouze přes jeho první instrukci a vystoupit z něj pouze po vykonání všech
instrukcí v něm obsažených, jedná se tedy o atomickou výpočetní strukturu s jedním bodem vstupu
a jedním bodem výstupu.  Globální  analýza toku řízení  ve dvou krocích  nejprve  identifikuje  tyto
základní bloky a následně je spojí vazbami tak, aby odpovídaly možným přechodům řízení mezi nimi.
Výstupem analýzy je tedy orientovaný graf, jehož uzly reprezentují základní bloky a hrany možné
předávání  řízení  mezi  nimi.  Samozřejmě  je  možné  vytvořit  takový  graf  i  nad  jednotlivými
instrukcemi atd. Dále bude graf toku řízení označován zkratkou CFG3 nebo prostě jako graf. Přesná
definice CFG je pro účely této práce následující [1]:
Definice  1: Graf toku řízení je čtveřice  (N ,E ,Start , Stop) , kde  N  je neprázdná množina uzlů
grafu,  E⊆N×N  je  konečná  množina  orientovaných  hran  mezi  uzly,  Start∈N označuje
počáteční  uzel  grafu  a  Stop∈N koncový  uzel.  Zároveň  pro  ně  platí  Pred (Start )=∅
a Succ(Stop)=∅  [2].
Funkce Pred  a Succ  poskytují uzlu množiny předchůdců4 a následníků5. Matematicky jsou
definovány takto [1]:
Pred (x )={n∈N |∃e∈E takové , že e=x→n}
Succ(x )={n∈N |∃e∈E takové , žee=n→x }
Obrázek 1: Definice množin předchůdců Pred  a následníků Succ  uzlu v CFG. Převzato z [1]
a upraveno.
2 Basic block
3 Control flow graph
4 Predecessors
5 Successors
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Mezi  obvyklé  způsoby  průchodu  grafem patří  prohledávání  do  šířky  a  nebo  do  hloubky.
Při prohledávání  do  hloubky  lze  jednotlivé  uzly  seřadit  podle  různých  událostí  vzniklých  při
průchodu. Typické řazení bývá podle prvního vstupu do uzlu a označuje se jako pre-order. Název
vychází z principu, že kořenový uzel se zpracovává před jeho následovníky. Naopak při post-order
řazení se nejprve zpracovávají  všichni následníci uzlu a teprve poté kořenový uzel,  což odpovídá
události opuštění uzlu. V některých algoritmech se s výhodou používá ještě řazení reverse post-order,
tedy obráceně  seřazený post-order  průchod.  Vyjadřuje  totiž  lépe  přirozené  zpracování  programu.
Například  pro  běžný  if příkaz  jsou  všechny  větve  vyhodnoceny  před  kódem  následujícím
až za ním [1].
Ve všeobecnosti se problémy, které analýzy nad tokem řízení řeší, dělí podle směru propagace
sledované informace. Forward neboli dopředné problémy rozšiřují znalosti směrem od počátečního
bodu programu  k  jeho  konci.  Naproti  tomu backward  analýzy postupují  přes  CFG opačně,  tedy
od bloku zpětně k jeho předchůdcům. Mimo to existují i problémy formulované jako obousměrné,
což obvykle znamená složitější popis i implementaci [1].
2.1.1 Interprocedurální analýza toku řízení
Podobně jako je CFG výstupem globální analýzy,  zabývá se interprocedurální analýza toku řízení
konstrukcí grafu volání. Voláním v tomto kontextu rozumíme předávání řízení programu mezi dvěma
procedurami.  Uzly grafu podle  očekávání  reprezentují  jednotlivé procedury,  hrany pak jednotlivá
volání, přičemž můžou být i násobné a jedná se tedy o multigraf. Stejně jako CFG má graf volání
definován počáteční bod, ze kterého běh programu začíná [1].
Konstrukce grafu je triviální záležitostí,  pokud má překladač k dispozici kompletní seznam
procedur včetně jejich definice a zároveň volání mohou být definovány pouze staticky [1].
2.2 Analýza toku dat
Jak  napovídá  název,  analýza  toku dat  se  zabývá  vyhodnocováním průběhu  programu  za  účelem
získání přehledu o tom, jakým způsobem manipuluje s daty. Tyto informace jsou nezbytné pro mnohé
optimalizace a proto si vysvětlíme její principy. Přístupů k analýze je několik a závisí na způsobu
provedení analýzy toku řízení. Zde si uvedeme pouze iterativní přístup [1].
Základní matematickou strukturou nad, níž analýza pracuje je tzv. mřížka6. Její prvky vyjadřují
abstraktní vlastnosti proměnných bez ohledu na průchod CFG a vstupní data. Mřížka podporuje dvě
operace –  meet a  join, které jsou komutativní, asociativní a uzavřené vůči množině prvků mřížky.
Navíc musí obsahovat dva unikátní prvky – bottom a top, které jsou v uvedeném pořadí nulové vůči
operacím meet a join [1].
Jednotlivé části CFG, které ovlivňují tok dat, se charakterizují pomocí funkcí nad odpovídající
mřížkou k danému problému. Ideálně by analýza ve svém výpočtu měla nalézt řešení rovnic toku dat,
jenž  se  nazývá  meet-over-all-paths,  dále  značené  jako  MOP .  Neformálně  se  jedná  o  řešení,
které z vhodného počátečního uzlu prošlo všemi možnými cestami zvlášť ke každému jednotlivému
uzlu grafu a přitom postupně slučovalo výsledek jednotlivých funkcí toku. Iterativní analýza však
nalezne pouze maximální pevný bod řešení rovnic v řazení podle mřížky.  Tyto dvě řešení se vždy
shodují jen za předpokladu, že jsou všechny funkce toku zároveň distributivní [1].
6 Lattice
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Iterativní analýza se obvykle dělí na dvě fáze – získání hledané informace pro jednotlivé bloky
a poté propagace této informace z počátku nebo konce bloku k cílové instrukci. Dále bude představen
obecný algoritmus první fáze pro řešení forward problémů [1]:
1. Inicializuj počáteční stav na vstupu a na výstupu uzlů.
2. Vytvoř seznam worklist a naplň jej všechny prvky CFG až na vstupní blok.
3. Vyber jeden uzel se seznamu  worklist, pokud je ale seznam prázdný, ukonči analýzu.
4. Zkombinuj výstupní informaci předchůdců vybraného uzlu.
5. Pokud se neshoduje s předchozí vstupní informací aktuálního uzlu, ulož ji jako novou vstupní
informaci. Zároveň získanou informaci transformuj podle funkce uzlu a ulož ji jako novou
výstupní informaci. Do seznamu  worklist přidej všechny jeho následníky, aby se do nich
změna mohla propagovat.
6. Pokračuj bodem 3.
K dosažení ideálního počtu iterací se využívá reverzní post-order řazení průchodu. Následný
přenos informace ze základních bloků k jednotlivým instrukcím se řídí podle významu dané analýzy,
ale v podstatě taktéž vyhodnocuje jejich funkce toku. Backward analýza se řeší analogicky. Nyní si
krátce probereme dvě analýzy, jenž budou využity pro alokaci registrů [1].
Reaching definitions analýza poskytuje informace o tom, které definice proměnných dosahují
kterých  použití  v  operandech  instrukcí.  Definicí  se  rozumí  přiřazení  hodnoty  do  proměnné.
Formulována  je  jako forward problém,  kde použitá  mřížka  zahrnuje  všechny definice  proměnné.
Efektivní implementace k tomu může použít bitové vektory. Výstupem takové analýzy jsou řetězce
instrukcí začínající v definici a obsahující všechny použití, na něž definice dosahuje. Označují se jako
define-use řetězce7,  zkráceně du-řetězce. Obdobně může analýza konstruovat i use-define řetězce8,
jenž ke zvolenému použití proměnné poskytují seznam definic, které k němu mohou dosahovat [1].
Další  důležitou  analýzou  je  live  variables  analysis  nebo  též  liveness  analýza.  Jedná  se
o backward problém, jenž odpovídá na otázku, zda daná proměnná na dané pozici v proceduře má
další využití. Přesněji, jestli na nějaké cestě grafem toku řízení z dané pozice existuje použití hledané
proměnné. Mřížka je v tomto případě tvořena použitími [1].
7 Define-use chain
8 Use-define chain
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3 Alokace registrů
Alokace registrů je jedna z nejdůležitějších optimalizací vůbec. Snaží se o optimální umístění hodnot
do registrů tak, aby minimalizovala případnou práci s pamětí. K dispozici jsou algoritmy řešící tento
problém na různých úrovních rozsahu – od samostatných výrazů, přes základní bloky nebo cykly
až po globální a interprocedurální rozsah. Samozřejmě čím větší máme přehled o chování programu,
tím efektivnější,  ale  také  složitější  alokace  bude.  Pro  účely  této  práce  bude  dostatečné  provést
globální  alokaci  hlavně  s  ohledem  na  zisk  a  složitost  implementace.  Dále  budeme  instrukce
pro ukládání do paměti a načítání zpět někdy souhrnně označovat jako spill instrukce [1].
Nejprve  je  nutné  zvážit,  v  jaké  fázi  překladu (a  tím pádem nad  jakou reprezentací  kódu)
provedeme alokaci registrů. Obecně bývá nejefektivnější provést alokaci až v jedné ze závěrečných
fází, kdy má překladač k dispozici všechny módy adresace a přímou reprezentaci instrukcí pro práci
s pamětí. Může být ale provedena i na vyšší úrovni abstrakce, avšak potom bývá obvykle několik
registrů překladačem vyhrazeno jako režie některých operací [1]. 
S reprezentací souvisí i možnost provést alokaci nad static single assignment formou (SSA).
Zjednodušeně řečeno se jedná o úpravu mezikódu, která zajistí, aby bylo do každé proměnné zapsáno
právě jednou.  Tento formát  často vede k zvýšené efektivitě  algoritmů.  Představeno bylo  několik
takových  algoritmů  pro  alokaci  registrů,  nicméně  jejich  popis  a  implementace  je  proti  běžné
reprezentaci instrukcí značně složitější, a proto byla tato možnost v této práci opuštěna [1][3][4].
Nejčastěji se problém alokace řeší na globální úrovni převedením na problém barvení grafu.
Dále  se  budeme  věnovat  právě  takové  variantě  uvedené  v  [1],  ačkoliv  jich  je  mnoho  dalších.
Podrobnosti výběru budou vysvětleny při popisu jednotlivých částí algoritmu [1].
Před  samotnou  alokací  se  musíme  rozhodnout,  jaké  zvolit  alokační  jednotky,  a  které  typy
proměnných do registrů umisťovat. Kromě očividné volby alokace proměnných do registrů lze zvolit
i alokaci sítí nad proměnnými. Sítí se neformálně rozumí maximální sloučení du-řetězců, které mají
společné  použití.  Efektivně  se  tím  oddělí  alokovaná  hodnota  od  jejího  označení.  Typickým
příkladem,  kdy se  opakuje  název proměnné,  bývají  iterační  proměnné  cyklů.  Do registrů je také
obvykle  vhodné  umisťovat  všechny  typy  proměnných,  tedy  ne  jenom  dočasné  a  lokální,
ale i globální [1].
Graf  pro  alokaci  budeme  tedy  sestavovat  ze  sítí,  kde  hrany  budou  reprezentovat  vztah
interference mezi uzly. V tomto smyslu interference znamená, že dané sítě jsou zároveň živé podle
liveness  analýzy,  a  nemohou  být  tedy  umístěny  ve  stejném registru.  Přesněji,  pokud  je  síť  živá
na pozici některé z definic jiné sítě, pak spolu vzájemně interferují. Součástí grafu jsou také dostupné
registry jako uzly, jelikož to umožňuje podrobně vyjádřit závislosti mezi sítěmi a registry. Například
reálná čísla běžně nemohou být umístěna ve všech registrech, což lze vyjádřit pomocí interference.
S vyjadřovací schopností grafu souvisí i předbarvení uzlů, kterým vyjádříme požadavek na umístění
sítě do daného registru. Takto lze postupovat například u operandů funkcí předávaných v registrech.
Samozřejmě uzly reprezentující registry jsou také předbarveny a s ostatními registry interferují. Graf
interference, jak se alokační graf obvykle nazývá, musí umět interference rychle vyhledat a zároveň
nesmí být příliš paměťově náročný. Typicky lze využít pro různé kroky dvou reprezentací – pomocí
matice a nebo množiny seznamů [1].
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Algoritmus postupuje ve dvou smyčkách následujícím způsobem [1]:
1. Sestaví sítě z du-řetězců.
2. Vytvoří graf interference v podobě matice.
3. Odstraní některé kopírovací instrukce mezi sítěmi, které vzájemně neinterferují a tím je spojí
do jedné. Tato fáze se jmenuje register coalescing nebo register subsumption.
4. Pokud byly odstraněny některé kopírovací instrukce, přejdi na bod 1.
5. Sestav reprezentaci grafu interference pomocí seznamů.
6. Vypočti nebo odhadni přibližnou cenu, jakou by stálo uložení dané sítě do paměti.
7. Redukuj graf za použití heuristik. Tato fáze se jmenuje graph prunning.
8. Pokus se graf obarvit.
9. Pokud se  obarvení  nezdařilo,  ulož  některé  uzly grafu  do paměti  tak,  aby se  snížil  počet
interferencí mezi nimi a pokračuj bodem 1.
10. Barvení se zdařilo, a tedy lze jednotlivým uzlům grafu přiřadit registry.
Z bodu 3 vyplývá, že se při výpočtu interferencí do definic nezapočítávají vzájemné kopírovací
instrukce, jelikož by pak takové sítě vždy interferovaly. Register coalescing byl postupně představen
v dalších variantách, jelikož uvedený agresivní přístup může způsobit ukládání nadbytečného počtu
uzlů.  Ideální  je  v  tomto  směru  optimistický  coalescing,  který  sítě  sloučí,  ovšem  pokud  by
toto rozhodnutí  vedlo  k  dalším  ukládáním do  paměti,  může  ho  později  zvrátit.  Získá  tak  mírné
zlepšení v počtu spill instrukcí. Nicméně pro účely této práce je agresivní coalescing dostačující [5].
Výpočet  ceny  uložení  sítě  do  paměti,  zmiňovaný  v  bodě  6,  obvykle  zohledňuje  zanoření
proměnných v cyklech tak, aby se algoritmus vyhnul spouštění spill instrukcí s vysokou frekvencí,
což by mělo výrazný vliv na rychlost programu. Nicméně, jelikož je zaměření překladače především
na velikost  výsledného  kódu,  může  být  tato  část  vypuštěna.  Zpřesnění  ceny  by  mohl  překladač
dosáhnout také pomocí rematerializace hodnoty před jejím použitím. Rematerializace v tomto případě
označuje nové vypočtení hodnoty z původních operandů akce, pokud jsou ještě k dispozici [1].
Nyní se dostáváme k samotnému jádru řešeného problému a tedy jakým způsobem vyhledat
obarvení grafu. V algoritmu se jedná o kroky 7 a 8. Optimální obarvení grafu je obecně NP-těžký
problém, proto se místo toho snaží algoritmus graf zjednodušit. Principiálně vychází z těchto dvou
pozorování [1]:
1. Pokud graf obsahuje uzel, jehož stupeň je nižší než počet dostupných barev, pak odstranění
tohoto  uzlu  neovlivní  obarvitelnost  grafu.  Podle  tohoto  pravidla  tedy  můžeme  určit
obarvitelné části grafu.
2. Pokud graf  obsahuje  uzel  se  stupněm větším než počet  dostupných barev,  neznamená  to
nutně,  že  je  neobarvitelný.  Proto  po  vyčerpání  prvního  pravidla  optimisticky  vybereme
vhodný uzel  k odebrání z grafu s očekáváním,  že v době přiřazování  barev pro něj  bude
nějaká dostupná.
Ve  fázi  prunning  se  potom  postupně  odstraňují  uzly  z  grafu  podle  uvedených  pravidel.
Při aplikaci druhého z nich, které se označuje jako optimistická heuristika, vybíráme uzly k redukci
podle jejich ceny a stupně v grafu. Uzly ukládáme do zásobníku, přičemž si poznamenáváme aktuální
interference  v  době  odebrání  uzlu.  Následně  se  pokusíme  graf  obarvit,  přičemž  uzly  vybíráme
ze zásobníku  v  opačném pořadí.  Vycházíme  tak  z  předpokladu,  že  graf  je  obarvitelný.  Pro  uzel
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vybíráme  barvu  s  minimálním  indexem,  která  ještě  není  použita  v  jeho  uloženém  seznamu
interferencí [1]. 
Pokud obarvení selže, musíme vybrat vhodné kandidáty na uložení do paměti, čímž zajistíme
snížení počtu interferencí sítě díky jejímu rozdělení na menší úseky.  Tento krok odpovídá bodu 9
v uvedeném  algoritmu.  Podrobněji  se  uložením  sítě  rozumí  uložení  každé  definice  do  paměti
a načtení  hodnoty před každým jejím použitím.  V některých případech lze počet  těchto instrukcí
omezit, například pomocí rematerializace nebo pokud je daná hodnota už načtena dříve [1].
Předchozí  popis algoritmu alokace registrů barvením grafů považuji  za dostatečný pro tuto
práci, zájemce o podrobnější implementační detaily odkazuji na použitou literaturu.
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4 Současný stav problematiky
Vývoj překladače pokračuje na bázi předchozích verzí – původní v C++ a předchozí v Java, jimž
se věnují práce  [6] a  [7]. Podle toho se změnila i struktura jazyka,  proto si shrneme aktuální stav
překladače. Popis ALLL a předchozí verze AHLL v následujících podkapitolách  4.1 a  4.2 vychází
z [7], není-li uvedeno jinak. Při popisu gramatických pravidel se dále používá ANTLR v4 formát [8].
4.1 Jazyk ALLL
Nejprve bude představen jazyk ALLL (agentní jazyk nízké úrovně abstrakce9), jakožto cílový formát
překladače, na jehož bázi a možnostech je jazyk AHLL postaven [6].
ALLL byl  vyvinut na FIT, jedná se o procedurální textový jazyk uzpůsobený konkrétním
potřebám bezdrátových senzorových uzlů [9]. V současnosti existuje ve dvou mutacích, jedné určené
přímo pro bezdrátové senzorové uzly, a druhé spustitelné v simulátoru T-Mass [10]. V překladači je
podporována pouze varianta určená k simulaci, proto se dále budeme věnovat pouze této verzi.
4.1.1 Struktura programu v ALLL
Program v  jazyku  ALLL je  označován jako agent.  Agent  strukturálně  obsahuje  sekci  s  hlavním
plánem, neboli samotným vykonatelným programem a sekci znalostí10, což je víceméně samostatná
databáze.  Položky  v  bázi  znalostí  mohou  být  buď  uspořádané  n-tice  (seznamy)  nebo  další
vykonavatelné  plány.  Formální  definice  těchto  struktur  (v  pořadí  agent,  záměr,  báze  znalostí)  je
následující:
agent : intention database ;
intention : '>intention' ':' plan ';' ;
database : '>database' ':' (listRecord | planRecord)* ;
Běžný seznam je uzavřen v závorkách (oproti  dotazovacímu seznamu,  viz dále).  Položky
seznamu jsou odděleny čárkou a seznamy mohou být skládány hierarchicky:
listRecord: '(' Atom ( ',' Atom)* ')' ';' ;
Plány uložené v bázi znalostí jsou označeny vyhledávacím klíčem:
planRecord : '{' Atom ';' plan '}' ';' ;
Samotný plán se potom skládá z akcí, které jsou odděleny čárkou:
plan : '<' action+ '>' ;
Literály a identifikátory označované jako atom se skládají z malých a velkých písmen, číslic a
znaků podtržítka, plus, mínus a tečky:
9 Agent low level language
10 Belief base
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Atom : ( [a-zA-Z0-9] | '_' | '+' | '-' | '.' )+ ;
4.1.2 Akce plánu
Základní  atomickou  operací  jazyka  je  akce (dále  též  někdy označena jako instrukce).  Akce jsou
sdružovány do plánů, přičemž akce v něm jsou vykonávány sekvenčně. Plány mohou být vnořené
pomocí  instrukce přímého spuštění,  která  daný plán zahrnuje.  Některé  akce mohou selhat,  v tom
případě  dojde  k  ukončení  plánu,  jeho  smazání  z  aktuálního  záměru  a  vykonávání  pokračuje
v nadřazeném plánu, pokud nějaký existuje. V jazyku není přímo podporován žádný konstrukt pro
selekci ani iteraci, nicméně za použití báze znalostí lze obou dosáhnout. Podrobněji jsou dostupné
akce (v přiložené gramatice se jedná o pravidlo action s alternativami) popsány v následovně11:
• přímé spuštění plánu '@' plan ;
Přímé spuštění plánu přejde k vykonávání zanořeného plánu uvedeného přímo v rámci dané
instrukce.
• nepřímé spuštění plánu '@^(' Atom ')' ;
Vyhledá v bázi znalostí plán identifikovaný daným klíčem Atom a vloží jej pomocí přímého
spuštění do aktuálního záměru. Pokud daný plán neexistuje, akce selže.
• vložení  seznamu do báze znalostí '+' list  ;
• vložení plánu do báze znalostí '+{' value ',' plan '}' ;
Vloží do báze znalostí plán identifikovaný pomocí výrazu value (viz níže).
• smazání záznamu z báze znalostí '-' (list | query) ;
Smaže  uvedený  seznam  z  báze  znalostí.  Pokud  se  jedná  o  dotazovací  seznam  query
(viz níže), smaže všechny n-tice odpovídající dané šabloně.
• smazání plánu z báze znalostí '-^(' template ')' ;
Smaže plán odpovídající zadanému  identifikačnímu výrazu.
• dotaz do báze znalostí '#' query ;
Vyhledá v bázi znalostí všechny n-tice odpovídající danému dotazovacímu seznamu a uloží
výsledek do aktivního registru.
• volání služby platformy '#' list
Předá platformě popis služby k vykonání. Dostupné služby jsou platformně závislé.
• odeslání zprávy '!(' value ',' list ')' ;
Odešle zprávu s obsahem list na adresu na agenta identifikovaného pomocí value.
• přijetí zprávy '?(' template ')' ;
Přijme zprávu ze stanice označené pomocí 
• změna aktivního registru '$' Integer ;
Nastaví aktivní registr podle zadaného číselného indexu Integer. Aktivní může být zároveň
pouze jeden registr a stává se tak cílem pro akce s návratovou hodnotou.
11 Vložení do báze znalostí a smazání z báze znalostí je rozepsáno na dvě akce pro snazší vysvětlení.
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V  předchozím  odstavci  zmiňované  pravidlo  value může  být  buď  Atom nebo  registrový  výraz.
Pravidlo template zahrnuje symbol unifikace '_' a také Atom nebo registrový výraz. Při vykonávání
se  unifikační  symbol  nahrazuje  libovolnou odpovídající  položkou.  Pravidlo  list označuje  běžný
hierarchický  seznam,  který  jako  položky  může  obsahovat  value.  Podobně  query označuje
hierarchický  dotazovací  seznam  skládající  se  z  template.  Pravidla  plan a  Atom jsou  uvedena
v předchozí kapitole 4.1.2. Kompletní gramatika je uvedena v příloze 2.
4.1.3 Maturace registrů
Registrový výraz může  mít  kromě čísla registru i  prefix určující  takzvanou úroveň.  Vyjadřuje  se
odpovídajícím počtem apostrofů. Tato úroveň se při každém přímém nebo nepřímém spuštění plánů
snižuje o 1 až do úrovně 0, tedy bez prefixu. Při vykonání akce se registrové výrazy v operandech
s nulovou  úrovní  nahrazují  aktuálním obsahem registrů.  Nicméně  registrové  výrazy  s  nenulovou
úrovní způsobí pád plánu. Takový způsob nahrazování se nazývá maturace registrů [11].
4.2 Předchozí verze AHLL
Agentní jazyk vysoké úrovně abstrakce (AHLL) je taktéž procedurální jazyk.  Syntaxe je podobná
jazykům z rodiny C. Následující popis vychází z předchozí práce a zdrojových kódů překladače.
Program v AHLL se skládá z deklarací a definic globálních proměnných,  definic konstant,
služeb a plánů, a záměru main, který je vstupním bodem programu. Následující úryvek kódu ilustruje
jednotlivé konstrukce v uvedeném pořadí:
var a, b;
a = 1; b = [];
const COLOR = “red”;
service head(x) { … }
plan fact(y) { … } 
main () { … } 
Příklad 1: Deklarace proměnné a, b, definice proměnné a, b, definice konstanty COLOR, definice
služby head, definice plánu fact a definice plánu main.
Každý příkaz služby nebo plánu se  ukončuje  středníkem.  Definice  služby může  obsahovat
pouze volání služby platformy pomocí příkazu  call následované příkazem  return.  Pokud služba
nevrací hodnotu, lze to označit pomocí return null.
Plán  podporuje  příkazy  pro  větvení  if a  else,  kde  větev  else je  volitelná.  Pro  iteraci
při splnění podmínky cyklu slouží příkaz while. AHLL umožňuje i iteraci nad položkami seznamu
pomocí  příkazu  foreach,  přičemž  pro  položku  je  deklarována  nová  proměnná.  Ukázka  opět
na následujícím příkladě:
if (a > 1) { … } else { … } 
while (1) { … }
foreach x in [1, 2, 3] do { … }
Příklad 2: Příkazy if, else, while, foreach. Smyčka while je nekonečná.
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Tyto  konstrukce,  stejně  jako  plán,  a  případně  samostatný  blok  ohraničený  složenými
závorkami,  vytváří  nový  rozsah  platnosti,  ve  kterém lze  vytvořit  lokální  proměnné  a  konstanty.
Při shodě názvů s globální  proměnnou nebo konstantou (nebo předchozí  deklarací  v  nadřazeném
rozsahu platnosti) dojde k překrytí původní deklarace.
Z plánu lze pomocí příkazu zavolat další plány nebo služby.  Plán i služba mohou přijímat od
volajícího  operandy  (deklarované  parametry  x,  y v  příkladě  1),  jejich  počet  je  ovšem  omezen
maximálně na 2. Toto omezení  je dáno způsobem předávání parametrů v registrech. Agent může
komunikovat s dalšími agenty pomocí příkazů pro odeslání a přijmutí zprávy.  Příkazem může být
i výraz. Výrazy se skládají z proměnných, konstant, operátorů, volání služeb nebo přijmutí zprávy.
Dostupné operátory jsou shrnuty v tabulkách 1 a 2.
V předchozí verzi navíc přibyla podpora modularity pomocí direktivy preprocesoru #include.
Nicméně sémantika jazyka vyžaduje, aby před použitím byl symbol deklarován. Záleží tedy na pořadí
deklarace  plánů,  služeb,  ale  i  proměnných  a  konstant,  což  je  pochopitelné  u  lokálních  symbolů,
ovšem u těch globálních to vyžaduje zvýšenou pozornost. Podrobnější popis předchozí verze AHLL
včetně gramatiky lze nalézt v [7].
4.3 Analýza předchozí verze překladače 
z hlediska možností dalšího vývoje
V  této  kapitole  budou  shrnuty  a  vyhodnoceny  jak  programové  prostředky  použité  na  vývoj
předchozího  překladače  tak  jednotlivé  aspekty  implementace,  které  přímo  nebo  nepřímo  mohou
ovlivnit vývoj optimalizace alokace registrů i budoucí vývoj překladače. Pokud není uvedeno jinak je
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Operátor Význam
* násobení
/ dělení
% modulo
+ součet
- rozdíl
> větší než
>= větší rovno
< menší než
<= menší rovno
== rovnost
!= nerovnost
&& logický součin 
|| logický součet
Tabulka 1: Binární operátory AHLL. Převzato z [7].
Operátor Význam
+ plus
- mínus
! negace
++ inkrementace (prefix)
++ inkrementace (postfix)
-- dekrementace (prefix)
-- dekrementace (postfix)
Tabulka 2: Unární operátory AHLL. Převzato z [7] 
a upraveno.
primárním  zdrojem pro  následující  kapitolu  předchozí  práce  na  překladači  [7] a  k  ní  přiložený
zdrojový kód.
Překladač byl reimplementovaný v jazyku Java, především z důvodu změn syntaxe a možné
integrace s ostatními nástroji vyvinutými na FIT. V době zadání této práce již byly zveřejněny plány
na vydání  JDK 1.8 a k dispozici  tak budou nové možnosti  jazyka  Java podle JSR 337 [12][13].
V některých  případech  by  zvláště  použití  lambda  výrazů  mohlo  umožnit  napsání  flexibilnějších
algoritmů, například pro průchod grafem.
Překladač  se  skládá  z  několika  oddělených  modulů.  Schéma  jejich  propojení  zachycuje
následující obrázek 2 na následující straně.
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Obrázek 2: Schéma struktury předchozího překladače. Převzato z [7].
Preprocesor  splňuje  pouze  funkci  přímého  vkládání  požadovaných  závislostí  programu.
Vyhledání závislostí je řešeno rekurzivně a záleží tedy na jejich pořadí ve zdrojovém kódu. Vzhledem
k omezení kladenému na pořadí použití symbolů (viz  4.2), nelze vytvářet cyklické závislosti mezi
jednotlivými částmi. Vhodné by bylo tyto restrikce odstranit.
Ze zdroje sloučeného preprocesorem se generuje abstraktní syntaktický strom (dále jen AST12).
Lexer, parser i konstrukci AST poskytuje na základě gramatiky jazyka nástroj ANTLR verze 3 [14].
Parser zatím nepodporuje levě rekurzivní pravidla, proto jsou výrazy AHLL, jež do takové kategorie
spadají, v gramatice zapsány poměrně nepřehledně [8]. Výsledný AST se ve výchozím stavu skládá
z uniformních  uzlů.  Knihovna  neumožňuje  jejich  diferenciaci  přímo,  ale  uživatel  může  před
sestavením  AST  poskytnout  vlastní  třídu  pro  tvorbu  uzlů  s  rozhraním  CommonTreeAdaptor,
a zároveň  diferencovat  uzly  jako  potomky  třídy  CommonTree.  Vytvoření  algoritmu  na  průchod
stromem je  taktéž  ponecháno na uživateli  [15].  ANTLR verze  4  mimo  jiné  oba  tyto  nedostatky
adresuje a pro budoucí udržování projektu by tedy bylo vhodné novou verzi zapracovat. Podrobněji
se ANTLR v4 věnuje kapitola 4.4 [16].
Následně je AST předán generátoru troj-adresného kódu (3AK, v kódu označován pojmem
MIR13), jenž jej v jednom průchodu transformuje na instrukce. Souběžně probíhá kontrola deklarací
a definic proměnných, ovšem někdy jsou díky způsobu sběru informací identifikovány neexistující
sémantické chyby.  Ilustruje to příklad  3 na další straně, jehož překlad selže mimo jiné s hlášením
Undefined  or  unitialized  variable.  Z  uvedeného  je  zřejmé,  že  k  ověřování  definice
proměnných  vychází  generátor  pouze  ze statického  pořadí  jednotlivých  příkazů,  bez  ohledu
na dynamické  chování  programu.  Toto  je  bezpochyby  vážný  problém,  omezující  případného
uživatele, a je nutné jej opravit. Možným řešením je danou kontrolu odstranit pro globální proměnné
nebo využít  interprocedurální  analýzy grafu volání  pro identifikaci  potencionálně nedefinovaných
proměnných.
Výsledné  instrukce  se  ukládají  do  instancí  třídy  MIRInstruction,  přičemž  odlišeny  jsou
řetězcovým kódem.  Je  zřejmé,  že  mnohé  instrukce  vykazují  v  mnoha  aspektech  stejné  chování,
avšak kategorizovány jsou minimálně a vždy externě. Patrné je to na implementaci optimalizačních
algoritmů, kde se běžně vyskytují dlouhé bloky switch-case konstrukcí.
Jako  první  z  dostupných  optimalizací  probíhá  vyhodnocení  konstantních  výrazů  v  době
kompilace, jež zajišťuje třída ConstantFolding. Nicméně implementace neošetřuje dělení nulou podle
očekávání,  místo  toho  dojde  k  výjimce  za  běhu  typu  ArithmeticException.  Správným  řešením
by měla být transformace na instrukci, která vždy způsobí selhání plánu.
12 Abstract syntax tree
13 Medium level intermediate representation
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var a, b;
plan p(){
  b = a + 1;
}
plan s(){
  a = 1;
}
main(){
  s();
  p();
  send(1,b);
}
Příklad 3: Legální kód AHLL, který by po vykonání měl na agenta identifikovaného číslem 1
odeslat  zprávu  2.  Překladač  detekuje  nesprávně  ve  výrazu  b  =  a  +  1 proměnnou  a jako
nedefinovanou.
Další  optimalizace (propagace konstant, propagace kopií a eliminace mrtvého kódu) vyžadují
vytvoření  grafu toku řízení.  I  zde se vyskytují  drobné nedostatky,  zvláště instrukce  HEAD,  jež má
získat  první  prvek  ze  seznamu  při  iteraci  v  cyklu  foreach,  by  měla  být  modelována  jako
potencionálně selhávající, protože pokud iterovaná kolekce neobsahuje žádné prvky, nemělo by dojít
ani  k  jednomu průchodu cyklem.  Dalšími  instrukcemi,  u  nichž zavedená abstrakce selhává jsou:
DIV (dělení),  MODULO a  CALL.  Všechny tři  mohou potencionálně selhat,  což by mělo  být  v  grafu
reflektováno. U instrukce CALL, tedy volání služby platformy, by stálo za zvážení rozšíření syntaxe
tak, aby programátor sám mohl rozlišit služby, které mohou potencionálně selhat. Bez těchto rozšíření
nelze rozumně implementovat eliminaci nedosažitelného kódu a samozřejmě je ovlivněna správnost
optimalizací, jež graf toku řízení interpretují.
Závěrečnou  fází  překladu  je  generování  cílového  kódu  ALLL  (ve  třídě  MIRtoALLL).
Jednotlivé části kódu jsou skládány pomocí textových maker. Takové řešení je vcelku jednoduché,
zamezuje však případným dalším analýzám a optimalizacím. Možnou alternativou je použít vhodné
objektové  reprezentace  jednotlivých  instrukcí.  Při  zkoumání  zdrojového  kódu  a  prezentovaných
výsledků předchozí  práce,  byl  identifikován  problém ve  způsobu předávání  parametrů  volanému
plánu. A to sice, že ačkoliv jsou parametry předávány v registrech, v cílovém plánu se tyto hodnoty
neukládají do lokální proměnné (parametru) a nelze je tedy později načíst jako operandy akcí. Tento
problém se neprojeví  v příkladech výpočtu faktoriálu a blikání  LED diodami,  ovšem v průchodu
agenta sítí existuje plán  notVis(i) { notVisited(i); notOn = i; },  kde se před přiřazením
do proměnné notOn generuje makro pro načtení parametru i, ačkoliv nebyl nijak uložen.
Samostatným problémem pro následující  vývoj  je způsob použitého testování.  V předchozí
verzi  byl  zvolen  poměrně  jednorázový  přístup  –  k  nalezení  je  6  instancí  statické  metody  Main
(v rozsahu 4-20 řádků) sloužící jako testy v kombinaci s příkazy  assert umístěnými na některých
místech v algoritmech. Nicméně velká část z těchto příkazů se zaměřuje na kontrolu očekávaných
parametrů (typicky například Tree2MIR), ale neověřuje správnost výstupu metody. Testy mají také
textový výstup, ten ovšem nelze rozumně vyhodnotit bez kompletní znalosti kódu. Pro další vývoj
jsou tyto testy těžko uchopitelné, kvůli velmi nízké adresnosti a specifikaci očekávaného chování,
a také pro složitější automatické spouštění. S rostoucí velikostí projektu musí být způsob testování
značně vylepšen, má-li se na něj v budoucnu opět navazovat. Na přiloženém archívu se zdrojovými
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kódy práce jsou pro ilustraci  umístěny i  příklady velmi  jednoduchých AHLL programů,  které se
nepodařilo kvůli různým chybovým stavům přeložit, ačkoliv jsou syntakticky i sémanticky validní.
Na  závěr  bych  ještě  chtěl  zmínit  problém  s  rekurzivním  voláním  plánů,  jež  byl  popsán
v předchozí  práci.  Ze  způsobu  generování  identifikátorů  proměnných  v  bázi  znalostí  vyplývá,
že rekurzivní plány pro ně používají statické pojmenování a v důsledku se tak chovají podobně jako
statické lokální proměnné v jazyce C.
4.4 ANTLR v4
ANTLR je podstatnou součástí překladače, jakožto hlavní nástroj použitý pro zpracování zdrojového
kódu  AHLL,  proto  budou  v  této  kapitole  uvedeny  zejména  nové  možnosti  poslední  dostupné
verze 4.2.2 [17]. Hlavní změnou pro uživatele jsou výstupní rozhraní, které ANTLR poskytuje. Nově
se místo AST generuje derivační strom (parse tree), jenž se poté zpracovává. Knihovna podporuje pro
průchod stromem generování  dvou typů  abstraktních  tříd.  První  typ,  Listener,  vyvolává  události
popisující  sestup,  na  něž  může  uživatel  knihovny  patřičně  reagovat.  Druhý  typ  implementuje
návrhový vzor Visitor, který navíc umožňuje ovlivnit způsob průchodu stromem [18]. Mimo jiné lze
tímto oddělit gramatiku od aplikačního kódu. Kontext dostupný  pro každý nalezený uzel je na rozdíl
od předchozí verze typovaný [8].
Rozdílu doznal  i  formát  souborů gramatik,  nyní  s  příponou  .g4.  Alternativy pravidla  lze
pojmenovat  pomocí  popisku za  znakem  '#' a  rozlišit  tak přesně konkrétní  událost,  k  níž  došlo,
včetně  získání  specifického  kontextu.  Podobně  v  rámci  pravidla  můžeme  jeho  části  pojmenovat
operátorem přiřazení '=' nebo sdružovat do kolekcí operátorem '+=', přičemž výsledek se ukládá do
odpovídajícího pole kontextu. Gramatiky se pomocí voleb mohou rozlišovat na kombinované, parser
nebo lexikální a podle typu vzájemně vkládat příkazem import [8].
ANTLR také umožňuje snazší zápis výrazů, jež ze své podstaty obvykle bývají přirozeně
popsány nejednoznačnými gramatikami. Pro specifikaci precedence operátorů se využívá implicitního
pořadí zápisu alternativ – preferuje se pravidlo uvedené dříve. Asociativita operátoru lze specifikovat
pomocí volby assoc, jinak se předpokládá levá asociativita. Výrazy jsou typicky také přirozeně levě
rekurzivní.  ANTLR  nyní  podporuje  zápis  přímé  levé  rekurze  –  tedy  v  rámci  jednoho  pravidla.
Podpory je dosaženo pomocí techniky precedence climbing [8].
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5 Změny syntaxe a gramatiky AHLL
Gramatika AHLL byla kompletně přepsána do formátu ANTLR v4, nicméně většina pravidel
(mimo výrazů) zůstala přibližně zachována, někdy s drobným zpřesněním. Kompletní zápis je uveden
v příloze 3. Jednotlivé úpravy jsou tyto:
• Pořadí  globálních symbolů  je  nezávislé,  deklarace symbolu  může  být  uvedena až po jeho
použití.
• Služby mohou být označeny klíčovým slovem  throws pro rozlišení,  které z nich  mohou
při běhu selhat.
• Upraven  byl  výraz  pro  návratovou  hodnotu  služby,  aby  intuitivně  více  odpovídal  jiným
jazykům.
• Deklaraci a definici proměnných lze zapsat v jednom příkazu.
• Syntaxe  konstrukce  foreach byla  upravena  tak,  aby  lépe  korespondovala  s  návrhem
ostatních řídících struktur a pravidel.
• Inkrementace a dekrementace je omezena pouze na symboly proměnných.
• Výrazy byly sloučeny do jednoho pravidla.
• Běžný seznam může obsahovat proměnné.
• Komentáře mohou být i víceřádkové, počáteční značka je /* a ukončovací */.
Některé změny a jejich implikace na návrh podrobněji popisuje dále tato kapitola.
Formální pravidlo pro program v AHLL je následující:
program :
(storageStatement | plan | service)* main (storageStatement | plan | service)*;
Použitá pravidla v něm mají význam podle očekávání – storageStatement označuje deklaraci
proměnné nebo definici proměnné či konstanty, plan, service a main v tomto pořadí definici plánu,
služby a hlavního záměru main. Má-li být zachována kontrola správného použití globálních symbolů,
vyžaduje volnost v jejich využití prvně sesbírat deklarované symboly a následně ověřit sémantickou
správnost programu při jejich použití v samotných plánech.
Pravidlo pro zápis služeb následující:
service : SERVICE id '(' idSequence? ')' THROWS? serviceBlock;
Od předchozí verze se v zásadě neliší, služba má název id, parametry idSequence oddělené
čárkou  a  serviceBlock s  definicí  všech  příkazů  služby.  Rozdílný  je  pouze  nepovinný  symbol
THROWS,  v kódu jako  throws, jenž umožňuje deklarovat službu, která může za běhu selhat. Tento
přístup má zásadní význam pro analýzu toku řízení, kterou bude potřeba rozšířit.
Dále  uvedu  pravidla  pro  definici  služby,  tedy  blok  obsahující  jediný  příkaz  služby
serviceBlock,  alternativy příkazu  služby  serviceStatement,  příkaz  návratu  hodnoty ze  služby
returnStatement a nakonec samotné volání služby platformy callStatement:
serviceBlock : '{' serviceStatement '}' ;
serviceStatement : returnStatement | callStatement ;
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returnStatement : RETURN callStatement ;
callStatement : CALL integralList SC ;
Symboly  RETURN a  CALL mají  textovou  hodnotu  return a  call,  integralList zahrnuje
hierarchický  seznam,  jehož  prvky  mohou  být  řetězcové  nebo  číselné  konstanty  a  symboly
proměnných a konstant.  Sémanticky,  pokud není  příkaz  retrunStatement použit,  nevrací  volání
služby platformy žádnou hodnotu, ani nezapisuje do aktivního registru.
Sloučení deklarace a definice proměnných bylo přidáno hlavně z důvodu vyššího komfortu
zápisu. Pravidla pro deklaraci a definici globálních proměnných jsou následující:
variable : VAR (variableDef | id) (',' (variableDef | id))* ;
variableDef : id ASSIGN valueLiteral ;
Název proměnné je popsán pravidlem id, valueLiteral zahrnuje buď symbol proměnné nebo
konstanty, řetězcovou nebo číselnou konstantu nebo hierarchický seznam integralList, složený z
vyjmenovaných prvků.
Proměnná cyklu  foreach je uvozena stejně jako ostatní lokální proměnné klíčovým slovem
var. Klíčové slovo do bylo nahrazeno kulatými závorkami kolem specifikace cyklu. Změny jsou tedy
spíše kosmetické. Podrobně je to vystiženo následujícím pravidlem gramatiky:
foreachStatement : 
FOREACH '(' VAR item=id 'in' (collection=id | valueList) ')' block ;
Za povšimnutí stojí, že se v něm dvakrát vyskytuje pravidlo  id, přičemž jednotlivé instance
jsou  rozlišeny a  uloženy do  pojmenovaných  polí  item a  collection,  tedy  položka  a  iterovaná
kolekce. Symbol FOREACH taktéž textově odpovídá svému názvu. Pravidlo block zahrnuje libovolné
množství  příkazů  uvozených  složenými  závorkami.  Hierarchický  seznam  valueList může  jako
prvky obsahovat pouze řetězcové nebo číselné konstanty, stejně jako v předchozí verzi.
Na závěr ještě uvedu pro ilustraci zkrácené pravidlo pro výrazy:
expression
: integralLiteral #literal
| '(' expression ')' #bracket
| id '(' expressionList? ')' #invoke
| RECEIVE '(' expression?  ')' #receive
| id INC #postIncrement
… 
| ADD expression #plus 
… 
| expression MUL expression #multiply
… 
| id ASSIGN expression #assign
;
Jak  již  bylo  zmíněno  dříve,  zápis  je  levě  rekurzivní  kvůli  binárním  operátorům.  Každá
z alternativ  se  jmenuje  odpovídajícím  způsobem,  což  ve  vygenerovaném  kódu  umožní  adresný
převod na instrukce 3AK.
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6 Nová struktura překladače
Návrh nové verze překladače, jež bude popsán dále v této kapitole,  vychází  především z důvodů
uvedených v kapitole 4.3, nových možností ANTLR v4 rozebíraných v kapitole 4.4 a změn v syntaxi
a sémantice AHLL popsaných v kapitole  5. Vzhledem k mnoha aspektům, které by bylo potřeba
změnit  při  integraci  alokace  registrů  do  stávajícího  překladače,  a  novým  možnostem  použitých
nástrojů, jsem se rozhodl pro kompletní reimplementaci překladače se zachováním pouze některých
částí v návrhu. Původní zadání počítalo s rozšířením překladače, přičemž by byly zachovány stávající
optimalizace. Tento cíl se nejspíše podaří splnit jen velmi omezeně. Nicméně vzhledem k tomu, že
operace pro načítání  operandů 3AK instrukcí  z báze znalostí  a  zpětné ukládání  výsledků operací
představují značnou část výsledného ALLL kódu, dá se i přesto očekávat dosažení značné úspory
velikosti cílového programu.
Na obrázku 3 na další straně je zobrazeno schéma jednotlivých částí překladače, jehož popisu
se bude věnovat zbytek kapitoly.
První z modulů, preprocesor, se od předchozí verze nijak zásadně strukturálně lišit  nebude,
poskytovat by měl téměř totožné funkce.
V další fázi bude zdrojový kód převeden na derivační strom a ve dvou průchodech – rozhraní
SymbolCollector a MirTransformer – transformován na instrukce mezikódu střední úrovně abstrakce
(dále jen MIR) a uložen do plánů. Pro každý průchod bude použitý jiný typ tabulky symbolů, ačkoliv
se stejným základem, protože jejich funkce se mírně liší.  Globální tabulka by měla umožnit  sběr
definic globálních konstant  a proměnných a kontrolovat,  zda nedošlo k žádné redefinici.  Lokální
tabulka oproti tomu bude zajišťovat podporu průchodu jednotlivými bloky plánu – rychlé ukládání
symbolů,  vyhledání  nejbližší  deklarace  použitých  symbolů  a  snadné  odstranění  deklarovaných
proměnných  s  rozsahem  platnosti  bloku  při  jeho  opuštění.  Použité  transformace  pro  vytvoření
instrukcí budou vycházet z předchozí práce [7]. MIR instrukce budou diferencovány do samostatných
tříd, aby mohly být kategorizovány díky implementaci různých rozhraní.
V  následujícím  kroku,  označovaném  rozhraním  MirPostPassTransformer,  musí  být  ještě
výsledný MIR kód  předzpracován  tak,  aby  volání  služeb  byly  nahrazeny přímo  jejich  obsahem.
Samozřejmě při té příležitosti může být ověřeno, zda se volání služby bez návratové hodnoty nebo
volání  plánu  nevyskytuje  ve  výrazech.  Přidány  musí  být  také  speciální  instrukce  přiřazení
reprezentující definice parametrů, tak aby byly zpracovatelné různými dalšími analýzami.
Návrh počítá i s implementací dvou optimalizací nad MIR instrukcemi, konkrétně vyhodnocení
konstantních  výrazů  a  eliminace  nedosažitelného  kódu.  Ve  schématu  se  jedná  o  rozhraní
ConstantFolding a  UnreachableCodeElimination. Zvoleny byly především pro svou jednoduchost a
očekávanou stabilitu v rámci kódu. První z nich může být dále využita při propagaci konstant.
Optimalizované plány se následně transformují na reprezentaci nízké úrovně abstrakce (dále
jen LIR14). Mapování mezi instrukcemi je přibližně 1:1, některé jako třeba invokace služby už nejsou
potřeba a přibudou instrukce pro uložení symbolu do báze znalostí a načtení zpět. Transformaci bude
zajišťovat rozhraní LirTransformer.
14 Low level intermediate representation
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Obrázek  3:  Schéma  hlavních  komponent  překladače.  Rozhraní  komponent  jsou  uvedena  v
boxech, mezi  nimi jsou buď plné šipky pro naznačení postupu překladu nebo čárkované spojnice
označující použití některých analýz.
Nad LIR instrukcemi nejsou zatím plánovány žádné optimalizace kromě alokace registrů. Před
samotnou  alokací  je  potřeba  zajistit,  aby  operandy  volání  plánů  byly  umístěny  ve  správných
registrech  –  tedy  předbarvení  jejich  definic.  Stejně  tak  je  potřeba  zajistit  propagaci  globálních
proměnných do volaných plánů a jejich zpětné načtení, pokud například byly během volání změněny.
To bude samozřejmě vyžadovat nějakou formu interprocedurální analýzy, pokud nemá být ukládání a
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načítání  příliš  obecné  a  tím  i  rozsáhlé.  Tyto  funkce  bude  poskytovat  implementace  rozhraní
LirPostPassTransformer.
Alokace registrů bude implementována ve třídě s rozhraním RegisterAllocation. Některé části
algoritmu,  který bude podrobně popsán v kapitole 3,  nejspíše bude možné dekomponovat  zvlášť,
například vytvoření sítí nebo výpočet ceny pro uložení symbolu do paměti. Hlavní datovou strukturou
alokace je graf interference modelovaný maticí. Java ve standardních knihovnách neposkytuje model
matice, proto bude použita vhodná externí knihovna.
Generování cílového kódu reprezentuje rozhraní CodeGenerator. Cílem ovšem nebude textová
reprezentace ALLL, ale instrukce mezikódu. Důvodem je oddělení struktury cílového kódu od jeho
formátu, což umožní lepší granularitu maker a libovolný výsledný formát, například s rozlišením na
čitelnost  nebo  strojové  zpracování.  Použité  transformace  LIR  instrukcí  budou  velmi  podobné
předešlému návrhu, drobného zlepšení může být dosaženo separací generování akce změny aktivního
registru a případně dalšími úpravami [7].
Závěrečnou  fází  překladu  je  transkripce  instrukcí  do  textové  reprezentace,  ve  schématu
označené rozhraními  AgentWriter a  AgentFormatter.  AgentWriter má zajišťovat kompletní export
jednotlivých částí agenta, kdežto AgentFormatter bude poskytovat formátovací značky na určených
vhodných místech.
Podstatnou částí překladače jsou samozřejmě vhodné analýzy k získání informací potřebných
na transformace kódu. Základní z nich je analýza toku řízení. Na rozdíl od předchozí verze by mělo
být  zpřesněno chování  některých instrukcí  popsané v kapitole  4.3,  což bude vyžadovat  složitější
propojení  některých  základních  bloků.  Jinak  se  ale  použitý  algoritmus  nezmění.  Analýzu  bude
zajišťovat implementace rozhraní ControlFlowAnalysis.
Nad  rámec  předchozí  verze  bude  součástí  překladače  analýza  reaching  definitions  a  live
variables  analýza  (dále  jen  liveness  analýza).  Ve  schématu  mají  označení  jako  rozhraní
ReachingDefinitionsAnalysis a LivenessAnalysis.
Reaching  definitions  analýza  bude  poskytovat  du-řetězce  a  ud-řetězce.  Využití  bude  mít
v kontrole, zda ve výrazu není použit výsledek volání plánu nebo služby bez návratové hodnoty a
také v úpravách před alokací registrů a v jejím průběhu – předbarvení operandů volání, propagaci
globálních proměnných mezi plány při volání, sestavení grafu interference, eliminace nadbytečných
instrukcí pro načtení a uložení proměnné do paměti atd.
Liveness analýza je nutná k určení, které globální proměnné se musí načíst při spuštění plánu,
tak aby byly dostupné v registrech v době použití. Také se využívá během alokace registrů pro určení
interferencí mezi sítěmi.
Dále  jsou  ve  schématu  zakresleny  komponenty  SSAAnalysis,  DominanceAnalysis
a DominanceFrontiersAnalysis,  které  v  uvedeném  pořadí  poskytují  transformaci  do  single  static
assignment formy, určení dominujících uzlů v CFG a výpočet dominance frontiers pro uzly CFG.
Ze schématu také vyplývá, že nejsou plánovány v této verzi překladače k využití.  Původní záměr
počítal s alokací registrů s využitím SSA formy, nebo případně propagace kopií, avšak implementace
stávajících  částí  se  ukázala  být  příliš  časově  náročná,  takže  od  toho  bylo  upuštěno.  Nicméně
implementovány jsou a bezpochyby najdou v dalších verzích využití.
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7 Implementace
V této kapitole budou podrobněji popsány některé implementační detaily práce. Mimo to se na úvod
krátce věnuje i orientační struktuře projektu a použitým externím knihovnám.
7.1 Struktura projektu
Základním balíčkem projektu je  cz.vutbr.fit.ahll a  všechny zdrojové soubory jsou umístěny
v hierarchii pod ním. Dále v textu nebudu tento prefix uvádět, ale implicitně jej předpokládám. Názvy
balíčků reflektují buď využitou interní reprezentaci, nebo účel. Balíček application obsahuje třídy
obsluhující spuštění a inicializaci překladače. Algoritmy a pomocné třídy s využitím napříč projektem
jsou umístěny v  common.  Pro gramatiky a  z  nich generované zdrojové kódy je  vyhrazen  balíček
grammars.  Podle  reprezentace  se  jmenují  balíčky  mir,  lir,  ale  také  intermediate pro  prvky
společné  oběma  úrovním reprezentace.  AHLL  kód ve  zdrojové  formě  označuje  balíček  source
a po zpracování  ANTLR  parserem  balíček  lang.  Závěrečná  forma  mezikódu,  tedy  ALLL,  má
stejnojmennou  hierarchii  –  alll.  V  druhé  úrovni  obvykle  bývá  vyjádřen  účel  –  například
intermediate.analyzes obsahuje  implementaci  většiny  dostupných  analýz  a  nebo
mir.instructions třídy  všech  MIR  instrukcí.  Projekt  obsahuje  330  samostatných  zdrojových
souborů, přičemž přibližně třetina z nich jsou třídy instrukcí nebo jejich rozhraní.
7.2 Použité knihovny
Projekt  je  koncipován  jako  velké  množství  vzájemně  se  doplňujících  služeb.  Abych  se  vyhnul
komplikacím v  jejich  inicializaci  a  při  vkládání  závislostí  objektům,  zvolil  jsem pro  tento  účel
knihovnu Spring  Framework.  Dostupné  služby jsou  označeny anotací  @Component  a  pro  jejich
vložení  do objektu přes pole nebo metodu je nutné daný člen označit anotací @Inject. Pokud bylo
potřeba  speciálních  kolekcí,  které  nejsou  součástí  standardních  Java  knihoven,  využil  jsem třídy
poskytované  projekty  Guava  a  Apache  Commons  Collections.  Dále  pro  usnadnění  některých
manipulací s řetězci  byla vhodná knihovna Apache Commons Lang. Kvůli podpoře práce s maticemi
byla  připojena  knihovna  Colt.  Informativní  logovací  výstup  zajišťuje  v  projektu  knihovna  log4j.
Ke zpracování parametrů příkazové řádky se používá knihovna Jcommander. Samozřejmě, jak bylo
zmíněno dříve,  parsování  zdrojových kódů zajišťuje  ANTLR v4.  Externím závislostem použitým
při tvorbě testů se věnuje kapitola 8 [19][20][21][22][23][24][25][16].
7.3 Implementace komponent
Jelikož je implementace poměrně rozsáhlá, nelze se v rámci práce věnovat všem implementačním
detailům. Vybrány proto byly důležité nebo jinak zajímavé části.
Průchod grafem do hloubky implementuje  třída DepthFirstSearchIterator v balíčku  common.
Interně  si  udržuje  množinu  navštívených  uzlů,  aby  bylo  možné  zajistit  průchod  grafem
bez opakování.  Stejně tak udržuje i  seznam otevřených iterátorů, jenž poskytují  potomky expanze
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uzlu, což umožňuje načítat jednotlivé prvky až v době použití. Vnitřně tento iterátor používá i třída
PostOrderIterator, která umožňuje post-order průchod grafem, a také třída ReversePostOrderIterator
zajišťující reverzní post-order průchod. Nicméně reverzní průchod vyžaduje, aby byly všechny uzly
grafu načteny předem a poté seřazeny. Za zmínku v balíčku common stojí ještě EventAggregatorImpl,
jenž poskytuje komponentám překladače možnost registrovat se k odebírání různých typů událostí,
které pak mohou jiné komponenty libovolně publikovat.  Efektivně se tím oddělí  přímé závislosti
mezi nimi, pokud nejsou potřebné jinak než pro notifikaci.
MirTransformerVisitor  v  lang.parser transformuje  derivační  strom  na  MIR  instrukce.
Při průchodu využívá  lokální  tabulku symbolů.  Instrukce před přidáním do plánu je  vždy držena
v zásobníku, dokud není přidána další, aby bylo možné ji případně ještě upravit. Například poslední
instrukce  podmínky  v  příkazu  if nebo  while se  přiřazují  přímo  do MIR instrukcí  IfInstruction
a TestInstruction,  a  proto  se  jejich  přidání  do  plánu  stornuje.  Zajímavé  je  také  zpracování
post-inkrementace  a  post-dekrementace.  Jelikož  v  době  vyhodnocení  podmínky  musí  mít  dané
proměnné stále svou původní hodnotu, jsou ve výrazu podmínky nahrazeny dočasnou proměnnou
a inkrementace  nebo  dekrementace  se  provede  před  ní.  Podobně  cyklus  foreach nesmí  změnit
iterovanou kolekci,  tudíž  se  vytváří  její  kopie.  Dočasné  proměnné  vytváří  samozřejmě  i  překlad
výrazů, nicméně pokud se ve výrazu narazí na přiřazení do proměnné, přiřazení se nemusí generovat,
pokud  je  v  zásobníku  jiná  instrukce  vracející  hodnotu  a  lze  jí  tedy  rovnou  nastavit  nalezenou
proměnnou jako cílový symbol.
MirConstantFolding  z  balíčku  mir.optimizations zajišťuje  optimalizaci  vyhodnocení
konstantních  výrazů.  Na  rozdíl  od  předchozího  překladače  je  vyhodnocení  instrukcí  delegováno
přímo na jejich instance. Navíc bylo vyřešeno dělení 0. Nyní způsobí nahrazení původní instrukce
instancí  třídy  FailInstruction.  Třída  MirUnreachableCodeElimination  provádí  eliminaci
nedosažitelných bloků podle velmi jednoduchého algoritmu uvedeného v  [1]. Principiálně odstraní
bloky,  které  nemají  vstupní  blok plánu jako předka.  Mírně jej  však rozšiřuje  v případě nalezení
nekonečné  smyčky.  Pro  správné  dokončení  překladu  totiž  musí  doplnit  ukončovací  instrukce
k řídícím strukturám, v nichž je smyčka právě zanořena.
K  získání  potřebných  informací  o  používání  globálních  proměnných  provádí  komponenta
LirPostPassTransformer  z  balíčku  lir.transformers iterativní  analýzu  toku  dat  nad  stromem
volání.  K  inicializaci  množin  proměnných,  které  plán  potřebuje  načíst  nebo  uložit,  využívá
komponenta  liveness analýzy.  Při  předbarvení  operandů volání  vytváří  pro každý operand novou
dočasnou  proměnnou,  pokud  se  již  nejedná  o  hodnotu  neobarvené  dočasné  proměnné  s  jedinou
definicí.
Třída RegisterAllocationImpl je umístěna v balíčku lir.optimizations a zajišťuje provedení
alokace  registrů  barvením grafů.  Konstrukce sítí  nad  du-řetězci,  jež  jsou  alokačními  jednotkami,
se deleguje  na  třídu  WebAnalysisImpl  z  intermediate.analyzes.  Implementace  této  analýzy
samozřejmě  nesmí  sloučit  různě  obarvené  definice.  Dále  graf  interference  poskytuje  třída
InterferenceGraph opět  v  lir.optimizations.  Pokud se  nepodaří  při  alokaci  graf  vybarvit,  jsou
vybrány  uzly  pro  uložení  do  paměti.  Nejsou  však  uloženy uzly,  které  nemají  přiřazenou  barvu,
ale některé  z  jejich  obarvených interferencí,  jelikož pro  uložení  výpočtu  už není  dostupný volný
registr.  Heuristika  pro  vybírání  uzlů  nejprve  u  každého  vhodného  kandidáta  získá  počet  použití
symbolu  ve  všech  definicích  sítě,  kterou  se  nepodařilo  obarvit.  Získáme  tím  přehled  o  využití
symbolu v jejím rozsahu životnosti a můžeme tak preferovat sítě s nejmenším využitím. Druhotné
řazení je podle poměru ceny uložení do paměti a počtu sousedních uzlů při barvení, což odpovídá
preferenci uzlů s co největším propojením v grafu. Odhad ceny uzlu pro uložení do paměti poskytuje
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třída  SpillCostProviderImpl  z  lir.analyzes.  Pro  její  výpočet  používá  jako  aproximaci  součet
transformací  instrukce pro uložení  do paměti  a instrukce pro načtení  z paměti  do cílového kódu.
Odhad tedy není ovlivněn zanořením sítě v cyklech. Po provedení alokace ještě dochází k smazání
nepotřebných  spill  instrukcí.  Tuto  funkcionalitu  poskytuje  třída  DeadSpillEliminationImpl
z lir.transformers.  Odstraní  všechny  instrukce  ze  sítí,  které  obsahují  pouze  načtení  symbolu
bez jeho dalšího využití, nebo naopak ukládají symbol, bez jeho předchozí definice. Na závěr alokace
jsou ještě uloženy registry plánů pro jejich izolaci.  Všechny registry se považují za callee-saved,
tedy před jejich vužitím je musí uložit volaný plán. Vybrány jsou všechny registry, které mohly být
změněny v libovolném nadřazeném plánu, tedy maximum jejich registrové zátěže, ale ne více než jich
používá aktuální plán na definice proměnných, a to bez započítání definic parametrů, jelikož ty jsou
plánu předávány.
Po  alokaci  následuje  překlad  do  ALLL instrukcí,  který  zajišťuje  třída  CodeGeneratorImpl
z balíčku  alll.  Pokud byla  alokace registrů  vypnuta,  umožňuje  generátor  cílového kódu provést
alokaci ve standardním pořadí – tedy registry 1, 2 budou obsahovat operandy akce a výsledek se uloží
do  registru  3.  Od  předchozí  verze  se  liší  i  tím,  že  negeneruje  přímo  identifikátory  symbolů.
Za zmínku  stojí  i  způsob  udržování  informace  o  aktuálním  aktivovaném  registru.  Samozřejmě
se musí změnit při každé instrukci, jenž definuje novou hodnotu, nicméně musí být také vynulována
při každém vstupu a výstupu z plánu, což po transformacích odpovídá příkazům přímého a nepřímého
spuštění. Na rozdíl od předchozí verze ukládá tato implementace parametry jako lokální proměnné.
Rozdílné  je  i  umístění  značky  pro  rozlišení  větví  konstrukce  if-else –  nově  se  vkládá  ihned
za vyhodnocení podmínky tak, aby při selhání větve if nedošlo ke spuštění větve else. Značka má
tvar ".i" +  id, kde  id značí číslo příkazu. Nově přibyla transformace instrukce pro selhání plánu,
implementována je taktéž pomocí značky, konkrétně se pokusí smazat ".f", přičemž se předpokládá,
že  žádná  taková  značka  není  v  databázi  umístěna.  Při  transformaci  instrukce  nerovnosti
NotEqualInstruction  se  používá  značka  ".c"  pro  odlišení  správné  větve.  Zpracování  instrukce
ukládání do báze znalostí StoreInstruction musí rozlišovat, zda obsahuje jinou definici, tedy instrukci
vracející hodnotu, nebo pouze ukládá symbol. Pokud obsahuje definici, vyhodnocuje se jako první
tato  definice  a  až  poté  se  uloží  výsledek.  Výjimku  tvoří  instrukce  přiřazení  AssignInstruction,
jejíž operand může být rovnou uložen. Taktéž uložení instrukce TailInstruction, která zajištuje návrat
na další  iteraci  cyklu  foreach,  vyžaduje  specifické  makro  tak,  aby  byla  proměnná  uložena  ještě
před generování  nepřímého  spuštění  plánu  cyklu.  Samozřejmě  pokud  ukládáme  symbol  do  báze
znalostí, musíme nejprve smazat původní hodnotu, což se stejně jako v předchozí verzi řeší přímým
spuštěním plánu obsahujícím odpovídající instrukcí smazání položky. Drobně se liší i identifikátory
plánů pro cykly, nově mají před původním názvem ".", tak aby se odstranil kolizní prostor mezi nimi
a uživatelsky deklarovanými plány [7].
Globální analýzu toku řízení provádí třída ControlFlowAnalysisImpl. Umístěna je jako většina
analýz v balíčku intermediate.analyzes. Identifikací základních bloků se příliš neliší od předchozí
verze,  ovšem  je  založeno  na  rozhraních.  Konkrétně  instrukce  mohou  implementovat  rozhraní
JumpInstruction a jeho další  varianty,  k  označení  instrukce podmínečného nebo nepodmínečného
skoku. Propojení probíhá taktéž podobně, nicméně logika byla  opět přenesena do instrukcí,  takže
instrukce skoku mohou rozlišit, zda některé z předaných návěští odpovídá jejich cílu. Navíc přibylo
rozhraní ThrowableInstruction, jež mohou implementovat instrukce způsobující případně pád plánu
jako dělení nebo volání služby platformy. Pro tyto instrukce skoku rozhoduje analýza o následnících
přímo,  musí  totiž  vyhledat  nejbližší  staticky  nadřazenou  řídící  konstrukci.  Výstupem analýzy  je
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seznam instancí třídy BasicBlock z  intermediate.analyzes, která obsahuje jednotlitvá propojení
mezi bloky. Rozhraní aplikovaná na instrukce jsou umístěna v intermediate.instructions.
Iterativní reaching definitions analýza se v kódu rozděluje na dvě části. První získává reaching
informace pro jednotlivé základní bloky a druhá potom zajišťuje propagaci této informace z počátku
bloku ke  konkrétní  instrukci.  Třída  ReachingDefinitionsAnalysisImpl  z  intermediate.analyzes
provádí první část. K realizaci analýzy sesbírá definice a transformuje je na bitové vektory, nad nimiž
dále pracuje. Výstupem je potom instance třídy ReachingDefinitionsQueryable, v tomtéž umístění,
jenž  umožňuje  získat  reaching  informaci  pro  konkrétní  pozici  v  plánu.  Podobně  je  rozdělena  i
liveness analýza na LivenessAnalysisImpl a LivenessQueryable.
Analýza  globální  dominance  mezi  základními  bloky  je  implementována  třídou  třídou
DominanceAnalysisImpl.  Zvolen  byl  rychlý  iterativní  algoritmus  uvedený  v  [26].   Rovněž  třída
DominanceFrontierAnalysisImpl,  jež poskytuje množinu dominance frontiers pro jednotlivé bloky,
využívá  iterativní  řešení  uvedené  v  [26].  Informace  získané  z  těchto  dvou  analýz  využívá
SSAAnalysisImpl pro převod instrukcí do single static assignment formy. Transformace nevyužívá
informace z jiných analýz a získává tedy pouze minimální formu [1].
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8 Testování a vývojové prostředí
Již z nového návrhu překladače bylo patrné, že projekt se značně rozroste a proto bude nutné zajistit
jeho patřičné testování. Ideálně se jevila varianta automatického testování, aby byla zajištěna koheze
změn při vývoji a při opravách chyb nedocházelo k regresím. K vytváření a běhu testů byl zvolen
framework  JUnit,  zvláště  pro  jeho  rozšířenost  a  jednoduchost  použití.  JUnit navíc  lze  dobře
integrovat s dalšími knihovnami jako Spring Framework [27][28]. 
Na celý projekt připadá 401 samostatných testů v přibližně 50 třídách. Všechny testovací třídy
dědí z některé z abstraktních tříd v balíčku tests. Jedná se o hierarchii rozdělenou podle účelu takto:
• TestBase – základní třída, určena pro libovolné testy,  například statické knihovní metody
bez závislostí
• UnitTestBase – dědí z TestBase a je určena pro testování objektů
• SUTTestBase15 -  dědí  z  UnitTestBase,  určena  je  pro  testování  komponent  překladače
importovaných frameworkem Spring a to včetně závislostí
V několika málo případech bylo potřeba otestovat izolovaně objekty vyžadující další služby
překladače. Tyto závislosti jsou simulovány pomocí ad-hoc vytvářených objektů16 se specifikovaným
chováním podle zadání testu [29]. Za tímto účelem byly začleněny knihovny PowerMock a mockito
[30][31]. Konkrétněji je třída TestBase anotována rozhraním @RunWith s třídou PowerMockRunner17
jako parametrem. JUnit díku tomu vyvolá PowerMockRunner ke spuštění testů ve třídách, které dědí z
TestBase.  SUTTestBase využívá  stejným  způsobem  třídu  SpringJUnit4ClassRunner18,  což
umožňuje  import  všech  požadovaných  komponent  testovaného  objektu  před  samotným
spuštěním [32].
Pro správu projektu a  řízení jednotlivých fází překladu jsem zvolil nástroj Maven. Primárním
kritériem  přitom  byla  možnost  automatického  získání  externích  knihoven,  specifikovaných  jako
závislosti projektu, tedy balíčkovací systém. Maven navíc podporuje celou řadu rozšíření. V projektu
je mimo jiné integrován ANTLR v4  Maven plugin pro automatizaci generování zdrojových kódů
ze souborů gramatik přímo během překladu a Maven Surefire Plugin kvůli automatickému spouštění
testů [33][34][35].
Pro psaní zdrojových souborů jsem použil vývojové prostředí  Netbeans, jelikož v době psaní
práce mělo podporu pro vývoj Java programů používajících JDK 1.8 a také dobrou integraci pro
projekty  spravované  nástrojem  Maven [36].  Netbeans umožňuje  vytvořit  a  poté  vizuálně  sbalit
anotované regiony. Vytváří se pomocí speciálních komentářů s XML značkami <editor-fold>, což
je důvod jejich častého výskytu v kódu [37]. Java na rozdíl od C# ve specifikaci nemá k tomuto účelu
určené speciální značení, tudíž jsou značky <editor-fold> závislé na editoru [38].
15 System under test
16 Mock objects
17 org.powermock.modules.junit4.PowerMockRunner
18 org.springframework.test.context.junit4.SpringJUnit4ClassRunner
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9 Vyhodnocení výsledků 
V této kapitole  budou představeny dosažené výsledky v porovnání  s  předchozí  verzí  překladače.
Nejprve je však potřeba uvést jeden z použitých příkladů, viz následující podkapitola.
9.1 Lokalizace pohyblivého uzlu v senzorové síti 
Jako  součást  vyhodnocení  této  práci  byl  implementován  agent  pro  lokalizaci  pohyblivého  uzlu
v senzorové  síti.  Nejprve  bude  stručně  popsán  princip  lokalizace  a  použité  služby  platformy.
Následovat bude vysvětlení struktury agenta.
Principiálně lze určit přibližnou pozici uzlu v síti vzhledem k jeho sousedům na základě síly
signálu,  jenž  vůči  nim  vykazuje.  Pokud  známe  pozici  stacionárních  uzlů,  můžeme  určit
i pravděpodobné absolutní umístění. Modelovým příkladem může být pohyb osoby po budově tak,
že u sebe  bude  mít  mobilní  uzel,  zatímco  na  specifikovaných  místech  budovy  budou  umístěny
nepohyblivé uzly. Pro sledování je tedy nutné detekování příchodu nového uzlu do sítě, periodické
ověřování síly signálu ke sledovanému uzlu a nakonec signalizace, že uzel již není v dosahu. 
Agent  využívá  služby platformy vycházející  ze  článku  [39],  které  zatím nebyly  v  T-Mass
implementovány.  Konkrétně se jedná o tyto služby:
• neighbours() umístí  do  aktivního  registru  seznam  sousedních  uzlů  ve  formátu
(NB, id, strength), přičemž id značí číslo uzlu a strength obsahuje sílu daného signálu.
• getNode() vloží do aktivního registru agenta číslo jeho uzlu.
Mimo to agent deklaruje a používá služby, pro něž jsou služby platformy již implementovány:
• append(list, item)  přidá na konec seznamu list položku item.
• hth(list) vrací druhou položku ze seznamu list.
• wait() uspí agenta na 1 vteřinu.
Algoritmus agenta je následující:
1. inicializuje stabilní seznam sousedních uzlů  initial a prázdný seznam sledovaných uzlů
tracked,
2. v nekonečné smyčce se uspí na 1 vteřinu a poté
3. zjistí aktuální seznam sousedních uzlů current,
4. porovná seznam  tracked s  current,  přičemž na základovou stanici odešle buď zprávu o
získané síle signálu nebo o ztracení uzlu z dosahu,
5. aktualizuje seznam sledovaných uzlů tracked, tj. už neobsahuje ztracené uzly
6. porovná seznam current s tracked a získá seznam nesledovaných uzlů notTracked
7. porovná seznam notTracked s initial, nenalezené uzly přidá do tracked a zároveň odešle
zprávu o novém uzlu základové stanici
8. a pokračuje dál ve smyčce (bod 2)
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Jednotlivá  porovnání  seznamů jsou pokaždé implementována  pomocí  dvou  foreach cyklů,
tedy se složitostí O(n2) , nicméně seznamy uzlů by neměly být příliš dlouhé. Kompletní kód agenta
je uveden v příloze 4. Pro zajímavost byla vytvořena i druhá verze, v níž se pro konstrukci seznamů s
pevným počtem položek nepoužívá služba append, ale zapisují se přímo, což umožňuje nová syntaxe
AHLL.
9.2 Porovnání výsledků
Hlavním  požadavkem  této  práce  bylo  dosažení  minimalizace  velikosti  výsledného  ALLL  kódu,
a proto byla  zvolena metrika podle počtu tisknutelných znaků.  Vyhodnocovány byly jak příklady
uvedené  v  předchozí  práci,  kde  lze  nalézt  jejich  podrobnější  popis,  tak  také  agent  umožňující
lokalizaci pohyblivého uzlu v senzorové síti popsaný v předchozí kapitole. Samozřejmě agenti museli
být drobně upraveni, protože syntaxe mezi verzemi se liší, nicméně změny by měly být pouze detailní
s  důrazem  na  objektivní  hodnocení  výsledků.  Problematický  byl  překlad  agenta  pro  lokalizaci
pohyblivého  uzlu,  jelikož  původnímu  překladači  selhala  komponenta  pro  provedení  optimalizace
propagace konstant na posledním zanořeném foreach cyklu. Pro získání výsledku byl proto nahrazen
dvěma  instrukcemi  volání  služby  hth(...),  jelikož  se  jejich  překlad  téměř  shoduje  s  instrukcemi
pro iteraci nad seznamem.
Následující tabulka už shrnuje výslednou velikost přeložených testovacích agentů:
původní bez alokace s alokací s alokací na 4 reg.
Blikání LED diodami 251 406 61,8% 257 2,4% 257 2,4%
Výpočet faktoriálu 460 337 -26,7% 147 -68,0% 147 -68,0%
Průchod agenta sítí 1078 1128 4,6% 571 -47,0% 541 -49,8%
Lokalizace pohyblivého uzlu I. 5422 4607 -15,0% 4156 -23,3% 3664 -32,4%
Lokalizace pohyblivého uzlu II. 3899 3478 3242
Tabulka  3:  Porovnání  počtu  tisknutelných  znaků  ALLL  kódu  na  příkladech.  Procentuální
hodnoty jsou uvedeny vzhledem k výsledku původního překladače.
Sloupec  původní odpovídá výsledkům předchozí verze překladače. Všechny ostatní sloupce
uvádějí hodnoty pro různé varianty překladu aktuálním překladačem. 
Konkrétně konfigurace pro sloupec bez alokace provádí ad-hoc alokaci stejně jako předchozí
verze. Rozdíly v něm tak většinově tvoří samotná použitá makra. Za povšimnutí stojí příklad blikání
LED  diodami.  Uvedený  nárůst  o  61,8  % způsobují  instrukce  pro  uložení  parametrů  při  vstupu
do plánu a jejich načítání jako operandů. Původní verze místo toho využila snížení úrovně registru
tak, aby se hodnota parametru  propagovala do operandů akcí okamžitě při spuštění plánu. Nicméně,
jak bylo zmíněno v kapitole  4.3, v příkladu průchodu agenta sítí se díky tomu generuje vadný kód.
Použít  maturaci  registrů místo ukládání parametrů by se dalo, pokud bychom omezili  další  zápis
do proměnné parametru nebo alespoň ověřili, že k němu nedochází.
Sloupec s alokací podle očekávání provádí alokaci registrů barvením grafu. Pro zajímavost byl
připojen i sloupec s alokací na 4 registry, aby byla vidět saturace použití registrů a z toho i případná
další  eliminace instrukcí  pro načítání  a ukládání  proměnných.  Jak lze vidět  z uvedených hodnot,
alokace umožnila podstatné snížení velikosti ALLL kódu. Výsledné zlepšení je průměrně o 35,2 %,
27
přičemž se do toho zahrnuje pouze alokace do 3 registrů a jen agenti pro průchod sítí a lokalizaci
pohyblivého  uzlu,  jelikož  tak  bylo  specifikováno zadání.  V  tabulce  jsou  k  tomu  relevantní  pole
vyznačena šedým pozadím. 
Drobný  rozdíl  výsledků  v  příkladu  blikání  LED  diodami  je  způsoben  jak  již  zmíněným
rozdílem  úrovní  použitých  registrů  tak  malými  rozdíly  v  názvech  některých  generovaných
identifikátorů.
Význam má také porovnání  výstupů aktuálního překladače.  Zvláště u agenta pro lokalizaci
pohyblivého uzlu je patrné jen malé zlepšení o 8,3 % mezi výstupy bez alokace a s alokací. Jedním
z důvodů je složitost příkladu, ale také použitá heuristika pro výběr uzlů k uložení do paměti. Nebere
totiž v potaz velmi krátké úseky mezi definicí proměnné a jejím okamžitým použitím, které nemá
prakticky žádný význam ukládat. Ilustrují to řádky 35-38 ve zdrojovém kódu (viz příloha 4), kde se
konstruuje zpráva k odeslání na základovou stanici a jejich překlad do ALLL na řádcích 216-234 (viz
příloha  5,  anotace  vpravo za  závorkami  jsou  vysvětleny v  další  kapitole).  Z  překladu je  patrné,
že dochází k častému ukládání proměnné msg, i když se vzápětí používá k další úpravě.
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10 Ověření správnosti překladače
Jelikož není v rámci rozsahu projektu možné provést formální verifikaci správnosti překladače, bude
alespoň  na  vyhodnocovaném  příkladě  nalezeno  mapování  mezi  původním  AHLL  a  přeloženým
ALLL programem. Alternativně by bylo možné porovnat výsledky běhu agenta z předchozí a aktuální
verze  překladače  pomocí  simulačního  nástroje  T-Mass,  nicméně  část  použitých  služeb  není
implementována a tak nelze agenta tak přímo interpretovat [7].
Správnost překladače budeme vyhodnocovat na příkladě průchodu agenta sítí tak, jak je popsán
v  předchozí  kapitole.  Nejprve  bude  představena  notace  a  způsob  přepisu  částí  výsledného  kódu
do pseudoinstrukcí.  Jejich  funkcí  je  především  umožnit  vizuálně  sledovat  tok  dat  mezi  registry
a databází a zároveň co nejvíce se přiblížit zápisu AHLL kódu.
Označení registru bude symbolem & s přidruženým odpovídajícím číslem, tedy například  &1,
bez  ohledu  na  úroveň  zanoření.  Instrukce  budou  mít  většinou  formát  <výsledek> ← <akce>,
případně pouze  <akce>.  Položka  <výsledek> označuje registr,  nebo proměnnou v daném registru
a <akce> je buď implicitně přiřazení nebo volání služby. Pro přiřazení bude dostačující uvést jako
operand na pravé straně zdrojový registr nebo proměnnou. Pokud výsledek nebo operand instrukce
odpovídá jak symbolu tak registru, bude uvedena obojí adresace. První bude vždy zapsán cíl instrukce
a  za  ním  bude  v  hranatých  závorkách  uveden  buď  použitý  registr,  nebo  odpovídající  symbol.
Například &1 [temp] značí použití registru 1, přičemž je v něm umístěna aktuální hodnota symbolu
temp. Naopak temp [&1] odpovídá uložení symbolu temp do báze znalostí za použití registru 1.
Prvním transformačním makrem je načtení proměnné z databáze. Skládá se z instrukcí dotazu
do báze znalostí a následného volání služby pro získání druhé položky ze seznamu, což odpovídá
hodnotě proměnné.  Uvozeno může být instrukcí přepnutí aktivního registru. V AHLL toto makro
nemá přímý ekvivalent a používá se pro načtení operandů akcí, které nejsou uloženy v registrech.
Přepis ukazuje následující příklad:
$1,
#[10found,_],
#(lst,(hth,'&1)),
Příklad 4: Vlevo ALLL kód pro načtení proměnné found z báze znalostí, vpravo za hranatou
závorkou přepis do pseudoinstrukce.
Dalším nezbytným makrem je uložení proměnné do báze znalostí. Jedná se o dvě instrukce,
první  pomocí  přímého spuštění  plánu smaže  proměnnou z  báze znalostí  a  druhá ji  naopak vloží
s odpovídající hodnotou zpět. Podobně, je-li výsledek nějaké akce rovnou uložen do báze znalostí, je
instrukce  pro  operaci  vložena  mezi  tyto  dvě  instrukce,  viz  příklad  na  následující  straně.  Přepis
do pseudoinstrukce přibližně odpovídá AHLL příkazu pro přiřazení hodnoty do proměnné.
29
 
 
 ]  &1←found
@<-[2tracked,_]>,
+((2tracked,())),
(a)
@<$1, -[4current,_]>,
#(n),
+((4current,'&1)),
(b)
Příklad  5: Vlevo ALLL kód pro uložení prázdného seznamu do proměnné  tracked (a) nebo
provedení operace volání služby neighbours a uložení výsledku do proměnné current (b). Vpravo
odpovídající přepis do pseudoinstrukce.
Odpovídající  logický  přepis  bude  ve  výsledku  uveden  i  pro  AHLL  konstrukce  if-else,
foreach a  příkaz  send.  Cyklus  foreach se  dělí  na  dva  příkazy  –  head a  tail,  což  odpovídá
jeho transformaci do MIR instrukcí. Větve if-else konstruce se značí téměř shodně jako v AHLL,
což platí i pro send.
Názvy dočasných proměnných jsou číselné, ale na rozdíl od použitých číselných konstant 0 a 1
víceznakové.
Kompletní  transkripce je uvedena v příloze  5, přičemž ve výsledku nebyla  nalezena žádná
diskrepance. Jedná se však pouze o vizuální kontrolu logiky programu a tedy jen velmi omezené
ověření správnosti.
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 ]  current [&1]← neighbours( )
 
 ]  tracked←[ ]
11 Možnosti dalšího vývoje
Překladače většího rozsahu mnohdy poskytují až stovky různých optimalizací, proto je bezpochyby
z čeho vybírat pro další vývoj. V této kapitole budou krátce shrnuty jak možnosti rozšíření stávajících
optimalizací v překladači,  tak vhodné další optimalizace vybrané zvláště podle kritéria důležitosti
a zaměření na snížení velikosti cílového kódu [1].
Předně se nabízí různá vylepšení alokace registrů – například optimistické sloučení uzlů místo
agresivního  nebo  nalezení  přesnější  heuristiky  pro  výběr  uzlů  interferenčního  grafu  k  uložení
do databáze. Vylepšit lze i ukládání registrů ve volaných plánech tak, aby využívalo maturaci registrů
nebo  přesněji  reflektovalo  jejich  skutečné  využití  v  době  volání  přímo  podle  lokace  instrukce.
Nicméně to by vyžadovalo značné vylepšení použité analýzy. S tím souvisí i možnost rozšířit alokaci
na kompletně interprocedurální a omezit tím ukládání globálních proměnných mezi plány. Za zvážení
stojí i analýza dopadů provedení alokace registrů v SSA formě.
Dále se nabízí optimalizace eliminace mrtvého kódu. Jedná se vcelku o jednoduchý algoritmus,
přičemž  všechny  potřebné  analýzy  již  překladač  obsahuje  [1].  Podobně  i  propagace  konstant,
například  v  SSA  formě19,  vyžaduje  vyhodnocování  konstantních  symbolů,  které  je  již
implementováno. 
Zlepšit některé optimalizace nebo snížit registrovou zátěž umožňuje optimalizace algebraické
zjednodušování a přeuspořádání20 díky nalezení lepšího pořadí instrukcí výrazů. Mezi další důležité
optimalizace výrazů patří také globální číslování hodnot21 a částečná eliminace redundance22.
Volání plánů spotřebovává mnoho prostředků kvůli požadavku na jejich vzájemnou izolaci,
proto bude důležité zaměřit se i na algoritmy, které jejich počet snižují nebo jinak plány transformují.
Například integrace volání, jež jsou v grafu volání listovými uzly23, do samotného plánu. Ilustruje to
vyhodnocovaný příklad průchodu agenta sítí, který by mohl integrovat plán notVis [7].
V neposlední řadě by bylo vhodné rozšířit  návrh o řešení problémů spjatých s rekurzivním
voláním plánů, protože momentální abstrakce v tomto případě selhává.
19 Sparse conditional constant propagation
20 Algebraic simplifications and reassociation
21 Global value numbering
22 Partial redundancy elimination
23 Leaf-routine optimization
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12 Závěr
V této práci byly implementovány úpravy jazyka AHLL umožňující intuitivnější zápis a snadnější
tvorbu programů.  Konkrétně sloučení  deklarace a definice proměnné výrazně usnadňuje orientaci
ve zdrojovém kódu.  Snazší  programování  umožňuje  také volnost  v definování  plánů a globálních
proměnných bez závislosti na pozici jejich použití v programu.
V návaznosti na změny jazyka byla představena i nová robustnější struktura překladače. Mimo
jiné zahrnuje i mnohé analýzy, například reaching definitions a live variables, jenž využívá celá řada
optimalizací. Opravena byla také globální analýza toku řízení a některé další drobné chyby. Nicméně
hlavním přínosem práce je bezpochyby implementace alokace registrů barvením grafů. U složitějších
příkladů  agentů  dosahuje  zlepšení  ve  velikosti  výsledného  kódu  v  průměru  35 %  ve  srovnání
s předchozí verzi překladače. U jednodušších agentů se výsledek různí, od téměř beze změny až po
zmenšení výstupu o 68 %. Část vylepšení je také přínosem upraveného generátoru cílového kódu. 
Nicméně  v důsledku kompletní  reimplementace  překladače  nebyly  zachovány optimalizace
propagace  konstant,  propagace kopií  a  eliminace  mrtvého kódu.  Zachováno zůstalo vyhodnocení
konstantních  výrazů.  Kromě  alokace  registrů,  která  alespoň  částečně  nahrazuje  propagaci  kopií,
v nové verzi překladače také přibyla eliminace nedosažitelného kódu.
Další vývoj překladače bude bezpochyby směřovat k integraci dalších optimalizací a rozšíření
těch  stávajících,  zvláště  pak  alokace  registrů.  Usnadnit  další  vývoj  má  i  integrování  analýzy
pro transformaci instrukcí do single static assignment formy.
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Obsah přiloženého archívu
examples\
ahll\ - příklady AHLL agentů
alll\ - agenti přeložení z AHLL do ALLL bez alokace registrů
alll-allocated\ - (...) s alokací registrů
alll-allocated-4\ - (...) s alokací až 4 registrů
examples-v2\
ahll\ - příklady AHLL agentů přeložitelné v překladači v2
alll\ - výstupy překladače v2 pro složku .\ahll
failed\
ahll\ - příklady AHLL agentů, jejichž překlad ve v2 selhal
alll-v2\ - výstupy překladače v2 pro složku .\ahll
alll-v3\ - výstupy aktuálního překladače pro složku .\ahll
src\
main\ - zdrojové kódy projektu
test\ - testy zdrojového kódu
target\
ahll-compiler-0.3.0.jar - AHLL překladač vytvořený pomocí Shade pluginu
original-ahll-compiler-0.3.0.jar - AHLL překladač
lib\   - externí knihovny vyžadované překladačem
ahll-compiler.log - logovací soubor překladače, pokud je přítomen
pom.xml - Maven build skript
buil.xml - překladový Ant skript pro příklady
README - popis obsahu archívu a návod ke spuštění překladače
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Příloha 2. ANTLR v4 gramatika ALLL
agent : intention database ;
database : '>database' ':' (listRecord | planRecord)* ;
listRecord : '(' Atom ( ',' Atom)* ')' ';' ;
planRecord : '{' name=Atom ';' plan '}' ';' ;
intention : '>intention' ':' plan ';' ;
plan : '<' action* '>' ;
action
: '@' plan #run
| '@^(' name=Atom ')' #invoke
| '+' list #insertRecord
| '+{' value ';' plan '}' #insertPlan
| '-' (list | query) #removeRecord
| '-^(' template ')' #removePlan
| '!(' value ',' list ')' #send
| '?(' template ')' #receive
| '$' index=Integer #activate
;
list : '(' listItems? ')' ;
listItem : value | list ;
listItems : listItem (',' listItem)* ;
query : '(' queryItems? ')' ;
queryItem : template | query ;
queryItems : queryItem (',' queryItem)* ;
template : Unify | Atom | Register ;
value : Atom | Register ;
Unify : '_' ;
Register : '\'*&' (Integer | 'N' | 'L') ;
Integer : [1-9][0-9]* ;
Atom : ([a-zA-Z0-9] | '_' | '+' | '-' | '.')+ ;
NL : '\r'? '\n' -> skip ;
WS : (' '|'\t'|'\r'|'\n')+ -> skip ;
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Příloha 3. ANTLR v4 gramatika AHLL
program :
(storageStatement | plan | service)* main (storageStatement | plan | service)*;
storageStatement : (constant | variable | variableDef) SC ;
constant : CONSTANT id '=' valueLiteral ;
variable : VAR (variableDef | id) (',' (variableDef | id))* ;
variableDef : id ASSIGN valueLiteral ;
/* Callable ----------------------------------------------------------------- */
service : SERVICE id '(' idSequence? ')' THROWS? serviceBlock;
serviceBlock : '{' serviceStatement '}' ;
serviceStatement: returnStatement | callStatement ;
returnStatement : RETURN callStatement ;
callStatement: CALL integralList SC ;
plan : PLAN id '(' idSequence? ')' block ;
main : MAIN '(' ')' block ;
/* Statements --------------------------------------------------------------- */
block : '{' statement* '}' ;
statement
: block #blockStatement
| SEND  '('  target=expression  ','  content=expression  ')'  SC
#sendStatement
| FI SC #inputEnableStatement
| OI SC #inputDisableStatement
| (ifStatement | whileStatement | foreachStatement) #controlStatement
| expression SC #expressionStatement
| storageStatement #localStorageStatement
| variableExpr SC #localVariableStatement
;
variableExpr : VAR variableDefExpr (',' variableDefExpr)* ;
variableDefExpr : id '=' expression ;
ifStatement : IF  '('  expression  ')'  then=block  (ELSE
otherwise=block)? ;
whileStatement : WHILE '(' expression  ')' block ;
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foreachStatement:
FOREACH '(' VAR item=id 'in' (collection=id | valueList) ')' block ;
/* Expressions -------------------------------------------------------------- */
expressionList : expression  ( ',' expression )* ;
expression
: integralLiteral #literal
| '(' expression ')' #bracket
| id '(' expressionList? ')' #invoke
| RECEIVE '(' expression?  ')' #receive
| id INC #postIncrement
| id DEC #postDecrement
| INC id #preIncrement
| DEC id #preDecrement
| ADD expression #plus 
| SUB expression #minus
| NEG expression #negate
| expression MUL expression #multiply
| expression DIV expression #divide
| expression MOD expression #modulo
| expression ADD expression #add
| expression SUB expression #subtract
| expression LS expression #less
| expression LSE expression #lessOrEqual
| expression GT expression #greater
| expression GTE expression #greaterOrEqual
| expression EQ expression #equal
| expression NEQ expression #notEqual
| expression AND expression #and
| expression OR expression #or
| id ASSIGN expression #assign
;
/* Literals ----------------------------------------------------------------- */
integralLiteral // a, "a", 1, [], [1, []], ...
: id #idIntegralLiteral
| value #valueIntegralLiteral
| integralList #listIntegralLiteral
;
integralLiterals : (integralLiteral ',')* integralLiteral ;
integralList : '[' integralLiterals? ']' ;
idSequence : id (',' id )* ;
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valueLiteral // "a", 1, [], [1, []], ...
: value
| valueList 
;
valueLiterals: (valueLiteral ',')* valueLiteral ;
valueList : '[' valueLiterals? ']' ;
id : Identifier ;
value
: IntegerLiteral #integerLiteral
| StringLiteral #stringLiteral
;
/* Keywords ----------------------------------------------------------------- */
MAIN : 'main' ;
PLAN : 'plan' ;
SERVICE : 'service';
THROWS : 'throws';
IF : 'if';
ELSE : 'else';
WHILE : 'while' ;
FOR : 'for';
FOREACH : 'foreach';
VAR : 'var';
CONSTANT: 'const';
NULL : 'null'|'NULL';
SEND : 'send';
RECEIVE : 'receive';
CALL : 'call';
RETURN : 'return';
FI : 'FI' ;
OI : 'OI';
/* Operators ---------------------------------------------------------------- */
ASSIGN : '='  ;
OR : '||' ;
AND : '&&' ;
EQ : '==' ;
NEQ : '!=' ;
LS : '<'  ;
LSE : '<=' ;
GT : '>'  ;
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GTE : '>=' ;
ADD : '+'  ;
SUB : '-'  ;
MUL : '*'  ;
DIV : '/'  ;
MOD : '%'  ;
NEG : '!'  ;
INC : '++' ;
DEC : '--' ;
/* Others ------------------------------------------------------------------- */
StringLiteral: '"' LetterOrDigit* '"' ;
IntegerLiteral : Digits ;
fragment Digits : Digit+ ;
fragment Digit : [0-9] ;
Identifier : Letter LetterOrDigit* ;
fragment Letter : [a-zA-Z] ;
fragment LetterOrDigit : [a-zA-Z0-9] ;
NL : '\r'? '\n' -> skip ;
SC : ';' ;
WS : (' '|'\t'|'\r'|'\n')+ -> skip ;
COMMENT :
( ('//' .*? NL)
| ('/*' .*? '*/')
) -> skip ;
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Příloha 4. Lokalizace pohyblivého uzlu 
v senzorové síti (AHLL)
1: #include<walk.h> // other services
2:
3: service wait(){
4: call ["w", [1000]];
5: }
6:
7: main(){
8: var addr = getNode();
9: var tracked = [];
10:
11: // collect the initial set of nbrs.
12: var initial = [];
13: var temp = neighbours();
14: foreach(var init in temp){
15:   initial = append(initial, hth(init));
16: }
17:
18: while(1){
19: wait();
20: var current = neighbours();
21:
22: // check tracked nbrs. for changes
23: var next = [];
24: foreach(var track in tracked){
25:   var lost = 1;
26:   var found = [];
27:   foreach (var curr in current){
28:     var nbr = hth(curr);
29:     if (nbr == track){
30:       lost = 0;
31:       found = curr;
32:     }
33:   }
34:   if (lost){
35:     var msg = append([], addr);
36:     msg = append(msg, "lost");
37:     msg = append(msg, track);
38:     send(1, msg);
39:   } else {
40:     var msg = append([], addr);
41:     msg = append(msg, "stable");
42:     msg = append(msg, found);
43:     send(1, msg);
44:     next = append(next, track);
45:   }
46: }
47: tracked = next;
48:
49: // find untracked neighbours
50: var untracked = [];
51: foreach (var curr in current){
52:   var nbr = hth(curr);
53:   var notFound = 1;
54:   foreach(var track in tracked){
55:     if (nbr == track){
56:       notFound = 0;
57:     }
58:   }
59:   if (notFound){
60:     untracked=append(untracked,nbr);
61:   }
62: }
63:
64: // discover new neighbours
65: foreach (var nbr in untracked){
66:   var notFound = 1;
67:   foreach(var init in initial){
68:     if (nbr == init){
69:       notFound = 0;
70:     }
71:   }
72:   if (notFound){
73:     var msg = append([], addr);
74:     msg = append(msg, "new");
75:     msg = append(msg, curr);
76:     send(1, msg);
77:     tracked = append(tracked, nbr);
78:   }
79: }
80: } // while
81: } // main
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Příloha 5. Lokalizace pohyblivého uzlu 
v senzorové síti (ALLL)
1: >intention:
2: <
3: $1,
4: #(t,(i)),
5: @<-[2tracked,_]>,
6: +((2tracked,())),
7: @<-[2initial,_]>,
8: +((2initial,())),
9: @<$2, -[2temp,_]>,
10: #(n),
11: +((2temp,&2)),
12: @^(.f0),
13: @^(.w1)
14: >
15: >database:
16: {.w1;
17: <
18: #(w,(1000)),
19: @<$2, -[4current,_]>,
20: #(n),
21: +((4current,'&2)),
22: @<-[4next,_]>,
23: +((4next,())),
24: @^(.f2),
25: $2,
26: #[4next,_],
27: #(lst,(hth,'&2)),
28: @<-[2tracked,_]>,
29: +((2tracked,'&2)),
30: @<-[4untracked,_]>,
31: +((4untracked,())),
32: @^(.f6),
33: @^(.f10),
34: @^(.w1)
35: >};
36: {.f10;
37: <
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 ]  tracked←[ ]
 
 
 ]  temp [&2 ]←neighbours()
 
 ]  &1[addr ]←getNode ()
 ]  wait ( )
 
 
 ]  current [&2]←neighbours ()
 
 ]  tracked←&2 [next ]
 
 
 ]  &2←next
 
 ]  untracked←[]
 
 ]  next←[ ]
 
 ]  initial←[]
38: $2,
39: #[4untracked,_],
40: #(lst,(hth,'&2)),
41: @<-[4nbr,_]>,
42: #(lst,(hthh,'&2)),
43: +((4nbr,'&2)),
44: @<-[14notFound,_]>,
45: +((14notFound,1)),
46: #[2initial,_],
47: #(lst,(hth,'&2)),
48: @<-[1431,_]>,
49: +((1431,'&2)),
50: @^(.f11),
51: $2,
52: #[14notFound,_],
53: #(lst,(hth,'&2)),
54: @<
55: +(.c),
56: @<#(rel,(e,''&2,0)), -(.c)>,
57: -(.c),
58: @<-[17msg,_]>,
59: #(lst,(a,(),''&1)),
60: +((17msg,''&2)),
61: #[17msg,_],
62: #(lst,(hth,''&2)),
63: @<-[17msg,_]>,
64: #(lst,(a,''&2,new)),
65: +((17msg,''&2)),
66: #[17msg,_],
67: #(lst,(hth,''&2)),
68: $3,
69: #[4nbr,_],
70: #(lst,(hth,''&3)),
71: @<$2, -[17msg,_]>,
72: #(lst,(a,''&2,''&3)),
73: +((17msg,''&2)),
74: #[17msg,_],
75: #(lst,(hth,''&2)),
76: !(1,''&2),
77: #[4nbr,_],
78: #(lst,(hth,''&2)),
79: $3,
80: #[2tracked,_],
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 ⌉  &3← tracked
 
 ]  &2←nbr
 ]  send(1,&2 [msg])
 
 ]  &2←msg
 
 
 ]  nbr [&2]←head (&2 [untracked])
 
 
 ]  msg[&2 ]←append (&2 [msg ] ,&3 [nbr ])
 
 
 ]  &3←nbr
 
 ]  &2←msg
 
 
 ]  &2← untracked
 
 ]  notFound←1
 
 ]  &2←initial
 
 ]  1431←&2[initial ]
 
 
 ]  &2←notFound
 
 
 ]  msg[&2 ]←append (&2 [msg ] , "new")
 
 
 
 ]  if (&2 [notFound ])
 
 ]  &2←msg
 
 
 ]  msg[&2 ]←append ([ ] ,&1 [addr ])
81: #(lst,(hth,''&3)),
82: @<$2, -[2tracked,_]>,
83: #(lst,(a,''&3,''&2)),
84: +((2tracked,''&2))
85: >,
86: $2,
87: #[4untracked,_],
88: #(lst,(hth,'&2)),
89: @<-[4untracked,_]>,
90: #(lst,(htht,'&2)),
91: +((4untracked,'&2)),
92: @^(.f10)
93: >};
94: {.f11;
95: <
96: $2,
97: #[1431,_],
98: #(lst,(hth,'&2)),
99: @<-[14init,_]>,
100: #(lst,(hthh,'&2)),
101: +((14init,'&2)),
102: #[4nbr,_],
103: #(lst,(hth,'&2)),
104: $3,
105: #[14init,_],
106: #(lst,(hth,'&3)),
107: @<
108: #(rel,(e,''&2,''&3)),
109: @<-[14notFound,_]>,
110: +((14notFound,0))
111: >,
112: $2,
113: #[1431,_],
114: #(lst,(hth,'&2)),
115: @<-[1431,_]>,
116: #(lst,(htht,'&2)),
117: +((1431,'&2)),
118: @^(.f11)
119: >};
120: {.f6;
121: <
122: $2,
123: #[4current,_],
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 ⌉  &2←current
 
 
 ]  1431[&2]← tail(&2 [1431])
 
 
 ]  &2←1431
 
 ]  notFound←0
 
 
 ]  &2←1431
 
 ]  if (&2[nbr ]== &3 [ init ])
 
 
 ]  &3← init
 
 ]  &2←nbr
 
 
 ]  tracked [&2]←append (&3 [ tracked ] ,&2 [nbr ])
 
 
 ]  init [&2 ]←head (&2 [1431])
 
 
 ]  &2←untracked
 
 
 ]  untracked [&2]← tail (&2 [untracked ])
 ⌋
124: #(lst,(hth,'&2)),
125: @<-[4curr,_]>,
126: #(lst,(hthh,'&2)),
127: +((4curr,'&2)),
128: #[4curr,_],
129: #(lst,(hth,'&2)),
130: @<-[10nbr,_]>,
131: #(lst,(hth,'&2)),
132: +((10nbr,'&2)),
133: @<-[10notFound,_]>,
134: +((10notFound,1)),
135: #[2tracked,_],
136: #(lst,(hth,'&2)),
137: @<-[1027,_]>,
138: +((1027,'&2)),
139: @^(.f7),
140: $2,
141: #[10notFound,_],
142: #(lst,(hth,'&2)),
143: @<
144: +(.c),
145: @<#(rel,(e,''&2,0)), -(.c)>,
146: -(.c),
147: #[4untracked,_],
148: #(lst,(hth,''&2)),
149: $3,
150: #[10nbr,_],
151: #(lst,(hth,''&3)),
152: @<$2, -[4untracked,_]>,
153: #(lst,(a,''&2,''&3)),
154: +((4untracked,''&2))
155: >,
156: $2,
157: #[4current,_],
158: #(lst,(hth,'&2)),
159: @<-[4current,_]>,
160: #(lst,(htht,'&2)),
161: +((4current,'&2)),
162: @^(.f6)
163: >};
164: {.f7;
165: <
166: $2,
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 ]  curr[&2 ]←head (&2 [current ])
 
 ]  &2← tracked
 ⌉
 
 
 ]  current [&2]← tail (&2 [current ])
 
 
 ]  &2←current
 
 
 ]  untracked [&2]←append (&2[ untracked] ,&3 [nbr ])
 
 
 ]  nbr [&2]←hth(&2[curr])
 
 
 ]  &3←nbr
 
 ]  &2←untracked
 
 
 
 ]  if (&2 [notFound ])
 
 
 ]  &2←notFound
 
 ]  1027←&2[ tracked]
 
 ]  notFound←1
 
 ]  &2←curr
 ⌋
167: #[1027,_],
168: #(lst,(hth,'&2)),
169: @<-[10track,_]>,
170: #(lst,(hthh,'&2)),
171: +((10track,'&2)),
172: #[10track,_],
173: #(lst,(hth,'&2)),
174: $3,
175: #[10nbr,_],
176: #(lst,(hth,'&3)),
177: @<
178: #(rel,(e,''&3,''&2)),
179: @<-[10notFound,_]>,
180: +((10notFound,0))
181: >,
182: $2,
183: #[1027,_],
184: #(lst,(hth,'&2)),
185: @<-[1027,_]>,
186: #(lst,(htht,'&2)),
187: +((1027,'&2)),
188: @^(.f7)
189: >};
190: {.f2;
191: <
192: $2,
193: #[2tracked,_],
194: #(lst,(hth,'&2)),
195: @<-[4track,_]>,
196: #(lst,(hthh,'&2)),
197: +((4track,'&2)),
198: @<-[5lost,_]>,
199: +((5lost,1)),
200: @<-[5found,_]>,
201: +((5found,())),
202: #[4current,_],
203: #(lst,(hth,'&2)),
204: @<-[515,_]>,
205: +((515,'&2)),
206: @^(.f3),
207: $2,
208: #[5lost,_],
209: #(lst,(hth,'&2)),
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 ⌋  &2←1027
 
 
 ]  track [&2]←head (&2 [1027 ])
 
 ]  &2← track
 
 
 ]  &3←nbr
 
 ]  if (&3[nbr ]== &2 [ track ])
 
 ]  notFound←0
 
 
 ]  &2←1027
 
 
 ]  1027[&2]← tail (&2[1027])
 
 
 ]  &2← tracked
 
 
 ]  track [&2]←head (&2 [ tracked])
 
 ]  found←[ ]
 
 ]  lost←1
 
 ]  &2←current
 
 ]  515←&2[current ]
 
 
 ]  &2← lost
210: +(.i5),
211: @<
212: +(.c),
213: @<#(rel,(e,''&2,0)), -(.c)>,
214: -(.c),
215: -(.i5),
216: @<-[8msg,_]>,
217: #(lst,(a,(),''&1)),
218: +((8msg,''&2)),
219: #[8msg,_],
220: #(lst,(hth,''&2)),
221: @<-[8msg,_]>,
222: #(lst,(a,''&2,lost)),
223: +((8msg,''&2)),
224: #[4track,_],
225: #(lst,(hth,''&2)),
226: $3,
227: #[8msg,_],
228: #(lst,(hth,''&3)),
229: @<$2, -[8msg,_]>,
230: #(lst,(a,''&3,''&2)),
231: +((8msg,''&2)),
232: #[8msg,_],
233: #(lst,(hth,''&2)),
234: !(1,''&2)
235: >,
236: @<
237: -(.i5),
238: @<$2, -[9msg,_]>,
239: #(lst,(a,(),''&1)),
240: +((9msg,''&2)),
241: #[9msg,_],
242: #(lst,(hth,''&2)),
243: @<-[9msg,_]>,
244: #(lst,(a,''&2,stable)),
245: +((9msg,''&2)),
246: #[9msg,_],
247: #(lst,(hth,''&2)),
248: $3,
249: #[5found,_],
250: #(lst,(hth,''&3)),
251: @<$2, -[9msg,_]>,
252: #(lst,(a,''&2,''&3)),
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]  if (&2 [ lost ])
 
 
 ]  msg[&2 ]←append ([ ] ,&1 [addr ])
 
 ]  &2←msg
 
 
 ]  msg[&2 ]←append (&2 [msg ] , "lost")
 
 ]  &2← track
 
 
 ]  &3←msg
 
 
 ]  msg[&2 ]←append (&3 [msg ] ,&2 [ track ])
 
 ]  &2←msg
 ]  send (1,&2 [msg])
 
 ]  else
 
 
 ]  msg[&2 ]←append ([ ] ,&1 [addr ])
 
 ]  &2←msg
 
 
 ]  msg [&2 ]←append (&2 [msg ] , "stable")
 
 ]  &2←msg
 
 
 ]  &3← found
 
 ⌉  msg [&2 ]←append (&2 [msg] ,&3 [found ])
253: +((9msg,''&2)),
254: #[9msg,_],
255: #(lst,(hth,''&2)),
256: !(1,''&2),
257: #[4track,_],
258: #(lst,(hth,''&2)),
259: $3,
260: #[4next,_],
261: #(lst,(hth,''&3)),
262: @<$2, -[4next,_]>,
263: #(lst,(a,''&3,''&2)),
264: +((4next,''&2))
265: >,
266: $2,
267: #[2tracked,_],
268: #(lst,(hth,'&2)),
269: @<-[2tracked,_]>,
270: #(lst,(htht,'&2)),
271: +((2tracked,'&2)),
272: @^(.f2)
273: >};
274: {.f3;
275: <
276: $2,
277: #[515,_],
278: #(lst,(hth,'&2)),
279: @<-[5curr,_]>,
280: #(lst,(hthh,'&2)),
281: +((5curr,'&2)),
282: #[5curr,_],
283: #(lst,(hth,'&2)),
284: @<-[6nbr,_]>,
285: #(lst,(hth,'&2)),
286: +((6nbr,'&2)),
287: #[4track,_],
288: #(lst,(hth,'&2)),
289: $3,
290: #[6nbr,_],
291: #(lst,(hth,'&3)),
292: @<
293: #(rel,(e,''&3,''&2)),
294: @<-[5lost,_]>,
295: +((5lost,0)),
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 ⌋
 
 ]  &2←msg
 ]  send (1,&2 [msg])
 
 ]  &2← track
 
 
 ]  next [&2 ]←append (&3 [next] ,&2 [ track ])
 
 
 ]  &3← next
 
 
 ]  tracked [&2]← tail (&2[ tracked ])
 
 
 ]  &2← tracked
 
 
 ]  &2←515
 
 
 ]  curr[&2 ]←head (&2 [515 ])
 
 ]  &2←curr
 
 
 ]  nbr [&2]←hth(&2[curr])
 
 ]  &2← track
 
 
 ]  &3← nbr
 
 ]  if (&3[nbr ]== &2 [ track ])
 
 ]  lost←0
296: $2,
297: #[5curr,_],
298: #(lst,(hth,''&2)),
299: @<-[5found,_]>,
300: +((5found,''&2))
301: >,
302: $2,
303: #[515,_],
304: #(lst,(hth,'&2)),
305: @<-[515,_]>,
306: #(lst,(htht,'&2)),
307: +((515,'&2)),
308: @^(.f3)
309: >};
310: {.f0;
311: <
312: $2,
313: #[2temp,_],
314: #(lst,(hth,'&2)),
315: @<-[2init,_]>,
316: #(lst,(hthh,'&2)),
317: +((2init,'&2)),
318: #[2init,_],
319: #(lst,(hth,'&2)),
320: @<-[310,_]>,
321: #(lst,(hth,'&2)),
322: +((310,'&2)),
323: #[310,_],
324: #(lst,(hth,'&2)),
325: $3,
326: #[2initial,_],
327: #(lst,(hth,'&3)),
328: @<$2, -[2initial,_]>,
329: #(lst,(a,'&3,'&2)),
330: +((2initial,'&2)),
331: #[2temp,_],
332: #(lst,(hth,'&2)),
333: @<-[2temp,_]>,
334: #(lst,(htht,'&2)),
335: +((2temp,'&2)),
336: @^(.f0)
337: >};
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 ]  &2←curr
 
 ]  found←&2 [curr]
 
 
 ]  &2←515
 
 
 ]  515[&2]← tail(&2 [515])
 
 
 ]  &2← temp
 
 
 ]  init [&2 ]←head (&2 [ temp])
 
 ]  &2←init
 
 
 ]  310[&2]←hth(&2 [ init ])
 
 ]  &2←310
 
 
 ]  &3← initial
 
 
 ]  initial [&2]←append (&3 [ initial ] ,&2 [310])
 
 ]  &2← temp
 
 
 ]  temp [&2 ]← tail(&2 [ temp])
