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El propósito de la presente investigación es implementar a la red core de una empresa 
privada la herramienta OpManager para la monitorización de los equipos de red eventos y 
envío de notificaciones mediante consultas SNMP (Protocolo Simple de Gestión de Red) y 
recepción de alarmas (Traps), realizado a los equipos añadidos a la herramienta de 
monitoreo OpManager, para este sistema se requiere las MIB (Management Information 
Base) para poder identificar y traducir la información jerárquica de cada equipo. 
Enriquecer con conceptos como monitoreo en línea, asimismo, vamos a conocer el estado 
de los equipos para tomar acciones cuando se requiera, soporte de elementos de misión 
crítica, consecuencias como caídas de servicio por no tomar acciones oportunas o reducir 
impacto tomando acciones reactivas de inmediato, usos en centros de operaciones de red 
de cualquier empresa, uso amplio y esencial, es primera línea de acción. 
Para el desarrollo del monitoreo de los equipos en primera instancia el gestor OpManager 
debe tener conectividad hacia la IP del equipo mediante el envío y respuesta del protocolo 
ICMP, de solicitud (ICMP Echo Request) y de respuesta (ICMP Echo Reply), luego de ello 
se debe configurar en el equipo la comunidad SNMP (puerto 162) si es que se va 
monitorear a través de consultas periódicas o la IP del gestor OpManager para el envío de 
traps (puerto 161), una vez agregado el equipo al gestor ya se pueden recepcionar las 
alarmas o eventos que se susciten y así poder darle el tratamiento correspondiente y 
realizar las reglas para la traducción del evento. 
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Las redes se están convirtiendo en componentes clave del éxito del negocio, sin importar 
si su empresa es pequeña o grande. Cuando las redes fallan, los clientes y los empleados 
no pueden comunicarse, los empleados no pueden tener acceso a información crítica ni 
utilizar servicios básicos de impresión o correo electrónico, lo cual resulta en pérdidas en 
la productividad y las ganancias. Las herramientas de software para el monitoreo de red 
reducen las interrupciones en la red y permiten que las empresas operen de manera más 
fluida, reduzcan costos y eviten las pérdidas en términos financieros. Y para aquellas 
empresas pequeñas que no pueden asignar un presupuesto al software de monitoreo de 
red, la mejor alternativa es comenzar con software para el monitoreo de redes de código 
abierto y freeware, que reduzca el tiempo y el dinero invertidos en la administración y 
gestión de redes. (ManageEngine, 2017) 
El presente trabajo se centra que los equipos de la red se encuentren monitoreados con la 
herramienta OpManager en la empresa Americatel Perú, se utilizó una MIB para la 
obtención de datos de los elementos de red y se configuró reglas para el envío de 













DESCRIPCIÓN DEL PROBLEMA 
1.1. Planteamiento Del Problema 
(Delso, 2009) Actualmente las empresas de telecomunicaciones están en constante 
crecimiento a nivel de clientes y por ende de la red motivo por el cual necesitan mejorar 
sus aplicaciones de monitoreo las cuales muestran información detallada de los eventos 
suscitado en los equipos de su red mpls; Este crecimiento impulsa a las empresas a tomar 
medidas al respecto como la adquisición de una herramienta de monitoreó mejorada a la 
ya existente. 
En el estudio de Megatendencias para la Administración de Red 2016 por la Enterprise 
Management Associates (EMA), se entrevistaron 150 profesionales de Administración de 
Red. El 49% de ellos dijeron que están aplicando análisis avanzadas para la red de datos 
para ganar más infraestructura e insights de negocios. Un 40% planea comenzar el 
monitoreo dentro de 12 meses.   
(Westcon&Comstor, 2016) Dentro de los tipos de datos más buscados en sus análisis 
avanzadas están: el flujo de seguridad de red (49%), seguidos por los de la interpretación 
de flujos de paquetes (39%) y de datos (38%). Los objetivos para esos monitoreos 





TI y de los negocios como un todo. El monitoreo de red y seguridad (38%) es uno de los 
principales objetivos, en seguida está la optimización de la red (32%) y optimización de 
procesos de negocios (27%).  
En el mundo la principal preocupación del sector telecomunicaciones es el monitoreo de la 
red, es por ello que las empresas recurren a herramientas como el OpManager, el cual 
posee aplicaciones muy robustas sobre gestión de alarmas, reportes, monitor de tráfico, 
etc. que son indispensables cuando la empresa posee una alta cantidad de equipos los 
cuales atienden a clientes. 
1.2. Formulación Del Problema 
La empresa carecía de una herramienta que permitiese automatizar el monitoreo y gestión 
de la red, esto era necesario porque los reportes y backups que daba la antigua 
herramienta (trapconsole) se realizaba de forma manual, es por ello que la extracción de 
esta información quedaba expuesta al posible error humano, la exactitud de estos reportes 
son importantes para conocer la disponibilidad de la red y luego ser enviado al ente 
regulador (OSIPTEL). Con las antiguas herramientas como el SolarWinds (Orion) y 
Trapconsole como muestra la figura 1, se dependía de programadores para solicitudes de 
configuración y monitoreo en su red que surgían en el día a día (mas opex). Asimismo, con 
el pasar del tiempo los clientes empezaron a solicitar una herramienta que permitan ver su 
red, esto implicaría monitorear equipos con una o más interfaces, lo cual no era rentable 
para la empresa pues la herramienta que se usaba para el monitoreo de esas interfaces 
era el SolarWinds (Orion) y esta cobraba por cada interfaz y no por equipo (varias 
Interfaces) esto se daba porque el SolarWinds (Orion) solo realizaba el monitoreo de forma 
global, actualmente la herramienta que se implementó (OpManager) realiza el trabajo de 






Figura 1. Topología de Red antes de la implementación del OpManager 
Fuente: Creación Propia 
 
Figura 2. Topología de Red con la implementación del OpManager 
Fuente: Creación Propia 
En toda red de telecomunicaciones se tiene que establecer el monitoreo de los elementos 
que la conforman, tales como el CPU, la memoria, el tráfico de los equipos, etc; por lo que 
fue necesario levantar una aplicación la cual sea capaz de sensar los más de 600 equipos 
actualmente en Americatel, entre routers, switches, radios, Base Station, Centrales 
telefónicas, rectificadores, servidores, etc. Todos estos elementos son parte de los activos 






Figura 3. Esquemas de monitoreo de los NEs o activos segun el area de Americatel Peru. 
Fuente: Creación Propia 
Para poder lograrlo tuvimos que realizar pruebas (homologación de alarmas), por lo que 
tuvimos que sensar cada equipo ya instalado en la red. Solicitar las MIBs al fabricante para 
realizar consultas directamente al equipo o en todo caso trabajar únicamente con Traps, 
los cuales son enviados por cualquier equipo al producirse algún cambio, ya sea físico o 
lógico, luego de ello procesarlo y así completar el monitoreo en los elementos de red de la 
empresa (Figura 3). 
1.2.1. Problema General 
¿Cómo realizar el monitoreo y prevención de eventos generados en los equipos de la red 
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1.2.2. Problema Específico 
 ¿Qué se requiere para agregar los equipos de la red Core a la herramienta OpManager? 
 ¿De qué forma se obtiene información de un equipo agregado al gestor para realizar su 
monitoreo? 
 ¿Cómo se configuran las reglas y notificaciones en los equipos adicionados al gestor 
para realizar un monitoreo efectivo? 
1.3. Objetivos 
1.3.1. Objetivo General 
Implementar soluciones, empleando la herramienta OpManager para realizar el monitoreo 
y prevención de eventos generados en los equipos de la red Core de Americatel Perú.  
1.3.2. Objetivos Específicos 
 Identificar el proceso para agregar los equipos de la red Core de Americatel a la 
herramienta OpManager. 
 Obtener información de un equipo agregado al gestor para realizar su monitoreo. 
 Determinar las configuraciones de las reglas y notificaciones en los equipos 





1.4. Alcance Y Limitaciones 
El presente informe de suficiencia profesional tiene como alcance unificar todos los equipos 
de la red core de Americatel en un solo gestor de monitoreo (OpManager), realizando las 
consultas y recepción de traps para poder ser notificado al usuario a través de correo 
electrónico con un mensaje previamente configurado o en el mismo panel de alarmas del 
gestor. 
El diseño de la red de la empresa a nivel de monitoreo ha cambiado de trabajar con el 
Orion (monitoreo red clientes) y el trapconsole (monitoreo red de la empresa) ahora trabaja 
con el OpManager, que realiza las funciones de ambos gestores, es por ello que se eligió 
como herramienta de monitoreo al OpManager, pues esta cumplía con los requerimientos 
de la empresa para la red core, por ejemplo: 
- La conectividad de los equipos ya no se realiza por pruebas de ping como se realizaba 
antes ahora es automático, donde si el equipo no responde el gestor de monitoreo 
informará por correo y el operador podrá tomar medidas correctivas. 
- Los reportes y backups para la información de disponibilidad de la red son automatizados, 
dicha información es extraída de la base de datos y ya no de directorios donde quedaban 
expuestos al error humano, esto implicaba el trabajo dedicado de operadores de red pues 
la información es enviada al ente regulador, esto consumía horas hombre a la empresa. 
- Actualmente se monitorea con una sola herramienta (un solo servidor) y ya no con varios 
servidores que realizaban el polling (sondeo) a los equipos de red, respecto al monitoreo 
de clientes es una herramienta multitenant,  es decir, varios clientes se atienden de la 
misma caja cada uno con su propio acceso, supervisa el rendimiento de las aplicaciones 
en entornos físicos, virtuales y en la nube para garantizar que las aplicaciones 





La principal limitante para este software es el precio, ya que al ser un gestor con muchas 
prestaciones sus costos son un poco elevados en sus licencias, y tambien por brindar un 
constante soporte ante cualquier posible falla. 
Posibles mejoras que se puedan dar en este gestor (OpManager) es que pueda crear mibs 
al sensar un equipo por snmp, ya que muchas veces las mibs entregadas por los 
fabricantes solo agregan lo que consideran o creen importante obviando campos que 
pueden ser de utilidad o en el peor de los casos cuando se quiere monitorear un equipo 
que no tenga soporte y no se pueda encontrar la mib. Esto facilitaría en demasía al 
monitoreo de tecnologías existentes. 
1.5. Justificación 
Hace 2 años en la empresa, se encontraba realizando el monitoreo de los equipos de la 
red core a través del gestor Trapconsole y Solarwinds, que consistía en el envío de traps 
de los equipos y traducido por reglas establecidas gracias a la MIB del fabricante, hoy en 
día ya se cuenta con un monitoreo preventivo ya que el gestor OpManager realiza un 
monitoreo más personalizado a través de consultas SNMP lo que nos facilita poder prevenir 
cualquier evento que se pueda suscitar en la red, ya que al realizar un polleo constante a 
los equipos sabemos a cada momento lo que está ocurriendo red ya sea porque se 
empieza a elevar el procesamiento de la CPU, alto consumo de memoria, tiempos elevados 
de respuesta, errores en interfaces, etc, lo que diferencia en gran medida a los otros 
gestores. 
El OpManager como gestor de red dispone de un monitoreo avanzado el cual proporciona 
total visibilidad y control de una red, ya que monitorea servidores tanto físicos como los 





herramienta para servicio de back up y detecta cambios en configuración, de igual forma 
se administra puertos sobre la dirección IP deseada y switches. 
1.6. Estado Del Arte 
En esta sección se da referencia los lugares o empresas donde se ha desarrollado esta 
aplicación de monitoreo resolviendo problemas similares y luego se realiza breves 
comparaciones con soluciones que ofrezcan el uso de esta herramienta. 
(Patiño C, Esmeralda, 2015) Según el trabajo de grado sobre REINGENIERÍA DE LA 
INFRAESTRUCTURA INTERNA DE DATOS DE LA COOPERATIVA DE AHORRO Y 
CRÉDITO “SAN ANTONIO LTDA.” Y DISEÑO DE LOS ENLACES INALÁMBRICOS A SUS 
SUCURSALES, nos habla acerca del uso de la definición de la  herramienta OpManager y 
del uso de la misma. El software ManageEngine OpManager está basado en el monitoreo 
de redes ofreciendo monitorización de servidores, enlaces Wan y aplicaciones, todo en una 
sola herramienta de fácil uso y manejo. Este gestor descubre cualquier equipo de red 
(routers, switches, servidores entre otros) y realiza el monitoreo de los mismos de forma 
automática, eliminando alguna complejidad que se pueda tener respecto a la gestión de la 
red. El descubrimiento de los dispositivos los realiza mediante tablas ARP y a su vez hace 
ping para que se detecten todos los equipos, también realiza el descubrimiento sobre los 
servicios que se encuentren habilitados en los dispositivos. Se llega a tardar alrededor de 
2 minutos para descubrir una red clase C. De forma automática genera mapas de 
infraestructura en los switches, routers, cortafuegos, servidores e impresoras.  
Permite también la generación de vistas personalizadas para agrupar dispositivos 
dependiendo la necesidad de negocio. Realiza el monitoreo de red en tres diferentes 
formas: Recepción de traps SNMP de los equipos, monitorización de los parámetros más 





el gestor observe un problema, lo notifica mediante correo electrónico o SMS (Mensajes 
de texto) a los administradores de red se pueden ejecutar fichero de sonido, comandos de 
sistema o aplicaciones gracias a la función de alerta, también ofrece la generación de 
informes a detalle completo sobre los dispositivos de la red completa, con un análisis en 
tiempo de respuesta, utilización de tráfico, disponibilidad o porcentaje de uso en interfaces. 
(Machado Mosqueda, 2007). Basado en el proyecto de tesis presentado a la Universidad 
de Marta Abreu, SISTEMA DE GESTIÓN PARA LA RED DE ETECSA GUANTÁNAMO. 
Toda red de computadoras necesita un conjunto de tareas de gestión para mantener su 
funcionamiento y asegurar el uso correcto de sus recursos. Este Trabajo de Tesis se centra 
en la gestión de la Red de la Empresa de Telecomunicaciones ETECSA Guantánamo. Se 
comienza con el estudio de las principales normas y plataformas de gestión. 
Seguidamente, se realiza un análisis de cómo se gestiona dicha red empresarial y sus 
limitaciones. Por último, se implementan herramientas que por sus características se 
adaptan a las actuales condiciones, con el objetivo de contribuir a la gestión de esta red y 
así solucionar problemas comunes, al mismo tiempo que los resultados de lo realizado en 
las pruebas se muestran. 
(García Estébanez, 2015) En la publicación de la Universidad de Cantabria, nos presenta 
IMPLEMENTACIÓN DE UN AGENTE EXTENSIBLE SNMP SOBRE LA PLATAFORMA 
RASPBERRY PI PARA LA SIMULACIÓN DE MIB PROPIETARIAS, en este proyecto se 
describe el diseño e implementación de un agente de gestión SNMP extensible y autónomo 
sobre un computador de placa reducida Raspberry Pi. El agente se ha implementado 
utilizando el software Net-SNMP, siendo posible su extensión gracias al estándar AgentX. 
Para conseguirlo, se han desarrollado los programas necesarios para que el dispositivo 
soporte todas las funciones que definen un agente extensible autónomo, así como aquellos 
que simulan los escenarios de prueba del funcionamiento correcto de una plataforma de 





del proyecto es abierto, ya que deriva de licencias BSD y GNU. Además, existe la intención 
de utilizar el dispositivo con fines docentes, en concreto en las prácticas de la asignatura 
del Grado en Ingeniería de Tecnologías de Telecomunicación de la Universidad de 
Cantabria Gestión y Operación de Redes; por tanto, su funcionamiento correcto se ha 













2.1. Antecedentes del Estudio 
(ManageEngine, 2017) En la actualidad siempre es complicado llevar una correcta gestión 
del rendimiento de la red, esto empeora cuando se usan múltiples herramientas para la 
administración. Por ello surge la necesidad de adquirir un producto que sea eficaz 
permitiendo el monitoreo de la red; En el mundo de las telecomunicaciones es primordial 
pensar que el monitoreo de red es una labor continua y no únicamente considerarse en las 
etapas de implementación de nuevas soluciones de negocios. Recordando que la 
infraestructura de red requiere de supervisión continua sobre todos los componentes que 
la conforman, así podemos conocer situaciones alarmantes como tráficos anómalos, 
ataques a los dispositivos, interrupción de servicio o comportamientos dentro de la red que 
requieren intervenir para evitar saturaciones o colapsos evitando poner en riesgo la 
continuidad de la operación de los equipos. 
En la empresa se tiene como antecedentes el uso de herramientas como CACTI y 
Solarwinds para el monitoreo de estos equipos sin embargo se requiere de una herramienta 
dedicada para el monitoreo de equipos en la red Core; para ello se necesitaba de una 
aplicación estable, que nos brinde diversas opciones en el monitoreo de los variados 
equipos que se maneja en la red de Americatel y de ésta manera permita la prevención de 





monitoreo OPManager. El problema principal seria de qué manera emplear la herramienta 
Opmanager para realizar el monitoreo y prevención de eventos generados en los equipos 
de la red core de Americatel Perú. 
(ManageEngine, 2017) Por tanto en Diciembre del 2015 Americatel Peru realiza la 
adquisición de la herramienta OpManager para el monitoreo de la red core, tomando en 
cuenta que el módulo de monitoreo de flujo de red de OpManager proporciona visibilidad 
sobre los patrones de tráfico de red y la utilización del ancho de banda , con NetFlow, 
sFlow, j-Flow, IPFIX etc. Ofrece monitoreo de ancho de banda en tiempo real con reportes 
de tráfico en profundidad para identificar los problemas de ancho de banda antes de que 
afecte a los usuarios finales.  
Tiene otras capacidades tales como monitorización de IP SLA, soporte AVC, informes QoS, 
informes CBQoS, informes WLC, ataques, facturación y más. OpManager también ayuda 
a los administradores a solucionar problemas de ancho de banda más rápido y reducir el 
MTTR. 
2.2. Definición De Conceptos 
Está conformado por los conceptos básicos del OpManager y sus   diferentes subtemas 
que me van a permitir el desarrollo del problema existente dentro de la red core de 
Americatel Perú. 
2.2.1. Gestión Y Monitoreo De La Red 
El monitoreo y la gestión de la red trata de las definiciones como tal: 
Gestión, el cual se define como recurso de una red a fin de que no se vea afectada la 





Monitoreo, el cual se define como un proceso constante en el análisis y recopilación de 
datos para así poder prevenir a futuro problemas en la red. 
Por lo tanto, poseer monitoreo y gestión presentan los siguientes beneficios: 
Nos brinda la facilidad de verificar el correcto desempeño de los elementos de red tanto en 
software como en hardware. 
Una visualización unificada de todos los elementos de la red con sus respectivas 
direcciones y etiquetado, también atributos específicos por cada elemento. 
2.2.2. OpManager 
(VLASOVA, 2009) OpManager como tal se trata de un software que realiza monitoreo de 
red de forma completa, ofreciendo una perfecta funcionalidad sobre desempeño y fallas en 
los atributos de la red como routers, switches, servidores físicos y virtuales, firewalls, rutas 
de llamada VoIP, dominios y cualquier equipo en la infraestructura de red. 
OpManager se puede usar tanto en Windows como en Linux. Posee la facultad de adjuntar 
archivos a las zonas de trabajo que se analizan y también añadir el software faltante, ofrece 
auditorias de gestión. Esta herramienta brinda al administrador de red la facultad de 
optimizar los enlaces de red así como también monitoreo a nivel WAN, permitiendo resolver 
problemas, visión de asignación de anchos de banda y planificación sobre un futuro 
crecimiento de red, minimizando así costos de nuevos enlaces.  
2.2.2.1. Características Del OpManager 
(ManageEngine, 2017) Las características del OPMANAGER que permiten la obtención de 





 Monitorización de la salud de la red 
Visualiza y resuelve los problemas de WAN / router. Monitor de enrutador e interfaces, 
ancho de banda, enlaces WAN para disponibilidad y rendimiento. 
 Supervisión VoIP 
Supervisa de forma proactiva la calidad de las llamadas VoIP a través de la infraestructura 
WAN y soluciona problemas de rendimiento VoIP bajo. 
 Mapeo de red 
Mapeo de red L1 / L2 automático para visualizar y determinar las interrupciones de la red 
y la degradación del rendimiento. 
 Vigilancia del RTT de la WAN 
Supervisa continuamente la disponibilidad, la latencia y el rendimiento del enlace WAN, 
aprovechando la tecnología Cisco IP SLA. 
 Gestión de la configuración de red 
Automatice el cambio, la configuración y el cumplimiento basados en políticas en sus 
dispositivos de red a través de su TI. 
 Análisis de tráfico de la red 
Análisis de tráfico de red basado en flujo para supervisar cómo su ancho de banda está 





2.2.2.2. Ventajas Del Opmanager 
En esta sección vamos a resaltar al OpManager teniendo en cuenta los siguientes 
elementos que lo hacen la mejor elección frente a los otros.  
a) Monitorización de redes: Posee mapas mucho más intuitivos de equipos de red (switch 
y routers) que dan una rápida visión del estado de sus interfaces y puertos.  
b) Monitorización de aplicaciones: Da soporte para la gestión de aplicaciones 
fundamentales para la empresa tales como: servidor de correos MS Exchange, 
servidores de bases de datos MS SQL y Directorio Activo. 
c) Soporte Multiplataforma: Es flexible para su instalación en el ordenador, actualmente 
brinda soporte para Windows y Linux. 
d) Red Integrada, Monitoreo de Sistemas y Aplicaciones: OpManager brinda una vista 
completa sobre el monitoreo de la red, ofreciendo una simple interacción con los 
dispositivos que la conforman. En vez de tener varias herramientas para administración 
de información de red, OpManager nos facilita todo en una sola herramienta.  
e) Reduce Costos de Entrenamiento: Esta herramienta es maniobrable de forma intuitiva 
y amigable para el administrador, por lo que no se necesita un entrenamiento previo 
para su uso, a su vez los 41 paquetes para su instalación incluyen la base de datos y 
servidor web, evitando complicaciones de instalación de más paquetes al 
administrador.  
f) Una Administración Económica: Posee un bajo costo de adquisición, esta herramienta 





Además, que requiere características estándar en cuanto a hardware y soporta una 
cuantiosa variedad de sistemas operativos. 
g) Visibilidad Combinada de Negocio e Infraestructura: Al tener una visión de 
infraestructura y servicios en una sola herramienta, cuando se produce una falla, se 
puede determinar adicional al problema presentado los servicios afectados sobre la 
red. 
h) Utilización Efectiva del Personal: Al presentar los eventos y alarmas más relevantes de 
los equipos, el personal encargado de la infraestructura podrá utilizar su tiempo en 
realizar otras actividades en vez de analizar el fallo en el equipo. 
i) Monitoreo Proactivo: OpManager nos da la facilidad de realizar monitoreo proactivo, 
gracias a que identifica problemas de forma temprana pudiendo actuar oportunamente 
y prevenir eventos.  
j) Reduce Costos Operacionales: Esta herramienta simplifica tareas de administración, 
por lo que reduce costos. El administrador de red se libera para trabajar en otros 
proyectos mientras que monitoreo de los equipos se realiza a nivel de operador.  
k) Completamente basado en Web: La herramienta OpManager está basado en web, por 
lo que el acceso al servidor es realizada por el administrador de red desde cualquier 
punto. 
2.2.3. SNMP (Simple Network Management Protocol) 
SNMP se crea debido al protocolo para gestión de equipos IP SGMP, el protocolo SNMP 
opera a nivel de aplicación y realiza un intercambio de mensajes para el manejo de 





información de los dispositivos de red. Al formar parte de la familia TCP/IP, SNMP posee 
un lenguaje común y un entorno de trabajo estándar para la realización del monitoreo y 
gestión de la red. 
2.2.3.1. Arquitectura de SNMP 
SNMP es una arquitectura de colección de estaciones sobre los elementos y la 
administración de red. Una estación de administración supervisa los elementos de red 
ejecutando aplicaciones de gestión. 
Los elementos de red tales como routers, ordenadores, servidores, entre otros que poseen 
agentes de gestión desempeñando la función de gestión solicitada en la red por las 
estaciones de administración de red. 
Los dispositivos de gestión poseen una MIB de forma local, lo cual facilita al realizar las 
consultas desde el OpManager pudiendo enviar la información de eventos de manera 
asíncrona, por ende, soporta el mecanismo de agente gestor. 
La MIB local contenida en cada dispositivo maneja información en forma par tal como 
atributo valor. Esta información es estándar para todas las herramientas de gestión y 
monitoreo. 
El Simple Network Management Protocolo (SNMP) es utilizada para establecer la 
comunicación entre los dispositivos de red en la infraestructura de la empresa y el gestor 
de monitoreo. 





 Get: Es utilizado para la obtención de información entre el dispositivo de red y la 
herramienta de monitoreo. 
 Set: Se utiliza para modificar parámetros entre el gestor de red y los dispositivos. 
 Trap: Esto sucede cuando el gestor de red recibe un mensaje cuando ha sucedido un 
evento en algún dispositivo. 
Al ser un protocolo estándar no se especifica nada sobre la cantidad de gestores de red, lo 
más común es poseer dos gestores de red (otro de contingencia), ya que al ser un protocolo 
simple el número de dispositivos por gestor puede ser bastante elevado. 
 
Figura 4. Arquitectura de un sistema de gestión SNMP 
Fuente: www.redalyc.org/html/784 
2.2.3.2. Objetivos del Protocolo SNMP 
SNMP tiene como primer objetivo simplificar la complejidad de las funciones que realiza 





Un segundo objetivo es lograr que la información obtenida sea lo suficientemente 
extensible para poder realizar un monitoreo con aspectos adicionales, como agregar una 
nueva función a un valor obtenido de un dispositivo. 
Un tercer objetivo es que los dispositivos tengan una arquitectura independiente, es decir 
que no dependan de la arquitectura de la red. 
2.2.3.3. Versiones del protocolo SNMP 
Actualmente hay 3 versiones de SNMP, la cual inicio con SGMP siendo este el estándar 
utilizado para internet. 
- SNMPv1 RFC1157 (1990) Constituye la primera definición e implementación del protocolo 
SNMP, descrito en las RFC 1155, 1157 y 1212 del IETF. Su diseño se presenta como una 
solución temporal para los problemas de comunicación de los años 80, cuando los sistemas 
de control eran propietarios y dependían de cada fabricante, complicando el control de las 
redes heterogéneas y encareciendo los costos debido a que el mercado era restringido.  
SNMPv2 Aparece en 1993, se lo define en las RFC 1441-1452, puede leer SNMPv1, 
introduce mejoras de seguridad, mayor detalle en la definición de variables, operaciones 
con grandes volúmenes o GetBulk, comunicación entre administradores a través de Inform, 
mejora en las Adquisiciones y en la Monitorización de datos.  
SNMPv3 Aparece en 1997, se lo describe en las RFC 1902-1908 y 2271-2275, presenta 
mejoras en las características de seguridad como privacidad, autenticación y 
autentificación. Además, usa lenguajes orientados a objetos. No se trata de que SNMPv3 
reemplace a SNMPv1 y/o SNMPv2, sino que definiendo las capacidades adicionales arriba 





2.3.3.4. Ventajas y Desventajas de SNMP 
 Ventajas de SNMP  
(Diaz, 1999) Una de las principales ventajas es que tiene un diseño simple y que es fácil 
de implementar en redes con una cuantiosa cantidad de equipos y que la información que 
intercambia consume pocos recursos en la red. Adicional, el usuario es libre de que 
parámetros va a monitorear de cada dispositivo con solo definir lo siguiente:  
• Definir el título del parámetro. 
• Cual es el tipo de dato en el parámetro. 
• Si el parámetro es de sólo lectura o escritura. 
• El valor del parámetro. 
Otra ventaja que posee es que fue el único protocolo que existió desde el principio y por 
ende todos los fabricantes de dispositivos diseñan sus tecnologías contemplando que 
soporten SNMP, también su facilidad de expansión, ya que es fácil de actualizar debido a 
su sencillez. 
 Desventajas de SNMP  
Una de las primeras desventajas de SNMP es su seguridad, ya que cualquier persona 
puede acceder a la información de los dispositivos de red, pudiendo así bloquear o 
interrumpir la función en los equipos. Es por esto que se añadió SNMPv2 para la solución 





• Privacidad de la información, cualquier intruso ya no podrá captar información que transite 
por la red.  
• Autentificación, con ello cualquier intruso no podrá enviar falsa información en la red. 
• Control de acceso, se puede restringir las variables insertadas por los usuarios para evitar 
una caída en la red.  
La mayor desventaja de usar SNMP es que debido a que la información está poco 
organizada, no es el protocolo más acertado para la gestión de grandes empresas. Lo 
bueno es que este problema ha sido solucionado nuevamente con SNMPv2 que permite 
separación de variables a detalle como también estructuras de datos haciendo más fácil 
su manejo. Adicional a ello, SNMPv2 ahora posee 2 nuevas PDU’s para manipulación de 
objetos y tablas. 
2.3.3.5. Base de información de administración (MIB) 
La Base de Información para Gestión (Management Information Base o MIB) es un tipo de 
base de datos que contiene información jerárquica, estructurada en forma de árbol, de 
todos los dispositivos gestionados en una red de comunicaciones. 
Es parte de la gestión de red definida en el modelo OSI. Define las variables usadas por el 
protocolo SNMP para supervisar y controlar los componentes de una red. Está compuesta 
por una serie de objetos que representan los dispositivos (como enrutadores y 
conmutadores) en la red.  
Cada objeto manejado en un MIB tiene un identificador de objeto único e incluye el tipo de 
objeto (tal como contador, secuencia o indicador), el nivel de acceso (tal como lectura y 





Los formatos del MIB de CMIP y del SNMP se diferencian en estructura y complejidad. Los 
objetos de una MIB se definen usando un subconjunto del ASN.1, la versión 2 de la 
estructura de la información de gestión (Structure of Management Information Version 2 o 
SMIv2) definido en el RFC 2578.  
 
Figura 5. Escenario de una MIB (Management Information Base) 
Fuente: www.tamps.cinvestav.mx 
2.2.3.6. Identificador de Objetos (OID) 
(Villagómez, 2015) Un OID en SNMP es un "identificador de objeto". Es una dirección 
usada para identificar dispositivos y sus estados. 
Un OID es una secuencia de números enteros que identifica de forma única un objeto 
administrado, mediante la definición de una ruta de acceso a ese objeto a través de una 
estructura de árbol llamado el árbol OID o un árbol de inscripción. Cuando un agente SNMP 
necesita acceder a un objeto específico administrado, atraviesa el árbol OID para 
encontrarlo.  
Los OID identifican los objetos de datos que son parte de un Mensaje SNMP. Cuando el 
dispositivo SNMP envía una trampa o un GetResponse, transmite una serie de OID, junto 





Se puede observar que al compilar los archivos MIB en el administrador SNMP, se 
proporcionan no sólo los OID definidos por el equipo de los proveedores, sino también las 
OID para entidades públicas: iso, org, dod, internet, y así sucesivamente.  
 
Figura 6: Árbol de inscripción 
Fuente Tutorial MIB DPS Telecom 
Los primeros números identifican el dominio de la organización que emitió el OID, 
seguido por números que identifican los objetos dentro del dominio. De forma similar, 
cada OID comienza en el nivel de raíz del dominio y cada vez se vuelve más específico. 
El último término de un OID, es el elemento más específico. A continuación, un ejemplo 
práctico lo ilustra de mejor manera. Este es el OID: 1.3.6.1.4.1.2681.1.2.102 
Dónde:  





- 3 (Org): Una organización ISO reconocida.  
- 6 (dod): EE.UU. Departamento de Defensa, la agencia originalmente responsable de la 
Internet.  
- 1 (Internet): Internet OID.  
- (privado): Las organizaciones privadas. 
- 1 (empresas): Las empresas comerciales.  
- 2682 (dpsInc): DPS Telecom.  
- 1 (dpsAlarmControl): DPS alarma y dispositivos de control. 
- 2 (dpsRTU): unidad de telemetría DPS a distancia.  
- 102 (dpsRTUsumPClr), una trampa generada cuando todos los puntos de alarma en 
una RTU son claros. 
2.2.4. Definición de MTBF & MTTR 
Es importante definir el concepto de MTBF y MTTR a nivel de monitoreo pues son 
indicadores de confiabilidad, veamos: 
MTBF (Mean Time Between Failures), Es un indicador de suma importancia para las 
empresas que estamos evaluando pues representa el tiempo promedio en el que un equipo 
funciona sin fallas, es decir, es el tiempo promedio que transcurre entre una falla y la 
siguiente. Si el MTBF indica un mal desempeño, debemos identificar que está causando 





producen los fallas es un importante indicador de rendimiento clave que puede ayudar a 
su empresa a adoptar mejores prácticas de disponibilidad de los equipos. 
Podemos calcular el MTBF de la siguiente manera: 
MTBF = (Tiempo total de la operación en el periodo) / (número de fallas) 
MTTR (Mean Time Through Repair), es un indicador que nos define el tiempo promedio 
para restaurar la función de un equipo, maquinaria, línea o proceso después de una falla 
funcional, dicho de otra forma, el tiempo promedio en que se efectúa una reparación; 
Asimismo, para nuestro caso este indicador nos va medir la efectividad en restituir la unidad 
a condiciones óptimas de operación una vez que la unidad se encuentra fuera de servicio 
por un fallo, dentro de un período de tiempo determinado. 
Asimismo, podemos decir que el MTTR para nuestro proyecto es una medición de la 
mantenibilidad de un equipo, lo obtenemos dividiendo el tiempo total de las reparaciones 
entre el número total de fallas de un sistema. 














METODOLOGÍA DE INVESTIGACIÓN 
3.1. Desarrollo De La Solución 
3.3.1. Diseño 
El presente proyecto presenta las siguientes funcionalidades: 
 Disponibilidad: La herramienta de monitoreo de red OpManager trabaja 24x7, por lo 
tanto, se puede contar con su operatividad en el momento que se necesite, ya que por 
otro lado de esto depende la extracción de reportes. 
 Seguridad: La herramienta de monitoreo de red  OpManager cuenta con credenciales 
personalizadas para su acceso así como una vista de negocio que solo te permite 
observar los equipos asociados a cada área. 
 Cantidad de licencias: La herramienta de monitoreo de red  OpManager OpManager 
cuenta con licencias para el monitoreo de equipos y servicios, actualmente se usan 3 
licencias; una de ellas es la capacidad de dispositivos que se pueden agregar al gestor 
(actual 650 dispositivos), otra para el servicio Netflow que nos permite monitorear el 
tráfico en los dispositivos (actual 100 interfaces) y por ultimo tenemos el servicio NCM 







Dentro de los proveedores de servicio como herramientas de monitoreo podemos citar al 
Solarwinds, Opmanager, Paessler, etc.  
Sin embargo, podemos hacer una comparativa entre el Solarwind y el Opmanager, las 
cuales fueron motivos para elegir este último. 
Características principales (Solarwind) 
- Tableros y gráficos personalizables 
- Capacidades completas de solución de problemas 
- Mapas de red visuales y mapas de calor inalámbricos 
- Informes de rendimiento detallados 
- Amplias opciones de monitoreo 
- Descubrimiento automático del dispositivo de red 
Precios de una licencia de tiempo, prueba gratuita, licencia de usuario de 100-499 
Características principales (OpManager) 
- Administración de redes 





- Gestión de centros de datos 
- Complementos y complementos 
- Compatibilidad con varias máquinas virtuales (VM) 
- Compras personalizables y precios 
Precios Freemium, suscripción, prueba gratuita, licencia de usuario 1,000-4,999. Ante 
estas diferencias optamos por la herramienta OpManager la cual especificaremos sus 
funciones en la red core de la empresa privada. 
 ESPECIFICACIONES TÉCNICAS DE EQUIPAMIENTOS 
En esta parte observaremos los requerimientos mínimos del sistema que se deben ejecutar 
en la herramienta de monitoreo OpManager. El espacio de disco crece según los datos 
almacenados. Se requiere más RAM y procesadores de alto nivel dependiendo de la carga 
de soporte y la carga de acceso simultáneo. 
- Hardware 
A continuación, presentamos la tabla de instalación de hardware con la cantidad de inicios 











o Windows server 2012 
o Windows 2000 / 2003 Server 
o Windows XP Professional 
o Windows 2008 Server 
o Windows 7 
Linux 
o Red Hat Linux 7.2 y superior 






Bases de datos soportadas 
o MySQL 4.1.18 
o MS SQL 2000, MS SQL 2005, MS SQL 2008 
o PostgreSQL 
Navegadores soportados 
o Internet Explorer: IE 9, IE 10 & IE 11 
o Firefox: v3.6 y superiores 
o Google Chrome 
 TOPOLOGIA  
Nos muestra la red la cual vamos a monitorear con la herramienta OpManager (ver figura 
7 y figura 8).  
 
Figura 7: Topología de la red a Monitorear 






Figura 8: Herramienta de monitoreo OpManager aplicada a la Red Mpls. 
Fuente: Elaboración Propia                                                                                                   
 DIMENSIONAMIENTO DE LA RED 
- En esta parte mostraremos la cantidad de equipos que actualmente se tiene implementada 
(493 equipos), ahora si la cantidad de equipos aumenta se tendría que comprar una licencia 
para darle mayor capacidad al OpManager. 
 
Figura 9: Muestra la cantidad de equipos que actualmente tiene la empresa. 





- Memoria, en el servidor OP Manager es necesario que mínimo tengamos 4Gb de Memoria 
por el consumo de la aplicación. (Figura 10) 
 
Figura 10: Memoria de un router de borde 
Fuente: Elaboración propia 
- Esta herramienta tiene la capacidad de monitorear por los diferentes puertos, ya sea 
Gigabit Ethernet, Ethernet, etc. (Figura 11)  
 
 
Figura 11. Puertos Monitoreados 






En el presente capítulo se describe y explica cada uno de los pasos del proceso de 
monitoreo de un elemento de red en el gestor OpManager. De igual forma, se muestra 
procedimientos y demás análisis que hicieron posible el correcto funcionamiento de la 
herramienta.  
En una primera etapa, relacionada con el logro del primer objetivo específico que consiste 
en identificar el proceso para agregar los equipos de la red core a la herramienta 
Opmanager, se revisó en los manuales de la herramienta y se estableció que se necesita 
2 apartados, creación de comunidad y conectividad ICMP hacia el equipo desde el gestor. 
Para la creación de comunidad en el gestor OpManager procedimos a ingresar a la opción 
“Admin” y “Credential Setting” (ver figura 12), previo a ello esta misma comunidad debe 
estar configurada en el equipo a agregarse. 
 
Figura 12. Ingreso a la opción "Credential Settings" 
Fuente: Elaboración propia 
Una vez hemos ingresado a esta opción nos muestra una librería con todas las 
comunidades existentes, debido a que el equipo que se agregó pertenece a un nuevo 
fabricante se procedió a crear una comunidad nueva para su identificación en la opción 






Figura 13. Opción “New Credential” para la creación de una nueva comunidad 
Fuente: Elaboración propia 
A continuación, nos muestra una ventana para registrar datos, en la cual se registró la 
comunidad deseada, definiendo los campos según corresponde y una vez llenado los datos 
continuamos con la opción “Add” para completar la adición de comunidad (ver figura 14) 
- Credential Type: Definimos la versión de la comunidad. 
- Name: Definimos el nombre para poder identificar la comunidad, de preferencia se usó el 
mismo nombre de la comunidad. 
- Description: Campo libre para añadir comentarios. 
- SNMP Read: Nombre de la comunidad a usarse para Lectura. 
- SNMP Write: Nombre de la comunidad a usarse para Escritura. 
 
Figura 14. Ingreso de datos para añadir nueva comunidad 





Para la prueba de conectividad se ingresó al servidor OpManager por escritorio remoto con 
las credenciales de dominio de la empresa y vía cmd se procede a realizar una prueba de 
“ping” hacia la IP del equipo que se requiere agregar (ver figura 15). 
 
Figura 15. Prueba de conectividad del servidor OpManager hacia el equipo a agregar 
Fuente: Elaboración propia 
Una vez se haya concluido con la creación de comunidad y la prueba de conectividad hacia 
el equipo desde el servidor, ya se puede agregar el equipo para ser monitoreado, para lo 
cual se ingresó a la opción “Admin” y “Add Device” (ver figura 16) 
 
Figura 16. Ingreso a la opcion "Add Device" 
Fuente: Elaboración propia 
Una vez ingresado a esta opción nos muestra 3 campos a ser completados, los cuales son 





equipo, una vez concluido se procede a dar clic en la opción “Add Device” para completar 
el proceso mostrando el aviso: “Device added successfully.”  (ver figura 17). 
 
Figura 17. Campos a rellenar para agregar un equipo 
Fuente: Elaboración propia 
En la segunda etapa, enfocada en alcanzar el segundo objetivo específico que consiste en 
la obtención de información de un equipo a través de su MIB en la herramienta OpManager, 
se cargó la MIB entregada por el fabricante en el MIB Browser del menú "Tools" del propio 
gestor como se observa en la siguiente figura (ver figura 18). 
 
Figura 18. Ingreso a la opción “Mib Browser” 
Fuente: Elaboración propia 
En el Mib Browser se buscó la mib entregada por el fabricante en la opción “Examinar” y 
una vez seleccionada se dio clic en la opción “Upload MIB”, esto lo podemos observar en 






Figura 19: Ingreso a la opción “Mib Browser". 
Fuente: Elaboración propia 
En el Mib Browser ingresamos a la opción “Parameters” para modificar la versión de la 
comunidad SNMP que está configurada en el equipo, en esto caso usamos versión 2c y 
por último seleccionamos la opción “OK” para guardar los cambios como también en la 




Figura 20: Cambio de versión en la opción “Parameters” y selección de    Dispositivo. 
Fuente: Elaboración propia 
Una vez seleccionadas todas las opciones seleccionamos una OID para las pruebas, en 
este caso se usó la OID de tiempo de encendido del equipo “sysUpTime” (.1.3.6.1.2.1.1.3) 
y le damos clic en la opción “Get” en la parte superior, luego el browser nos muestra que 





(20 semanas + 5 días) que es su equivalente, lo podemos observar en la siguiente figura 
(ver figura 21). 
 
 
Figura 21. Datos de la consulta SNMP mediante la OID y tiempo de encendido por 
comando en el router con IP 172.16.1.243 
Fuente: Elaboración propia 
Por lo antes expuesto, se verificó que el Mib Browser nos brinda una información correcta 
con respecto a la OID escogida, con esto podemos concluir que el OpManager es capaz 
de obtener información de un equipo a través de la MIB. 
En la tercera etapa, enfocada a la configuración de las reglas y envío de notificaciones de 
los equipos, se procederá a explicar cómo se adiciona un monitor personalizado al equipo 
para el monitoreo del mismo, para ello ingresamos a la opción Device Templates del menú 
"Configuration" (ver figura 22). 
 
Figura 22. Ingreso a la opción “Device Templates”. 





Luego de ello buscamos el modelo del equipo en la pestaña “Name” y le damos clic en la 
opción “Go”, apareciendo la serie del equipo donde fue ingresada al momento de agregar 
el equipo (ver figura 23). 
 
Figura 23. Ingreso al modelo del equipo. 
Fuente: Elaboración propia 
Una vez ingresado en la serie del equipo, se procedió con la creación de un nuevo monitor 
personalizado para el monitoreo del equipo, para esto debemos continuar dando clic en la 
opción “Add Monitors” para adicionarlo, también se observa monitores ya creados con 
anterioridad sobre este mismo tipo de categoría (ver figura 24). 
 
Figura 24. Ingreso a la opción “Add Monitors” para creación de monitor. 
Fuente: Elaboración propia 
Después de ingresar a la opción “Add Monitors” se cargó otra ventana donde tenemos que 







Figura 25. Ingreso a la opción “Add Bulk” 
Fuente: Elaboración propia 
La siguiente ventana presenta en forma detallada como se agregó el monitor, se completó 
los datos tales como el nombre del monitor, la OID que identifica el parámetro a monitorear, 
el intervalo de tiempo a pollear y la unidad que lleva el valor monitoreado, luego se procede 
a dar clic en “OK” para finalizar el agregado (ver figura 26). 
 
Figura 26. Configuración de parámetros del monitor personalizado. 
Fuente: Elaboración propia 
Al finalizar el llenado de los equipos procedemos a dar clic en la opción de “Apply” 
verificando siempre que el equipo al cual le estamos agregando el nuevo monitor se 
encuentre ubicado al lado derecho del cuadro ya se son los equipos donde se aplicará el 






Figura 27. Aplicando la configuración realizada al equipo. 
Fuente: Elaboración propia 
Para completar la configuración del monitor en el equipo, lo que tenemos que hacer es 
ingresar al mismo e ingresar a la opción de “Performance Monitors” y encontramos el 
monitor que hemos agregado recientemente, le damos clic en el botón “Edit” para 
configurarlo (ver figura 28). 
 
Figura 28. Ingreso a la opción “Edit” para configuración de monitor. 
Fuente: Elaboración propia 
Una vez ingresado se configura los valores de Critical Threshlod (alarma) y Rearm (limpia 
de alarma), en este caso el CPU se configuró para que se alarme cuando llegue a un límite 






Figura 29. Configuración de parámetros del monitor creado. 
Fuente: Elaboración propia 
Hasta aquí ya tenemos configurado el monitor personalizado que sirve para monitorear el 
equipo y avisar si se genera alguna alarma en él, el siguiente paso es configurar el envío 
de correo para las notificaciones para lo cual tenemos que entrar a la opción “Notification 
Profiles” en el menú Alerts cambiado (ver figura 30). 
 
Figura 30. Ingreso a la opción “Notification Profiles”. 
Fuente: Elaboración propia 
Luego de ingresar a dicha opción procedemos a dar clic en el enlace “Add New” ubicado 






Figura 31. Ingreso a la opción “Add New”. 
Fuente: Elaboración propia 
En este apartado se tienen que rellenar los siguientes criterios: Nombre del Perfil, correo 
destino, correo origen, asunto del correo y cuerpo del correo; también tenemos un menú 
desplegable donde se pueden agregar más variables al asunto o al cuerpo del correo; tal 
como se muestra a continuación (ver figura 32), una vez configurado el nuevo perfil le 
damos clic en “Save” para guardar los cambios efectuados. 
 
Figura 32. Configuración del nuevo Perfil de Notificaciones. 
Fuente: Elaboración propia 
Ya configurado el nuevo perfil de notificaciones se procede a agregarlo en el equipo a 
monitorear para que pueda generar un correo por cada alarma, para ello accedemos al 
equipo en el menú “Notification Profile” y le damos clic al siguiente enlace para su adición 






Figura 33. Configuración de Notificación en el equipo. 
Fuente: Elaboración propia 
Se procede a buscar el nuevo perfil creado “ALARM_NOC_CORE”, lo seleccionamos y 
damos clic en “Next” para continuar con la configuración (ver figura 34). 
 
Figura 34. Adición del Perfil de Notificación en el equipo. 
Fuente: Elaboración propia 
El siguiente paso para la configuración es seleccionar los tipos de eventos que van a 
generar alarma, en este apartado damos clic en “Select all” para agregar todos los eventos 
posibles como problemas en las interfaces, caída de servicios, recepción de traps por 
SNMP, umbrales de monitores personales, etc. Una vez seleccionado todas las opciones 
damos clic en “Next” para continuar con el último paso (ver figura 35). 
 
Figura 35. Selección de eventos a notificar. 





Como último paso seleccionamos la opción de aplicar este perfil todo el tiempo para que 
siempre se mantenga la configuración realizada y damos clic en la opción “Save” para 
guardar todos los cambios realizados (ver figura 36). 
 
Figura 36. Aplicación del Perfil por tiempo indefinido. 
Fuente: Elaboración propia 
Adicional a la configuración del monitor, también se agregó el monitoreo de las interfaces 
del equipo, esto se hizo en el apartado “Interfaces” y luego se dio clic en la opción 
“Rediscovery” para que redescubra todas las interfaces configuradas en el equipo (ver 
figura 37). 
 
Figura 37. Redescubrimiento del equipo para el monitoreo de interfaces. 





Esperemos un momento hasta que cargue la ventana con todas las interfaces configuradas 
y seleccionamos únicamente las que son de nuestro interés, una vez finalizado le damos 
clic en “Save” y con esto es suficiente para que empiece a monitorearlas (ver figura 38). 
 
Figura 38. Adición de las interfaces del equipo para el monitoreo. 
Fuente: Elaboración propia 
Con todos los pasos anteriores ya se culmina la configuración para el envió de 
notificaciones cuando exista una alarma en el equipo, para ello se procedió a buscar el 
nombre del equipo en el correo y observamos que efectivamente nos llegan las 




Figura 39. Búsqueda de alarma en el Correo. 














Las actividades que comprende son: Recopilación de datos, análisis de la información, 
aplicación de la herramienta OpManager y desarrollo del software, resultados y 
conclusiones. Esto en concordancia con la identificación de procesos para la adición de 
equipos, identificar el protocolo para la obtención de la información, determinar las reglas 
y finalmente la generación del reporte. 
4.1. Resultados 
En esta parte mostraremos el resultado de las configuraciones propuestas en los objetivos 
de la presente tesis. Luego de realizar las configuraciones para el monitoreo en los equipos 
de red de una empresa privada, entramos al correo y observamos que tiene el mismo 
asunto y el cuerpo del correo agregado en el perfil creado en el tercer objetivo específico, 
con esto podemos concluir la correcta configuración y que el OpManager si está trabajando 






Figura 40. Lectura de Correo recibido por alguna alarma. 
Fuente: Elaboración propia 
Estas configuraciones nos permiten realizar la validación del mismo, mediante reportes 
emitidos por el OpManager, verificando que se cumpla los requerimientos funcionales y 
técnicos (ver figura 41 y 42). 
 
Figura 41. Opciones a utilizar para extraer la disponibilidad de equipos. 








Figura 42. Configuración para la muestra de disponibilidad de equipos. 
Fuente: Elaboración propia 
Finalmente mostramos la disponibilidad de un equipo, luego de haber realizado las 
configuraciones en el gestor de monitoreo y en el router (Ver figura 43). 
 
Figura 43. Disponibilidad de un equipo. 





 Se logró un mejor cumplimiento del indicador de calidad de disponibilidad de servicio, 
aprobada por resolución 123—2014 de Osiptel, el cual es de obligatorio cumplimiento para 
todas las empresas reguladas, como es el caso de Americatel. 
 La aplicación de conocimientos sobre el análisis de traps para la creación de monitores de 
alarmas y realizar la automatización creación de tickets y envío de correos, puesto que la 
ingeniería crea y/o utiliza herramientas para transformar el conocimiento en algo practico. 
 Prever estos eventos permite disminuir la visita de los contratistas a las estaciones base, 
EnodeB y otros de esa forma ahorrar gastos operativos, asimismo, con el mapeo 
automático de redes L1/L2 no permite visualizar e identificar interrupciones en la red y 
degradación del rendimiento, esto para evitar el deterioro de los equipos routers, switches, 
firewall, concentradores, etc, esto  ya sea por corte de energía, consumo de BW, 
temperatura, al procesamiento del CPU, finalmente con ello podemos mejorar la 
disponibilidad y rendimiento. 
 Se cumple con el standard de red de Gestion de Telecomunicaciones: UIT-T: Series 
M.3000, Indica los pprincipios para una red de gestión de las telecomunicaciones, 
asimismo se expone un modelo de referencia funcional, y se identifican conceptos 
necesarios para soportar la arquitectura de red de gestión de telecomunicaciones. Cuadro 
comparativo  
 Actualmente los KPI (Key Performance Indicator), indicador clave de rendimiento, son 
mucho mejores, por ejemplo, ahora con la implementación de esta herramienta se atiende 







Figura 44. La grafica adjunta muestra los reportes de KPI muestra el antes y después de 
la implementación de   la herramienta de monitoreo 
Fuente: Creación Propia 
4.2. Presupuesto 
Este presupuesto económico va englobar todos los gastos previstos en la elaboración de 
la tesis desde sus inicios hasta su publicación, es decir, veremos la factibilidad, el 







Presupuesto (Flujo de caja) 
Se lista los insumos usados para el proyecto. 
Tabla 2: Presupuesto (Flujo de caja) 
 
Fuente: Elaboración Propia. 
GASTOS OPERATIVOS DIVERSOS (GOD) 
Tabla 3: Gastos Operativos Diversos 
 





Flujo de Caja – Factor Humano 
Se presenta el pago al personal que participa en el proyecto por parte del proveedor que 
va implementar la solución de esta herramienta de monitoreo. Este pago está reflejado en 
las horas hombre invertidas en el proyecto. 
Tabla 4: Flujo de Caja - Factor Humano 
 
 
Fuente: Elaboración Propia 
Análisis de Costo Beneficio de la Propuesta  
Presentamos el flujo de Caja, proyectamos los beneficios y lo contrastamos con la inversión 
y con los gastos; Asimismo, definimos la tasa de descuento (sugerencia 12%), finalmente 










Fuente: Elaboración propia 
Beneficios y/o reducción del Opex 
La implementación del sistema ha permitido ahorrar en gastos de reparación de equipos, 
con el anterior sistema ocurría, en promedio fallas en el 15% de los equipos (los costos 
aproximadamente llegan en promedio al 1% mensual del valor de los quipos). 
Con el nuevo sistema OpManager nos permite ahorrar estos costos generados, cuyo valor 






Tabla 6: Costos Evitados. 
 
 
Fuente: Elaboración propia 
Proyecto de Implementación de la herramienta OpManager (VAN / TIR) 
Estas tablas nos muestran la inversión realizada y los ingresos netos reflejados en los 
ahorros de cada mes el mes 0 al mes 12 durante 3 años. Según el VAN y TIR proyectados 
la ejecución del proyecto es factible. 
Tabla 7: VAN y TIR 
 
Fuente: Elaboración propia 
El VAN es mayor que cero (S/. 1,955,568.53), debido a que el valor actual los beneficios 
(expresados en costos evitados) son mayores a los costos de Inversión (CAPEX) y 
Operación y mantenimiento (OPEX). 
La TIR>COK (23%>12%), siendo la tasa mínima esperada por el accionista mayor que el 
costo de oportunidad de capital (COK) usada por la empresa para evaluar el proyecto. 
Tasa de Dcto. Anual 







Figura 45. Curva "S" del proyecto. 
Fuente: Elaboración propia 
4.3.  Cronograma 
4.3.1. Planificación De Tiempo 
El diagrama de Gantt resultó muy útil pues nos sirvió para identificar todas las tareas a 
realizar, tener una visión global del estado del proyecto en todo momento, estimar los 
tiempos de realización de las tareas y del proyecto, eliminar tiempos muertos y cumplir con 
el proyecto en el tiempo fijado.  
Tabla 8: Diagrama de Gantt del Proyecto 
 












Aquí podemos observar la implementación del sistema y las actividades operativas de 
manera genérica. (Tabla 9) 
Tabla 9: Diagrama de Gant - Implementación y Actividades Operativas 
 






4.3.2. Elaboración del WBS 
 
Figura 46. Elaboración del WBS 
Fuente: Elaboración propia 
4.3.3. Diccionario WBS 
4.3.3.1. Dirección de Proyecto 
 Planificación: Dentro de la empresa se junta el comité que va definir la viabilidad del 
producto. 
 Reuniones: La junta analiza la propuesta de mejorar el monitoreo de red mediante la 
adquisición de la herramienta OpManager. 
4.3.3.2. Requisitos para la aplicación 
 Elaboración del RFP:   Documento que la empresa emite para solicitar propuestas de 





 Elaboración de la OC: Luego del análisis de la cotización de un proveedor se procede a 
realizar la Orden de Compra. 
 Envío de Licencia: El proveedor envía la licencia para cierta cantidad de equipos, el 
envió es hacia la sede de Americatel. 
4.3.3.3. Implementación 
 Equipo de red a configurar: Se lleva el conteo necesario de los equipos de red que serán 
monitoreados por la herramienta OpManager. 
 Configuración de equipos: Se realiza la configuración en los equipos de red para el 
monitoreo mediante recepción de traps para que, ante la presencia de una alarma, se envíe 
una notificación a través de correo electrónico, previamente configurado, al usuario 
involucrado. 
4.3.3.4. Integración  
 Integración del OpManager a la red: Una vez instalado el equipo se procede con las 
pruebas de las alarmas y la visualización del mismo en el panel de alarmas dentro de la 
aplicación del Opmanager. 
 Capacitaciones: Se realiza capacitación para el personal de monitoreo de red en el 







El proyecto nació por la necesidad de reemplazar los gestores de monitoreo que ya tenían 
años operando y cuyo soporte de partes y licencias ya habían caducado. Entonces se 
propuso por parte de la empresa una propuesta para adquirir un gestor de monitoreo que 
cumpla con atender las necesidades de gestión que actualmente tenemos y pueda además 
brindar beneficios adicionales. Desde este punto de vista, mi participación estuvo centrada 
en la evaluación del nuevo gestor a fin de que cumpla con los requerimientos planteados y 
que este dentro de los límites presupuestarios. Habiéndose elegido al OpManager como 
software ganador, se procedió a planear la implementación, configuración y pruebas. 
En la fase de implementación participé como ingeniero de proyecto alineando las áreas 
para cumplir con los requerimientos físicos y lógicos del software, es así que en 
coordinaciones con las áreas internas de ISP, TI y BD, logramos implementar un servidor 
virtual sobre el que se instaló el software, logramos que el equipo gestor tenga 
comunicación con los equipos que debe monitorear por lo que se implementó una base de 
datos separada del servidor con el fin de que la información siempre este salvaguardada, 
a ésta BD se realiza backup semanalmente. 
En la fase de configuración, se procedió a registrar los equipos de las redes, para el 
monitoreo del software gestor OpManager a fin de que pueda generar las alarmas 
respectivas ante eventuales situaciones de falla. Se consideraron reportes automáticos 
para cada red configurada incluida para este monitoreo. Se presentaron inconvenientes 
con algunos equipos de marcas no comerciales las cuales se ingresaron de manera manual 
solicitando las MIBs respectivas a cada proveedor. 
En la fase de pruebas, se afinaron los parámetros que generaban las alarmas configuradas, 





tráfico y pérdidas de conectividad en algunos casos, al finalizar esta fase se contó con 
reportes reales de lo que se tenía en la red, apoyando el forecast interno. 
Al realizar la implementación de la herramienta, se empezó a explorar nuevas 
funcionalidades del gestor como son:  
a)  Monitoreo de servidores por WMI (consiste en monitorear procesos o aplicaciones de 
forma independiente). 
b)  Realización de backups por el "Device Expert" que es un complemento de la 
herramienta para almacenar la configuración de los equipos y notificar cuando se 
realice algún cambio. 
c)  Monitoreo mediante Netflow para el historial de tráfico saliente y entrante con 
direcciones y puertos. 
d)  Desarrollo de scripts (plantillas de configuración que ejecutan tareas dentro de un 
sistema) para ejecución de exportación de archivos.  
Estos son los aportes adicionales que se pudo realizar con el estudio de la herramienta en 
producción, ya que por cada una de ellas se hicieron pruebas en el equipo y sobre el gestor 















El objetivo fundamental de esta tesis era abordar el problema de cómo realizar el monitoreo 
y prevención de eventos generados en los equipos de la red Core de la empresa Americatel 
Perú sobre la herramienta OpManager, consiguiendo así una correcta configuración de los 
equipos para la generación de sus respectivas alarmas. Así pues, los parámetros a 
monitorear de cada equipo nos facilitaron la prevención de eventos críticos en la red y 
tomar medidas antes de cualquier eventualidad presentada. 
Del primer objetivo específico descrito en el capítulo I, se pudo lograr la correcta adición de 
los equipos de la red Core de Americatel en el gestor OpManager, pudiendo así dar paso 
al reconocimiento de la comunidad en los equipos y posteriores pruebas de alarmas. 
Asimismo, a partir de lo expuesto en el segundo objetivo específico en el capítulo I, se 
demostró que el gestor obtiene la información correctamente de los equipos agregados a 
través de cada librería llamada "MIB", logrando así con dicha información la creación de 
reglas y guardar los eventos suscitados por equipo. 
Del último objetivo específico expuesto en el capítulo I, se pudo concluir que el gestor 
OpManager es capaz de generar reglas y notificaciones de forma correcta, avisar de forma 





equipos y mantener un monitoreo efectivo sobre la red Core, así como también generar 






Anexo 1: Diagrama De Ishikawa 
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