We develop two novel randomized primal-dual algorithms to solve nonsmooth composite convex optimization problems. The first algorithm is fully randomized, i.e., it has randomized updates on both primal and dual variables, while the second one is a semi-randomized scheme which only has one randomized update on the primal (or dual) variable while using the full update for the other. Both algorithms achieve the best-known O (1/k) or O 1/k 2 convergence rates in expectation under either only convexity or strong convexity, respectively, where k is the iteration counter. Interestingly, with new parameter update rules, our algorithms can achieve o (1/k) or o 1/k 2 best-iterate convergence rate in expectation under either convexity or strong convexity, respectively. These rates can be obtained for both the primal and dual problems. To the best of our knowledge, this is the first time such faster convergence rates are shown for randomized primal-dual methods. Finally, we verify our theoretical results via two numerical examples and compare them with the state-of-the-art. 1 We adopt the "non-stationary" term e.g., from [35] to describe algorithms with dynamic parameter updates.
Introduction
We aim at developing two novel randomized non-stationary 1 primal-dual methods to solve the following nonsmooth composite convex optimization problem:
where f : R p → R ∪ {+∞} is a proper, closed, and convex function, g : R d → R ∪ {+∞} is also a proper, closed, and convex function, h : R p → R is a convex and smooth function, and K : R p → R d is a given linear operator. We assume further that both f and g have the following separable structures, respectively:
where x j ∈ R pj is the j-th block of x with n j=1 p j = p and y i ∈ R di is the i-th block of y with m i=1 d i = d. We note that the separable structures (1) naturally appear in various applications such as linear programming, optimization over networks, distributed optimization, and multistage models [4, 44, 48] .
The corresponding dual problem of (P) can be written as
where φ * is the Fenchel conjugate of the sum function φ := f + h. Both (P) and its dual form (D) can be written into the following convex-concave saddle-point formulation:
L(x, y) := Kx, y + φ(x) − g * (y) ,
convergence rate (Theorem 4.3). Comparison to existing methods: Unlike existing augmented Lagrangian-based methods, we cast the augmented term as a smoothing term for the indicator of linear constraints in the constrained reformulation (8) of (P). Our scheme is a combination of Nesterov's acceleration and homotopy strategies, and it still converges without a multiplier update. Both Algorithm 1 and Algorithm 2 can be viewed as randomized coordinate variants of the primal-dual methods in [8, 10, 41] , but they possess a three-point momentum step depending on the iterates at the iterations k, k − 1, and k − 2, and makes use of dynamic parameters and step-sizes. This leads to new types of algorithms, called "non-stationary" methods [35] . Note that analyzing the convergence of "non-stationary" algorithms is often more challenging than that of stationary counterparts [35] . The O (1/k) and O 1/k 2 rates of both deterministic and stochastic primal-dual methods for solving (P) are not new. However, Algorithm 1 is fully randomized compared to [1, 7, 51] , where only one variable (primal or dual) has a randomized update. In addition to O (·) rates on the expectation of primal objective residuals, we also prove its o (·) best-iterate rates. In the deterministic case, [16] provides an intensive analysis of convergence rates for several methods to solve a more general problem than (P). Nevertheless, [16] does not focus on developing new algorithms, and its convergence rate if applied to (P) would become o(1/ √ k), slower than our o (1/k) rate. Other related works include [17, 18, 19, 20] . To the best our our knowledge, this is the first time o (1/k) and o 1/k 2 best-iterate rates are proved for stochastic methods to solve (P) and (D). Paper Organization: The rest of the paper is organized as follows. In Section 2 we recall some preliminary results and background. Section 3 develops a fully randomized non-stationary primal-dual algorithm to solve (P), and investigates its convergence rates under general convexity and strongly convexity. Section 4 studies a semi-randomized non-stationary primal-dual method to solve both (P) and its dual problem (D). We also analyze its convergence rates in both cases: general convexity and strong convexity. Section 5 provides two example to verify our theoretical results and compare them with two other state-of-the-art primal-dual methods in the literature. All the technical proofs are deferred to appendices.
Background and Preliminary Results
In this section, we first introduce some basic notation and concepts. Next, we state our main assumptions for the primal problem (P) and its dual form (D). Finally, we present a constrained reformulation of (P) and the corresponding augmented Lagrangian function.
Basic Notation and Concepts
We work with R p and R d equipped with standard inner product ·, · and norm · . For any nonempty, closed, and convex set X in R p , ri (X ) denotes the relative interior of X and δ X (·) is the indicator of X . For any proper, closed, and convex function f : R p → R ∪ {+∞}, dom(f ) denotes its domain, f * is its Fenchel conjugate, ∂f denotes its subdifferential [3] . We define prox f (x) := argmin y {f (y) + 1 2 y − x 2 } the proximal operator of f . If ∇f is Lipschitz continuous with a Lipschitz constant L f ≥ 0, i.e. ∇f (x) − ∇f (y) ≤ L f x − y for x, y ∈ dom(f ), then f is called L f -smooth. If f (·) − µ f 2 · 2 is convex for some µ f > 0, then f is called µ f -strongly convex with a strong convexity parameter µ f . If µ f = 0, then f is just convex. Given σ ∈ R n ++ , we define a weighted norm of x ∈ R p as:
Letq ∈ R m ++ and q ∈ R n ++ be two probability distributions on [m] := {1, 2, · · · , m} and [n] := {1, 2, · · · , n} such that m i=1q i = 1 and n j=1 q j = 1, respectively. Let i k ∈ [m] and j k ∈ [n] be random indices such that Prob (i k = i) =q i , and Prob (j k = j) = q j .
(
In this case, we write i k ∼ Uq ([m]) and j k ∼ U q ([n]) for realizations of the random indices i and j, respectively. Let I := [U 1 , U 2 , · · · , U n ] be the identity matrix in R p×p , where U i ∈ R p×pi has p i unit vectors. A convex function h : R p → R is said to be partially L h j -smooth for j ∈ [n] if for any x ∈ R p and d j ∈ R pj , one has
This condition implies (see [39] ):
for any x, y ∈ R p and d j ∈ R pj , where L h σ := n j=1 L h j σj . h is said to be µ h σ -convex for a given parameter
for all x, y ∈ dom(h). For the sake of notation, given σ, q andq in (3) , and L h j in (4), we now define: q j ∈ (0, 1).
Here, K j is the j-th column block of K, and µ fj and µ gi are the convexity parameters of f j and g i , respectively. These quantities will be used in the sequel for our analysis and convergence rate bounds.
Basic Assumptions and Constrained Reformulation
Our methods rely on the following assumptions for both the primal problem (P) and its dual form (D):
Assumption 2.1. Both f and g in (P) are proper, closed, and convex on their domain. The function h is convex and partially L h j -smooth for all j ∈ [n], i.e., x ∈ R p and d j ∈ R pj with j ∈ [n], we have
The solution set X of (P) is nonempty, and the Slater condition 0 ∈ ri (dom(g) − Kdom(φ)) holds.
Assumption 2.1 is fundamental and often required in primal-dual methods. Since X is nonempty, Assumption 2.1 implies strong duality: F + G = 0. Moreover, the solution set Y of (D) is also nonempty and bounded. Constrained reformulation: First, we reformulate (P) into the following linear constrained convex setting: 
This reformulation presents as a key step for designing our algorithms. The Lagrange function associated with the constrained reformulation (8) of (P) becomes:
L(x, r, y) := f (x) + h(x) + g(r) + y, Kx − r ,
where y ∈ R n is a given Lagrange multiplier.
The Augmented Lagrangian Function and Its Properties
Define the following augmented Lagrangian function associated with the constrained reformulation (8) of (P):
L ρ (x, r, y) := L(x, r, y)
where ρ > 0 is a penalty parameter. This function will be used as a merit function for our convergence analysis in the sequel.
To investigate the properties of L ρ , we consider ψ ρ (x, r, y) := y, Kx − r + ρ 2 Kx − r 2 .
Clearly, L ρ (x, r, y) := φ(x) + g(r) + ψ ρ (x, r, y). Moreover, we have ∇ ri ψ ρ (x, r, y) = −y i + ρ(r i − K i x) and ∇ xj ψ ρ (x, r, y) = K j y + ρK j (Kx − r).
Here, K i is the i-row block of K and K j is the j-th column block of K. Therefore, one can easily show that
These estimates allow us to conclude that ∇ ri ψ ρ (x, r +Û i (·), y) is Lipschitz continuous with the Lipschitz constant ρ, and ∇ xj ψ ρ (x + U j (·), r, y) is Lipschitz continuous with the Lipschitz constant ρ K j 2 . Directly using the definition (11) of φ, we also have the following identity: (12) also leads to the following upper bound
The expressions (12) and (13) are key to our analysis in the sequel.
Randomized Non-stationary Primal-Dual Methods
In this section, we first propose a fully randomized non-stationary primal-dual method to solve (P) and its dual form (D). We present the main idea, the full algorithm (Algorithm 1), and its convergence rate estimates. An efficient implementation of Algorithm 1 is deferred to Appendix B.
The Full Algorithm
Main idea: Our central idea is to apply the coordinate descent method [27] to minimize L ρ defined by (10) . However, since L ρ depends on the penalty parameter ρ, we apply a homotopy strategy, e.g., in [49] to update ρ at each iteration. Our key step is to leverage different intermediate steps and parameter update rules to achieve desired convergence guarantees. The complete algorithm called Fully Randomized Non-Stationary Primal-Dual is described in Algorithm 1, where its efficient implementation and per-iteration complexity are deferred to Appendix B.
Unlike [1, 7, 51] , Algorithm 1 is fully randomized, where both prox fj and prox gi are randomly selected. This algorithm is similar to [46] , but it has much better convergence rates than [46] . We allow setting η k = 0 at Step 6 so that no multiplier update is needed.
Convergence Analysis Under General Convexity
Let us first specify the update rule for parameters in Algorithm 1. Then we establish its convergence. LetL σ , L h σ , and τ 0 be given by (7) and ρ 0 > 0. We update
for c > 1. By convention, we choose ρ −1 := ρ 0 . Now, we state the first main result for Algorithm 1 in Theorem 3.1, whose proof is in Appendix B.4.
Algorithm 1 (Fully Randomized Non-Stationary Primal-Dual Algorithm)
Initialization: Choose arbitrary initial points x 0 ∈ R p andŷ 0 ∈ R d .
1:
Choose an appropriate value ρ 0 > 0 (specified later).
2:
Setx 0 := x 0 , r 0 := Kx 0 ,r 0 := r 0 , and τ 0 as in (7) . For k = 0 tok max :
3:
Update τ k , ρ k , γ k , β k , and η k (specified later in (14) , (20) , or (26)).
4:
Update
5:
Generate two independent indices i k ∼ Uq ([m]) and j k ∼ U q ([n]) as (3).
6:
Maintainr k+1
7:
8:
Update the multiplier (if necessary):
EndFor
Theorem 3.1. Suppose that (P) satisfies Assumption 2.1, g is M g -Lipschitz continuous, and f , g, and h are just convex, i.e., µ fj = 0 for j ∈ [n], µ gi = 0 for i ∈ [m], and µ h σ = 0. Let x k be generated by Algorithm 1, and τ k , γ k , β k , ρ k , and η k be updated by (14) with c := 1/τ 0 . Then
where E 0 is defined as 
This update clearly allows us to reduce the complexity for computingŷ k .
Next, we show a faster o 1 k -best-iterate convergence rate without strong convexity (see Appendix B.5). Theorem 3.2. Suppose that (P) satisfies Assumption 2.1, g is M g -Lipschitz continuous, and f , g, and h are just convex, i.e., µ fj = 0 for j ∈ [n], µ gi = 0 for i ∈ [m], and µ h σ = 0. Let x k be generated by Algorithm 1.
Let c > 1 be such that cτ 0 > 1 and τ k , γ k , β k , ρ k , and η k be updated as (14) . Then, we have
where
Moreover, we also have lim inf
As a consequence, we have min
Remark 3.2. We notice that the o (·) convergence rates have been widely studied in the literature for first-order methods, including [2, 16, 34] . However, to the best of our knowledge, this is the first time such faster rates are established for randomized primal-dual methods.
Convergence Analysis Under Strong Convexity
Next, we analyze the convergence of Algorithm 1 when both f and g are strongly convex. Compared to [7] , we randomize updates on both f and g, while [7] only randomizes update on g and uses a full update on f . Their method only achieves O 1/k 2 rate if f * is strongly convex. Algorithm 1 achieves both O 1/k 2 and o 1/k 2 convergence rates when f and g are strongly convex instead of f * . Let τ 0 , µ g , µ f σ ,L σ , and L h σ be given by (7) . We update
where the initial value ρ 0 is chosen such that
Theorem 3.3 shows O 1/k 2 convergence rates of Algorithm 1, whose proof is given in Appendix B.7.
Theorem 3.3. Suppose that (P) satisfies Assumption 2.1 and both f and g are strongly convex, i.e., µ fj > 0 for all j ∈ [n] and µ gi > 0 for all i ∈ [m], but h is not necessarily strongly convex. Let (x k , r k ) be generated by Algorithm 1, ρ 0 be chosen to satisfy (21) , and τ k , γ k , β k , ρ k , and η k be updated by (20) . Then
In addition, for F defined in (8), we have
Suppose further that g is M g -Lipschitz continuous. Then
Finally, Theorem 3.4 establishes faster o 1 k 2 best-iterate convergence rate under the strong convexity of f and g. Its full proof is given in Appendix B.8.
Theorem 3.4. Suppose that (P) satisfies Assumption 2.1 and both f and g are strongly convex, i.e., µ fj > 0 for all j ∈ [n] and µ gi := µ g > 0 for all i ∈ [m], but h is not necessarily strongly convex. Assume thatq i := 1 m for i ∈ [m] and q j := 1 n for j ∈ [n] in (3). Let (x k , r k ,ŷ k ) be generated by Algorithm 1. Let c ≥ 2 be such that cτ 0 > 2 and τ k , γ k , β k , ρ k , and η k be updated as follows:
where ρ 0 is chosen such that
Then, we have
where z k := (x k , r k ), F is defined in (8) , and
Moreover, we also have
Moreover, it also holds that lim inf
Remark 3.3. We notice that requiring g to be both strongly convex and Lipschitz continuous as in the bounds (25) and (30) is relatively restrictive. However, both conditions can hold simultaneously if dom(F ) or its sublevel set is bounded. Without Lipschitz continuity of g, Algorithm 3 remains convergent, but its convergence guarantees hold via the constrained reformulation (8).
Leveraging The Choice of Parameters
Our goal is to choose the probability distributions for i k and j k , and ρ 0 in Algorithm 1 to achieve the best complexity bound. We first choose σ j := K j for all j ∈ [n] and then define L h := L h σ = n j=1 L h j Kj and K 1 := n j=1 K j . We also choose ρ 0 := K 1 . Let us chooseq i := 1 m for i ∈ [m] and q j := , respectively. They match the convergence rates (up to a constant) of existing randomized methods, e.g., [1, 27] .
Semi-Randomized Non-Stationary Primal-Dual Methods
In this section, we study a semi-randomized version of Algorithm 1 to solve (P) and (D). The algorithm has one randomized update and one deterministic update, leading to a so-called "semi-randomized".
Derivation of The Algorithm
Hitherto, the worst-case per-iteration complexity of Algorithm 1 is O (max {p, d}) in general cases. If K is sparse, then this complexity can be improved. In addition, to achieve O 1 k 2 and o 1 k 2 rates, it requires both f and g to be strongly convex, which is more restrictive than [7] . We now develop a new algorithm to weaken this assumption. Our algorithm is similar to the one in [1] but using a different approach and has faster o 1 k rate than O 1 k in [1] . In addition, it can be accelerated up to O 1 k 2 and o 1 k 2 rates if only f is strongly convex whereas g and h are not necessarily strongly convex.
The main idea of our semi-randomized primal-dual scheme for solving (P) can be presented as follows:
• First, we apply Tseng's variant [50] of Nesterov's accelerated gradient-type method to minimize the augmented Lagrangian L ρ defined by (10). • Second, instead of using a proximal gradient step, we use an alternating minimization step to update r and x alternatively. The augmented term in the x-step is linearized and randomized to obtain a simple and low-cost subproblem by using only the proximal operator of f j . • Finally, we add a dual update forŷ. More specifically, at each iteration k ≥ 0, given r k ,r k ∈ R d , x k ,x k ∈ R p , andŷ k ∈ R d , we generate j k ∼ U q ([n]) and update the following steps:
where τ k ∈ (0, 1), ρ k > 0, γ k > 0, β k > 0, and η k ≥ 0 are given parameters, which will be updated later. Note that we allow η k = 0 so that the dual variableŷ k can be fixed atŷ k :=ŷ 0 ∈ R d for all iterations k ≥ 0.
Primal-dual interpretation: To transform (32) into a primal-dual form as usually seen in the literature [8] , we first apply Moreau's identity [3] to write
Using the fact that r k+1 = 1
To guarantee dual convergence, we introduce a dual averaging updateȳ k+1 := (1 − τ k )ȳ k + τ k y k+1 , wherē y 0 :=ŷ 0 . In summary, we can rewrite the scheme (32) equivalently to the following one:
Clearly, the update of y k+1 uses the full proximal operator of g * , while the update ofx k+1 is only on the component f j k . Since j k ∼ U q ([n]) is generated randomly, we refer to this method as semi-randomized primal-dual scheme. The scheme (33) is exactly implemented in Algorithm 2.
The Full Algorithm
The full algorithm is described in Algorithm 2, where its efficient implementation are given in Appendix C.
In terms of appearance, Algorithm 2 is similar to [1, 7] with a full step on prox g * and a randomized step on prox f . However, it is different from [7] at Steps 3, 5, 6, and 7. Algorithm 2 has extra dual updates at Step 6 and 7 compared to [1] . In terms of theoretical guarantees, we establish best-known convergence rates for both the primal and dual problems compared to [7] . Compared to [1] , we derive O 1/k 2 rate when only f is strongly convex. Furthermore, we also prove new faster o (1/k) and o 1/k 2 rates compared to existing works.
Convergence Analysis Under General Convexity
Let us first define the following quantities:
Now, we state the first main result for the non-strong convex case of (P) and its dual problem (D). The proof of this theorem is given in Appendix C.2.
Theorem 4.1. Suppose that (P) satisfies Assumption 2.1, and f , g, and h are just convex, i.e., µ fj = 0 for all j ∈ [n], µ gi = 0 for all i ∈ [m], and µ h σ = 0, respectively. Let (x k ,ȳ k ) be generated by Algorithm 2. Assume that g is M g -Lipschitz continuous. Then, the following holds: Initialization: Choose arbitrary initial points x 0 ∈ R p andŷ 0 ∈ R d .
1:
Choose an appropriate ρ 0 > 0 (specified later).
2:
Setx 0 := x 0 , y 0 :=ŷ 0 ,ȳ 0 :=ŷ 0 , and τ 0 as in (7) . For k = 0 to k max 3:
Update τ k , ρ k , γ k , β k , and η k (specified later in (35) , (37) , or in Theorem 4.2).
4:
Update y k+1 := prox ρ k g * ŷ k + ρ k Kx k .
5:
Updatex k := (1 − τ k )x k + τ kx k . 6: Generate j k ∼ U q ([n]), maintainx k+1 j :=x k j for j = j k . Then, for j = j k , updatẽ x k+1 j := prox τ 0 β k σ j τ k fj x k j − τ0β k σj τ k ∇ xj h(x k )+K j y k+1 . 7: Update x k+1 :=x k + τ k τ0 (x k+1 −x k ).
8:
Update the multiplier if necessary:
and
then, for E 0 given in (34), we have
(c) (o (1/k)-primal rate) Let c > 1 be such that cτ 0 > 1 and τ k , γ k , β k , ρ k , and η k be updated as follows:
Convergence Analysis Under Semi-Strong Convexity
The following two theorems state convergence rates of Algorithm 2 under strong convexity of f , while h and g are not necessarily strongly convex. We omit the proofs since they are very similar to the proof of Theorems 3.3 and 3.4.
Theorem 4.2. Suppose that Assumption 2.1 is satisfied, and f of (P) is strongly convex, i.e., µ fj > 0 for all j ∈ [n], but g and h are not necessarily strongly convex. Let (x k ,ȳ k ) be the sequence generated by Algorithm 2, and τ 0 , µ f σ , L h σ , andL σ be defined by (7) . Assume that the parameters τ k , γ k , β k , ρ k , and η k are updated by
Then, it holds that
Furthermore, for F defined in (8), we have
Theorem 4.3. Suppose that Assumption 2.1 is satisfied, and f in (P) is strongly convex, i.e., µ fj > 0 for all j ∈ [n], but g and h are not necessarily strongly convex. Suppose further that q j := 1 n for all j ∈ [n]. Let (x k , r k ,ȳ k ) be generated by Algorithm 2,c > 2 such that cτ 0 > 2 and τ k , β k , ρ k , and η k be updated as:
Then, for F defined in (8), we have
As a consequence, we obtain min
and consequently, we also have min 
Numerical Experiments
Our first goal is to verify the theoretical convergence rates of Algorithm 1 and 2 under different parameter update rules. Then, we compare our method with two other candidates on two well-studied machine learning examples. We implement Algorithms 1 and 2 in Python. Our code is available at https://github.com/unc-optimization/AccSPD.
Our experiments have been running on a Linux desktop with 3.6GHz Intel Core i7-7700 and 16Gb memory. We also customize the SPDHG and PDHG codes from https://github.com/mehrhardt/spdhg to compare with Algorithm 2.
Support Vector Machine (SVM) Problem
Given a training set of n examples {(a i , b i )} n i=1 , a i ∈ R p and class labels b i ∈ {−1, +1}, the soft margin SVM problem (without bias) is defined as
for λ > 0, and h(x) := 0, then (40) can be cast into (P). Theoretical convergence rate illustration: To illustrate the impact of the parameter c that controls convergence rates from O (·) to o (·) in our algorithms, we implement both Algorithm 1 and Algorithm 2 to solve (40) using the a8a dataset from LIBSVM [11] . Figure 1 (left) shows the convergence behavior of Algorithm 1 on the duality gap F (x k ) + G(ȳ k ) (where the duality gaps have the same rate as the objective residuals F (x k ) − F and G(ȳ k ) − G ) stated in Theorems 3.1 and 3.2 for the cases cτ 0 = 1 and cτ 0 = 2 > 1, respectively. It is interesting to see that without tuning ρ 0 , Algorithm 1
Clearly, choosing a larger c can significantly accelerate Algorithm 1 even we do not explicitly take into account the strong convexity of f . We also obtain similar behavior of Algorithm 2 as shown in Figure 1 (right). Now, we test the O 1/k 2 and o 1/k 2 rates for Algorithm 2 using (40), where only f is λ-strongly convex. We use the a8a and rcv1 datasets and obtain the result as shown in Figure 2 . With the parameter choice as in Theorem 4.2 we obtain O 1/k 2 rate as theoretically stated. If we choose parameters as in Theorem 4.3, then we obtain even faster o 1/k 2 rate, confirming our theoretical results.
Comparison: We apply Algorithm 2 to solve (40) and compare it with SPDHG [7] and PDHG [23] . We observe that SPDHG is almost identical to SPDC in [51] except for assumptions. We only choose Algorithm 2 since it has almost the same per-iteration complexity as SPDHG. However, we do not take into account the strong convexity of f in this test. We have tuned these algorithms to obtain the best parameter setting for each dataset. The details are provided in Appendix E. We test all these algorithms on four different datasets in LIBSVM: w8a, rcv1, real-sim, and news20 and set λ to 10 −4 . The performance of these algorithms is shown in Figure 3 , where the duality gap F (x k ) + G(ȳ k ) is used to measure the performance of the algorithms. From Figure 3 , we can see that our algorithm gives better convergence behavior than SPDHG in all four datasets. As usual, stochastic variants such as Algorithm 2 and SPDHG outperform the deterministic variant, PDHG. In Figure 3 , the stochastic algorithms are implemented by separating the whole dimensions into 32 blocks and updating one block during each iteration. To get a fair comparison, we provide in Appendix E more intensive tests on different configurations and datasets.
Least Absolute Deviations (LAD) Problem
We consider the following well-studied least absolute deviations (LAD) problem, which is fully nonsmooth:
where K ∈ R d×p , b ∈ R d and λ > 0 is the regularization parameter. We again test Algorithm 2 and compare it with SPDHG and PDHG on four problem instances, where K is generated from the standard Gaussian distribution with different densities. Here, we choose λ := 1/d (d is the number of rows of K) and b := Kx + 0.1L(0, 1), where x is a predefined sparse vector and L stands for Laplace noise. The experiment results are reported in Figure 4 , where we run for 300 epochs and use 32 blocks in the stochastic algorithms. More examples can be found in Appendix E. From Figure 4 , we can observe that Algorithm 2 still works well compared to SPDHG under 4 different instances. As expected, both Algorithm 2 and SPDHG outperform the deterministic one, PDHG, in all cases. 
A Appendix: Mathematical Tools and Preliminary Results
This appendix provides some useful preliminary results which will be used in the sequel.
A.1 Useful Identities
The following identities will be used for our convergence analysis.
• For any a, b, u ∈ R p and τ ∈ [0, 1], we have
• For any a,â ∈ R p , τ ∈ [0, 1], ρ > 0, andρ > 0, we have
A.2 Useful Auxiliary Lemmas
We wiil need the following lemma from [49] .
We will also repeatedly use the following result from [27] . For completeness, we provide its proof here.
Let (x k ,x k , r k ,r k ) be updated by Algorithm 1 and {τ k } k≥0 be a nonincreasing sequence in (0, 1]. Then
where γ 0,0 := 1 and γ k,l s can be computed recursively as follows:
In addition, we have γ k,l ≥ 0 for l = 0, · · · , k and k l=0 γ k,l = 1. Proof. It is sufficient to prove this result for x k j . The proof for r k i is similar. From the update of x k in Algorithm 1, for j ∈ [n], we can write
We prove (45) by induction. For k = 0, we have
j , which is (47) .
Assume that (45) holds for k ≥ 1, we prove that it holds for k + 1. Indeed, we can write
which is exactly (47) . Therefore, (45) is proved. From (46) , since γ 0,0 = 1 > 0 and τ k ∈ (0, 1), by induction, we can show that γ k+1,l ≥ 0 for l = 0, · · · , k − 1.
Here, we use the induction assumption that k l=0 γ k,l = 1 in the last relation.
B Appendix: The Proofs of Technical Results in Section 3
This section provides the full proof of the technical results in Section 3. We start with some key definitions, key lemmas, and then prove the main theorems.
B.1 Lyapunov Function and Key Estimates
Lyapunov function: Let us introduce the following quantities:
Next, we defineL
Given (49), we define a Lyapunov function as follows:
Full update vs. coordinate update: For our convergence analysis, we consider the following full update for r and x:
Then, from (51), the randomized steps in Algorithm 1 can be shortly rewritten as
We also define F k := σ(i 0 , j 0 , · · · , i k−1 , j k−1 ) the σ-field generated by random variables i l and j l for l = 0, · · · , k − 1.
Key estimates:
The following three lemmas serve as key estimates for the convergence analysis of Algorithm 1.
Lemma B.1. Let (x k ,x k , r k ,r k ,ŷ k ) be generated by Algorithm 1 andf k be defined by (48) . Then:
Proof. Since both (53) and (54) are similar, we only prove (53). First, the optimality condition of (51) for x can be read as
By µ fj -convexity of f j , (55), for anyx j ∈ R pj , we can derive
Next, usingx j := (1 − τ0 qj )x k j + τ0 qj x j and 2 a, b = a + b 2 − a 2 − b 2 , we can show that
Again, by µ fj -convexity of f j , we can deduce that
Therefore, plugging (57) and (58) into (56), and using againx j :
Now, using (46) of Lemma A.2 into (48), we can show that
Taking conditional expectation on both sides of this expression, we can further derive
Finally, substituting the following expressions
σj qj
into the above inequality and rearranging the result we eventually obtain (53).
Let (x k ,x k , r k ,r k ,ŷ k ) be generated by Algorithm 1. Then, the following estimates hold:
Proof. By utilizing (13), we obtain
Alternatively, by (5), we also have
Next, by the update rules of x and r from Algorithm 1 and (52), one can establish that
Taking conditional expectation of (62) and (63), and substituting these equalities into the results, we obtain (60) and (61), respectively.
Lemma B.3. Let (x k ,x k , r k ,r k ,ŷ k ) be generated by Algorithm 1 andL k ρ (·) be defined by (49) . Then:
Proof. First, combining (53), (54), (60), and (61), and then using the definition ofL k+1 ρ k , we have
Moreover, by the update rules of Algorithm 1, we have
Substituting these expressions into (12), we can deduce that
In addition, we also have
Substituting (66) and (67) into (65), and then simplifying the result, we eventually get (64).
Next, we further estimate (64) in terms of the dual variable y in the following lemma to have a dual step.
Lemma B.4. Let (x k ,x k , r k ,r k ,ŷ k ) be generated by Algorithm 1, andL k ρ (·) be defined by (49) . Then, it holds that
Proof. From (49), we haveL k ρ (ŷ k ) =L k ρ (y) + ŷ k − y, Kx k − r k . Therefore, using the update ofŷ k from the last step of Algorithm 1, we can show that
Substituting this estimate into (64) and dropping the two last nonpositive terms, we can derive
Next, by (44), we have
Note also that
Using these expressions, we can estimate
Substituting the last inequality into (69), we can simplify the result as
which proves (68).
B.2 Conditions for Parameter Selection
The following lemma provides conditions on the parameters to guarantee a contraction property of the Lyapunov function E ρ k (·) defined by (50).
Lemma B.5. Let τ 0 ,L σ and L h σ be defined by (7) , and (x k ,x k , r k ,r k ,ŷ k ) be generated by Algorithm 1. Suppose that parameters τ k , γ k , β k , ρ k , and η k satisfy the following conditions:
Then, the Lyapunov function E ρ k defined by (50) satisfies
Proof. From the conditions of (70), we can easily check that
Using these inequalities and the last two conditions of (70), we can further simplify (68) as follows:
Rearranging this inequality and using the Lyapunov function defined by (50), we obtain
Taking the full expectation on the last inequality, we eventually get
which proves (71).
B.3 Convergence Rate on The Augmented Lagrangian Function of Algorithm 1
The following lemma provides a convergence rate on the augmented Lagrangian function of Algorithm 1.
Lemma B.6. Suppose that (P) satisfies Assumption 2.1, and µ gi = 0 for i ∈ [m], µ fj = 0 for j ∈ [n], and µ h σ = 0. Let (x k , r k ) be generated by Algortihm 1, where τ k , γ k , β k , ρ k , and η k are updated by (14) . Then
where L ρ is defined by (10), the expectation E [·] is taken overall the randomness up to the k-th iteration, and
In addition, the following estimates also hold:
Proof. SinceL σ be defined by (7) and µ gi = 0 for all i ∈ [m] and µ fj = 0 for all j ∈ [n], if we assume that the first and last two conditions of (70) are tight, then, we can easily derive that
where ρ 0 > 0 is given and τ 0 is defined by (7) . Let us also update η k as η k := ρ k 2 . Then, it is straightforward to prove that
By convention, we also choose ρ −1 := ρ 0 . Moreover, the third condition ρ k −η k 2ρ 2 k ≥ γ k and the fourth condition
Hence, we can update β k and γ k as
.
(78)
In summary, it is clear that the update rules (14) satisfy all the conditions of (70). Next, from (71), by induction, ρ −1 = ρ 0 , (77), and E E ρ0 (x 0 , r 0 ,ŷ 0 ) = E ρ0 (x 0 , r 0 ,ŷ 0 ), we can show that
Using the definition (50) of E ρ , we have
Since η 0 = ρ0 2 , γ 0 = 1 4ρ0 , β 0 = 1 L h σ +4Lσρ0 ,x 0 := x 0 , Kx = r , and r 0 =r 0 := Kx 0 , the last expression becomes
as defined by (74). Now, by convexity of f and g, using (48) and (45) we can show that
Therefore, we can derive
≤ E ρ k (x k+1 , r k+1 ,ŷ k+1 ).
Combining this inequality and (79), then taking the full expectation, we obtain (73).
Using the saddle-point condition, we can show that F = F (z ) ≤ L(x k , r k , y ) = F(z k ) + y , Kx k − r k . This implies that E F(z k ) − F + y , Kx k − r k ≥ 0. On the other hand, from (73), we have
Hence, we obtain
Moreover, from (80) we have
, which proves (75).
B.4 The Proof of Theorem 3.1: O (1/k)-Convergence Rate
Since g is M g -Lipschitz continuous, we have
Therefore, combining this estimate and (75), and noting that E Kx k − r k 2 ≤ E Kx k − r k 2 , we obtain (15) .
B.5 The Proof of Theorem 3.2: o 1 k Best-Iterate Convergence Rate
We first assume that τ k is updated as τ k := τ0c k+c for some c > 1 τ0 , and ρ k is updated as ρ k := ρ0(k+c) c = ρ0τ0 τ k as shown in (14) . For β k , γ k , and η k , we update them as
which are shown in (14) . Next, let us denote
Clearly, these quantities are nonnegative. We also denote
Using these new notations and the fact that γ k = 1 4ρ k and 1 β k = L h σ + 4L σ ρ k , it follows from (68) that
Multiplying both sides of this inequality by cρ k ρ0 = k + c and using ρ k τ k = ρ 0 τ 0 we obtain
(81)
Notice that we have the following relationships for the parameters:
Now, let us define
Clearly, with the choice ofx 0 = x 0 andr 0 = r 0 = Kx 0 , we obtain ∆ 2 0 as defined by (18) . Moreover, the inequality (81) leads to
which is equivalent to
By the definition of ∆ 2 k and (82), we have
Using these inequalities and the M g -Lipschitz continuity of g, we have
which proves (17) . Finally, from (82) and noting that τ 0 c > 1, we also have
Using these estimates and with a similar proof as (17), we obtain (19) . (20) and (21) Our goal is to show that the parameters τ k , ρ k , η k , γ k , and β k updated by (20) and (21) satisfy the conditions of (70). First, it is obvious to show that ρ k , η k , γ k , and β k satisfy the first four conditions of (70). Next, since τ k is updated by (20) , it satisfies
B.6 The Derivation of Parameter Update Rules in
. Hence, we obtain
Then, by induction, we get ρ k = 
. Finally, we verify the last two conditions of (70). These conditions are equivalent to
It is easy to check that τ k τ k−1 = √ 1 − τ k is increasing. Using τ 0 ≤q i and τ 0 ≤ q j , the above equation leads to:
Using the fact that 
Using the definition of E ρ from (50), we get
Since η 0 = ρ0 2 , γ 0 = 1 4ρ0 , β 0 = 1 4Lσρ0 ,x 0 := x 0 , Kx = r , and r 0 =r 0 := Kx 0 , we can simplify E ρ0 (·) as
which is exactly (23) .
On the other hand, by convexity of f and g, using (48) and (45) we can show that
Combining this inequality and (83), then taking the full expectation, we obtain (22) . Now, similar to the proof of (80), we have
This inequality together with 1
Moreover, from (84) we can show that
which proves (24) . Finally, since g is M g -Lipschitz continuous, we get
Therefore, combining this estimate and (24), we obtain (25 First, let us assume that τ k is updated by τ k := τ0c k+c for some c > 2 τ0 and ρ k is updated as ρ k :=
as shown in (26) . For β k , γ k , and η k updated by (26), we have
Next, similar to the proof of Theorem 3.2, we recall that
Then, these quantities are nonnegative. Moreover, if we define
Now, from our assumption, we have µ g = min i∈[m] µ gi > 0 andq i =q = 1 m for i ∈ [m], and µ f σ = min j∈[n] µ f j σj > 0 and q j = q = 1 n for i ∈ [n]. Moreover, since γ k and β k satisfy (70), (68) becomes
Multiplying both sides of this inequality by c 2 ρ k ρ0 = (k + c) 2 and using ρ k τ 2 k = ρ 0 τ 2 0 , we obtain
Let us define
Then, by the choice ofx 0 = x 0 andr 0 = r 0 := Kx 0 , we obtain ∆ 2 0 as defined in in Theorem 3.4.
Note that since 0 < ρ 0 ≤ min
and 2 < cτ 0 ≤ cq, we have
Using two last estimates, (85) leads to
Consequently, we get from (86) that 0 ≤ ∆ 2 k+1 ≤ ∆ 2 k . By the definition of∆ 2 k , we have
This inequality leads to
Using these inequalities, with a similar proof as of (17), we can show that
which proves (28) . Now, from (86), we also have
which is exactly (29) . Finally, with a similar proof as of (17), we can show that
which proves (30) . In addition, from (29), we can easily obtain (31).
B.9 An Equivalent and Efficient Implementation of Algorithm 1
Let us provide the details on how we derive Algorithm 3 below from Algorithm 1. We first define c k := k l=0 (1 − τ l ). Then, we have 1 − τ k = c k c k−1 . Next, we introduce two auxiliary variables v k := 1 c k−1 (r k −r k ) and u k := 1 c k−1 (x k −x k ). Then, from the first line of Algorithm 1, we can writê
we obtain an update of v k (and similarly, of u k ) as follows:
In this case, we can also updater k andx k , respectively as Clearly, the cost of updatingr k ,x k , u k , and v k is O (1), where we use O (1) to indicate the cost of one block i or j. Now, we show how to compute∆ k ri k
. Clearly, from the definition of ψ ρ (·),r k = c k v k +r k , andx k = c k u k +x k , we havê
Similarly, we can also compute∆ k
where M j k := K j k K, which can be computed a priori. If we maintain the vectors
. In summary, using the above expressions, we can rewrite the randomized primal-dual scheme Algorithm 1 as follows:
For the dual variable, if we fix the dual variableŷ k :=ŷ 0 ∈ R d for all k ≥ 0, then there is no cost. If we update it aŝ
which requires O (d) operations. However, by Remark 3.1, if η k := η k−1 1−τ k , then we can updateŷ k+1 aŝ
, which potentially reduces the cost of updatingŷ k . The scheme (87)-(88) is exactly the one implemented in Algorithm 3.
Algorithm 3 (Randomized Non-stationary Primal-Dual Algorithm -Efficient Implementation)
1:
Setx 0 := x 0 , r 0 := Kx 0 ,r 0 := r 0 , u 0 := 0, and v 0 := 0.
2:
Choose an appropriate initial value ρ 0 > 0 (see the main text).
3:
Set τ 0 as in (7) and c −1 := 1. For k = 0, 1, · · · ,k max :
4:
Update the parameters τ k , ρ k , γ k , β k , and η k (see the main text). Update c k := c k−1 (1 − τ k ).
5:
Generate two random indices i k ∼ Uq ([m]) and j k ∼ U q ([n]) following the distribution (3).
6:
Maintain the residuals
Maintainr k+1 :=r k and v k+1 := v k . Then, updater k+1
11:
Computes k+1
12:
Maintainx k+1 :=x k and u k+1 := u k . Then, updatex k+1
τ0c ks k+1 j k . Per-iteration complexity discussion: Finally, let us analyze the per-iteration complexity of Algorithm 3. Clearly, the cost of Steps 1, 2, 4 to 9 is O (1). Assume that K is sparse. Then, M := K K is also usually sparse. We now analyze the cost of maintaining
13:
Step 3. Assume that the cost of updating each block is O (1). Then
• The cost of updating K i kx k and K i k u k is O (l m ), where l m := max i∈[m] nnz(K i ), where nnz(K i ) is the number of nonzero elements of the row block K i . • The cost of updating M j kx k and M j k u k is O (l n ), wherel n := max j∈[n] nnz(M j ), where nnz(M j ) is the number of nonzero elements of the column block M j .
• The cost of updating K j kr k and K j k v k is O (l n ), where l n := max j∈[n] nnz(K j ), where nnz(K j ) is the number of nonzero elements of the column block K j .
• The cost of computing ∇ xj k h(x k + c k u k ) depends on the structure of h, which is often less than O (p). If we fixŷ k :=ŷ 0 , then there is no computational cost for Step 10. Otherwise, Step 10 needs O (d) operations and only requires vector additions. Note that, except for the last update of ∇ xj k h(x k + c k u k ), all other updates are only vector additions. These addition operations can be carried out much more efficiently than other types of operations.
C Appendix: The Proofs of Technical Results in Section 4
This section provides the full proofs of the technical results in Section 4. First, we show how we derive Algorithm 2. Next, we prove the key estimate in Lemmas C.3 and C.4. Then, we prove three main theorems in the main text.
C.1 Key Estimates
Let us recall the Lagrange function L(x, r, y) from (9), and define the following function:
We also define the full vector updatex k+1 for x as
Note that this update is slightly different from (51), where we use r k+1 instead ofr k . Then, the following three lemmas provide key estimates for our convergence analysis of Algorithm 2.
Lemma C.1. Let (x k ,x k , r k ,ŷ k ) be generated by Algorithm 2,f k be defined by (48) , andx k+1 j be defined by (90). Then, for any x ∈ R p and r ∈ R d , we have:
Proof. The proof of (91) is the same as the proof of (53), where we use an arbitrary x here instead of an optimal solution x as in (53). Now, we only prove (92). First, the r-update step r k+1 := prox g/ρ k 1 ρ kŷ k + Kx k in Algorithm 2can be expressed as r k+1 := argmin r g(r) + ψ ρ k (x k , r,ŷ k ) . Hence, the optimality condition of this problem becomes ∇g(r k+1 ) + ∇ r ψ ρ k (x k , r k+1 ,ŷ k ) = 0, ∇g(r k+1 ) ∈ ∂g(r k+1 ).
Using µ g -convexity of g and the above optimality condition, for any r ∈ R d , we have
which is exactly (92).
Lemma C.2. Let (x k ,x k , r k ,ŷ k ) be generated by Algorithm 2 andx k+1 j be defined by (90). Then, the functions ψ ρ defined by (11) and h in (P) satisfy the following estimates:
Proof. From the update rule of x k+1 in (32) and (90), we can easily show that
Moreover, from (13) and (5), we have
Taking the conditional expectation E j k [· | F k ] on both sides of these inequalities and using (94), we finally obtain (93).
Lemma C.3. Let (x k ,x k ,x k , r k ,ŷ k ) be generated by Algorithm 2 for solving (P),y k :=ŷ k +ρ k (Kx k −r k+1 ), L ρ (·) be defined by (89), and L(x, r, y) be given by (9) . Then, for any x ∈ R p and r ∈ R d , we have
Proof. Combining (91), (92), and (93), we can derive
Moreover, sincex k :
Using this expression, we can derive
Kx k − r k 2 .
(97)
Substituting this inequality and (97) into (96) and rearranging the result, we eventually obtain (95).
Next, we further expand the result of Lemma C.3 in terms of the dual variable y.
Lemma C.4. Let (x k ,x k ,x k , r k ,ŷ k ) be generated by Algorithm 2 for solving (P),y k :=ŷ k +ρ k (Kx k −r k+1 ), L ρ (·) be defined by (89), and L(x, r, y) be given by (9) . Then, for any x ∈ R p , r ∈ R d , and y ∈ R d , we have
Proof. By the definition of L k ρ (·) from (89), we have L k ρ (ŷ k ) = L k ρ (y) + ŷ k − y, Kx k − r k . Hence, usinĝ
Substituting this estimate into (95), we can show that
In addition, we note that
Using these two last expressions, we can estimate
Substituting the last inequality back into (99), we get (98).
C.2 The Proof of Theorem 4.1: o (1/k) Best-Iterate Convergence Rates
First, from (98) we can see that if the following conditions hold
then (98) reduces to
Next, if use µ fj = 0 and also impose additional conditions
Then taking full expectation and using (102), the estimate (101) leads to
Now, let us update the parameters as in (35) , i.e.:
By convention, we also choose ρ −1 := ρ 0 . In this case, it is easy to check that these parameters satisfy (100) and (102). Moreover, we have ω k :
Using the fact thatx 0 = x 0 andr 0 = r 0 := Kx 0 , we have E 0 (x , r , y ) = E 2 0 as defined by (34) . The remaining part of the proof is similar to the proof of Theorem 3.1, and we omit the details.
To prove the dual convergence, we note that for any x ∈ R p and r, y ∈ R d , we have
Clearly, if we choosex k ∈ ∂φ * (−K ȳ k ) andr k ∈ ∂g * (ȳ k ), then L(x k ,r k ,ȳ k ) = −G(ȳ k ). In addition, by strong duality, we have −G = F ≤ L(x k , r k , y ). Hence, we can show that
Next, sincex k ∈ ∂φ * (−K ȳ k ) andr k ∈ ∂g * (ȳ k ), we have −K ȳ k ∈ ∂φ(x k ) andȳ k ∈ ∂g(r k ), respectively. With the same proof as of (19) , but using W k instead of W k , we obtain lim inf k→∞ kE L(x k , r k , y ) − L(x k ,r k ,ȳ k ) = 0 and lim inf k→∞ k 2 E Kx k − r k 2 = 0.
Using these limits and (105), with the same proof as of (36), we can show that lim inf k→∞ (k+c)E G(ȳ k ) − G = 0, which proves (38).
C.3 An Equivalent and Efficient Implementation of Algorithm 2
Similar to Algorithm 3, we transform Algorithm 2 into an efficient implementation form. First, let us define c k := k l=0 (1 − τ l ). Then, similar to (87), we can update x k = c k−1 u k +x k and u k+1 j := u k j − 1−τ k /τ0 c ks k+1 j . Next, we define∆
where M j k := K j k K. Moreover, since x k = c k−1 u k +x k , the update ofŷ k can be rewritten aŝ
In summary, we can rewrite Algorithm 2 into an efficient variant as in Algorithm 4.
Per-iteration complexity discussion: From Algorithm 4, we need to maintain ∇ xj k h(x k + c k u k ), M j kx k , M j k u k , K j kŷ k , and K j k r k+1 . The update of K j kŷ k and K j k r k+1 costs O (d) operations, the update of M j kx k and M j k u k needs O (p) operations, and the update of ∇ xj k h(x k + c k u k ) also requires at most O (p) operations.
Overall, the per-iteration complexity of Algorithm 2 is O (max {p, d}). This complexity is in general higher than the one in (87) if K is sparse.
Algorithm 1, n = 32 for Algorithm 2, and m = 32 for SPDHG. More specifically, after tuning, we obtain the following parameter configuration that works best for each example in the main text:
• For the w8a dataset, we choose ρ 0 := 8/ K in Algorithm 2, τ = σ := 5/ K in SPDHG, and τ := 0.99/ K , σ := 0.01 in PDHG. • For the rcv1 dataset, we choose ρ 0 := 5/ K in Algorithm 2, τ = σ := 5/ K in SPDHG, and τ := 0.99/ K , σ := 0.01 in PDHG. • For the real-sim dataset, we choose ρ 0 := 5/ K in Algorithm 2, τ = σ := 5/ K in SPDHG, and τ := 0.99/ K , σ := 0.01 in PDHG. • For the news20 dataset, we choose ρ 0 := 5/ K in Algorithm 2, τ = σ := 5/ K in SPDHG, and τ := 0.99/ K , σ := 0.01 in PDHG. For the LAD experiments, we choose 4 instances, where two are dense with 50% and 10% nonzero entries, respectively, and two are sparse with only 1% and 0.1% nonzero entries, respectively. We choose the parameter ρ 0 of Algorithm 2 and the step-size τ, σ for SPDHG and PDHG as follows.
• For the first instance with 50% nonzero entries, we choose ρ 0 := 20/ K in Algorithm 2, τ := 0.005, σ := 0.01 in SPDHG, and τ := 0.0014, σ := 0.2 in PDHG. • For the second instance with 10% nonzero entries, we choose ρ 0 := 5/ K in Algorithm 2, τ := 0.005, σ := 0.01 in SPDHG, and τ := 0.001, σ := 0.01 in PDHG. • For the third instance with 1% nonzero entries, we choose ρ 0 := 50/ K in Algorithm 2, τ := 0.03, σ := 0.01 in SPDHG, and τ := 0.0011, σ := 0.1 in PDHG. • For the fourth instance with 0.1% nonzero entries, we choose ρ 0 := 100/ K in Algorithm 2, τ := 0.01, σ := 0.05 in SPDHG, and τ := 0.001, σ := 0.5 in PDHG.
E.2 Additional Experiments
Single coordinate experiments: We provide an experiment to test Algorithm 2 and SPDHG using single coordinate (i.e., p j = 1 for all j ∈ [n], each block has a single entry). Figure 5 shows the performance of two algorithms on the w8a, rcv1, and real-sim datasets. We choose ρ 0 := 10/ K in Algorithm 2 and τ = σ := 10/ K in SPDHG among all datasets. Since the per-iteration complexity of these algorithms is O (max {p, d}), we run these algorithms up to 3p and 3m iterations, respectively, corresponding to 3 epochs. From Figure 5 , we can see that SPDHG performs better than Algorithm 2 on the w8a and rcv1 datasets. However, Algorithm 2 is better than SPDHG on the real-sim dataset. Experiments on different block coordinates: In this experiment, we test the effect of the number of blocks on the performance of Algorithm 2 and SPDHG. We still compare them with PDHG. We only choose the rcv1 dataset since it has relatively large p and d (d = 20242 and p = 47236). We choose the number of blocks n to be 64, 128, 256, and 512. We choose ρ 0 := 10/ K in Algorithm 2, τ = σ := 10/ K in SPDHG, and τ := 10/ K , σ := 0.03 in PDHG for all cases. The performance of three algorithms is shown in Figure 6 for a fixed number of iterations. From Figure 6 , we can see that Algorithm 2 still performs well and better than SPDHG as well as PDHG. 
