We study the conformal field theory of a free massless scalar field living on the half line with interactions introduced via a periodic potential at the boundary. An SU (2) current algebra underlies this system and the interacting boundary state is given by a global SU (2) rotation of the left-moving fields in the zero-potential (Neumann) boundary state. As the potential strength varies from zero to infinity, the boundary state interpolates between the Neumann and the Dirichlet values. The full S-matrix for scattering from the boundary, with arbitrary particle production, is explicitly computed. To maintain unitarity, it is necessary to attribute a hidden discrete "soliton" degree of freedom to the boundary. The same unitarity puzzle occurs in the Kondo problem, and we anticipate a similar solution.
Introduction
Conformal field theory can be defined on manifolds with boundaries, provided that appropriate boundary conditions are imposed [1] . The Dirichlet and Neumann boundary conditions on scalar worldsheet fields are familiar, if trivial, examples. Non-trivial examples can arise from the introduction of interactions localized at the boundary. In fact, many important problems in condensed matter and particle physics, including open string theory [2, 3, 4] , monopole catalysis [5] , the Kondo model [6] , dissipative quantum mechanics [7, 8] and junctions in quantum wires [9] can be described this way.
In this paper we will present an exact solution of the simplest of all such theories: a single massless scalar field interacting through a sinusoidal potential localized on the boundary. The period of the potential is taken to be such that perturbatively it is a marginal operator. If the potential strength is zero, a free (Neumann) boundary condition is imposed at the origin, while infinite potential strength leads to a fixed (Dirichlet) condition. Both conditions are trivially consistent with conformal invariance and the question being asked here is whether there are conformal boundary conditions which interpolate between them, i. e. whether our theory is conformally invariant for arbitrary potential strength. Some authors have given partial evidence for the existence of this interpolating conformal field theory [10, 11] , but a complete construction of the corresponding boundary dynamics has been lacking. Significant steps toward this goal were taken in a previous paper by two of us [12] , where the partition function and some S-matrix elements in the interpolating theory were calculated and found to be consistent with conformal invariance.
In this paper we present a new method that allows us to obtain completely explicit (and very simple) expressions for all the dynamical quantities in the theory: partition functions, boundary states, S-matrix elements and so on.
The scalar field may be compactified at any radius consistent with the period of the potential, and one finds that all such radii are integer multiples of the self-dual radius,
The key to our calculation is the full exploitation of the SU (2) symmetry associated with the boundary interaction (at infinite radius this symmetry is somewhat hidden, while at the self-dual radius it is fully explicit). One very interesting feature of this SU (2) is that it leads to the existence of "soliton" sectors (basically the SU (2) partners of the usual massless boson Fock space states) in the scattering problem. These sectors are not visible in naive perturbation theory and, unless they are accounted for, the S-matrix is non-unitary! A similar problem afflicts the conformal field theory describing the Kondo model, and we expect a similar resolution.
Exact Boundary State by SU(2) Methods

Setting Up The Perturbation Expansion
Our starting point is the Lagrangian for a free field on the segment 0 < σ < l, with a boundary interaction at σ = 0,
In order to avoid infrared complications we impose a Dirichlet boundary condition at σ = l ( X| σ=l = 0), while the boundary condition at σ = 0 is dynamical:
2)
The potential strength g is taken complex so that we can vary the location of the potential minimum. By varying |g| between zero and infinity, we effectively interpolate between
Neumann and Dirichlet boundary conditions at the origin. With the particular period chosen above, the boundary potential has perturbative scaling dimension one (as a boundary operator) and the theory is scale and conformal invariant to first order in an expansion in the potential strength. We will show that it is exactly conformal invariant for any value of the potential strength and will construct conformal boundary condition that interpolates between the limiting Neumann and Dirichlet cases.
Our first task is to compute the functional integral, which, as is well known [13] , can be regarded either as an open string partition function Z BD = tr(e −T H ) or as the amplitude for free closed string propagation between two boundary states
where |D is the Dirichlet boundary state and |B is the boundary state induced by the interaction. Expressing |B as the Neumann boundary state, |N , acted on by the potential term in the path integral gives the more explicit expression
In what follows we study the closed string representation, returning to a discussion of open string physics in section 4. The expansion of (2.3) in powers of the potential gives 
where q = e −2πl/T and f (q) = ∞ n=1 (1 − q n ). The brackets are to be evaluated using the free-field propagator appropriate to the boundary conditions of the free problem (periodic in time, Neumann and Dirichlet at the two spatial boundaries):
X(t 1 , 0)X(t 2 , 0) σ=0 = −2 log θ where τ = l/T .
In [12] it was argued that Z BD must have the general form 
where θ = 2∆(g,ḡ) + π, χ SU(2) j (θ) is the spin-j SU(2) character, and χ
2 ) is a "discrete state" Virasoro character (more about this shortly). What is the origin of the SU (2) symmetry manifested in (2.7)? In the conformal field theory of a single free boson on the open line (with no boundary condition), the primary fields are: e ipX for any value of p (weight p 2 /2) plus a discrete set of extra primary fields that appear at momenta p = n/ √ 2 [14, 15] . These discrete states are organized in SU(2) multiplets and can be denoted Φ j,j z where j z is related to momentum by
They have conformal weight h = j 2 , and their Virasoro characters are the χ V ir j (q) defined above. It is clear from (2.7), and from the calculations in [12] , that the discrete states saturate the dynamics of our boundary problem. The reason is that the Neumann boundary state has momentum zero, while the period of the boundary potential is such that it injects momenta which are integral multiples of 1/ √ 2: precisely the values carried by the discrete states. Other momenta are possible, but they are not excited by the boundary interaction.
The chiral SU(2) generators which transform the holomorphic discrete states of a given j among themselves are
(there is a corresponding set acting on the anti-holomorphic states). They commute with all Virasoro generators because they are contour integrals of weight-one fields. Since X(z)
is the holomorphic part of the field X, J ± are well-defined only when acting on states of momentum p = n/ √ 2, which are in fact the only momenta that appear in (2.7). That is why even the R = ∞ theory has SU (2) symmetry.
Exact Calculations at the Self-dual Radius
The above remarks show that, as far as calculations of the partition function Z BD are concerned, no information is lost if we compactify the boson at the self-dual (SU (2)) radius, setting X ∼ X + 2π √ 2. The SU (2) momenta n/ √ 2 are then the only ones allowed (but we have to treat left and right momenta as independent and we have winding states with p L = p R ). We will now show that in this compactified theory, the integrals needed to evaluate the perturbation expansion of the partition function can be converted into global SU (2) raising and lowering operators so that the partition function can be calculated by algebraic methods! Later on we will show how to extend our simple SU (2) algebraic manipulations to the infinite radius problem.
Our goal is to determine the exact closed string state |B SU (2) corresponding to the insertion of a dynamical boundary. As a first step, we recall that the state |N SU(2) which implements the Neumann boundary condition is [2] |N SU(2) = 2
The normalization factor 2
can be extracted by viewing the closed string partition function as the modular transform of the open one. It is a measure of the zero temperature entropy of the Neumann boundary condition [16] . As shown in ref. [12] , it is helpful to represent (2.9)as a sum over Virasoro modules: For each primary field φ we can build a reparametrization invariant boundary state |φ = n |φ, n |φ, n where the sum is over all the descendants of φ in the module [17] . At the self-dual radius, the only primary fields are the "discrete states" Φ j,mΦj,m ′ , and we denote the corresponding reparametrization 
By the same argument as before, this can be written as a sum of |j, m, m modules (which don't contribute to the Neumann state except for m = 0). Because of the minus signs in (2.11), there will be relative phases but, with a little thought, one can see that phase conventions for the |j, m, m can be chosen such that
The convention-independent fact that makes this possible is that the |j, 0, 0 modules enter |D SU (2) and |N SU(2) with relative phase (−1) j , a fact already noted in [12] . Remarkably, the Dirichlet state is just an SU (2) L rotation of the Neumann boundary state! At the self-dual radius, we can divide the field X into left-and right-moving parts
where X osc is the part that contains the oscillators, and the left and right momenta and zero modes are independent. The Neumann boundary state (2.9) reflects right-moving into left-moving fields as follows [2] :
These properties will enable us to rewrite the action of the boundary perturbation in terms of SU (2) generators.
We demonstrate this by using commutativity of right-and left-movers to rearrange the typical product of normal ordered exponentials appearing in an O(g nḡ0 ) term in the expansion of (2.4) as follows:
We then use (2.15) to convert the leftmost right-moving exponential into a left-moving one and then commute it to the right of the remaining right-moving exponentials. When all the right-movers have been so eliminated, we have
The central pair of terms can be combined into the dimension-one current C :
where C is a normal-ordering constant that will be absorbed in g. Remember also that the the symbols X andX are now being used to denote the two chiral components of the field. The integral over the time argument converts the current to the global SU (2) raising operator:
(no Jacobian is needed when changing variables from t to z because we are integrating a weight one field). We can freely move J + to the left because the intervening e iX/ √ 2 operators correspond to (j, m) = ( This maneuver can be repeated until all the potential insertions have been converted to SU (2) raising operators. The result for the O(g nḡ0 ) term is
The right-moving states are not affected by the J + operators and their inner product sets j = j ′ and m = m ′ . The sum over descendants in the Ishibashi states produces a factor of χ V ir j (q 2 ) and all that is left is the SU (2) matrix element j,
. In the end, we will not even need to calculate this matrix element, because the sum over n generates something even simpler. can be absorbed as a constant shift in the interaction potential. This has no effect on the physics and can be dropped. When we try to extend this sort of argument to higher order, we find another type of divergent commutator which can this time be absorbed as a finite renormalization of the coupling strength † . This procedure can be generalized to all orders but we will defer the details of the argument to Appendix A. There we will show explicitly how to regularize the theta function integrals so that all commutator terms generated by moving J ± operators past j = 1 2 fields can be discarded. Given such a regulator scheme, any term of order g nḡm reduces to the matrix element of a product of n raising and m lowering operators in some particular ordering. The sum over all terms with n + m = N is easily seen to give
The final sum over n can be done explicitly, yielding
(2.21) † To be a bit more specific: With a standard short distance cutoff ǫ, all divergences can be absorbed by choosing the "bare" coupling constant to be g/ǫ. The procedure we are outlining amounts to choosing the "bare" coupling to be a power series g(1 + c 1 |g| 2 + · · ·)/ǫ. This doesn't change the physics of the theory, but does change the precise meaning of the parameter g.
where the second line is obtained using the SU (2) relation e −iπJ 1 |j, m = e −iπj |j, −m .
Since the sum over m gives an SU (2) character, it is easy to see that (2.21) reduces to (2.7) with ∆ defined by
This expression has a curious implication about the limit of infinite potential strength. We expect that when |g| → ∞ the boundary state |B turns into a sum over Dirichlet states with the field sitting at the minima of the potential (whose locations are in turn set by the phase of g). This means that, in the limit of infinite potential strength, ∆ should approach the phase of the complex coupling g. According to (2.22) , this happens at |g| = 1/2 rather than at |g| → ∞. This is just a finite renormalization effect: As we remarked earlier, our coupling is related to the usual one by a coupling constant redefinition of the form
This can have the effect of mapping infinite coupling strength to |g| = 1/2 if f has a singularity there.
The most important fact about (2.21) is that, comparing with (2.9) and (2.12), we can read off the exact interacting boundary state:
where θ = 2π(Re(g), −Im(g), 0). The net effect of the interactions is to carry out a global SU (2) rotation, through angle θ, of the left-movers with respect to the right-movers in the original Neumann state! Since SU (2) has three generators, it may be surprising that we don't find a three-parameter family of boundary states. Actually, there is a somewhat more general theory with essentially the same boundary dynamics: We may add to (2.1) a term of the form αẊ(σ = 0) without destroying the essential features of our analysis and the resulting SU (2) rotation depends on three parameters, Re(g), Im(g) and α. For simplicity we set α = 0 in the rest of the paper.
|B imposes reflection boundary conditions on X(t, σ) which are global rotations of the conditions (2.15) imposed by |N . We will discuss this in more detail in section 3. The new state obeys, as it should, the reparametrization invariance conditions (L n − L −n )|B = 0 because |N obeys them and the SU (2) generators commute with the Virasoro generators.
This is a useful consistency check of our regularization procedure. † In fact, the regularization used in [12] is the standard one and the coupling constant g ′ used there is related to ours by g
gḡ + · · ·).
Extension to Other Radii and Boundary Conditions
Now let us consider other compactification radii for the field X. The only radii consistent with the marginal potential in (2.1) are integer multiples of the self-dual radius.
We can extend our techniques to solve the theory at any of these radii but the results are particularly simple in the R = ∞ case. Let us consider calculating the partition function Z BD at infinite radius. At this radius the Neumann and Dirichlet boundary states have the form
|j, 0, 0 , (2.24)
The Neumann state carries momenta p L = p R = 0. Since the interaction term changes left and right momentum equally and in multiples of 1/ √ 2, the only states from |D R=∞ that will contribute are the ones that have the momenta p L = p R = n/ √ 2. But these are precisely the momenta that appear in the Dirichlet state at the SU (2) radius, so we can, without any error, make the replacement |D R=∞ → |D SU (2) . We can also replace |N R=∞ by |N SU (2) in the matrix element since the difference between the two is a collection of terms with momenta p L = −p R = n/ √ 2 with n = 0, none of which have any overlap with the Dirichlet state (which has p L = p R ). The net result is that
. It is easy to extend this argument to any allowed radius and find that Z BD R = Z BD SU (2) . The boundary state itself is a bit more interesting. The boundary state at the SU (2) radius (2.23) has contributions from all SU (2) values of p L and p R independently. At multiples of the SU (2) radius only a sublattice of the SU (2) p L and p R values are allowed and one gets the boundary state by projecting (2.23) onto the allowed momenta. At R = ∞, the condition is p L = p R and we have 
This expression is identical to the R = ∞ boundary state found in [12] . We do not have contributions from the continuum states because |B is generated from a Neumann boundary state with an operator that changes the momentum in discrete steps and thus only the discrete momenta appear. For other allowed radii, |B R is obtained from |B SU (2) by a similar projection: keep only the components with winding numbers admissible at radius R.
Using (2.23) we can calculate the partition function for other boundary conditions.
For example, we can replace the Dirichlet state by a Neumann state. In the SU(2) radius case we get
and for the infinite radius case we get
where D j 00 is the SU(2) rotation matrix
We have checked that these formulas agree with the first few orders in their respective perturbation expansions.
A curious result is found if both ends of the string interact with the same sinusoidal potential at the self-dual radius. Here the calculation of the partition function is especially simple,
Since the SU (2) rotation commutes with the Hamiltonian and annihilates against its adjoint, the partition function is independent of the potential strength and the open string energy levels do not feel the potential at all, no matter how strong it is! (This doesn't work for other radii where the rotation is operated on by a projection with which it does not in general commute.) This is reminiscent of the situation for open strings in constant electric fields, where attaching two equal charges to the ends of the string does not shift the energy levels [3] . The same feature occurs also in the Kondo model, if one imposes two
identical Kondo boundary conditions, with a non-zero phase-shift, at the ends of a finite strip [18] : The resulting spectrum does not depend on the value of the phase-shift. Such phenomena deserve further investigation.
Calculation and Interpretation of Scattering Amplitudes
A Unitarity Paradox and the Role of Solitons
In this section we analyze the S-matrix for scattering from the dynamical boundary.
In [12] some exact correlation functions were derived from the constraints of conformal invariance. We have just shown that the dynamical boundary state |B is an SU (2) L rotation of the Neumann boundary state |N . We will now show that this remarkable result, together with the SU (2) 1 current algebra of the self-dual c = 1 theory, permits an explicit calculation of the entire reflection S-matrix (which turns out to be quite non-trivial and to contain some interesting lessons about solitons).
Let us begin with a description of how one calculates the amplitude for a collection of left-moving particles to scatter into a different collection of right-moving particles. We have a single field X(z,z) (z = t + iσ) defined on the upper half plane. Far from the boundary, which runs along real axis, the right(left)-movers are created and destroyed by ∂ z X (∂zX), and the S-matrix element is the Fourier transform (to pick out the desired in-and out-going
evaluation is simple: the boundary is eliminated and all the anti-holomorphic fields are converted to holomorphic fields by the replacement∂X(t, σ) → ∂X(t, −σ). The resulting purely holomorphic matrix element is computed by treating X as a holomorphic free field, with propagator X(z)X(z ′ ) = − log (z − z ′ ), defined on the whole plane. This strategy is implicit in the operator Neumann boundary conditions presented in (2.15). The distinction between in and out fields is now based on whether they are inserted above or below the real axis. Now turn on the boundary interactions. The principal result of the previous section was that the interaction terms can be rewritten as contour integrals of holomorphic SU (2) currents along the boundary (which in fact sum up to a global holomorphic SU (2) rotation).
The anti-holomorphic fields∂X commute with these holomorphic SU (2) currents and reflect through the underlying Neumann boundary condition into holomorphic fields in the lower half plane just as before. The boundary interactions can be eliminated by closing integration contours into the lower half-plane, and carrying out the appropriate global SU (2) rotation on every ∂X operator inserted in that half-plane. For real potential strength g, the explicit rotation is
The net result is a very simple prescription: For each incoming field, insert a factor of ∂X above the real axis; for each outgoing field, insert the SU (2)-rotated version of ∂X below the axis; evaluate the resulting correlator using the free holomorphic propagator for ∂X and Fourier transform to pick out specific incoming and outgoing energies. The nonlinearities introduced by the SU (2) rotation will induce arbitrarily complicated multiparticle scattering amplitudes.
For the 1 → 1 correlator this procedure is easily applied. Due to X-momentum conservation, only the linear term in (3.1) survives to give
Upon Fourier transforming to fix the energy we obtain
The interpretation is that the probability to scatter into only one quantum of the X-field is cos 2 (2πg) (the other factors come from our state normalization). We can also use the above recipe to evaluate the 1 → n correlation functions ∂ X(z)∂X(w 1 ) . . . ∂X(w n ) , but we find, as already noted in [12] , that they reduce to a sum of disconnected two-body pieces. This means that the probability to scatter into more than one quantum is zero and unitarity is violated! We note in passing that a similar paradox arises in the study of scattering from a Kondo boundary condition (a fact that has not, to our knowledge, been remarked upon).
The missing probability has presumably leaked into some unaccounted-for sectors of the Hilbert space. The classical solution of this system, discussed in Appendix B, shows that the classical scattering states indeed lie in disjoint sectors. Initially X(t, 0) lies at a minimum of the potential, but, after a wave has scattered from the boundary, X(t, 0) may be displaced by an integer number of periods to a new minimum. This shift is visible in the field X as a topological soliton of winding number n propagating away from the boundary. With this in mind, let us look at the scattering of one incident particle into a non-zero charge sector. Our rules tell us that the simplest amplitude for scattering into the charge
This gives a probability of sin 2 (2πg)/2 for one charge-zero quantum to scatter into a singlycharged soliton state. Obviously, these two single soliton final states by themselves make up the missing probability for unitarity. Presumably, the other possible final states, such as one soliton plus multiple charge zero states, must have zero probability. In order to address such questions, we need a complete orthonormal basis for scattering states that spans the soliton sectors. In particular, we need to know whether a soliton-antisoliton state is a new object or whether it has already been included in summing over states built out of multiple individual charge-zero particles. We will now recast the S-matrix calculation in such a way that the complete orthonormal basis for the scattering states, including the soliton sectors, is clearly identified.
Infrared Regulators and Orthonormal Bases
It turns out that there is an infrared subtlety that stands in the way of identifying a complete orthonormal basis of states: processes involving solitons are accompanied by infinitely many ordinary quanta. To do concrete S-matrix calculations, it seems to be necessary to impose an infrared cutoff. Rather than putting the system in a box and losing the spatial asymptotic region needed to define the S-matrix, we will impose an infrared cutoff by making time periodic with period T . The cut-off restricts all energies to be multiples of 2π T and only a finite number of states are accessible at any given energy. States carry discrete energy labels n i and, at the end of any calculation, we take the continuum limit n i , T → ∞, keeping E i = 2π T n i fixed. With this cutoff, our base space is a half-infinite cylinder. At σ → ∞ the scattering states are identified with the discrete left-and right-moving modes of a "closed string" of length T . The dynamical boundary at σ = 0 defines an S-matrix by the way in which it reflects left-moving into the right-moving
states. In what follows we will use our construction of the interacting boundary state to evaluate the S-matrix for this discretized problem.
To simplify the discussion, we consider the case where the field X is compactified at the self-dual radius (the S-matrix at the infinite radius turns out to be identical). The holomorphic sector has a level-one SU (2) current algebra, formed by the currents shown in (2.8), which can conveniently be used to classify the states. The commutation relations
where
, the oscillator part of the Neumann boundary state can be rewritten in terms of current operator modes:
In Section 2, we showed that the dynamical boundary state is generated by a global chiral SU (2) rotation acting on |N :
where the rotation angle θ a is determined by the potential strength according to (2.23 ).
This boundary state reflects left-moving modes of the SU (2) current into right-moving modes according to
where (for the case of real potential strength g)
To calculate correlation functions, we use (3.6) and (3.7) to convert a mixed product of left-and right-moving operators into a product of operators of one chirality only. Once we have only right-moving operators, we replace |B by the vacuum, |0 , the only component of |B that has no left-moving excitations. Applying this recipe to the 1 → 1 amplitude in the charge zero sector gives
Likewise, one finds that the 1 → n amplitudes vanish for n > 1. Taking the continuum limit, we reproduce our previous calculation, (3.3). Since this approach to the calculation can be summarized by
the S-matrix is a manifestly unitary operator. To verify that in detail for specific examples, we have to find an orthonormal basis for the soliton sectors.
To describe the charge-1 sector, we may attempt to use the states of the form
Unfortunately, because the J + operator does not commute with the J 3 operators, states like this with different numbers of excitations are not orthogonal. The natural basis of orthogonal states is instead
where |q is the ground state of the charge-q sector. Since the J 3 n commute with each other, except for the central charge term, and since the |q are orthogonal for different q, this construct gives a relativistically normalized orthogonal basis for multiparticle states in all charge sectors. The |q are well-defined weight q 2 states in the Hilbert space of the SU (2) current algebra. They can be expressed in terms of the action of current algebra raising operators on the charge-0 ground state:
(note that the sum of the raising operator weights adds up to q 2 as it should). With this construction of the basis of states, we can explicitly calculate any S-matrix element.
One-Body Unitarity Check and an Infrared Catastrophe
Let us now reexamine the scattering of one particle in the uncharged sector from the boundary, using the new basis. Following the rules explained above, we find that the amplitude for scattering into k particles in the charge-1 sector is given by
a matrix element which depends neither on the energies nor on k! It is easy to see that the amplitudes to sectors with |q| > 1 all vanish.
The total probability to scatter into a charge one final state can be written as follows (taking into account the relativistic normalization of states (3.9)):
After writing the delta function as
the sums over the different n i decouple. Each sum gives a factor − log(1 − e iθ ) which is then raised to the power k and summed over k to give
Next we perform the integral over θ as a contour integral surrounding the origin (avoiding the pole at z = 1 by replacing θ → θ + iǫ in all formulae):
The net result is that the total probability of going into charge one states, (3.12), is equal to sin 2 (2πg)/2, in agreement with our previous argument and with unitarity. The advantage of this more involved calculation is that we are now using an orthogonal basis of states, so that there is no doubt whatsoever about proper accounting of probability.
The absence of energy dependence in the amplitudes (3.11) leads to a kind of "infrared catastrophe" for charged final states. This tendency to produce an infinite number of soft quanta is made explicit by rewriting (3.11) in terms of the continuum variables, which
Thus, in the limit of T → ∞ each amplitude vanishes. Indeed, in the continuum limit it would not be consistent to have a nonzero constant amplitude because the probability of emitting low energy quanta would diverge (the density of states is ∼
E
). However, if we introduce a lower cut-off of order 1/T on the energy and sum over the probabilities, then the T -dependence disappears and we are left with a finite result (much like the familiar Bloch-Nordsieck calculation in QED) [19] . To show how it works, we sketch the calculation, concentrating on the T -dependence and neglecting overall factors. The total probability to scatter into k particles is
We decouple the integrals over final energies by using
and each energy integral now gives
This logarithm exponentiates and cancels the factor of 1/T 2 that multiplies (3.13) . So, in the continuum limit, the probability of emitting any fixed number of particles is zero, but the sum over all numbers is finite. Thus, in a sense, the final soliton is built of an infinite number of zero energy particles. We should also remark that a physical detector will not be sensitive to quanta of energies lower than a certain threshold E min , so when we compute any scattering cross section we will have to sum over unobserved low energy quanta. As that sum will have a similar structure to (3.13) , the T -dependence will disappear from the cross section (the answer will depend, however, on the physical threshold E min ).
Calculations and Unitarity Checks in Higher Soliton Sectors
The explicit check of unitarity for a single incoming quantum provides a nice test of our new formalism. Another non-trivial test is the 2 → 2 amplitude in the charge zero sector,
The first term is the disconnected product of two 1 → 1 scattering events and the second is a connected intrinsic two-body scattering amplitude. Its continuum limit sin 2 (2πg)
agrees with the calculation of ref. [12] , thus giving a further check on the correctness of our formalism.
We have seen that the expressions for the S-matrix elements depend on the basis chosen to represent the states. With a natural orthonormal basis, the amplitudes to produce charged states exhibit a classic infrared catastrophe associated with the proliferation of soft quanta. Summing the probability over all the states of a given charge, we obtain a finite physically meaningful quantity. Below we calculate the total probability to scatter to a charge-q final state from an arbitrary multiparticle charge-zero initial state.
In order to calculate this quantity, it is useful to classify states according to their transformation properties under the SU (2) algebra generated by J a 0 . For instance, any one-particle state J incoming quantum the out-state is also pure spin 1, and the probability to have charge q is given by |D 1 0,q (2πg)| 2 . This formula agrees with our explicit calculations.
An N -particle state transforms as a product of spin-1 representations and we need to decompose it into a sum of states with definite spin. Remembering that the original state is completely symmetric under particle permutations, we find that it decomposes into a sum of states of spins J = N, N − 2, · · ·. For example, a two-particle state |Ψ = J
Using the current algebra, one can show that the probability to be in the |0, 0 state is
(we assumed that m > n) which reduces to 1/3 in the continuum limit (m, n → ∞). The probability to be in the |2, 0 state is therefore 2/3 and the probability to find a final state of charge q is (in the continuum limit)
which is totally independent of the energies of the incoming particles. The coefficients of the SU (2) representation functions are, as might be expected, the squares of the ClebschGordon coefficients for coupling two spin one representations to total spin zero and two.
For a product of N |1, 0 representations we can write a decomposition
(for even N , only even j are present; for odd N , only odd j are present). The probability to find a charge q state as a result of sending in N charge zero particles is
where C j is the continuum limit ofC j , and C j is simply the Clebsch-Gordon coefficient.
In the large n limit, the operators a and we need to calculate the norm of this state and divide it by the norm of the in-state.
The algebra is easy to do and we find that
where C N is the Clebsh-Gordon coefficient for coupling N spin-1 states to total spin N . As
The extra factors in the discretized formula ensure that enough energy is available to create a soliton in the charge-N sector: their product vanishes for any m such that mN < N 2 , the minimum weight of a charge-N soliton. Although a soliton of charge N is a massless particle in the continuum limit, in the discrete case its smallest possible weight is N 2 . Thus, it takes a certain minimum energy to create such a soliton, but this energy scales to zero in the continuum limit.
Open String Diagonalization by Adsorption Methods
The discussion in the previous sections dealt with the boundary conformal field theory mainly from the closed string point of view. The central object under study was the boundary state describing the closed string state injected into the worldsheet by the boundary interaction. It is also quite instructive to look at this problem from an open string point of view. We will show that the boundary interaction can be absorbed into the non-interacting open string Hamiltonian by quadrature, giving rise to a " phase-shift" [18] . The method is a simple (though somewhat trivial) example of the fusion process that has been used to solve for the multi-channel Kondo fixed point [6] . We will use it to derive expressions for the partition and correlation functions for comparison with the closed string expressions derived in previous sections. In order to avoid certain technical complications, we study the case of real coupling g, with the field compactified at the SU (2) radius and a Neumann boundary condition at the other end. We leave other interesting cases to Appendix C.
We start with a free chiral boson X(z), compactified at the SU (2) radius and normalized so that
(we define z ≡ t + iσ). The momenta p are restricted by the SU (2) compactification to be integer multiples of 1/ √ 2. An antichiral bosonX(z) also exists and the two together describe a free massless boson on the open line. We confine the system to the line segment 0 < σ < l by imposing the Neumann condition at both ends. This imposes the following relations between chiral and antichiral fields
This is equivalent to a single free chiral boson X(z), satisfying periodic boundary conditions
on a circle of circumference 2l. This is just the usual open string. Its partition function over a time interval T is
where w = e −πT /l and f (w) =
Due to the periodicity of X(z), the set of operators
are SU (2) 1 Kac-Moody generators satisfying periodic boundary conditions. We will use them to cast the Hamiltonian for this free open string theory in Sugawara form, the most useful starting point for our subsequent discussion of the interacting theory. Because the Neumann boundary condition is Virasoro invariant, the chiral and anti-chiral components of the stress tensor,
2 , coincide at the boundaries. This means that the open string hamiltonian density can be written entirely in terms of the leftmoving fields. By the usual Sugawara arguments for free field theories, it can be rewritten equivalently in terms of U (1) or SU (2) Kac-Moody currents:
The open string Hamiltonian can thus be written in equivalent ways in terms of the Fourier modes J a n ≡ (1/2π) l −l dσe inπσ/l J a (σ) of the various currents:
It is a straightforward matter to calculate the partition function corresponding to the 
Adsorption of the Interaction: Partition Function
Now we turn on the interaction by adding to (4.3) an interaction, H int , which has support only on the boundary σ = 0. The main point is that, since the boundary interaction is critical, the interaction density is a field of boundary dimension one. Since we can always recast a conformal open string theory in terms of a single chiral field, the boundary interaction must be a chiral field of conformal weight one. The only available such objects are the Sugawara currents and the straightforward identification is
For simplicity we take g to be real (in fact it turns out that the phase of g is irrelevant for the problem at hand). If we add this to the U (1) Sugawara Hamiltonian displayed in (4.3), we see that the interaction can be absorbed by a c-number shift in the Sugawara currents:
These shift equations, evaluated at n = 0, show that the interaction simply shifts the allowed U (1)-charges Q by g/2, relative to the non-interacting theory. The interacting
Hamiltonian is the same U (1) Sugawara Hamiltonian as before, except for an overall shift of the allowed U (1) charges. The partition function is then a corresponding shift of (4.2):
When transformed to closed string variables, this reproduces (2.27) .
So, as far as the open string energy levels are concerned, the net effect of the interaction is a rigid "phase shift" of the spectrum of U (1) charge, which leads to a change in the weights of the allowed U (1) Kac-Moody modules. This has been discussed previously in the context of the Multi-Channel Kondo model [18] . It is remarkable that the rich structure of the boundary S-matrix which we explored in the previous sections is equivalent to such simple open string physics.
Adsorption of the Interaction: Boundary Condition
The simple adsorption method, discussed in the last subsection, can readily be used to obtain also the explicit boundary condition, which the SU (2) Kac-Moody generators satisfy at the interacting boundary. This is the open string analogue of (3.6).
In order to derive this boundary condition, we note that shifted current operators have an analytic time evolution, J 1 (t, σ) = J 1 (z), due to the shifted form of the Sugawara
Since we are only interested in the boundary condition at the σ = 0 end of the string, we may consider the simpler semi-infinite geometry, by letting l → ∞.
In order to find the boundary condition on the other two components of the SU (2) currents, we introduce an auxiliary boson field Y satisfying 9) and normalized as in (4.1). Since the relationship between the shifted and unshifted current, (4.6), reads in position space
and since J 1 (σ) is continuous across the boundary, we see that the auxiliary boson field jumps as we cross the interacting boundary:
Expressing the remaining components of the Kac-Moody current in terms of auxiliary
2Y ], we find immediatedly the desired boundary condition:
This is the open string analogue of the closed string condition in (3.6).
Conclusions
In this paper we have solved the conformal field theory of a free massless scalar field living on the half line and interacting via a periodic potential at the origin. An SU (2) current algebra underlies this system and properties of the interacting theory can be computed by SU (2) methods. As the potential strength varies from zero to infinity, the theory interpolates between the two trivial limits of a free field subject to Neumann and Dirichlet boundary conditions. The intermediate conformal theories are quite nontrivial, having complicated multiparticle scattering amplitudes.
Our methods allow us to compute the S-matrix in complete detail and there are some interesting lessons to be learned from the computation. The most important one is that scattering states are not labeled just by the number and energies of scattered quanta: there is also a discrete charge label, reflecting the freedom of the field at the origin to make transitions between the different degenerate minima of the boundary potential.
These "soliton" sectors of the S-matrix are not visible in naive perturbation theory, but Appendix A. The SU (2) Regulator Scheme
In this Appendix we exhibit the prescriptions for handling θ-function integrals which enable us to relate them to the SU (2) algebraic manipulations of section 2. As we showed there, in performing the perturbative expansion of Z BD (g,ḡ) we encounter the following class of integrals,
where ǫ i = ±1. If all ǫ i are equal, the integrals are finite. All other cases suffer from power law divergences, and below we construct a natural prescription for handling them.
From here on we omit the second argument of the theta functions: it will always be 2iτ . The function G(t) = (
2 plays a central role in what follows and we state some of its properties: It has a double zero at t = 0 and is periodic under t → t + 1 and t → t + 2iτ .
A less obvious, but useful, symmetry property is
Consider now the simplest integral of type (A.1) that needs regularization: +− .
We regularize this integral by shifting the contour of integration away from the real axis,
Once the singularity at t = 0 is avoided, we may shift the contour all the way to t → t + iτ (we can shift it freely along the torus because of its periodicity properties, as long as we do not cross a pole).
FIGURE 1: Shift of the integration contour for the +− case Using (A.2) we find
which is finite. We would have obtained the same result if we had shifted the contour by −iǫ, since the residue at t = 0 is zero.
We will regularize the general integral (A.1) by shifting the contours of integration by an amount determined by their order in the matrix element (t k → t k + iǫk):
FIGURE 2: Shift of integration contours in the regularized n-point function
In the regulated integral, shown in Fig. 2 , the integrands of the individual contour integrals are SU (2) current densities, so the k-th contour should correspond to the action by the global SU (2) charge J ǫ k . If this is so, then the regulated integrals (A.4) are closely related to matrix elements of products of the SU (2) charges, the essence of the result found in Section 2. We will show that this expectation is indeed correct.
First we note that each integral in (A.4) is finite, and has a well-defined limit as ǫ → 0+. It value does depend on the order of the t i 's, and in calculating the partition function it makes sense to average over all possible orderings. It is important to determine how the integral is changed by a permutation of two adjacent contours, t i and t i+1 . Consider therefore
where F contains all the propagators that do not involve the two variables under consideration (t and t ′ ) and t k are complex and of the form t k = Re(t k ) + ikǫ. The quantity that measures the effect of interchanging two neighboring contours of opposite charge,
has a graphical representation as a contour integral as shown in Fig. 3 . The difference of the two orderings reduces to a contour integral of t ′ around t, which is given by the residue of the integrand in (A.5) at t ′ = t. Since
we need to isolate the term of order t ′ − t in the remaining factors. After some algebra, (A.6) reduces to
In performing the integral over t we may use
which finally leads to the result
This is the formula that will enable us to relate this regularization with the operator results of Section 2.
One may show that the quantities The same identity applies to the operator matrix elements,
Therefore, recursive reduction of the integrals ǫ 1 ...ǫ n to the integrals where all ǫ i are equal, can be fully rephrased in the language of SU (2) matrix elements. This is precisely what is behind the remarkable simplicity of the results of section 2.
Appendix B. Classical Analysis of Scattering
Our objective here is to gain some intuition about the role of the modes e ±i √ 2X . We note that when we scatter ∂X states, the constant background value of X plays no role.
Wave packets formed from ∂X states are localized perturbations that asymptote to the same constant value in both directions. That asymptotic constant will of course be at a minimum of the boundary potential. However, a localized wave packet can leave X at a different minimum of the potential when it reflects from the boundary. As in the bulk X satisfies the wave equation, we can express it a sum of left an right moving waves (with X localized at a particular minimum of the boundary potential):
X(t, σ) = − √ 2π + f (t + σ) + g(t − σ) .
For an arbitrary incoming wave packet f , we solve for the outgoing wave g by using (B.1) and the condition g(−∞) = 0. We see from (B.1) that X must evolve towards a potential minimum for long times, but the final minimum can be different from the initial.
In figure 5 we display a numerical solution of this problem for a particular choice of incoming wave packet such that soliton production actually occurs. This is an example of a final state that has to be described by the non-zero charge sectors of the quantum SU (2) current algebra. In the classical problem, soliton production either does or does not occur for a given incoming wave and it is an interesting problem to identify the incident waves for which the outgoing state switches from one value of soliton charge to another.
We have to be careful not to take the classical calculation too literally: The period of the potential is related to the loop expansion parameter of the quantum field theory and the particular period for which the theory is at a conformal fixed point corresponds to rather strong coupling. In order to investigate the effect of the presence of the two boundary conditions, we use a conformal mapping. We map the strip 0 ≤ Imz ≤ l ( recall that z = t + iσ) conformally into the upper half complex ζ plane, using
This maps the σ = Imz = 0 boundary of the strip onto the positive real ζ axis, and the σ = Imz = l boundary onto the negative real ζ axis.
Due to the transformation law of the the current operators under conformal mappings, J(z)dz = j(ζ)dζ, this preserves the Neumann boundary conditions. Furthermore, the mapping preserves the form of the interaction Lagrangian, now on the real ζ axis in the half-infinite geometry. However, on the positive real axis we get a boundary condition with interaction parameters θ 1 , and on the negative real axis one with interaction parameters
A single boundary condition of this kind has been investigated in Section 4. We conclude from (4.12) that the currents in the half-infinite geometry satisfy j (ζ) = R 1 j(ζ) (C.3)
on the positive real ζ axis, and j (ζ) = R This has the same form as the boundary condition in (4.12), describing a single boundary with interaction parameter θ, which describes the rotation effected by the product R 1 R 
