Abstract-Complex industrial processes are often non-linear and non-Gaussian, while the traditional principal component analysis (PCA) method assumes that the data are Gaussian and linear. In this paper, a novel process monitoring method based on maximum information coefficient-PCA (MIC-PCA) and support vector data description (SVDD) is proposed. First, the covariance matrix is replaced by the MIC matrix which can measure the non-linear correlation between the variables. Then the SVDD models are built in the principal component subspace (PCS) and the residual subspace (RS) to improve the monitoring of non-linear and non-Gaussian processes. Finally, the feasibility and effectiveness of the proposed method are validated by high-pressure and low-density polyethylene (LDPE) industrial process.
I INTRODUCTION
In order to ensure process safety and stability, process monitoring is playing an increasingly important role in modern industry. Due to the complexity of the system and process, it also faces many difficulties ~ . Principal component analysis (PCA) is a classical process monitoring method [1~2] , but the PCA method needs to meet some assumptions the data are Gaussian distribution and linear [2] . The complex industrial process is characterized by high dimension, non-linear and mixed distribution [2] . Therefore, the traditional multivariate statistical process monitoring (MSPM) methods will lead to high false positive rate and high false negative rate, thus affecting the product quality. To solve these problems, various researchers have put forward many solutions [3~9]. Lee et al. presented independent component analysis [3] (ICA). method and Tax et al. presented support vector data description (SVDD) [4] to solve the non-Gaussian distribution problem. Choi proposed kernel principal component analysis [5] (KPCA) to solve the non-linear problem. Lamia proposed a method combing fuzzy C-means and KPCA [6] to further improve the monitoring results. Zhu proposed KICA-PCA [7] method for monitoring both the non-linear and non-Gaussian distribution data. In addition, Li proposed CMPCA [8] and Xie proposed moving window-SVDD [9] for multi-mode process monitoring.
PCA method is based on the maximum variance theory and treats the variance of the maximum direction as the main features of the sample data. Covariance matrix of the sample data is used in its calculation. However, covariance matrix can only evaluate the linear correlation between variables, and ignore non-linear dependence information [10] . Maximum information coefficient (MIC) is an important theory in information theory, which can effectively measure the non-linear dependence between variables [11] . Therefore, replacing covariance matrix with the MIC matrix can be used to improve the monitoring effect of the model on the non-linear process by using the non-linear correlation between variables.
SVDD is based on support vector machine (SVM) and has a very strong single-class data processing capability. The method has no normal distribution assumption and the process data is mapped to the high dimensional feature space by kernel method [5] . Therefore, it shows great advantage in dealing with non-Gaussian and non-linear data. There are some methods to improve SVDD. Xie proposed moving window-SVDD [9] and Shen improved PCA-SVDD [12] method by considering modeling in principal component subspace or residual subspace. However, both the principal component subspace and residual subspace should be used for modeling and monitoring.
In this paper, a new process monitoring method based on MIC-PCA and SVDD is presented. Firstly, covariance matrix is substituted by the MIC matrix in PCA. Principal component subspace and residual subspace are obtained for modeling. Secondly, SVDD models are built in each subspace and the control limits of each subspace are obtained Through these two steps can improve the process monitoring of non-linear and non-Gaussian process data. The feasibility and effectiveness of the proposed method are validated by LDPE industrial process.
II BASIC ALGORITHM

A. Principal Component Analysis (PCA)
PCA uses linear projection to map the original sample into two orthogonal subspace including principal component subspace and residual subspace, and constructs control limits in two subspaces [3] . Suppose the input sample is n m X R , where n is sample number and m is variables number. The PCA firstly normalizes the input data, and then computes its covariance matrix as shown in formula (1). Eigenvalue decomposition is used for the covariance matrix, and the eigenvalues and eigenvectors are arranged correspondingly in descending order. As is shown in formula (2)-(5) below [2] . is the principal component subspace, which mainly reflects the change of the normal data [2] . In formula (5), n m rs X R is the residual subspace, which mainly reflects the change of the abnormal noise data [2] .
When the new sample new x is given, the principal component subspace and the residual subspace are computed by formula (6) and formula (7).
(7) Hotelling's T 2 and Squared Prediction Error (SPE) are usually used to determine whether a fault occurs. The two monitoring indicators employ F-distribution and chi-square distribution in calculation, which are needed normal distribution assumptions.
B. Maximum Information Coefficient (MIC)
Covariance is used to measure the linear correlation between random variables. However, variables are often non-linear that can't be expressed by covariance [11] . In order to measure the degree of non-linear correlation, David and Yakir proposed the maximum information coefficient (MIC) [11] theory in 2011.MIC is developed from mutual information and overcomes its shortcoming on continuous variables.
Here is the basic principle [11] . For a binary dataset, D is divided into a grid with x columns and y rows. For the divided grid G, calculate the probability of each cell in G. Thus the probability distribution D|G of the binary data set D on the grid G is obtained. The maximum mutual information maxI (D|G) can be obtained for each meshing, and is saved as * ( ( , )) I D x y in formula (8) .
The mutual information obtained is normalized, and the maximum mutual information coefficient is obtained as shown in formula (9) and formula (10).
For some ,
C. Support Vector Data Description (SVDD)
The basic idea of SVDD [4] is to project the original data into high-dimensional feature space by non-linear transformation and establish a closed and compact hypersphere to contain as many training samples as possible for input data n m X R . SVDD intends to maximum separation between the target sample set and the non-target sample set. This problem can be described by the following formula (11). 
. . s t 2 2 ( )
is the hypersphere center, R is the hypersphere radius, i is relaxation factor. c is penalty parameter. To calculate easily, kernel function
is introduced The above optimization problem is transformed into a dual form, as shown in formula (12) . (12) . . s t
The radius and the sphere center of the hypersphere are obtained by formula (13) and formula (14).
Among them, sv x represents the support vector, sv n is the number of support vectors. For new sample new x , the distance to the center of the hypersphere is computed in formula (15).
If new R R the sample is normal; otherwise, the sample is abnormal.
III PROCESS MONITORING BASED ON MIC-PCA AND SVDD
A. Monitoring Model
Considering the characteristics of industrial process and the basic principles of PCA method, a process monitoring method based on MIC-PCA and SVDD ( MIC-PCA-SVDD for short ) is presented.
Firstly, after normalizing input data, the MIC are solved by referring to formula (8) (10) , and the covariance matrix in formula (1) IV LDPE EXPERIMENTAL VERIFICATION The experimental data comes from high-pressure low-density polyethylene production process. LDPE plant adopt Lupotech TS high-pressure pipe process technology of Basell company [13] . Raw material ethylene is boosted through the first compressor and the second compressor. After preheated, caprolactam is polymerized in the reactor. The initiator peroxide is injected into the reactor through the injection pump at four points, which triggers four field reactions. Then molten polymer is separated through the high-pressure separator and the low-pressure separator. Unreacted ethylene is separated by high-pressure circulator and re-entered into the reactor. The polyethylene from the low-pressure separator enters the extrusion granulation system and is sent to the finished product bin. LDPE process is a typical complex production process including lots of processing units with harsh reaction conditions and high safety and quality requirements. The key factors of polyethylene reaction are to strictly control the reactor temperature, pressure, the concentration ratio of regulator and initiator. It is necessary to monitoring the process of the polyethylene to ensure process safety. LDPE system collect and record various process variables, including raw material properties and plant operating parameters. According to the production process manual and process characteristics, 28 variables are selected for the experiment, as shown in Table Ⅰ. 1300 normal samples data are selected as training data Different fault types including step faults, slowly varying faults and stochastic failure are added to randomly selected process variables starting from 401st sampling points. The specific fault types are shown in Table Ⅱ .
B. Procedures of monitoring process
In order to verify the effectiveness of the algorithm, nine groups of fault data are tested respectively on PCA and MIC-PCA-SVDD. Among them, the cumulative variance contribution rate is 0.85 and the control confidence limit is 0.99. The missed detection rate is shown in Table Ⅲ . In order to have a more intuitive understanding of the two methods, the histogram of the missed detection rate is drawn below, as shown in Fig. 1 . The average rate of eight faults is shown in Fig. 2 . It is shown that the improved method performs better than PCA there is no big difference between the proposed method and the traditional PCA method in SPE statistics, but the missed detection rate is reduced from 29.3% to 5.3% in T2 statistics. It reveals that the improved method can describe the distribution of non-Gaussian data more accurately and can detect anomalies more timely.
The following analysis are combined with specific fault types.
The process monitoring results of fault 3 is shown in Fig. 3 with a step change in the flow rate of propaldehyde adjustor. As can be seen from Fig. 3 , the missed detection rete is 1.6% in T 2 statistics in improved method, while the statistics in PCA is higher. The experimental results show that the improved method can improve the accuracy of process monitoring by extracting non-linear and non-Gaussian information between process variable. The process monitoring results of fault 8 is shown in Fig. 4 with a slow change in reactor preheat temperature. As can be seen, both methods can monitor the process monitoring anomalies as time goes on, but the PCA monitoring exist delay phenomenon, and the improved method can detect the fault earlier. Comparing the monitoring results of fault 5, fault 6 and fault 7, it shows that the improved method can earlier discover faults, especially better for small slow changes. V CONCLUSION For the non-linear and non-Gaussian problems of complex industrial processes, a process monitoring method based on MIC-PCA and SVDD is proposed. This method has the following advantages: (1) Non-linear correlation information between the variables is measured by the MIC matrix (2) The newly established control limits are independent of the F-distribution and the chi-square distribution model, which are no needed normal distribution assumption (3) Both the normal data and the noise data are modeled and monitored by SVDD. However, the improved method does not consider the multimodal process of the complex industrial process, which needs to be studied and discussed in the future.
