A parametric learning based robust iterative learning control (ILC) scheme is applied to the time varying delay multiple-input and multiple-output (MIMO) linear systems. The convergence conditions are derived by using the ∞ and linear matrix inequality (LMI) approaches, and the convergence speed is analyzed as well. A practical identification strategy is applied to optimize the learning laws and to improve the robustness and performance of the control system. Numerical simulations are illustrated to validate the above concepts.
Introduction
Learning mechanism enables the human beings to master skills, while the experiences gained from practices play important roles in this procedure. It is expected that the learning mechanism can also be introduced to machines, which enables them to achieve satisfactory performance from previous acquired input-output information. The method of ILC was firstly applied to control manipulators at high speed which is proposed by Uchiyama [1] . In 1984, Arimoto [2] published the first English paper of ILC for accurate tracking of robot trajectories. The basic idea of ILC is utilizing the information of the previous iteration to realize perfect tracking without exact knowledge of the system parameters, and a typical ILC scheme is shown as in Figure 1 . In the recent three decades, many kinds of learning laws are utilized which can be mainly divided by two categories: the linear learning laws and the nonlinear learning laws. For example, the linear learning laws include but are not limited to the parametric learning law [3, 4] , the robust learning law [5] , the highorder learning law [6, 7] , the PD type learning law [8, 9] , and so on [10] . On the other hand, the Newton learning law and the Secant learning law belong to the nonlinear ones [11, 12] which have faster convergence speed comparing to some linear cases. Moreover, the control objectives are mainly focused on the linear continuous and discrete forms [13, 14] and the nonlinear systems with relative degree one [15] or the quasilinear forms [16] and so forth [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
The time delay systems are ubiquitous in real world control problems [28] such as networked control systems, chemical processes, hydraulic, and rolling mill systems. The time delay affects the system performance in a large scale. Serious performance degradation and even instability can be led by time delay [29] . For decades, considerable efforts have been paid to assure the robust performance of time delay systems in both theories and applications [30] . The research of time delayed system is usually divided into two categories: the constant time delays and the time varying delays. Meanwhile, the time delayed systems can be divided into delay dependent (the case in the paper) and delay independent cases [31] . In real projects, some typical existences of time delay are illustrated in Figure 2 . Because of the time delay, the analysis of the convergence conditions and the convergence speed is more complicated. Although the small learning gains can guarantee the convergence, they sacrifice the convergence speed accordingly. A practical identification strategy is urgently required along with the iterative learning procedures.
In fact, the ILC scheme is an inverse solution of control systems. Based on this fact, the input and output data are the most reliable source for the identification method. That is the reason why the ILC scheme can be coordinated with the identification method. The system identifications are mainly dedicated to the identifications of the structure uncertainties and the parametric uncertainties [32] [33] [34] [35] . In most ILC schemes, the system structure is known in advance, which exactly meets the basic requirements of system identification. The final identification result is expected to achieve the same output data as the real system [36] . Many researches focus on various identification methods and their applications in these years [37] [38] [39] [40] [41] [42] . Particularly, the data driven ILC becomes a hotspot nowadays [43] . Although the aforementioned researches have gained great harvest, to the best of our knowledge, the analysis of time varying delay system with parametric learning law by supplement of identification remains open. Besides, it is a meaningful work to combine system identification and ILC together so that they can benefit from each other. Different identified models can be gained by each group of the data information. The optimal solution can be gained from the identified models by the minimum average distance method so that the optimal controller can be designed by the parameters of the optimal identified models. The faster convergence speed can be expected and the complexity of controller design is reduced efficiently. In this paper, a parametric robust ILC scheme is discussed. The feedback part [44] in the controller is designed by using the current tracking error which improves the robustness of the system, and the feedforward control process is a PD type controller. By applying the similar techniques in ∞ method [45, 46] to the time varying delayed system, the convergence conditions are converted into linear matrix inequality (LMI) forms [47] . To the constant time delay systems the convergence conditions in the form of ∞-norm by the contraction mapping method are achieved, and the convergence speed is analyzed. Lastly, a practical identification strategy is applied to the optimization of learning laws so that the control performance is improved to a great extent.
The following paper is organized as follows: the problem statement is formulated in Section 2. In Section 3 the convergence condition and some correlated results are analyzed. A practical identification strategy is shown in Section 4. In Section 5, a number of numerical simulations are applied to validate above discussions. Lastly, some concluding remarks are summarized in Section 6. 
Problem Formulation
In this section, the problem of convergence analysis of the time varying delayed system is formulated and some preliminary knowledge is achieved. The LMI approach is applied to gain the convergence condition, in which the problem is transferred to be a standard ∞ problem and the Schur complement is introduced in the end of this section. Consider the multiple-input multiple-output time varying delay systeṁ
where , ( ), ( ), and ( ) are, respectively, the iteration number, state, output, and input of the system, while , ℎ , , and are the parameters of the system with appropriate dimensions. The time delay considered in the paper exists in the process between the controller and the actuator as one of the cases shown in Figure 2 . The time delay in the state is denoted by ( ) ∈ [0, ]. The time varying delay is nonrepeatable. The exact value of time delay is not needed to be known while only the information including the bound of time delay and that of the derivative of time delay is necessary. The output tracking error is described by ( ) = ( )− ( ).
The ILC scheme uses the tracking error in the parametric learning law [3] which is shown as
It is obvious from the above equation that the input is influenced by the current and the previous information, and the learning law of parameter ( ) is the PD type as shown in Figure 3 . The transfer function of the system is ( ), where ( ) = ( ) ( ) and another transfer function is ( ) which is the transfer function between ( ) and −1 ( ), and the monotonic convergence condition can be achieved by the constriction that ‖ ( )‖ ∞ < 1, where ( ) = ( ) −1 ( ). However, this is not a standard ∞ control problem while there is no disturbance in the system. Apply 1 , 2 , and̂to convert the above problem to a standard one [48] as below. which can be considered as a standard ∞ control problem. Here 1 ≤ 2 ,̂= 2 . If the condition above is satisfied, the conclusion that the output tracking error converges monotonically to zero is achieved as the iteration increases to infinity. It is known that if the time delay is time invariant, the convergent analysis is convenient in the frequency domain by applying Laplace transform and the contraction mapping method [49, 50] . However, the time delay here is time varying so that the convergent analysis is more complicated. To overcome the difficulties brought by the time varying delay, the LMI method is applied to gain the convergence condition and the controller can be designed to be the optimal one by the solutions of the LMIs.
Then another transformation =̂is introduced; at the same time, 2 = − 2 2 and 3 = − 2 3 are defined. So could be viewed as the transformation function between ( ) and ( ) of the following system which iṡ
where ( ) is the output of the transformed system and ( ) can seem as a kind of disturbance, and the time varying delay is differential and satisfies
and the parameters of the system arê
Moreover, a relevant lemma which is called Schur complement is introduced for further usage.
Lemma 1 (Schur complement). For a given symmetric matrix
where 11 ∈ R × , the following conditions are equivalent [51] : Assumption 2. The assumption that the system is controllable and observable is satisfied. For a NCS, if the system is controllable and observable, that means we can determine a controller that will stabilize the system using only input and output measurements. It is shown that is full column rank because the system is observable while is full column rank because the system is controllable. Then system (1) can be described by the relationships between the input and the output as below:
Convergence Condition
The monotonic convergence condition in the form of LMIs is achieved in this section. By solving the LMIs, the formula of the optimal learning gains can be constructed accordingly. The time delayed system with the ILC scheme and the time varying delay system are considered as well.
Theorem 3. Consider the time varying delay system aṡ
with the parametric learning law which is shown as (2 
where the parameters are shown in (6) .
Proof. For achieving better system performance, the stability of the system should be satisfied [48] . In this part, a Lyapunov function candidate [51] is applied to derive the stability of (9). The time delay system is considered aṡ
where
The derivative of time delay is not restricted tȯ( ) > 0 for the reason that the negativė( ) means the time delay will decrease to zero as the iteration number increases. So only the upper bound of thė( ) is restricted. A Lyapunov function candidate is defined as
where ( ) is the measurable system out in the th iteration and the matrices̃,̃, and̃satisfy the constriction that̃> 0,̃> 0, and̃> 0 which make ( ) > 0. Define =̃, =̃, and =̃; the first order derivative of ( ) iṡ(
where 1 and 2 are appropriately dimensioned matrices and
From (9) and (2), the following inequality is achieved:
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The matrices Ξ and Ψ equal Ξ = ( 
12 =̂ℎ + ℎ̂̂ℎ − 1 + 2 + ℎ 12 ,
Thus the equilibrium of system (9) is asymptotically stable iḟ ( ) < 0; that is, the following inequalities are satisfied [51, 52] :
Then a performance index is applied so that ‖ ( )‖ ∞ < 1 if < 0:
The Lyapunov based approach is applied to deduce that 
The components of Π are detailed as
12 =̂̂, 13 = Φ 13 + ℎ̂̂ℎ +̂̂ℎ,
23 =̂̂ℎ,
The matrices Π < 0 and Ω > 0 guarantee < 0, which means that ‖ ‖ 2 < 1 ‖ ‖ 2 ; that is, ‖ ‖ ∞ < 1 . Then it is known that if the above conditions are satisfied, system (1) with the parametric learning law (2) is monotonically convergent. Applying the Schur complement to Π < 0 by two times yields Δ < 0, where
Pre-and postmultiplying Δ by the following diagonal matrix yields ) . 
we have the following LMI:
Here ends the proof.
Remark 4.
The basic idea of ILC scheme is to improve the performance of a system only by using the input and output data. The characteristic of the ILC is an adaptive control process which means that the precise system parameters are not necessary to be known. However, by improving the complexity of the system such as the introduction of time delay, package dropout, and structure uncertainties, the traditional ILC needs the support of identification methods to optimize the convergence condition with more known information, especially some key information for the analysis.
System Identification and Optimization
The increase of complexity of convergence condition requires more accurate parameter information so that an optimized learning gain can be designed, and a faster convergence speed can be expected as well. In this section, a practical continuous-time system identification method is discussed to determine the unknown parameters, which is further applied to optimize the learning law (2). On the other hand, the identification results are improved along with the iterative processes [41] . It should be noted that, in the ILC scheme, the system structure is determined in advance, which fully agrees with the requirement of system identification. Besides, the ILC scheme (2) considers only the input-output of (1), and the system identification is aiming at the search of a model by using the input-output data. Thus, in this section, a timeinvariant model is identified iteratively and the identified parameters are applied to the optimal design of control laws, where the feedback term improves the robustness to the uncertainties. Consider the time delay scalar systeṁ
In the frequency domain, the transfer function is
thus
Applying the inverse Laplace transform to the above equation yields
Then the parameters of the system can be achieved by the data of system inputs and outputs. Let
and let 1 , 2 , 3 , . . . , be different sample time instants; it follows that
it follows thať=ΛΘ .
The matrix Λ has full column rank so thatΛ is also a full column rank matrix. Based on the above relationships, the following equation is achieved:
Then the unknown parameters of the system can be estimated by using (39) iteratively [36] .
Remark 5.
Only the information of system structure is utilized in both the processes of ILC and identification. The solutions by the identification method can optimize the controller of the time varying delay system. A group of system parameters are obtained by a group of iterations of control processes so that groups of system parameters can be achieved by steps of control iterations. The optimal parameters are the key factors of the optimal learning laws, which is derived from the minimum average distance method. The solutions of the identified parameters can be shown in an -dimensional Cartesian coordinate, where , denotes the distance of the th and th groups of identified parameters. The optimal identification result iš 
Illustrated Examples
and the learning gain 1 in the learning law (2) equals
The upper bound of the time varying delay is ℎ = 0.1, and the derivative of ( ) is 0.1. Through MATLAB/LMI the feasibility conclusion that = −0.0664 is achieved which means that the monotonical convergence conditions in the form of LMI in Theorem 3 are satisfied. And the best results which lead to the least conservation are ) .
The other learning gains 2 and 3 which are the gains of the optimal controller are also gained by the solution of 2 , 2 , and 3 which is 
By the least conservatism solutions of the LMI, the Lyapunov function is achieved and the learning gains can be designed to be the gains of the optimal controller which can improve the system performance.
Example 2. Let the system bė
where the state delayed system with time varying delay which is nonrepeatable is analyzed. Random noises which are nonrepeatable are utilized to demonstrate the robustness of the system, and the initial input is zero. It is shown as = 1/2, Figure 4 , where the plots of output ( ), = 1, 2, 3, . . . , 10, and the 2-norm of tracking errors are shown in it. It can be seen from Figure 4 that the convergence process is not strictly a monotonic one influenced by the random noise, and when = 6, ‖ ( ) − 6 ( )‖ 2 = 4.6.
As one of the important performances of a system, the analysis of the convergence speed is indispensable. Unlike the LTI cases, it is verified from a number of simulation results that all the learning gains influence the fact of convergence and the convergence speed of the ILC scheme. A relatively faster convergence speed can be expected for larger 1 and for smaller 2 and 3 . Besides, what is to be highlighted is that the convergence conditions must be satisfied for the analysis of the convergence speed above. A low-pass filter such as 1/((1/20) + 1) can be cascaded after the system output to cancel out the high frequency noises and reduce the tracking errors, which can further lead to an instrumental variable method of the system identification [36] .
Lastly, given parameters of = 1/2, ℎ = −1, = 7/10, and = 1, with the learning gains of 1 = 4/5, 2 = 1/10, and 3 = 1/2, the influences of delay and frequency to | | are illustrated in Figure 5 . It is shown that, in the low frequencies, a relatively faster convergence speed can be expected for larger time delay, while, in the high frequencies, the relatively faster convergence speed can be expected for smaller time delay.
Example 3.
The purpose of identification in this paper is that the optimal controller is designed by the optimal solutions of the identification by the assumption of the upper bound of time delay and system structure. The optimal controller is utilized in the time varying delay systems. Meanwhile, by the process of the ILC, the system parameters and the learning gains keep updating to be the optimal ones (based on the minimum average distance method).
Consider the system aṡ
Here, the parameters of the real system are defined as = 0.5, ℎ = −1, = 0.7, and = 1. The time delay ℎ = 0.1. The parametric learning law is (2) . The learning gains are 1 = 4/5, 2 = 1/10, and 3 = 1/2 and the sample time is 0.0001. The convergence in the frequency domain is achieved as
where ( ) is the transformation of the real system. The data information of the input and output is achieved in the workspace of MATLAB. The basic equations utilized are
Then the identified model can be gained by the method of identification which is introduced before, and all the solutions are shown in Table 1 . By using the six groups of the data information in the workspace and by the minimum average distance method, the optimal identified parameters of , ℎ , and are 0.516, −1.014, and 0.699, respectively. The identification errors are 0.016, 0.014, and 0.001. By the identified values of parameters, the optimal controller can be designed which leads to the fastest convergence speed; that is, | ( )| is minimized, where 1 is fixed and 2 and 3 need to be designed. In this example, 2 = 0.5690 and 3 = 0.2605.
The simulation results are shown in Figure 6 . Compared to Figure 4 , a much faster convergence speed can be achieved, which implies the efficiency of the proposed strategy.
Remark 6. The method of identification is efficient to identify the unknown parameters in time delay systems. The output tracking errors and parameter tracking errors can be achieved in the neighbourhood of 0.01. By the exact identified model, the optimal controller can be designed through the convergence condition to improve the convergence speed a lot. A low-pass filter can be cascaded after the output which further leads to an instrumental variable method of the system identification.
Conclusions
The convergence conditions of the MIMO time delay system are achieved in the time domain using LMI approach and ∞ method. The delay is time varying which is nonrepeatable. The robust parametric ILC scheme is applied while the learning gains in the learning law are designed to be the optimal ones by the solutions of the LMIs in the convergence condition. For improving the system performance, the identification is necessary to be utilized to determine the unknown parameters exactly. The convergence speed is analyzed in the paper. All the learning gains and the time delay influence the convergence speed. A relatively faster convergence speed can be expected for larger 1 and for smaller 2 and 3 . The relationship among the convergence speed, frequency, and the time delay is that, in the low frequencies, a relatively faster convergence speed can be expected for larger time delay, while, in the high frequencies, the relatively faster convergence speed can be expected for smaller time delay. From the convergence condition, it is known that the parameters in the system are key factors in the analysis. An identification method is applied to identify the parameters when those are unknown. The minimum average distance method is applied to gain the optimal solution of the parameters in all the identified solutions. The controller can be designed by the exact parameters to be the optimal one which improves the convergence speed and reduces the conservatism. The simulations by using MATLAB validate the conclusions in this paper. Our future works include the robust ILC of nonlinear systems and the development of novel nonlinear ILC schemes.
