Abstract. We consider symmetric d-linear forms of dimension n over an algebraically closed field k of characteristic 0. The "center" of a form is the analogous of the space of symmetric matrices of a bilinear form. For d > 2 the center is a commutative subalgebra of Mn(k). The automorphism group of the form acts naturally on the center. We give a description of this group via this action.
Introduction
In the 1930's Witt introduced a geometric point of view for studying quadratic forms over a field k. A quadratic form in n variables over k can be viewed as a quadratic map q : V −→ k. This q can be polarized to yield a symmetric bilinear form b : V × V −→ k such that q(v) = b (v, v) . A geometric interpretation of the form q is then obtained viewing b as an inner product on V. This viewpoint was the beginning of an algebraic theory of quadratic forms.
An analogous algebraic theory for (non-degenerate) forms of higher degree (that is degree d ≥ 3) was initiated by D. Harrison in the mid 1970's [H] . A form is said to be non-degenerate if the number of variables can not be reduced by any linear change of of variables. Harrison noted that a form of degree d in n variables over k can be viewed as a degree d map, that is a map φ : V −→ k, where V is an n-dimensional k-vector space satisfying φ(αv) = α d φ(v) for all α ∈ k, v ∈ V. If the field k has characteristic 0 or greater than d, then the map φ can be polarized to obtain a (symmetric) d-linear form over k, θ φ : V × · · · × V −→ k defined by θ φ (v 1 , . . . , v d ) = (v, . . . , v) . This construction allows to establish a correspondence between forms of degree d and d-linear forms. Sometimes we will rather use a polynomial than a specific d-linear form. We call a pair (V, Θ) a d-linear space of dimension n Partially supported by FONDECYT # 1040670, by FONDECYT # 1051024, by Programa Formas Cuadraticas U. de Talca and by PBCT #C102.
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over the field k if V is an n-dimensional k-vector space and Θ a symmetric d-linear form on V.
The d-linear form provides the notion of orthogonal subspaces of V, and there is always an orthogonal decomposition V = V 1 ⊥ . . . ⊥ V r where these W i are indecomposable. Harrison proved that if (V, Θ) is non-degenerate and d ≥ 3 these subspaces are unique.
The automorphism group of a non-degenerate d-linear space (or equivalently of a degree d map on V ) (V, Θ) over k is the set of all linear maps σ : V −→ V such that Θ(v 1 , . . . , v d ) = Θ(σ(v 1 ), . . . , σ(v d )) for all v i ∈ V. In analogy with the quadratic case we will call this group the orthogonal group of (V, Θ) and will denote it by O(Θ). If d = 2 then O(Θ) is infinite but in the higher degree case C. Jordan proved in 1860 that if the form is nonsingular, in the sense of algebraic geometry, then its group of automorphism is finite. In order to study the automorphism group of a d-linear space, the uniqueness of the indecomposable components enable us to restrict to the case of indecomposable spaces.
In section 2 we introduce the center Cent k (V, Θ) of a non degenerate dlinear space (V, Θ) over k is defined as Cent k (V, Θ) = {f ∈ End k (V ) :
Harrison proved that the center is a commutative k-algebra, with no non-trivial idempotents if and only if (V, Θ) is indecomposable. The center is well behaved under field extensions and orthogonal sums. These features enable us to work with indecomposable non-degenerate forms over an algebraically closed field, in this case it is known (see [OS] ) that the center can be expressed as Cent k (V, Θ) = k + N where N is a commutative nil algebra in End k (V ). We say that a d-linear space (V, Θ) has maximal center if the centralizer of Cent k (V, Θ) in End k (V ) is Cent k (V, Θ). We give several examples of forms having this property.
The Lie algebra of a d-linear space is introduced in section 3. We give some general results, examples and some related structures. In section 4 we compute the Lie algebra of a family of d-linear spaces introduced by Reichstein in [R] and also show its connection with the Witt algebra.
In section 5 we make use of the action of the center Cent k (V, Θ) of a d-linear space (V, Θ) on the orthogonal group O(Θ) given by conjugation, that is σf σ −1 ∈ Cent k (V, Θ) for all f ∈ Cent k (V, Θ) and all σ ∈ O(Θ), to give an explicit description of the orthogonal group for Reichstein spaces.
Finally in the last section we provide an example of the isomorphism found in the previous section.
It is a pleasure to thank E. Backelin for many useful discussions. We also thank R. Baeza for telling us a proof of the maximality mentioned in example (2.15).
2. Forms of degree higher than 2 Definition 2.1. A d-linear space over k is a pair (V, Θ) where V is a finite dimensional k-vector space and Θ :
This means that Θ(v 1 , . . . , v d ) is k-linear in each of its d slots and it is invariant under all permutations of those slots. They should be called "symmetric d-linear spaces" but we use the shorter terminology. Other authors have called them "d-ic spaces" or "symmetric spaces of degree d".
Some spaces can be decomposed as orthogonal sums of smaller spaces. Here we use the double-perpendicular symbol ⊥ ⊥ to distinguish orthogonality with respect to Θ from other types of orthogonality.
Definition 2.2. Continuing the notations above, the orthogonal sum
Subspaces S and T of V are orthogonal if Θ(S, T, V, . . . , V ) = 0. That is, Θ(s, t, v 3 , . . . , v d ) = 0 for every s ∈ S, t ∈ T and every v i ∈ V . If we consider V j as a subspace of V = V 1 ⊥ ⊥V 2 , then V 1 and V 2 are orthogonal. Conversely, if S, T are orthogonal subspaces with S + T = V and S ∩ T = 0, then
Regularity can be restated as follows: (V, Θ) is regular if w = 0 is the only vector in V such that Θ(w, V, . . . , V ) = 0. In terms of homogeneous polynomials non-degenerate means that number of variables can not be reduced by a linear change of variables.
Various generalizations of "regularity" have been investigated in [HP] and [KW] . For instance we have:
The following results appear in [HP] and [KW] . In general, the determination of O(Θ) is a difficult problem and the only standard automorphism one can exhibit are multiplications by d-th roots of unity (contrary to the quadratic case where the reflections are known to generate the orthogonal group). Schneider [SC] proved that for a nonsingular space (V, Θ), that is, d − 1-regular over the algebraic closure of k, its orthogonal group O(Θ) is finite, a result which goes back to C. Jordan.
By the uniqueness of the decomposition of a d-linear space over k, to study the orthogonal group it is enough to consider it for indecomposable d-linear spaces over k. Given a regular d-linear space its indecomposable components are determined considering the "center", which is a generalization of the space of symmetric matrices for a bilinear form.
When d > 2 the center is a commutative subalgebra (containing k), this is part of the following result first proved in [H] and [Pr] . We will write Cent(V, Θ) for Cent k (V, Θ) when no confusion is possible.
Consequently Θ is indecomposable if and only if Cent(Θ) has no nontrivial idempotents.
The decomposition of a space depends on the field k, that is an indecomposable space over k might decompose over an algebraic extension of k, see [P] . For the next Lemma, proved in [OS] , we assume the field k to be algebraically closed.
Lemma 2.10. Let (V, Θ) be an n-dimensional d-linear space over k. Suppose f ∈ Cent(Θ) with λ 1 , . . . , λ r the distinct eigenvalues of f with general eigenspaces
For indecomposable regular spaces over k, (2.10) implies that each f ∈ Cent(Θ) has only one eigenvalue. Therefore
where N is a commutative nil algebra in End k (V ).
Further discussions of the center can be found, for instance in [HP] , [OS] and more recently in [P] . Now we give some examples of forms with non trivial center that motivate the last definition of this section.
Example 2.11. For the regular cubic form F = x 3 1 +3x 2 1 x 2 +3x 2 1 x 3 +3x 2 1 x 4 + 3x 1 x 2 2 + 3x 1 x 2 3 , with corresponding 3-linear form Θ one can easily show that its center is
Example 2.12. If F = x 3 1 + 3x 2 1 x 2 + 3x 2 1 x 3 + 3x 2 1 x 4 + 3x 2 1 x 5 + 3x 1 x 2 2 + 6x 1 x 2 x 3 + 3x 1 x 2 4 + x 3 2 , with corresponding regular 3-linear form Θ then the center is given by
Example 2.13. If the center contains a "cyclic" map then it is easy to see that
For instance, if f has n distinct eigenvalues (decomposable case) then it is cyclic or if there is a nilpotent f with nilindex equal to n (indecomposable).
Notice that in the above examples the following holds:
Thus we make the following definition:
Definition 2.14. Let (V, Θ) be a regular indecomposable d-linear space over k. We say that (V, Θ) has maximal center if the centralizer of the algebra
As a final example we mention the following class of forms studied first studied by Harrison, see [H, HP, P] .
is regular, indecomposable and with center isomorphic to K, see [H, HP] . The space (K, Ψ b ) has maximal center.
To see this, we identify K with {m a : a ∈ K} ⊂ End k (K) where m a :
Then f (at) = af (t). In particular for t = 1 one has f (a) = af (1) for all a ∈ K, thus f is just a multiplication by an element of K. Therefore the centralizer of K in End k (K) is just K. We thank R. Baeza for pointing this out to us.
The Lie Algebra
Let (V, Θ) be a regular d-linear space over k, as noted in Remark 2.7 the orthogonal group O(Θ) is a linear algebraic group and as such it has a corresponding Lie algebra that we will denote by L Θ . Following [K] Proposition 4.2, this algebra can be described by:
We will call this algebra the Lie algebra of the space d-linear space (V, Θ) over k. Note that we omit the reference to the base field when no confusion arises.
As a first example of a non trivial Lie algebra associated to a d-linear space (d ≥ 3) we consider the following.
Example 3.2. Let k be a field with char(k) relatively prime to d. Considering the full matrix algebra M n (k) and the trace map tr :
This can also be written as
where X means that this term does not appear in the sum. Some properties of these spaces are studied in [OS1] .
For X 1 , . . . , X d , and M ∈ M n (k) let us consider the sum:
The i-th term of this sum is
. . , X d ) and this can be expressed as
Now adding all these terms, sum (1) becomes
Therefore the Lie algebra has dimension at least n 2 − 1. 
Some properties of the Lie algebra L Θ have been considered in [K] , we have (
(2) Clearly L(Θ) ⊗ k K identifies with a subalgebra of L(Θ K ). We will show that these two spaces have the same dimension. If f ∈ L(Θ K ), then f is completely determined by the values it takes on a basis of
These coefficients are the solutions to a system of (n+d−1)! d!(n−1)! homogeneous linear equations, each one of the form
we see that the coefficients of the homogeneous system are in k. The dimension of the solution space is the dimension of the Lie algebras and the dimension of the solution space depends only on the number of unknowns and the rank of a matrix defined over k. Therefore the dimensions of the algebras coincide.
As another example we include here the computation of the Lie algebra associated to the diagonal form φ = x d 1 + · · · + x d n . Proposition 3.5. Let Θ be the d-linear form that corresponds to the homogeneous polynomial
Proof. Let {e 1 , . . . , e n } be the canonical basis of V = k n , then Θ is defined by Θ(e i 1 , . . . , e i d ) = 1 if i 1 = i 2 = · · · = i d and 0 otherwise.
Thus the orthogonal decomposition V = ke 1 ⊥ ⊥ke 2 ⊥ ⊥ . . . ⊥ ⊥ke n is clear. By the previous Proposition 3.4
where Θ i denotes the restriction of Θ to ke i . It is clear that the each of these Lie algebras must be zero, hence the result.
As a corollary we obtain the following. Let K be a finite separable field extension of k, following Harrison (see [H] ) one can define a degree d form on K by tr d (x) = tr K/k (x d ), for x ∈ K, where tr K/k denotes the standard trace map from K to k. In [H] the center of these forms is computed and it is shown that is isomorphic to K.
Proof. Extending scalars, to a suitable extension e.g. the algebraic closure, the form tr d becomes isomorphic to the diagonal form considered in (3.5), hence its Lie algebra (over the algebraic closure) is trivial then by part 2 of Proposition 3.4 its Lie algebra over k must be trivial.
A key property of the center of a d-linear space that we shall need in the following is its Lie module structure. 
The k-vector space L Θ admits several Lie structures, some of which we now describe.
Proposition 3.8. Let ψ ∈ Cent(Θ). Then there is a Lie algebra structure on L Θ given by
We denote this Lie algebra by
Proof. It is clear that [f, g] ψ is bilinear and satisfies [f, f ] ψ = 0 whereas the Jacobi identity is a simple calculation based on the definition.
Let us therefore verify that
For the first term of the above summation we have
where we in the last equality used that ψ ∈ Cent(Θ) to move it to an 'unoccupied' slot. Expanding in the same way the other terms in the sum (2) we obtain similar expressions. 
Cyclic spaces
The aim of this section is to study in greater detail "cyclic spaces," that is d-linear spaces whose center contains a cyclic map, see 2.13.
The following proposition can be found in [OS] Proposition 4.
Regular indecomposable cyclic spaces exist for any dimension n ≥ 2 and any degree d > 2, moreover they are unique up to scalar factors. They can be constructed as follows, see [R] . 
Notice that ψ n = 0 and ψ n−1 = 0. We will denote this spaces by (V n , Θ d ), its center by Cent(n, d) and its Lie algebra by L(n, d).
Example 4.3. For d = 3, the homogeneous polynomial corresponding to n = 3, 4 are respectively F 3 = 3x 1 x 2 3 + 3x 2 2 x 3 and F 4 = 3x 1 x 2 4 + 6x 2 x 3 x 4 + x 3 3 .
The following results aim to compute the Lie algebra of (V n , Θ d ), Theorems 4.10 and 4.11. We assume for the rest of this section that the field k has characteristic 0, even though the results hold in a more general setting.
Proof. Let ψ be a cyclic nilpotent map in the center, then Cent(n,
is n-dimensional, let {v 1 , . . . , v n } be a basis of V n such that ψ(v i ) = v i−1 for 1 ≤ i ≤ n and v 0 = 0.
We will show that every element in L(n, d) has an upper triangular matrix representation, with respect to the above basis. Let f ∈ L(n, d), write
We will show that α ij = 0 if i > j.
We have f ψ − ψf ∈ Cent(n, d) and has 0 trace, therefore
which implies α i1 = 0 for all i ≥ 2. Now use the same argument for v 2 and then for v 3 and so on we get the claim. 
Proof. Let ψ be a cyclic nilpotent map in the center of (
, that is impossible since the trace of 1 is n and the trace of a linear combination of brackets is 0.
The shape of the Lie algebra for small n and d can be explicitly computed, for instance using Maple.
Example 4.6. For d = n = 3 the Lie algebra:
For d = 3 and n = 4 the Lie algebra:
As these examples suggest there is a sort of inclusion of the n dimensional case into the n + 1 dimensional case. We will show that this is in fact true in every case.
Keeping the notation as above, for d > 2 fixed, consider the spaces (V n , Θ d ) and (V n+1 , Θ d ). Let ψ ∈ Cent(n, d) be a cyclic nilpotent map and consider as above {v 1 , . . . , v n } a cyclic (w/r to ψ) base, that is ψ(
Then we have
Proof. Certainly ρ is an injection of vector spaces. Since π • ι = ψ we have that
and hence it preserves the Lie algebra structure.
It only remains to be proved that ρ(f ) ∈ L(n + 1, d). But this follows from the formula
which can be read off from the standard forms. The proof of the proposition is finished.
Proof. For the standard form we have
Since L(n, d) is a linear Lie algebra it follows from Theorem 6.4 of [Hu] that D is a semisimple element. It therefore acts diagonally in any representation of L(n, d).
Lemma 4.9. The following commutation rule holds in L(n, d).
Proof. We proceed by induction starting with the case n = 1. In that case we have
with respect to the given basis. The condition
implies that a 3 = 0. Similarly one gets that a 2 = 0 by acting on (v 2 , v 2 . . . , v 2 ) and finally that a 1 + (d − 1)a 4 = 0 by acting on (v 2 , v 2 . . . , v 2 , v 1 ). We conclude that L(2, d) is of dimension 1.
Assume now inductively that the Theorem is true for L(r, d) for r ≤ n. We then get by Proposition 4.7 that ρ(L(n, d)) consists of nilpotent matrices. Thus the vector space sum of the Theorem is direct and so dim
The assertion on the dimension now follows using Proposition 4.5 and from this we get that ρ(L(n, d)) and D n+1 span L(n+1, d).
The following Theorem gives a presentation of L(n, d). It is the main result of this section.
Theorem 4.11. With the above notation we have that
Remark 4.12. Recall the Witt algebra W , is the Lie-algebra on generators
) is a quotient of a certain subalgebra of W , namely the one given by {L n | n ∈ N}.
Proof. i). We first check that X r = 0 for r = 0, . . . , n − 2. But this is a consequence of the formula X r v n = n−1−r d
v n−r that follows easily from the definitions. Since {v i | i = 1, . . . n} is a basis of V we even see from this that {X r | r = 0, . . . n − 2} are linearly independent. So we just have to show X r ∈ L Θn . For this it is enough by linearity to check that
By the definition of Θ n we only need check the case
Now we have for all j = 1, . . . , d: 
as claimed. These formulas are valid for all indeces r, s. Hence to get the expression of ii), we must check that X r = 0 for r ≥ n − 1. For r ≥ n this is clear since ψ n = 0. And for r = n − 1 it follows from v l = 0 for l ≤ 0 and from the formula X r v n = n−1−r d
v n−r that we used in the proof of i).
The Orthogonal Group
In this section we give a description of the orthogonal group of forms with maximal center. Since every regular d > 2 linear space can be written as a unique orthogonal sum of subspaces, see [H] , an automorphism of the space essentially leaves these subspaces invariants (modulo permutations). This uniqueness allows us to consider just indecomposable spaces. We start with a useful observation:
The finite group µ d = {ζ ∈ k | ζ d = 1} can be identified with a subgroup of O(Θ), and we also call this subgroup µ d .
From now on we assume that k is algebraically closed and that char(k)=0.
Theorem 5.2. Let (V, Θ) be a regular indecomposable d-linear space over k with maximal center. Let G denote the automorphism group of the k-algebra Cent(Θ), then the following sequence of groups is exact
Proof. The action of O(Θ) on the center induces a group homomorphism
Hence σ is in the centralizer of Cent(Θ), which forces σ ∈ Cent(Θ).
The regularity of the space implies σ d = id V . On the other hand we know that every element ρ of the center can be expressed as ρ = αid V + η with α ∈ k × and η nilpotent, see the observation after Lemma 2.10. Therefore σ = αid V with α d = 1.
Our next Theorem deals with cyclic spaces considered in the previous section. For simplicity for n and d fixed we denote (V n , Θ d ) just by (V, Θ).
, with ψ n = 0. then the following sequence is exact
In order to prove this theorem, first we analyze the group G of k-algebra automorphisms of k[ψ].
, with ψ n = 0. Then there is an isomorphism between the group G and the group k × ×k n−2 , with group structure induced from matrix multiplication.
Proof. Each ρ ∈ G is completely determined by ρ(ψ). It is clear that we must have ρ(ψ) = a 1 ψ + · · · + a n−1 ψ n−1 . with a i ∈ k and a 1 = 0. Hence ρ determines a unique vector (a 1 , . . . , a n−1 ) ∈ k × × k n−2 Conversely every vector of this shape determines a unique element of G.
We can easily compute a matrix for ρ ∈ G with respect to the k-base {1, ψ, . . . , ψ n−1 } of the center. We have:
ρ(1) = 1, ρ(ψ) = a 1 ψ + · · · + a n−1 ψ n−1 , ρ(ψ 2 ) = a 2 1 ψ 2 + · · · , etc.
Hence the matrix of ρ is: This allows us to identify G with a subgroup G ⊆ GL n (k). We also identify k × with the subgroup D of G consisting of the diagonal matrices D = {Diag(1, a, a 2 , . . . , a n−1 ), a ∈ k × }.
This group is isomorphic as algebraic groups to k m , thus it is closed and connected.
Let U ⊆ G be the subgroup consisting of matrices having 1 in the main diagonal. Clearly U is closed and every u ∈ U is unipotent. Therefore by [Hu] section 15.5 ex.6, U is connected.
By Corollary 2.2.7 of [S] the subgroup generated by D and U is connected, but it is clear that D and U generate G (in fact G = DU,) thus we have proved:
Proposition 5.5. G is a connected algebraic group.
Remark 5.6. Following [Hu] (section 7.6) we see that G is a closed subgroup of GL(k[ψ] ) and from section 13.2 we conclude that the Lie algebra g of G consists of the derivations of k[ψ].
An easy computation shows that a derivation d : k[ψ] −→ k[ψ] is determined by d(ψ) which turns out to be d(ψ) = a 1 ψ + · · · + a n−1 ψ n−1 with (a 1 , . . . , a n−1 ) ∈ k n−1 . Conversely every (a 1 , . . . , a n−1 ) ∈ k n−1 determines a derivation, therefore we have:
Proposition 5.7. The dimension of the algebraic group G is n − 1
Now we conclude the proof of Theorem 5.3.
Proof. We only need to show that the morphism of algebraic groups χ : O(Θ)) −→ G is surjective.
Let H := χ(O(Θ)), it is a closed subgroup of G
The Lie algebra of (V, Θ), of cyclic spaces has been calculated in Theorem 4.10. This algebra has dimension n − 1, which is the dimension of the algebraic group O(Θ).
Now G/H is a variety of dimension 0, therefore H contains G 0 , the connected component of the identity, but by the above Proposition G is connected, hence G = H
An example
As an example we do a explicit computation of the "isomorphism". Assume that n = d = 3. From the description above we have two generators for G, We know that χ(σ)(ψ) = σψσ −1 = αψ. Also ψ(v i ) = v i−1 , writing σ(v 3 ) = av 1 + bv 2 + cv 3 an easy computation (just using the above relations) shows that 
