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Nomenclature
BS beam splitter
CCD charge-coupled device, common imaging sensor type
CNR contrast-to-noise ratio
CSDM the cross-spectral density matrix
DoP the degree of polarisation
FPES fictitious plane of the effective source
ICF intensity correlation function
MCM mutual coherence matrix
SNR signal-to-noise ratio
3
Nomenclature
4
1. Introduction
Conventionally, imaging has focused on gathering information on the object
of interest by direct means. For example, light reflecting from or transmitting
through the object is gathered with a lens or mirror system directly into a
camera. Depending on the configuration of the optical components, an image
or a Fourier transform of the object can be found when specific conditions
are met [1]. All modern consumer cameras follow various recipes of this
basic principle, from the first film cameras to 50-megapixel digital single lens
reflex cameras and from minuscule smartphone cameras to multi-metre-wide
telescopes.
In 1995, an alternative to these direct imaging methods was introduced in the
form of ghost imaging and diffraction [2, 3]. These methods rely on entangled
photons of which the first traverses the object and is detected by a bucket
detector and the other part of the pair is imaged with a spatially-sensitive
camera. The data from either detector on its own is not enough to form a
picture, but when the information is combined, the image of the object can
be inferred through coincidence counts between the detectors. This permits
imaging in situations where it was not conventionally possible.
As suggested in the original paper [2], it is possible to observe this same
phenomenon using classical light. The first demonstration using classical
light came in 2002 [4]. Entangled photons were replaced by laser beams that
were angularly correlated; when one beam moved to the left, so did the other.
Again, the first beam traversed through the object into a bucket detector and
the second was imaged by a CCD camera. The image of the object could only
be formed through the correlation of the two signals.
Another setup, although similar to the 2002 setup in the sense that it relied
on classical light, was practically very different when the light source was
changed into a pseudothermal one. Introduced in theory in 2004 and in prac-
tice a year later [5–7], in this case the source consisted of a laser, a rotating
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ground glass disk and a beam splitter that were used to produce two mutually
correlated but individually spatially incoherent light fields. One beam propa-
gated into the reference arm where the intensity distribution was measured
and the other into the test arm where the object was located together with a
bucket detector. Depicted in figure 1.1, the image is formed in the correlator
which is connected to both detectors.
object
laser GD BS
reference arm
test arm
source
bucket
detector
correlator
CCD
Figure 1.1. A typical classical ghost imaging setup consists of a source and a beam splitter (BS)
from which identical light fields propagate into the reference and test arms. The
source commonly consists of a laser and a rotating ground glass disk (GD) that
produce a pseudothermal random light . The reference arm has the CCD camera
while the test arm has the object and a bucket detector. The individual detectors
are not enough but combining the information from both detectors in a correlator
helps form an image of the object.
The use of pseudothermal light had the advantage of readily available,
bright sources, while the disadvantage was poor visibility. This sparked many
studies on methods to improve the visibility and other parameters related to
the quality of the resulting ghost image [5, 8].
Although many situations can be reduced to the study of scalar fields, light
is fundamentally an electromagnetic field with vectorial properties. Based
on Maxwell’s equations, classical optical coherence theory is used to study
these fields [9, 10]. Taking into account the vectorial nature of light not only
enables us to study the effects on image quality [11–15], but also applications
that require knowledge of all components of the light field [16, 17].
The main objective of this thesis is to study ghost imaging from the viewpoint
of the electromagnetic nature of light and especially concentrate on image
quality and the degree of polarisation. When on the subject of image quality,
we consider setups with multiple arms and assess the affect higher-order
correlations have.
This work begins with a brief background introduction of electromagnetic
fields, random processes, coherence theory, intensity correlations and Jones
calculus in chapter 2. In chapter 3 we introduce some preliminary concepts of
6
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ghost imaging, including propagation laws, the concept of an effective source
and the conditions for both ghost imaging and ghost diffraction. Chapter 4
begins with an introduction to the second- and higher-order setups that are
to be analysed and then concentrates on assessing the image quality of these
setups as a function of the degree of polarisation.
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2. Electromagnetic correlations
In this chapter we cover essential theory used when studying ghost imaging
with pseudothermal random light. We begin with electromagnetic fields and
continue to random processes before going into optical coherence theory, the
foundation of the study of light fluctuations. Separate sections are given to
intensity correlations and Jones calculus, since these are of key importance for
the image quality and applications studied in this thesis.
2.1 Electromagnetic fields
As classical correlation imaging is fundamentally a study of light, an electro-
magnetic field, we use Maxwell’s equations to study the properties of this
field.
2.1.1 Maxwell’s equations
In the space–time domain the Maxwell’s equations are1 [18]
∇ ·D(r, t) = ρ(r, t), (2.1a)
∇ · B(r, t) = 0, (2.1b)
∇× E(r, t) = −∂tB(r, t), (2.1c)
∇×H(r, t) = ∂tD(r, t) + j(r, t), (2.1d)
where D is the electric displacement, E is the electric field, B is the magnetic
flux density, H is the magnetic field. The free charge and current densities are
respectively ρ and j.
In certain applications it is easier to analyse the problem in the space–frequency
domain. To switch between equations in the space–time and space–frequency
1Here I use the abbreviation ∂t ≡ ∂/∂t.
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domain we use the Fourier transform pair [19]
F˜(r,ω) =
1√
2pi
∞ˆ
−∞
F(r, t)eiωtdt, (2.2a)
F(r, t) =
1√
2pi
∞ˆ
−∞
F˜(r,ω)e−iωtdω, (2.2b)
where F˜(r,ω) is the Fourier transform (or Fourier spectrum) of F(r, t).
Using equations (2.1) and (2.2b) we obtain Maxwell’s equations in the
space–frequency domain as
∇ · D˜(r,ω) = ρ˜(r,ω), (2.3a)
∇ · B˜(r,ω) = 0, (2.3b)
∇× E˜(r,ω) = iωB˜(r,ω), (2.3c)
∇× H˜(r,ω) = −iωD˜(r,ω) + j˜(r,ω). (2.3d)
These equations hold separately for all the angular frequencies of the space–time
domain field.
2.1.2 Response of matter
In the space–frequency domain the constitutive relations governing the re-
sponse of a linear, isotropic, homogeneous and spatially nondispersive medium
are [10]
D˜(r,ω) = e(ω)E˜(r,ω), (2.4a)
B˜(r,ω) = µ(ω)H˜(r,ω), (2.4b)
where e(ω) is the electric permittivity and µ(ω) is the magnetic permeability.
2.1.3 Wave equation
Most of the light propagation in classical ghost imaging setups happens either
in free space or in a dielectric medium. In both cases there are no free charges
ρ˜(r,ω) = 0 or currents j˜(r,ω) = 0. Taking the curl of equation (2.3c) and using
equations (2.3a), (2.3d), and (2.4) together with the identity ∇× (∇×A) =
∇(∇ ·A)−∇2A, we acquire the Helmholtz equation for the electric field(∇2 + k2) E˜(r,ω) = 0, (2.5)
where the wave number is k ≡ ω√e(ω)µ(ω). Due to the high frequency of
light, the magnetic polarisation of media does not play an important part in
most phenomena. Therefore it is enough to consider the electric part of the
electromagnetic field.
10
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2.2 Random processes
Random processes are an essential part of ghost imaging with pseudothermal
light and of statistical optics in general. Although not all, many light sources
rely on emissions from a very large amount of atoms or other sources of
uncertainty such as uneven surfaces or turbulent fluids [10]. Although the
underlying statistical nature of the processes that generate the light might be
very different, the central limit theorem states that they tend towards Gaussian
distributions [9].
Here we introduce some fundamental concepts and then concentrate on
those processes which are of the most interest when dealing with pseudother-
mal light, that is Gaussian random processes.
2.2.1 Fundamental concepts
The random process is a continuous set of random variables and it is denoted
by X(t), where t ∈ R. The random process X(t) does not depend on t
deterministically.
For a complete description of the random process the n-fold joint probability
density function, pn[X1(t), . . . , Xn(t)](x1, . . . , xn), is needed for all n ∈ N.
However, in practice the first two probability density functions normally
suffice. With these we can calculate the expectation or mean value
〈X(t)〉 =
ˆ
xp1[X(t)](x)dx (2.6)
and the cross-correlation function between two processes,
〈X1(t)X2(t)〉 =
¨
x1x2 p2[X1(t), X2(t)](x1, x2)dx1dx2, (2.7)
where Xα(t), α ∈ {1, 2}, is a continuous random process. For two complex
random processes, Zα(t), the definition of the cross-correlation function is [9]
〈Z∗1 (t)Z2(t)〉 =
¨
z∗1z2 p2[Z1(t), Z2(t)](z1, z2)dz1dz2. (2.8)
The deviation gives the distance of a single outcome from the mean and is
defined as
∆X(t) ≡ X(t)− 〈X(t)〉 . (2.9)
The width of the probability density function is described by the standard
deviation, σN[X(t)], defined here as
σN[X(t)] ≡
√〈
[∆X(t)]2
〉
=
√
〈X(t)2〉 − 〈X(t)〉2. (2.10)
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Physically, this describes the noise related to the system described by the
random process X(t).
Another way of defining the operator 〈. . .〉 is by taking the ensemble over
the set of all possible realisations of the random process {X(k)(t)}. In this case
the mean becomes
〈X(t)〉 = lim
K→∞
1
K
K
∑
k=1
X(k)(t) (2.11)
and it is usually called the ensemble average in this form, which is equivalent to
the definition in equation (2.6).
2.2.2 Gaussian random processes and the moment theorem
Gaussian random processes play an important role in describing physical
phenomena which arrive from a large number of independent additive contri-
butions. Light coming from the sun, an incandescent bulb and a laser shone
through a ground glass disk (used in the example configurations in chapter 3)
all follow from a large number of independent sources [7, 10].
Although the underlying process for each independent contribution might
obey completely different statistics, the central limit theorem states that, when
there are enough contributions the sum of them obeys Gaussian statistics [9,19].
Thus in many practical cases the intensity fluctuations of light can be modelled
as complex Gaussian random processes. In this case we can use the complex
Gaussian moment theorem to express a 2N-order correlation function in terms
of second-order correlation functions as [20]
〈Z∗1 (t1) · · · Z∗N(tN)ZN+1(tN+1) · · · Z2N(t2N)〉
=∑
N!
〈
Z∗1 (t1)ZN+1(tN+1)
〉
· · ·
〈
Z∗N(tN)Z2N(t2N)
〉
, (2.12)
where the summation is performed over the N! different permutations of the
underlined terms.
2.2.3 Stationary and ergodic processes
A strictly stationary random process has an n-fold probability density function
which is time independent for all n ∈N. In this case, if t denotes time, all the
n time parameters in the n-fold probability density function can be shifted by
the same amount without changing the outcome of a measurement related to
that random process. For a wide-sense stationary random process it is sufficient
that the first moment does not depend on t and thus 〈X(t)〉 is constant in
time [10, 20].
12
Electromagnetic correlations
All complex Gaussian random processes have the feature that if they are
wide-sense stationary, they are also strictly stationary [20]. Thus referring to a
stationary process is sufficient when the process has Gaussian statistics.
Ergodic processes have the feature that the time average of any given real-
isation of the process is equal to the ensemble average of the process at any
given time. Mathematically we have
〈X(t)〉 = lim
K→∞
1
K
K
∑
k=1
X(k)(t) = lim
T→∞
1
T
T/2ˆ
−T/2
X(κ)(t′)dt′. (2.13)
As the rightmost part of equation (2.13) is time-independent, ergodicity im-
plies that the process is stationary. A sufficient condition for ergodicity of a
random process is that the correlations between the realisations disappear
sufficiently fast as the time difference between them grows [9].
2.3 Coherence theory
The theory of optical coherence is the study of random fluctuations in electro-
magnetic fields, and more specifically in light. Here we introduce the mutual
coherence matrix (MCM) and cross-spectral density matrix (CSDM) which are
used in all studies of the correlations related to classical ghost imaging. Also,
we introduce our definition for the degree of polarisation (DoP).
2.3.1 Space–time domain correlations
In electromagnetic ghost imaging we are often interested in the correlation
of two (or more) electric field vectors. The correlation information between
all the components of two electric field vectors Eα and Eβ is contained in the
mutual coherence matrix (MCM)
Γαβ ≡
〈
E∗αETβ
〉
=
Γxx,αβ Γxy,αβ
Γyx,αβ Γyy,αβ
 , (2.14)
where Γij,αβ ≡ 〈E∗i,α(t)Ej,β(t′)〉, i, j ∈ {x, y}, is the cross-correlation function
[see equation (2.8)] between the field components Ei,α and Ej,β of the field
vectors EΩ = [Ex,Ω(t), Ey,Ω(t)], Ω ∈ {α, β}. The electric fields generally
depend on different spatial coordinates, but for notational brevity we only
explicitly write them when it is relevant to the analysis. Thus we ask the
reader to keep in mind that generally EΩ ≡ EΩ(rΩ) for any Ω that is being
treated.
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2.3.2 Space–frequency domain correlations
Most of the analysis in this thesis is performed in the frequency domain. The
cross-spectral density matrix (CSDM) is defined as
Wαβ ≡
〈
E∗αETβ
〉
=
Wxx,αβ Wxy,αβ
Wyx,αβ Wyy,αβ
 , (2.15)
where Wij,αβ ≡ 〈E˜∗i,α(ω)E˜j,β(ω)〉, i, j ∈ {x, y}, is the cross-correlation function
of the components of the electric field, now in the frequency domain.
Note that, although the space–frequency domain electric field vector, EΩ =
[E˜x,Ω(ω), E˜y,Ω(ω)],Ω ∈ {α, β}, consists of Fourier transforms of the space–time
domain electric field components, Ex,Ω(t) and Ey,Ω(t), we have denoted it
with the exact same symbol as the space–time domain electric field vector
from section 2.3.1. This is because in most situations it is clear which domain
we are in from the context: we are using either the MCM (space–time domain)
or CSDM (space–frequency domain). Also, in most situations related to ghost
imaging, it does not matter which domain we are in and most results are
equivalent in both domains. Especially, there exists a Fourier transform pair
such that [9]
Wij,αβ(ω) =
1√
2pi
∞ˆ
−∞
Γij,αβ(t)eiωtdt (2.16a)
Γij,αβ(t) =
1√
2pi
∞ˆ
0
Wij,αβ(ω)e−iωtdω, (2.16b)
which ensures that with many results, the MCM and CSDM are interchange-
able. If in some case there is a difference between the domains and there is a
risk of confusing the two, we will explicitly denote the domain in question.
2.3.3 Degree of polarisation
Considering a stationary, uniformly polarised beam of light moving in the z
direction and with the electric field in the xy plane, the polarisation matrix
J ≡
Jxx Jxy
Jyx Jyy
 , (2.17)
describes the state of polarisation of the beam.
Here Jij = 〈E∗i Ej〉, where i, j ∈ {x, y} and the scalar electric fields Ei are the
components of a single electric field vector E = (Ex, Ey). From the definition
it follows that
Jij = J∗ji, (2.18a)
14
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Jii ≥ 0, Jii ∈ <, (2.18b)
Jxx Jyy ≥
∣∣Jxy∣∣2 , (2.18c)
where equation (2.18c) follows from the Schwarz inequality. From equa-
tions (2.18b) and (2.18c) we see that J is Hermitian. The eigenvalues of J
are
λ± =
Jxx + Jyy
2
±
√(
Jxx − Jyy
)2
+ 4
∣∣Jxy∣∣2
2
≥ Jxx + Jyy
2
−
√(
Jxx − Jyy
)2
+ 4
∣∣Jxy∣∣2
2
≥ Jxx + Jyy
2
−
√(
Jxx − Jyy
)2
+ 4Jxx Jyy
2
= 0, (2.19)
where the second line follows from Jii ∈ <, the third line follows from equa-
tion (2.18c). Thus J is also nonnegative definite and there exists a unitary
transformation U which diagonalises J so that
J′ = U†JU =
J1 0
0 J2
 , (2.20)
where J1 = λ+ > 0 and J2 = λ− are the eigenvalues of J. Since J1 ≥ J2, we
may define the degree of polarisation (DoP) as
P ≡ J1 − J2
J1 + J2
. (2.21)
A mathematically identical definition is given by taking the fully polarised
and fully unpolarised parts of the beam and dividing the difference of these
intensities by their sum. In light of this, it is intuitive to understand that a
completely polarised beam has P = 1 while an unpolarised beam has P = 0.
Partially polarised light has 0 < P < 1.
Later we will be interested in calculating the trace of the polarisation matrix
and especially the relation tr Jn/ (tr J)n will be of interest. Using the invariance
of the trace under unitary transformations and the diagonality of J′ we obtain
tr Jn = Jn1 + J
n
2 (2.22a)
(tr J)n = (J1 + J2)
n . (2.22b)
For later use we define the “trace multiplier” [15]
T(P, n) ≡ tr J
n
(tr J)n
=
(1+ P)n + (1− P)n
2n
, (2.23)
where the algebraic form is obtained by using equation (2.22).
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2.4 Intensity correlations
In ghost imaging the fields are not measured directly but rather the field corre-
lations are found in the intensity correlations. The instantaneous intensity is
Iα(tα) = E†α(tα)Eα(tα) and the measurement gives us the time average of the
intensity. We are interested in stationary and ergodic light which has inten-
sity fluctuations [deviation from mean intensity according to equation (2.9),
∆Iα(tα)] obeying Gaussian statistics. In this case the time average of the
intensity is equal to the ensemble average and we can write the intensity
measurement as 〈Iα(tα)〉.
In the space–frequency domain the intensity is given by the ensemble aver-
age 〈Iα(ωα)〉. Due to the Fourier transform relations between the space–time
and space–frequency domains in equation (2.16), the results in this section
apply to both domains.
The Nth-order intensity correlation function (ICF) is defined as [8, 9]
G(N) ≡ 〈I1 · · · IN〉 =
〈
E†1E1 · · · E†NEN
〉
(2.24)
and it is normalised as
g(N) ≡ 〈I1 · · · IN〉〈I1〉 · · · 〈IN〉 , (2.25)
where N ∈ Z, N ≥ 2. Each term E†αEα, α ∈ {1, . . . , N}, in equation (2.24) is
a scalar quantity which can be separated into a sum of the intensities in the
given basis, i.e., E†αEα = E∗x,αEx,α + E∗y,αEy,α = Ix,α + Iy,α in the orthonormal xy
basis. Thus we can write equation (2.24) as
G(N) = ∑
i1,...,iN∈{x,y}
〈Ii1,1 · · · IiN ,N〉 (2.26)
Now, let us assume the light fluctuations obey Gaussian statistics. Using the
Gaussian moment theorem from equation (2.12), we obtain
G(N) = ∑
i1,...,iN∈{x,y}
∑
N!
〈
E∗i1,1Ei1,1
〉
· · ·
〈
E∗iN ,NEiN ,N
〉
, (2.27)
where again the sum is performed while permuting the underlined fields.
We can write the ICFs in their respective domains using traces of the MCMs
or CSDMs defined in equations (2.14) and (2.15). For example in the frequency
domain, the double- and triple-intensity correlation functions are
G(2) = trW11 trW22 + trW†12W12 (2.28)
and
G(3) = trW11 trW22 trW33 + trW33 trW†12W12 + trW22 trW
†
13W13
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+ trW11 trW†23W23 + 2< [tr (W12W23W31)] , (2.29)
respectively. More on intensity correlations is found in appendix A.
2.5 Jones calculus
Strictly speaking, the matrix formalism in Jones calculus describes the trans-
mission of vector plane waves through optical elements described with matri-
ces. However, an ensemble of these fully coherent fields can make up a field
of any state of polarisation and degree of coherence.
If the input (Ein) electric field vector of a realisation of a random field is
transmitted through an optical element then the output is
Eout = TEin, (2.30)
where the Jones matrix,
T =
Txx Txy
Tyx Tyy
 , (2.31)
with Tij ∈ C, i, j ∈ {x, y}, describes the transmission of the deterministic linear
optical element. For later convenience, we define the matrices
Mij ≡ eˆieˆTj , (2.32a)
Ti ≡ Mii, (2.32b)
i, j ∈ {x, y}, where eˆi is the unit vector in the i direction. Equation (2.32b)
gives the Jones matrix, Ti, of the i polariser, a common physical component
which lets the ith component of the light continue through unchanged while
blocking the orthogonal component completely.
A system with the optical element T has the correlation [from equations (2.15)
and (2.30)]
Wout = T∗WinTT (2.33)
between the input (Win) and output (Wout) CSDMs.
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3. Classical ghost imaging
Classical ghost imaging, or correlation imaging, is a 21st century imaging
method where correlations between the intensity fluctuations of light are used
to obtain information on the object in previously unimaginable situations.
We skip the consideration of quantum ghost imaging [2, 3] and classically
correlated beams [4], and instead focus entirely on correlation imaging with a
pseudothermal light source [5–7].
object
laser GD BS
mirror
ref. arm
test arm
source
pinhole
detector
correlatorfictitious plane ofthe effective source
CCD
Figure 3.1. A complete ghost imaging setup showing all the main components and the fictitious
plane of the effective source. This setup is analysed in parts and the components
are explained in detail in later sections. Figure first published in [17].
The basic double-intensity ghost imaging setup to be examined in this chap-
ter is shown in figure 3.1. The main parts of this system to consider are the
source, the beam splitter, the object and the detectors, and of course the propa-
gation between the components. The first section of this chapter concentrates
on the source and the concept of the effective source, not forgetting the propa-
gation between the planes where these are defined. In sections 3.2 and 3.3 we
show how to use lensless correlation imaging to form the image and Fourier
transform of the object, respectively. We have kept the analysis in this chapter
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as simple as possible and refer to chapter 2 when necessary.
3.1 Preliminaries for ghost imaging
In this section we concentrate on analysing the setup up to the plane of
the effective source where the light has travelled an equal amount in both
arms from the source (or beam splitter). We begin by considering a spatially
completely incoherent source and then we see how the mutual coherence
matrix evolves during equal propagation in both arms up until the fictitious
plane of the effective source (FPES).
3.1.1 The source
We assume the source to be uniformly polarised source and thus described by
the cross-spectral density matrix (CSDM)1
W0(r0, r′0) = J0γ(r0, r′0), (3.1)
where J0 is the polarisation matrix of the source and γ(r0, r′0) is the coherence
function of the source.
Completely incoherent source A combination of a laser and a rotating
ground glass disk, as shown in figure 3.1, can be used to create a spatially
completely incoherent source, as long as the detector pixel size and detection
frequency are chosen appropriately [21]. In this case, equation (3.1) becomes2
W0(r0, r′0) = J0δ(r′0 − r0), (3.6)
where δ(r) is the two-dimensional Dirac delta function.
1The frequency, or angular frequency (ω), is not shown here or later for brevity.
However, not that all the CSDMs are functions of frequency.
2The Dirac delta function is defined as a distribution δ(x− x0) that satisfies [19, 22]
f (x0) =
ˆ
f (x)δ(x− x0)dx (3.2)
for continuous functions f (x). In physics it is often represented by the integral
δ(x− x0) = 12pi
ˆ
exp [ir(x− x0)]dr. (3.3)
In Cartesian coordinates, the two-dimensional Dirac delta function satisfies [23]
δ(x− x0) = δ(x− x0)δ(y− y0) (3.4)
and thus
δ(x− x0) = 14pi2
ˆ
exp [i(x− x0) · r]d2r (3.5)
is one possible representation of the two-dimensional Dirac delta function.
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Gaussian Schell-model source The completely incoherent source assump-
tion that leads to equation (3.6) is often made to ease the calculations and
show what information on the object is obtained in the ideal case. However,
for more realistic treatments and to ease with image quality calculations, one
can use a Gaussian Schell-model source as given by [24, 25]
W0(r0, r′0) = J0 exp
[
− r
2
0 + r
′2
0
4σ2I
− (r
′
0 − r0)2
2σ2g
]
, (3.7)
where exp[−(r20 + r′20 )/(4σ2I )] is an envelope function with σI describing its
transverse width of the source and µ(r′0 − r0) ≡ exp[−(r′0 − r0)2/(2σ2g)] is the
complex degree of spatial coherence with σg describing the source’s transverse
coherence width.
3.1.2 Propagation equations
Let us assume a general situation where the field in the initial plane, E0(r0), is
allowed to propagate into several different arms through beam splitters and
other optical components. In this case we can use the following propagation
equation for finding out the field in the final plane of the ith arm
Eα(rα) =
ˆ
d2r0Kα(r0, rα)E0(r0), (3.8)
where the matrix Kα(r0, rα) contains all the transmission functions for describ-
ing the propagation and transformation of the electromagnetic field compo-
nents from the initial to the ith final plane. Using equation (3.8), we obtain the
CSDM between the ith and jth arm as
Wαβ(rα, rβ) =
∞¨
−∞
d2r0d2r′0K∗α(r0, rα)W0(r0, r′0)KTβ(r
′
0, rβ), (3.9)
where W0(r0, r′0) ≡ 〈E∗0(r0)ET0 (r′0)〉 and Wαβ(rα, rβ) ≡ 〈E∗α(rα)ETβ(rβ)〉 are the
CSDMs in the initial and final plane, respectively, and the (matrix) kernels
Kα(r0, rα) and Kβ(r′0, rβ) describe the propagation in their respective arms.
In general, the components of the electromagnetic field may propagate
according to their respective transmission functions, or impulse response func-
tions, which are contained in Kα(r0, rα). If the only polarisation-dependent
optical element, T, is located at a single plane and the light propagation in
the system is otherwise described by Kα(r0, rα), then Kα(r0, rα) = TKα(r0, rα).
Furthermore, if the light propagates in free space under the paraxial approxi-
mation, the impulse response function is [22]
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Kz(r0, rα) =
ik
2piz
exp
[
ik
2z
(rα − r0)2
]
, (3.10)
where k is the wave number and z is the propagation distance.
3.1.3 The effective source
In [17] we introduced the concept of the effective source which can be used
to simplify calculations in correlation imaging. The basic idea, illustrated
in figure 3.2, is to look at a fictitious plane which is located at a distance z
from the actual source and define the CSDM of this plane as the effective
source. This plane can be shared among multiple arms when a beam splitter
is used. Although not a physical entity in the common sense, the effective
source shares some properties with the original source. For example, the fields
located in the reference arm and the test arm have the same statistical nature
and equivalent spatial distributions as long as they are on the plane of same
the effective source.
laser GD BS
mirror
ref. arm
test arm
source
fictitious 
plane of the 
effective source
Figure 3.2. A laser and a rotating ground glass disk (GD) are used to create a spatially incoher-
ent source. The beam splitter (BS) separates the light into the reference arm and the
test arm. The beam propagates the distance z in both arms to the fictitious plane
where the effective source is located [Weff(r′1, r′2)]. Figure first published in [17].
Let us examine the situation in figure 3.2 more carefully. The source is
characterised by the CSDM W0(r0, r′0) and it is followed by an optical element
T0. After traversing through T0, the beam is split into two arms, where it
propagates the same distance, for a total distance of z from the actual source.
We define the CSDM at this plane as the effective source Weff(r′1, r
′
2). Using
equation (3.9) with the kernels Kα(r0, r′α) = T0Kz(r0, r′α), α ∈ {1, 2}, we obtain
Weff(r′1, r
′
2) =
∞¨
−∞
d2r0d2r′0T∗0W0(r0, r′0)TT0 K
∗
z (r0, r
′
1)Kz(r
′
0, r
′
2) (3.11)
and, when combining with equation (3.10), the form
Weff(r′1, r
′
2) =
k2
4pi2z2
∞¨
−∞
d2r0d2r′0T∗0W0(r0, r′0)TT0
22
Classical ghost imaging
× exp
{
ik
2z
[(
r′2 − r′0
)2 − (r′1 − r0)2]} (3.12)
is reached.
Completely incoherent source Inserting equation (3.6) into equation (3.12)
and integrating over r′0 we have
Weff(r′1, r
′
2) = Jeff
k2
z2
eik(r
′2
2 −r′21 )/2zδ
[
k
z
(
r′1 − r′2
)]
,
where Jeff ≡ T∗0J0TT0 and we used equation (3.5) to replace the integral with the
Dirac delta function. By appropriately scaling the delta function and removing
the inessential phase factor we have the result [17]
Weff(r′1, r
′
2) = Jeffδ(r
′
1 − r′2), (3.13)
that is, the effective source retains its form for a completely incoherent source. This re-
sult makes it considerably simpler to examine many ghost imaging apparatus
and we will use it throughout the ghost imaging analyses in this work.
Gaussian-Schell model source Again starting with equation (3.12) and now
inserting the CSDM of the Gaussian-Schell model source from equation (3.7)
we obtain
Weff(r′1, r
′
2) =
k2
4pi2z2
∞¨
−∞
d2r0d2r′0T∗0J0 exp
[
− r
2
0 + r
′2
0
4σ2I
− (r
′
0 − r0)2
2σ2g
]
TT0
× exp
{
ik
2z
[(
r′2 − r′0
)2 − (r′1 − r0)2]} . (3.14)
This most general case will lead to a result that is of a slightly different form
than the original source, unless further assumptions are made. To simplify the
analysis, we take the source to be considerably wide compared to the size of
the object, that is, the transverse width is taken to the limit σI → ∞. In this
case equation (3.14) becomes
Weff(r′1, r
′
2) =
k2Jeff
4pi2z2
∞¨
−∞
d2r0d2r′0
× exp
{
− (r
′
0 − r0)2
2σ2g
+
ik
2z
[(
r′2 − r′0
)2 − (r′1 − r0)2]
}
(3.15)
where Jeff ≡ T∗0J0TT0 . Considering the integral with respect to r0, we can use
the common result related to bivariate complex Gaussian integrals3 to obtain
∞ˆ
−∞
d2r0 exp
[
−
(
1
2σ2g
+
ik
2z
)
r20 +
(
r′0
σ2g
+
ik
z
r′1
)
· r0
]
=
pi
a
exp
(
b2
4a
)
,
3It can be shown that
∞ˆ
−∞
dx exp
[
−ax2 + bx
]
=
√
pi
a
exp
[
b2
4a
]
,
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where
b =
r′0
σ2g
+
ik
z
r′1,
a =
1
2σ2g
+
ik
2z
,
with <(a) > 0. Thus equation (3.15) becomes
Weff(r′1, r
′
2) =
k2Jeff
4piz2a
∞ˆ
−∞
d2r′0 exp

(
r′0
σ2g
+ ikz r
′
1
)2
4a
− r
′2
0
2σ2g
+
ik
2z
(
r′20 − 2r′2 · r′0
)
× exp
[
ik
2z
(
r′22 − r′21
)]
.
Now, considering the remaining integral, we have
∞ˆ
−∞
d2r′0 exp
[
−
(
1
2σ2g
− ik
2z
− 1
4σ4g a
)
r′20 +
ik
z
(
r′1
2σ2g a
− r′2
)
· r′0
]
=
pi
a′
exp
(
b′2
4a′
)
,
where
b′ =
ik
z
(
r′1
2σ2g a
− r′2
)
,
a′ = a∗ − 1
4σ4g a
=
k2σ4g a∗
z2 + k2σ4g
The last form of a′ follows from |a|2 = 1/4σ4g + k2/4z2 and makes it evident that
<(a′) > 0. Using the result of the second integral, the CSDM becomes
Weff(r′1, r
′
2) =
k2Jeff
4z2aa′
exp
[
b′2
4a′
− k
2r′21
4z2a
+
ik
2z
(
r′22 − r′21
)]
. (3.16)
Considering the subtraction of two terms in the exponent we may write
b′2
4a′
− k
2r′21
4z2a
= − k
2
4z2a′
(
r′1
2σ2g a
− r′2
)2
− k
2r′21
4z2a
= − k
2
4z2aa′
a( r′1
2σ2g a
− r′2
)2
+ a′r′21

=
r′1 · r′2
σ2g
− a∗r′21 − ar′22
for a, b ∈ C and <(a) ≥ 0 and a 6= 0 [26], although commonly the result is limited to
<(a) > 0. Using this we arrive at the useful result of the bivariate complex Gaussian
integral
∞ˆ
−∞
d2r exp
[
−ar2 + b · r
]
=
pi
a
exp
(
b2
4a
)
,
where b =
(
bx, by
) ∈ C2, a ∈ C, <(a) ≥ 0 and a 6= 0.
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= − 1
2σ2g
(
r′1 − r′2
)2
+
ik
2z
(
r′21 − r′22
)
,
where we used aa′ = |a|2 − 1/4σ4g = k2/4z2. Inserting this into equation (3.16),
we are left with
Weff(r′1, r
′
2) = Jeff exp
[
− 1
2σ2g
(
r′1 − r′2
)2] . (3.17)
Comparing this to the original Gaussian-Schell model source from equa-
tion (3.7) with σI → ∞ we note that the effective source retains its form for a
Gaussian-Schell model source when the source width is large enough.
3.2 Ghost imaging
 
object
ref. arm
test arm
pinhole
detector
correlator
fictitious plane of
the effective source CCD
Figure 3.3. In the reference arm the beam is detected straight at the fictitious plane of the
effective source [Weff(r′1, r′2)] by a CCD camera (I1). In the test arm the object (T) is
located immediately after the effective source and then the beam travels the distance
d to the pinhole detector (I2). The measured intensities are correlated (〈I1 I2〉).
Applying the concept of the effective source to ghost imaging, let us examine
the simplified, lensless ghost imaging setup shown in figure 3.3. The lens
equation for lensless ghost imaging states that the distance to the object and to
the reference arm detector must be the same [27]. Thus we can choose the FPES
to be immediately in front of the camera and the object in the reference and
test arms, respectively. The distance d from the object to the non-resolving test
arm detector can be chosen freely and it can either be a pointlike (e.g. pinhole
detector, single-pixel detector) or a bucket detector. A pointlike detector
has the advantage that it lacks defocusing effects inherent to using a bucket
detector [27].
In classical ghost imaging, we simultaneously measure the intensities in
the reference arm and the test arm. Taking the ensemble average over a set
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of measurement pairs, we can calculate the intensity correlation between
the signals in both arms (〈I1 I2〉). By disregarding the background (〈I1〉〈I2〉),
we obtain the imaging information in the intensity fluctuation correlation
(〈∆I1∆I2〉, where ∆Iα = Iα − 〈Iα〉, α ∈ {1, 2}). Assuming the fluctuations
obey Gaussian statistics, it can be inferred from equation (2.28) while using
〈Iα〉 = trWαα, that the intensity fluctuation correlation is equal to trW†12W12.
Now, the kernels for the reference and test arm are respectively described by
K1(r′1, r1) = Iδ(r1 − r′1) and K2(r′2, r2) = IT(r′2)Kd(r′2, r2), where I is the 2× 2
unit matrix, T(r′2) is the transmission function of the (nonpolarising) object.
Inserting these kernels into equation (3.9) and integrating over r′1 we obtain
W12(r1, r2) =
∞ˆ
−∞
d2r′2Weff(r1, r′2)T(r′2)Kd(r′2, r2). (3.18)
Completely incoherent source Now, if the source is completely incoherent,
we can use equation (3.13) for the effective source. After integration with
respect to r′2, the CSDM becomes
W12(r1, r2) = JeffT(r1)Kd(r1, r2). (3.19)
The intensity fluctuation correlation can now be expressed as
trW†12W12 = tr
(
J†0J0
) k2
4pi2d2
|T(r1)|2 , (3.20)
where we used equation (3.10) for the propagation of distance d and Jeff = J0
since there was no polarising elements in front of the source.
Gaussian-Schell model source For an approximation of a slightly more
realistic source, the Gaussian-Schell model source with σI → ∞ can be used.
Inserting equation (3.17) into equation (3.18) we obtain
W12(r1, r2) = Jeff
∞ˆ
−∞
d2r′2 exp
[
− 1
2σ2g
(
r1 − r′2
)2] T(r′2)Kd(r′2, r2). (3.21)
Similar to equation (3.20), this becomes
trW†12W12 =
k2 tr
(
J†0J0
)
4pi2d2
∣∣∣∣∣∣
∞ˆ
−∞
d2r exp
[
ik
2d
r2 − 1
2σ2g
(r1 − r)2
]
T(r)
∣∣∣∣∣∣
2
(3.22)
upon inserting the free space propagation kernel with the propagation of
distance d, Jeff = J0 and r2 = 0. Qualitatively speaking, when the coherence
width, σg, is extremely small, only the parts of the integral in equation (3.22)
close to T(r1) survive and the result becomes more similar to equation (3.20)
[7]. When the coherence width is larger, the image of the object becomes more
blurry. This is discussed in more detail in 4.5.
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3.3 Ghost diffraction
In addition to imaging the object, obtaining the object’s Fourier transform
by ghost imaging techniques has been a major interest, possibly due to the
fact that lensless ghost diffraction can be realised accurately with small path
lengths from the object to the detector. In lensless ghost diffraction the far field
of the object is imaged when both detectors are at the same distance from the
source [25, 28–30].
object
correlator
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ref. arm
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detector
CCD
Figure 3.4. In the reference arm the beam propagates the distance d from the fictitious plane
of the effective source [Weff(r′1, r′2)] and is detected by a CCD camera (I1). In the
test arm the object (T) is located immediately after the effective source and then the
beam travels the distance d to the pinhole detector (I2). The measured intensities
are correlated (〈I1 I2〉).
In reference to figure 3.4, we analyse ghost diffraction using the concept
of the effective source. As in the previous section, the object is placed im-
mediately after the fictitious plane of the effective source in the test arm,
but now both detectors are at the distance d from the FPES in their respec-
tive arms. Inserting the kernels K1(r′1, r1) = IKz=d(r
′
1, r1) and K2(r
′
2, r2) =
IT(r′2)Kz=d(r′2, r2) into equation (3.9) we obtain
W12(r1, r2) =
∞¨
−∞
d2r′1d
2r′2Weff(r′1, r
′
2)T(r
′
2)K
∗
d(r
′
1, r1)Kd(r
′
2, r2), (3.23)
where T(r′2) is the transmission function of the (nonpolarising) object. As-
suming a completely incoherent source and paraxial propagation in the arms
we can substitute equations (3.10) and (3.13) into the above CSDM. After
integration with respect to r′2, equation (3.23) can be written as [17]
W12(r1, r2) =
Jeffk2
2pid2
exp
[
ik
2d
(
r22 − r21
)]F {T(r′1)} [ kd (r1 − r2)
]
(3.24)
where
F {T(r)} [k] = 1
2pi
∞ˆ
−∞
T(r) exp [ik · r]d2r (3.25)
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is the two-dimensional Fourier transform of T(r), normalised similarly to
equation (2.2a). Finally, the intensity fluctuation correlation can be expressed
as
trW†12W12 = tr
(
J†0J0
) k4
4pi2d4
∣∣∣∣F {T(r′1)} [ kd (r1 − r2)
]∣∣∣∣2 , (3.26)
where again Jeff = J0 has been used due to the lack of polarising elements in
front of the source.
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4. Image quality in higher-order
electromagnetic ghost imaging
Since its birth, classical ghost imaging with pseudothermal light has suffered
from one obvious weakness when compared to ghost imaging with entangled
photons. While the visibility with a quantum source has been high in exper-
iments and is unity in theory, the visibility with a pseudothermal source is
limited even in theory [5–7]. Besides visibility [5, 8], other parameters such
as signal-to-noise ratio (SNR) [31, 32], contrast-to-noise ratio (CNR) [33] and
resolution [7, 8] have been introduced to characterise the image quality in
classical ghost imaging.
si
gn
al
opaque
transparent
opaque opaque
transparent
Figure 4.1. A qualitative example realisation of a normalised ghost imaging signal with reduced
noise for clarity. The original object that is being imaged has fully transparent and
opaque regions. Transparent regions lead to brighter regions in the image and
result in the ghost imaging signal gmax with noise σN,max. Opaque regions are not
fully dark in the resulting image, but rather exhibit a slightly smaller signal gmin
and noise σN,min.
For a qualitative explanation of the image quality problem, we refer to
figure 4.1 where an example realisation of the intensity correlation signal is
shown. Instead of a one-to-one correspondence between the object and the
image, in ghost imaging a fully opaque and a fully transparent region in the
object respectively lead to a slightly darker and a slightly brighter area in the
image. The average signal (g) and noise (σN) in the dark area of the image are
denoted by the subscript min, while the quantities corresponding to the bright
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area of the image are denoted by the subscript max.
The main methods proposed to enhance the image quality have been higher-
order intensity correlations [8, 11, 14, 15, 34, 35], differential ghost imaging [32]
and addition of random noise in the case of binary ghost imaging [36]. Also,
it has been studied whether it is better to use fully polarised or natural light
[11–15].
In this chapter we study the relative absolute maximum image quality of
various ghost imaging setups, while varying the degree of polarisation of the
source and the imaging order. Section 4.1 is used to introduce the setups we
consider when calculating the image quality. In section 4.2 we concentrate
on the absolute difference between the dark and bright areas of the image. In
section 4.3 we separately assess the noise related to the dark areas of the image
and then the noise related to the bright areas. In section 4.4 the CNR combines
the information on the contrast and noise to assess the general quality of the
image. A brief, qualitative discussion on the subject of the resolution of the
resulting image is provided in section 4.5.
4.1 Configurations for correlation imaging
In the ghost imaging setup introduced in section 3.2 there was one reference
arm and one test arm, where the test arm contained the object. However, one
can add more reference arms and even test arms to the system. The amount of
arms in the system defines the order of the intensity correlations. For example,
a system with two reference arms and one test arm is a third-order intensity
(or triple-intensity) correlation imaging setup. In this section, we introduce
ghost imaging setups of different orders in two different cases for each order.
In case A the type of arm is not defined and thus imaging information can be
in any correlation between the arms. (But the imaging information is never
obtained from a single detector’s signal.) In case B there is always a single test
arm and the rest of the detectors are in reference arms.
As seen in chapter 3 for double-intensity correlation imaging, the imaging
information can be calculated from the CSDM, defined by equation (3.9). In
chapters 2 and A, higher-order intensity correlations are studied and specifi-
cally, it is noted that an arbitrary order intensity correlation function (ICF) can
be deconstructed into CSDMs between the arms in the setup.
At this point it is good to make some assumptions on the correlation imaging
system to simplify the image quality analysis. We take the source to be a
stationary, uniformly polarised beam that has spatial intensity fluctuations
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obeying Gaussian statistics. The beam is split into identical copies which
continue to different arms in the system. Considering arms α and β, the beam
propagates through the imaging systems described by the kernels Kα(r′, rα)
and Kβ(r′, rβ) which have no polarisation-altering elements. At the end of the
arms the intensities Iα and Iβ are detected. Now, using these assumptions, we
can insert W0(r0, r′0) = J0Wˆ0(r0, r′0) and KΩ(r0, rΩ) = IKΩ(r0, rΩ), Ω ∈ {α, β},
into equation (3.9) to obtain [12, 15]
Wαβ(rα, rβ) = J0Wˆαβ(rα, rβ), (4.1)
where
Wˆαβ(rα, rβ) =
∞¨
−∞
d2r0d2r′0K∗α(r0, rα)Wˆ0(r0, r′0)Kβ(r′0, rβ). (4.2)
Assuming Wˆ0(r0, r′0) = ν(r0)µ(r′0 − r0)ν(r′0), where ν and µ are both real
functions with µ(−r) = µ(r), as is the case for both the completely incoherent
source and the Gaussian Schell-model source introduced by equations (3.6)
and (3.7), we can write
Wˆαβ(rα, rβ) =
∞¨
−∞
d2r0d2r′0K∗α(r0, rα)ν(r0)µ(r′0 − r0)ν(r′0)Kβ(r′0, rβ).
Assuming further that KΩ(r, rΩ), ν(r) and µ(r) are disconnected with respect
to the orthogonal components of the vector r, and by defining,
f (r0) = Kα(r0, rα)ν(r0),
g(r′0) = Kβ(r′0, rβ)ν(r′0),
we may use the generalised Schwarz inequality from equation (A.1) to arrive
at
∣∣Wˆαβ(rα, rβ)∣∣2 ≤ Wˆαα(rα, rα)Wˆββ(rβ, rβ).
This leads to
0 ≤ |wˆαβ| ≤ 1, (4.3)
where1
wˆαβ ≡ Wˆαβ/
√
WˆααWˆββ (4.4)
is the normalised correlation parameter.
1The notation of the spatial coordinates, (rα, rβ), related to the normalised coordinates
of the normalised function wˆαβ is suppressed for brevity.
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In principle, equations (2.23), (2.25), (2.27), (4.1), and (4.4) could be used
to write down normalised ICFs for any order in terms of the normalised
correlation parameter and DoP. This is done later for the double- and triple-
intensity correlation functions, resulting in equations (4.5) and (4.6). Writing
down the (normalised) fourth-, fifth- and even sixth-order ICF is still pretty
straightforward with their 4! = 24, 5! = 120 and 6! = 720 terms, although
admittedly tedious and resulting in lengthy expressions. However, for seventh-
and higher-order ICFs (7! = 5040 and N! terms in general) this becomes
increasingly difficult due to the increased complexity of the higher-order ICFs.
There is no known analytical form for the most general case, but we have
approached this problem with two different solutions.
First, there exists an analytical form for the minimum and maximum Nth-
order ICF for some specific cases. When limiting our analysis to the quality
parameters of the extrema of the cases presented shortly, these analytical forms
are sufficient to carry out the analysis. The details are relegated to section A.2.
In our second solution, we devised an algorithm to generate a more robust
form of the arbitrary-order normalised ICF. The algorithm has some restric-
tions but it can produce an output with many different parameters that can be
adjusted to accommodate for analysing various configurations in addition to
the ones that have analytical expressions. The algorithm and its restrictions
are discussed in more detail in section A.3.
The explicit mathematical details of both solutions are discussed in the
appendix. In 4.1.1, 4.1.2 and 4.1.3 we respectively present the second-, third-
and Nth-order intensity correlation configurations to be analysed. For each
imaging order we divide our analysis into two classes of correlation imaging
setups: in case A the setup is generic and we assume we can obtain maximum
information from all of the correlations between the arms, while in case B we
assume there is one test arm and N − 1 reference arms. In sections 4.2, 4.3
and 4.4 we calculate and compare the quality parameters in the presented
configurations.
4.1.1 Double-intensity correlation imaging
Case A: Generic setup In double-intensity correlation imaging the signal
is the correlation between the intensities, or mathematically put, the ICF
〈I1 I2〉. The ICF can be divided into the background, 〈I1〉〈I2〉 = trW11 trW22,
and the information-bearing intensity fluctuation correlation, 〈∆I1∆I2〉 =
trW†12W12. Employing equations (2.23), (2.24), (2.25), (4.1), and (4.4), the ICF
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from equation (2.28) is normalised to
g(2)(r1, r2) = 1+
P2 + 1
2
|wˆ12|2 , (4.5)
where wˆ12 is the normalised correlation parameter between the two arms. We
can see that in this case the background stays the same independent of the
DoP, while the proportion of the information in the signal can be halved by
decreasing the DoP from one to zero.
Case B: Specific setup When speaking of case B in double-intensity cor-
relation imaging, the first arm is labelled the reference arm and the second
arm is called the test arm; in this case equation (4.5) applies with wˆ12 being
the normalised correlation parameter between the reference and test arm.
When speaking of ghost imaging, this parameter is related to the transmission
function of the object, and when ghost diffraction is in question it will become
proportional to the Fourier transform of the object’s transmission function [see
sections 3.2 and 3.3, figures 3.3 and 3.4, and equations (3.20) and (3.26)].
Regarding the visibility and other quality parameters, there is no difference
between cases A and B. Both cases have the same background and the imaging
information is contained in the correlation between the two arms, with the
only difference being that in case B they are explicitly labelled as the reference
and test arms, respectively.
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4.1.2 Triple-intensity correlation imaging
source correlator
(a) Case A: Generic setup. The light coming from the source
is divided into three arms described by the kernels Kα, α ∈
{1, 2, 3}. Each arm has an intensity detector from which a
signal is passed to the correlator.
object
correlator
FPES
ref. arm
test arm
pinhole
detector
CCD
ref. arm
CCD
(b) Case B: One test arm, two reference arms. Otherwise sim-
ilar to the setup in figure 3.4, the ghost diffraction setup
illustrated here has two reference arms and one test arm.
Figure 4.2. Triple-intensity correlation imaging setups.
Case A: Generic setup A generic triple-intensity correlation imaging setup
is depicted in figure 4.2a. Light from the same source is divided into the three
arms described by the kernels K1 to K3. At the end of the arms the intensities
are detected and correlated.
Employing equations (2.23), (2.24), (2.25), (4.1), and (4.4), the ICF from equa-
tion (2.29) is normalised to
g(3)A (r1, r2, r3)
= 1+
P2 + 1
2
[
|wˆ12|2 + |wˆ13|2 + |wˆ23|2
]
+
3P2 + 1
2
< [wˆ12wˆ23wˆ31] , (4.6)
where wˆ12, wˆ13 and wˆ23 are the correlation coefficients containing the informa-
tion.
Comparing to equation (4.5), the triple-intensity correlation function has
proportionally more correlation terms, as the background is similar but there
is an increased amount of correlations. As we will see later, this results in
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increased visibility.
Case B: One test arm, two reference arms Illustrated in figure 4.2b, the
triple-intensity ghost diffraction setup is similar to the second-order setup
in figure 3.3, but it has two identical reference arms and one test arm. The
normalised ICF is obtained as in the generic triple-intensity case, but now
wˆ12 = 1 and wˆ13 = wˆ23 due to the static correlation between the identical
reference arms [15]. Equation (4.6) becomes
g(3)B (r1, r1, r3) =
P2 + 3
2
+
5P2 + 3
2
|wˆ13|2 . (4.7)
Note that a triple-intensity ghost imaging setup would have a similar-looking
normalised ICF, but the information within wˆ13 would contain the image of
the object, instead of the Fourier transform.
Other setups In our earlier study two slightly different setups were studied
[14]. The first one involved one reference arm and two test arms; since it was
assumed that also the correlation between the test arms gave information on
the object, this case was similar to case A in terms of image quality. The second
setup was similar to case B above, but the reference arms were not identical,
leaving the correlation parameter open to be adjusted at will.
Cases A and B presented here are the most studied situations and the analysis
is restricted to them for simplicity. However, the computational method for
calculating the ICFs presented in section A.3 can be used to assess the image
quality in various other situations.
35
Image quality in higher-order electromagnetic ghost imaging
4.1.3 Nth-order intensity correlation imaging
source correlator
(a) Case A: Generic setup. This setup has a source from which
the light is divided into N arms described by the kernels
Kα, α ∈ {1, . . . , N}. Each arm has an intensity detector from
which a signal is passed to the correlator.
object
correlator
FPES
N-
1 r
efe
ren
ce
 ar
ms
test arm
pinhole
detector
CCD
CCDs
(b) Case B: One test arm, multiple reference arms. Otherwise
similar to the setup in figure 3.4, the ghost diffraction setup
illustrated here has N − 1 reference arms and one test arm.
Figure 4.3. Higher-order correlation imaging setups.
Case A: Generic setup A generic Nth-order intensity correlation imaging
setup is shown in figure 4.3a. Similar to the triple-intensity case A, there are
now N arms and 4(N − 1) correlation coefficients, where the symbol 4(i)
denotes the ith triangular number2.
As mentioned earlier, there is no known analytical form for the normalised
Nth-order ICF in terms of the correlation parameters and other describing
characteristics, although equations (2.23), (2.25), and (4.1) can in principle be
used to find out the ICF of any given order. Our two practical solutions to this
problem are introduced in sections A.2 and A.3, and these are sufficient for
the image quality analysis presented in sections 4.2, 4.3 and 4.4.
Case B: One test arm, multiple reference arms Similar to the triple-intensity
correlation imaging case B, the setup in figure 4.3b has multiple reference arms
2The triangular number is defined as4(i) ≡ i(i + 1)/2 and more on it is explained
in section A.3.
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and one test arm. Instead of being limited to two reference arms there are now
N − 1 identical reference arms.
As all the correlations between the reference arms contribute to the back-
ground, there will be an increased amount of static parts in the normalised
Nth-order ICF, however, there will also be more correlations between the test
arm and the reference arms.
As in the generic Nth-order setup, there is no known general equation for the
normalised Nth-order ICF, but the practical solutions in sections A.2 and A.3
are enough to carry out the image quality analysis later in this chapter.
4.2 Visibility
The visibility of the resulting ghost image has been an important quantity in
classical correlation imaging because this is one of the main aspects which
separates classical correlation imaging from quantum coincidence imaging
[8, 21]. While in quantum ghost imaging the visibility can be close to unity [6],
in classical correlation imaging there is always a constant background that
will decrease the visibility.
The visibility is used to assess the image contrast, the relative difference
between the bright areas of the image when compared to the dark areas. There
are two main definitions which have been used for the visibility. The first
one was introduced by Gatti et al. [21, 37] and was adequate for the study
of second-order intensity correlations. It was originally defined as the ratio
between the maximum intensity fluctuation correlation and the maximum
intensity correlation, mathematically put,
V(2)G ≡
〈∆I1∆I2〉max
〈I1 I2〉max
=
g(2)max − 1
g(2)max
, (4.8)
where the latter form follows from the definition of the deviation and the nor-
malised intensity correlation function, that is, from equations (2.9) and (2.25).
Another definition for the visibility was introduced later by Cao et al. [8] and
is similar to the fringe visibility used in interference optics [10]. Unlike the
definition given by equation (4.8), the new definition was directly defined for
an arbitrary order as
V(N)C ≡
g(N)max − g(N)min
g(N)max + g
(N)
min
. (4.9)
Referring to figure 4.1, the subscript max denotes the transparent part of the
object, or the bright part of the image. Likewise, the subscript min denotes the
opaque area of the object, or the dark area of the image.
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The definition given by equation (4.8) has also been generalised to higher
orders. In the work by Liu et al. [38] the form
V(N)G =
[〈I1 · · · IN〉 − 〈I1〉 · · · 〈IN〉]max
〈I1 · · · IN〉max
(4.10)
is given. When N = 2 it is equal to equation (4.8). The problem with this
definition is that it assumes that the background term is always 〈I1〉 · · · 〈IN〉.
However, in this thesis the background is generally 〈I1〉 · · · 〈IN〉 only in the
generic setup of case A. In other cases, when N > 2, the intensity correlation
has a larger background, where the correlation between the reference arms
adds to the background. For example, if there is one test arm and N − 1 refer-
ence arms, then the background is 〈I1〉〈I2 · · · IN〉, with the correlation of the
reference arms, 〈I2 · · · IN〉, contributing a constant, visibility-lowering back-
ground. Thus, instead of using equation (4.10), we generalise equation (4.8)
as
V(N)G =
g(N)max − g(N)min
g(N)max
, (4.11)
to take into account different physical setups.
In the following subsections we will use definitions from equations (4.9)
and (4.11) to assess the visibility of different kinds of ghost imaging setups.
The main difference between these definitions is the normalisation and we will
see that using either definition leads to the same physical interpretations of the
image quality in the studied setups. The results are presented as equations and
graphs in 4.2.1, 4.2.2 and 4.2.3 while the analysis is relegated to section 4.2.4.
4.2.1 Double-intensity correlation imaging
In double-intensity correlation imaging the imaging information is enclosed
in the term wˆ12 of equation (4.5), regardless of whether a ghost imaging setup
(figure 3.3), a ghost diffraction setup (figure 3.4), or a completely generic
double-intensity correlation imaging setup is in question.
Using equations (4.5), (4.9), and (4.11) and the extrema provided by equa-
tion (4.3) we obtain [11, 12]
V(2)C =
P2 + 1
P2 + 5
, (4.12a)
V(2)G =
P2 + 1
P2 + 3
, (4.12b)
which are illustrated with the solid lines in figures 4.4 and 4.5, respectively.
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4.2.2 Triple-intensity correlation imaging
When moving from double-intensity correlation imaging with information
enclosed in the correlation coefficient wˆ12 in equation (4.5) to triple-intensity
correlation imaging, we need to take into account all the coefficients wˆ12, wˆ13
and wˆ23 in equation (4.6). Depending on the case in question the information
about the object might be enclosed in just part of the coefficients while more
generally it could be in all of them. We begin by calculating the visibility in
the general case (case A) and then move to the specific case with one test arm
(case B).
Case A: Generic setup With the generic setup from figure 4.2a, we assume
that maximum information can be obtained from all the three correlation
terms wˆ12, wˆ13 and wˆ23, i.e., 0 ≤ |wˆαβ| ≤ 1, α, β ∈ {1, 2, 3}, α 6= β, as implied
by equation (4.3). Applying these extrema to equation (4.6) and inserting into
the visibility definitions given by equations (4.9) and (4.11) we obtain [14, 15]
V(3)C,A =
3P2 + 2
3P2 + 4
, (4.13a)
V(3)G,A =
3P2 + 2
3P2 + 3
, (4.13b)
shown with the dashed lines in figures 4.4a and 4.5a, respectively.
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Figure 4.4. Comparison of visibilities of the orders N ∈ {2, 3, 4} according to Cao’s
definition, equation (4.9). The solid lines are for N = 2, the dashed lines are
for N = 3 and the dotted lines are for N = 4.
Case B: Specific setup with one test arm In case B there is only one correla-
tion coefficient in the normalised triple-intensity ICF given by equation (4.7).
Again, by equation (4.3), the coefficient is limited between 0 ≤ |wˆ13| ≤ 1, and
similarly to equation (4.13) we obtain the visibilities [15]3
V(3)C,B =
5P2 + 3
7P2 + 9
(4.14a)
3There is a miscalculation in equation (30) in [15]. The correct visibility is given by
equation (4.14b).
39
Image quality in higher-order electromagnetic ghost imaging
V(3)G,B =
5P2 + 3
6P2 + 6
. (4.14b)
These are illustrated in figures 4.4b and 4.5b with dashed lines.
4.2.3 Nth-order intensity correlation imaging
For Nth-order intensity correlation imaging we have N arms and4(N − 1)
correlation coefficients, as pointed out in section 4.1.3. Although there is no
known analytical form of the normalised ICF, the necessary extrema of it
have been calculated in section A.2 and those results can directly be used to
calculate the visibility for any given order in cases A and B.
Case A: Generic setup Inserting equations (A.15) and (A.16) into the defini-
tions given by equations (4.9) and (4.11), we obtain [11, 14]
V(N)C,A =
N!
[
(1+ P)N+1 − (1− P)N+1
]
− P · 2N+1
N!
[
(1+ P)N+1 − (1− P)N+1
]
+ P · 2N+1
(4.15)
and [14]
V(N)G,A =
N!
[
(1+ P)N+1 − (1− P)N+1
]
− P · 2N+1
N!
[
(1+ P)N+1 − (1− P)N+1
] (4.16)
respectively. The visibilities for N ∈ {2, 3, 4} are presented in figures 4.4a
and 4.5a.
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Figure 4.5. Comparison of visibilities of the orders N ∈ {2, 3, 4} according to Gatti’s definition,
equation (4.11). The solid lines are for N = 2, the dashed lines are for N = 3 and
the dotted lines are for N = 4.
Case B Inserting equations (A.19) and (A.20) into the definitions given by
equations (4.9) and (4.11), we obtain
V(N)C,B =
N
[
(1+ P)N+1 − (1− P)N+1
]
− 2
[
(1+ P)N − (1− P)N
]
N
[
(1+ P)N+1 − (1− P)N+1
]
+ 2
[
(1+ P)N − (1− P)N
] (4.17)
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and
V(N)G,B =
N
[
(1+ P)N+1 − (1− P)N+1
]
− 2
[
(1+ P)N − (1− P)N
]
N
[
(1+ P)N+1 − (1− P)N+1
] (4.18)
respectively. These are presented in figures 4.4b and 4.5b for N ∈ {2, 3, 4}.
4.2.4 Conclusions on visibility
Focusing on the graphs in figures 4.4 and 4.5, we note that the visibility has
an upwards trend for N ∈ {2, 3, 4} when the DoP increases. We also note
that the visibility grows considerably when the imaging order is increased.
Using either definition for the visibility leads to the same physical conclusions,
although they are normalised differently.
4.3 Signal-to-noise ratio
While the visibility is a measure of the contrast of the dark and bright areas of
the image, there are also other factors affecting the image quality. A second
important measure on the image quality is the assessment of the noisiness
of the image. To perform classical ghost imaging we inherently need a noisy
source; if there were no intensity fluctuations, we could not measure the
intensity fluctuation correlation which contains the imaging information. In
the following we calculate the noise pertaining to the source in the correlation
imaging system without taking into account other sources of noise, such as
those inherent to the beam splitter, the detector and other parts of the optical
system.
We treat the fluctuating quantity I1 · · · IN as the signal. According to equa-
tion (2.10) the noise is given by the root-mean-square of the deviation from
the mean signal [equation (2.9)], or
noise(I1 · · · IN) =
√〈
I21 · · · I2N
〉− 〈I1 · · · IN〉2. (4.19)
For Gaussian statistics, this quantity is always greater than zero. To compare
the average signal to the noise associated with it, we define the signal-to-noise
ratio (SNR) as [14, 15]
SNR(N) ≡ 〈I1 · · · IN〉
noise(I1 · · · IN) . (4.20)
Using the notation
g˜(2N) ≡
〈
I21 · · · I2N
〉
〈I1〉2 · · · 〈IN〉2
, (4.21)
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equation (4.20) becomes
SNR(N) =
g(N)√
g˜(2N) − [g(N)]2 , (4.22)
which can readily be used to calculate the SNR in various cases in the following
subsections.
4.3.1 Double-intensity correlation imaging
Considering double-intensity correlation imaging, cases A and B introduced
in section 4.1.1 have the same the SNR. The dark and bright areas of the image
exhibit the SNRs [15]
SNR
[
g(2)min
]
=
2√
P4 + 6P2 + 5
, (4.23a)
SNR
[
g(2)max
]
=
P2 + 3√
5P4 + 54P2 + 21
, (4.23b)
where we have used equations (4.22), (A.15), (A.16), (A.17), and (A.18) with
N = 2 to calculate the results.
The behaviour of the SNR with respect to the DoP in the dark and bright
areas of the image is shown with the solid lines in figures 4.6 and 4.7, respec-
tively. In both areas the trend is for the SNR to decrease with the DoP. Also,
the SNR is smaller in the bright areas when compared to the dark areas at a
similar DoP. This is because the noise increases relatively more in the bright
areas, although the signal also increases [15].
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Figure 4.6. Behaviour of the SNR in the dark areas of the image, SNR[g(N)Ω,min], for the orders
N ∈ {2, 3, 4} andΩ ∈ {A, B}, as a function of the DoP. The solid lines are for N = 2,
the dashed lines are for N = 3 and the dotted lines are for N = 4.
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4.3.2 Third-order intensity correlations
While the visibility increased when moving to third-order intensity correla-
tions, we will see that in triple-intensity imaging the quality of the image is
worse when compared to double-intensity imaging when the SNR is used as
the assessing quality parameter.
Case A Inserting N = 3 into equations (4.22), (A.15), (A.16), (A.17), and (A.18)
we obtain
SNR
[
g(3)A,min
]
=
2
√
2√
P6 + 9P4 + 27P2 + 19
, (4.24)
SNR
[
g(3)max
]
=
2
(
P2 + 1
)
√
5P6 + 101P4 + 167P2 + 31
. (4.25)
These are presented in with the dashed lines in figures 4.6a and 4.7. We
note that at both extrema, the SNR decreases monotonically with the DoP.
Additionally, the SNR is smaller when compared to second-order intensity
correlations for any given DoP.
Case B In case B the SNR in the bright areas is the same as in case A. For the
dark areas, similarly to equation (4.24), we obtain [now using equations (4.22),
(A.19), and (A.21)]
SNR
[
g(3)B,min
]
=
√
P2 + 3
3P4 + 29P2 + 12
. (4.26)
Equation (4.26) is shown with the dashed line in figure 4.6b. When comparing
cases A and B presented in figures 4.6a and 4.6b, respectively, case B exhibits
smaller SNR at any DoP, although the decrease is not as large as the difference
to the SNR of double-intensity imaging. One reason for the smaller SNR in
case B is that, although the correlation image is brighter in case B, it has more
noise. That is, although the fact that g(3)B,min > g
(3)
A,minis a positive thing for
the SNR, the noisiness is dominated by the fact that g˜(6)B,min > g˜
(6)
A,min and this
negates the positive affects.
4.3.3 Nth-order intensity correlations
Now, in general, from equation (4.22), the SNR extrema are
SNR
[
g(N)Ω,ext
]
=
{
fr(N)Ω,ext − 1
}−1/2
, (4.27)
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Figure 4.7. The SNR in the bright areas of the image, SNR[g(N)max], is the same for cases A and
B. Here the results are presented for the orders N ∈ {2, 3, 4}, with the solid lines
drawn for N = 2, the dashed lines for N = 3 and the dotted lines for N = 4.
where
fr(N)Ω,ext ≡
g˜(2N)Ω,ext[
g(N)Ω,ext
]2 , (4.28)
Ω ∈ {A, B}, ext ∈ {min, max}. Using equations (A.15) to (A.22) we obtain
fr(N)A,min =
g˜(2N)A,min[
g(N)A,min
]2 = (P2 + 32
)N
, (4.29)
fr(N)A,max = 2P
(
2N
N
)[
(1+ P)2N+1 − (1− P)2N+1]
[(1+ P)N+1 − (1− P)N+1]2
, (4.30)
fr(N)B,min = P(P
2 + 3)
(
2N − 2
N − 1
)
·
[
(1+ P)2N−1 − (1− P)2N−1]
[(1+ P)N − (1− P)N ]2
, (4.31)
fr(N)B,max = 2P
(
2N
N
)[
(1+ P)2N+1 − (1− P)2N+1]
[(1+ P)N+1 − (1− P)N+1]2
. (4.32)
Using these gives us the SNR extrema in both cases A and B for any order and
DoP. These have been used to draw the SNR for N ∈ {2, 3, 4} in figures 4.6
and 4.7. Analysis of these results follows.
Case A Referring to figure 4.6a and figure 4.7, we see that the SNR becomes
smaller as the DoP increases for all the orders N ∈ {2, 3, 4}. This is due to
the fact that, although the signal becomes larger with increasing DoP, the
noise grows proportionally faster. The same is true for the increasing imaging
order; moving to a larger imaging order gives a better signal, but the noise
is increased proportionally more, bringing the SNR down with the imaging
order, as can be seen when moving from the solid lines (N = 2) to the dashed
lines (N = 3) or from the dashed lines to the dotted lines (N = 4).
Comparing the SNR in the dark and bright areas of the image for a similar
order, we note that the SNR is lower in the bright areas of the image when
compared to the dark areas. The reason for this is that, again, although the
signal is higher, the increased noise brings the SNR down for the bright areas.
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Case B In case B, the same trend can be seen in figure 4.6b and figure 4.7,
for the behaviour of the SNR with respect to the DoP, imaging order and
brightness of the image.
When compared to case A, case B exhibits lower SNR in the dark areas of
the image for the orders N ∈ {3, 4}. This is due to the larger background in
case B, contributing to an increased noise. The SNR in the bright areas of the
image is the same for both cases.
4.4 Contrast-to-noise ratio
The visibility and SNR give valuable information on the image quality of
ghost imaging, each from very different characteristics of the resulting im-
age. A third, and possibly the most useful of the image quality parameters,
is the contrast-to-noise ratio (CNR), which has been researched in several
publications [15, 33, 35, 36, 39, 40].
While using the CNR, both the contrast and the noise in the image are
taken into account for a more balanced assessment of the image quality. The
previous analysis in this chapter on the visibility and SNR in various cases
will help us in understanding the reasons why the CNR behaves as it does in
similar cases in this section.
The CNR is defined as [15, 35, 39]
CNR
[
g(N)
]
≡ 〈I1 · · · IN〉max − 〈I1 · · · IN〉min√
1
2
[
noise2max(I1 · · · IN) + noise2min(I1 · · · IN)
] . (4.33)
Similar definitions are used in [33, 36, 40], differing mainly in normalisation.
Using equations (4.19) and (4.21) the CNR can be expressed in the form
CNR
[
g(N)
]
=
g(N)max − g(N)min√
1
2
[
g˜(2N)max −
[
g(N)max
]2
+ g˜(2N)min −
[
g(N)min
]2] . (4.34)
4.4.1 Double-intensity correlation imaging
Inserting equations (A.15), (A.16), (A.17), and (A.18) with N = 2 into equa-
tion (4.34) we obtain the CNR for double-intensity correlation imaging [15]
CNR
[
g(2)
]
=
P2 + 1√
3P4 + 30P2 + 13
. (4.35)
From the solid lines in figure 4.8 it is seen that the CNR does not change
significantly as a function of the DoP. From the analysis on the visibility in
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section 4.2 we know that the contrast is improved as the DoP becomes larger
and from the analysis on the SNR in section 4.3 we know that the noise
increases with the DoP. Thus, we can infer that the CNR holds approximately
constant because the tendencies in the visibility and noise mostly cancel each
other out. However, the CNR does change slightly with the DoP, with the
highest CNR achieved for fully polarised light for a value equal to
√
2/23 ≈
0.29 [15].
4.4.2 Third-order intensity correlations
Case A Using equations (4.34), (A.15), (A.16), (A.17), and (A.18) with N = 3
we obtain [15]
CNR
[
g(3)A
]
=
12P2 + 8√
91P6 + 1827P4 + 3033P2 + 577
. (4.36)
As shown in figure 4.8a with the dashed line, the CNR decreases monotonically
with the increase of the DoP. This is contrary to double-intensity imaging.
However, the decrease is not significant and the CNR stays in the range
0.27 > CNR[g(3)A ] > 0.33. Although the CNR is smaller for fully polarised
light when compared to second-order ghost imaging, fully unpolarised light
achieves better CNR when compared to double-intensity imaging.
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(b) Case B
Figure 4.8. Comparison of the CNR of the image for the orders N ∈ {2, 3, 4}. The solid lines
are for N = 2, the dashed lines are for N = 3 and the dotted lines are for N = 4.
Case B Using equations (4.34), (A.19), (A.20), (A.21), and (A.22) with N = 3
we obtain [15]
CNR
[
g(3)B
]
=
√
2
(
5P2 + 3
)
√
48P6 + 947P4 + 1602P2 + 315
. (4.37)
As in case A, the CNR in case B decreases monotonically with the DoP, as
shown with the dashed line in figure 4.8b. In case B the CNR stays in the
46
Image quality in higher-order electromagnetic ghost imaging
range 0.21 > CNR[g(3)B ] > 0.24 and is thus smaller than the CNR of both the
third-order case A and the double-intensity imaging setups at any DoP.
4.4.3 Nth-order intensity correlations
Case A Using equations (4.34), (A.15), (A.16), (A.17), and (A.18) we obtain
CNR
[
g(N)A
]
=
N! · h(N+1) − P · 2N+1√
P(2N)! · h(2N+1) + P22N+1(P2 + 3)N − 12 (N!)2 h2(N+1) − P222N+1
,
(4.38)
where
h(n) ≡ (1+ P)n − (1− P)n.
This result is presented for N ∈ {2, 3, 4} in figure 4.8a.
As discussed in section 4.4.1, the CNR is almost constant as a function of
the DoP in double-intensity correlation imaging, with the maximum CNR
achieved with fully polarised light. However, for the higher orders shown
in figure 4.8a the CNR decreases monotonically with the increase of the DoP,
although the decrease is not as significant as with the SNR.
Judging by the CNR, using unpolarised light is beneficial with third- and
fourth-order intensity correlations. The highest CNR is given by third-order
imaging with unpolarised light; when using polarised light double-intensity
imaging produces the best CNR. The differences between second- and third-
order intensity correlations are not significant, but fourth-order correlations are
noticeably behind the lower-order correlations in terms of the CNR, especially
with fully polarised light.
From the analysis related to the other quality parameters, it is evident that
the mixed results related to the CNR are an indication of the features of the
visibility and SNR battling; while the visibility increases with the growing
DoP and imaging order, the SNR behaves oppositely.
Case B Using equations (4.34), (A.19), (A.20), (A.21), and (A.22) we obtain
CNR
[
g(N)B
]
=
N! · h(N+1) − 2(N − 1)! · h(N)√
P(2N)!h(2N+1) + 2P(P2 + 3)(2N − 2)!h(2N−1) − 12 (N!)2 h2(N+1) − 2 [(N − 1)!]2 h2(N)
.
(4.39)
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Mostly the same conclusions, as made for case A, can be made from figure 4.8b
for case B. The second-order setup is the same as in case A. The third- and
fourth-order intensity correlations exhibit a similar downwards trend with
the increase of the DoP. The difference is that in case B the CNR is smaller for
higher order imaging when compared to case A. In case B, the best CNR is
achieved with fully polarised light in a double-intensity imaging arrangement.
4.5 Resolution
Since the resolution is not affected by changing the DoP of the source, the
subject of the ghost image resolution is not studied in a quantitative manner
here. However, a brief qualitative analysis is provided.
Comparing the ghost imaging results in equations (3.20) and (3.22) (which
are obtained using a completely incoherent source and a Gaussian-Schell
model source, respectively), the first has an infinite resolution reproduction
of the object transmission function in the form |T(r1)|2 and the second has
blurred reproduction of the object transmission function in the form∣∣∣∣∣∣
∞ˆ
−∞
d2r exp
[
ik
2d
r2 − (r1 − r)
2
2σ2g
]
T(r)
∣∣∣∣∣∣
2
. (4.40)
We note that the second form is practically the convolution of the object
transfer function in the first form [multiplied by exp (ikr21/2d)] and the Gaussian
exp
[−(r1−r)2/2σ2g]. Both |T(r1)|2 and equation (4.40) behave similarly when the
changes in T(r) are at a large scale compared to the transverse coherence
width, σg [7]. Thus, the smaller the coherence width, the more accurately
T(r) is obtained and the larger the resolution of the imaging [7]. When taking
the concept of the effective source into account, an additional note can be
made that the smaller the coherence width of the effective source, the larger the
resolution of the imaging.
In higher-order imaging, the spreading effect of the coherence width will
become less apparent as the coherence function is raised to higher powers in
more and more terms of the measured ICF. When the resolution is defined as
the half-width of when the ICF drops to a proportion of its maximum, it will
decline to this point faster with higher orders, resulting in a higher resolution
as the order of imaging increases (the coherence width effectively decreases
with the imaging order [8]). A more complete analysis of this higher order
imaging resolution with experimental results is presented by Cao et al. [8].
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5. Conclusions
The fictitious plane of the effective source (FPES) has previously been shown
to be convenient for simplifying the calculations related to (electromagnetic)
ghost imaging and ghost diffraction. It was shown that not only does a com-
pletely incoherent source retain its form at the FPES, but so does a Gaussian-
Schell model source when assuming a sufficiently wide source. Using the
FPES and the retained forms of the sources can greatly ease the analysis of
various ghost imaging setups.
Analytical forms for the ghost imaging intensity correlation functions (ICFs)
needed to calculate the image quality for any order of imaging were presented
for two different cases. Case A was a general, “optimal” situation where the
image quality reached its maximum for the imaging order in question, and
case B was based on a realistic case with one test arm and multiple reference
arms. In addition to the analytical forms of the ICFs, a computational method
was described, and it can be used to calculate the image quality for arbitrary
order intensity correlations with vectorial light.
Taking into consideration all of these results together, a very robust and
powerful way of analysing various order ghost imaging setups with an elec-
tromagnetic source and polarising elements in the system has been provided.
Another big part of this work was the image quality analysis. Using the
FPES and the analytical results for the higher-order correlations together
with a generalisation of the Schwarz inequality, image quality analysis was
performed based mainly on three different quality parameters.
As noted in earlier work for case A, it was seen that the visibility improves
when the degree of polarisation (DoP) and imaging order increase. In this
work it was shown that the same is true for case B, while the visibility is
smaller at any given order in case B when compared to case A at that same
order.
The signal-to-noise ratio (SNR) was studied separately for the bright and dark
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areas of the image. In both areas the SNR behaved quite oppositely to the
visibility when the DoP or imaging order were increased, with the double-
intensity cases with fully unpolarised light achieving the best SNR and the
higher-order imaging cases having worse SNR, especially with fully polarised
light. For the dark areas in third- and higher-order setups the SNR was larger
in case A when compared to case B, while the bright areas exhibited a similar
SNR in both cases.
The results based on the contrast-to-noise ratio (CNR) were mixed. For second-
order imaging the CNR was almost constant and achieved its maximum with
fully polarised light. All the higher-order cases studied featured a decrease in
the CNR with an increase in the DoP. In case A, the highest CNR was achieved
in third-order imaging with fully unpolarised light, but the CNR was larger in
the double-intensity setup than the triple-intensity setup when limiting the
analysis to fully polarised light. Moving to the fourth-order setup the CNR
became smaller, independent of the DoP. In the higher-order setups related to
case B, the CNR always became smaller when increasing the imaging order.
In addition to the three main parameters studied here, also resolution was
discussed, but since it was not directly affected by a change in the DoP, and
since the effect of the imaging order on the resolution has been studied else-
where, no in-depth analysis was reproduced here. Nevertheless, it was noted
that increasing the imaging order can increase the resolution slightly, while de-
creasing the transverse coherence width of the source (or the effective source)
increases the resolution noticeably. Using the concept of the effective source
and the calculated behaviour of the Gaussian-Schell model source at the FPES,
resolution analysis of ghost imaging setups is less complicated.
To sum up, we have presented both powerful analytical methods and robust
computational methods for the analysis of complex electromagnetic correla-
tion imaging setups. Our results on visibility and SNR give good insight on
the behaviour of the setups we chose to analyse when trying to achieve better
contrast or reduce noise. The CNR takes both the contrast and the noise into
account, and our results might help in choosing the direction taken to improve
the image quality of a certain ghost imaging setup. The concept of the FPES is
a powerful tool that can be further developed for different kinds of setups to
ease their analysis, and to e.g. assess their resolution effectively. All combined,
the results presented here are especially important for the analysis of electro-
magnetic ghost imaging setups and applications such as ghost polarimetry,
where the electromagnetic nature of light needs to be taken into account.
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A. Analysing higher-order intensity
correlations
To evaluate the image quality of higher-order ghost imaging setups we need
to calculate higher-order intensity correlations. For assessing an arbitrary
order intensity correlation, there are two main approaches that we can take. In
the first approach we examine a very general case while taking into account
the electromagnetic nature of light. With certain assumptions, we are able to
obtain the extrema of the intensity correlations.In the second approach we
introduce computational methods which can be used to examine values in
between the extrema.
Analytical method Method with algorithms
Analytical form applicable to all
orders.
The computational time and
memory available limit the order
that can be studied as both grow
faster than N!
We assume that Wαβ = J0Wˆαβ holds.
We assume that J0 is diagonalisable with a unitary transformation.
Only applies to cases A and B,
although it could be generalised to
other cases as well
Applies to various cases; our
implementation assumes there is no
phase difference between the arms
Can only be used for the extrema of
the relevant ICFs.
Applies to any value of the ICFs;
the correlation parameters are fully
adjustable (although real in the
python implementation).
Table A.1. The limitations and strengths of the analytical method introduced in section A.2
and the method using algorithms in section A.3.
A comparison of the limitations and strengths of the two methods is pre-
sented in table A.1. In section A.2 we introduce the analytical method to obtain
the analytical forms for Nth-order correlations in the ghost imaging cases A
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and B introduced in section 4.1. The computational method for calculating an
arbitrary order normalised ICF is introduced in section A.3.
A.1 Common mathematical results
The results presented here are used to aid the calculations in the main text and
later sections in this chapter.
A.1.1 Schwarz inequality generalisation
This result is used to simplify the calculations when using the effective source
which is located at a fictitious plane away from the actual source. The proof
has been adapted from the tip for the alternative derivation for the Schwarz
inequality provided in [19].
Theorem A.1. The inequality∣∣∣∣∣∣
∞¨
−∞
dxdy f ∗(x)µ(x− y)g(y)
∣∣∣∣∣∣
2
≤
∞¨
−∞
dxdx′ f ∗(x)µ(x− x′) f (x′)
∞¨
−∞
dydy′g∗(y)µ(y− y′)g(y′), (A.1)
where µ(x) = µ(−x) and µ(x) ≥ 0, ∀x ∈ R, holds for any functions f , g ∈ C.
Proof. Let us define the complex function ψ(x, y) = f (x)g(y) − g(x) f (y),
ψ, f , g ∈ C. Since the integrand is always nonnegative it holds that
0 ≤
˘ ∞
−∞
dxdx′dydy′µ(x− x′)µ(y− y′) |ψ(x, y)|2 , (A.2)
for any nonnegative real function µ for which µ(x) = µ(−x). Now let us
define two helper functions
F(x) =
ˆ ∞
∞
dx′µ(x− x′) f (x′),
G(y) =
ˆ ∞
∞
dy′µ(y− y′)g(y′).
Using these, equation (A.2) can be written in the form
0 ≤
∞¨
−∞
dxdy [ f ∗(x)G∗(y)− g∗(x)F∗(y)] [F(x)g(y)− G(x) f (y)]
=
∞¨
−∞
dxdy f ∗(x)F(x)G∗(y)g(y) +
∞¨
−∞
dxdyg∗(x)G(x)F∗(y) f (y)
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−
∞¨
−∞
dxdyg∗(x)F(x)F∗(y)g(y)−
∞¨
−∞
dxdy f ∗(x)G(x)G∗(y) f (y). (A.3)
A change of variables and using the fact that f ∗(x)F(x) = F∗(x) f (x) and
g∗(x)F(x) = G∗(x) f (x) enables us to write
∞¨
−∞
dxdyg∗(x)F(x)F∗(y)g(y) ≤
∞¨
−∞
dxdy f ∗(x)F(x)G∗(y)g(y). (A.4)
Again, using the definitions for F, G and with a change of variables for the
integrations we arrive at equation (A.1).
A.1.2 Matrix traces
Both the analytical and the computational method to calculate the image
quality rely on the following theorem.
Theorem A.2. The property
∑
i1,...,in∈{x,y}
A1,i1i2 A2,i2i3 · · · An,ini1 = tr (A1 · · ·An) , (A.5)
n ∈N , holds for any arbitrary matrices
Aα =
Aα,xx Aα,xy
Aα,yx Aα,yy
 , (A.6)
α ∈ {1, . . . , n}.
Proof. We use mathematical induction:
1. Basis: Equation (A.5) holds for n = 1:
∑
i1∈{x,y}
A1,i1i1 = tr (A1) . (A.7)
2. Inductive step: We make the assumption that equation (A.5) holds for
n = k. Next we study the case of n = k + 1:
∑
i1,...,ik+1∈{x,y}
A1,i1i2 · · · Ak−1,ik−1ik Ak,ikik+1 Ak+1,ik+1i1 (A.8a)
= ∑
i1,...,ik∈{x,y}
A1,i1i2 · · · Ak−1,ik−1ik Bk,iki1 (A.8b)
= tr (A1 · · ·Ak−1Bk) (A.8c)
= tr (A1 · · ·Ak−1AkAk+1) , (A.8d)
where Bk ≡ AkAk+1. Equation (A.8b) follows from the definition of Bk with
its elements satisfying Bk,iki1 = ∑ik+1∈{x,y} Ak,ikik+1 Ak+1,ik+1i1 , ik, i1 ∈ {x, y}, and
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equation (A.8c) follows from the assumption that equation (A.5) holds for
n = k.
Since equation (A.5) holds for both the basis and the inductive step, it holds
for n ∈N due to the principle of mathematical induction.
A.2 Analytical forms for some Nth-order correlations
Referring to section 4.1, let us examine the Nth-order ghost imaging which
has no polarisation state altering components in any of the arms of the setup
and the polarisation state of the source is described by the polarisation matrix
J0.
We choose the xy-coordinate system in such a manner that the source’s polar-
isation matrix is diagonal1 as in equation (2.20), that is, J0 = diag(J1, J2). This
results in the x- and y-components of the field being completely uncorrelated,
i.e., 〈Ix,α Iy,β〉 = 〈Ix,α〉〈Iy,β〉 for all α, β ∈ {1, . . . N}.
In general, the Nth-order intensity correlation function (ICF), separated into
the different components of the intensities, is given by equation (2.26). Due to
the uncorrelation in the chosen basis we can rearrange the x- and y-intensities
into their own ensemble average, with the ICF becoming [11]
G(N)(r1, . . . , rN) =
N
∑
m=0
∑
(Nm)
〈
∏
α∈Sx
Ix,α
〉〈
∏
β∈Sy
Iy,β
〉
, (A.9)
where the sum denoted by the binomial (Nm) stands for the sum over all
possible arrangements in which m intensities can be arranged out of the total
number of N intensities. The products (denoted by ∏) inside the ensemble
averages are over the sets Sx = {α1, . . . , αm} and Sy = {β1, . . . , βN−m}, where
the union and intersection obey Sx ∪ Sy = {1, . . . , N} and Sx ∩ Sy = ∅ with
all arrangements.
Using the Gaussian moment theorem [see equation (2.27)] twice for the
disconnected intensity correlations, equation (A.9) becomes
G(N)(r1, . . . , rN) =
N
∑
m=0
∑
(Nm)
[
∑
m!
〈
E∗x,α1 Ex,α1
〉
· · ·
〈
E∗x,αm Ex,αm
〉]
×
[
∑
(N−m)!
〈
E∗y,β1 Ey,β1
〉
· · ·
〈
E∗y,βN−m Ey,βN−m
〉]
(A.10)
1As seen in section 2.3.3, the polarisation matrix of the source is always diagonalisable
with a unitary transformation. Since a unitary transformation does not change the
observables, namely the trace, no loss of generality is incurred by assuming that J0 is
diagonal.
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where summations in the square parenthesis are performed while permuting
the underlined terms in m! and (N −m)! different ways.
From equation (4.1) we may infer that〈
E∗x,αEx,β
〉
= J1Wˆαβ,〈
E∗y,αEy,β
〉
= J2Wˆαβ,
and from the definition of the DoP from equation (2.21) we obtain
J2
J1
=
1− P
1+ P
.
Using these we arrive at
G(N)(r1, . . . , rN) = JN1
N
∑
m=0
∑
(Nm)
[
∑
m!
Wˆα1α1 · · · Wˆαmαm
]
×
[(
1− P
1+ P
)N−m
∑
(N−m)!
Wˆβ1β1 · · · WˆβN−mβN−m
]
. (A.11)
To normalise this we take advantage of the result
N
∏
α=1
〈Iα〉 =
(
2
1+ P
)N
JN1
N
∏
α=1
Wˆαα, (A.12)
where we used
〈
Ii
〉
= trWii = tr J0Wˆii and tr J0 = J1 + J2 = 2J1/(1 + P).
Inserting equations (A.11) and (A.12) into the definition of the normalised ICF
[equation (2.25)] we obtain
g(N)(r1, . . . , rN) =
(
1+ P
2
)N N
∑
m=0
∑
(Nm)
[
∑
m!
wˆα1α1 · · · wˆαmαm
]
×
[(
1− P
1+ P
)N−m
∑
(N−m)!
wˆβ1β1 · · · wˆβN−mβN−m
]
, (A.13)
where wˆαβ is the normalised correlation parameter defined in equation (4.4).
This is as far as we get without knowing the values of of the correlation
parameters. Next we consider cases A and B as introduced in section 4.1.
Case A: Generic setup In the generic case (figure 4.3a), the minimum of
equation (A.13) is achieved when wˆαβ = 0 for all α 6= β. In this case only one
term survives from the summations over the m! and (N −m)! permutations.
All the terms in the sum over (Nm) combinations are the same. We have
g(N)A,min(r1, . . . , rN) = 1, (A.14)
since wˆαα = 1 for all α ∈ {1, . . . , N} (follows directly from the definition of
wˆαβ) and
N
∑
m=0
(
N
m
)(
1− P
1+ P
)N−m
=
(
2
1+ P
)N
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due to the Newton binomial theorem. The same result can be achieved by
using the fact that none of the intensities are correlated at the minimum, i.e.,
〈Iα Iβ〉min = 〈Iα〉〈Iβ〉 for all α 6= β. With this reasoning we have
g(N)A,min(r1, . . . , rN) =
∏Nα=1 〈Iα〉
∏Nα=1 〈Iα〉
= 1. (A.15)
We will return to this way of using the uncorrelation of the intensities at the
minimum in other cases.
The maximum of equation (A.11) is achieved when |wˆαβ| = 1∀α, β ∈
{1, . . . , N} and there is no phase difference when multiplying over the groups
Sk∀κ ∈ {x, y}. This follows from the generalised Schwarz inequality given
by equation (4.3). Thus, for an ideal maximum, the normalised correlation
parameter satisfies the system of equations
wˆαβ = eiφαβ ,
∑
α∈Sκ
φαα = 2pin,
where the underlined indices are permuted while summing over all possi-
ble permutations of α within Sk and n ∈ Z. In this case all the terms in the
summation over the m! and (N −m)! permutations, and the terms in the sum-
mation over (Nm) combinations are the same and equal to unity. Equation (A.11)
becomes
g(N)A,max(r1, . . . , rN) =
N!
P · 2N+1
[
(1+ P)N+1 − (1− P)N+1
]
, (A.16)
since
∑
m!
wˆα1α1 · · · wˆαmαm = m!,
∑
(N−m)!
wˆβ1β1 · · · wˆβN−mβN−m = (N −m)!,
∑
(Nm)
m!(N −m)! = N!,
N
∑
m=0
(
1− P
1+ P
)N−m
=
1+ P
2P
[
1−
(
1− P
1+ P
)N+1]
.
To calculate the noise related to the system we introduced the normalised
version of
G˜(2N)(r1, . . . , rN) ≡
〈
I21 · · · I2N
〉
in equation (4.21). The minimum of G˜(2N) has no other correlations besides
the unavoidable self-correlations of the squared intensities, that is,〈
I21 · · · I2N
〉
min =
〈
I21
〉 · · · 〈I2N〉 .
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Using this logic, the minimum of g˜(2N)A is
g˜(2N)A,min(r1, . . . , rN) =
[
g(2)A,max
]N
=
(
P2 + 3
2
)N
. (A.17)
For the maximum we note that the self correlations are equal to the maximum
correlation and thus
g˜(2N)A,max(r1, . . . , rN) = g
(2N)
A,max
=
(2N)!
P · 22N+1
[
(1+ P)2N+1 − (1− P)2N+1
]
. (A.18)
Case B In the specific case introduced in figure 4.3b there are N− 1 identical
reference arms yielding an ever-present maximal correlation between them.
The minimum correlation is thus equal to the maximum correlation between
N− 1 arms. The maximum correlation is the same as in case A. The normalised
extrema are
g(N)B,min(r1, . . . , rN) = g
(N−1)
A,max (r1, . . . , rN−1)
=
(N − 1)!
P · 2N
[
(1+ P)N − (1− P)N
]
, (A.19)
g(N)B,max(r1, . . . , rN) = g
(N)
A,max(r1, . . . , rN)
=
N!
P · 2N+1
[
(1+ P)N+1 − (1− P)N+1
]
. (A.20)
Similarly G˜(2N)B,min(r1, . . . , rN) = 〈I21 · · · I2N−1〉〈I2N〉 and
g˜(2N)B,min(r1, . . . , rN) = g
(2N−2)
A,max (r1, r1, . . . , rN−1, rN−1)g
(2)
A,max(rN , rN)
=
(
P2 + 3
)
(2N − 2)!
P · 22N
[
(1+ P)2N−1 − (1− P)2N−1
]
,
(A.21)
g˜(2N)B,max(r1, . . . , rN) = g˜
(2N)
A,max(r1, . . . , rN)
=
(2N)!
P · 22N+1
[
(1+ P)2N+1 − (1− P)2N+1
]
. (A.22)
A.3 Algorithm for an arbitrary order electromagnetic intensity
correlation
In principle, equations (2.27) and (A.5) can be used to obtain an arbitrary order,
fully general intensity correlation given by traces of the CSDMs between the
different electromagnetic fields in the system. [As is done for the double- and
triple-intensity cases in equations (2.28) and (2.29), respectively.]
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To cope with the increasingly complex intensity correlations of higher orders,
an algorithm is introduced to automate the process. In the following, we intro-
duce the mathematics and algorithms needed to create the normalised ICFs
g(N) and g˜(2N), beginning with calculating how many correlation parameters
they depend on.
Correlation coefficients Let us consider an Nth-order intensity correlation.
Using Gaussian statistics, the resulting ICF will depend on the field corre-
lations between the N fields corresponding to the intensities. If there are
only two intensities, then there is only one correlation between the two fields.
Given n intensities, adding one more intensity will result in n more correla-
tions between the new field and the n previous fields. Using mathematical
induction we can show that for the Nth order, the amount of different correla-
tions is equal to4(N− 1), where4(i) ≡ i(i+ 1)/2 denotes the ith triangular
number.
For case A the normalised correlations are all 0 at the minimum and 1 at
the maximum. In case B the N − 1 correlations between the test arm and the
reference arms give 0 and 1 at the minimum and maximum, respectively. The
identical reference arms are always fully correlated and give the remaining
4(N − 2) correlation coefficients the value 1 at both extrema.
The amount and values of the correlation coefficients for a given order are
shown in table A.2.
Maximum Minimum of case A Minimum of case B
n # of 1s # of 0s # of 1s # of 0s # of 1s
2 1 1 0 1 0
3 3 3 0 2 1
4 6 6 0 3 3
5 10 10 0 4 6
N 4(N − 1) 4(N − 1) 0 N − 1 4(N − 2)
Table A.2. Amount and values of the correlation coefficients. For the order n (first column)
all the correlation coefficients are 1 at the maximum. Thus the second column
shows the total amount of correlation coefficients. The remaining columns show the
amount of correlation coefficients which obtain the values 0 and 1 at the minimum
for cases A and B. The symbol4(i) is used to denote the ith triangular number.
Breaking down the normalised intensity correlation function Using the
Nth-order ICF given by equation (2.27) as a starting point for our analysis,
we rearrange the summations performed over the N! permutations and those
performed over all the polarisation components i1, . . . , iN ∈ {x, y} of all the
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different fields. For each permutation, the terms can be rearranged so that we
have 1–N independent summations with 1–N different fields permuted within
the square brackets. The amount of independent summations with square
brackets and the amount of fields within each square bracket changes for each
permutation, but the total amount of fields stays at N for each permutation.
For a given permutation we have
∑
i1,...,iN∈{x,y}
〈
E∗i1,1Ei1,1
〉
· · ·
〈
E∗iN ,NEiN ,N
〉
=
 ∑
i1,...,ir∈{x,y}
〈
E∗i1,1Ei1,1
〉
· · ·
〈
E∗ir ,rEir ,r
〉 · · ·
×
 ∑
is,...,iN∈{x,y}
〈
E∗is,sEis,s
〉
· · ·
〈
E∗iN ,NEiN ,N
〉 (A.23)
where the square brackets and the underlined fields within the square brackets
are in an order corresponding to what is given by the permutation in the first
row of the equation.
Normalising the Nth-order ICF presented in equation (2.27) and then using
equations (A.5) and (A.23), we obtain
g(N) =∑
N!
tr [W11 · · ·Wrr]
trW11 · · · trWrr · · ·
tr [Wss · · ·WNN ]
trWss · · · trWNN , (A.24)
where, similarly to equation (A.23), the underlined indices are permuted
within each square bracket term corresponding to that specific permutation in
the sum. Assuming equation (4.1) holds, and using equations (2.23) and (4.4)
we obtain the form
g(N) =∑
N!
T(P, j) · · · T(P, k) [wˆ11 · · · wˆrr] · · · [wˆss · · · wˆNN ] , (A.25)
where j and k are the number of correlation coefficients in the first and last
square brackets, respectively, and the underlined indices are permuted within
the square brackets as in equation (A.24).
Given any single permutation in the summation over N! terms, the form
of equation (A.25) is convenient to compute the weight of that term in the
sum for a given value of the DoP and the correlation coefficients. Next we
introduce an algorithm to generate each term in the summation.
Helper algorithm for finding closed loops in permutations To begin, we
present algorithm 1, which is used to find a closed loop within the given
permutation p ∈ PermsN . PermsN is the set containing all possible permuta-
tions (orders) of the numbers in RangeN , where RangeN is a set containing
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Algorithm 1 Recursive procedure for obtaining pj(i) ← p[· · · p[i] · · · ]. The
symbolic values given by this procedure are listed in the last column of ta-
ble A.3. This procedure is used in algorithm 2 to find closed loops in a given
permutation p.
1: procedure pj(i)
2: if j = 0 then
3: p0(i)← i
4: else
5: pj(i)← p[pj−1(i)]
all positive integers up to N. For example, p = [2, 3, 1, 4] is a permutation in
Range4 and it contains two closed loops: a third-order loop 1→ 3→ 2→ 1
and a first-order loop 4→ 4.
The procedure pj(i) is used to conveniently find a jth-order loop in a given
p. For instance, in our example, shown in more detail in table A.3, the results
p3(1) = 1 and p1(4) = 4 indicate that there is a third-order loop starting at
p[1] and a first-order loop starting at p[4]. The values of p1(1), p2(1) and p3(1)
tell us which numbers in p are involved in the third-order permutation.
Thus, more generally, finding pj(i) = i is an indication of a jth-order closed
loop in a given p ∈ PermsN and p1(i), . . . , pj(i) are its members. Comparing
to our original problem related to equation (A.25), finding pj(1) = 1 and
p1(1), . . . , pj(1) is equivalent to finding that T(P, j) · [wˆ11 · · · wˆjj] = T(P, j) ·
wˆ1p1(1) · · · wˆpj−1(1)pj(1).
j pj(1) pj(2) pj(3) pj(4) value given to pj(i)
0 1 2 3 4 p0(i)← i
1 3 1 2 4 p1(i)← p[i]
2 2 3 1 4 p2(i)← p[p[i]]
3 1 2 3 4 p3(i)← p[p[p[i]]]
j p[pj−1(i)] 4 pj(i)← p[· · · p[i] · · · ]
Table A.3. An example permutation p = [2, 3, 1, 4] is examined. p[i] indicates the ith integer in
the permutation p. The first column indicates the value of the parameter j examined
on each row. The columns two to five contain the values given by the procedure
pj(i) for i ∈ {1, 2, 3, 4}. The last column contains the symbolical representation of
the output when the procedure pj(i) is called. From this table we can see that the
permutation p contains two loops of which one is a first order loop (4← p[4]) and
the other one is a third-order loop (1← p[2]← p[p[3]]← p[p[p[1]]]).
The algorithm to generate g(N) Next, in algorithm 2, we introduce the
procedure g(N) used to find all the closed loops in each p ∈ PermsN . We
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remind the reader that all the loops are closed and that the importance of this
procedure is to find the orders of each specific set of loops in a permutation.
Referring to algorithm 2, lines 3 to 14 are executed for each permutation p.
First a new Term is created and the set R is given the value RangeN . For each
remaining integer i ∈ R, the lines 6 to 12 are executed. For each j ∈ RangeN , the
procedure pj(i) explained above and introduced in algorithm 1 is used to find
out if there is a jth-order loop in the permutation. If a loop is found then the
Term is multiplied by the trace multiplier T(P, j) corresponding to the order
of the loop and by the correlation coefficients corresponding to the elements
in the loop. Before continuing, all the integers in the found loop are removed
from R to prevent the procedure from finding the same loop again. On line
12, since the loop for the examined i has already been found, the procedure
breaks out of the innermost for loop and continues from the next i ∈ R. At
the end of examining each permutation p, on line 13, Term is added to the
collection of Terms. After each permutation has been examined, the procedure
returns all the Terms.
Now, with algorithm 2, we have a procedure which can create all the N!
different terms in the sum on the right hand side of equation (A.25) (these are
given by the output of the procedure).
Algorithm 2 Procedure for generating the terms in g(N). Details are provided
in the text.
1: procedure g(N)
2: for p ∈ PermsN do
3: Term← 1
4: R← RangeN
5: for i ∈ R do
6: for j ∈ RangeN do
7: if pj(i) = i then
8: Term← Term · T(P, j)
9: Term← Term · wˆip1(i) · · · wˆpj−1(i)pj(i)
10: for k ∈ Rangej do
11: R \ pk−1(i)
12: break for loop, continue from next i ∈ R
13: Terms← Terms+ Term
14: return Terms
How to generate g˜(2N) In addition to g(N), we require g˜(2N), and the simplest
way to obtain g˜(2N) is to use algorithm 2 to generate g(2N) and then replace wˆij
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with wˆmimj , where mα is the smallest integer to satisfy the congruence α ≡∗ mα
mod N for α ∈ {i, j}. In practice, this means that mα = α when α ≤ N and
mα = α− N when α > N.
It is important to note that we can not simply replace the numbers in the
permutations with those that satisfy the congruence α ≡∗ mα mod N before
applying algorithm 2, since in this case the trace multipliers will be calculated
incorrectly, although the correlation coefficients would be correctly calculated.
Conclusions Now, in addition to having all the means necessary to produce
g(N)Ω,ext and g˜
(2N)
Ω,ext, Ω ∈ {A, B} and ext ∈ {min, max} for the image quality
analysis in chapter 4, we have a robust algorithm that can be used to generate
the values of the normalised ICF in almost any case applicable to correlation
imaging. The main restrictions are the computational time and memory
available, the compliance with equation (4.1) and the imagination of the
researcher. During a practical implementation of the algorithms, it was noticed
that the computational resources started to reach their limits when calculating
g˜(2N) for N = 5 while using a typical desktop machine built in 2014.
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Errata for publications
There is a miscalculation in equation (30) in [15]. The correct result is given by
equation (4.14b), that is, equation (30) in [15] should read as
V(3)G =
5P2 + 3
6P2 + 6
.
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