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We consider a class of problems concerned with maximizing probabilities, given stage-wise
targets, which generalizes the standard threshold probability problem in Markov decision
processes. The objective function is the probability that, at all stages, the associatively
combined accumulation of rewards earned up to that point takes its value in a speciﬁed
stage-wise interval. It is shown that this class reduces to the case of the nonnegative-
valued multiplicative criterion through an invariant imbedding technique. We derive
a recursive formula for the optimal value function and an effective method for obtaining
the optimal policies.
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1. Introduction
In Markov decision processes (MDPs), it is natural to consider not only the usual expectation criteria but also a prob-
ability criterion. In real life people are often interested in satisfying their needs (or the lowest conceivable demand they
can make), rather than in maximizing their expectation. This approach, due to Simon [12], is called the satisfying approach.
From this viewpoint, the threshold probability problem, which attempts to maximize the probability that the total sum
(or discounted sum) of stage-wise rewards exceeds a speciﬁed value, has been extensively studied by many researchers
(Bouakiz and Kebir [5], Ohtsubo [10], Ohtsubo and Toyonaga [11], Sobel [13], White [14,15], Wu and Lin [16], Yu et al. [17],
and others). This sort of problem is also known as the target-level criterion or minimizing risk model. The ﬁrst scholars
to have systematically studied this problem in the general context of MDPs, seem to be Bouakiz and Kebir [5] and White
[15]. Bouakiz and Kebir formulate such a problem as a ﬁnite MDP with a positive ﬁnite reward set. White also studies such
a problem in a ﬁnite MDP with a nonnegative bounded reward set. Their main results include the optimality equations
satisﬁed by optimal value functions for both the ﬁnite and inﬁnite horizon cases. However, Wu and Lin [16] point out that
the proof of part of the results in [5] needs to be modiﬁed and that the key lemma in [15], Lemma 3, does not hold in the
general case; hence the existence of an optimal policy had not really been proved at this time. Wu and Lin [16] consider
the problem with a countable state space and reward set, and prove that the optimal value functions for ﬁnite and inﬁnite
horizon cases are distribution functions of the target, and that there exists an optimal deterministic policy which possesses
the Markovian property on an enlarged state space in the ﬁnite horizon case. Ohtsubo and Toyonaga [11] give two suﬃ-
cient conditions for the existence of an optimal right-continuous stationary policy for the inﬁnite horizon case. Boda and
Filar [4] consider an effective use of the ﬁnite horizon model for risk measure theory, and propose a multi-stage version of
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462 A. Kira et al. / J. Math. Anal. Appl. 386 (2012) 461–472Value-at-Risk (VaR) and Conditional Value-at-Risk (CVaR) based on their concept of dynamic risk measures that are suitable
in multi-stage contexts (e.g. the dynamic portfolio allocation problem).
Restricting our attention to the ﬁnite horizon model, it is important in this sort of problem whether or not the sum
exceeds the target at the terminal time. Since, for any Borel set B and any random variable X , we know the relation
P(X is in B) = E[1B(X)], 1B(X) =
{
1 if X is in B,
0 otherwise,
it seems reasonable that a signiﬁcant variety of probability criteria should be considered and be treated in the framework
of the usual expectation criteria. In fact, though this point does not seem to have been noted, previous studies obtained
the optimal recursive formula by transforming the problem into maximizing the expected value of a terminal reward newly
deﬁned on an enlarged state space. That is, the terminal reward function is the indicator function of the target set, and the
other functions are the zero function. In this sense we may call such a criterion a “terminal type”. Hence the question now
arises: What is a probability criterion of non-terminal type? So far as we know, there has been no study that has tried to
answer this question.
In this paper, we consider the problem of maximizing (or minimizing) the probability that the associatively combined
accumulation of rewards, which includes the sum of rewards, earned from time 0 to time n takes a value in In for all
n = 0,1, . . . ,N , where In are speciﬁed target intervals. This is a generalization of the threshold probability problem, as it
has many of practical applications. Boda et al. [3] studied the case where I0 = I1 = · · · = IN = (−∞,u], and where the
reward aggregation was a discounted sum. They derived a dynamic programming algorithm and an enhanced (approximate)
algorithm, and applied them to a practical optimal control problem for a retirement investment fund. In our generalized
model, what has to be noted is that the optimal policies depend on all of the stage-wise targets. Therefore, to apply the
method of dynamic programming [1] we need a different invariant imbedding technique [2] which yields an appropriately
enlarged state space. We use the same technique as Iwamoto [8] for associative dynamic programs, and show that the
threshold probability problem with stage-wise targets reduces to maximizing the expected value of nonnegative-valued
multiplicative functions. Our results can be used for business planning or portfolio trading strategies for avoiding business
insolvency due to liquidity problems. Thus, we may think of the problem of non-terminal type as being the model for
minimizing “liquidity risk”.
In Section 2, we deﬁne our notation and formulate our problem. Section 3 includes an overview of the previous research
on the nonnegative-valued multiplicative criterion. By using these results, we derive in Section 4 a recursive formula and an
effective algorithm that computes optimal policies and optimal value functions. Section 5 presents a subclass which admits
optimal Markov policies. We also derive a recursive formula for the standard terminal type as a corollary to the general
theorem. In Section 6, to illustrate the essence of our approach, we discuss an example which shows that optimal policies
do not necessarily possess the Markovian property on the original state space. A simple pruning technique using thresholds
is also presented.
2. Notation and formulation
2.1. Discrete-time ﬁnite horizon MDPs
Throughout the paper the following framework is assumed:
D = (X, (U ,{Un(·)}N−10 ), ({rn}N−10 , rG), p),
where
1. N ( 2), an integer, is the total number of stages.
2. X = {s1, s2, . . . , sm}, a nonempty ﬁnite set, is the state space. xn (∈ X) represents the state of the process at time n,
n = 0,1, . . . ,N , the initial state x0 is speciﬁed at the beginning of the process.
3. U = {a1,a2, . . . ,ak}, a nonempty ﬁnite set, is the action space. un (∈ U ) represents the action chosen at time n, n =
0,1, . . . ,N − 1. We denote by 2U , the power set of U :
2U = {A: a set | A ⊂ U }.
Un : X → 2U \ {φ}, n = 0,1, . . . ,N − 1, are point-to-set valued mappings. Un(x), called the n-th feasible action space,
represents the set of all feasible actions in state x at time n. Let Gr(Un) denote the graph of Un(·):
Gr(Un) =
{
(x,u)
∣∣ u ∈ Un(x), x ∈ X}, n = 0,1, . . . ,N − 1.
4. rn : Gr(Un) → D is the n-th reward function, n = 0,1, . . . ,N − 1, where D is a subset of R = (−∞,∞). rn(xn,un)
denotes the reward received after choosing action un in state xn at time n. The function rG : X → D is the terminal
reward function.
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5. p = {pn(·|x,u)} is a non-stationary Markov transition law. If the process is in state xn at time n and action un is chosen,
then the process goes to the next state y according to conditional transition probabilities pn+1(y|xn,un). We denote this
transition by Xn+1 ∼ pn+1(·|xn,un).
Fig. 1 shows the discrete-time ﬁnite horizon MDP for N = 3.
2.2. Class of allowable policies
In this subsection, we deﬁne a class of allowable policies.
• Let us denote by Σ(0,N) , the set of all (deterministic) general policies. That is,
Σ(0,N) :=
⎧⎨
⎩σ = (σ0, . . . , σN−1)
∣∣∣∣∣∣
σn : Xn+1 → U ,
σn(x0, . . . , xn) ∈ Un(xn),∀(x0, . . . , xn) ∈ Xn+1,
n = 0, . . . ,N − 1
⎫⎬
⎭ .
If a general policy σ ∈ Σ(0,N) is employed, then at time n we choose an action un = σn(x0, x1, . . . , xn) which depends
on the sequence of states up to that point.
• Let Π(0,N) , a subclass of Σ(0,N) , denote the set of all (deterministic) Markov policies.
Π(0,N) :=
⎧⎨
⎩π = (π0, . . . ,πN−1)
∣∣∣∣∣∣
πn : X → U ,
πn(xn) ∈ Un(xn),∀xn ∈ X,
n = 0, . . . ,N − 1
⎫⎬
⎭ .
If a Markov policy π ∈ Π(0,N) is employed, then at time n we choose an action un = πn(xn) which depends only on the
state of the process at time n.
In the most general MDP context, the n-th action chosen by a policy may depend on the history of the process up to
that point (x0,u0, x1, . . . , xn−1,un−1, xn), or it may be randomized. However, it is well known that there exists an optimal
deterministic Markov policy with respect to the usual additive criterion because of its monotonicity. The same applies to
the nonnegative-valued multiplicative criterion. This implies, as will be shown in a later section, that the optimization of
threshold probabilities is achieved by a deterministic general policy as deﬁned above. Therefore, to reduce the amount of
notation, we consider directly optimization problems only on a class of general policies. However, we note that the theorems
that are obtained will hold for optimization problems on a more general class of policies.
2.3. Rewards accumulation
Let us consider the associatively combined accumulation of rewards earned from time 0 to time n. We use the shorthand
notation ©nt=0rt deﬁned in the following manner:
n©
t=0
rt :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
r0(X0,U0) if n = 0,
r0(X0,U0) ◦ r1(X1,U1) if n = 1,
...
...
r0(X0,U0) ◦ r1(X1,U1) ◦ · · · ◦ rN−1(XN−1,UN−1) if n = N − 1,
r0(X0,U0) ◦ r1(X1,U1) ◦ · · · ◦ rN−1(XN−1,UN−1) ◦ rG(XN) if n = N,
where ◦ is a binary operation on D such that the pair (D,◦) satisﬁes the two requirements below.
(R1) ◦ satisﬁes the associative law:
(a ◦ b) ◦ c = a ◦ (b ◦ c), ∀a,b, c ∈ D.
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e ◦ a = a, ∀a ∈ D.
This concept of rewards accumulation is quite broad, as it includes many other models as special cases. We provide several
examples here.
Example 1. 1. (R,+) yields the usual additive accumulation.
2. (R,×) yields multiplicative accumulation.
3. ([l,∞),∧) yields the minimum accumulation, where ∧ is the minimum operation:
a ∧ b =min{a,b}, ∀a,b ∈ [l,∞).
4. ((−∞,u],∨) yields the maximum accumulation, where ∨ is the maximum operation:
a ∨ b =Max{a,b}, ∀a,b ∈ (−∞,u].
2.4. Threshold probability of non-terminal type
For any speciﬁed initial state x ∈ X , we deﬁne the optimization problem P(x) as follows:
P(x)
Maximize Pσ
(
n©
t=0
rt ∈ In, n = 0,1, . . . ,N
∣∣∣ X0 = x
)
subject to (i) Xn+1 ∼ pn+1(·|xn,un), n = 0,1, . . . ,N − 1,
(ii) σ ∈ Σ(0,N),
where Pσ represents the conditional probability given that the policy σ is employed. If σ satisﬁes r0(x, σ0(x)) ∈ I0 and
there exists at least one realizable (x1, x2, . . . , xN ) ∈ XN satisfying⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
r0
(
x,σ0(x)
) ◦ r1(x1,σ1(x, x1)) ∈ I1,
r0
(
x,σ0(x)
) ◦ r1(x1,σ1(x, x1)) ◦ r2(x,σ2(x, x1, x2)) ∈ I2,
...
r0
(
x,σ0(x)
) ◦ r1(x1,σ1(x, x1)) ◦ · · · ◦ rN−1(xN−1,σN−1(x, x1, . . . , xN−1)) ∈ IN−1,
r0
(
x,σ0(x)
) ◦ r1(x1,σ1(x, x1)) ◦ · · · ◦ rN−1(xN−1,σN−1(x, x1, . . . , xN−1)) ◦ rG(xN) ∈ IN ,
(1)
then, from the constraints, the objective function is expressed by the summation∑∑
· · ·
∑
(x1,x2,...,xN )∈(∗)
p1
(
x1
∣∣x,σ0(x))× p2(x2∣∣x1,σ1(x, x1))× · · · × pN(xN ∣∣xN−1,σN−1(x, x1, . . . , xN−1)),
where the domain (∗) denotes the set of all (x1, x2, . . . , xN ) ∈ XN satisfying (1). Otherwise, the value of the objective
function would be zero. A policy σ ∗ ∈ Σ(0,N) is said to be optimal for {P0(x) | x ∈ X} if the threshold probability generated
by σ ∗ , written as
Pσ
∗
(
n©
t=0
rt ∈ In, n = 0,1, . . . ,N
∣∣∣ X0 = x
)
, (2)
is maximal for every initial state x ∈ X . Our goal is to ﬁnd such a policy σ ∗ , and to evaluate the value of (2) for every initial
state.
3. Nonnegative-valued multiplicative criterion
This criterion attempts, for any given initial state x ∈ X , to maximize the expected value of the multiplicative function as
follows:
M(x)
Maximize Eσ
[
r0(X0,U0) × · · · × rN−1(XN−1,UN−1) × rG(XN)
∣∣ X0 = x]
subject to (i) Xn+1 ∼ pn+1(·|xn,un), n = 0,1, . . . ,N − 1,
(ii) σ ∈ Σ(0,N).
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the corresponding subproblem over the (N − n)-period process, starting at time n, n = 0,1, . . . ,N − 1.
Mn(x)
Maximize Eσ
[
rn(Xn,Un) × · · · × rN−1(XN−1,UN−1) × rG(XN )
∣∣ Xn = x]
subject to (i)n Xt+1 ∼ pt+1(·|xt,ut), t = n,n + 1, . . . ,N − 1,
(ii)n σ ∈ Σ(n,N−n),
where Σ(n,N−n) denotes the set of all general policies over the (N − n)-period process:
Σ(n,N−n) :=
⎧⎨
⎩σ = (σn, . . . , σN−1)
∣∣∣∣∣∣
σt : Xt+1−n → U ,
σt(xn, . . . , xt) ∈ Ut(xt), ∀(xn, . . . , xt) ∈ Xt+1−n,
t = n, . . . ,N − 1
⎫⎬
⎭ .
We want to ﬁnd a recursive relation among the problems in {Mn(x) | x ∈ X, n = 0,1, . . . ,N − 1}. Let us deﬁne the optimal
value functions
Vn : X → [0,∞), n = 0,1, . . . ,N − 1
in the following manner:
Vn(x) := Max
(i)n,(ii)n
Eσ
[
rn(Xn,Un) × · · · × rN−1(XN−1,UN−1) × rG(XN)
∣∣ Xn = x],
and let VN : X → [0,∞) denote the terminal value function deﬁned by
VN(x) := Eσ
[
rG(XN)
∣∣ XN = x], x ∈ X .
Then we have the following recursive equation:
Theorem 3.1.
VN(x) = rG(x), x ∈ X,
Vn(x) = Max
u∈Un(x)
rn(x,u)
∑
y∈X
Vn+1(y)pn+1(y|x,u), x ∈ X, n = 0,1, . . . ,N − 1. (3)
Theorem 3.2. Let π∗ = (π∗0 ,π∗1 , . . . ,π∗N−1) be the Markov policy which, when the process is in state x at time n, selects the action
(or an action)maximizing the right side of (3):
π∗n (x) ∈ argmax
u∈Un(x)
rn(x,u)
∑
y∈X
Vn+1(y)pn+1(y|x,u), x ∈ X, n = 0,1, . . . ,N − 1.
Then π∗ is optimal for the original problem {M(x) | x ∈ X}.
Theorems 3.1 and 3.2 are justiﬁed by the non-negativity of the reward functions. For details of the problem without the
assumption of non-negativity, see [7–9].
4. Results for the general case
4.1. Imbedded processes
Let Λ0 denote a ﬁnite subset of D which includes a left identity element e. By adding a one-dimensional parameter
λ ∈ Λ0 to the front of the associative aggregation, we imbed our problem {P(x) | x ∈ X} into a family of parameterized
problems. The parameterized problem for an initial state x ∈ X and a parameter λ ∈ Λ0 is as follows:
P(x;λ)
Maximize Pσ
(
λ ◦ n©
t=0
rt ∈ In, n = 0,1, . . . ,N
∣∣∣ X0 = x
)
subject to (i) Xn+1 ∼ pn+1(·|xn,un), n = 0,1, . . . ,N − 1,
(ii) σ ∈ Σ(0,N).
We note that if λ equals the left identity element e, then this problem is equivalent to P(x). We let Λn denote the set of
values taken by λ ◦ ©n−1rt .t=0
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{
λ ◦ r0(x0,u0) ◦ · · · ◦ rn−1(xn−1,un−1)
∣∣ λ ∈ Λ0, (x0, . . . , xn−1) ∈ Xn, σ ∈ Σ(0,n)}, n = 1,2, . . . ,N.
Similarly, we use the compact notation ©kt=nrt deﬁned in the following manner:
k©
t=n
rt :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
rn(Xn,Un) if k = n,
rn(Xn,Un) ◦ rn+1(Xn+1,Un+1) if k = n + 1,
...
...
rn(Xn,Un) ◦ rn+1(Xn+1,Un+1) ◦ · · · ◦ rN−1(XN−1,UN−1) if k = N − 1,
rn(Xn,Un) ◦ rn+1(Xn+1,Un+1) ◦ · · · ◦ rG(XN) if k = N,
n = 1, . . . ,N.
The random value ©kt=nrt represents the rewards accumulation from time n to time k. For any x ∈ X and λ ∈ Λn , we deﬁne
the corresponding subproblem over the (N − n)-period process starting at time n, n = 0,1, . . . ,N − 1, as follows:
Pn(x;λ)
Maximize Pσ
(
λ ◦ k©
t=n
rt ∈ Ik, k = n,n + 1, . . . ,N
∣∣∣ Xn = x
)
subject to (i)n Xt+1 ∼ pt+1(·|xt ,ut), t = n,n + 1, . . . ,N − 1,
(ii)n σ ∈ Σ(n,N−n).
A valuable way of interpreting λ(∈ Λn) is to interpret its value as representing the amount of money brought forward
from the previous account. We want to ﬁnd a recursive relation among the problems in {Pn(x;λ) | x ∈ X, λ ∈ Λn, n =
0,1, . . . ,N − 1}. Let us deﬁne the optimal value functions
Vn : X × Λn → [0,1], n = 0,1, . . . ,N − 1
in the following manner:
Vn(x;λ) := Max
(i)n,(ii)n
Pσ
(
λ ◦ k©
t=n
rt ∈ Ik, k = n,n + 1, . . . ,N
∣∣∣ Xn = x
)
, (4)
and let VN : X × ΛN → [0,1] denote the terminal value function deﬁned by
VN(x;λ) := Pσ
(
λ ◦ rG(XN) ∈ IN
∣∣ XN = x), (x, λ) ∈ X × ΛN . (5)
Then we have the following recursive equation:
Theorem 4.1.
VN(x;λ) = 1IN
(
λ ◦ rG(x)
)
, (x, λ) ∈ X × ΛN ,
Vn(x;λ) = Max
u∈Un(x)
1In
(
λ ◦ rn(x,u)
)∑
y∈X
Vn+1
(
y;λ ◦ rn(x,u)
)
pn+1(y|x,u), (x, λ) ∈ X × Λn, n = 0,1, . . . ,N − 1.
Theorem 4.2. Let π¯∗n : X × Λn → U be the decision rule deﬁned by
π¯∗n (x, λ) ∈ argmax
u∈Un(x)
1In
(
λ ◦ rn(x,u)
)∑
y∈X
Vn+1
(
y;λ ◦ rn(x,u)
)
pn+1(y|x,u),
and let σ ∗ = (σ ∗0 , σ ∗1 , . . . , σ ∗N−1) be the general policy deﬁned in the following manner:
σ ∗0 = σ ∗0 (x0) := π¯∗0 (x0, e),
σ ∗1 = σ ∗1 (x0, x1) := π¯∗1
(
x1, r0
(
x0,σ
∗
0
))
,
σ ∗2 = σ ∗2 (x0, x1, x2) := π¯∗2
(
x2, r0
(
x0,σ
∗
0
) ◦ r1(x1,σ ∗1 )),
...
σ ∗N−1 = σ ∗N−1(x0, . . . , xN−1) := π¯∗N−1
(
xN−1, r0
(
x0,σ
∗
0
) ◦ · · · ◦ rN−2(xN−2,σ ∗N−2)). (6)
Then σ ∗ is optimal for the original problem {P(x) | x ∈ X}.
The desired optimal value of P(x) for any initial state x ∈ X is given by V0(x; e). Hence, to solve the original problem P(x)
quickly, it is useful to let Λ0 be the singleton {e}. However, by letting Λ0 include other values, we can evaluate V0(x;λ)
for each λ in Λ0. This information can be used for considering how much money we should have available in advance. This
approach is closely related to the percentile performance criteria (see Filar et al. [6]).
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We attempt to prove Theorems 4.1 and 4.2 using the results for the multiplicative criterion, but before doing so we need
some preliminary results. First, we consider the expanded Markov decision processes
D¯ = (S, (A,{An(·)}N−10 ), ({r¯n}N−10 , r¯G),q),
where
1. S is the enlarged state space given by S := X ×⋃Nn=0 Λn .
2. A is the same action space as U , and the feasible action spaces are given by
An(sn) := Un(xn), sn = (xn, λn) ∈ S.
3. The n-th reward function r¯n : Gr(An) → {0,1} is deﬁned by
r¯n(sn,un) := 1In
(
λn ◦ rn(xn,un)
)
, (sn,un) = (xn, λn,un) ∈ Gr(An).
The terminal reward function r¯G : SN → {0,1} is deﬁned as
r¯G(sN ) := 1IN
(
λN ◦ rG(xN)
)
, sN = (xN , λN ) ∈ S.
4. The Markov transition law q = {qn(·|s,u)} is given by
qn+1(sn+1|sn,un) = qn+1
(
(xn+1, λn+1)
∣∣(xn, λn),un)
:=
{
pn+1(xn+1|xn,un) λn+1 = λn ◦ rn(xn,un),
0 otherwise.
We denote this transition by Sn+1 ∼ qn+1(·|sn,un).
Using the above deﬁnition for D¯, we have the following lemma.
Lemma 4.1. For any n = 0,1, . . . ,N − 1, and (x, λ) ∈ X × Λn, Pn(x;λ) is equivalent to
Maximize Eσ
[
r¯n(Sn,Un) × · · · × r¯N−1(SN−1,UN−1) × r¯G(SN)
∣∣ Sn = (x, λ)]
subject to (i)′n St+1 ∼ qt+1(·|st ,ut), t = n,n + 1, . . . ,N − 1,
(ii)n σ ∈ Σ(n,N−n).
Let us denote by Σ¯(n,N−n) , the set of all expanded general policies over the (N − n)-period process starting at time n.
That is
Σ¯(n,N−n) =
⎧⎨
⎩σ¯ = (σ¯n, . . . , σ¯N−1)
∣∣∣∣∣∣
σ¯t : St+1−n →At,
σ¯t(sn, . . . , st) ∈At(st),∀(sn, . . . , st) ∈ St+1−n,
t = n,n + 1, . . . ,N − 1
⎫⎬
⎭ .
By keeping Lemma 4.1 in mind and using the fact that the class of general policies Σ(n,N−n) is a subclass of the expanded
general policies Σ¯(n,N−n) , we relax Pn(x;λ) for any n = 0,1, . . . ,N − 1, and (x, λ) ∈ X × Λn as follows:
P¯n(x;λ)
Maximize Eσ¯
[
r¯n(Sn,Un) × · · · × r¯N−1(SN−1,UN−1) × r¯G(SN)
∣∣ Sn = (x, λ)]
subject to (i)′n St+1 ∼ qt+1(·|st ,ut), t = n,n + 1, . . . ,N − 1,
(ii)′n σ¯ ∈ Σ¯(n,N−n).
Lemma 4.2. Let V¯n : X × Λn → [0,1] denote the optimal value functions for P¯n(x;λ):
V¯n(x;λ) := Max
(i)′n,(ii)′n
Eσ¯
[
r¯n(Sn,Un) × · · · × r¯N−1(SN−1,UN−1) × r¯G(SN)
∣∣ Sn = (x, λ)],
and let V¯ N : X × ΛN → [0,1] be the terminal value function deﬁned by
V¯ N(x;λ) := Eσ¯
[
r¯G(SN)
∣∣ SN = (x, λ)].
Then
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(
λ ◦ rG(x)
)
, (x, λ) ∈ X × ΛN ,
V¯n(x;λ) = Max
u∈Un(x)
1In
(
λ ◦ rn(x,u)
)∑
y∈X
V¯n+1
(
y;λ ◦ rn(x,u)
)
pn+1(y|x,u), (x, λ) ∈ X × Λn, n = 0,1, . . . ,N − 1.
Proof. By applying Theorem 3.1 to the relaxation problem P¯0(x;λ), we have
V¯ N(s) = r¯G(s), s ∈ X × ΛN ,
V¯n(s) = Max
u∈An(s)
r¯n(s,u)
∑
s′∈S
V¯n+1
(
s′
)
qn+1
(
s′
∣∣s,u), s ∈ X × Λn, n = 0,1, . . . ,N − 1.
Hence the result follows directly from the deﬁnition of D¯. 
Thus, if we can show that Vn(x;λ) = V¯n(x;λ) for all (x, λ) ∈ X × Λn , then the proof of Theorem 4.1 will be completed.
Lemma 4.3.
Vn(x;λ) = V¯n(x;λ), ∀(x, λ) ∈ X × Λn, n = 0,1, . . . ,N − 1.
Proof. Since P¯n(x;λ) is a relaxation of Pn(x;λ), it easily follows that Vn(x;λ)  V¯n(x;λ) for all (x, λ) ∈ X × Λn and all
n = 0,1, . . . ,N − 1. Theorem 3.2 states that V¯n(x;λ), the optimal value of P¯n(x;λ), is achieved by an expanded Markov
policy π¯∗ = (π¯∗n , π¯∗n+1, . . . , π¯∗N−1) whose components are such that
π¯∗t (x, λ) ∈ argmax
u∈Ut (x)
1It
(
λ ◦ rt(x,u)
)∑
y∈X
V¯t+1
(
y;λ ◦ rt(x,u)
)
pt+1(y|x,u), (x, λ) ∈ X × Λt .
However, because of the assumption that the n-th reward is just a function of the state at that time and the action chosen
there, we can derive, for each given λ ∈ Λn , a general policy σ ∗ = (σ ∗n , σ ∗n+1, . . . , σ ∗N−1) which always selects the same
action as π¯∗ as follows:
σ ∗n = σ ∗n (xn) := π¯∗n (xn, λ),
σ ∗n+1 = σ ∗n+1(xn, xn+1) := π¯∗n+1
(
xn+1, λ ◦ rn
(
xn,σ
∗
n
))
,
σ ∗n+2 = σ ∗n+2(xn, xn+1, xn+2) := π¯∗n+2
(
xn+2, λ ◦ rn
(
xn,σ
∗
n
) ◦ rn+1(xn+1,σ ∗n+1)),
...
σ ∗N−1 = σ ∗N−1(xn, . . . , xN−1) := π¯∗N−1
(
xN−1, λ ◦ rn
(
xn,σ
∗
n
) ◦ · · · ◦ rN−2(xN−2,σ ∗N−2)). (7)
Therefore, we obtain the result, and hence the proof of Theorem 4.1 is also completed. 
For each given λ ∈ Λn , the general policy σ ∗ , generated as in (7), is optimal for {Pn(x;λ) | x ∈ X}. We thus obtain the
proof of Theorem 4.2 by letting (n, λ) = (0, e).
5. Results for some subclasses
5.1. Standard target level criterion
If (D,◦) = (R,+), and the intervals I0, I1, . . . , IN are speciﬁed by
I0 = I1 = · · · = IN−1 = R, IN = [c,∞),
then for any initial state x ∈ X , the original problem P(x) reduces to the standard target level problem:
Q(x)
Maximize Pσ
(
r0(X0,U0) + · · · + rN−1(XN−1,UN−1) + rG(XN) c
∣∣ X0 = x)
subject to (i) Xn+1 ∼ pn+1(·|xn,un), n = 0,1, . . . ,N − 1,
(ii) σ ∈ Σ(0,N),
or equivalently (since Lemma 4.1 holds and the identity element of (R,+) is 0),
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[
r¯G(SN)
∣∣ S0 = (x,0)]
subject to (i)′ Sn+1 ∼ qn+1(·|sn,un), n = 0,1, . . . ,N − 1,
(ii) σ ∈ Σ(0,N).
This is the reason why we say it is of terminal type. In addition, the optimal value functions, deﬁned as in (4), reduce to
Vn(x;λ) = Max
(i)n,(ii)n
Pσ
(
λ + rn(Xn,Un) + · · · + rN−1(XN−1,UN−1) + rG(XN) c
∣∣ Xn = x).
As corollaries to Theorems 4.1 and 4.2, we have:
Corollary 5.1.
VN(x;λ) = 1[c,∞)
(
λ + rG(x)
)
, (x, λ) ∈ X × ΛN ,
Vn(x;λ) = Max
u∈Un(x)
∑
y∈X
Vn+1
(
y;λ + rn(x,u)
)
pn+1(y|x,u), (x, λ) ∈ X × Λn, n = 0,1, . . . ,N − 1.
Corollary 5.2. Let π¯∗n : X × Λn → U be the decision rule deﬁned by
π¯∗n (x, λ) ∈ argmax
u∈Un(x)
∑
y∈X
Vn+1
(
y;λ + rn(x,u)
)
pn+1(y|x,u),
and let σ ∗ = (σ ∗0 , σ ∗1 , . . . , σ ∗N−1) be the general policy deﬁned in the following manner:
σ ∗0 = σ ∗0 (x0) := π¯∗0 (x0,0),
σ ∗1 = σ ∗1 (x0, x1) := π¯∗1
(
x1, r0
(
x0,σ
∗
0
))
,
σ ∗2 = σ ∗2 (x0, x1, x2) := π¯∗2
(
x2, r0
(
x0,σ
∗
0
)+ r1(x1,σ ∗1 )),
...
σ ∗N−1 = σ ∗N−1(x0, . . . , xN−1) := π¯∗N−1
(
xN−1, r0
(
x0,σ
∗
0
)+ · · · + rN−2(xN−2,σ ∗N−2)).
Then σ ∗ is optimal for the problem {Q(x) | x ∈ X}.
5.2. A subclass admitting an optimal Markov policy
If we set
a ◦ b = b, ∀a,b ∈ D, (8)
then, for any initial state x ∈ X , the problem P(x) reduces to
R(x)
Maximize Pσ
(
rn(Xn,Un) ∈ In,n = 0,1, . . . ,N
∣∣ X0 = x)
subject to (i) Xn+1 ∼ pn+1(·|xn,un), n = 0,1, . . . ,N − 1,
(ii) σ ∈ Σ(0,N).
Hence we attempt in this case to maximize the probability that the n-th reward takes its value in In for all n. However, the
parameterized problem P(x;λ) also reduces to the above problem R(x) for all λ ∈ Λ0. This means that the optimal value
functions admit a non-parameterized recursive equation. By eliminating λ, let us redeﬁne the optimal value functions,
Vn : X → [0,1], n = 0,1, . . . ,N − 1,
in the following manner:
Vn(x) = Max
(i)n,(ii)n
Pσ
(
rt(Xt,Ut) ∈ It, t = n,n + 1, . . . ,N|Xn = x
)
.
We note that
Pσ
(
rt(Xt,Ut) ∈ It, t = n,n + 1, . . . ,N
∣∣ Xn = x)= Eσ [r¯n(Xn,Un) × · · · × r¯N−1(XN−1,UN−1) × r¯G(XN) ∣∣ Xn = x],
where
r¯t(Xt,Ut) := 1It
(
rt(Xt,Ut)
)
, t = n,n + 1, . . . ,N − 1, r¯G(XN ) = 1IN
(
rG(XN )
)
.
If we think of r¯0, r¯1, . . . , r¯G as being reward functions, then we have the following corollaries to Theorems 3.1 and 3.2.
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VN(x) = 1IN
(
rG(x)
)
, x ∈ X,
Vn(x) = Max
u∈Un(x)
1In
(
rn(x,u)
)∑
y∈X
Vn+1(y)pn+1(y|x,u), x ∈ X, n = 0,1, . . . ,N − 1. (9)
Corollary 5.4. Let π∗ = (π∗0 ,π∗1 , . . . ,π∗N−1) be the Markov policy which, when in state x at time n, selects the action (or an action)
maximizing the right side of (9):
π∗n (x) ∈ argmax
u∈Un(x)
1In
(
rn(x,u)
)∑
y∈X
Vn+1(y)pn+1(y|x,u), n = 0,1, . . . ,N − 1.
Then π∗ is optimal for the problem {R(x) | x ∈ X}.
6. Illustrative example and the pruning method
We note that, in worst case
|Λn| = |X |n|U |n =mnkn, n = 0,1, . . . ,N.
This indicates that the volume of computation required to solve the functional equation in Theorem 4.1 increases expo-
nentially with the number of decision stages N . We may thus need to either use some approximation techniques or to
put some restriction on (D,◦) in order to mitigate the increase in the cardinality of Λn . For instance, if (D,◦) is (Z,+),
where Z is the set of all integers, then the cardinality of Λn is much smaller than in the worst case. Of course, this kind of
computational diﬃculty is not an ill that aﬄicts only our problems. Even the standard threshold probability criterion faces
the same situation (see Corollary 5.1). However, our case of non-terminal type has the big advantage of a simple pruning
technique being available. That is, we let {Λ′n}Nn=0 be the sequence of sets deﬁned in the following manner:
Λ′n+1 :=
{
λ ◦ rn(x,u)
∣∣ λ ∈ Λ′n, (x,u) ∈ Gr(Un)}∩ In, n = 0,1, . . . ,N − 1, Λ′0 = {e}. (10)
Then it is enough to enumerate only X ×Λ′n(⊂ X ×Λn) and to determine the value of vn(x;λ) for each (x, λ) in X ×Λ′n . In
this way, we can effectively reduce the size of the decision tree in many practical settings. In the case where this pruning
method works well, we may employ directly the optimal expanded Markov policy π¯∗ = (π¯∗0 , π¯∗1 , . . . , π¯∗N−1), deﬁned as in
Theorem 4.2, without computing the optimal general policy. The following is an example for which there is no optimal
Markov policy. Let us consider the three-stage, two-action and two-state problem
Maximize Pσ
⎛
⎜⎜⎝
r0(X0,U0) ∈ I0
r0(X0,U0) + r1(X1,U1) ∈ I1
r0(X0,U0) + r1(X1,U1) + r2(X2,U2) ∈ I2
r0(X0,U0) + r1(X1,U1) + r2(X2,U2) + rG(X3) ∈ I3
∣∣∣∣∣∣∣∣
X0 = x
⎞
⎟⎟⎠
subject to (i) Xn+1 ∼ p(·|xn,un), n = 0,1,2,
(ii) σ ∈ Σ(0,3),
where the data is given below.
Thresholds: I0 = [0,4], I1 = [1,5], I2 = [2,10], I3 = [3,15]
State space: X = {s1, s2}
Action space and feasible action space: U ≡ U0(x) ≡ U1(x) ≡ U2(x) ≡ {a1,a2}
Reward functions: r0, r1, r2, rG
r0(x0,u0)
x0\u0 a1 a2
s1 1 2
s2 3 0
r1(x1,u1)
x1\u1 a1 a2
s1 2 −2
s2 3 0
r2(x2,u2)
x1\u1 a1 a2
s1 −1 −3
s2 −2 0
rG(x3)
x2 rG(x2)
s1 6
s2 −2
stationary Markov transition law:
p(xn+1|xn,un)
xn+1\(xn,un) (s1,a1) (s1,a2) (s2,a1) (s2,a2)
s1 0.3 0.7 0.6 0.5
s2 0.7 0.3 0.4 0.5
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V3(x;λ) = 1[3,15]
(
λ + rG(x)
)
, (x, λ) ∈ X × Λ3, (11)
V2(x;λ) = Max
u∈{a1,a2}
1[2,10]
(
λ + r2(x,u)
) ∑
y∈{s1,s2}
V3
(
y;λ + r2(x,u)
)
p(y|x,u), (x, λ) ∈ X × Λ2, (12)
V1(x;λ) = Max
u∈{a1,a2}
1[1,5]
(
λ + r1(x,u)
) ∑
y∈{s1,s2}
V2
(
y;λ + r1(x,u)
)
p(y|x,u), (x, λ) ∈ X × Λ1, (13)
V0(x;λ) = Max
u∈{a1,a2}
1[0,4]
(
λ + r0(x,u)
) ∑
y∈{s1,s2}
V1
(
y;λ + r0(x,u)
)
p(y|x,u), (x, λ) ∈ X × Λ0. (14)
Now, form (10), we have
Λ′1 =
{
λ + r0(x0,u0)
∣∣ λ ∈ Λ′0, x0 ∈ X, u0 ∈ U}∩ [0,4] = {0,1,2,3},
Λ′2 =
{
λ + r1(x1,u1)
∣∣ λ ∈ Λ′1, x1 ∈ X, u1 ∈ U}∩ [1,5] = {1,2,3,4,5},
Λ′3 =
{
λ + r2(x2,u2)
∣∣ λ ∈ Λ′2, x2 ∈ X, u2 ∈ U}∩ [2,10] = {2,3,4,5}.
From (11), we have
V3(s1;λ) = 1[3,15](λ + 6) = 1, λ ∈ {2,3,4,5},
V3(s2;λ) = 1[3,15](λ − 2) =
{
0 if λ ∈ {2,3,4},
1 if λ = 5.
Next, we evaluate V2(x, λ) given as in (12) for each (x, λ) in X × Λ′2. Taking (s1,5), for instance, the value of V2(s1;5) is
determined as follows:
V2(s1;5) = Max
u∈{a1,a2}
1[2,10]
(
5+ r2(s1,u)
) ∑
y∈{s1,s2}
V3
(
y;5+ r2(s1,u)
)
p(y|s1,u)
=
{
1[2,10]
(
5+ r2(s1,a1)
) ∑
y∈{s1,s2}
V3
(
y;5+ r2(s1,a1)
)
p(y|s1,a1)
}
∨
{
1[2,10]
(
5+ r2(s1,a2)
) ∑
y∈{s1,s2}
V3
(
y;5+ r2(s1,a2)
)
p(y|s1,a2)
}
= {1[2,10](4) × (V3(s1;4) × p(s1|s1,a1) + V3(s2;4) × p(s2|s1,a1))}
∨ {1[2,10](2) × (V3(s1;2) × p(s1|s1,a2) + V3(s2;2) × p(s2|s1,a2))}
= {1× (1× 0.3+ 0× 0.7)}∨ {1× (1× 0.7+ 0× 0.3)}
= 0.3∨ 0.7
= 0.7,
π¯∗2 (s1;5) = a2.
Similarly, we obtain
V2(s1;λ) =
⎧⎨
⎩
0.0 if λ ∈ {1,2},
0.3 if λ ∈ {3,4},
0.7 if λ = 5,
π¯∗2 (s1;λ) =
⎧⎨
⎩
either if λ ∈ {1,2},
a1 if λ ∈ {3,4},
a2 if λ = 5,
(15)
V2(s2;λ) =
⎧⎪⎪⎨
⎪⎪⎩
0.0 if λ = 1,
0.5 if ∈ {2,3},
0.6 if λ = 4,
1.0 if λ = 5,
π¯∗2 (s2;λ) =
⎧⎨
⎩
either if λ = 1,
a1 if λ = 4,
a2 if λ ∈ {2,3,5}.
(16)
Hence, from (13), (15), and (16), similar computations yield
V1(s1;λ) =
⎧⎪⎪⎨
⎪⎪⎩
0.35 if λ = 0,
0.44 if λ = 1,
0.51 if λ = 2, π¯
∗
1 (s1;λ) = a1, λ ∈ {0,1,2,3}, (17)0.91 if λ = 3,
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⎧⎪⎪⎨
⎪⎪⎩
0.38 if λ = 0,
0.40 if λ = 3,
0.42 if λ = 1,
0.82 if λ = 2,
π¯∗1 (s1;λ) =
{
a1 if λ ∈ {0,1,2},
a2 if λ = 3. (18)
(V1 is neither monotone increasing nor monotone decreasing with respect to λ.) Thus, by (14), (17), and (18), we arrive at
V0(s1;0) = 0.603, π¯∗0 (s1;0) = a2,
V0(s2;0) = 0.706, π¯∗0 (s2;0) = a1.
By Theorem 4.2, we get an optimal general policy σ ∗ = (σ ∗0 , σ ∗1 , σ ∗2 ) as follows:
σ ∗0 (s1) = π¯∗0 (s1;0) = a2,
σ ∗0 (s2) = π¯∗0 (s2;0) = a1,
σ ∗1 (s1, s1) = π¯∗1
(
s1; r0
(
s1,σ
∗
0 (s1)
))= π¯∗1 (s1;2) = a1,
σ ∗1 (s2, s1) = π¯∗1
(
s1; r0
(
s2,σ
∗
0 (s2)
))= π¯∗1 (s1;3) = a1,
σ ∗1 (s1, s2) = π¯∗1
(
s2; r0
(
s1,σ
∗
0 (s1)
))= π¯∗1 (s2;2) = a1,
σ ∗1 (s2, s2) = π¯∗1
(
s2; r0
(
s2,σ
∗
0 (s2)
))= π¯∗1 (s2;3) = a2,
σ ∗2 (s1, s1, s1) = π¯∗2
(
s1; r0
(
s1,σ
∗
0 (s1)
)+ r1(s1,σ ∗1 (s1, s1)))= π¯∗2 (s1;4) = a1,
σ ∗2 (s2, s1, s1) = π¯∗2
(
s1; r0
(
s2,σ
∗
0 (s2)
)+ r1(s1,σ ∗1 (s2, s1)))= π¯∗2 (s1;5) = a2,
σ ∗2 (s1, s2, s1) = π¯∗2
(
s1; r0
(
s1,σ
∗
0 (s1)
)+ r1(s2,σ ∗1 (s1, s2)))= π¯∗2 (s1;5) = a2,
σ ∗2 (s2, s2, s1) = π¯∗2
(
s1; r0
(
s2,σ
∗
0 (s2)
)+ r1(s2,σ ∗1 (s2, s2)))= π¯∗2 (s1;3) = a1,
σ ∗2 (s1, s1, s2) = π¯∗2
(
s2; r0
(
s1,σ
∗
0 (s1)
)+ r1(s1,σ ∗1 (s1, s1)))= π¯∗2 (s2;4) = a1,
σ ∗2 (s2, s1, s2) = π¯∗2
(
s2; r0
(
s2,σ
∗
0 (s2)
)+ r1(s1,σ ∗1 (s2, s1)))= π¯∗2 (s2;5) = a2,
σ ∗2 (s1, s2, s2) = π¯∗2
(
s2; r0
(
s1,σ
∗
0 (s1)
)+ r1(s2,σ ∗1 (s1, s2)))= π¯∗2 (s2;5) = a2,
σ ∗2 (s2, s2, s2) = π¯∗2
(
s2; r0
(
s2,σ
∗
0 (s2)
)+ r1(s2,σ ∗1 (s2, s2)))= π¯∗2 (s2;3) = a2.
This example shows that the optimal policy does not in general have to satisfy the Markovian property on X .
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