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Abstract
The nonlinear space-charge effects play an important role in high intens-
ity/high brightness accelerators. These effects can be self-consistently studied
using multi-particle simulations. In this lecture, we will discuss the particle-
in-cell method and the symplectic tracking model for self-consistent multi-
particle simulations.
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1 Introduction
The nonlinear space-charge effects from charged particle Coulomb interactions within a bunched beam
present a strong limit on beam intensity in high intensity/high brightness accelerators by causing beam
emittance growth, halo formation, and even particle losses. To model the details of beam distribution
evolution, in the presence of strong space-charge effects, one needs to solve the full Poisson-Vlasov
equations self-consistently. The Poisson-Vlasov equations can be solved using a phase space grid-based
method or a multi-particle particle-in-cell (PIC) method. The grid-based method is effective in one or
two dimensions [1]; but for the three-dimensional system with six phase space variables, the grid-based
method will require an enormous amount of memory even for a coarse grid. Also, the grid-based method
may break down when very-small-scale structures form in the phase space. The particle-in-cell model
is an efficient method to handle the space-charge effects self-consistently. It has a much lower storage
requirement and will not break down even when the phase space structure falls below the grid resolution.
It uses a computational grid to obtain the charge density distribution from a finite number of macro-
particles and solves the Poisson equation on the grid at each time step. The computational cost is linearly
proportional to the number of macroparticles, which makes the simulation fast for many applications.
With the advance of computers, the PIC method has been implemented on high performance parallel
computers for large scale beam dynamics simulation. The parallel PIC also provides a means of redu-
cing fluctuations by enabling use of more particles and of improving spatial resolution through increased
grid density. It also dramatically reduces the computation time. The PIC method has been widely used
to study the dynamics of high intensity/high brightness beams in accelerators [2–17].
2 Particle-in-cell method for self-consistent multi-particle simulation
In the particle-in-cell method, a number of macroparticles (i.e. simulation particles with the same charge-
to-mass ratio as the real charged particle) are generated from the Monte-Carlo sampling of a given ini-
tial distribution in phase space. The trajectories of these charged macroparticles are tracked subject
to both the external fields from the accelerating and focusing elements in the accelerator and from the
self-consistent space-charge fields due to the Coulomb interactions among the charged particles. Fig. 1
shows a schematic plot of a single step loop in the PIC beam dynamics simulation. It includes four
stages: particle advance, charge deposition, self-consistent field calculation on mesh grid, and field in-
terpolation. The particle deposition stage and the field interpolation stage are two symmetric stages that
provide the information exchange between the point-like particle and the computational grid. Before
the charge deposition, the particle coordinates are transformed into the moving beam frame from the
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Fig. 1. A schematic plot of a single step loop in the particle-in-cell beam dynamics simulation.
laboratory frame using the relativistic Lorentz transformation. After the field interpolation, the fields are
transformed back to the laboratory frame for particle momentum advance. The field calculation stage
solves the Poisson equation and calculates the space-charge fields using the charge density distribution
on the grid in the beam frame. The particle advance stage updates the particle position and momentum
using the space-charge fields and the external fields. In some numerical integrators such as the leap-frog
integrator, the update of the position and the update of the momentum can be done at separate sub-step
locations within a step [18]. This single step loop is repeated for a number of times in the accelerator
beam dynamics simulation. In the following subsections, we will discuss these sub-steps in details.
2.1 Particle deposition and field interpolation
In the PIC method, the self-consistent space-charge fields are calculated on a spatial grid using the charge
density distribution on the grid at every dynamically evolving step. The density distribution on the grid
is given by:
ρp(xp) =
∑
i
qiwdep(xi − xp) (1)
where ρp is the charge density on the spatial grid p, qi is the charge of the macroparticle i, wdep is the
weight function for deposition, xi is the spatial coordinates of particle i, and xp is the grid coordin-
ate. The solved space-charge fields on the grid are interpolated back to the macroparticle position for
momentum update. This is given by:
Ei =
∑
p
Epwint(xi − xp) (2)
where Ei is the electric field at the ith macroparticle location, Ep is the electric field at the grid point p,
and wint is the interpolation weight function from the grid point p to the particle point i. The use of the
grid in the PIC method reduces the computational cost of the space-charge field calculation compared
with the direct point-to-point calculation that scales as the square of the number of marcroparticles.
The cost of field calculation depends on the number of grid points, which is normally much less than
the number of macroparticles. The use of grid also provides smoothness to the shot noise and close
collision in the direct particle-to-particle calculation. From Eq. 1, by averaging the weighted charge of
individual macroparticle, the charge density distribution on the grid is smoother than the original particle
distribution. Meanwhile, the interactions among individual particles become the interactions among
spatial grid points. In order to control the errors introduced in the deposition/interpolation stage, one
should choose the weight function so that the field error is small when the particle separations is large
compared with the mesh grid spacing. Also, the charge assigned to the mesh from a particle and the field
interpolated to a particle from the mesh should vary smoothly as the particle moves across the mesh.
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In many applications, in order to avoid the self-force from a single particle on itself, the same weight
function for the deposition and the interpolation is used in the PIC method, i.e. wdep = wint. Two most
widely used weight functions are the linear cloud-in-cell (CIC) and the quadratic triangular shaped cloud
(TSC) functions [19, 20]. The weight function for the CIC is given as:
wp(x) = 1− |x− xp
h
| (3)
and
wp(x) =

3
4 − (x−xph )2, |x− xp| ≤ h/2
1
2(
3
2 − |x−xp|h )2, h/2 < |x− xp| ≤ 3/2h
0 otherwise
(4)
for the TSC weight function. A schematic plot of those functions in one dimension are shown in Fig. 2.
The linear CIC weight function involves two grid points in one dimension. This weight function main-
tains the field continuity across the grid points. The quadratic TSC function involves three grid points in
one dimension. The first derivative of the field value will be continuous using this weight function. The
higher order weight function can be constructed from the convolution of the lower order weight function
with the square nearest-grid-point weighting function (also called top-hat function). The higher order
weight function is, the smoother the density function will be, and the more computational cost it will
take.
Fig. 2. The CIC weight function (left) and the TSC weight function (right) used in charge density
deposition [19].
2.2 Poisson solvers for space-charge field calculation
Using the charge density on the grid, one can solve the Poisson equation subject to appropriate bound-
ary conditions in the beam frame to attain the self-consistent space-charge fields at each step. In order
to achieve reasonable simulation return time for practical applications that involve thousands and even
millions evolution steps, the Poisson solver needs to be fast and computationally efficient. Here, an effi-
cient algorithm refers to the algorithm whose computational cost scales linearly (O(N)) or log-linearly
(O(Nlog(N)) with respect to the number of unknowns to be solved. Under different boundary con-
ditions, different numerical algorithms should be used to solve the Poisson equation effectively. In this
lecture, we focus on two types of boundary conditions: one is the open boundary condition, and the other
is the finite domain boundary condition.
2.2.1 FFT based Green’s function method for the open boundary condition
The solution of the Poisson equation can be written as:
φ(x, y, z) =
1
4pi0
∫
G(x, x′, y, y′, z, z′)ρ(x′, y′, z′) dx′dy′dz′ (5)
where G is Green’s function of the Poisson equation, ρ is the charge density distribution function. For a
beam inside an accelerator, the pipe aperture size is normally much larger than the transverse size of the
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beam. In this case, an open boundary condition can be assumed for the solution of the Green’s function
in the above equation. Here, the Green function is given by:
G(x, x′, y, y′, z, z′) =
1√
(x− x′)2 + (y − y′)2 + (z − z′)2 (6)
Now consider a simulation of an open system where the computational domain containing the particles
has a range of (0, Lx), (0, Ly) and (0, Lz), and where each dimension is discretized using Nx, Ny and
Nz point, from Eq. 5, the electric potentials on the grid can be approximated as:
φ(xi, yj , zk) =
hxhyhz
4pi0
Nx∑
i′=1
Ny∑
j′=1
Nz∑
k′=1
G(xi − xi′ , yj − yj′ , zk − zk′)ρ(xi′ , yj′ , zk′) (7)
where xi = (i − 1)hx, yj = (j − 1)hy, and zk = (k − 1)hz . The direct numerical summation of
the above equation for all grid points can be very expensive and the computational cost scales as N2,
where N = NxNyNz is the total number of grid points. Fortunately, this summation can be replaced
by a summation in a periodic doubled computational domain. Fig. 3 shows an illustrative plot of the
doubled computational domain in one-dimensional case. In this periodic doubled computational domain,
Fig. 3. A schematic plot of doubled computational domain in one-dimensional case.
the original Green’s function in the negative domain, i.e. G(−r), is mapped to the extended domain
following the periodic condition. The charge density in the extended domain is set to zero. In this
periodic system with a new periodic Green’s function and charge density, the summation can be done
efficiently using the FFT method whose computational cost scales as O(Nlog(N)). This new summation
yields exactly the same values as the original summation inside the original domain.
In the three-dimensional case, the cyclic convolution is given by [14]:
φc(xi, yj , zk) =
hxhyhz
4pi0
2Nx∑
i′=1
2Ny∑
j′=1
2Nz∑
k′=1
Gc(xi − xi′ , yj − yj′ , zk − zk′)ρc(xi′ , yj′ , zk′) (8)
where i = 1, · · · , 2Nx, j = 1, · · · , 2Ny, k = 1, · · · , 2Nz and
ρc(xi, yj , zk) =
{
ρ(xi, yj , zk) : 1 ≤ i ≤ Nx; 1 ≤ j ≤ Ny; 1 ≤ k ≤ Nz
0 : Nx < i ≤ 2Nx or Ny < j ≤ 2Ny or Nz < k ≤ 2Nz (9)
Gc(xi, yj , zk) =

G(xi, yj , zk) : 1 ≤ i ≤ Nx + 1; 1 ≤ j ≤ Ny + 1; 1 ≤ k ≤ Nz + 1
G(x2Nx−i+2, yj , zk) : Nx + 1 < i ≤ 2Nx; 1 ≤ j ≤ Ny + 1; 1 ≤ k ≤ Nz + 1
G(xi, y2Ny−j+2, zk) : 1 ≤ i ≤ Nx + 1; Ny + 1 < j ≤ 2Ny; 1 ≤ k ≤ Nz + 1
G(x2Nx−i+2, y2Ny−j+2, zk) : Nx + 1 < i ≤ 2Nx; Ny + 1 < j ≤ 2Ny; 1 ≤ k ≤ Nz + 1
G(xi, yj , z2Nz−k+2) : 1 ≤ i ≤ Nx + 1; 1 ≤ j ≤ Ny + 1;Nz + 1 < k ≤ 2Nz
G(x2Nx−i+2, yj , z2Nz−k+2) : Nx + 1 < i ≤ 2Nx; 1 ≤ j ≤ Ny + 1;Nz + 1 < k ≤ 2Nz
G(xi, y2Ny−j+2, z2Nz−k+2) : 1 ≤ i ≤ Nx + 1; Ny + 1 < j ≤ 2Ny;Nz + 1 < k ≤ 2Nz
G(x2Nx−i+2, y2Ny−j+2, z2Nz−k+2) : Nx + 1 < i ≤ 2Nx; Ny + 1 < j ≤ 2Ny;Nz + 1 < k ≤ 2Nz
(10)
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ρc(xi, yj , zk) = ρc(xi + 2(Lx + hx), yj + 2(Ly + hy), zk + 2(Lz + hz)) (11)
Gc(xi, yj , zk) = Gc(xi + 2(Lx + hx), yj + 2(Ly + hy), zk + 2(Lz + hz)) . (12)
These equations make use of the symmetry of the Green function in Eq. 6. From the above definition,
one can show that the cyclic convolution gives the same electric potential as the convolution Eq. 7 within
the original domain, i.e.
φ(xi, yj , zk) = φc(xi, yj , zk) for i = 1, Nx; j = 1, Ny; k = 1, Nz . (13)
The potential outside the original domain is incorrect but is irrelevant to the original physical domain.
Since now both Gc and ρc are periodic functions, the convolution for φc in Eq. 8 can be computed
efficiently using the FFT method.
In the above algorithm, both the Green function and the charge density distribution are discretized
on the grid. For a beam with aspect ratio close to one, this algorithm works well. However, in some
applications, for example, during the emission of electrons out of the cathode, the beam can have a very
large transverse to longitudinal ratio. The typical transverse size is on the order of millimeters while
the longitudinal size can be about a few tens to hundred microns. Under this situation, the direct use of
the Green function on grid point is not efficient since it requires a large number of grid points along the
transverse direction in order to get sufficient resolution for the Green function along that direction. If we
assume that the charge density function is uniform within each cell centered at the grid point (xi, yj , zk),
we can define an effective Green function as:
G¯(xi − xi′ , yj − yj′ , zk − zk′) =
∫ xi′+hx/2
xi′−hx/2
dx′
∫ yj′+hy/2
yj′−hy/2
dy′
∫ zk′+hz/2
zk′−hz/2
dz′G(xi − x′, yj − y′, zk − z′)(14)
This integral can be calculated analytically in a closed form [21]:∫ ∫ ∫
1√
x2 + y2 + z2
dxdydz
.
= −z
2
2
arctan(
xy
z
√
x2 + y2 + z2
)− y
2
2
arctan(
xz
y
√
x2 + y2 + z2
)
−x
2
2
arctan(
yz
x
√
x2 + y2 + z2
) + yz ln(x+
√
x2 + y2 + z2)
+xz ln(y +
√
x2 + y2 + z2) + xy ln(z +
√
x2 + y2 + z2) (15)
As a test of the above algorithm, we calculated the electric fields along the x-axis and the z-axis
of a charged beam with uniform density distribution in a spherical ball. The numerical results from the
integrated Green function together with the solutions from the standard Green function method and the
analytical solution are given in Fig. 4. With the aspect ratio one, all three solutions agree with each other
very well. For a Gaussian beam with an aspect ratio of 30, the major discrepancy of the electric field
occurs around the core, which is given in Fig. 5. These errors in the calculation of electric field for a
large aspect ratio beam using the standard Green function method could significantly affect the accuracy
of the beam dynamics simulation inside the accelerator.
2.2.2 Multigrid finite difference method for finite boundary condition
In the application, when the effects from the boundary wall become important, other efficient numer-
ical methods should be used to solve the Poisson equation. For a simple regular boundary shape such
as rectangular or round shape, efficient Poisson solvers based on the spectral method have been de-
veloped [22–24]. For a complex boundary geometry, the cut-cell multigrid finite difference method can
be used to handle the boundary condition [25]. In this method, the differential operator in the Poisson
equation is approximated by the difference operator whose numerical accuracy depending on the sep-
aration of grid points. Away from the boundary, the separation of grid points is normally uniform, i.e.
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Fig. 4. Electric fields along x-axis (left) and along z-axis (right) of a beam with aspect ratio one from
solutions of the integrated Green function method, the standard Green function method, and the analytical
method.
Fig. 5. Electric fields along z-axis of a Gaussian beam with aspect ratio 30 from solutions of the integ-
rated Green function method and the standard Green function method.
uniform grid. Near the boundary, nonuniform grid separations are used to fit the geometry of the bound-
ary. By replacing the differential operator with the difference operator, the original Poisson equation is
reduced to a group of linear algebraic equations.
For a one-dimensional Poisson equation:
∂2φ
∂x2
= −ρ/0 (16)
Using a second-order finite difference approximation on a grid:
∂2φ
∂x2
≈ 1
h2
(φj+1 − 2φj + φj−1) (17)
the Poisson equation is reduced to:
1
h2
(φj+1 − 2φj + φj−1) = −ρj/0 (18)
where j = 1, · · · , N , and N is total number of grid points. The above linear algebraic equations can be
rewritten in the matrix form:
AX = B (19)
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Fig. 6. Three-level discretization of a 2D computational domain.
where A is a sparse matrix, X denotes the unknown electric potential φ on grid points, and B denotes
the right hand side of the linear algebraic equations. The direct solution of the above matrix equation
using the Gaussian elimination will takeO(N3) operations, which is very inefficient. For a sparse matrix
A, the above equation is normally solved using an iterative method whose computational cost scales as
O(mN). Here m is the number of iterations. Using the iterative method, the above linear algebraic
equation can be rewritten as a recursive equation:
Xi+1 = Xi + S(B −AXi) (20)
where i = 1, . . . ,m and S is an approximation to A−1 that can be computed quickly, where S = D−1
for the Jacobi method, S = (D + L)−1 for the Gauss-Seidel method, and S = ω(D + ωL)−1 for the
successive over relaxation (SOR) method, in classical in classical iterative methods. For a fast solver,
the number of iterations m has to be reasonably small, i.e. the iteration has to converge to the solution
within a small number of iterations. However, for those classical iterative methods, the convergence is
slow. These is because those classical iterative methods move information across one grid at a time. It
takes about N1/2 steps to move information across the grid. After a few iterations, the high frequency
errors are smoothed out while the low frequency errors decrease slowly.
The multigrid method is an iterative method based on the concept of smoothing out numerical
iteration errors on multiple resolution scales. Instead of solving the original discrete Poisson equation
on one fixed mesh size, the multigrid method solves the discrete Poisson problem on multiple levels
of mesh size. Fig. 6 shows an example of three level discretization of a 2D computational domain.
As the discretization level increases, the mesh size increases and the number of unknowns inside the
computational domain decreases exponentially. At level three, only one unknown is left for the Dirichlet
boundary conditions, which can be solved directly.
The multigrid algorithm using two grid levels consists of five basic operations: pre-smoothing, re-
striction, evaluation, prolongation, and post-smoothing. During the pre-smoothing stage, an approximate
solution of X(i), X˜(i), is obtained using a classical iterative method such as the Gauss-Seidel iteration:
X˜(i) = (D(i) + L(i))−1U (i)X˜(i) + (D(i) + L(i))−1B(i) (21)
where A(i) is the discrete Poisson operator at level i, X(i) denotes the unknown solution vector at the
finest level or the unknown correction vector at other levels, and B(i) is the source vector at the finest
level or the residual vector at other levels, D(i), L(i) and U (i) correspond to the main diagonal part,
below diagonal part and above diagonal part of the matrix A(i). The residual vector r(i) at this level is
calculated from the approximate solution as
r(i) = B(i) −A(i)X˜(i) (22)
These residuals are interpolated from the fine grid i to the coarse grid i + 1 using a restriction operator
R to obtain the right hand side of the Eq. 19:
B(i+1) = Rr(i) (23)
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Here, a linear restriction operatorR on a 2D grid is defined as:
R =
 116 18 1161
8
1
4
1
8
1
16
1
8
1
16
 (24)
which corresponds to a bilinear nine-point interpolation scheme. The evaluation operation on coarse grid
i + 1 will solve the discrete Poisson equation for the correction vector through a direct or an iterative
method. The obtained correction is reinterpolated back to the fine grid i from the coarse grid i+ 1 using
a prolongation operator. The improved solution on grid level i is given by
X˜(i)new = X˜
(i) + PX˜(i+1) (25)
where P is the prolongation operator:
P =
 14 12 141
2 1
1
2
1
4
1
2
1
4
 (26)
which also corresponds to a bilinear interpolation scheme giving nonzero values at nine grid points. This
new approximate solution is then used in the classical iterative method as a post-smoothing stage to
further improve the accuracy of the solution. If the discrete equation on the coarse grid i + 1 can be
solved using an evaluation operation, only two grid levels are used, and the algorithm is referred to as
two-grid method. If the solution on the coarse grid i + 1 can not be easily attained, the evaluation step
can be replaced by more two-grid iterations. Depending on how many two-grid iterations are used when
each time the number of grid levels is increased by one, the multigrid iteration can have a V cycle (one
two-grid iteration is used) or a W cycle (two two-grid iterations are used) structure [26]. Fig. 7 gives a
schematic plot of a V cycle and a W cycle structure with four grid levels. Here, S denotes a smoothing
Fig. 7. A schematic plot of a V cycle and a W cycle iteration structure in the multigrid algorithm using
four grid levels [26].
operation, E denotes an evaluation operation, each descending line \ denotes a restriction operation, and
each ascending line / denotes a prolongation operation.
In the multigrid method, the iteration can start from the finest grid level or start from the coarsest
grid level. If a good initial guess of the solution is available, starting from the finest grid will be an
appropriate method. Otherwise, starting from the coarsest grid will be more efficient since the solution
on the coarsest grid can be obtained from the direct evaluation and interpolated to the next finer grid
level. The interpolated solution on the finer grid level is used to start the smoothing operation at that
level. After some V or W cycle of iterations, the solution at that level is further interpolated to next
even finer grid level to start a new smoothing operation and iteration cycle. Such a process is repeated
for a number of times until the finest grid level is reached. This type of multigrid iteration is called full
multigrid method or nested iteration.
The multigrid method uses more grid levels than the conventional single grid iteration methods.
This seems to be more computationally expensive than the single grid iteration. However, by changing
the resolution of the discretization, i. e. scale of resolution, from one level to the next level, the low
8
frequency errors in the numerical residues of the iteration can be removed by a coarse grid iteration,
while the high frequency errors can be removed on a fine grid iteration. Therefore, the multigrid method
uses much less number of iterations on the finest grid level to obtain the converged solution than the
single grid iteration method. Most computational work is done on coarse grids with much less number
of operations at each grid level compared with the finest grid level iteration. It has been shown that
the computational cost of this method scales linearly with the number of grid points [27]. Hence, the
multigrid iteration provides a much faster convergence than the classical iterative methods such as the
SOR method.
2.3 Numerical integrators for particle advance
With the self-consistent space-charge fields obtained from the solution of the Poisson equation and the
external fields, one can advance the particle using a numerical integrator. This involves solving the
Lorentz force equations numerically. The Lorentz equations of motion for a charged particle subject to
electric and magnetic fields can be written as:
dr
dt
=
pc
γ
(27)
dp
dt
= q(
E
mc
+
1
mγ
p×B) (28)
where r = (x, y, z) denotes the particle spatial coordinates, p = (px/mc, py/mc, pz/mc) the particle
normalized mechanic momentum, m the particle rest mass, q the particle charge, c the speed of light in
vacuum, γ the relativistic factor defined by
√
1 + p · p, t the time, E(x, y, z, t) the electric field, and
B(x, y, z, t) the magnetic field.
For a single step τ , a second-order numerical integrator for the above equation is given by:
ζ(τ) = M(τ)ζ(0)
= M1(τ/2)M2(τ)M1(τ/2)ζ(0) +O(τ3) (29)
The transfer mapM1(τ/2) can be written as:
t(τ/2) = t(0) +
τ
2
(30)
r(τ/2) = r(0) +
τp
2γ
(31)
TheM2(τ) can have different second-order solutions depending on different ways of approximation. In
the Boris algorithm [28],M2(τ) is given as:
p− = p(0) +
qEτ
2mc
(32)
γ− =
√
1 + p− · p− (33)
p+ − p− = (p+ + p−)× qBτ
2mγ−
(34)
p(τ) = p+ +
qEτ
2mc
(35)
where p+ can be solved analytically from the linear equation Eq. 34. The Boris algorithm is time-
reversible and has been widely used in numerical plasma simulations [20]. The particle momenta are
updated using electric force in Eq. 32 and Eq. 35, and using magnetic force in Eq. 34. The lack of direct
cancellation between the electric fields and the magnetic fields can introduce large error to simulate
relativistic charged particles dynamics including space-charge effects, where the electric field and the
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magnetic field cancel each other significantly in the laboratory frame and results in 1/γ2 decrease of the
transverse space-charge forces.
Another time-reversible solution forM2(τ) proposed in reference [29] is given as:
γ0 =
√
1 + p · p (36)
p− = p(0) +
qτ
2mc
(E+ cp/γ0 ×B) (37)
p+ = p− +
qEτ
2mc
(38)
γ1 =
√
1 + p+ · p+ (39)
t =
qBτ
2m
(40)
λ = p+ · t (41)
σ = γ21 − t · t (42)
γ2 =
√
σ +
√
σ2 + 4(t · t+ λ2)
2
(43)
t∗ = t/γ2 (44)
s = 1/(1 + t∗ · t∗) (45)
p(τ) = s[p+ + (p+ · t∗)t∗ + p+ × t∗] (46)
This algorithm works well for charged particle tracking with large relativistic factor. However, it is also
mathematically more complicated than the Boris algorithm and requires more numerical operations than
the Boris integrator.
The source of error in the Boris algorithm results from the lacking appropriate cancellation of the
electric force and the magnetic force. This can be solved by updating the momenta using both electric
force and magnetic force in the same step instead of separate steps. A simple fast second-order integrator
for the transfer mapM2(τ) that avoids the problem of the Boris algorithm was proposed recently and is
given as follows [30]:
p− = p(0) +
q
mc
(E+ v(0)×B)τ (47)
v+ =
v(0) + v−
2
(48)
p(τ) = p(0) +
q
mc
(E+ v+ ×B)τ (49)
where v = pc/γ. This algorithm includes the direct cancellation of the electric force and the magnetic
force from the space-charge fields and works well for large relativistic factor. It also has a simpler
mathematical form and requires less numerical operations than the Boris integrator and the integrator in
Eqs. 36-46. This algorithm converges to the solution of the above integrator if one repeats Eqs. 47-49
many times. However, this is not necessary since the iteration does not increase the order of accuracy of
the algorithm. It is shown in the following examples that the new numerical integrator agrees with the
integrator in Eqs. 36-46 very well.
2.3.1 Benchmark of the numerical integrators
The above second-order numerical integrator were benchmarked using the following numerical example.
In this example, we considered an electron moving inside the static electric and magnetic fields generated
by a co-moving positron beam. These fields are given as:
Ex = E0xγ0 (50)
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Ey = E0yγ0 (51)
Ez = 0 (52)
Bx = −E0yγ0β0/c (53)
By = E0xγ0β0/c (54)
Bz = 0 (55)
where γ0 is the relativistic factor of the moving positron beam, β0 =
√
1− (1/γ0)2, and the constant
E0 = 9× 106V/m2. The above fields correspond to the space-space fields generated by the co-moving
infinitely long transversely uniform cylindrical positron beam.
We assumed that both the initial electron and the co-moving positron beam have a kinetic energy
of 100 MeV. Fig. 8 shows the electron x coordinate evolution as a function of time from the Boris
integrator (magenta), the integrator proposed by Vay (green), the new integrator (blue) with a step size of
1 ns (around 0.001 oscillation period), and the analytical solution (red). Here, the analytical solution is
obtained in the co-moving frame without including the relativistic effects and then Lorentz transformed
back to the laboratory frame. The analytical solution for the x trajectory starting with initial 0 momentum
is given as:
x(t) = x0 cos(
√
qE0/m/γ0t) (56)
where x0 = 1 mm is the initial horizontal position. It is seen that after one oscillation period, the solution
Fig. 8. Particle x coordinate evolution as a function of time from the Boris integrator (magenta), the Vay
integrator (green), the new integrator (blue), and the analytical solution (red) for an electron with 100
MeV kinetic energy.
from the Boris integrator starts to deviate from the other solutions while the other three solutions are still
on top of each other. Fig. 9 shows the relative numerical errors at the end of the above integration as
a function of time step size from the Boris integrator, the Vay integrator, and the new integrator. As
expected, all three second-order accuracy numerical integrators converge quadratically with respect to
the time step size. However, the errors from the Boris integrator are about 4 orders of magnitude larger
than those from the other two integrators.
In the second example, we tracked a 100 MeV electron in the above electric and magnetic fields
for more 500, 000 periods using the new second-order numerical integrator with time step size of 100 ns.
The relative kinetic energy growth as a function of time is shown in Fig. 10. It is seen that except the
oscillation from energy exchange, there is no steady state secular energy increase or decrease resulting
from numerical heating or damping of the proposed new integrator. Fig. 11 shows the phase space
trajectory of the electron from the proposed new algorithm and from the Vay algorithm. It is seen that
both integrators agree with each other very well. The phase space structure is well preserved after
500, 000 periods.
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Fig. 9. Relative numerical errors at the end of the above integration as a function of step size from the
Boris integrator (magenta), the Vay integrator (green), and the new integrator (blue) for an electron with
100 MeV kinetic energy. A quadratic monomial function is also plotted here (red).
Fig. 10. Relative kinetic energy growth evolution of an initial 100 MeV electron.
Fig. 11. Electron phase space trajectory from the new integrator and the Vay integrator.
3 Symplectic self-consistent space-charge tracking models
The above grid based, momentum conserved, particle-in-cell method does not satisfy the symplectic
condition of classic multi-particle dynamics. Violating the symplectic condition in multi-particle tracking
might not be an issue in a single pass system such as a linear accelerator. But in a circular accelerator,
violating the symplectic condition may result in undesired numerical errors in the long-term tracking
simulation. Recently, symplectic multi-particle model was proposed for self-consistent space-charge
simulations [31, 32].
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In the accelerator beam dynamics simulation, for a multi-particle system withNp charged particles
subject to both a space-charge self field and an external field, an approximate Hamiltonian of the system
can be written as [33]:
H =
Np∑
i=1
p2i /2 +
1
2
Np∑
i=1
Np∑
j=1
qϕ¯(ri, rj) +
Np∑
i=1
qψ(ri) (57)
whereH(r1, r2, · · · , rNp ,p1,p2, · · · ,pNp ; s) denotes the Hamiltonian of the system using distance s as
an independent variable, ϕ¯ is the space-charge interaction potential (including both the direct electric po-
tential and the longitudinal vector potential) between the charged particles i and j (subject to appropriate
boundary conditions), ψ denotes the potential associated with the external field, ri = (xi, yi, θi = ω∆t)
denotes the normalized canonical spatial coordinates of particle i, pi = (pxi, pyi, pti = −∆E/mc2) the
normalized canonical momentum coordinates of particle i, and ω the reference angular frequency, ∆t
the time of flight to location s, ∆E the energy deviation with respect to the reference particle, m the
rest mass of the particle, and c the speed of light in vacuum. The equations governing the motion of
individual particle i follow the Hamilton’s equations as:
dri
ds
=
∂H
∂pi
(58)
dpi
ds
= −∂H
∂ri
(59)
Let ζ denote a 6N-vector of coordinates, the above Hamilton’s equation can be rewritten as:
dζ
ds
= −[H, ζ] (60)
where [ , ] is the Poisson bracket. A formal solution for the above equation after a single step τ can be
written as:
ζ(τ) = exp(−τ(: H :))ζ(0) (61)
Here, we have defined a differential operator : H : as : H : g = [H, g], for arbitrary function g. For a
Hamiltonian that can be written as a sum of two terms H = H1 +H2, an approximate solution to above
formal solution can be written as [34]
ζ(τ) = exp(−τ(: H1 : + : H2 :))ζ(0)
= exp(−1
2
τ : H1 :) exp(−τ : H2 :) exp(−1
2
τ : H1 :)ζ(0) +O(τ
3) (62)
Let exp(−12τ : H1 :) define a transfer mapM1 and exp(−τ : H2 :) a transfer mapM2, for a single step,
the above splitting results in a second order numerical integrator for the original Hamilton’s equation as:
ζ(τ) = M(τ)ζ(0)
= M1(τ/2)M2(τ)M1(τ/2)ζ(0) +O(τ3) (63)
The above numerical integrator can be extended to 4th order accuracy and arbitrary even-order
accuracy following Yoshida’s approach [35]. This numerical integrator Eq. 63 will be symplectic if both
the transfer mapM1 and the transfer mapM2 are symplectic. A transfer mapMi is symplectic if and
only if the Jacobian matrix Mi of the transfer mapMi satisfies the following condition:
MTi JMi = J (64)
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where J denotes the 6N × 6N matrix given by:
J =
(
0 I
−I 0
)
(65)
and I is the 3N × 3N identity matrix.
For the Hamiltonian in Eq. 57, we can choose H1 as:
H1 =
Np∑
i=1
p2i /2 +
Np∑
i=1
qψ(ri) (66)
This corresponds to the Hamiltonian of a group of charged particles inside an external field without
mutual interaction among themselves. The charged particle magnetic optics method can be used to find
the symplectic transfer mapM1 for this Hamiltonian with the external fields from most accelerator beam
line elements [33, 36, 37].
We can choose H2 as:
H2 =
1
2
Np∑
i=1
Np∑
j=1
qϕ¯(ri, rj) (67)
which includes the space-charge effect and is only a function of position. For the space-charge Hamilto-
nian H2(r), the single step transfer mapM2 can be written as:
ri(τ) = ri(0) (68)
pi(τ) = pi(0)− ∂H2(r)
∂ri
τ (69)
The Jacobi matrix of the above transfer mapM2 is
M2 =
(
I 0
L I
)
(70)
where L is a 3N × 3N matrix. For M2 to satisfy the symplectic condition Eq. 64, the matrix L needs to
be a symmetric matrix, i.e.
L = LT (71)
Given the fact that Lij = ∂pi(τ)/∂rj = −∂
2H2(r)
∂ri∂rj
τ , the matrix L will be symmetric as long as it is
analytically calculated from the function H2. If both the transfer mapM1 and the transfer mapM2 are
symplectic, the numerical integrator Eq. 29 for multi-particle tracking will be symplectic.
For a coasting beam, the Hamiltonian H2 can be written as [33]:
H2 =
K
2
Np∑
i=1
Np∑
j=1
ϕ(ri, rj) (72)
where K = qI/(2pi0p0v20γ
2
0) is the generalized perveance, I is the beam current, 0 is the permittivity
of vacuum, p0 is the momentum of the reference particle, v0 is the speed of the reference particle, γ0 is
the relativistic factor of the reference particle, and ϕ is the space charge Coulomb interaction potential. In
this Hamiltonian, the effects of the direct Coulomb electric potential and the longitudinal vector potential
are combined together. The electric Coulomb potential ϕ in the Hamiltonian H2 can be obtained from
the solution of the Poisson equation. In the following, we assume that the coasting beam is inside
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a rectangular perfectly conducting pipe. In this case, the two-dimensional Poisson’s equation can be
written as:
∂2φ
∂x2
+
∂2φ
∂y2
= −4piρ (73)
where φ is the electric potential, and ρ is the particle density distribution of the beam.
The boundary conditions for the electric potential inside the rectangular perfectly conducting pipe
are:
φ(x = 0, y) = 0 (74)
φ(x = a, y) = 0 (75)
φ(x, y = 0) = 0 (76)
φ(x, y = b) = 0 (77)
where a is the horizontal width of the pipe and b is the vertical width of the pipe.
Given the boundary conditions in Eqs. 74-77, the electric potential φ and the source term ρ can be
approximated using two sine functions as [22, 24, 38–40]:
ρ(x, y) =
Nl∑
l=1
Nm∑
m=1
ρlm sin(αlx) sin(βmy) (78)
φ(x, y) =
Nl∑
l=1
Nm∑
m=1
φlm sin(αlx) sin(βmy) (79)
where
ρlm =
4
ab
∫ a
0
∫ b
0
ρ(x, y) sin(αlx) sin(βmy) dxdy (80)
φlm =
4
ab
∫ a
0
∫ b
0
φ(x, y) sin(αlx) sin(βmy) dxdy (81)
where αl = lpi/a and βm = mpi/b. The above approximation follows the numerical spectral Galerkin
method since each basis functions satisfies the boundary conditions on the wall [38–40]. For a smooth
function, this spectral approximation has an accuracy whose numerical error scales as O(exp(−cN))
with c > 0, where N is the number of the basis function (i.e. mode number in each dimension) used
in the approximation. By substituting above expansions into the Poisson Eq. 73 and making use of the
orthonormal condition of the sine functions, we obtain
φlm =
4piρlm
γ2lm
(82)
where γ2lm = α
2
l + β
2
m.
In the simulation, the particle density distribution function ρ(x, y) can be represented as:
ρ(x, y) =
1
∆x∆yNp
Np∑
j=1
S(x− xj)S(y − yj) (83)
where S(x) is the unitless shape function (i.e. deposition function in the PIC model) ∆x and ∆y are
mesh size in each dimension. The use of the shape function helps smooth the density function when the
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number of macroparticles in the simulation is much less than the real number of particles in the beam.
Using the above equation and Eq. 80 and Eq. 82, we obtain:
φlm =
4pi
γ2lm
4
ab
1
Np
Np∑
j=1
1
∆x∆y
∫ a
0
∫ b
0
S(x− xj)S(y − yj) sin(αlx) sin(βmy)dxdy (84)
and the electric potential as:
φ(x, y) = 4pi
4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
sin(αlx) sin(βmy)
1
∆x∆y
∫ a
0
∫ b
0
S(x¯− xj)S(y¯ − yj) sin(αlx¯) sin(βmy¯)dx¯dy¯ (85)
The electric potential at a particle i location can be obtained from the potential as:
φ(xi, yi) =
1
∆x∆y
∫ a
0
∫ b
0
φ(x, y)S(x− xi)S(y − yi)dxdy
= 4pi
4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
1
∆x∆y
∫ a
0
∫ b
0
S(x− xi)S(y − yi) sin(αlx) sin(βmy)dxdy
1
∆x∆y
∫ a
0
∫ b
0
S(x− xj)S(y − yj) sin(αlx) sin(βmy)dxdy (86)
where the interpolation function to the particle location is assumed to be the same as the deposition
function.
From the above electric potential, the interaction potential ϕ between particles i and j can be
written as:
ϕ(xi, yi, xj , yj) = 4pi
4
ab
1
Np
Nl∑
l=1
Nm∑
m=1
1
γ2lm
1
∆x∆y
∫ a
0
∫ b
0
S(x− xj)S(y − yj) sin(αlx) sin(βmy)dxdy
1
∆x∆y
∫ a
0
∫ b
0
S(x− xi)S(y − yi) sin(αlx) sin(βmy)dxdy (87)
Now, the space-charge Hamiltonian H2 can be written as:
H2 = 4pi
K
2
4
ab
1
Np
Np∑
i=1
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
1
∆x∆y
∫ a
0
∫ b
0
S(x− xj)S(y − yj) sin(αlx) sin(βmy)dxdy
1
∆x∆y
∫ a
0
∫ b
0
S(x− xi)S(y − yi) sin(αlx) sin(βmy)dxdy (88)
3.1 Symplectic gridless particle model
In the symplectic gridless particle space-charge model, the shape function is assumed to be a Dirac delta
function and the particle distribution function ρ(x, y) can be represented as:
ρ(x, y) =
1
Np
Np∑
j=1
δ(x− xj)δ(y − yj) (89)
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Now, the space-charge Hamiltonian H2 can be written as:
H2 = 4pi
K
2
4
ab
1
Np
Np∑
i=1
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
sin(αlxj) sin(βmyj) sin(αlxi) sin(βmyi) (90)
The one-step symplectic transfer mapM2 of the particle i with this Hamiltonian is given as:
pxi(τ) = pxi(0)− τ4piK 4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
αl
γ2lm
sin(αlxj) sin(βmyj) cos(αlxi) sin(βmyi)
pyi(τ) = pyi(0)− τ4piK 4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
βm
γ2lm
sin(αlxj) sin(βmyj) sin(αlxi) cos(βmyi) (91)
Here, both pxi and pyi are normalized by the reference particle momentum p0.
3.2 Symplectic particle-in-cell model
If the deposition/interpolation shape function is not a delta function, the one-step symplectic transfer
mapM2 of the particle i with this space-charge Hamiltonian H2 is given as:
pxi(τ) = pxi(0)− τ4piK 4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
1
∆x∆y
∫ a
0
∫ b
0
S(x− xj)S(y − yj) sin(αlx) sin(βmy)dxdy
1
∆x∆y
∫ a
0
∫ b
0
∂S(x− xi)
∂xi
S(y − yi) sin(αlx) sin(βmy)dxdy
pyi(τ) = pyi(0)− τ4piK 4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
1
∆x∆y
∫ a
0
∫ b
0
S(x− xj)S(y − yj) sin(αlx) sin(βmy)dxdy
1
∆x∆y
∫ a
0
∫ b
0
S(x− xi)∂S(y − yi)
∂yi
sin(αlx) sin(βmy)dxdy (92)
where both pxi and pyi are normalized by the reference particle momentum p0, and S′(x) is the first
derivative of the shape function. Assuming that the shape function is a compact local function with
respect to the computational grid, after approximating the integral with summation on the grid, the above
map can be rewritten as:
pxi(τ) = pxi(0)− τ4piK 4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
∑
I′
∑
J ′
S(xI′ − xj)S(yJ ′ − yj) sin(αlxI′) sin(βmyJ ′)
∑
I
∑
J
∂S(xI − xi)
∂xi
S(yJ − yi) sin(αlxI) sin(βmyJ)
pyi(τ) = pyi(0)− τ4piK 4
ab
1
Np
Np∑
j=1
Nl∑
l=1
Nm∑
m=1
1
γ2lm
∑
I′
∑
J ′
S(xI′ − xj)S(yJ ′ − yj) sin(αlxI′) sin(βmyJ ′)
∑
I
∑
J
S(xI − xi)∂S(yI − yi)
∂yi
sin(αlxI) sin(βmyJ) (93)
where the integers I , J , I ′, and J ′ denote the two dimensional computational grid index, and the sum-
mations with respect to those indices are limited to the range of a few local grid points depending on the
specific deposition function. If one defines the density related function ρ¯(xI′ , yJ ′) on the grid as:
ρ¯(xI′ , yJ ′) =
1
Np
Np∑
j=1
S(xI′ − xj)S(yJ ′ − yj), (94)
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the above space-charge map can be rewritten as:
pxi(τ) = pxi(0)− τ4piK
∑
I
∑
J
∂S(xI − xi)
∂xi
S(yJ − yi)[ 4
ab
Nl∑
l=1
Nm∑
m=1
1
γ2lm∑
I′
∑
J ′
ρ¯(xI′ , yJ ′) sin(αlxI′) sin(βmyJ ′) sin(αlxI) sin(βmyJ)]
pyi(τ) = pyi(0)− τ4piK
∑
I
∑
J
S(xI − xi)∂S(yI − yi)
∂yi
[
4
ab
Nl∑
l=1
Nm∑
m=1
1
γ2lm∑
I′
∑
J ′
ρ¯(xI′ , yJ ′) sin(αlxI′) sin(βmyJ ′) sin(αlxI) sin(βmyJ)] (95)
It turns out that the expression inside the bracket corresponds to the solution of potential on grid using
the charge density on grid, which can be written as:
φ(xI , yJ) =
4
ab
Nl∑
l=1
Nm∑
m=1
1
γ2lm
∑
I′
∑
J ′
ρ¯(xI′ , yJ ′) sin(αlxI′) sin(βmyJ ′) sin(αlxI) sin(βmyJ)(96)
Then the above space-charge map can be rewritten in a more concise form as:
pxi(τ) = pxi(0)− τ4piK
∑
I
∑
J
∂S(xI − xi)
∂xi
S(yJ − yi)φ(xI , yJ)
pyi(τ) = pyi(0)− τ4piK
∑
I
∑
J
S(xI − xi)∂S(yJ − yi)
∂yi
φ(xI , yJ) (97)
In the PIC literature, a compact function such as a linear function or a quadratic function is used in the
simulation. For example, the derivative of the above TSC function can be written as:
∂S(xI − xi)
∂xi
=

−2(xi−xI∆x )/∆x, |xi − xI | ≤ ∆x/2
(−32 + (xi−xI)∆x )/∆x, ∆x/2 < |xi − xI | ≤ 3/2∆x, xi > xI
(32 +
(xi−xI)
∆x )/∆x, ∆x/2 < |xi − xI | ≤ 3/2∆x, xi ≤ xI
0 otherwise
(98)
The same shape function and its derivative can be applied to the y dimension.
Using the symplectic transfer map M1 for the external field Hamiltonian H1 from a magnetic
optics code and the transfer mapM2 for space-charge Hamiltonian H2, one obtains a symplectic PIC
model including the self-consistent space-charge effects.
3.3 Benchmark of multi-particle tracking models
The above self-consistent multi-particle tracking models were benchmarked in an application example.
In this example, a one GeV proton beam subject to strong space-charge driven resonance transported
through a linear periodic quadrupole focusing and defocusing (FODO) channel inside a rectangular per-
fectly conducting pipe. It was tracked including self-consistent space-charge effects for several hundred
thousands of lattice periods using the symplectic gridless model, the symplectic particle-in-cell model
and the nonsymplectic particle-in-cell model. A schematic plot of the lattice is shown in Fig. 12. It con-
sists of a 0.1 m focusing quadrupole magnet and a 0.1 m defocusing quadrupole magnet within a single
period. The total length of the period is 1 meter. The zero current phase advance through one lattice
period is 85 degrees. The current of the beam is 450 A and the depressed phase advance is 42 degrees.
Such a high current drives the beam across the 4th order collective instability [41]. The initial transverse
normalized emittance of the proton beam is 1 µm with a 4D Gaussian distribution.
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Fig. 12. Schematic plot of a FODO lattice.
Fig. 13. Four dimensional emittance growth evolution from the symplectic gridless particle model (red),
the symplectic PIC model (green), and the nonsymplectic spectral PIC (blue).
Fig. 13 shows the four dimensional emittance growth ( xx0
y
y0
− 1)% evolution through 200, 000
lattice periods from the symplectic gridless particle model, from the symplectic PIC model, and from the
nonsymplectic spectral PIC model. These simulations used about 50, 000 macroparticles and 15 × 15
modes in the spectral Poisson solver. In both PIC models, 257 × 257 grid points are used to obtain
the density distribution function on the grid. The perfectly conducting pipe has a square shape with an
aperture size of 10 mm. It is seen that the symplectic PIC model and the symplectic gridless particle
model agrees with each other very well. The nonsymplectic spectral PIC model yields significantly
smaller emittance growth than those from the two symplectic methods, which might result from the
numerical damping effects in the nonsymplectic integrator. The fast emittance growth within the first
20, 000 periods is caused by the space-charge driven 4th order collective instability. The slow emittance
growth after 20, 000 periods might be due to numerical collisional effects.
Fig. 14. Four dimensional emittance growth evolution from the symplectic PIC model (red), the non-
symplectic spectral PIC with the nominal step size (green), the spectral PIC with half of the nominal step
size (blue), and the spectral PIC with one quarter of the nominal step size (pink).
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The accuracy of the nonsymplectic PIC model can be improved with finer step size. Fig. 14 shows
the 4D emittance growth evolution from the symplectic PIC model and those from the nonsymplectic
PIC model with the same nominal step size, from the nonsymplectic PIC model with one-half of the
nominal step size, and from the nonsymplectic PIC model with one-quarter of the nominal step size. It is
seen that as the step size decreases, the emittance growth from the nonsymplectic PIC model converges
towards that from the symplectic PIC model.
The computational complexity of the PIC model is proportional to the O(Ngridlog(Ngrid) +Np),
where Ngrid and Np are total number of computational grid points and macroparticles used in the sim-
ulation. The computational complexity of the symplectic gridless particle model is proportional to the
O(NmodeNp), where Nmode is the total number of modes for the space-charge solver. On a single
processor computer, with a large number of macroparticles used, the symplectic PIC model is compu-
tationally more efficient than the symplectic gridless particle model. However, on a massive parallel
computer, the scalability of the symplectic PIC model may be limited by the challenges of work load
balance among multiple processors and communication associated with the grided based space-charge
solver and the particle manager [42]. The symplectic gridless particle model has regular data structure for
perfect work load balance and small amount of communication associated with the space-charge solver.
It scales well on both multiple processor Central Processing Unit (CPU) computers and multiple Graphic
Processing Unit (GPU) computers [43].
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