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A low-temperature method is developed, suited for the two-dimensional two-component classical
helical magnet. Four phases on the phase diagram as functions of temperature and helicity parameter
of the Hamiltonian are found. Among the three ordered phases two show magnetic order: the usual
algebraic correlations of the magnetization and the algebraic correlations of the magnetization in
the frame rotating according with the helical order. A chiral spin liquid phase emerges directly
from the paramagnetic phase and has a scalar parity-breaking pitch of the magnetization as the
order parameter. The chiral phase transition is found to be of a continuous second order type
with a modified by the long-range interaction Ising universality class. All the critical exponents are
calculated in the second and the third order of an  expansion. A new scaling relationship replacing
the Josephson’s one is found.
PACS numbers: 75.10.Kt,75.40.Cx,75.50.Ee,75.85.+t
I. INTRODUCTION
Magnetic systems with a broken parity and unbroken
time-reversal symmetry, the chiral spin liquids, are pre-
dicted to possess excitations with unusual properties, like
the anyon statistics [1]. Spin liquids have been suggested
to underpin the high-temperature superconductivity [1]
and they have been extensively searched for [2]. On the
other hand, the well known helical magnets demonstrate
explicit parity violation in the ground state [3–6]. The
usual path for a magnetic helix to form is via a single
continuous phase transition [7], where the chiral mag-
netic order develops. In two dimensions, Villain has pro-
posed [8] that the phase transition into a helix state can
be split into two phase transitions, with the chiral, parity
breaking phase transition taking place at a higher tem-
perature, while the magnetic phase transition, breaking
the time-reversal symmetry, taking place at a lower tem-
perature. In between these two phase transitions a chiral
spin liquid can exist [8].
There is a simple model on a square lattice with nearest
and frustrating next-nearest exchange interactions [7,9],
that has a helical ground state. The original study [9] and
the follow-up study [10] of this simple model have indeed
found the two phase transitions but in a usual sequence
of events, i.e., they have found (incorrectly) that the he-
lical order develops from the already robust magnetic or-
der when lowering the temperature, i.e., the time-reversal
phase transition takes place at a higher temperature than
the parity-breaking phase transition.
However, recent experiments [11] have found the re-
verse sequence of the two split phase transitions in a
quasi-one-dimensional magnet, thus, validating the orig-
inal Villain’s picture of an intermediate chiral spin liq-
uid. This reverse sequence was also proposed as a hy-
pothesis, without a proof, in the context of the one-
dimensional quantum spin chains [12]. The same tran-
sition sequence, i.e., chiral-BKT, is well established for
a number of closely related models, e.g., fully frustrated
XY model [13] and XY triangular AFM [14]. Precisely
the same model as considered in the present paper was
recently studied by Sorokin et al. [15] by classical Monte
Carlo simulations. They find the same sequence of phase
transitions as in the present analytical study, however,
the universality class of the chiral phase transition is es-
tablished different. Although in the experiment [11] the
magnetic phase transition has been determined to be of
the Berezinskii-Kosterlitz-Thouless type [16–18], a few
interesting questions about the chiral phase transition,
like the critical exponents and the universality class, re-
mained unanswered.
The substantial uncertainty on the phase diagram of
the simplest helical magnet calls for a revisit of the Garel
and Doniach model [9]. In this paper, we develop an ac-
curate low-temperature expansion method suited for this
model. The Hamiltonian of the two-dimensional two-
component frustrated magnet defined microscopically on
the square lattice depends on one parameter called he-
licity. Applying our method for small helicity, in the
long-range continuous approximation, we study thermo-
dynamic phases and construct an accurate phase diagram
in the plane of the temperature and the helicity param-
eter. One thermodynamic phase found is the chiral spin
liquid. It has the scalar parity-breaking pitch of the mag-
netization, the vector otherwise random, as the order pa-
rameter.
We find that the chiral phase transition proceeds di-
rectly from the paramagnetic phase. In this situation,
the magnetization vector is destroyed by strong vortex
fluctuations and we find a representation of the model in
terms of the pitch-field only. Using the Wilson’s renor-
malization group and the -expansion analysis, we find
that the chiral phase transition in the Garel and Do-
niach model falls in the same universality class as the
Ising model with long-range dipolar interactions [19–21].
We calculate the critical exponent η up to the 3 power
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2of the  expansion.
This paper is organized as follows. In Sec. II, we intro-
duce the model of the two-dimensional two-component,
XY, helical magnet. In Sec. III, we derive the mean-
field free energy density functional, which describes the
helical magnet in a wide region of temperatures both be-
low and above the chiral phase transition, except for the
narrow critical region, where the fluctuations are highly
developed. We prove that the long-range spin stiffness
vanishes on the chiral phase transition. In Sec. IV, we
plot the phase diagram of the two-dimensional XY helical
magnet as a function of the temperature and the helicity
parameter of the Hamiltonian. On the phase diagram we
find analytically four phases [shown in Fig. 2]: two mag-
netically ordered phases, (i) with the two-dimensional
XY algebraic correlations of the magnetization and (ii)
with the algebraic correlations of the magnetization in
the frame rotating according with the helical order, (iii)
a usual disordered paramagnetic phase and emerging di-
rectly from it (iv) chiral spin liquid phase, which has the
scalar parity-breaking chiral gradient of the magnetiza-
tion, the so called helical pitch-field order, as the order
parameter. In Sec. V, we go beyond the mean-field ap-
proximation and study the critical behavior at the chi-
ral phase transition via a renormalization group analysis.
We calculate the critical exponents in the second and the
third order of a spatially anisotropic  expansion.
II. MODEL
Garel and Doniach have introduced a model [9], con-
sisting of classical XY spins: Sr = (cosφr, sinφr), at the
sites r of a square lattice interacting via the following
exchange Hamiltonian:
H = −1
2
∑
r,r′
Jrr′Sr · Sr′ , (1)
where the sum is restricted to the nearest neighbors in the
x and y directions (J1) and to the next-nearest neighbors
in the x direction (J2). Furthermore, it is assumed that
J1 > 0, J2 < 0 and |J2| > J1/4. The next-nearest neigh-
bor antiferromagnetic interaction introduces a substan-
tial frustration to the spin order provided J2 ≈ −J1/4.
We study, in this paper, the properties of this model
in the low-temperature region, where the spin directions
change slowly on the lattice. In the continuum limit, the
Hamiltonian can be cast as a functional of the smooth
over the lattice magnetization function m(r):
H = J
2
∫
d2r
[
−θ
2
2
(∂xm)
2
+
a2
4
(
∂2xm
)2
+ (∂ym)
2
]
,
(2)
where m(r) = (mx,my, 0) is a unit vector m ·m = 1, a
is the lattice constant and
θ = arccos
J1
4|J2| (3)
is the energetically preferred angle between the two adja-
cent spins along the x direction, the so-called helix pitch.
The continuum approach is valid provided the pitch an-
gle θ  1. Via the replacement mx(r) + imy(r) = eiφ(r)
the Hamiltonian (2) can be rewritten as:
H = J
2
∫
d2r
{
a2
4
[
(∂xφ)
2 − q2
]2
+(∂yφ)
2
+
a2
4
(
∂2xφ
)2}
,
(4)
where q = θ/a is the pitch wave vector. At zero tem-
perature the ground state of this Hamiltonian, with zero
ground energy, has either of the two equivalent helical
structures with φ(r) = ±qx:
m = ex cos qx± ey sin qx. (5)
The ground state has a broken Z2 symmetry. At an arbi-
trary temperature, the pitch-field order parameter of the
helical state, the helix wave vector Q(r) is slowly varying
in space. Casting the helical magnet model in terms of
the new spin field:
ψ(r) = φ(r)−
∫ x
−∞
Q(r)dx, (6)
we find the following Hamiltonian:
H = H0 +Hint,
H0 = J
2
∫
d2r
[
a2
3Q2 − q2
2
(∂xψ)
2
+
(
∂yψ +
∫ x
−∞
∂yQ dx
)2
+
a2
4
(
∂2xψ + ∂xQ
)2
+
a2
4
(Q2 − q2)2 + a2Q(Q2 − q2)∂xψ
]
,
Hint = J
2
∫
d2r
[
a2Q (∂xψ)
3
+
a2
4
(∂xψ)
4
]
, (7)
suited for the low-temperature analysis. In the ground
state, Q(T = 0) = q = θ/a. The bare Green’s function
at zero temperature is the propagator of the free, non-
interacting spin-wave Hamiltonian H0:
G−10 (p) = θ2p2x + p2y +
a2
4
p4x. (8)
The propagator of H0 at a finite temperature is
G−10 (p) =
3Q2a2 − θ2
2
p2x + p
2
y +
a2
4
p4x. (9)
At zero temperature, G0(p) = G0(p, T = 0). There are
two spin-wave interactions in the Hamiltonian (7): the
cubic and the quartic vertices. In the following sections,
we use the normalized temperature and a unit lattice
constant:
t =
T
J
, a = 1. (10)
3TABLE I. Free energy diagrams.
1 Q2 Q4
T 3
8
(0, 1) − 3
4
(2, 0) –
T 2 − 3
16
(0, 2) + 27
8
(2, 1) − 27
8
(4, 0)
T 3 + 9
16
(0, 3) − 81
16
(2, 2) + 243
8
(4, 1)
In the low-temperature limit, many Fourier transformed
integrals can be extended to the infinite momenta, how-
ever, some ultraviolet divergent integrals need to be
taken inside the Brillouin zone of the square lattice:
px, py ∈ (−pi, pi). We assume the pitch field Q(r) to be
uniform in the next section, whereas in the vicinity of
the chiral phase transition it develops into a fluctuating
inhomogeneous order parameter field.
III. LOW TEMPERATURE EXPANSION
We write the free energy density of the Garel-Doniach
model as the Baym-Kadanoff functional [22–24], depend-
ing on the fully dressed Green’s function. This func-
tional is expanded perturbatively in powers of the quartic
and the triple spin-wave interactions. In units of T , the
Baym-Kadanoff functional can be conveniently arranged
in terms with a growing number of triple vertices:
2Ω[G]/T =
∫ (
ln
G0(p)
G(p)
+
G(p)
G0(p) − 1
)
d2p
(2pi)2
+
1
4t
(Q2 − θ2)2 + 3
2
(Q2 − θ2)A0[G]
+
∞∑
k=0
Q2kΩk[G], (11)
where G(p) is the variational fully dressed Green’s func-
tion. The functionals Ω0[G], Ω1[G] and Ω2[G] represent
a sum of all the diagrams in the first, second and third
column of Table I correspondingly. The few first dia-
grams in each column are also shown in columns in Fig. 1.
A diagram with a number m of triple and a number n of
quartic vertices carries a coefficient:
(−1)n+1tm/2+nQm, (12)
in front. The number of the triple vertices is always even.
In those thermodynamic phases where the pitch field is
absent, 〈Q〉 = 0, only quartic vertices do contribute to
the free energy. In each box of Table I, the combina-
torial coefficient, a rational number, of the diagram is
also shown, while inside the parentheses, the two num-
bers separated by comma are the numbers of the triple
and the quartic vertices in the diagram, respectively. In
higher orders of Q and T , many diagrams do enter one
box of the extended Table I.
(a) (0, 1) (b) (2, 0)
(c) (0, 2) (d) (2, 1) (e) (4, 0)
(f) (0, 3) (g) (2, 2) (h) (4, 1)
FIG. 1. Free energy diagrams, illustrating Table I. Each col-
umn has same number of triple vertices. Each row has same
power of T/J .
There is a remarkable relationship between the com-
binatorial coefficients in the first two columns of this ta-
ble. Each diagram with just two triple vertices can be
drawn from the diagram that includes only quartic ver-
tices by cutting out one Green’s function. This can be
done by a number of ways that is equal to the number of
the Green’s functions. Therefore the combinatorial co-
efficient in a given box of the second column of Table I
equals to the combinatorial coefficient in the first column,
one step down, by multiplying it by the number of the
Green’s functions.
We will need the few first terms of the expansion of the
Baym-Kadanoff functional in powers of the normalized
temperature t explicitly:
Ω0[G] =
3t
4
A0[G]
2 − 3t
2
8
B2[G] +
9t3
8
B3[G]− · · · (13)
and
Ω1[G] = −3t
2
A1[G] +
27t2
4
A2[G]− · · · . (14)
Each functional denoted by the capital letters A and B
represents a contribution from just one diagram, shown
in Fig. 1. They are conveniently defined using the polar-
4ization operator functional:
Π[p,G] =
∫
k2x(px + kx)
2G(k)G(p+ k)
d2k
(2pi)2
, (15)
in terms of the two sequences. The first sequence n =
0, . . . ,∞ is
An[G] =
∫
p2xG(p)Π
n[p,G]
d2p
(2pi)2
, (16)
and the second sequence n = 2, . . . ,∞ is
Bn[G] =
∫
Πn[p,G]
d2p
(2pi)2
. (17)
There are, of course, many other diagrams, some of them
being shown in the third column in Fig. 1, with the tem-
perature order larger than four, that also contribute to
the Baym-Kadanoff functional, Eq. (11), but who are
not members of these two sequences. We will account for
them later in an approximate way.
The condition that the variation of the Baym-Kadanoff
functional with respect to the fully dressed Green’s func-
tion is stationary:
δΩ[G]
δG
= 0, (18)
gives the Dyson equation:
G−1(p) = G−10 (p)− Σ(p). (19)
The variation of the first three terms in the func-
tional (11) gives −G−1(p) + G−10 (p) + 32 (Q2 − θ2)p2x ≡
−G−1(p) +G−10 (p), according to the definition of G0(p)
and G0(p) in Eqs. (8) and (9). Now, by varying the
Baym-Kadanoff functional (11), we find the expansion of
the self-energy:
Σ(p) = p2x
(
−3t
2
A0[G] +
9tQ2
2
Π[p,G] + · · ·
)
. (20)
The self-energy Σ(p) is proportional to p2x in all orders.
For the functional Ω0[G] this dependence on the momen-
tum is exact, whereas the triple-vertex diagrams gener-
ate an additional dependence on the momentum p. The
self-energy contains many more diagrams, coming from
combining the two vertices: the quartic (∂xψ)
4 and the
triple (∂xψ)
3
, in the Hamiltonian (7), corresponding to
the quartic and the triple spin-wave interactions. By
construction the Baym-Kadanoff functional provides the
same fully dressed Green’s function as in the usual per-
turbation expansion in powers of the interaction Hamil-
tonian Hint:
T
J
G(r, r′) = 〈ψ(r)ψ(r′)〉
=
∫ D[ψ]ψ(r)ψ(r′) e−H0/T e−Hint/T∫ D[ψ] e−H/T
=
∫ D[ψ]ψ(r)ψ(r′) e−H0/T (1− HintT + 12! H2intT 2 − · · ·)∫ D[ψ] e−H/T .
(21)
If the Baym-Kadanoff functional included all the dia-
grams in all orders, then it would take on the same value
for many different trial Green’s functionsG(p) and there-
fore the free energy could be evaluated by using a quite
arbitrary Green’s function. However, if the perturbation
expansion is only partial or approximate, then the mini-
mum of the Baym-Kadanoff functional is attained on the
Green’s function that is close to the true Green’s function
of a given system.
Since the self-energy is proportional to p2x for the Garel-
Doniach model [9], we make the following ansatz for the
trial fully dressed Green’s function:
G−1(p) = rp2x + p
2
y +
1
4
p4x, (22)
with an adjustable temperature-dependent variational
parameter r, which reflects the strong anisotropy in x-
direction. However, one has to remember, that the vari-
ational approach with a constant parameter r does not
work properly in the range of the highly developed fluc-
tuations, whereas the standard renormalization group,
developed in Sec. V, works well. In particular, near the
chiral phase transition, this parameter will acquire de-
pendence on momenta:
r = r(px, py),
and the short series Baym-Kadanoff mean-field func-
tional formalism will effectively transform into renormal-
ization group parquet diagrams. The real Green’s func-
tion in the critical region has a quite different scaling
dimensionality.
Using the ansatz (22) for the fully dressed Green’s
function, we reduce the Baym-Kadanoff functional (11)
to a simple function:
2
T
Ω(r,Q)=
1
pi
(
2
3
r3/2 − 2θ2√r
)
+
1
4t
(Q2 − θ2)2 + 3
2
(Q2 − θ2)A0(r)
+
(
3t
4
A0(r)
2 − 3t
2
8
B2(r) +
9t3
8
B3(r)− · · ·
)
+Q2
(
−3t
2
A1(r) +
27t2
4
A2(r) + · · ·
)
,
(23)
of the two parameters r and Q, the first representing the
spin stiffness and the second representing the effective
helical structure pitch. In the minimum of the Baym-
Kadanoff functional, they both become temperature-
dependent. Here the free energy satisfies the two sta-
tionary conditions:
∂Ω
∂Q
= 0,
∂Ω
∂r
= 0. (24)
At zero temperature, the solution of the stationary con-
ditions can be read off directly from the Hamiltonian (7)
of the Garel-Doniach model:
r = θ2, Q = θ, (25)
5where θ is the helicity of the magnet.
Let us now prove, that when the temperature is in-
creased, the stationary conditions (24) allow for a special
solution:
r = 0, Q = 0. (26)
From outright, we neglect the diagrams in the third
and further columns on the right side of Table I. Using
Eq. (23), we find
0 =
∂Ω
∂Q2
= −θ2 + 3tA0 − 3t2A1 + 27t
3
2
A2 − · · · , (27)
at Q = 0, with only the second column of diagrams
present. The second stationary condition in Eq. (24) at
Q = 0 involves only diagrams from the first column of
Table I. Differentiating with respect to r means selecting
one Green’s function and differentiating it. Using the
definition Eqs. (15)-(17) and using the Green’s function
Eq. (22), we derive the following relationships:
∂A0(r)
∂r
= − 1
pi
√
r
,
∂Bk(r)
∂r
= −2k 1
pi
√
r
Ak−1(r), (28)
for k ≥ 2 and small r, that can be checked by direct
inspection. The coefficient 2k equals to the number of the
Green’s functions and we find that under differentiation
both the content of the diagram and the combinatorial
coefficient are transferred from the first column to the
second one. Thus we find the second stationary equation
for the free energy, Eq. (23):
0 = −2r − θ2 + 3tA0 − 3t2A1 + 27t
3
2
A2 − · · · , (29)
at Q = 0. We observe that the sequence of diagrams
here is exactly the same as in the first stationary equa-
tion (27). Therefore the two stationary equations (27)
and (29) have a solution (26). This solution, r = 0 and
Q = 0, represents a chiral phase transition from a param-
agnetic state at high temperatures to a chiral spin liquid
state with Q 6= 0 at low temperatures.
The one-loop polarization operator is a complicated
function of the transferred momentum p. In the low-
temperature limit, though, it becomes scale invariant.
This means that under the scale transformation:
px → λpx, py → λ2py, r → λ2r, (30)
the main part of the polarization operator transforms like
Π0(p)→ 1
λ
Π0(p). (31)
In addition to this leading term there are next-order
terms, controlled by the power of the normalized tem-
perature t, coming from the effects of the finite Brillouin
zone. In the following, we will limit our analysis to the
scale invariant part of the polarization operator and omit
the index zero. At vanishing momentum, we find
Π(p = 0) =
1
pi
√
r
. (32)
However, we will need the polarization operator more in
the limit |p|  √r. In this case, using the definition
Eq. (15), the Green’s function ansatz (22) and taking
the integral with respect to the internal momentum, we
find
Π(p) =
√
2
√
p4x + 16p
2
y + 2p
2
x√
p4x + 16p
2
y
− 4
pi
p2x
√
rG(p) +O(r),
(33)
where the first term is the exact value of the polarization
operator at r = 0, whereas the next terms are series
expansion in small r.
To proceed further, we need an approximation to the
infinite series of diagrams in the first and second columns
of Table I. Since we are developing a method suited for
the low temperatures, we will try to keep the three lowest
order diagrams in the sequence exactly, whereas for the
sum of all higher order diagrams, we impose only a phys-
ical bound that they do not exceed by far the value of
the low order diagrams as the temperature rises, T →∞.
These conditions can be met by using the so-called Pade´
approximation. For instance, the sum of all the diagrams
in the second column of Table I is given by the following
Pade´ approximation:
Ω1(r) = −3
2
∫
tΠ(p)
1 + 92 tΠ(p)
p2xG(p)
d2p
(2pi)2
. (34)
Thus, using the Pade´ approximation, we can write the
stationary equations in a closed form. The first station-
ary equation (24) represents the condition of the stability
of the helical state:
Q
(
Q2 − θ2 + 3t
∫
1 + 72 tΠ(p)
1 + 92 tΠ(p)
p2xG(p)
d2p
(2pi)2
)
= 0, (35)
neglecting the term of the order t3Q2, coming from the
higher order diagrams in the third and higher columns.
It always has one solution Q = 0. This stability condition
reflects that at equilibrium the system chooses between
the two solutions: ±|Q| 6= 0 in the low-temperature re-
gion and Q = 0 at and above the chiral phase transition.
Next, we have to minimize the free energy with respect
to the spin stiffness r: ∂Ω/∂r = 0, which determines r as
a function of the order parameter Q:
0=
1
pi
r − θ2√
r
− 3
2
Q2
∂
∂r
∫
tΠ(p)
1 + 92 tΠ(p)
p2xG(p)
d2p
(2pi)2
+
3
2
(
Q2 − θ2 + t
∫
1 + 72 tΠ(p)
1 + 92 tΠ(p)
p2xG(p)
d2p
(2pi)2
)
∂A0
∂r
.
(36)
We find the low-temperature asymptotics of the Ω1(r)
functional of the free energy:∫
tΠ(p)
1 + 92 tΠ(p)
p2xG(p)
d2p
(2pi)2
≈ 2√
3pi
t ln
1
t
− 1
pi
√
r (37)
6and also
A0(r) ≈ 1
pi
(
2.30218− 2√r) , (38)
where the upper momentum cut-off constant comes from
limiting the integration to be within the Brillouin zone:
px,y ∈ (−pi, pi). The system of equations (35) and (36)
provides the mean-field solutions for the pitch-field order
parameter Q and the spin stiffness r in a wide region
of temperatures, which includes both regions below and
above the chiral phase transition. We find from Eq. (35)
the position of the chiral phase transition line in the plane
(t, θ):
θ2c (t) =
3t
pi
(
2.30218− 2√
3
t ln
1
t
)
, (39)
asymptotically for the small normalized temperature t =
T/J .
In the end of this section, we note that the small devi-
ations of the pitch field Q from the equilibrium value can
be described by the Ginsburg-Landau functional. Indeed,
eliminating the variational spin stiffness r, we obtain the
free energy functional expanded in powers of the order
parameter, the pitch-field Q, for any given thermody-
namic pair (T, θ):
Ω[Q] = Ω0 +
∫ (
1
2
m2Q2 +
1
4!
gQ4 + · · ·
)
d2r, (40)
where in the first term Ω0 all the short-wavelength fluc-
tuations (of the field ψ) are summed up. The condition
m2(Tc) = 0, g > 0 determines the second-order chiral
phase transition line. We will pursue the theory in the
critical region along these lines in Sec. V.
IV. PHASE DIAGRAM
In the long-range limit the correlation functions of the
magnetization are determined by the long-range asymp-
totics of the Green’s function:
G(p) =
1
rp2x + p
2
y
. (41)
The nonlinear terms from the higher order diagrams in
the expansion in quartic and triple vertices contribute to
the local core energy of the vortex. In the vicinity of the
chiral phase transition line, where r ≈ 0, the interaction
between the vortices is short range [25]. The Berezinskii-
Kosterlitz-Thouless phase transition [16–18] is due to the
dissociation of the vortex-antivortex pairs. The condition
for the dissociation is the condition of the nulling of the
vortex free energy:
Fv =
(
piJ
√
r(TBKT )− 2TBKT
)
ln
L
a
= 0, (42)
paramagnet
helical
algebraic
XY algebraic
0 0.4 0.8 1.2
0.2
0.6
1
1.4
CSL
t
Θ
FIG. 2. (Color online) Red, in the center, is the line of
the second-order chiral phase transition. The two blue lines,
surrounding it, are the Berezinskii-Kosterlitz-Thouless phase
transitions. CSL stands for the chiral spin liquid phase.
which gives for the Berezinskii-Kosterlitz-Thouless criti-
cal temperature:
TBKT =
piJ
2
√
r(TBKT ), (43)
or, equivalently, the critical condition:
√
r = 2t/pi.
Now, we obtain the three critical lines of the three
continuous phase transitions on the phase diagram (t, θ),
selecting three of the following equations:
Q = 0, r = 0, r =
4
pi2
t2, 2r =
1
2
Q2,
θ2 =
3
2
Q2 − 2r + 3t
∫
1 + 72 tΠ(p)
1 + 92 tΠ(p)
p2xG(p)
d2p
(2pi)2
. (44)
The first, second, and the last one determine the chi-
ral phase transition line. The first, third, and the last
one determine the Berezinskii-Kosterlitz-Thouless phase
transition line above the chiral phase transition line. The
three last equations together determine the Berezinskii-
Kosterlitz-Thouless phase transition line below the chiral
phase transition line. We evaluate the integral numeri-
cally at all temperatures and find the phase diagram,
shown in Fig. 2. In the same way as the asymptotic chi-
ral phase transition line was found in Eq. (39), we find for
the two Berezinskii-Kosterlitz-Thouless phase transition
lines:
θ2+(t) = θ
2
c (t)−
10
pi2
t2 (45)
and
θ2−(t) = θ
2
c (t) +
2
pi2
t2, (46)
asymptotically for the small t = T/J .
We plot the phase diagram in the plane of the temper-
ature and the helicity parameter: (t, θ), shown in Fig. 2.
7At the origin (0, 0), we find the Lifshitz point, where all
the three phase transition lines start, and in particular
the second order chiral phase transition line, Eq. (39),
starts. The average pitch-field order parameter vanishes
on this line: 〈Q〉 = 0. The two lines of the Berezinskii-
Kosterlitz-Thouless phase transitions Eqs. (45) and (46)
surround the chiral phase transition. One of the two
magnetically ordered phases extends into the high tem-
peratures, where our method provides results only qual-
itatively.
In two dimensions, there is no long-range order in sys-
tems possessing a continuous symmetry. Yet, for the two-
component magnet with a continuous O(2) symmetry,
the so-called XY magnet, there exists a nonlocal order
parameter, defined as a correlation function of the mag-
netization at two distant points. At a low temperature,
where vortices are bound in pairs, it decays weakly as a
power-law function:
〈~m(x) · ~m(y)〉 =
〈
ei(φ(x)−φ(y))
〉
∼ 1|x− y|2∆φ(T ) , (47)
with an infinite correlation length, whereas at high tem-
peratures, when free vortices proliferate, it decays fast as
an exponential function with a finite correlation length.
For systems with such a nonlocal order parameter, a nat-
ural question arises. Imagine that a second order param-
eter emerges in the system, serving as a gauge connec-
tion to the fields in the first, nonlocal order parameter.
For example, in an XY magnet, a local pitch-field or-
der Q(r) can develop, when parity is broken in the low-
temperature state of this helical magnet. The idea to
consider the spin chirality, connected to the pitch of the
helical ground state, as the order parameter rather than
the spin variable belongs to Villain [8]. In a parametriza-
tion of the XY magnetization via the phase φ(r), the
nonlocal order parameter and the gauge connection due
to the pitch field are exactly equal:
φ(r)− φ(r′) =
∫ r
r′
~∂φ · d~l. (48)
However, for systems in the vicinity of the phase transi-
tions of the second order, the order parameter, like the
pitch-field, strongly fluctuates and is in fact an average
over a large spin block. This renders the above equality
invalid. A new gauge transformed, in a rotating frame,
nonlocal order parameter〈
Rαβ〈Q〉m
β(x) ·Rαγ〈Q〉mγ(x′)
〉
(49)
=
〈
cos
(
φ(r)− φ(r′)−
∫ r
r′
Q(l) · dl
)〉
may define a new thermodynamic phase. The physical
meaning of this phase can be understood if the local order
parameter Q is one-component, representing a discrete
Z2 Ising order. In the ordered phase, the local pitch-
field order parameter takes on two opposite values: the
first inside a percolating majority domain, Q(r) = +Q0,
and the second inside a few minority domain inclusions,
Q(r) = −Q0. For the purpose of a gauge connection, in
this case, there exist two gauge fields: the average 〈Q〉
and Q0. Let us also augment the definition of the non-
local order parameter, Eq. (49), by averaging it around
points r and r′ by an area larger than the pitch step
2pi/Q. Then, if the gauge Q0 transformed nonlocal or-
der parameter is non-zero and the gauge 〈Q〉 transformed
nonlocal order parameter is zero, then domain walls in
the Z2 pitch-field order are present in the system.
The results, that have been obtained until now for the
ferromagnetic (FM) XY frustrated classical model, can
be readily extended to the antiferromagnetic (AF) XY
model, with a reversed sign of the nearest-neighbor in-
teractions. For this purpose, we superimpose a sublat-
tice with a black and white chequered board order on the
square lattice, placing each next-nearest neighbor spin on
a same color square of the chessboard. Further, we flip
all the spins on the black chessboard squares, and leave
the same all the spins on the white chessboard squares.
Such a modification is equivalent to a sign reversal of
all the nearest-neighbor interactions J1 in the Hamilto-
nian (1), while leaving the sign of the next-nearest an-
tiferromagnetic interactions J2 the same. The spins are
classical, thus no insertion of spin commutators in the
Hamiltonian accompanies the spin flips. This means,
that there is a one-to-one mapping of the classical FM
onto the classical AF model, which turn out to be identi-
cal. A corollary on the phase diagram of the helical mag-
net is that all the three phase transition lines, obtained
for the FM model at values of the helicity parameter
close to zero, θ → 0, shown in Fig. 2, will be repeated
for the AF model, at θ → pi, via a mirror transforma-
tion around the axis θ = pi/2 in the plane (t, θ). As a
consequence, for instance, the two critical points above
which the FM and the AF states, existing in the regions
of θ → 0 and θ → pi respectively, become paramagnetic,
are equal: TCurie = TNeel. At J1 = 0, or θ = pi/2, the
Hamiltonian (1) reduces to that of a one-dimensional an-
tiferromagnet, which has no helical state, but undergoes a
Kosterlitz-Thouless transition at a nonzero temperature.
This implies that at some finite large value of the helic-
ity parameter θ ∈ (0;pi/2), beyond the scope of Fig. 2,
the chiral phase transition line and the inner Kosterlitz-
Thouless phase transition line should intersect. How-
ever, studying a magnet with such a large helicity, when
the continuum approach is no longer valid, is beyond the
scope of the present paper and demands developing other
methods. The classical model, considered in this paper,
can describe real physical systems with large spins. In
analogous quantum AF and FM models, the dispersion
laws differ: in the AF problem zero quantum fluctuations
appear as a result of the frustration, while the FM prob-
lem lacks them. Thus contrary to the classical case, there
is no one-to-one mapping between the quantum AF and
the quantum FM models of the helical magnet.
8V. CRITICAL BEHAVIOR AT THE CHIRAL
PHASE TRANSITION
In Sec. III, we have found the Landau mean-field free
energy in terms of the uniform pitch-field order parame-
ter Q. Since we will rely heavily on the universality, the
gradient terms can be taken from the Hamiltonian, ne-
glecting the entropy corrections. We introduce an aux-
iliary field ψ, not to be confused with the field in the
rotating frame in Sec. II, to deal with the apparent non-
locality of the energy in terms of the pitch-field Q(r).
Using the identity
e−
1
2
∫
(∂yφ)
2dr=
∫
Dψe−
∫
[ 12 (∂xψ)
2+i∂xφ∂yψ]dr, (50)
we find the local free energy functional for the spatial
variations of the pitch-field Q(r) = ∂xφ(r):
Ω[Q] =
∫ [
1
2
(∂xQ)
2 +
1
2
m2Q2 +
1
4!
gQ4
+
1
2
(∂xψ)
2 + iQ∂yψ − hQ
]
d2r. (51)
There is no trace of the magnetization vector m(r) in this
description. Vortices [25], abundant in the vicinity of the
chiral phase transition line, destroy the magnetization on
the short scale. The description of the critical model in
terms of the local pitch field Q(r), which is decoupled
from its low-temperature definition:
Q(r) = 〈[m× ∂xm]〉 · n, (52)
where n is a normal to the plane, due to abundant vor-
tices, is therefore appropriate from the physical point of
view. The field h in Eq. (51) conjugated to the order
parameter Q is a twist field, associated with the change
of the boundary condition in such a way as to induce a
pitch in the bulk. A true magnetic field couples to the
local magnetization which is a nonlocal operator in the
representation Eq. (51).
We will study the critical phenomena for the above
model in a higher dimension d = 2− , replicating the x
coordinate up to two ones: dyddx. In the same time, we
will keep Q(y,x) as a scalar one-component fluctuating
field. In order to make a dimensional regularization and
in order to develop an -expansion renormalization, we
need to symmetrize the mass-term:
Ω[Q] =
∫ [
1
2
(∇Q)2 + 1
4
m2Q2 +
1
4!
gQ4
+
1
2
(∇ψ)2 + iQ∂yψ + 1
4
m2ψ2 − hQ
]
dyddx,
(53)
where ∇ = ∂x. Anyway, the mass term will be forcibly
kept at zero exactly at the critical point. In two dimen-
sions, an important question is whether vortices have an
effect on the helical phase transition. A vortex is gener-
ated by the duality transformed field operator:
cos
(
m
∫
∂xφ dy
)
= cos
(
m
∫
Q dy
)
. (54)
The scaling dimension of the argument of the cos function
is zero, while m → 0 at the critical point. Therefore we
conclude that the vortices are unbound, free at the chiral
phase transition.
We proceed using the conventional renormalization
group method, that is explained in details in Appendix.
At the chiral phase transition, we find the following scal-
ing relationships:
βδ = β + γ, α+ 2β + γ = 2,
(55)
(2− η)ν = γ, (d+ 2− 12η) ν = 2− α,
connecting the chiral critical exponents. γ is the chiral
critical exponent for the twist-susceptibility. The last
relationship differs from the usual Josephson scaling re-
lationship: dν = 2− α. This deviation is due to the fact
that in the chiral phase transition critical point there is
no full conformal symmetry, since the spatial coordinates
are nonequivalent. A reduced conformal symmetry in the
higher dimensions space x probably holds. In our case of
the two-dimensional helical magnet, when there is only
one x coordinate, this remnant conformal symmetry will
degenerate.
The chiral critical exponents are found in Appendix in
terms of the  expansion as follows:
ν =
1
2
+
1
12
+
1
36
(
ln
4
3
+
67
54
)
2,
γ = 1 +
1
6
+
1
18
(
ln
4
3
+
59
54
)
2,
β =
1
2
− 1
6
+
1
36
(
ln
4
3
− 5
27
)
2,
δ = 3 + +
77
162
2,
α =
1
6
− 1
9
(
ln
4
3
+
49
108
)
2, (56)
and
η =
4
243
2 − 4
19683
(94 + 108 ln 2− 135 ln 3) 3. (57)
They differ from the critical exponents of all known O(N)
phase transitions of the second order in magnets with
local exchange interactions. The chiral critical expo-
nents, Eq. (56), have been found [19] in the Ising model
with strong long-range dipolar interactions [20,21], while
Eq. (57) extends the known results. Therefore we con-
clude this section having found the equivalence of the uni-
versality class of the chiral phase transition of the second
order from the paramagnet into the chiral spin liquid and
the universality class of the two-dimensional Ising model
with strong long-range dipolar interactions [20,21].
9VI. DISCUSSION AND CONCLUSIONS
The phase diagram of the Garel-Doniach model is
found analytically in an asymptotically exact way at low
temperatures. One line of the chiral phase transition is
surrounded by the two lines of the Berezinskii-Kosterlitz-
Thouless magnetic phase transitions. The universality
class of the chiral phase transition is determined and
turns out to be that of the two-dimensional Ising model
with strong long-range dipolar interactions. The exis-
tence of the chiral spin liquid phase is proven analytically
at low temperatures. We find that the two-dimensional
Garel-Doniach model is a rare example of a simple ex-
change magnet on a lattice, where the spin liquid phase
does develop. As it breaks the parity, this spin liquid is
a chiral spin liquid.
Our method applies to a classical helical magnet only,
i.e., the one in the limit of a large on-site spin S. The
effects of the quantum fluctuations when the on-site spin
S is small remain to be investigated. But one feature in
our phase diagram, namely, that the spin liquid phase
extends all the way down to zero temperature, is very in-
teresting. The Lifshitz point, where the three lines of the
phase transitions originate, will be the quantum phase
transition point, extending its quantum criticality influ-
ence on the chiral spin liquid.
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Appendix: Renormalization group analysis
In this Appendix, we calculate the chiral critical expo-
nents using dimensional regularization and the analysis
of renormalization of the Ginsburg-Landau free energy
functional in dimension d = 2− . We start with writing
the renormalized free energy functional:
Ωr=
∫ [
1
2
Z(g)(∇Q)2+ 1
4
Zm(g)m
2Q2+ iQ∂yψ +
1
2
(∇ψ)2
+
Zm(g)
Z(g)
1
4
m2ψ2+
1
4!
m2−dgZg(g)Q4
]
dyddx, (A.1)
where we omit the index r from the fields Qr → Q. The
Green’s function for the pitch-field reads, assuming the
factor Zm = Z(g):
G(p, py) =
p2 + 12m
2
Z(g)
(
p2 + 12m
2
)2
+ p2y
. (A.2)
The correction to the auxiliary field ψ is found finite and
it does not renormalize. We observe that the vertex g
enters the perturbation series always as a term:
G(g) =
Zg(g)
Z3/2(g)
g. (A.3)
Therefore the β function is defined as follows:
β(g) = −(2− d) dg
d lnG(g)
. (A.4)
The two other multiplicative renormalization constants
in the renormalized free energy, Eq. (A.1), stand for
the pitch-field: Z(g), and for the so-called Q2 insertion:
Z2(g). We use the definition of the corresponding two
critical exponents:
η(g) = β(g)
d
dg
lnZ(g) (A.5)
and
η2(g) = β(g)
d
dg
ln
Z2(g)
Z(g)
. (A.6)
For the free energy, Eq. (A.1), the renormalization pro-
ceeds similarly as in the usual φ4-theory and is given by
the diagrams (a)-(h), shown in Fig. 3. We find for in-
stance the diagrams (a) = 0, (b) = 0. The diagram
(d) =
∫ (
p2 + 12m
2
)2((
p2 + 12m
2
)2
+ p2y
)2 dpy2pi ddp(2pi)d
=
1
4
∫
1
p2 + 12m
2
ddp
(2pi)d
(A.7)
=
1
8
(
m2
2
) d
2−1
NdΓ
(
d
2
)
Γ
(
1− d
2
)
≈ 1
4
Nd
1

,
where Nd ≈ 1/(2pi). Next, the diagram (e) = (d)2. The
diagram (c) is
(c) =
∫
dpy
2pi
ddp
(2pi)d
dqy
2pi
ddq
(2pi)d
G(p, py)G(q, qy)
×G(p+ q+ s, py + qy + sy), (A.8)
where s is the transferred momentum. An expansion in
sy gives a finite term, therefore, we set sy = 0. Integrat-
ing out py and qy:
(c) =
1
4
∫
ddp
(2pi)d
ddq
(2pi)d
1
p2 + q2 + (p+ q+ s)2 + 32m
2
=
∫ ∞
0
dt
4
∫
ddp
(2pi)d
ddq
(2pi)d
e−t(p
2+q2+(p+q+s)2+ 32m
2).
(A.9)
We transform the term in the exponent as
(p,q)
(
2t t
t 2t
)(
p
q
)
+ 2t (p,q)
(
s
s
)
+ ts2 + t
3
2
m2.
(A.10)
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The determinant of this matrix is 3t2, inverting it and
integrating the momenta, we find
(c) =
1
16
N2dΓ
(
d
2
)2∫ ∞
0
dt
1
(3t2)d/2
e−t
1
3 s
2−t 32m2 . (A.11)
We expand the diagram (c) in the second power of the
transferred momentum s and obtain the coefficient
− 1
16
N2d
3d/2+1
Γ
(
d
2
)2
Γ(2− d)
(
3
2
m2
)2−d
≈ −N
2
d
144
1

.
(A.12)
For the diagram (f), after integrating over py and qy, we
find two terms. The first one is
(f1) =
∫
ddpddq
8(2pi)d
1
p2 + 12m
2
1
p2 + q2 + (p+q)2 + 32m
2
,
(A.13)
and the second one is
(f2)=
∫
ddpddq
8(2pi)d
1(
p2 + q2 + (p+ q)2 + 32m
2
)2 . (A.14)
In Schwinger’s proper time representation, rewriting the
propagator as an integral, we get
(f2) =
1
32
N2dΓ
(
d
2
)2 ∫ ∞
0
dt
t
(3t2)d/2
e−t
3
2m
2 ≈ 1
96
N2d
1

.
(A.15)
Replacing first s→ s/3 and then t→ t(1−u) and s→ tu,
we have
(f1) =
1
8
1
(4pi)d
∫ ∞
0
e−
3
2m
2s− 12m2t dtds
(3s2 + 2st)
d/2
=
N2d
32
3d/2−1
(
1
2
m2
)2−d
Γ
(
d
2
)2
Γ(2− d)
×
∫ 1
0
du
(2u− u2)d/2
. (A.16)
Calculating the integral with respect to u, finally gives
(f1) ≈ 1
32
N2d
1
2
+
1
64
(
ln
4
3
)
N2d
1

, (A.17)
and all together
(f) ≈ 1
32
N2d
1
2
+
1
64
(
ln
4
3
+
2
3
)
N2d
1

. (A.18)
We also calculate the one of the three-loop diagrams (h),
representing it in terms of two parts:
(h1) =
1
16
∫
ddp
(2pi)d
ddq
(2pi)d
ddk
(2pi)d
1(
(p+ s)2 + q2 + (p+ q)2 + 32m
2
) (
(p+ s)2 + k2 + (p+ k)2 + 32m
2
) (A.19)
and
(h2) =
1
8
∫
ddp
(2pi)d
ddq
(2pi)d
ddk
(2pi)d
1(
(p+ s)2 + q2 + (p+ q)2 + 32m
2
)
(q2 + (p+ q)2 + k2 + (p+ k)2 + 2m2)
, (A.20)
where s is the transferred momentum. The two propagators we rewrite in the Schwinger’s proper time representation.
Then, transforming the variables to t1 = tu, t2 = t(1 − u), with the Jacobian: tdtdu, and using the two vectors
B = (1/3, 0, 0) and (p,q,k) and, finally, the matrix
A =
1
3
 2 u 1− uu 2u 0
1− u 0 2− 2u
 , (A.21)
we obtain
(h1) =
1
16
1
8
1
9
N3dΓ
(
d
2
)3 ∫ ∞
0
dt
t
t3d/2
×
∫ 1
0
du
1
(detA)
d/2
e−
1
3 ts
2+tBA−1Bs2− 12 tm2 . (A.22)
Expanding it to the second order in the transferred mo-
mentum s2 results in
(h1) = − 1
1152
1
9
N3dΓ
(
d
2
)3
Γ
(
3− 3d
2
)(
1
2
m2
)3d/2−3
×
∫ 1
0
du
1
(detA)
d/2
. (A.23)
Evaluating this integral gives
(h1) = − 1
864
N3d
1
2
+
ln(9/2)
1728
N3d
1

. (A.24)
In a similar way, we calculate (h2). Putting the two
together gives the answer:
(h) ≈ − 1
432
N3dg
3 1
2
− 1
864
N3dg
3
(
2− ln 27
16
)
1

. (A.25)
Collecting the diagrams, −3/2(d) + 3/4(e) + 3(f), and
equating it to the counter term, we find the multiplicative
11
(a) (b) (c)
(d) (e)
(f) (g)
(h)
FIG. 3. Diagrams for the φ4-theory
renormalization factor in the second order of the pertur-
bation series:
Zg(g)=1 +
3Ndg
8
1

+
9N2dg
2
64
1
2
− 3N
2
dg
2
64
(
ln
4
3
+
2
3
)
1

.
(A.26)
In a similar way, for the Q2 insertion, we find from the
sum of the three diagrams: −1/2(d) + 1/2(e) + 1/2(f),
the multiplicative renormalization factor in the second
order of the perturbation series:
Z2(g) = 1 +
Ndg
8
1

+
N2dg
2
32
1
2
− N
2
dg
2
128
(
ln
4
3
+
2
3
)
1

.
(A.27)
The diagram −1/6(c) + 1/4(h) gives immediately the
pitch-field renormalization constant in the third order of
the perturbation series:
Z(g) = 1− N
2
dg
2
864
1

− N
3
dg
3
3456
1
2
+
N3dg
3
3456
(
2− ln 27
16
)
1

.
(A.28)
Next, using Eq. (A.4), we find the β function in the sec-
ond order of the perturbation series:
β(g) = −g + 38Ndg2 − 332
(
ln 43 +
17
27
)
N2dg
3. (A.29)
Using Eq. (A.5), we find in the third order of the pertur-
bation series:
η(g) = 1432N
2
dg
2 + 11152
(
ln 2716 − 2
)
N3dg
3. (A.30)
And using Eq. (A.6), we find in the second order of the
perturbation series:
η2(g) = − 18Ndg + 164
(
ln 43 +
14
27
)
N2dg
2. (A.31)
In the critical point, the free energy settles in into a
fixed-point free energy. Solving the fixed-point equation:
β(g∗) = 0, for the fixed point vertex g∗:
Ndg
∗ = 83+
16
9
(
ln 43 +
17
27
)
2, (A.32)
we find the critical exponents η up to the 3 and η2 up
to the 2 terms of the  expansion:
η = 4243
2 − 419683 (94 + 108 ln 2− 135 ln 3) 3 (A.33)
and
η2 = − 13− 19
(
ln 43 +
20
27
)
2. (A.34)
Let us consider a rescaled Ginsburg-Landau free energy
density at a renormalization group fixed point valid for
large spin-blocks of size L:
1
2
τLη2+η Q2 +
g∗
4!
L3η/2+d−2 Q4 +
1
2
Lη (∇Q)2 − hQ.
(A.35)
Comparing pairwise two terms in it on the correlation
length scale and using the definition of the critical expo-
nent ν for the correlation length: ξ ∼ 1/|τ |ν , we obtain
(2 + η2)ν = 1,
γ = 1− (η2 + η)ν,
2β = 1− (2− d+ η2 − 12η) ν, (A.36)
δ = 3 +
ν
β
(
2− d− 32η
)
,
α = −2β + 1 + (η2 + η)ν,
where for instance the first line follows from the first and
the third terms. We observe that the scaling relation-
ships, specified in Eq. (55) in the main text, hold exactly
for any value of η2. Remembering that d = 2 − , we
can find the chiral critical exponents in terms of the 
expansion, presented in Eq. (56). Although in the first
 order our critical exponents coincide with that of the
3D Ising model, in the next 2 order they transform into
the critical exponents of the 2D Ising model with strong
dipolar interactions [19].
The Garel and Doniach model studied in this paper is
anisotropic and consequently the correlation length criti-
cal exponents are anisotropic, νx 6= νy. As can be clearly
seen in this Appendix, the critical exponent of the corre-
lation length in x-direction, ν = νx, was found. Besides,
νy needs not be recalculated, as it is connected to νx
through the critical exponent of the correlation function
of the helical state, η. To wit, a complete set of critical
exponents is presented in the current manuscript.
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