One of the most promising methods of GNSS meteorology is GNSS Tomography. This method can be used for the determination of water vapor distribution, which contributes to the reliability of weather forecasting and early warning of severe weather. Therefore, GNSS Tomography is a valuable source of information for meteorological and weather forecast. The system of equations of this problem is mixed-determined because propagated signals do not pass through some of the model elements within the area of interest. Consequently, the normal matrix is close to singular without any unique solution. To avoid singularity and achieve a unique solution, additional sources or horizontal and/or vertical constraints are usually applied. Here, three schemes have been considered for remedying the rank deficiency of the problem. In the first scheme, minimum horizontal and vertical constraints were imposed on the system of observation equations. Then, we have defined three schemes to evaluate the impact of Virtual Reference Stations (VRS) in comparison to horizontal and vertical constraints in the sparse GNSS network. Within a network of Austrian GNSS reference stations these schemes have been analyzed and validated with available radiosonde profiles for the period DoY 245-256 in 2017. According to our results, the consistency of the estimated refractivity field with radiosonde profiles in the dense GNSS network was generally better (RMSE 2.80 ppm) than for the two other schemes in the period of interest. Moreover, in the sparse GNSS network, the average of RMSE for schemes with VRS stations and constraints equation was about 3.02 and 3.27 ppm, respectively. Hence, the obtained results illustrate that applying VRS stations in the sparse GNSS network can lead to a better solution in comparison to applying horizontal and vertical constraints.
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Introduction
GNSS satellites are used mainly in positioning and navigation applications. However, GNSS observations can be utilized for the reconstruction of the water vapor content of the troposphere due to the continuous pass of GNSS rays through the atmosphere. One of the favorable methods to estimate the spatio-temporal structure of the troposphere is GNSS Tomography. In this method, the troposphere is discretized into a number of cells, named voxels, for each of which the amount of water vapor is to be determined. The quality of the estimated field depends on a number of factors such as the constellation of GNSS satellites, the topological distribution of GNSS stations, the spatial resolution of the tomography model, the integration time, the reconstruction method and the initial field (Bender and Raabe, 2007; Brenot et al., 2018; Chen and Liu, 2014; Guerova et al., 2016; Möller, 2017; Rohm, 2012a; Rohm and Bosy, 2009; Rohm et al., 2013; Shangguan et al., 2013; Troller, 2004b) .
In practice, the number and distribution of STDs (Slant Tropospheric Delays) are in general not sufficient to enable reconstruction at the demanded resolution in meteorology applications. At this resolution, the inversion problem is ill-posed with several possible solutions. In the last decade, much effort has been applied to obtain a unique solution by adding additional constraints Mashhadi-Hossainali, 2014, 2015; Bender et al., 2011; Benevides et al., 2016; Flores et al., 2000; Gradinarsky and Jarlemark, 2004; Guo et al., 2016; Manning et al., 2012; Möller, 2017; Rohm, 2012b; Rohm and Bosy, 2009; Rohm et al., 2013; Troller, 2004a; Trzcina and Rohm, 2019; Xia et al., 2013; Zhao et al., 2018 Zhao et al., , 2019 . Flores et al. (2000) applied horizontal constraints, vertical constraints and boundary conditions using the Singular Value Decomposition (SVD) to solve the tomography problem. This kind of constraints has been developed by many troposphere tomography scientists to obtain a unique solution (Champollion et al., 2005; Hirahara, 2000; Lutz, 2008; Perler, 2011; Perler et al., 2011; Rohm and Bosy, 2011; Rohm et al., 2014; Troller, 2004b) . Zhang et al. (2017) proposed an improved tomography approach based on adaptive Laplacian smoothing (ALS) and ground meteorological observations. According to their results, the consistency between the reconstructed field and reference data will be enhanced compared to the constant Laplacian smoothing. Adavi and Mashhadi-Hossainali (2014) successfully used the Virtual Reference Stations (VRS) concept to estimate a unique solution of the tropospheric tomography problem. Moreover, applying independent sets of constraints like radiosonde measurements and radio occultation profiles is another method to remedy the rank deficiency of the tomography problem (Bender et al., 2011; Foelsche and Kirchengast, 2001; Xia et al., 2013) . Rohm and Bosy (2011) added a set of parameters from the analysis of air flow to the corresponding system of equations for solving the tomography problem. During recent years, some researchers have estimated the 3-D field of tropospheric wet refractivity (N w ) using the integration of Interferometric Synthetic Aperture Radar (InSAR) and the GNSS tomography model (Benevides et al., 2015 (Benevides et al., , 2016 Heublein, 2019) . Benevides et al. (2018) introduced Atmospheric Infrared Sounder (AIRS) remote sensing data to initiate and update a 3-D tropospheric wet refractivity field.
In this research, we have investigated the impact of using Horizontal and Vertical constraints against the VRS concept. An Austrian GNSS network of twenty-one stations with a mean inter-station distance of about 40 km has been considered to reconstruct the wet refractivity field for evaluating the effect of different constraints in the solution quality. To analyze the accuracy of the tomography solution in case of a more sparse GNSS network, the number of GNSS stations has been reduced to fifteen. In this situation, the impact of using horizontal and vertical constraints in comparison to introduce observation of VRS stations becomes significantly stronger.
In the following, the tomographic reconstruction of the refractivity parameter (Sect. 2) is provided. In this section, the Tomography constraints and the concept of VRS are introduced. Then, the study area and the designed tomography model using the resolution matrix concept are detailed in Sect. 3. In Sect. 4 the tomography results of the defined schemes are compared to radiosonde data. Discussion and conclusions are presented in the last section.
Tomography Concept
To reconstruct the spatiotemporal refractivity field a large number of Slant Tropospheric Delays (STD) are combined in GNSS tomography (Flores et al., 2000) using the follow-ing equation (Bevis et al., 1992) :
where N represents the refractivity parameter and S is the differential ray path between a satellite and a receiver. Due to the high variation of water vapour in space and time, Eq. (1) is mainly used to model the wet part of the refractivity field (N w ). Therefore, we can rewrite Eq. (1) as below:
In GNSS signal processing, the Slant Wet Delay (SWD) is not computed directly but its components ZWD (ZTD − ZHD), G N and G E are estimated by means of the Bernese GNSS software (Dach et al., 2015; Möller, 2017) :
where, ε and α are the satellite elevation and azimuth angles. ZWD, G N and G E are the wet delays in the zenith direction and horizontal gradients in the north-south and east-west, respectively. Furthermore, VMF1 w (ε) and mf g (ε) are the Vienna Mapping Function 1 and Chen-Herring mapping functions for ZWD and horizontal gradients (Böhm et al., 2006; Chen and Herring, 1997) .
As observations are made in discrete form in practice, so to estimate a numerical solution for wet refractivity by Eq. (2), the troposphere should be discretized to a finite series of 3-D elements (voxels). Consequently, Eq. (2) is changed to discrete form as follows (Flores et al., 2000) :
Here, SW D is the observation vector of size (m × 1) and N w is the unknown parameters vector of size (n × 1). The number of observations (m) depends on the number of GNSS stations, the number of satellites and the time resolution of the tomography model. A is the coefficient matrix of size m × n which contains the length of ray i inside the model element j (d ij ) (Rohm and Bosy, 2009 ):
As the design matrix A characterizes the mapping of the unknown parameters on the observation vector, A is related to the geometry of the model, the geometry of the measurements as well as the temporal resolution of the reconstruction (Bender et al., 2011; Lutz, 2008; Troller, 2004b) .
The kernel matrix A is non-singular if information related to model's voxels are complete. Nevertheless, the inverse of matrix A does not exist and matrix A −1 is singular. In GNSS tomography due to a sparse station distribution, it is relatively hard to retrieve enough information in all model elements and so some voxels are under-determined. In this situation, the null space of the design matrix has a non-trivial (N (A) = 0) solution and as a result A is non-invertible. Accordingly, Eq. (4) is ill-posed. Hence, it is necessary to add some constraints or initial fields (see Sect. 2.1) and apply regularization methods to solve the system of Eqs. (4).
Here, we have used the Landweber method. It is one of the classical iterative schemes from the Simultaneous Iterative Reconstruction Technique (SIRT) family and defined as follows (Hansen, 1998; Kaltenbacher et al., 2008) :
where λ k is a relaxation parameter which is defined as 0 < λ k < 2 A T A −1 2 (Elfving et al., 2010; Hansen, 1998) . The initial values of N w that are necessary for Eq. (6) are extracted from the AROME model (https://www.zamg.ac.at/ cms/de/forschung/wetter/arome, last access: 13 November 2019). Similar to other iterative regularization methods, obtaining the best-reconstructed solution is completely dependent on the iteration number k which can be considered as a regularization parameter (Hansen, 1998; Rasmussen, 2001) , as well. In other words, after the kth iteration number, a regularized solution often converges to the least squares solution (Hansen, 1998) . This phenomenon is referred to as semiconvergence in the iterative regularization methods (Elfving et al., 2014 (Elfving et al., , 2010 Hansen, 1998; Nikazad, 2007; Rasmussen, 2001) .
Consequently, we need to use stopping rule strategies to converge to the expected value. The most reasonable stopping rule is to obtain a minimum discrepancy between estimated values and a priori information (Nikazad, 2007) . However, in practice, the values of the desired solution may be not available. Therefore, other methods, like Discrepancy Principal (DP), the L-Curve method, Flattest Slope (FS) and Generalized Cross Validation (GCV) might be applied (Golub and von Matt, 1996; Hansen, 1998; Wu, 2003) . In this study, because of access to the radiosonde data, the iteration was stopped when the RMSE of the reconstructed image was minimized.
Tomography constraints
As not all voxels are penetrated by GNSS signals, the model null space is not trivial. Consequently, the design matrix A in Eq. (4) is a large sparse matrix that is badly ill-conditioned. Therefore, some constraints have to be applied to repair the rank deficiency of the structure matrix A.
One of the most used methods is to define horizontal and vertical constraint equations. In our approach, hori- zontal constraints are based on the Gaussian inverse distance weighted function, where each wet refractivity is the weighted mean of the neighboring voxels at the same layer (Flores et al., 2000; Rohm and Bosy, 2011) :
In addition, vertical constraints are added to Eq. (4) with the purpose to determine the characteristic of the wet refractivity field in this direction. Here, we have applied an exponential law according to Davis et al. (1993) which is defined as follows (Elósegui et al., 1998; Yang et al., 2018) :
where h j and h j +m are the height of voxel j and voxel j + m, respectively. Moreover, H is the wet scale height, which varies between 1 to 2 km (Kleijier, 2004; Yang et al., 2018) . By adding Eqs. (7) and (8) to Eq. (4), an expanded tomography model can be formulated:
In Eq. (9), H and V are the coefficients of the horizontal and vertical constraints.
The Concept of Virtual Reference Station
Virtual Reference Stations (VRS) are points of interest for which synthetic GNSS observations are calculated from neighboring GNSS permanent stations data (Al-Shaery et al., 2011; Odijk, 2002; Zhang et al., 2009) . In Austria, EPOSA (Echtzeit Positionierung Austria) offers VRS observations for any point within the GNSS network, which consists of about 35 national distributed sites. For our study, the EPOSA service (http://eposa.oebb.at/, last access: 13 November 2019) has been used for computation of the desired VRS data. Moreover, we have used the Bernese GNSS software to process of GNSS observation in order to estimate the zenith tropospheric delay (ZTD). After that, we applied Eq.
(3) to calculate SWD observations for Eq. 4) (Adavi and Mashhadi-Hossainali, 2014; Dach et al., 2015) . The flow diagram of these steps is illustrated in Fig. 1 .
Case Study
The region used in this study covers the area of the EPOSA GNSS network. As shown in Fig. 2 , our case study includes data from 21 multi GNSS stations, which are mostly located in the eastern part of Austria. In this study, we have only used GPS and GLONASS observations because in 2017 only a minor number of active Galileo satellites was available and Beidou satellites were not be tracked by the used receivers. On the other hand, by analyzing a slightly limited observation scenario is well suited to focus on the effect of constraints in the tomography solution.
In addition, the height of the GNSS stations varies from 220 to 860 m. Therefore, significant height differences (around 550 m) exist which will impact the accuracy of the reconstructed field (Troller, 2004b) . Moreover, DoYs 245-256 in September 2017 was chosen as a period of interest due to the unstable weather conditions in the period (see Fig. 3 ). In Fig. 3 precipitation and relative humidity were obtained from the AROME model and radiosonde observation, respectively.
For parameterization above the area of interest, we need to select an optimum size of the model elements. Here, the model space resolution matrix (R m ) concept (Adavi and Mashhadi-Hossainali, 2014) has been applied to select an optimal horizontal resolution of the tomography model between 40 and 70 km (see Fig. 4 ). According to this tool, an optimal resolution is obtained when the resolution matrix is close to identity (Aster et al., 2003) . In this situation, the number of poorly resolved model elements by GNSS signals (shaded voxels in Fig. 4) , is decreased. Consequently, resolution matrices have converged to the identity matrix (see Fig. 4d ). However, as the refractivity is considered as constant value in each voxel, the model elements should not be too large. Hence, 60 km was selected as the optimum horizontal resolution. In vertical direction, an exponential model was applied (Manning, 2013; Möller, 2017; Perler, 2011) . Moreover, in this research the time resolution of the tomographic model was chosen to be 1 h that means 24 epochs in each day.
Numerical Results
In this section, we evaluate the quality of the reconstructed refractivity field according to Eq. (9) in comparison with the VRS stations concept. Therefore, three different schemes have been considered as explained below: Scheme 1. GNSS Reference Stations + Horizontal Constraints + Vertical Constraints. This allows us to analyze the impact of VRS station data and the applied constraints equation in a sparse GNSS network. Figure 5 illustrates the distribution of GNSS and VRS stations in Schemes 1 and 2. In addition, the distribution of GNSS stations in Scheme 3 is the same as for Scheme 2 without any VRS stations. Moreover, as shown in Fig. 5b VRS stations have been purposely placed at the corners of the voxels due to the fact that the minimum number of virtual stations, which solve the rank deficiency of matrix A is attained when VRSs are placed at the corners of the voxels (Adavi and Mashhadi-Hossainali, 2014) .
To illustrate the ability of VRS station data to improve the resolution of model elements, especially in the boundary layers, Fig. 6 shows the model elements of resolution matrix in different layers. According to this figure, some voxels are empty in the first and second layers (see Fig. 6a ), but by adding VRS stations, all voxels are crossed by GNSS sig- nals (see Fig. 6b ), and the rank deficiency of the problem is solved.
To analyze the efficiency of the three schemes, the reconstructed refractivity profile at the position of the Vienna radiosonde station (see Fig. 5 ) has been compared to the corresponding wet refractivity profile which is computed from the radiosonde data. This comparison has been done for each day at 00:00 UTC. Therefore, the AROME intial field and the RS data were interpolated to the center heights of the voxel model (see Intpol RS profile in Fig. 7 ). According to Fig. 7 , up to a height of 5 km, the agreement between the reconstructed profiles and the radiosonde profile is about 0.93, 1.016, and 1.08 ppm for Schemes 1 to 3, respectively. Therefore, compared to the AROME initial field profile (RMSE: 1.71 ppm), all tomography schemes provide an improved consistency with RS profile in lower parts using tomography estimation. Nevertheless, in the upper parts, differences between these profiles become visible. They can be attributed to a real difference in atmospheric conditions which are sampled at different locations and times or an insufficient number of GNSS rays in the intended voxels (Shangguan et al., 2013) .
As shown in Table 1 and Fig. 8 , the average of RMSE in Scheme 1 is about 2.80 ppm. Moreover, the average of RMSE for the second and third scheme are 3.02 and 3.27 ppm. Therefore, the accuracy of Scheme 1 (21 GNSS stations) is generally better than Scheme 2 (15 GNSS stations + 2 VRS 
Conclusion
In this paper, we have analyzed the impact of different constraints on the accuracy of the reconstructed refractivity field. For this purpose, data from a GNSS network located in the Austrian region has been used. Then, we have defined three different schemes to reduce the elements of the model null space to the trivial ones. In the first scheme, minimum horizontal and vertical constraints were added to the system of observation equations. Then, we have left out five real GNSS stations but added data of two additional VRS sites to focus on the accuracy of reconstructed field using the VRS stations concept in a sparse GNSS network. In the third schemes, to evaluate the accuracy of estimated parameters by the previous schemes, we have applied constraints to the tomography model in the sparse GNSS network. According to our results, the RMSE of the reconstructed refractivity field in the dense GNSS network with respect to the radiosonde profile was about 2.80 ppm for a period of interest. Moreover, in the sparse GNSS network, the average of RMSE for schemes with VRS stations and applied constraints was about 3.02 and 3.27 ppm, respectively. Consequently, the quality of reconstructed refractivity profiles in Scheme 1 was generally better than two other schemes. Besides, according to these results applying VRS stations in the sparse GNSS network can lead to a better solution in comparison to just applying vertical and horizontal constraints. We can conclude that, the refractivity field can be reconstructed using VRS stations with acceptable accuracy when one of the following conditions exists: (1) the distance between GNSS stations are larger than the horizontal resolution, (2) topography is too rough, (3) some GNSS station are not working for a short period of time. Nevertheless, applying VRS stations in dense GNSS networks is not recommended as it might increase the inconsistency between the reconstructed field and the reference solution.
