The fine-structure constant α [1] is a constant in physics that plays a fundamental role in the electromagnetic interaction. It is a dimensionless constant, defined as: In this paper, it will be explained that the fine-structure constant is one of the roots of the following equation:
2 0 ℎ = 0.0072973525664 (1) Being q the elementary charge, εo the vacuum permittivity, h the Planck constant and c the speed of light in vacuum. The value shown in (1) is according CODATA 2014 [2] .
In this paper, it will be explained that the fine-structure constant is one of the roots of the following equation: cos( −1 ) = −1 (2) being e the mathematical constant e (the base of the natural logarithm). One of the solutions of this equation is:
= 0.0072973520977 (3) This means that it is equal to the CODATA value in nine decimal digits (or the seven most significant ones if you prefer). And therefore, the difference between both values is:
· 100 = 0.00000642% (4)
This coincidence is higher in orders of magnitude than the commonly accepted necessary to validate a theory towards experimentation.
As the cosine function is periodical, the equation (2) has infinite roots and could seem the coincidence is just by chance. But as it will be shown in the paper, the separation among the different solutions is sufficiently high to disregard this possibility.
It will also be shown that another elegant way to show equation (2) is the following (being i the imaginary unit):
Introduction
The fine-structure constant α [1] plays a substantial role in the electromagnetic interaction and it is defined as:
Being q the elementary charge, εo the vacuum permittivity, h the Planck constant and c the speed of light in vacuum. The value shown in (1) is according CODATA 2014 [2] .
In this paper, it will be shown that α is one of the roots of the following equation (being e the mathematical constant e, base of the natural logarithm):
With the stunning precision of 0.00000642%.
Roots of the equation
We can solve equation (2) using the following steps:
We apply the function arccosine to both sides of the equation:
Now, we have to be careful with the arccosine function. It is multivalued. Normally it is defined to take only the value between 0 and π. And all the results are separated from this value by multiples of 2π. This means the way of expressing equation (7) having all the possible solutions is:
Being n all the integer numbers. We can check that for n=-22, we have:
It could be surprising that the value is negative but this is not strictly true. It is negative due to the interval we have defined for the arccosine (the standard one between 0 and π). We can choose the interval between -π and 0, instead. As the cosine is an even function, the value of the arccosine in this range (-π and 0), will be the same as in the standard interval (between 0 and π) but with opposite sign. This means that the value -1.1940688… is also a valid value of the arccos(e -1 ). This is, the following equation -in which the arccosine is defined again according the standard interval (0 to π)-is also valid:
This time, we take n=22 to get:
And we get the positive value, that it is also a valid solution for equation (2) as it can be checked easily: But one question we can have now is the following. As the equation (2) has infinite solutions, could it be that they are so many, that one of them will have in any case the value we want? The comparison with the real value of the fine structure constant will be checked in the next chapter. But what we can do now is to look for the neighbor solutions of the ones we have taken. Are they very near? Or is there enough separation to start disregarding the problem "I have chosen the solution I want" issue?
The nearest solutions to the value calculated in (11) are:
In equation (10) with n=22 we find 0,00717235881822185 (14) In equation (10) with n=23 we find 0,00751083661989347
The comparison with the real value of the fine-structure constant will be done in the next chapter, but here we can at least calculate the relative distance between solutions. Are they sufficiently near to say that we are cheating choosing the solution we need from an infinity variety of solutions? (17) These distances in the order of units of percentage could seem small. But as we will see in the next chapter 3, the degree of precision between value in (11) compared to measured value of the fine-structure constant is so high, that we will see that these distances are really huge. The distances are sufficiently high to say that the coincidence between values is not related to having a lot of solutions and choosing the one that it is nearest of the value we need.
So, as a summary of this chapter, we can say that we have calculated in (11) that the value 0.00729735209773166 is a root of the following equation (2):
We have calculated also the neighbor solutions to this one. With this information, we will go the next chapter. We will compare this value with the measured value of the fine-structure constant.
Comparison of the root of the equation with the measured value of the fine structure-constant
We have calculated that the roots of the equation:
can be found using the following (being n an integer):
For the specific case when n=22, we get the root:
In parallel we have that the CODATA 2014 [2] value of the fine-structure constant is:
The first comment we have, just comparing them, is that they are exactly the same in the first nine decimal digits (0.007297352) (seven if we only count significant digits).
If we calculate the difference in percentage we have:
This precision in coincidence is orders of magnitude higher that the exactitude needed in an experimental result to validate a theory. If we see it in parts per unit, it corresponds to a coincidence up to 6.42·10 -8 parts per unit. Or you can see it as 0.0642 parts per million.
Now, compare this with the 1.71% and 2.92% distance to the neighbor solutions in (16) and (17). The distance is so high compared to the precision in coincidence that I do not know really what else to comment here.
Exponential form of the equation
We can transform the equation (2) to an exponential form doing the following steps.
The cosine function has the following exponential form as it can be checked in [3] , being i the imaginary function:
Now, we apply above equation to (2):
cos(
Where equation (21) is the same as equation (2) but expressed via exponential functions. This means, the root 0.00729735209773166 keeps being a root also for equation (21). The first thing that draws attention of equation (21) is the beauty of its antisymmetry. All the signs are interchanged between left and right-hand side except the last exponential e -1 that should be e
+1
. This breaks the symmetry of the antisymmetry whatever this means.
I will explain the few things that we can conclude regarding this equation in the chapter 5.3.
Interpretation of the equation
As you can imagine, if I knew it, that would be one of the first things I would have explained in the paper. At this stage, is unknown. We only know that it works. Anyhow, there is some information we can get from it.
Interpretation of the cosine
We will start with the interpretation of the cos(α . This means, we could try to relate it the electromagnetic interactions in the atom. Let's see the equation (2) once again:
If we check the equation literally, the left-hand side is a cosine, so we could understand that α -1 is an angle in radians. If we take α(11) The value of α -1 is:
As one turn is 2π, this is higher than one turn. Let's separate in turns and check the remaining angle: That would mean almost 22 turns, not arriving by this -1.1940… radians. This is logic as it is the way α was defined in equation (11).
Now that we understand α -1 as an angle, let's go back to the atom. Imagine that the nucleus emits a photon that has an intrinsic property related to the electromagnetic interaction that is represented by a vector. This vector can rotate as the photon moves along or could be static (we do not know).
In parallel, the electron has a complementary property related to the electromagnetic in-teraction also represented by a vector (that also can be rotating or static).
So, when the photon arrives to the electron, the electromagnetic interaction between them is related to relative positioning of these vectors at the moment of interaction. When we talk about relative positioning between vectors, we can talk about projection of one of them onto the other. Or even we can talk about the most common scalar or dot product (that takes into account the angle between the vectors to obtain the result of the product).
[5] Anyhow, in both cases, this relation between the position of the vectors is shown using the cosine of the angle between them [5]. This means, in equation (2) the cos(α -1 )
would be related with the interaction of these two properties of the photon and of the electron. More accurate, it would be related to the relative positioning of their vector (or in general orientation) at the moment of interaction.
Even, we could think about, in possibilities like when this angle of interaction is not α -1 or in the range of it, the interaction is too small or even inexistent. This would explain that only certain levels of energies of the electron exist in the atom. In the positions where for whatever reason this interaction does not have a certain angle (due to distances, synchronizations, rotations etc…) the electron does not interact with the photon. And it tends to go to stable levels where the photons interact and tends to keep the electron in that orbit.
One logic question we could have is: and why α -1 is higher than 2π? The cosine will be the same in a lower value than 2π. And even, if we take the above model literally, the angle between vectors will be always lower than 2π. The only explanation I can think about is that the equation (2) is not an equation of a theory, but a remnant (a sub product if you want) of a more complex equation, after several simplifications or stablishing specific points of operation (boundary conditions). This means, α -1 is not only the final angle of interaction, but includes also, for example the number of rotations that the vector of the photon or of the electron has made before the interactions. Probably, to arrive to this stability point where the electron has an allowed orbit, some synchronization has to be done between the number of rotations of the electron vector, the time to the photon to arrive etc… that gives that these 21 rotations (see equation 23) are necessary to arrive to the remnant angle 5.0891…
Interpretation of the right-hand side of the equation
Finding an interpretation for this is really difficult, so this chapter will be even more speculative than the previous one. As the meaning of e -1 is really obscure, what we can do is, instead of trying to understand it, we will try to make reverse engineering of which type of equations could lead to that result.
First, we have the obvious:
But it is more interesting, the following:
A typical meaning of an equation like this would be the following: e -x would represent a field or a magnitude (with spherical symmetry and that is zero at infinity) that has to be integrated from a certain point towards infinity. This "certain point" could be the Bohr radius, the radius of the electron or the radius of the proton or something related. The issue is that this point or radius is not given in meters, but in normalized units. This means, the variable x would be:
So, the starting point would be 1. And that is the reason that the value of the magnitude e -x once integrated is e -1
. As you can see, all of this, is completely speculative and just some ideas of where the equation (2) could come from. And as commented in 5.1, all points to the idea that equation (2) is not a complete equation of a theory but the result of a more complex equation, when applied at a specific point or boundary conditions.
Another typical way of getting e -1 would be in an equation like the following:
Now if we apply the exponential to both sides, we get:
In the case of equation (2), we even could try to have an idea of what f(x) could be, as it should hold:
This means, that the cos(α -1
) should be the result of the division of the value of a function in two different points. The different possibilities could be checked via trigonometric relations or even the exponential representation. And probably we could try to understand why the equation (28) was defined in the first place.
Interpretation of the exponential form of the equation
In chapter 4, we found the following exponential form of the equation:
And it was demonstrated that was exactly the same equation as (2) with the same roots.
As we know, the exponentials that only have imaginary part (not real part in the exponential) represent rotations in the complex plane [3] : Another thing we can comment is that we can get rid of these e -1 just multiplying by e both sides of equation (21): 
Conclusions
In this paper, we have explained that the fine-structure constant has this measured value 
Has a root that is = 0.0072973520977 (3) This means, it is equal in the 9 first decimal digits and has a difference compared to the measured value of:
That is much higher in coincidence than the commonly accepted necessary to validate a theory towards experimentation.
Later some interpretation of equation (2) have been given, mainly understanding that it should be related with the electromagnetic interactions inside the atom. Also, the following exponential form of equation (2) has been commented:
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