A method for the automatic estimation of spectral signatures in multitemporal remotely sensed images is proposed. The method resembles relative atmospheric corrections techniques where a linear relationship between image bands across time is assumed. Before computing the regression coefficients an outlier filtering procedure is applied resulting in an improved accuracy in the estimated spectral signatures. The work compares also band-toband regression and multiple regression. Moreover the use of single model for all classes and one model per class is investigated. Scenes of two areas undergoing a rapid environmental degradation process were used as database to evaluate the proposed approach. The combination of outlier filtering with one regression model per class produced the best results for moderate to high percentage of change pixels in the multitemporal images.
Introduction
Supervised classification of remotely sensed images involves three basic steps: a) the photo interpreter selects some representative training data for each classe in the image, b) an automatic tool estimates the spectral signatures based on the training data and generates the first version of a thematic map using some classification model, and c) the photo interpreter refines the initial thematic map by incorporating some a priori knowledge not represented in the classifier used in step b .
A great effort has been done worldwide to build image interpretation systems able to carry out all these tasks automatically [1] [2] . This work presents an approach to generate the training data (step a) in an automatic fashion.
Although no explicit radiometric correction is performed, there is a close analogy between the methods considered here and relative atmospheric correction techniques [3] [4] [5] . In fact simple intuitive extensions to the procedure discussed in this work would suffice to convert this approach into a relative correction technique. The proposed methods, as well as relative atmospheric correction, are based on the assumption of a linear relationship between image bands across time [6] . Pixels that change from one class in the earlier image to a different class in the later image (change pixels) behave like outliers and affect the accuracy of these techniques.
This work proposes and investigates methods to filter the training data from outliers before estimating the coefficients of the linear relationship between image bands. The procedure discriminates between change and stable pixels by evaluating how well the linear model fits to them.
The next section describes the outlier filtering procedures considered in this study. The experiments performed to evaluate the performance associated to this method are explained in the section 3. Section 4 discusses the experiment results. The paper ends summarizing the main conclusions of this work. 
Problem Formulation
The problem considered in this work is illustrated in Figure 1 . An automatic classification system has three inputs: i) the multispectral image I A of some area acquired at date t A , ii) a reliable thematic map TM A relative to the image I A , and iii) a second multispectral image I B of the same area acquired at later date t B . The task of the system consists of generating a thematic map (TM B ) for image I B without any user intervention.
This work focuses on the step of automatic selection of training data. So the task for which an automatic solution is required consists of developing an automatic procedure to collect data examples from image I B for each land cover type, on the basis of the three system inputs.
First Basic Assumption
The basic assumption underlying the methods proposed in this work is that the differences in the land cover between I A and I B are moderate. This is in most cases a realistic assumption if the time elapsed between t A and t B is not long.
According to this assumption the thematic map TM A is a good initial guess for the thematic map TM B . Since most pixels are assumed to remain in the same class in both images (stable pixels), a representative training set can be built by picking up pixels from image I B assuming the class assignment defined in TM A .
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The inaccuracy of the spectral signatures estimated on the basis of such data will increase with the proportion γ of change pixels in the training set.
A more accurate estimate for the spectral signatures could be obtained, if one were able to identify the change pixels and refine the first guess by eliminating them from the training set before estimating the signatures. The second assumption provides a way to identify potential change pixels.
Second Basic Assumption
Changes in the atmospheric conditions, illumination and view angles and sensor calibration, among other factors, influence the spectral signatures. The proposed method assumes that all these factors affect the spectral response of a single land cover type quite in the "same way", so that the intensities of a stable pixel in the later image (I B ) can be estimated with a good accuracy by a linear function of the intensities of the same pixel in the earlier image (I A ).
Such a function is expected to fit well to stable pixels. For the "small" proportion of change pixels the function will in most cases not fit well. Therefore the distinction between stable and change pixels can be made on the basis on how well the function fits to them.
The Methods
The methods studied in this work start with the initial guess and refine it by identifying the change pixels and excluding them from the initial training data.
Clearly the performance associated to this proposal will depend on the function used to map pixel intensities from one image to another. Inspired by many previous approaches for relative atmospheric calibration four linear regression methods are considered in this study: a) Band-to-band regression, one model for the entire image, b) Multiple regression from several bands, one model for the entire image, c) Band-to-band regression, one model per class, and d) Multiple regression from several bands, one model per class.
The band-to-band regression models (cases a and c) take the form: 
In this equation y ij denotes de value of pixel i for band j in an later image and
x ij in an earlier image, β 0 to β p are the regression coefficients, and ε ij is the error term for images with p spectral bands.
In the cases a and b the land cover information is not taken into account, and a single model for all land cover types is assumed. In the cases c and d the model is fitted to each land cover type individually.
Many statistical tests have been proposed for detecting and rejecting outliers in linear regression models. (see [7] for a discussion of some approaches). Some of these tests base on the residuals r i given respectively by equations 3 (cases a and c) and equation 4 (cases b and d).
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By assumption, these residuals have independent normal distributions with zero mean and a constant variance. It is a common practice to scale the residuals so that they have unitary variance. So the normalized residuals where t (n-p-1) (1-α/2) is the upper 100(1-α/2)th percentile of a Stutendt's t distribution with (n-p-1) degrees of freedom. A confidence interval given by equation 6 not including 0 (zero), is a good evidence that the data point is an outlier. This work follows this reasoning to discriminate between change and stable pixels in the initial guess. Accordingly, the following sequence of actions is proposed to estimate the spectral signatures in the later image.
1. build a training set for the earlier image (TM B ) based on the later thematic map (TM A ) assuming that all pixels are stable, 2. apply the linear regression model, 3. eliminate from the training set pixels for which the error confidence interval does not contain the value 0 (zero), 4. compute the spectral signatures using remaining the pixels.
It is worth mentioning that for α = 0 (zero) corresponds to a method in which no outlier filtering takes place.
Experiment Design
Study Areas
The imagery available for this investigation consisted of spectral bands 3 to 5 of two pairs of Landsat TM-5 scenes mapped to RGB channels. The first pair of scenes was obtained in 1996 and in 1999 both during the dry season. They cover part of the Taquari Watershed in western Brazil.
In the second pair of scenes part of the Atlantic Forest in southeastern Brazil is depicted. They were obtained in 1993 and 2000 also during the dry season. Only segments with 400 by 400 pixels cropped from the scenes were used in the experiments.
A well trained photo interpreter performed the registration and classification of all images according to 9 different land cover types with the help of automatic software tools, eventually exploring additional information available in a GIS and applying some a priori knowledge about the covered areas.
In the experiments reported in section 4 the earlier image (I A ), its thematic map (TM A ) produced by the photo interpreter, along with the later image (I B ) were used as input to the system shown in Figure 1 : Structure of the Automatic Classification System. The thematic map corresponding to the later image produced by the photo interpreter (TM Bref ) was considered as the reference training data for performance evaluation.
Building the Dataset
The first basic assumption (section 2.2) requires a low percentage (γ) of change pixels in the initial guess. In order to have control over this parameter during the experiments not all change pixels were included in the data set. For each land cover type a number of change pixels were randomly selected for training. This number was given by the product between γ and the number of stable pixels of the corresponding land cover type in TM A . Beyond the so selected change pixels all stable pixels were included in the training data.
Performance Metrics
The most representative training set of the land cover types for the image I B consists of all pixels of I B with the classes assigned in TM Bref . The spectral signatures estimated on the basis of such a training set were used in the experiments as reference.
The performance measure will be given by the average percentage of agreement between the outputs of a maximum likelihood classifier trained with the reference training set and with the filtered training set according to the proposed methods, whereby all classes were assumed to have a multivariate normal distribution. Figure 3 show the performance results respectively from the experiments on the imagery from the Taquari Watershed and from the Atlantic Forest. Each figure presents three graphs corresponding to different levels of confidence (α= 0.01, 0.05 and 0.09). Each graph presents five curves corresponding to the four methods outlined in section 3 (curves a to d), and to a method involving no outlier filtering (curve e in solid line). This last curve represents the initial guess without any outlier filtering.
Experiment Results
Figure 2 and
Each performance curve presents quite the same form across the graphs for both sites. As expected, the results are heavily dependent on the percentage of change pixels (γ) in the images. For γ below 3% to 5% outlier filtering brought no performance improvement. The last important observation is concerned with the level of confidence. Comparing the three graphs in each figure one notices that the best performance corresponds to the lowest value assigned to α in these experiments (=0.01). This happened in both sites for γ as large as 15%. 
Conclusion
This work investigates automatic methods to generate training data for change detection in multitemporal images. The method assumes a linear relationship between image bands across time, and applies an outlier filtering procedure to increase accuracy. The work also compares the use band-to-band regression and the multiple regression. Moreover the use of single model for all classes and one model per class is investigated.
Experiments performed on scenes from two different sites indicated that outlier filtering combined with one regression model per class generally improves classification performance. Multiple regression did not shown any important superiority over the band-to-band alternative.
