The paper illustrates an innovative procedure for experimental design in mixture analysis. It relies on D-optimal designs performed on the combinatorial explosion of five levels of components composition, keeping in mind the requirements of Central Composite Designs. The final response surface model is obtained by the formerly developed CARSO method.
Introduction
In chemical processes a number of fields involve products which are mixtures of several components. Under these circumstances the objective of industrial research is reaching a satisfactory level of all technological properties the mixture is expected to exhibit, keeping, at the same time, the cost of raw materials as low as possible.
The way mixtures are produced today is often based on established knowledge and tradition rather than on a scientific approach by chemometric strategies. Consequently it seems likely that most of the mixtures present on the market could be still improved, either in a way that the same properties could be reached at a lower cost or even that technological properties could be improved.
The state of art in mixture analysis is well described in textbooks [1] and brilliantly implemented in commercial software [2] . Based on our previous experience in optimization procedures [3] [4] [5] [6] [7] [8] [9] we present here the suggestion of an innovative strategy for designing experiments in mixture analysis called MAURO, as the acronym of Mixture Analysis under Response Optimization. It relies on D-optimal designs performed on the combinatorial explosion of five levels of components composition, keeping in mind the requirements of Central Composite Designs (CCD), which represents the best way to generate response surfaces. The final response surface model is obtained by the formerly developed CARSO method, where the surface equation is derived by a PLS model, invented by H. Wold [10] and developed by S. Wold and his coworkers in Umeå (Sweden) [11] , and finally studied at extreme points by Lagrange analysis.
All the software packages used in this study (CARSO [3] , DESDOP [4] and GOLPE [6] ) are inhouse programs written ad modified by one of us (MB) and are presently available only in DOS versions [12] . Calculations are performed on any personal computer, but the programs are better compatible with older versions of Windows.
Procedure
The anchor points wherefrom the strategy was developed were the following:
1) all planned experiments should contain all mixture constituents;
2) the philosophy to be followed is that of CCD, i.e. the lowest number of points, distributed in a balanced way within the multivariate space, so that the design is as centrosymmetrical as possible, with the addition of a few experiments at the central point ( Figure 1) ; the CCD strategy as such can be used profitably with two or three variables, otherwise it requires too many experiments or the risk for a loosely defined response surface is too high;
3) D-optimal designs are particularly suitable for selecting a fairly well balanced number of points from a number of candidates; since they generate, in this application, a non perfectly centrosymmetrical design struc-ture, the response surface equation cannot be derived by the usual ordinary regression method, but it can be easily computed by the CARSO procedure [3] ; 4) quite often there are several technological properties to be kept under control at the same time: each of them should be inside the operative range known to be appropriate; therefore, while each individual response can be studied on its own to understand how it is affected by the mixture composition, the overall behavior of the mixture is better studied in terms of a total desirability function.
All these criteria were taken into account when developing MAURO, but the key novelty is given by the choice of the design strategy: we decided to extract D-optimal designs from the combinatorial explosion of five levels (as in CCD) defined for each mixture component. Moreover, since the mixture composition is usually expressed in terms of percentages, the problem is fully defined by (n − 1) constituents and the remaining one, being the complement to 100 of the sum of all the others, can be kept out of the analysis.
Significant attention has to be paid to the selection of the "best" design. Since any D-optimal run produces similar but not identical results in terms of D-efficiency (there are many ways of picking up a few points out of hundreds or thousands in such a way that the volume of the polyhedron defined by the chosen points is more or less the same) a specific explanation of the criteria to be used for selecting the best design will be described in the next section.
Once one has chosen the best design, run the experiments and collected the required results, these should be modelled by an appropriate procedure. This method, called CARSO [3] , was published some twenty years ago by our group in Perugia and since then it has helped us to solve a large number of practical problems, although it has been used very little elsewhere.
The response surface equation is a quadric one containing, for each variable, the linear and the quadratic terms, plus all possible bifactorial interactions. The equation coefficients are usually derived by Multiple Linear Regression on the expanded X matrix when the data are collected according to a rigorous orthogonal design. Since data extracted by a D-optimal criterion are usually well rounded, but not strictly orthogonal, the regression method to be used is PLS. The quadric regression coefficients can be derived thereafter from PLS loadings, equalizing the PLS system to the regression equation.
The computed pseudo-coefficients define a response surface to be studied in order to search for its maximum point. The first step is to find out the stationary point, i.e. the only point in the domain where all partial first derivatives of y with respect to each x-variable are zero. However, this point can either be a maximum or a minimum or a minimax, and this can be sorted out by the signs of the second derivatives. In the latter case, which is by far the most frequent, the search is not finished: the maximum y value on the surface should be on one of the borders of the experimental domain. To this end, the extreme points (points where one or more variables are fixed at the border(s) value(s) and one searches for the point where the partial derivative(s) of the other(s) variable(s) is zero) should be investigated, and the y value at those coordinates computed.
On cutting the response surface at different y levels it is possible to generate an isoresponse diagram which gives information on the operative ranges. In case of multiple response one can either focus on the common ranges for all responses or compute individual desirability functions, which all converge to define a total desirability, given by the n-th root of their product. This total desirability function can be used to ensure the best compromise between the requirements of each individual response. Details for desirability functions are reported in a subsequent section.
Design Selection
D-optimal designs are straight optimizations based on a chosen optimality criterion and the model that will be fit. The optimality criterion used in generating D-optimal designs is that of maximizing [X'X], the determinant of the information matrix X'X. In other words it means suggesting a number of points from a larger number of candidates in such a way that they define the largest possible volume included in the polyhedron defined by these points in the multivariate space.
The problem we handled in the case study, details of which are reported in a subsequent section, referred to a mixture containing eight different components. When one of them, usually the solvent, is kept out of the design strategy, we have a 7-variables problem. If we wish to take into account as candidates all possible combinations of the seven variables at five levels (−1, −0.7, 0, 0.7, 1, in Since the D-optimal algorithm contained in our program DESDOP [4] , based on the Mitchell algorithm, can generate quite a number of designs with roughly the same efficiency, a number of required features should be decided a priori. In particular it should be decided whether the modelling is to be done by a linear or a quadratic equation, and the number of experiments one is prepared to carry out.
In principle quadratic designs are better than linear design in terms of D-efficiency because they cover a larger multivariate space, but they require a greater number of experiments:
many, we decided to apply the D-optimality algorithm using only the linear and quadratic terms, and excluding the interaction terms, which makes 14 experiments, and to compare it with linear models.
Therefore, in order to mimic the roundness of the philosophy of CCD, we decided that the number of points to be designed is 14, to which a few points at the design center (say four, to evaluate the consistency of replicates) should be added.
The first observation was that the results obtained on using the standard version of DESDOP were unsatisfactory. In fact, in order to select the largest possible volume included in the polyhedron defined by the points in the multivariate space, the standard design picks up only points with coordinate at vertices (−1, 1) or zero, whereas the intermediate levels (−0.7, 0.7) are never chosen. Accordingly we had to define and implement a dedicated version of DESDOP with constrained requirements.
The main constraint we had to apply was defining the allowed number of vertices: we focused our attention on 2, 3 and 4 vertices per object, since on increasing their number the results get closer to the traditional one. Moreover, we had to define a few criteria to select the "best" design among the different results obtained from each run. The same criteria can also be used to select the best number of vertices.
Although statisticians use well recognized parameters to compare designs, we decided to use three different criteria, all aimed to resemble the CCD features of roundness: the algebraic sum of the levels for each variable, computed variable wise and summed up on all variables, which should be as close as possible to zero as a measure of the design symmetry, together with the number of well centred variables and the number of missing variable levels for each object.
The results of the comparison, obtained on performing ten different runs for each situation, are reported in Table 1. The best compromise is found between the simmetry of the design and the number of missing levels: these clearly indicate that quadratic designs with three vertices is the best choice. On using the same criteria we could eventually choose the "best" design among the ten experiments performed with three vertices and the selected design is reported in Table 2 .
It should be pointed out that any D-optimal design is based on a certain selected candidate set. Hence the MAURO approach comprises a particular constrained selection of candidate set, followed by D-optimal design of a constrained model (no interactions) and consequent PLS analysis and model based optimization (CARSO). In these connections our approach resembles other types of designs that strive for multiple levels, i.e. filling designs and onion designs.
Desirability Functions
A desirability function is a transformation of the numerical values of the response under study into values varying between 0 and 1, where 0 indicates an unacceptable analytical value, and 1 indicates the best possible value, thus including into the response evaluation the expectations of the investigators. The simplest way of defining desirability functions is a linear transformation, which is easily done when a response is better if it is higher or lower. Quite often, however, the expected operative ranges of properties are closed intervals: in this case the function assumes a trapezoidal form. Under these conditions it is convenient to give the value of 1 to a small range around the central point of the operative interval, and to assign a 0.5 value to the borders of such an interval. When dealing with several responses at the same time there are two alternative ways to handle the problem. On one side each individual response can be studied on its own either as analytical values or as the corresponding desirabilities, and the common operative intervals can be derived thereafter. On the other side each response can be transformed into its desirability and a total desirability function can be computed as their geometrical mean (the n-th root of their product). However, if the relative importance of each response is well known, it is possible to define partial desirabilities for groups of responses and compute therefore the total desirability giving selected weights to individual (or groups of) responses. Indeed the best way of defining an industrial problem would be finding the cheapest cost of raw materials that ensures anyway that all responses are within their operative ranges, and this was the philosophy that guided our strategy in the Case Study.
Results and Discussion
The case study we present regards a varnish constituted by eight different constituents, the nature of which is not reported to preserve the property of the industrial partner. On excluding the main solvent the problem is therefore defined by seven variables. The design strategy used is that reported in Table 3 , to which four replicates at the central point were added, for a total number of 18 experiments.
Two responses were studied: viscosity (Ford cup no. 4) and gloss (the attribute that causes objects to have shiny We transformed the real technological measurements of viscosity and gloss into their individual desirability functions as well as their total desirability. This final overall desirability was eventually modelled by the CARSO procedure against the X matrix built by the amount of the seven compounds for each of the 18 experiments. The resulting operative ranges for each component are reported in Table 3 , where they are compared with the corresponding experimental ranges.
The PLS score plot is reported in Figure 2 .
The modeling results, as expressed by the PLS loadings, not reported, showed the minor importance of four of the components, while the other three significantly affect the overall response. Consequently we fixed the former components at predefined levels within the ranges obtained and we made a number of formulations, predicting the technological properties by our model on varying the latter variables within their ranges.
The computational experiments are reported in Table  4 , together with their cost of raw material. In all cases the technological properties are within their acceptability ranges. The final objective was to test experimentally the less expensive mixtures: indeed we found that mixtures 1 -4 of Table 4 did show that their properties were within the expected ranges.
Conclusions
A novel procedure, which couples D-optimal designs with a combinatorial chemistry approach under the philosophy of Central Composite Designs, was outlined and used successfully in a case study involving a mixture with eight components. The problem was handled collecting 18 experimental results only, and measuring two technological responses, which were all described by an overall desirability function. The CARSO analysis of the overall function, in terms of the expanded matrix of the seven components, was used to define a response surface wherefrom the operative ranges for each component could be computed. A number of simulated predictions, based on CARSO models, permitted to establish which are the cheapest mixtures still bearing good technological properties: they were all experimentally verified.
By this new approach it was possible to obtain a product that, still having the expected values of properties, allows saving about 10% of the cost of raw material. It is likely that a similar result could be obtained on studying most of the real processes not yet investigated by chemometric strategies.
