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Regularized Weighted Chebyshev Approximations
for Support Estimation
I (Eli) Chien, and Olgica Milenkovic
Abstract—We introduce a new method for estimating the
support size of an unknown distribution which provably matches
the performance bounds of the state-of-the-art techniques in
the area and outperforms them in practice. In particular, we
present both theoretical and computer simulation results that il-
lustrate the utility and performance improvements of our method.
The theoretical analysis relies on introducing a new weighted
Chebyshev polynomial approximation method, jointly optimizing
the bias and variance components of the risk, and combining
the weighted minmax polynomial approximation method with
discretized semi-infinite programming solvers. Such a setting
allows for casting the estimation problem as a linear program
(LP) with a small number of variables and constraints that may
be solved as efficiently as the original Chebyshev approximation
problem. Our technique is tested on synthetic data, textual data
(Shakespeare’s plays) and used to address an important problem
in computational biology - estimating the number of bacterial
genera in the human gut. On synthetic datasets, for practically
relevant sample sizes, we observe significant improvements in
the value of the worst-case risk compared to existing methods.
The same is true of the text data. For the bioinformatics
application, using metagenomic data from the NIH Human Gut
and the American Gut Microbiome Projects, we generate a list
of frequencies of bacterial taxa that allows us to estimate the
number of bacterial genera to ∼ 2300.
Index Terms—support estimation, weighted Chebyshev approx-
imation, regularization.
I. INTRODUCTION
Estimating the support size of a discrete distribution is
an important theoretical and data-driven problem [1], [2]. In
computer science, this task frequently arises in large-scale
database mining and network monitoring where the objective
is to estimate the types of database entries or IP addresses
from a limited number of observations [3], [4], [5]. In machine
learning, support estimation is used to bound the number
of clusters in clustering problems arising in semi-supervised
or active learning [6], [7], [8]. The most challenging prac-
tical support estimation issues arise in the “small sample
set” regime in which one has only a limited number of
observations for a large-support distribution. In such a setting,
classical maximum likelihood frequency techniques are known
to perform poorly [9]. It is for this sampling regime that
the estimation problem has received significant attention from
both the theoretical computer science and machine learning
community, as well as researchers from various computational
data processing areas [10], [11], [12], [13], [5], [14], [15], [16].
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A. Prior Work
Approaches to distribution estimation in the small sample
regime may be roughly grouped into two categories [17],
[18], [19], [20], [21], [22], [23]. The first line of works [17],
[19], [21] makes use of the maximum likelihood principle.
While [19] constructs estimators based on the Profile Maxi-
mum Likelihood (PML) [24], the work reported in [17] focuses
on Sequence Maximum Likelihood (SML) estimators [25].
The main advantage of ML-based methods is that they eas-
ily generalize to many other estimation tasks. For example,
the authors of [19] showed that one and the same method
may be used for entropy estimation, support coverage and
distance to uniformity analysis. However, most ML-based
estimators require large computational resources [21], [18]. To
address the computational issue, a sophisticated approximate
PML technique that reduces the computational complexity of
support estimation at the expense of some performance loss
was described in [21]. On the other hand, the second line of
works [18], [20], [22], [23] formulates support estimation as
an approximation problem. The underlying methods, which we
henceforth refer to as approximation-based methods, design
estimators by minimizing the worst case risk. In particu-
lar, [18] uses shifted and scaled Chebyshev polynomials of
the first kind to construct efficient estimators. In contrast, the
authors of [23] suggest disposing with minmax estimators and
introduce a data amplification technique with analytical per-
formance guarantees. The aforementioned estimator is based
on polynomial smoothing [26] related to approximation tech-
niques. Note that all described approximation-based estimators
are computational efficient, with the exception of [22], as
reported in [23].
B. Our contributions
We adopt the approximation approach put forward in [18],
but significantly improve it in practice by using weighted poly-
nomial approximation techniques largely unknown in the ma-
chine learning community [27]. The weighted approximation
approach significantly improves the performance of known
approximation methods while allowing one to seamlessly
combine certain ideas already explored in different contexts
for the support estimation problem. In particular, the technical
novelty of the proposed method includes uniquely combining
the following approaches:
Using weighted Chebyshev approximations: The authors
of [18] used classical Chebyshev approximations to construct
their estimator, while ignoring the exponential weighting
term that arises due to Poissonization. As will be shown in
2subsequent analyses, the exponential weights play a major
role in improving the performance of our method as well as
making it computationally tractable through a new take on the
“localization idea”.
Using the variance as a regularizer: The idea of jointly
optimizing the bias and variance of entropy estimators has
been previously reported in [11], but only within the frame-
work of ML estimation. The authors of [18] focused on
optimizing the bias, but accounted for the variance through
a separate parameter tuning technique. To the best of our
knowledge, jointly optimizing the bias and variance terms in
approximation-based methods is novel.
Using semi-infinite programming (SIP) techniques with dis-
cretization: SIP techniques have also been explored in the
approximation-based support estimation literature [22], but for
a different objective and without rigorously establishing the
convergence results of the discretization technique. We show
that the solution of our discretized SIP for the regularized
weighted Chebyshev approximation problem converges to the
true unique optimal solution.
The theoretical and practical results presented are as follows.
First, we cast the estimation problem in terms of a weighted
and regularized Chebyshev approximation [28] problem for a
normalized quadratic loss function, in which the normalization
term is an upper bound on the support [18]. The regularized
weighted Chebyshev estimator provably offers worst case risk
bounds that match or improve those of the estimator in [18].
Although the risk bound of the aforementioned estimator is
order-optimal, significant improvements in the risk exponent
are possible and demonstrated in the experimental section
of our work. It is worth pointing out that adding weights
into the approximation formulation is of crucial importance
in reducing the error in the bias. We solve the regularized
weighted Chebyshev approximation problem via its epigraph
formulation, which takes the form of a semi-infinite program
(SIP) [29]. We prove that the underlying SIP can be solved
consistently and efficiently through discretization, resulting in
a small Linear Program (LP) of size decreasing with the num-
ber of samples. Interestingly, despite the fact that we also use
an LP solver as was done in one of the best performing ML-
based approaches [17], the ML-LP formulation has a number
of variables and constraints that increases with the number
of samples. Our experimental results also reveal that the
regularized weighted Chebyshev estimator significantly out-
performs the low-complexity ML estimator described in [21],
the benchmark approximation algorithm [18], as well as the
recently proposed sample amplification estimator [23]. The
running times of all described algorithms are comparable on
moderate-to-large sample set sizes (∼ 106).
Additional simulations also account for the fact that the
normalized square loss causes the worst-case distribution to
be close to uniform, resulting in performance issues previ-
ously described in [23]. To address this problem, we use a
different normalization term in the squared loss equal to the
actual support size. We show that the weighted regularized
Chebyshev estimator that minimizes the worst case risk under
the modified loss outperform all methods mentioned above and
performs consistently well on many tested distributions.
The paper is organized as follows. In Section II, we intro-
duce the relevant notation and the support estimation problem,
and describe a class of estimators termed polynomial class
estimators. The same section also provides a brief review of
relevant results from [18]. In Section III, we outline the
bias analysis for polynomial class estimators and describe the
additional technical challenges one needs to overcome when
dealing with weighted minmax polynomial approximations.
The same section contains our worst-case risk analysis. Sec-
tion IV is devoted to experimental verifications and testing,
both on synthetically generated data and metagenomic data
samples from the NIH Human Microbiome [30] and American
Gut Microbiome project (http://americangut.org/publications/).
II. PROBLEM FORMULATION AND NEW POLYNOMIAL
CLASS ESTIMATORS
Let P = (p1, p2, . . .) be a discrete distribution over some
countable alphabet and let X1, . . . , Xn be i.i.d. samples drawn
according to the distribution P . The problem of interest is
to estimate the support size, defined as S(P ) =
∑
i 1{pi>0}.
Henceforth, we use S instead of S(P ) to avoid notational
clutter. We make the assumption that the minimum non-zero
probability of the distribution P is greater than 1
k
, for some
k ∈ R+, i.e., inf{p ∈ P | p > 0} ≥ 1
k
. Furthermore,
we let Dk denote the space of all probability distribution
satisfying inf{p ∈ P | p > 0} ≥ 1
k
. Clearly, S ≤ k,
∀P ∈ Dk. A sufficient statistics for X1, . . . , Xn is the
empirical distribution (i.e., histogram) N = (N1, N2, . . .),
where Ni =
∑n
j=1 1{Xj=i} and 1A stands for the indicator
function of the event A.
The focal point of our analysis is R∗(k, n), the minmax risk
under normalized squared loss,
R∗(k, n) = inf
Sˆ
sup
P∈Dk
E


(
Sˆ(N)− S
k
)2 . (1)
We seek a support estimator Sˆ that minimizes
sup
P∈Dk
E

( Sˆ(N)− S
k
)2
= sup
P∈Dk
[
E
2
(
Sˆ(N)− S
k
)
+ var
(
Sˆ(N)− S
k
)]
.
The first term within the supremum captures the expected bias
of the estimator Sˆ. The second term represents the variance
of the estimator Sˆ. Hence, “good” estimators are required
to balance out the worst-case contributions of the bias and
variance.
The Chebyshev polynomial of the first kind of degree L is
defined as TL(x) = cos(L arccos(x)) =
zL+z−L
2 , where z is
the solution of the quadratic equation z+z−1 = 2x. From the
definition, it is easy to see that the polynomial TL is bounded
in the interval [−1, 1]. Chebyshev polynomials may be scaled
and shifted to lie in an interval [l, r] not necessarily equal to
[−1, 1],
RL(x) = −
TL(
2x−r−l
r−l )
TL(
−r−l
r−l )
,
L∑
j=0
a˜jx
j .
3Clearly, RL(0) = −1, and a˜0 = −1. The coefficients in the
above expansion equal
a˜j =
R
(j)
L (0)
j!
. (2)
The estimator used in [18] takes the form S˜ =
∑
i g˜L(Ni),
where
g˜L(j) =
{
a˜jj! + 1, if j ≤ L,
1, otherwise,
,
L , ⌊c0 log k⌋, [l, r] ,
[n
k
, c1 log k
]
. (3)
The estimator S˜ is order-optimal in the exponent under the
risk (1). Nevertheless, the estimator S˜ is designed to minimize
only a bias term that ignores a multiplicative exponential and
for a given pair of parameters (c0, c1). The parameters (c0, c1)
are set to c0 ≈ 0.558 and c1 = 0.5 in order to ensure provably
good balance between the bias and variance of the estimator.
The performance guarantees of the estimator are stated in the
theorem that follows.
Theorem II.1 (Theorem 1 in [18]). For all k, n ≥ 2, the
optimal achievable risk (1) is bounded as
R∗(k, n) = exp(−Θ(
√
n log k
k
∨ n
k
∨ 1)) (4)
In addition, if klog k ≪ n≪ k log k, as k→∞,
exp(−(3.844 + o(1))
√
n log k
k
) ≤ R∗(k, n)
≤ exp(−(1.579 + o(1))
√
n log k
k
).
The estimator S˜ attains the upper bound, which has a
constant negative exponent equal to one half of the one
corresponding to the lower bound. Consequently, S˜ may be
improved by accounting for the omitted exponential weights
and jointly optimizing the bias and variance term in the
squared loss. This is accomplished by our proposed estimator
that directly operates on the weighted squared loss.
To this end, we define an extended class of polynomial
based estimators as follows. Given a parameter L ∈ N, we
say that an estimator Sˆ is a polynomial class estimator with
parameter L (i.e., a Poly(L) estimator) if it takes the form
Sˆ =
∑
i gL(Ni), where gL is defined as
gL(j) =
{
ajj! + 1, if j ≤ L
1, otherwise.
(5)
Here, aj ∈ R, and a0 = −1, since this choice ensures
that gL(0) = 0. One can associate an estimator Sˆ with its
corresponding coefficients a, and define a family of estimators
Poly(L) =
{
a ∈ RL+1|a0 = −1
}
.
Clearly, S˜ ∈ Poly(L), with corresponding coefficients
a˜ = argmin
a∈Poly(L)
sup
λ∈[l=n
k
,r=c1 log k]
|
L∑
l=0
alλ
l
i|. (6)
Next, we show that the original minmax problem can be
rewritten as a regularized exponentially weighted Chebyshev
approximation problem [27]. Once a proper interval is identi-
fied, it is possible to efficiently determine the best coefficients
a in the class Poly(L).
III. ESTIMATOR ANALYSIS
In order to jointly optimize the bias and variance term in
the squared loss, we start by analyzing supP∈Dk E
(
S−Sˆ
k
)2
directly. Classical Poissonization arguments [18] lead to
E
(
S − Sˆ
k
)2
=
1
k2
{ ∑
i:λi>0
( L∑
l=0
e−λia2l λ
l
il!
)
+
∑
i6=j:λiλj>0
(
e−λiPL(λi, a)
)(
e−λjPL(λj , a)
)}
,
where PL(λ, a) ,
∑L
l=0 alλ
l. Taking the supremum over Dk
we can bound the risk as
≤ sup
λ:λi∈[
n
k
,n]
1
k2
{ ∑
i:λi>0
( L∑
l=0
e−λia2l λ
l
il!
)
+
∑
i6=j:λiλj>0
(
e−λiPL(λi, a)
)(
e−λjPL(λj , a)
)}
≤ sup
λ∈[n
k
,n]
{
1
k
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
.
In the above inequality, we used the fact that S ≤ k
and
(∑L
l=0 e
−λa2l λ
ll!
)
> 0, for all λ > 0. Hence, the
optimization problem at hand reads as
inf
a∈Poly(L)
sup
λ∈[n
k
,n]
{
1
k
( L∑
l=0
e
−λ
a
2
l λ
l
l!
)
+
(
e
−λ
PL(λ,a)
)2}
.
(7)
Problem (7) represents a regularized weighted Chebyshev
approximation problem. If we ignore the first term in (7), the
optimization problem becomes
inf
a∈Poly(L)
sup
λ∈[n
k
,n]
(
e−λPL(λ, a)
)2
.
The term e−λPL(λ, a) corresponds to the bias of the estimator.
It is straightforward to see that the optimal choice of a for the
above problem is a solution of
inf
a∈Poly(L)
sup
λ∈[n
k
,n]
∣∣∣∣e−λPL(λ, a)
∣∣∣∣. (8)
Problem (8) is an exponential weighted Chebyshev approxi-
mation problem [28].
The first term 1
k
(∑L
l=0 e
−λa2l λ
ll!
)
, which corresponds to
the variance, may be written as
1
k
( L∑
l=0
e−λa2l λ
ll!
)
= aTM(λ)a , ||a||2
M(λ),
M(λ) ,
e−λ
k
Diag(λ00!, λ11!, ..., λLL!).
4Clearly, ||.||M(λ) is a valid norm, and consequently, the first
term in (7) can be viewed as a regularizer.
Note that both problems (6) and (8) aim to minimize the
bias term. However, simple algebra reveals
sup
P∈Dk
1
k
|E(S − Sˆ(N))| ≤ sup
λ∈[n
k
,n]
|e−λPL(λ,a)| (9)
≤ e−
n
k sup
λ∈[n
k
,n]
|PL(λ,a)|. (10)
where (9) is equivalent to (8), while (10) resembles prob-
lem (6), except for a different optimization interval used
within the supremum. Optimizing (9) instead of (10) should
give us a smaller bias as the exponential weight is inherent
to the formulation. Note that the authors of [18] choose a
shorter interval in (6) in order to decrease the contribution
of the variance to the loss. The modified bound in (10) was
minimized with respect to the coefficients a, using the minmax
property of Chebyshev polynomials [31], [28], resulting in a˜.
Let us now turn back to the solution of the minmax
problem (7), denoted by a⋆. Clearly, using a⋆ instead of a˜
is guaranteed to reduce the reported upper bound on the risk
since a⋆ jointly minimizes both contributing terms.
Proposition III.1. Let Sˆ⋆ be the estimator associate with the
coefficients a⋆ optimizing (7). Whenever klog k ≪ n≪ k log k,
and k → ∞, the estimator Sˆ⋆ has a smaller worst-case risk
bound than S˜.
Proof. The proof follows directly from the fact that the upper
bound of Theorem II.1 is derived by upper bounding (7),
plugging a˜ into the expression, and replacing e−λ by e−
n
k .
We remark that improving upper bounds does not estab-
lish improvements in the actual worst-case risk. Nevertheless,
whenever faced with complicated analytical settings, compar-
isons of bounds may provide useful insights, and in our case,
these insights are supported by strong simulation evidence.
A. Solving problem (7)
To directly solve the optimization problem of interest, we
turn to weighted Chebyshev approximations [28] and semi-
infinite programming. Solving for a⋆ directly appears to be
difficult, so we instead resort to numerically solving the
epigraph formulation of problem (7) and proving that the
numerical solution is asymptotically consistent.
The epigraph formulation of (7) is of the form ([32], Chapter
6.1)
min
t,a1,...,aL
t subject to
{
1
k
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
≤ t,
∀λ ∈ [n
k
, n],with a0 = −1.
(11)
Note that (11) is a semi-infinite programming problem. There
are many algorithms that can be used to numerically solve (11),
such as the discretization method, and the central cutting plane,
KKT reduction and SQP reduction methods [29], [33]. For
simplicity, we focus on the discretization method. For this
purpose, we first form a grid of the interval [n
k
, n] involving
s points, denoted by Grid([n
k
, n], s). Problem (11) may be
viewed as an LP with infinitely many quadratic constraints,
which is not solvable. Hence, instead of addressing (11), we
focus on solving the relaxed problem
min
t,a1,...,aL
t subject to
{
1
k
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
≤ t,
∀λ ∈ Grid([n
k
, n], s),with a0 = −1.
(12)
As will be discussed in greater detail in Section III-B, the
solution of the relaxed problem is asymptotically consistent
with the solution of the original problem (i.e., as s goes to
infinity, the optimal values of the objectives of the original
and relaxed problem are equal). Problem (12) is an LP with
a finite number of quadratic constraints that may be solved
using standard optimization tools. Unfortunately, the number
of constraints scales with the length of the grid interval, which
in the case of interest is linear in n. This is an undesired feature
of the approach, but it may be mitigated through the following
theorem which demonstrates that an optimal solution of the
problem may be found over an interval of length proportional
to the significantly smaller value log k, where klog k . n is
the fundamental bound for support estimation. We relegate
the proof to the Appendix.
Theorem III.2. For any a ∈ Poly(L) and L = ⌊c0 log k⌋,
and c0 = 0.558, let
g(a, λ) =
1
k
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2
.
Then, we have
sup
λ∈[n
k
,n]
g(a, λ) =
{
supλ∈[n
k
,6.5L] g(a, λ) if
n
k
≤ 6.5L
g(a, n
k
) if n
k
> 6.5L.
Remark III.1. Using exponential weighted approximation the-
ory [27] (Theorem C.1 in the Appendix), one may shrink the
optimization interval to [n
k
, π2L+
n
k
] if the regularization term
is omitted. However, it remains an open problem to extend
the approach of [27] used in our proof to account for more
general weighted sums of polynomials.
Consequently, the optimization problem of interest equals
min
t,a1,...,aL
t subject to
{
1
k
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
≤ t,
∀λ ∈ Grid([n
k
, 6.5L], s),with a0 = −1.
(13)
Since L = ⌊c0 log k⌋, the length of the optimization interval
in (13) is proportional to log k.
B. Convergence of the discretization method
It seems intuitive to assume that as s grows, the solution
of the relaxed semi-infinite program approaches the optimal
5solution of the original problem (11). This intuition can be
rigorously justified for the case of objective functions and
constraints that are “well-behaved”, as defined in [34] and [35].
The first line of work describes the conditions needed for
convergence, while the second establishes the convergence
rate given that the discretized solver converges. We use these
results in conjunction with a number of properties of our
objective SIP to establish the claim in the following theorem.
Once again, the proof is delegated to the Appendix.
Theorem III.3. Let s be the number of uniformly placed grid
points on the interval (13), and let d , 6.5L−
n
k
s−1 be the length
of the discretization interval. As d→ 0, the optimal objective
value td of the discretized SIP (13) converges to the optimal
objective value of the original SIP t⋆. Moreover, the optimal
solution is unique. The convergence rate of td to t
⋆ equals
O(d2). If the optimal solution of the SIP is a strict minimum
of order one (i.e., if t − t⋆ ≥ C||a − a⋆|| for some constant
C > 0 and for all feasible neighborhoods of a⋆), then the
solution of the discretized SIP also converges to an optimal
solution with rate O(d2).
IV. SIMULATIONS
Next, we compare our estimator, referred to as the Regu-
larized Weighted Chebyshev (RWC) method, with the Good-
Turing (GT) estimator, the WY estimator of [18], the PJW
estimator described in [21] and the HOSW estimator of [23].
We do not compare our method with the estimators introduced
in [17], [22] due to their high computational complexity [18],
[23].
In the first experiment, we evaluate the maximum risk with
normalized squared loss of all listed estimators over six dif-
ferent distributions: The uniform distribution with pi =
1
k
, the
Zipf distributions with pi ∝ i−α, and α equal to 1.5, 1, 0.5 or
0.25, and the Benford distribution with pi ∝ log(i+1)−log(i).
We choose the support sizes for the Zipf and Benford dis-
tribution so that the minimum non-zero probability mass is
roughly 10−6. We ran the estimator 100 times to calculate the
risk. For both approximation-based estimators, we fix c0 to be
0.558. With our proposed method, we solved (13) on a grid
with s = 1000 points on the proposed interval [n
k
, 6.5L]. For
the estimator described in [18], we set c1 = 0.5 according to
the recommendation made in the cited paper. The GT method
used for comparison first estimates the total probability of seen
symbols (e.g., sample coverage) according to Cˆ = 1− h1
n
, and
then estimates the support size according to SˆGT =
Sˆc
Cˆ
; here,
Sˆc stands the (naive) counting estimator. Note that h1 equals
the number of different alphabet symbols observed only once
in the n samples.
Figure 1(c) shows that the RWC estimator has a significantly
better worst case performance compared to all other methods
when tested on the above described collection of distributions,
provided that n ≥ 0.2k. Also, both RWC and WY estimators
have significantly better error exponents compared to the GT,
PJW and HOSW estimators. The GT and PJW estimators
perform better than RWC if n . klog k , which confirms the
results of Theorem II.1 and of our Proposition III.1.
In the second set of experiments, we change the normal-
ization from (1/k)2 to (1/S)2 as was also done in [23]. The
RWC-S estimator minimizes an upper bound on the worst case
risk E
(
Sˆ−S
S
)2
. A detailed description of this algorithm and
intuitive explanation why it may outperform the RWC method
is relegated to the Appendix. Figures 1(d) (i)-(l) illustrate
that our RWC-S estimator significantly outperforms all other
estimators with respect to the worst case risk. Moreover, the
RWC-S estimator also outperforms all known estimators on
almost all tested distributions.
Considering the exponential weighting term when designing
the estimator leads to significant performance improvements in
the bias of the estimator, as illustrated in Figure 1(a). There,
we see that a classical Chebyshev approximation introduces
a larger bias then the weighted one whenever the underlying
distribution is close to uniform (i.e., when λ ∼ n
k
= 1). This
phenomenon persists even when regularizations is taken into
account, as shown in Figure 1(m). Furthermore, regularized
weighted Chebyshev estimators exhibit a different behavior
than that observed for classical approximations: Figure 1(b)
provides an example for the values of gL used in RWC that
do not alternate in sign. Nevertheless, these and all other
estimators tested run for ≤ 1s on sample sizes ≈ 106.
One common approach to testing support estimators on real
data is to estimate the number of distinct words in selected
books. The authors of [18], [17] applied their estimators to
Hamlet in order to estimate the number of words used in the
play. Here, we repeat this experiment not only on Hamlet but
Othello, Macbeth and King Lear as well. The comparative
results for different estimators, following the setup in [18], are
presented in Figure 2. In the experiments, we randomly sam-
pled words in the text with replacement and used the obtained
counts to estimate the number of distinct words. For simplicity,
we set k to equal the total number of words. For example, as
the number of total words in Hamlet equals 30, 364, we set
k = 30, 364. As may be clearly seen, our methods significantly
outperforms all other competitive techniques both in terms of
convergence rate and the accuracy of the estimated support for
all experiments. These results further strengthen the case for
the practical of our estimators.
We now turn our attention to a new support estimation
problem, concerned with determining the bacterial diversity of
the human gut microbiome. Although it is known that human
guts hosts trillions of bacterial cells [36], very little effort
has been placed to rigorously estimate the actual number of
different bacterial genera in the gut. To address this problem,
we retrieved 1374 human gut microbiome datasets from the
NIH Human Gut Microbiome [30] and the America Gut
Microbiome websites (http://americangut.org). To determine
which bacterial species are presented in the samples, we ran
Kraken [37], a taxonomy profiler, on each dataset, using a
library of size 8 GB. This lead to n = 7, 415, 847 samples,
which we used for obtaining the bacterial genera sample
histograms (depicted in Figure 3), and to specify k = n. The
obtained estimates are listed in Table I below.
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(e) Uniform distribution.
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(f) Benford distribution.
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(g) Zipf(1.5) distribution.
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(h) Zipf(0.25) distribution.
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(j) Benford distribution.
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(k) Zipf(1.5) distribution.
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(l) Zipf(0.25) distribution.
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(m) Uniform distribution.
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(n) Benford distribution.
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(o) Zipf(1.5) distribution.
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(p) Zipf(0.25) distribution.
Fig. 1. Figure (a) illustrates the importance of exponential weights for reducing the bias. The WY estimator aims to minimize the "worst case" risk which
arises for small values of λ (close to uniform). As λ increases, the variance dominate the bias (i.e. Figure (o)). Figure (b) gives an example for the coefficients
gL of the RWC and WY estimators. We set n = k = 10
6 and c0 = 0.558 for both Figure (a) and (b). The remaining figures plot the MSE of all estimators
considered. The y-axis is on the log scale. Figures (m)-(p) show the mean and variance of the estimators for the tested distributions.
RWC RWC-S PJW Naive GT WY HOSW
2364 2346 2250 2151 2151 2663 2673
TABLE I
ESTIMATES FOR THE NUMBER OF DIFFERENT BACTERIAL GENERA IN THE
HUMAN GUT OBTAINED USING FOUR DIFFERENT METHODS. THE
NUMBERS IN BRACKETS CORRESPOND TO THE PARAMETER c0 .
REFERENCES
[1] R. A. Fisher, A. S. Corbet, and C. B. Williams, “The relation between
the number of species and the number of individuals in a random sample
of an animal population,” The Journal of Animal Ecology, pp. 42–58,
1943.
[2] B. Efron and R. Thisted, “Estimating the number of unseen species:
How many words did shakespeare know?” Biometrika, vol. 63, no. 3,
pp. 435–447, 1976.
[3] S. Raskhodnikova, D. Ron, A. Shpilka, and A. Smith, “Strong lower
bounds for approximating distribution support size and the distinct
elements problem,” SIAM Journal on Computing, vol. 39, no. 3, pp.
813–842, 2009.
[4] Z. Bar-Yossef, T. Jayram, R. Kumar, D. Sivakumar, and L. Trevisan,
“Counting distinct elements in a data stream,” in International Workshop
on Randomization and Approximation Techniques in Computer Science.
Springer, 2002, pp. 1–10.
[5] M. Charikar, S. Chaudhuri, R. Motwani, and V. Narasayya, “Towards
estimation error guarantees for distinct values,” in Proceedings of the
nineteenth ACM SIGMOD-SIGACT-SIGART symposium on Principles
of database systems. ACM, 2000, pp. 268–279.
[6] I. Chien, C. Pan, and O. Milenkovic, “Query k-means clustering and
the double Dixie cup problem,” in Advances in Neural Information
Processing Systems, 2018, pp. 6650–6659.
[7] H. Ashtiani, S. Kushagra, and S. Ben-David, “Clustering with same-
70 0.5 1 1.5 2 2.5 3
n (samples) 104
0
1000
2000
3000
4000
5000
6000
Es
tim
at
ed
 s
up
po
rt 
siz
e
Support estimation results for Hamlet
RWC
RWC-S
WY
GT
PJW
HOSW
Ground Truth
(a)
0 0.5 1 1.5 2 2.5 3
n (samples) 104
0
1000
2000
3000
4000
5000
Es
tim
at
ed
 s
up
po
rt 
siz
e
Support estimation results for Othello
RWC
RWC-S
WY
GT
PJW
HOSW
Ground Truth
(b)
0 0.5 1 1.5 2
n (samples) 104
500
1000
1500
2000
2500
3000
3500
4000
Es
tim
at
ed
 s
up
po
rt 
siz
e
Support estimation results for Macbeth
RWC
RWC-S
WY
GT
PJW
HOSW
Ground Truth
(c)
0 0.5 1 1.5 2 2.5 3
n (samples) 104
0
1000
2000
3000
4000
5000
Es
tim
at
ed
 s
up
po
rt 
siz
e
Support estimation results for King Lear
RWC
RWC-S
WY
GT
PJW
HOSW
Ground Truth
(d)
0 0.5 1 1.5 2 2.5 3
n (samples) 104
10-4
10-3
10-2
10-1
100
M
SE
 n
or
m
al
ize
d 
by
 S
2
Support estimation results for Hamlet
RWC
RWC-S
WY
GT
PJW
HOSW
(e)
0 0.5 1 1.5 2 2.5 3
n (samples) 104
10-4
10-3
10-2
10-1
100
M
SE
 n
or
m
al
ize
d 
by
 S
2
Support estimation results for Othello
RWC
RWC-S
WY
GT
PJW
HOSW
(f)
0 0.5 1 1.5 2
n (samples) 104
10-4
10-3
10-2
10-1
100
M
SE
 n
or
m
al
ize
d 
by
 S
2
Support estimation results for Macbeth
RWC
RWC-S
WY
GT
PJW
HOSW
(g)
0 0.5 1 1.5 2 2.5 3
n (samples) 104
10-4
10-3
10-2
10-1
100
M
SE
 n
or
m
al
ize
d 
by
 S
2
Support estimation results for King Lear
RWC
RWC-S
WY
GT
PJW
HOSW
(h)
Fig. 2. The result is obtained over 100 independent trials. The first row of figures shows the mean and standard deviation of the estimators, while the second
row of figures shows the MSE normalized by S2.
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Fig. 3. The histogram of bacterial genera in the human gut. The plots (a)-(c)
correspond to the entire histogram, the histogram for the 100 most frequently
encountered genera, and the histogram for the 25 most frequently encountered
genera, respectively.
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APPENDIX A
PROOF OF THEOREM III.2
To prove the result, we need to show that ∀λ ≥ 6.5L,
∂
∂λ
g(a, λ) < 0. The derivative of the first term in g equals
∂
∂λ
1
k
( L∑
l=0
e−λa2l λ
ll!
)
=
1
k
( L∑
l=0
(
l
λ
− 1)e−λa2l λll!
)
.
Clearly, the right hand side in the above expression is negative
for all λ > L. The second term of the derivative equals
∂
∂λ
(
e−λPL(λ, a)
)2
= 2
(
e−λPL(λ, a)
)(
− e−λPL(λ, a) + e−λ
L∑
l=0
l
λ
alλ
l
)
= 2e−2λ
(
PL(λ, a)
)( L∑
l=0
(
l
λ
− 1)alλl
)
.
To analyze the two terms of the derivative, we introduce the
vectors y, z,1 and the diagonal matrix D according to
y = (a0λ
0, a1λ
1, ..., aLλ
L)T ,
z = ((
0
λ
− 1), ( 1
λ
− 1), ..., (L
λ
− 1))T ,
1 = (1, 1, ..., 1)T ,
Dii = (−1 + i− 1
λ
)
(i− 1)!
λ(i−1)
.
Consequently, we have
∂
∂λ
1
k
( L∑
l=0
e−λa2l λ
ll!
)
=
e−λ
k
yTDy,
∂
∂λ
(
e−λPL(λ, a)
)2
= 2e−2λyT1zTy
= e−2λyT (1zT + z1T )y.
Therefore,
∂
∂λ
g(a, λ) = e−2λyT
(
eλ
k
D+ (1zT + z1T )
)
.y
To show that ∂
∂λ
g(a, λ) < 0 for all polynomials of de-
gree L whenever λ > CL, we show that the matrix(
eλ
k
D+ (1zT + z1T )
)
is negative-definite whenever λ >
CL, for some constant C > 0. It suffices to show that the
sum of the maximum eigenvalues of e
λ
k
D and (1zT +z1T ) is
negative, since e
λ
k
D is a diagonal matrix. Thus, we turn our
attention to determining the maximum eigenvalues of these
two matrices. For e
λ
k
D, the maximum eigenvalue satisfies
eλ
k
max
i∈{0,1,...,L}
(
−1 + i
λ
)
i!
λi
≤ − e
λ
2k
min
i∈{0,1,...,L}
i!
λi
,
since for λ > 2L, one has (−1 + i
λ
) ≤ − 12 . When λ > L, it
is clear that i!
λi
is decreasing in i, for i ∈ {0, 1, ..., L}, so that
min
i∈{0,1,...,L}
i!
λi
=
L!
λL
≥
(
L
eλ
)L
.
The last inequality is a consequence of Stirling’s formula,
which asserts that n! ≥ (n
e
)n. Combining the above expres-
sions, we obtain
eλ
k
max
i∈{0,1,...,L}
(
−1 + i
λ
)
i!
λi
≤ − e
λ
2k
(
L
eλ
)L
.
Next, we derive an upper bound on maximum eigenvalue of
the second matrix. The i, j entry of the matrix (1zT + z1T )
equals i+j−2
λ
− 2, and all these values are negative when λ >
L. Moreover, it is clear that the matrix of interest has rank
equal to 2. Therefore, the matrix has exactly two non-zero
eigenvalues.
Let A = −(1zT + z1T ). All entries of A are positive
whenever λ > L. By Gershgorin’s theorem, we can upper
bound the maximum eigenvalues of the matrix A by its
maximum row sum. It is obvious that the maximum row sum
equals
2(L+ 1)− L(L+ 1)
2λ
.
Moreover, the trace of A equals
2(L+ 1)− L(L+ 1)
λ
.
This implies that the minimum eigenvalue of A is lower
bounded by −L(L+1)2λ , which directly implies that the maxi-
mum eigenvalue of (1zT +z1T ) is upper bounded by L(L+1)2λ .
Summing up the two previously derived upper bounds gives
h(λ) , − e
λ
2k
(
L
eλ
)L
+
L(L+ 1)
2λ
,
whenever λ > 2L. Note that h(λ) < 0 is equivalent to
L(L+ 1)
2λ
<
eλ
2k
(
L
eλ
)L
⇔ log(L) + log(L + 1) + log(k)− L log(L) + L
< λ+ log(λ)− L log(λ). (14)
The function λ + log(λ) − L log(λ) is non-decreasing in λ
whenever λ > L since
d
dλ
(λ+ log(λ)− L log(λ)) = 1− L− 1
λ
.
9By the definition of L = ⌊c0 log(k)⌋, we also have log(k) ≤
L+1
c0
. Using log(x + 1) ≤ x, which holds ∀x ≥ 1. Hence
∀λ > CL where C > 2, the sufficient condition for (14) to
hold is
log(L) + L+
L+ 1
c0
− L log(L) + L
< CL+ log(CL)− L log(CL).
Rearranging terms leads to(
C − log(C)− 2− 1
c0
)
L+ log(C) >
1
c0
.
Sufficient conditions for the above inequality to hold are
log(C) ≥ 1
c0
and (C−log(C)−2− 1
c0
) > 0. The first condition
implies C ≥ e 1c0 = 6.0021, while the second condition holds
with C = 6.5, for which the first condition is also satisfied.
This completes the proof.
APPENDIX B
PROOF OF THEOREM III.3
The proof consists of two parts. In the first part, we establish
the conditions for convergence, while in the second part, we
determine the convergence rate.
A. Proof of convergence
We start by introducing the relevant terminology. Let Π ⊂
R
L+1 be a closed set of parameters, and let f be a continuous
functional on Π. Assume that B ⊂ R is compact and that g :
Π 7→ C(B) is a continuous mapping from Π into C(B), where
C(B) is the space of continuous functions over B equipped
with the supremum norm || · ||∞. For each D ⊂ B let
M(D) = {c ∈ Π| g(c, x) ≤ 0, x ∈ D}
denote the set of feasible points of the optimization problem
min f(c) over c ∈M(D).
Assuming that M(D) 6= ∅, let
µ(D) = inf{f(c)|c ∈M(D)},
and define the level set
Level(c0, D) = {c ∈ Π| f(c) ≤ f(c0)} ∩M(D).
We also make the following two assumptions:
Assumption B.1 (Fine grid). Let N0 = N∪{0}. There exists a
sequence {Bi} of compact subsets of B with Bi ⊂ Bi+1, i ∈
N0, for which limi→∞ h(Bi, B) = 0, such that
h(Bi, B) = sup
x∈B
inf
y∈Bi
||x− y||.
Assumption B.2 (Bounded level set). M(B) is nonempty, and
there exists a c0 ∈M(B) such that the level set Level(c0, B0)
is bounded and hence compact in RL+1.
Theorem B.3 (Convergence of the discretization method,
Theorem 2.1 in [34]). Under assumptions B.1 and B.2, the
solution of the discretized problem converges to the optimal
solution. More formally, we have
µ(Bi) ≤ µ(Bi+1) ≤ µ(B), ∀t ∈ N0
lim
i→∞
µ(Bi) = µ(B).
If c∗ is the unique optimal solution of the original problem,
and c∗i is the optimal solution of the discretization relaxation
with grid Bi, then
lim
i→∞
||c∗ − c∗i ||2 = 0.
It is straightforward to see that our chosen grid is arbitrary
fine. Hence, we only need to prove that there exists a c0 such
that the level set Level(c0, D) is bounded.
Let c = (a; t) and note that in our setting, f(c) = t. Rewrite
g(c, λ) in matrix form as
g(c, λ) = aTM(λ)a+ aTΛΛTa− t,
where
Λ , e−λ(λ0, λ1, ..., λL)T .
Note that only a1, ...aL are allowed to vary since we fixed
a0 = −1. Obviously, ΛΛT is positive semi-definite and the
previously introduced M(λ) is positive definite for all λ > 0.
Since the constraints on g in (13) are positive definite with
respect to a1, ...aL, g is coercive in a1, ...aL. Furthermore, for
any given t, the set of feasible coefficients a1, ...aL is bounded.
Therefore, given a t0, the level set Level(c0, B0) is bounded.
This ensures that Assumption B.2 holds for our optimization
problem.
Next, we prove the uniqueness of the optimal solution c⋆.
Note that proving this result is equivalent to proving the
uniqueness of a⋆. Hence, we once again refer to the original
minmax formulation of our problem,
inf
a:a0=−1
sup
λ∈[n
k
,6.5L]
aT (M(λ)+ΛΛT )a , inf
a:a0=−1
sup
λ∈[n
k
,6.5L]
hλ(a)
(15)
Clearly, ∀λ ∈ [n
k
, 6.5L], the function hλ(a) is strictly convex
since (M(λ) + ΛΛT ) ≻ 0, ∀λ ∈ [n
k
, 6.5L]. Taking the
supremum over λ preserves strict convexity since ∀θ ∈ (0, 1),
one has
sup
λ∈[n
k
,6.5L]
hλ(θx+ (1 − θ)y)
< sup
λ∈[n
k
,6.5L]
θhλ(x) + (1 − θ)hλ(y)
≤ sup
λ∈[n
k
,6.5L]
θhλ(x) + sup
λ′∈[n
k
,6.5L]
(1 − θ)hλ′(y).
Hence supλ∈[n
k
,6.5L] hλ(a) is strictly convex, which conse-
quently implies the uniqueness of a⋆ and hence c⋆. This proves
the convergence result of Theorem III.3.
B. Proof for the convergence rate
In what follows, and for reasons of simplicity, we omit the
constraint a0 = −1 in the SIP formulation. The described
proof only requires small modifications to accommodate the
constraint a0 = −1.
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Recall that we used Bd to denote the grid with grid
spacing d. In order to use the results in [35], we require the
convergence assumption below.
Assumption B.4. Let c¯ be a local minimizer of an SIP. There
exists a local solution cd of the discretized SIP with grid Bd
such that
||cd − c¯|| → 0.
This assumption is satisfied for the SIP of interest as shown
in the first part of the proof.
Assumption B.5. The following hold true:
• There is a neighborhood U¯ of c¯ such that the function
∂2
∂λ2
g(c, λ) is continuous on U¯ ×B.
• The set B is compact, non-empty and explicitly given
as the solution set of a set of inequalities, B = {λ ∈
R|vi(λ) ≤ 0, i ∈ I}, where I is a finite index set and
vi ∈ C2(B).
• For any λ¯ ∈ B, the vectors ∂
∂λ
vi(λ¯), i ∈ {i ∈ I|vi(λ¯) =
0} are linearly independent.
Recall that our objective is of the form
g(c, λ) = aTM(λ)a+ aTΛΛTa− t,
where
Λ , e−λ(λ0, λ1, ..., λL)T , c = (a; t),
M(λ) ,
e−λ
k
Diag(λ00!, λ11!, ..., λLL!).
It is straightforward to see that the first condition in As-
sumption B.5 holds. For the second condition, recall that
B = [n
k
, 6.5L]. Hence, the second condition can be satisfied
by choosing I = {1}, v1(λ) = (λ− nk )(λ− 6.5L). Since we
only have one variable v1, it is also easy to see that the third
condition is met.
Assumption B.6. The set B satisfies Assumption B.5 and all
the sets Bd contain the boundary points
n
k
, 6.5L.
This assumption also clearly holds for the grid of choice.
Note that it is crucial to include the boundary points for the
proof in [35] to be applicable.
Assumption B.7. ∇cg(c, λ) is continuous on U¯ × B, where
U¯ is a neighborhood of c¯. Moreover, there exists a vector ξ
such that
∇cg(c¯, λ)T ξ ≤ −1, ∀λ ∈ B.
Note that ∇cg(c, λ) = [∇ag(c, λ);∇tg(c, λ)] and
∇ag(c, λ) = 2(M(λ) + ΛΛT )a.
Also note that ∀λ ∈ B,M(λ)+ΛΛT is positive definite. Hence
choosing ξ to be colinear with and of the same direction as
[−aT 1]T , as well as of sufficiently large norm will allow us
to satisfy the inequality
∇cg(c¯, λ)T ξ ≤ −1, ∀λ ∈ B.
Hence, Assumption B.7 holds as well. The next results follow
from the above assumptions and observations, and the results
in [35].
Lemma B.8 (Corollary 1 in [35]). Let td be the optimal objec-
tive value of the discretized SIP used for support estimation
with the grid Bd, and let t
⋆ be the optimal objective value
for the original SIP. Since Assumptions B.4,B.5,B.6,B.7 hold,
then for some c3 > 0 and d sufficiently small, we have
0 ≤ t⋆ − td ≤ c3d2.
Consequently, td → t⋆ with a convergence rate of O(d2).
Lemma B.9 (Theorem 2 in [35]). Assume that all assumptions
in Lemma B.8 hold. If there exists a constant c4 > 0 such that
t− t¯ ≥ c4||c− c¯||, ∀c ∈M(B) ∩ U¯ ,
then for sufficiently small d and σ > 0 we have
||cd − c¯|| ≤ σd2.
This result implies that if c¯ is also a strict minimum of
order one, then the solution of the discretized SIP converges
to that of the the original SIP with rate O(d2). Combining
these results completes the proof.
APPENDIX C
THEORETICAL RESULTS SUPPORTING REMARK III.1
The result described in the main text follows from Theorem
6.2 in [27], originally proved in [38], [39] and [40].
Theorem C.1 (Theorem 6.2 from [27]). Let W (x) =
exp(−Q(x)) be a weight function, where Q : R 7→ [0,∞)
is even, convex, diverging for x→∞, and such that
0 = Q(0) < Q(x), ∀x 6= 0.
Then, for any polynomial P (x) of degree ≤ L, not identical
to zero, one has
sup
x∈R
|P (x)W (x)| = sup
x∈[−ML,ML]
|P (x)W (x)|,
sup
x∈R\[−ML,ML]
|P (x)W (x)| < sup
x∈[−ML,ML]
|P (x)W (x)|.
Here, ML stands for the Mhaskar-Rakhmanov-Saff (MSF)
number, which is the smallest positive root of the integral
equation
L =
2
pi
∫ 1
0
MLtQ
′(MLt)√
1− t2 dt. (16)
In our setting, the weight equals exp(−x). Solving (16)
gives us an MSF number equal to ML =
π
2L. Thus, we can
restrict our optimization interval to [n
k
, π2L+
n
k
]. If there is no
regularization term, the optimal interval reduces to [n
k
, π2L +
n
k
].
APPENDIX D
CONSTRUCTION OF THE RWC-S ESTIMATOR
We introduce the optimization problem needed for minimiz-
ing the risk E
(
S−Sˆ
S
)2
. Poissonization arguments once again
establish that
E
(
S − Sˆ
S
)2
=
1
S2
{ ∑
i:λi>0
( L∑
l=0
e−λia2l λ
l
il!
)
+
∑
i6=j:λiλj>0
(
e−λiPL(λi, a)
)(
e−λjPL(λj , a)
)}
.
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Taking the supremum over Dk, one can further upper bound
the risk as
≤ sup
λ:λi∈[
n
k
,n]
1
S2
{ ∑
i:λi>0
( L∑
l=0
e−λia2l λ
l
il!
)
(17)
+
∑
i6=j:λiλj>0
(
e−λiPL(λi, a)
)(
e−λjPL(λj , a)
)}
≤ sup
λ∈[n
k
,n]
{
1
S
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
≤ sup
λ∈[n
k
,n]
{
1
Sˆc
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
,
(18)
where the last inequality is due to the fact that Sˆc ≤ S.
Note that the only difference between (18) and (7) is in
terms of changing 1/k to 1/Sˆc in the first term. In view
of Theorem III.2, (18) is optimized by the solution of the
following problem:
min
t,a1,...,aL
t subject to
{
1
Sˆc
( L∑
l=0
e−λa2l λ
ll!
)
+
(
e−λPL(λ, a)
)2}
≤ t
∀λ ∈ Grid([n
k
, 6.5L], s),with a0 = −1.
(19)
