We address tFe problem of tracking and reconstructing 3 0 human lip motions from a 2D view. This problem is challenging due both to the complex nature of lip motions and the minimal data available from a raw video stream of the .face. We counter both of these difficulties with statistical approaches. We first build a physically-based 3 0 model of lips and train it to cover only the subspace of lip motions. We then track this model in video by finding the shape within the subspace that maximizes the posterior probability of the model given the obiferved features. In this study, the features are the likelihoods of the lip and non-lip color classes: we iteratively derive forces from these values to apply to the physical model and converge to the final solution. Because of the full 3D nature of the model, this framework allows u s to track the lips from any head pose. In addition, because of the constraints imposed by the learned mbspace of the model, we are able to accurately estimate the full 3 0 lip shape from the 2 0 view.
Introduction
The lips are a critical factor in human communication: they are an important cue for speech recognition and are among the primary components of facial expressions. As a result, the detailed shape of the lips is an important input for systems that wish to observe, process, and code human communication. However, obtaining this input hat) proved to be quite difficult. When we are presented with a speaker's lips in a video stream, there is not a lot of visual information to work with. This is especially true given the complex ways in which lips can move. Furthermore, while the head is typically moving about L n 3D, we have available only the 2D projection. Even the contours of the lips are often obscured by the lighting, facial hair, or other disturbances. Among the oiily features we can depend on is the color content of the lips and surrounding regions, though even this information is often noisy.
Our goal is to find a, means of robustly estimating the 3D lip shape despite these limitations. It has been clear from the beginning of our work that in order to reach this goal, we would need a 3D model so that the lips could be tracked from any pose. In addition, we realized that this model would have to conform to a strict subspace that would contain only the permissible lip shapes. Without these constraints on the shape, the model could never estimate the full 3D shape from only noisy 2D information. Lastly, we would like this model to be physically based so that we can apply the standard tools of deformation and equilibrium to drive it from local observations. To satisfy these needs, we have constructed an FEM model of the lips and trained it with 3D data to conform to the subspace of lip motions. Even with this model, we are left with the formidable challenge of tracking the lips in video data. Again we choose a statistical approach, modeling the color distributions of the lip and non-lip regions. We are then able to compute likelihood maps of each class over the relevant region of the input stream. By then projecting our 3D model into the 2D camera view, we can measure the posterior probability of the model shape using this information. This method allows us to find the correct lip pose by matching the distributions of the observations and those implied by the model, thereby maximizing the posterior probability of the model shape given the observations.
In this paper, we will describe in detail how we have formulated each of these techniques and how we apply them to this problem. We will then show our results, demonstrating how our statistical framework has allowed to us accurately and robustly estimate and reconstruct the 3D lip shape from 2D video data.
Background

I
In looking at the prior work on lip modeling, there are two major groups of models. The first of these contains the models developed for analysis, usually intended for input into a combined audio-visual speech recognition system. The underlying assumption behind most of these models is that the head will be viewed from only one known pose. As a result, these models are only two-dimensional. Many are based directly on image data [5], [7] ; others use such low level features to form a parametrized description of the lip shape [l] .
Some of the most interesting work done in this area has been in using a statistically trained model of lip variations. Bregler and Omohundro's work and Luettin's work, for example ([4] and [9] ), model the subspace of lip bitmaps and contours respectively. However, since these are 2D models, the changes in the apparent lip shape due to rigid rotations have to be modeled as complex changes in the lip pose. One goal of this paper is to extend these ideas to 3D. By modeling the true three-dimensional nature of the lips, variations that look complex and nonlinear from a 2.D perspective become simple and linear. With a 3D model, we can simply rotate the model to match the observed pose, modeling only the actual variations in lip shape.
The other category of lip models includes those designed for synthesis and facial animation. These lip models are usually part of a larger facial animation system, and the lips themselves often have a limited repertoire of motions [8] . To their credit, these models are mostly in 3D. For many of the models, though, the control parameters are defined by hand. A few are based on the actual physics of the lips: they attempt to model the physical material and musculature in the mouth region [6] , [12] . Unfortunately, the musculature of the mouth is extremely complicated and has proved to be very difficult to model accurately. Even if the modeling were accurate, this approach would still result in a difficult control problem, Humans do not have independent control of all of these facial muscles: normal motions are a slim subspace of the possible muscle states. Some models have tried to approximate this subspace by modeling key lip positions (visemes) and then interpolating between them (for example [12] ). However, this limits the accuracy of the resulting lip shapes, since only the key positions are learned from data.
We hope to fill the gap in these approaches with a 3D model that can be used for both analysis and synthesis. Our approach is to start with a 3D shape model and generic physics. We then deform this initial model with real 3D data to learn the correct modes of variation. i.e., all of the deformation modes that occur For this application, a thin-shell model was chosen. We constructed the model by beginning with a 2D plane-stress isotropic material formulation and adding a strain relationship for the out-of-plane components (see [a] for further details).
It is important here to understand the difference between a physically-based and a physiological model. We are not att,empting to construct a physiological model, and thus we do not claim that our model has any simple relation to the actual stiffnesses of the skin, muscle, and other tissue that make up the mouth region. Our model is a thin shell structure, while the actual lips are clearly volumetric in nature. What we do claim is that our model (after training) can accurately account for the visible observations of the mouth. The "learned physics" that we discuss here corresponds to learning the modes and distributions of deformations that account for these observations. The framework of the physical model is simply a means of modeling these observations that allows us to conveniently model the interrelations between different parts of the structure.
The Observations
To train this model to have the correct 3D variations of the lips, it was necessary to have accurate 3D data. Also, in order to observe natural motions, it was not acceptable to affix reflective markers or other cumbersome objects to the lips. To satisfy these criteria, seventeen points were marked on the face with ink: sixteen on the lips and one on the nose. The placement of these points is shown in figure 1 . The points were chosen to obtain a maximally informative sampling of the 3D motions of the lips. in the observations. In this way, we not only address the problem of parametrizing the model's motions, but also that of control. Because we learn only the modes that are observed, we end up with degrees of freedom that correspond only to plausible motions.
The Model
In the followine: section. we give a brief description of the choice of &del shape and the physics used. A much more detailed account is given in [a].
The underlying representation of our initial model is a. mesh in the shape of the lips. The mesh is constructed from a linear elastic material modeled by the Finite Element Method (FEM). The initial shape for the model was obtained by extracting a region surrounding the lips from a Viewpoint Data Labs model of the human head. Some small changes were made in this initial model to make it suitable for the finite element framework.
The FEM is a numerical method for approximating the physics of an arbitrarily complex body. The individual stress-strain matrices of the elements can be assembled into a single, overall matrix expressing the static equilibrium equation
where the displacements U and forces F are in a global coordinate system. The details of this method are described in many references (e.g., 131).
Figure 1: Locations of marked points on the face
Once the points were marked, two views of the points were taken by using a camera-mirror setup to ensure perfect synchronization between the two views. The points were tracked over 150 frames at a 30Hz frame rate using supervised normalized correlation. The two views were then used to reconstruct the 3D location of the points. Finally, the points were transformed into a head-aligned coordinate system to prevent the rigid motion of the head from aliasing with the non-rigid motions of the lips.
It was attempted to have as great a variety of lip motions within this brief period as possible. To this end, several utterances using all of the English vowels and the major fricative positions were spoken during the tracking period. Clearly, 150 frames from one subject is still not enough to cover all possible lip motions, but it is enough to provide the model with the initial training necessary to cover a significant subset of mo-tions. Methods to continue the training using other forms of input data will be discussed in a later section.
Training the Model
In order to relate the training data to the model, the correspondence between data points and model nodes had to be defined. This was a simple process of examining a video frame cont sining the marked points and finding the nodes on the lip model that best matched them in a structural senst:. The difference between the goal locations of these points (i.e., the observed point locations) and their current location in the model is then the displacement goal, Ug.
Reaching the :Displacement Goals
The issue was then how l o reach these displacement goals. The recorded data points constrained 48 degrees of freedom (16 points on the lips with three degrees of freedom each). However, the other 564 degrees of freedom were left open. To solve this underconstrained problem, we added the constraint of minimum strain. Given the set of constrained point displacements, our solution minimized the strain felt throughout the structure. This solution is thus a physically based smoothing Dperation: we are using the physics of the model to smooth out the regions where we have no observation c ata by minimizing the strain in the model. We deno1,e the the K -l matrix with only the rows pertaining to the constrained degrees of freedom as P . The minimum strain solution can then be expressed as:
Details of the derivation can be found in [2].
Modeling the Observations
Once we have all the displacements for all of the frames, we can relate the observed deformations to a subset of the "correct" physics of the model. We began with the default physics (i.e., fairly uniform stiffness, only adjacent nodw connected and have now information can be used to form a new, "learned" K matrix. Martin et al. [lo] described the connection between the strain matrix and the covariance of the displacements RU: if we consider the components of the force to be IID with unit variance, we have observed how the model actually de f' orms. This new RU = KS2
(3)
We can now take this rnapping in the opposite direction. Given the sample covariance matrix RU, we can find K -l by taking its positive definite square root, i.e., diagonalizing the matrix into SAST (where each column of S is an eigenvector and A is the diagonal matrix of eigenvalues) and then reforming it with the square roots of the eigenvalues. We can then use the resulting "sample K--'" to represent the learned physics from the observalions. Forces can now be applied to this matrix to calculate the most likely displacement given the observations. However, because we only have a small number of training observations (140) and a large number of degrees of freedom (612), we could at best observe 140 independent degrees of freedom. Furthermore, noise in the observations makes it unreasonable to estimate even this many modes. We thus take only the 10 linear modes that account for the greatest amount of variance in the input data (i.e., those with the largest eigenvalues of the covariance matrix). These modes are found by performing principal components analysis (PCA) on the sample covariance matrix. We can then reconstruct the modal covariance and K -l matrices using these modes. We thus have a parametric description of the subspace of lip shapes (the modes) and a probability measure for the subspace (the modal covariance matrix).
The sample covariance was computed using only the first 140 frames so that the last ten c p l d be used as a test set. The mean displacement (U) and some of the first few modes are shown in figure 2 below. It was found that the first ten modes cover 99.2 percent of the variance in the data. We should thus be able to reconstruct most shape variations from these modes alone.
Tracking the Lips in Raw Video
Now that we have the model, we turn to the task of tracking the model in raw video. By ('raw'' we mean that there are no longer any special markings on the lips or the face. We have only the minimal features described ir, the introduction. Among these, the color content of the various regions is a robust and easily computable candidate. However, it will not directly give us any kind of shape informationit will only give us the likelihoods of membership in the color classes, = f(color1model). If we view the problem from a statistical perspective, it becomes clear how this data should be used. Essentially, we want to find the set of parameters p* for our model that maximizes its posterior probability given the observations:
we can neglect the denominator in the last expression, since it will be the same for all p , leaving us with (5) Another piece of information we have is the color class of each point on our model. As shown in the figures above, the model contains the lips and some surrounding skin, and we know a priori which triangular faces belong to which class. If we now project the model in state p into the camera view, we can compute the term f(O(z, y)lp) for each point in the visible surface of the model. This value is simply the likelihood of the observed color value at (x, y) belonging to the same class as the point in the model that is projected onto it. To find the overall probability of the model in this state, we simply integrate these values over the visible surface area A and postmultiply by the prior value of the model being in state p :
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This gives us a measure of the posterior probability of the model being in a given state. We will show in a later section how this integral can be decomposed for efficient computation. This still leaves the problem of finding the optimal state without searching the entire subspace. We approach this using a form of stochastic gradient ascent that makes use of the physical basis of the model. Based on the likelihoods and the gradients thereof, we derive forces to " p u s h the model state in a direction that will increase its overall likelihood.
In order to apply these ideas to our tracking problem, we first train models of the color classes for the skin and lips. We then detect and find the face within the image frame. Next, we find the lips within the face and compute the detailed likelihood maps for the skin and lips classes. The model is then positioned to match the coarse statistics of the lip distribution projected into the camera view. From this initial fit, we iteratively derive forces from the observations as described above and apply them to the model. We then measure the probability of the resulting states and stop the algorithm when we reach a local maximum. We will describe each of these steps in detail in the following sections.
Training the Color Classes
We derive the statistical models of the lip and skin (face) classes using the LAFTER system [ll], a realtime active-camera face tracking system. This system uses examples of lip and skin pixels to build models of the probability distributions of each class in color space. The distributions are modeled as mixtures of Gaussians and are estimated using the EM algorithm.
Past studies ([13]) have shown that use of normalized or chromatic color information ( F = ~, 5 = A) can be reliably used for finding "flesh areas" present in the scene despite wide variations in lighting. By training the model on this normalized space on thousands of skin color samples, we have obtained a model that is valid for a broad spectrum of users. Typically, only two to three mixture components are needed to accurately characterize the face. Lip models are even more densely distributed in the chromatic space since they have a considerably smaller color variance. One or two mixture components in color space) are typically sufficient to accurately 6 escribe lips.
Once we have these models, we can apply them to the relevant regions of the image to produce probability maps for the lip and the skin classes. The accurate modeling of the skin and lip classes result in sharp boundaries between high and low probability regions for each class (see figures 3 and 4) . As a result, the probability maps have a very high gradient at the boundary and very low gradients everywhere else. Because we wish to derive forces from the gradients to push the model towards the maximally probable point in the subspace, we need to spread their region of influence to a larger area. To do this, we convolve the probability maps with a 2D Hamming window, resulting in smoothed probability maps (see figures 3 and 4). In addition, the values of the raw probability maps in the highly probable region tend to have high variance, resulting in fairly noisy gradients. The smoothing counteracts this problem as well. 
Detecting and Finding the Face and Lips
To estimate the location of the face and the lips in the image, the LAFTER system makes use of 2-D blob features, spatially-compact clusters of pixels that are statistically similar in terms of low-level image properties. See [ll] for the motivation and history of blob features.
In our implementation, feature vectors are computed at each pixel by concatenating the ( 2 , y) spatial coordinates and the color components at that point. These features are then clustered so that image properties such as color and spatial similarity combine to form coherent connected regions, or "blobs," in which all the pixels have similar image properties.
Once the pixels are clustered into blobs, the largest blob of skin-class pixels is tested for size. If it is of sufficient size, the blob is considered a face. The probability model for the lip color is then applied to the pixels in this face blob along with the prior model for lip location within the face. The resulting lip blob with the highest a posteliori probability is then taken to be the subject's lips. The location of the lips (i.e., the mean of the blob) is then tracked from frame to frame with a Kalman fiher.
Projecting the, Model into the Camera View
The rigid pose of the model is related to the camera view by six rigid parameters: three for rotation and three for translation. The 2D projection of the model into the camera view is found using a pinhole camera model with a calibrated focal length. The location of the lip blob gives us enough information to estimate the in-plane translation automatically (in the near future, we plan to have the out-of-plane rotation and depth parameters determined automatically by a visual head-tracking sys1,em). To do this, we match the centroid of the visible area of the lip region of the model to the centroid of the blob estimate. This is a first-order alignment of the observed statistics and the statistics implied by the model. From this initial fit, we can iteratively deform the model to maximize the probability of the model state given the observations.
Measuring the Model Probability
In order to measure the probability of the current model state given the observations, we need to now compute the expression in equation 6, which integrates the probability of each Foint over the visible area of the model. We can break this expression up into a sum of integrals over the faces (the triangular facets) of the model: Furthermore, we can eva.luate the integral over each face using Gaussian numerical integration with a single sample point [3] . In the one point case, the approximation to the integral of a function over a triangular patch is the area of the patch A; multiplied by the value at the center of the patch f(O(%i, yz)Ip). Note that this scheme approximates the function as being constant over the face. This is reasonable for our situation because of the small size of the faces (and thus the small variation in the function surface over themsee figure 5 ). The resulting approximation to the total integral is:
We can now simplify f(O(x,y)Jp) to l~;~~( x , y j or l J t i n (~, y), depending on whether the given face in the model is a lip face or a skin face. This thus breaks the result into two pieces: Lastly, to evaluate the prior term f(p), we use a Gaussian model with the learned covariance R U , m o d a / . Because we already have the parameters p in the modal coordinate system, the exponent term can be simplified to the sum of ten terms (for the ten modes).
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The scaling factor for the Gaussian can be omitted since it is the same for all values of p .
With these simplifications, the final expression in equation 9 can be quickly computed from the available quantities.
Iterating to a Solution
Now that we can compute the posterior probability of the model pose, we need a means of improving it. The method we have developed is a form of stochastic gradient ascent. For each face, we find the local direction in which its likelihood would increase the most (i.e., the gradient of the appropriate probability map). We then compute a force proportional to the gradient to apply to the face pushing it in this direction. Mathematically, we want to integrate the influence of the gradients over the entire face:
where class is lips or skin depending on the face and Q is a constant that scales the force to match the physics of the model. We numerically evaluate this integral, again using the one point Gaussian model:
c / a s s ( z i , Yi) (12)
We wish to apply this force to the center of the face, which results in spreading the force in equal portions to the three nodes of the face. When the forces for all of the faces have been computed, we transform the values back into the model's coordinate sytem. We then 1 apply the resulting force vector to the modal K, matrix, which projects the force and the resulting displacement into the subspace learned by the model:
Because of the modal form of the matrix, this is a computationally inexpensive operation.
After the force has been applied, we project the new shape into the camera view and recompute the posterior probability of the model. We then iterate the process above until the probability converges to a local maximum. The resulting estimated shape is then used as the initial shape for the next input frame.
Another approach to finding this solution would be to directly compute the gradient in the parameter space and move in the direction of steepest ascent. This is the more traditional form of gradient ascent, and is typically much more expensive than stochastic ascent. However, with a small number of parameters, this method may prove more efficient due to its more accurate estimate of the gradient. We are currently exploririg this alternate technique and will report on its characteristics in a futurc paper.
Results
Tracking and Reconstruction Results
In this section, we show several examples of using the above algorithm to estimate the 3D lip pose. We begin with a detailed example (figure 5): In the first frame, we see the mouth image we are trying to fit. In the next frame, we see the initial placement of the model on the image (the center of the model was aligned with the centroid of the lip probability map). In the third frame, we see the smoothed lip probability map corresponding to the image and the forces on the modcl points resulting from it. In the fourth frame, we see the result of the force applied in the first iteration. In the last frame, we see the final, converged result after 15 iterations. The figures below ( 6 and 7)
show some other frames with the initial image, the final converged fit, and the profile view of the estimated model. From these images, it is clear that this algorithm can accurately estimate the 3D shape of the lips from the 2D observations.
One of the main reasons we have used a small number of modes (10) throughout this development is to be robust to noisy data. When clean data, is available, though, we expect to be able to fit many more modes with high accuracy. This points towards a much more convenient method of continuing to train the model. Once we find the best fit in the modal space, we can relax the modal constraints and allow the initial fullrank structure to completely fit the available data.
New shapes obtained in this way can then be used for additional training.
Reconstruct ion Capabilities
As we have previousIy discussed, one of the major arguments behind the 3D representation was that we could use a small number of observations from any viewpoint to find a good estimate of the model shape.
We now demonstrate that we can accurately reconstruct the full shape using only y-z data, only x-y data, and x-y-z data from only a subset of the points. We show this using a test set that is separate from the training set used earlier. For the ten data frames that were not included in the sample covariance, the mean-squared reconstruction errors per degree of freedom were found for several cases and are shown in the table below. 'lhe results are given in the coordinate system of the model, in which the model is 2.35 units across, 2.83 units wide, and 5.05 units deep. The table shows the reconstruction error using only the first ten modes. The rows of the ta,ble correspond to what measurements were used to reconstruct the full 3D shape. In the first row, the first eight 3D points (shown in figure 1) were used to reconstruct the remainder of the displacements. Note that the model performs quite well in this case, implying that it has learned to some degree the permissible subset of lip motions. The second row shows the results of using only the y and z components of the data. This corresponds to the data that would be available from a profile view. The last row contains the results using the x and y components (i.e., a frontal view). It is interesting to note that the y-z data provides much better performance than the x-y case. This is understandable in that there was a significant amount of depth variation in the test frames. Because some x-y variations can occur with different degrees of z motilm, the depth variation is not observable from the frontal plane. As a result, the y-z data provides more information about the lip shape in these cases. Since our model is a full 3D representation, it can take advantage of this disparity (or any other advantageous 3D pose) when these observations are available. 
Conclusions and Future Directions
We have presented a method for estimating and reconstructing the 3D shape of human lips from raw video data. We have shown how we can accurately match the observations in raw data, and have also demonstrated the ability of our model to accurately reconstruct 3D shapes from sparse 2D data. We have achieved these goals by using a statistical approach throughout, from modeling the subspace of lip motions to describing and fitting the observations in the video stream.
There are a number of directions in which we wish to continue this work. Foremost among these is integrating a 3D head pose estimate with the tracking algorithm so that the tracking can be robust to arbitrary changes in pose. We also plan to evaluate how much new information is provided by a 3D estimate for tasks such as audio-visual speech recognition and facial expression recognition.
