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Abstract
We present results related to vectorial plateaued functions and mappings whose derivatives are 2s -to-1 functions. The results
in this note generalize facts about almost perfect nonlinear and almost bent functions. We investigate the connection between
plateaued and 2s -to-1 functions. We show that functions which are both plateaued and differentially uniform give rise to partial
difference sets.
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1. Preliminaries
1.1. Introduction
Two notions of the “nonlinearity” of functions on finite fields have been used, motivated by problems in
cryptography. The concepts depend on differential properties of functions and, dually, properties of the Walsh
transform. If a function f : F2m → F2m is “as nonlinear as possible”, it is called almost perfect nonlinear (APN) if the
differential properties are considered, or almost bent (AB) if the nonlinearity is measured using the Walsh spectrum.
There are several interesting connections between these two extremal cases. For instance, it is well known that any
AB function is also APN, see Theorem 3.
In this paper, we present two possible generalizations both of “APN” and “AB”. It turns out that some, but not all,
connections between APN and AB carry over to the more general situation.
1.2. Vectorial Boolean functions
Any function F from Fm2 into F
n
2 can be considered as a vectorial Boolean function, i.e. F can be presented in the
form
F(x1, . . . , xm) =
(
F1(x1, . . . , xm), . . . , F
n(x1, . . . , xm)
)
,
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where the Boolean functions F1, . . . , Fn are called the coordinate or component functions of the function F .
A function F : Fm2 → Fn2 has a unique representation as a polynomial on m variables with coefficients in Fn2
F(x1, . . . , xm) =
∑
u∈Fm2
c(u)
(
m∏
i=1
xuii
)
,
where c(u) ∈ Fn2 . This representation is called the algebraic normal form of F and its degree d◦(F) the algebraic
degree of the function F . The algebraic degree of F is equal to the maximum algebraic degree of the coordinate
functions of F (see [7]).
If we identify Fm2 with the finite field F2m , then a function F : F2m → F2m is also uniquely represented as a
univariate polynomial over F2m of degree smaller than 2m :
F(x) =
2m−1∑
i=0
ci x
i , ci ∈ F2m .
For any integer k, 0 ≤ k ≤ 2m − 1, the number w2(k) of nonzero coefficients ks , 0 ≤ ks ≤ 1, in the binary
expansion
∑m−1
s=0 2sks of k is called the 2-weight of k. The algebraic degree of a function F : Fm2 → Fm2 is equal to
the maximum 2-weight of the exponents i of the polynomial F(x) such that ci 6= 0, that is
d◦(F) = max
0≤i≤2m−1
ci 6=0
w2(i)
(see [9]). In particular, F is linear if and only if F(x) is a linearized polynomial over F2m :
m−1∑
i=0
ci x
2i , ci ∈ F2m .
The sum of a linear function and a constant is called an affine function. Obviously, the algebraic degree of any affine
function is less than or equal to 1. The functions of the algebraic degree less than or equal to 2 are called quadratic.
Let F : Fm2 → Fn2 . If A1 : Fn2 → Fn2 and A2 : Fm2 → Fm2 are affine permutations and A : Fn2 → Fn2 is affine then the
functions F and A1 ◦ F ◦ A2 are called affine equivalent and the functions F and A1 ◦ F ◦ A2+ A are called extended
affine equivalent (EA-equivalent). The graph of the function F is the set G F = {(x, F(x)) : x ∈ Fm2 }. Functions F
and F ′ are called Carlet–Charpin–Zinoviev equivalent (CCZ-equivalent) if for some affine permutation C of Fm+n2 ,
the image of the graph of F is the graph of the function F ′, i.e. C(G F ) = G F ′ . EA-equivalent functions are CCZ-
equivalent, and if m = n, any permutation is CCZ-equivalent to its inverse. It is shown in [3] that CCZ-equivalence is
a coarser equivalence relation than extended affine equivalence.
A function F : Fm2 → Fn2 is called balanced if it takes every value of Fn2 the same number 2m−n of times. The
balanced functions from Fm2 to itself are the permutations of F
m
2 .
Let F : Fm2 → Fn2 . The function λF : Fm2 × Fn2 → Z defined by
λF (a, b) =
∑
x∈Fm2
(−1)b·F(x)+a·x , a ∈ Fm2 , b ∈ Fn2,
is called the Walsh transform of the function F , where “·” is an inner product in Fm2 , resp. Fn2 . For any elements
a ∈ Fm2 , b ∈ Fn2 the value λF (a, b) is called the Walsh coefficient of F and the set
ΛF = {λF (a, b) : a ∈ Fm2 , b ∈ Fn2, b 6= 0}
is called the Walsh spectrum of F . Note that λF (0, 0) = 2m and λF (a, 0) = 0 for a 6= 0.
We also define
λF = max
a∈Fm2 ,b∈Fn2 ,b 6=0
|λF (a, b)|.
The Walsh transform of a function does not depend on a particular choice of the inner product in Fm2 and in F
n
2 . If
we identify Fm2 with F2m then we can take x · y = tr(xy), where tr(x) = x + x2 + · · · + x2
m−1
is the trace function
from F2m into F2.
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It is well known and not difficult to see that λF ≥ 2 m2 , see [8] or [27].
The nonlinearity of a function F : Fm2 → Fn2 is the value
NL(F) = 2m−1 − 1
2
λF = min
b∈Fn2 ,b 6=0
NL(b · F),
which equals the minimum Hamming distance between all nonzero linear combinations of the coordinate functions
of F and all affine Boolean functions on n variables. The linear cryptanalysis, introduced by Matsui [24], is based
on finding affine approximations to the action of a cipher, therefore the linear attack on a function F is successful if
NL(F) is small.
An obvious upper bound for the nonlinearity of any function F : Fm2 → Fn2 is the universal bound
NL(F) ≤ 2m−1 − 2 m2 −1
as λF ≥ 2m/2. Functions achieving it with equality are called bent or perfect nonlinear.
The derivative of a function F with respect to a ∈ Fn2 is the function
Da F(x) = F(x + a)+ F(x).
Theorem 1 (See [7]). A function F : Fm2 → Fn2 is bent if and only if one of the following equivalent conditions holds:
(i) ΛF = {±2 m2 };
(ii) the function Da F(x) = F(x)+ F(x + a) is balanced for any nonzero a ∈ Fn2 .
The following theorem has been independently obtained in [27,30]. In the latter paper, a much more general result
about relative difference sets is proved, see also [29].
Theorem 2. A perfect nonlinear function F : Fm2 → Fn2 exists if and only if n ≤ m/2.
This theorem implies in particular that there are no bent functions F : Fm2 → Fm2 . A lot of research has been
motivated by the problem to find functions which are as close as possible to bent functions. There are basically two
possibilities: You may relax the condition (i) in Theorem 1, or you may relax condition (ii).
Let us begin with relaxing condition (i). One can show that in the case m = n we have
λF ≥ 2 m+12 , (1)
see [27]. Functions F : Fm2 → Fm2 with equality in (1) are called almost bent (AB).
For a function F : Fm2 → Fn2 and any elements a ∈ Fm2 and b ∈ Fn2 , we denote by δF (a, b) the number of solutions
of the equation F(x + a)+ F(x) = b, that is,
δF (a, b) = |{x ∈ Fm2 : F(x + a)+ F(x) = b}|,
and we call the set
∆F = {δF (a, b) : a ∈ Fm2 , a 6= 0, b ∈ Fn2}
the differential spectrum of the function F . Note that δF (0, 0) = 2m and δF (0, b) = 0 for b 6= 0.
For any function F : Fm2 → Fm2 the value δF = maxa,b∈Fm2 ,a 6=0 δF (a, b) is not less than 2. Indeed, for any
a, b ∈ Fm2 , the number δF (a, b) is even since if x0 is a solution of the equation F(x + a) + F(x) = b then x0 + a
is a solution too. If δF = 2 then the function F is called almost perfect nonlinear (APN). This is a relaxation of the
condition to be balanced in (ii).
In the case of AB functions we know that ΛF = {0,±2 m+12 }, for APN functions we have ∆F = {0, 2}. It is the
purpose of this note to investigate functions F : Fm2 → Fm2 where
ΛF = {0,±2 m+s2 }
and/or ∆F = {0, 2s}.
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In the first case, we call the functions s-nonlinear, in the second case 2s-uniform. More generally, a function is
called δ-uniform if∆F = {0, δ}, but obviously in this case δ has to be a power of 2 (note that∑b∈F2m δ f (a, b) = 2m).
The more general concept of δ-uniformity may be useful if functions between arbitrary groups are considered.
Functions F with ΛF = {0,±λ} are called plateaued, and it follows from Eq. (4) below that λ has to be a power
of 2. Hence, our functions include the plateaued functions. However, this is not a paper about plateaued functions, but
we want to emphasize the connection and the differences between s-nonlinearity and 2s-uniformity.
1.3. Algebraic tools
There are many connections between the linear and the differential spectrum of functions, for instance:
Theorem 3 (See [27]). Any AB function is APN.
However, the converse is not true, and we will see examples later in this paper. The reason why there are connections
between differential and linear properties of a function is the Walsh transform, in particular the inversion and the
convolution property of the Walsh transform. We would like to recall the definition of the Walsh transform in terms of
the more general concept of the Discrete Fourier Transform and group algebras. In particular, we introduce difference
sets and partial difference sets, and for this purpose the group algebra notation is very useful.
Let F be a field, and let G be an abelian group of order v and exponent v∗. The exponent is the smallest integer e
such that ge = 1 for all g ∈ G. We assume that F contains a primitive v∗th root of unity. In this paper, the group is
always a finite elementary abelian 2-group, hence the exponent is 2, and every field of characteristic 6=2 contains such
roots. There are v different homomorphisms G → F∗. These homomorphisms are called characters, and the character
that maps every element to 1 is called the principal character. The characters form a group Gˆ isomorphic to G (the
set of characters becomes a group via the product definition χ1χ2(g) := χ1(g) · χ2(g)). We may extend characters
via linearity to homomorphisms from the group algebra F[G] → F. The vector (χ(A))
χ∈Gˆ is called the (Discrete)
Fourier Transform (DFT) of A ∈ F[G]. We refer the reader to [28] for more background on group algebras, the DFT
and their applications to problems on “difference sets”.
The following trivial character sums are quite useful:
χ(G) =
{|G| if χ = χ0
0 otherwise.
(2)
Two important properties of the DFT are the inversion formula and the convolution property:
Inversion formula: If A =∑g∈G agg ∈ F[G], then
ag = 1
v
∑
χ∈Gˆ
χ(Ag−1).
Convolution property: For any A and B in F[G], we have
χ(A · B) = χ(A) · χ(B).
If we combine the convolution property and the inversion formula, we obtain the Parseval equation for A =∑
agg ∈ C[G]:∑
g∈G
a2g =
1
v
∑
χ∈Gˆ
|χ(A)|2 (3)
(just consider the coefficient of the identity in A · A(−1), where A(−1) =∑g agg−1).
If G = Fm2 and F = C, then the characters are simply the mappings χa (a ∈ Fm2 ) defined by
χa = (−1)a·v.
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Therefore, we may interpret the Walsh spectrum of a function F : Fm2 → Fn2 as follows: We identify subsets A ⊆ G
with the group ring element∑
g∈A
g ∈ F[G].
By abuse of notation, we denote this group algebra element again by A.
If we identify the function F with the set DF = {(x, F(x)) : x ∈ Fm2 } ⊆ Fm2 ×Fn2 , and then view this element as the
group algebra element DF , then the Walsh coefficients are just the entries in the Fourier transform of DF . Moreover,
δF (a, b) is the coefficient of the element (a, b) in D2F .
If F : Fm2 → Fn2 , the Parseval equation gives
2m = 1
2n+m
∑
a∈F2m ,b∈F2n
|λF (a, b)|2.
If A = DF we may also look at the group algebra element∑
x∈F2m
(−1)b·F(x)x ∈ C[G].
Applying the Parseval equation to this element, we get
22m =
∑
a∈F2n
|λF (a, b)|2. (4)
Using group algebras, it is very easy to introduce the concept of difference sets and partial difference sets. A
(v, k, λ)-difference set in a group G of order v is a k-subset of G such that
D · D(−1) = (k − λ)+ λ · G.
Difference sets in 2-groups and bent functions are basically the same objects: If γ : Fm2 → F2 is bent, then the set{v ∈ Fm2 : γ (v) = 1} is a difference set, and, vice versa, difference sets in 2-groups give rise to bent functions. This is
well known, see [2], for instance.
We say that a k-subset D of G is a partial difference set with parameters (v, k, λ, µ), if D = D(−1) (i.e. D is fixed
by inversion), 1 6∈ D, and D satisfies
D2 = D · D(−1) = k + λD + µ(G − D − 1). (5)
Note that D is a difference set if and only if χ0(D) = k and |χ(D)| = k − λ for all nonprincipal characters χ .
Similarly, D is a partial difference set if χ0(D) = k and
χ(D) = λ− µ
2
± 1
2
√
(µ− λ)2 + 4(k − µ). (6)
The values in (6) are the solutions of the quadratic equation x2 = (k − µ) + (λ − µ)x : Just apply characters to Eq.
(5) and use the convolution property.
We refer the reader to [2] for background on difference sets. For partial difference sets, see the survey [23]. For the
geometry of partial difference sets in 2-groups, see [4].
2. s-nonlinear functions
We recall the following nice characterization of AB functions:
Theorem 4 ([9,10]). A function F : Fm2 → Fm2 is AB if and only if one of the following conditions is satisfied:
(i) ΛF = {0,±2 m+12 };
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(ii) for every a, b ∈ Fm2 the system of equations{
x + y + z = a
F(x)+ F(y)+ F(z) = b (7)
has 3 · 2m − 2 solutions (x, y, z) if b = F(a), and 2m − 2 solutions otherwise;
(iii) the function γF : F2m2 → F2 defined by
γF (a, b) =
{
1 if a 6= 0 and δF (a, b) 6= 0
0 otherwise
(8)
is bent.
Using the group algebra approach introduced in Section 1.3, it is very easy to give a proof of this result. We consider
only (ii). If F is AB, we know
χ(D3F ) = χ(DF )3 = 2m+1χ(DF )
for all nonprincipal characters χ of F2m2 (note that the character values are the λF (a, b)’s). Moreover,
χ0(D
3
F ) = χ0(DF )3 = 23m .
Using (2), we get
χ
(
D3F − 2m+1 DF −
23m − 2m · 22m+1
22m
· G
)
= 0,
hence, using the inversion formula,
D3F = 2m+1 DF + (2m − 2)G.
The coefficients on the right-hand side give the number of solutions to Eq. (7), which proves that (i) ⇒ (ii). The
implication (ii)⇒ (i) is similar. In order to prove (iii) we have to use the fact that any AB function is also APN. A
similar statement is not true in the case of s-nonlinear functions, see Section 4, therefore it is not possible to generalize
this part of Theorem 4 to s-nonlinear functions.
Using the same arguments as above, it is easy to prove the following:
Theorem 5. A function F : Fm2 → Fm2 is s-nonlinear if and only if the system of the two equations{
x + y + z = a
F(x)+ F(y)+ F(z) = b
has 2m(2s + 1)− 2s solutions (x, y, z) if b = F(a), and 2m − 2s solutions otherwise.
All linear functions are m-nonlinear. If F is a quadratic mapping on Fm2 then for all nonzero c ∈ Fm2 the Boolean
functions c ·F are plateaued. However, in these conditions F is not necessarily s-nonlinear. For example, the functions
x2
i+1, with gcd(i,m) = s and m/s even, are not s-nonlinear.
CCZ-equivalent functions have the same nonlinearity and if functions F and F ′ are CCZ-equivalent and F is
s-nonlinear then F ′ is also s-nonlinear [9].
The algebraic degree of any AB function is upper bounded by m+12 (see [9]). It is easy to get an upper bound for
s-nonlinear functions using the same argumentation like as that in the AB case. If all the values of the Walsh transform
of a Boolean function are divisible by 2k then its algebraic degree is at most m−k+1 (see [22]). The algebraic degree
of any function F : Fm2 → Fm2 is equal to the maximum algebraic degree of the Boolean functions c · F , c ∈ Fm2 .
If F is s-nonlinear then for any nonzero c ∈ Fm2 the values of the Walsh transform of the Boolean function c · F are
divisible by 2
m+s
2 . Therefore, d◦(c · F) ≤ m − m+s2 + 1, c ∈ Fm2 , and d◦(F) ≤ m−s2 + 1.
Theorem 6. Let F be an s-nonlinear function on Fm2 . Then the algebraic degree of F is not greater than
m−s
2 + 1.
In particular, if a power function xd is s-nonlinear on F2m then w2(d) ≤ m−s2 + 1 (which is already contained in [6]).
Some nonexistence results of AB functions can be generalized for s-nonlinear mappings (see [9]).
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Theorem 7. Let F : F2m → F2m with F(0) = 0, and let k be a proper divisor of 2m−1 which does not divide 2s−1.
If there is a partition D1, . . . , Ds of F∗2m into sets of size k such that F is constant on these sets, then F cannot be
s-nonlinear.
Proof. Since F is constant on the sets D1, . . . , Ds , we have that∑
x∈F∗2m
(−1)tr(bF(x))
is divisible by k. We deduce that for every b, the integer k is a divisor of λF (0, b)± 1. If ΛF = {0,±2 m+s2 } then k is
a divisor of ±1, 2 m+s2 ± 1 which is impossible since
(2
m+s
2 + 1)(2 m+s2 − 1) = 2m+s − 1 = 2s(2m − 1)+ (2s − 1)
and k is not a divisor of 2s − 1. 
Corollary 1. Let n = 2m − 1 be a composite number and k a proper divisor of n which is not a divisor of 2s − 1.
If F is a function on F2m with the univariate polynomial representation F(x) =∑2m−1i=0 ci x i and ci 6= 0 implies that
i = kr for some r, 0 ≤ r ≤ n/k then F is not s-nonlinear.
Proof. By hypothesis, there exists a polynomial P(x) such that F(x) = P(xk). Let u = n/k and d = αu , where α is
a primitive element of F2m . We have d 6= 1 and F(dx) = P(dk xk) = P(xk) = F(x). Thus F is a constant on each
set
{d i x : i = 0, . . . , k − 1}, x ∈ F∗2m .
All these sets have the same cardinality k, and therefore the proof follows from Theorem 7. 
Corollary 2. If F(x) = xd is s-nonlinear on F2m then gcd(d, 2m − 1) is a divisor of gcd(d, 2s − 1).
Proof. Let k = gcd(d, 2m − 1). Then the power mapping xd is constant on cosets of the subgroup of order k in F∗2m .
The proof follows from Theorem 7. 
3. Differentially 2δ-uniform functions
We have the following nice characterization of APN functions:
Theorem 8 ([9,19]). A function F : Fm2 → Fm2 is APN if and only if one of the following conditions holds:
(i) ∆F = {0, 2};
(ii) for any a ∈ Fm2 \ {0} the set
Ha = {F(x + a)+ F(x) : x ∈ Fm2 }
contains 2m−1 elements, that is |Ha | = 2m−1;
(iii) for every (a, b) 6= 0 the system{
x + y = a
F(x)+ F(y) = b
admits 0 or 2 solutions;
(iv) for any a ∈ Fm2 \ {0} the derivative Da F is a 2-to-1 mapping;
(v) the Boolean function γF has the weight 22m−1 − 2m−1;
(vi) F is not affine on any 2-dimensional affine subspace of Fm2 .
Here γF is the function defined by (8).
CCZ-equivalent functions have the same differential uniformity, hence if functions F and F ′ are CCZ-equivalent
and F is differentially 2s-uniform then F ′ is also differentially 2s-uniform.
378 L. Budaghyan, A. Pott / Discrete Mathematics 309 (2009) 371–384
It is obvious that a function F is differentially 2s-uniform if and only if∑
(a,b)6=(0,0)
δF (a, b) = 2s
∑
(a,b)6=(0,0)
γF (a, b).
On the other hand,∑
(a,b)6=(0,0)
δF (a, b) = 2m(2m − 1).
Therefore, if F is differentially 2s-uniform then the sum
∑
(a,b)6=(0,0) γF (a, b) is equal to 22m−s − 2m−s . That implies
if F is differentially 2s-uniform then the Boolean function γF has weight 22m−s − 2m−s .
If F is differentially 2s-uniform then for a 6= 0∑
b∈Fm2
δF (a, b) = 2s
∑
b∈Fm2
γF (a, b).
Since the first sum is equal to 2m then the function b → γF (a, b), a 6= 0, takes the value 1 precisely 2m−s times. If
F is a permutation then γF−1(a, b) = γF (b, a) and the function a→ γF (a, b) takes the value 1 precisely 2m−s times
for any nonzero b.
We have the following necessary and sufficient conditions for differentially 2s-uniform functions.
Theorem 9. A function F is differentially 2s-uniform if and only if one of the following conditions holds:
(i) for all a, b ∈ Fm2 , a 6= 0, the equation F(x + a)+ F(x) = b has either 0 or 2s solutions;
(ii) for every (a, b) 6= 0 the system{
x + y = a
F(x)+ F(y) = b
admits 0 or 2s solutions;
(iii) for any a ∈ Fm2 \ {0} the derivative Da F is a 2s-to-1 mapping.
Let n be a proper divisor of m and F be a function on Fm2 such that in the univariate polynomial representation of
F the condition ci 6= 0 implies i ≡ 2 j mod 2n − 1. Then, obviously, F is linear on Fn2 and D1 F is constant on Fn2 .
Therefore, if n > s then F cannot be differentially 2s-uniform. Thus we get the following proposition which is proven
for the APN case in [9] by using the coding theory approach.
Theorem 10. Let n be a divisor of m, a function F on F2m have the univariate polynomial representation F(x) =∑2m−1
i=0 ci x i and ci 6= 0 implies i ≡ 2 j mod 2n − 1. Then for s < n the function F is not differentially 2s-uniform.
4. Connections between s-nonlinearity and δ-uniformity
The Tables 1 and 2 show that s-nonlinearity of a function does not always imply that the function is differentially
2s-uniform and vice versa. Table 1 (resp. Table 2) gives all known values of exponent d (up to EA-equivalence and up
to taking the inverse) that xd is s-nonlinear (resp. differentially 2s-uniform). Further, in this section we give conditions
when a function is both s-nonlinear and differentially δ-uniform (in these cases δ must be equal to 2s as we will prove
in Corollary 4).
4.1. The character theoretic approach
Theorem 11. Let F be an s-nonlinear function on Fm2 . If all the values in∆F are divisible by 2
s then F is differentially
2s-uniform.
Proof. We have δF (0, 0) = 2m and λF (0, 0) = 2m . Using (4) and the equality∑
a,b∈Fm2
δF (a, b)
2 = 1
22m
∑
a,b∈Fm2
λF (a, b)
4 (9)
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Table 1
Known s-nonlinear power functions xd on F2m
Exponents d Conditions Linearity Proven
in
2i + 1 gcd(i,m) = s, m/s odd s [16,27]
22i − 2i + 1 gcd(i,m) = s, m/s odd s [20,21]
2t + 2 t+12 + 1 m = 2t , t odd 2 [12]
2t + 2t−1 + 1 m = 2t , t odd 2 [12]
2t + 3 m = 2t + 1 1 [5]
2t + 2 t2 − 1 t even, m = 2t + 1 1 [18]
2t + 2 3t+12 − 1 t odd, m = 2t + 1 1 [18]
Table 2
Known differentially 2s -uniform power functions xd on F2m
Exponents d Conditions Uniformity Proven in
2i + 1 gcd(i,m) = s s [16,27]
22i − 2i + 1 gcd(i,m) = s, m/s odd s [17,20,21]
2t + 3 m = 2t + 1 1 [14]
2t + 2 t2 − 1 m = 2t + 1, t even 1 [13]
2t + 2 3t+12 − 1 m = 2t + 1, t odd 1
22t − 1 m = 2t + 1 1 [1,27]
24t + 23t + 22t + 2t − 1 m = 5t 1 [15]
from [10] (which is (3) applied to D 2F ), we get for s-nonlinear function F :∑
(a,b)6=(0,0)
δF (a, b)
2 = 1
22m
∑
(a,b)6=(0,0)
λF (a, b)
4 = 2m+s−2m
∑
(a,b)6=(0,0)
λF (a, b)
2 = 2m+s(2m − 1).
On the other hand, the equality∑
(a,b)6=(0,0)
δF (a, b) = 2m(2m − 1)
is true for any function F . Thus∑
(a,b)6=(0,0)
δF (a, b)
2s
=
∑
(a,b)6=(0,0)
[
δF (a, b)
2s
]2
.
All δF (a,b)2s are nonnegative integers since we assumed that they are divisible by 2
s . Therefore, ∆F = {0, 2s} and F is
differentially 2s-uniform. 
Note that in Theorem 11 the condition that δF (a, b) is divisible by 2s , for all a, b ∈ Fm2 , a 6= 0, is automatically
satisfied if s = 1. For s > 1 there exist s-nonlinear functions which are not differentially 2s-uniform (see Tables 1
and 2).
Theorem 12. Let F be a differentially 2s-uniform function on Fm2 and let m + s be even. If all the values in ΛF are
divisible by 2
m+s
2 then F is s-nonlinear.
Proof. ∑
(a,b)6=(0,0)
λF (a, b)
4 = 22m
∑
(a,b)6=(0,0)
δF (a, b)
2 = 22m22s2m−s(2m − 1) = 22m2m+s(2m − 1).
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The first equality follows from (9) and the second one from the fact that Da F is a 2s-to-1 mapping for all a 6= 0. Then
from (4) we get
2m+s
∑
(a,b)6=(0,0)
λF (a, b)
2 = 22m2m+s(2m − 1) =
∑
(a,b)6=(0,0)
λF (a, b)
4.
If all values in ΛF are divisible by 2
m+s
2 then∑
(a,b)6=(0,0)
λF (a, b)
2 =
∑
(a,b)6=(0,0)
[
λF (a, b)
2
m+s
2
]2
λF (a, b)
2.
Therefore, ΛF = {0,±2 m+s2 } and F is s-nonlinear. 
Theorem 13. Let F be a differentially 2s-uniform function on Fm2 . Then F is s-nonlinear if and only if the values
λγF (a, b) of the Walsh transform of the function γF are 2
m−s+1 and 2m−s+1 − 2m+1, for (a, b) 6= (0, 0).
Proof. Let A = ∑g∈F2m2 (−1)γF (g)g ∈ C[F2m2 ]. The Walsh coefficients λγF (a, b) are the character values of A. We
have A = F2m2 − 2B, where B = D
2
F−2m
2s . Hence
χ(B) =

22m−s − 2m−s if χ = χ0
−2m−s if χ 6= χ0, χ(DF ) = 0
2m − 2m−s if χ 6= χ0, χ(DF ) = 2 m+s2 .
(10)
This proves the theorem since the character values of A follow immediately from those of B. 
This proposition has the following nice interpretation in terms of partial difference sets:
Corollary 3. If F : F2m → F2m is differentially 2s-uniform and s-nonlinear, then the set
D = {(a, b) ∈ F2m × F2m : δF (a, b) = 2s}
is a partial difference set with parameters
(22m, 2m−s(2m − 1), 2m−s(2m−s − 3+ 2s), 2m−s(2m−s − 1)).
The partial difference set corresponding to x2
k+1 is well known: It is the partial difference set constructed by
“partial spreads”. It would be interesting to know more about the partial difference sets corresponding to the Kasami
power mappings.
4.2. The coding theory approach
Any linear subspace C of Fn2 of dimension k is called a binary linear code of length n and dimension k and is
denoted by [n, k]. Any linear code C is associated with its dual [n, n − k] code denoted by
C⊥ = {x ∈ Fn2 : c · x = 0,∀c ∈ C}.
The (Hamming) weight of any vector x ∈ Fn2 is denoted by wt (x). The distance between any two vectors x and y
of Fn2 is denoted d(x, y). The number d = minc∈C,c 6=0wt (c) is called the minimum distance of the linear code C . A
binary code is 2l -divisible if the weight of any of its codewords is divisible by 2l .
Let H be a binary (r × n) matrix. We say that a linear binary code C of length n is defined by the parity check
matrix H if C = {c ∈ Fn2 : cH t = 0}, where H t is the transposed matrix of H .
APN and AB properties were expressed in terms of codes in [9].
Theorem 14 ([9]). Let F : F2m → F2m be a function with F(0) = 0. Let CF be a linear binary code of length 2m −1
defined by the parity-check matrix
HF =
(
1 α α2 . . . α2
m−2
F(1) F(α) F(α2) . . . F(α2
m−2)
)
,
where each entry is viewed as a binary vector and α is a primitive element of F2m . Then
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(i) the code CF is such that dim CF ≥ 2m − 1− 2m and 3 ≤ d ≤ 5, where d is the minimum distance of CF ;
(ii) F is APN if and only if the code CF has the minimum distance 5;
(iii) λF = 2m if and only if dim CF > 2m − 1− 2m or C⊥F contains the all-one vector;
(iv) if F is APN then dim CF = 2m − 1− 2m and C⊥F does not contain the all-one vector;
(v) F is AB if and only if the weight of every codeword in C⊥F lies in {0, 2m−1, 2m−1 ± 2
m−1
2 }.
The connection between the weights of codewords of C⊥F and the Walsh spectrum of F is given by the equality
{λF (a, b) : a, b ∈ Fm2 } = {2m − 1− 2ωt (c) : c ∈ C⊥F } (11)
(note that C⊥F is the code generated by the rows of HF , see also [9]).
The following result was an important step in the proof that the Niho and the Welch power functions are AB:
Theorem 15 ([5]). Let F : Fm2 → Fm2 and m be odd. Then F is AB if and only if it is APN and the code C⊥F is
2
m−1
2 -divisible.
Like in the case of APN and AB functions differentially δ-uniform and s-nonlinear mappings can be described in
terms of coding theory. We will develop the coding approach in this section. We have to emphasize that our treatment
is based on the investigations in [6].
The proposition below shows that if all nonzero codewords of a [2m−1, 2m]-linear code have the Hamming weights
in the set {2m−1, 2m−1±µ} then the weight distribution of this code is unique as long as its dual has minimum distance
at least 3.
Theorem 16 ([6]). Let C be a [2m − 1, 2m]-linear code which does not contain the all-one vector 1 = (1, . . . , 1).
Assume that the minimum distance of the dual code C⊥ is at least 3. Assume that the weight of every codeword in
C lies in {0, 2m−1, 2m−1 ± µ}. Then µ is divisible by 2[m−12 ]. Moreover, the weight distribution of C is completely
determined:
w Number Aw of words of weightw
0 1
2m−1 − µ 2m−2(2m−1)(2m−1+µ)
µ2
2m−1 (2
m−1)((2m+1)µ2−22m−2)
µ2
2m−1 + µ 2m−2(2m−1)(2m−1−µ)
µ2
In particular the number B3 (resp. B4) of codewords of weight 3 (resp. 4) in C⊥ is given by
B3 = (2
m − 1)(µ2 − 2m−1)
3 · 2m−1 ,
B4 = (2
m − 1)(2m−2 − 1)(µ2 − 2m−1)
3 · 2m−1 .
Using this theorem, we describe codes corresponding to s-nonlinear and differentially 2s-uniform functions by the
following proposition.
Proposition 1. Let F : F2m → F2m be a function on F2m with F(0) = 0 and s < m. Then
(i) if F is s-nonlinear then dim CF = 2m − 1− 2m and C⊥F does not contain the all-one vector;
(ii) F is s-nonlinear if and only if the weight of every codeword in C⊥F lies in {0, 2m−1, 2m−1 ± 2
m+s
2 −1};
(iii) if F is differentially 2s-uniform or s-nonlinear then the number B3 (resp. B4) of codewords of the
weight 3 (resp. 4) in CF is given by
B3 = 13 (2
m − 1)(2s−1 − 1),
B4 = 13 (2
m − 1)(2m−2 − 1)(2s−1 − 1);
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(iv) if F is s-nonlinear then the weight distribution of C⊥F is completely determined:
w Number Aw of words of weightw
0 1
2m−1−2 m+s2 −1 (2m−1)(2m−s−1−2 m−s2 −1)
2m−1 (2m − 1)(2m − 2m−s + 1)
2m−1+2 m+s2 −1 (2m−1)(2m−s−1+2 m−s2 −1)
(v) if F is differentially 2s-uniform or s-nonlinear and s > 1, then the code CF has the minimum distance 3;
(vi) if F is differentially 2s-uniform then C⊥F does not contain the all-one vector.
Proof. If F is s-nonlinear with s 6= m then λF 6= 2m . It follows from statement (iii) of Theorem 14 that dim
CF = 2m − 1− 2m and C⊥F does not contain the all-one vector.
Claim (ii) obviously follows from equality (11).
If F is a differentially 2s-uniform function, then by the definition of CF , a codeword c = (c0, . . . , c2m−2) belongs
to CF , if and only if it satisfies
2m−2∑
i=0
ciα
i = 0 and
2m−2∑
i=0
ci F(α
i ) = 0. (12)
According to (12), the number B3 + B4 of codewords from CF with weights 3 and 4 is equal to the number of
{u, v, u′, v′}, where u, v, u′, v′ are distinct elements of F2m such that
u + v + u′ + v′ = 0 and F(u)+ F(v)+ F(u′)+ F(v′) = 0. (13)
If one of the elements u, v, u′, v′ is 0 then the corresponding codeword has weight 3, otherwise the weight is 4.
The elements in {u, v, u′, v′} satisfy (13) if and only if {u, v} and {u′, v′} are solutions of the equations
x + y = a and F(x)+ F(y) = b (14)
for some a, b ∈ F2m , a 6= 0. Moreover, we have three distinct sets {{u, v}, {u′, v′}}, {{u, v′}, {u′, v}} and
{{u, u′}, {v, v′}}, corresponding to {u, v, u′, v′} and satisfying (14) for different a, b. Therefore, B3 + B4 is equal
to 1/3 of the number of distinct sets {{u, v}, {u′, v′}} satisfying (14).
Let for certain a, b ∈ F2m , a 6= 0, Eqs. (14) have solutions. The number of solutions {u, v} is exactly 2s−1 because
F is differentially 2s-uniform. These solutions form 2
s−1(2s−1−1)
2 distinct sets {{u, v}, {u′, v′}}, u 6= v, u′ 6= v′. For
every a 6= 0 there are 2m−s elements b for which (14) have solutions. Thus
B3 + B4 = 13 (2
m − 1)2m−s2s−2(2s−1 − 1) = 1
3
2m−2(2m − 1)(2s−1 − 1).
If one of the distinct elements u, v, u′, v′ satisfying (13) is 0 then the pairs {u, v} and {u′, v′} are solutions for (14)
when b = F(a). For every a 6= 0 and b = F(a) the Eqs. (14) have 2s−1 solutions which give 2s−1−1 pairs of distinct
unordered pairs {{0, a}, {u, v}}, u 6= v. Thus,
B3 = 13 (2
m − 1)(2s−1 − 1),
B4 = 132
m−2(2m − 1)(2s−1 − 1)− 1
3
(2m − 1)(2s−1 − 1) = 1
3
(2m − 1)(2s−1 − 1)(2m−2 − 1).
Hence, for differentially 2s-uniform functions (iii) holds for any s 6= m.
If s 6= m and F is s-nonlinear then according to statement (i), (ii) of this theorem and statement (i) of Theorem 14,
F satisfies the conditions of Theorem 16. Replacing µ by 2
m+s
2 −1 we complete the proof of (iii) and (iv).
The claim (v) directly follows from (iii).
If F is a differentially 2s-uniform function then CF contains some codewords of weight 3 if s > 1 and 5 if s = 1.
Since the vector 1 = (1, . . . , 1) cannot be orthogonal to any codeword of odd weight, 1 is not in C⊥F . 
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Corollary 4. If a function F is differentially δ-uniform and s-nonlinear then 2s = δ. In particular, if F is an APN
function with three-valued Walsh spectrum {0,±λ} then F is AB and if m is even then there exists no APN function
with three-valued Walsh spectrum.
Theorem 16 implies that for any function F with three-valued Walsh spectrum the code CF has the minimum distance
3 or 5. If m is even then by Corollary 4 the function F is not APN and therefore the minimum distance of the code CF
is precisely 3. Hence, when m is even there exist no s-nonlinear functions with the corresponding code of minimum
distance greater than 3. This fact was proven for the case of power functions in [26].
Remark. It follows from the proof of statement (iii) of Proposition 1 that a function F , F(0) = 0, satisfies the
condition δF (a, F(a)) > 2 for some a 6= 0 if and only if the code CF has minimum distance 3. If F is a power
function then it gives a code CF with minimum distance 3 if and only if δF (1, 1) > 2 (see Proposition 2 in [11]). 
The statements below follow from Theorem 12 and the second statement of Proposition 1.
Corollary 5. Let F : Fm2 → Fm2 and s be a divisor of m such that m + s is even. Then
• F is s-nonlinear if F is differentially 2s-uniform and the code C⊥F is 2
m+s
2 −1-divisible;
• the code C⊥F is 2
m+s
2 −1-divisible if F is s-nonlinear.
A linear binary code C of length n is cyclic if for all codewords (c0, . . . , cn−1) in C , the vector (cn−1, c0 . . . , cn−2)
is also in C . If we identify a vector (c0, . . . , cn−1) of Fn2 with the polynomial c(x) = c0 + c1x + · · · + cn−1xn−1 then
any linear binary cyclic code is an ideal of the ring F2[x]/(xn − 1) of the polynomials over F2 modulo (xn − 1). For
any such code C there exists a unique monic polynomial g(x), called the generator polynomial of C , such that any
element c(x) of C can be uniquely expressed in the form c(x) = a(x)g(x). The roots of the generator polynomial are
called the zeros of the code C . If n = 2m − 1 and α is a primitive element of Fm2 then the defining set of C is the set
I (C) = {i : 0 ≤ i ≤ 2m − 2, αi is a zero of C}.
The following deep theorem due to McEliece reduces the determination of the exact weight divisibility of binary
cyclic codes to a combinatorial problem.
Theorem 17 ([25]). A binary cyclic code is exactly 2l -divisible if and only if l is the smallest number such that (l+1)
nonzeros of C (with repetitions allowed) have product 1.
When F(x) = xk , the corresponding code C1,k is a binary cyclic code of length (2m − 1) whose defining set is the
union of two cyclotomic classes of 1 and k. McEliece’s theorem was formulated for the duals of these codes in the
following way:
Theorem 18 ([6]). The cyclic code C⊥1,k of length (2m − 1) is exactly 2l -divisible if and only if for all u such that
0 ≤ u ≤ 2m − 1,
ω2(A(u)) ≤ ω2(u)+ m − 1− l,
where A(u) = uk mod (2m − 1).
This leads to the following characterization of AB power functions.
Corollary 6 ([6]). Let F : Fm2 → Fm2 , F(x) = xk , and m be odd. Then F is AB if and only if it is APN and for any
u, 1 ≤ u ≤ 2m − 1, the condition w2(A(u)) ≤ (m − 1)/2+ w2(u), where A(u) = uk mod (2m − 1), is fulfilled.
Applying McEliece’s theorem as in the AB case we come to the following statements about s-nonlinear power
functions. The corollary is not as nice as in the AB case since s-nonlinear functions are not necessarily 2s-uniform.
Corollary 7. Let F(x) = xk be a function on F2m and for an integer s < m, let m + s be even. Then
384 L. Budaghyan, A. Pott / Discrete Mathematics 309 (2009) 371–384
• F is s-nonlinear if F is differentially 2s-uniform and
∀u, 1 ≤ u ≤ 2m − 1, w2(A(u)) ≤ m − s2 + w2(u), (15)
where A(u) = uk mod (2m − 1);
• the condition (15) holds if F is s-nonlinear.
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