Altham (Altham PME. Exact Bayesian analysis of a 2 Â 2 contingency table, and Fisher's ''exact'' significance test. J R Stat Soc B 1969; 31: 261-269) showed that a one-sided p-value from Fisher's exact test of independence in a 2 Â 2 contingency table is equal to the posterior probability of negative association in the 2 Â 2 contingency table under a Bayesian analysis using an improper prior. We derive an extension of Fisher's exact test p-value in the presence of missing data, assuming the missing data mechanism is ignorable (i.e., missing at random or completely at random). Further, we propose Bayesian p-values for a test of independence in a 2 Â 2 contingency table with missing data using alternative priors; we also present results from a simulation study exploring the Type I error rate and power of the proposed exact test p-values. An example, using data on the association between blood pressure and a cardiac enzyme, is presented to illustrate the methods.
Introduction
A frequently used statistical test in biomedical applications is the test of independence between row and column variables in a 2 Â 2 contingency table. Even in studies where more complicated analyses are subsequently performed, initial summaries in terms of bivariate analyses are regularly reported. With small cell counts in a 2 Â 2 contingency table, Fisher's exact test is often preferred. However, a frequently occurring complication in many studies is missing data, e.g., either the row or column variable is missing for some of the experimental units.
An example of a 2 Â 2 contingency table with missing data arose in a study of 269 ill children examined in the emergency room at Boston's Children's Hospital. 1 These children are at risk, but rarely screened, for myocardial injury; Lipshultz et al. 1 addressed this issue by measuring cardiac enzymes in these children. One of the cardiac enzymes measured was myoglobin; values of myoglobin >85 ng/ml are an indication of myocardial injury. The study investigators were interested in whether simple and less costly measures of heart function, such as diastolic blood pressure (DBP), are associated with levels of myoglobin. In particular, the investigators wanted to test if abnormally low DBP, defined as DBP <50 mmHg, is associated with abnormal levels of myoglobin. Data from this study are presented in the 2 Â 2 contingency table in Table 1 . We note here that although the underlying variables in the 2 Â 2 table are continuous, the study cardiologist was interested in the association between the dichotomized versions of the variables that represent abnormal levels. As seen in Table 1 , 50 children had DBP measured, but did not have myoglobin measured; and 145 children had myoglobin measured, but did not have DBP measured. Further, these 195 patients with missing data constituted 72.5% of the patients in the study. In discussing the reasons for missingness with the study investigators, myoglobin and/or DBP was less likely to be measured on patients who appear to be less ill, so the data are unlikely to be missing completely at random (MCAR). 2 With such a high percentage of missing data thought not to be MCAR, a so-called ''complete case analysis'' using only the 74 patients with measures of both variables could give biased results. Even if there were no missing data, a large sample test for independence, such as Pearson's chi-squared test, could give spurious results since the frequency of abnormal myoglobin is so low; instead an exact test, such as Fisher's exact test, would be more appropriate for these data.
With missing data that are assumed to be missing at random (MAR), 2 likelihood ratio or score statistics 3 can be used to test for independence in incomplete 2 Â 2 contingency tables. However, just as is the case with complete data, these likelihood-based methods rely on asymptotic properties and can have high Type I error rates when the contingency table is sparse. An extension of Fisher's exact test that accounts for missing data assumed to be MAR would be more appropriate in these settings; to date, such a test has not been developed.
Here, we propose an extension of Fisher's exact test to handle missing data by extending the Bayesian justification used by Altham 4 to obtain Fisher's exact p-values. In particular, in an exact Bayesian analysis using a specific Dirichlet prior distribution for the cell probabilities of the 2 Â 2 table, Altham 4 showed that the ''Bayesian p-value,'' the posterior probability of negative association in the contingency table, is identical to the one-sided Fisher's exact test p-value for the alternative hypothesis of positive association. In general, the Bayesian p-value is a tail probability based on a posterior distribution, and was also discussed by Altham 5 and by Cassella and Berger. 6 Similarly, our proposed extension of Fisher's exact test is based on the posterior probabilities using the same prior as in Altham, 4 but with the likelihood based on data from subjects with both variables fully observed as well as data from subjects with only one of the two variables observed. Further, we also explore three alternative Bayesian p-values using different Dirichlet prior distributions for the cell probabilities of the 2 Â 2 contingency table. Use of these other priors allows us to explore how sensitive the Type I error and power are to different choices of Dirichlet priors. The proposed methods are an extension of the Bayesian exact p-value approach for McNemar's test of correlated proportions with missing data discussed in Lin et al. 7 2 Derivation of exact p-value with missing data Let ij (i,j ¼ 1,2) be the cell probabilities of the 2 Â 2 contingency table, where i indexes rows and j indexes columns. With missing data, the observed data can be summarized in the form of a 2 Â 2 table with supplemental margins, as shown in Table 2 . In this table, Y ij denotes the number of subjects who are fully observed on both the row and column variables, with response level i on the row variable and level j on the column variable. Also, Z iþ denotes the number of subjects with response level i on the row variable who are missing the column variable; and U þj denotes the number of subjects with response level j on the column variable who are missing the row variable. We denote the observed data by
With no missing data, i.e., when where C(g) is the normalizing constant
is an indicator function, 22 ¼ 1À 11 À 12 À 21 , and the integral is over all possible values of ( 11 , 12 , 21 ) such that 0 < jk < 1 and 0 < 11 þ 12 þ 21 < 1. Altham 4 showed that this posterior probability of negative association, given the observed data D c and the improper Dir(0,1,1,0) prior for h, can be written as a finite sum
provided that y 11 > 0, y 22 > 0, where again ij ¼ y ij þ ij . For the case when y 11 ¼ 0 or y 22 ¼ 0, the resulting posterior is improper with Pr½ 11 22 =ð 12 21 Þ 5 1jDc, ¼ ð0, 1, 1, 0Þ!1, and thus the posterior probability that OR < 1 cannot be computed for the Dir(0,1,1,0). We note here that the right side of equation (3) identically equals Fisher's exact test p-value for the one-sided alternative H A : OR > 1, and even though the left hand side of equation (3) approaches infinity when at least one of y 11 , y 22 is 0, the right hand side of equation (3) (the one-sided Fisher's exact p-value) exists and equals 1 when y 11 and/or y 22 is 0. As described by Altham, 4 if one is interested in the alternative that H A : OR < 1, then we can use an improper Dir(1,0,0,1) prior for h to calculate the one-sided Bayesian p-value Pr½ 11 22 =ð 12 21 Þ 4 1jDc, ¼ ð1, 0, 0, 1Þ. If both y 12 > 0 and y 21 > 0, the resulting posterior probability that the OR > 1 identically equals Fisher's exact test p-value for the one-sided alternative H A : OR < 1. If either y 12 ¼ 0 or y 21 ¼ 0, the resulting posterior is improper with Pr½ 11 22 =ð 12 21 Þ 4 1jDc, ¼ ð1, 0, 0, 1Þ!1, and thus the posterior probability that OR > 1 cannot be 
computed for the Dir(1,0,0,1). Again, we note that even though the posterior probability approaches infinity when at least one of y 12 , y 21 is 0, the one-sided Fisher's exact p-value exists and equals 1 when y 12 and/or y 21 is 0.
To overcome the problems with these Dir(0,1,1,0) and Dir(1,0,0,1) priors with 0 counts on the diagonal or off diagonal, we formulate alternative Bayesian p-values by calculating the posterior probability that 11 22 =ð 12 21 Þ 5 1 and the posterior probability that 11 22 =ð 12 21 Þ 4 1 using other specifications [ 11 , 10 , 01 , 00 ] in which all ij 's are positive. In this case, all posterior distributions will be proper since ij ¼ y ij þ ij > 0 for all i and j. In particular, we consider the priors ij ¼ ¼ 0.5 for all i and j; ij ¼ ¼ 1.0 for all i and j; and ij ¼ ¼ 1.5 for all i and j.
For intuition, with no missing data, and when there is interest in estimating the odds ratio of the 2 Â 2 contingency table, ¼ 0.5 corresponds to Jeffrey's non-informative prior, which gives a mean of the posterior distribution of the cell probabilities which has minimum expected square error over the sampling distribution of the data (the frequentist mean square error of the Bayesian estimate) 9 ; ¼ 1.0 leads to a mode of the posterior distribution of the cell probabilities which is the usual Maximum Likelihood Estimator (MLE); ¼ 1.5 leads to a mode of the posterior distribution of the cell probabilities which is the usual MLE after adding 0.5 to each cell count.
We also note here that Altham 4 derived the one-sided Fisher's exact test p-values by fixing the row totals so that we have two independent binomial samples with appropriate beta priors. Further, Altham 4 did not consider a Bayesian approach to obtain a two-sided alternative. As discussed in Fleiss et al., 10 there are two possibilities for two-sided p-values for Fisher's exact test, both of which have the correct Type I error. One possible two-sided p-value is calculated by summing all hypergeometric probabilities, conditional on the observed row and column totals, that are less than or equal to the observed table probability. The other two-sided p-value is simply calculated as two times the minimum of the two one-sided p-values:
The two-sided p-value in equation (4) is the one which we extend to the case with ignorable (MAR or MCAR) missing data. For all priors discussed here, except possibly the priors Dir(0,1,1,0) and Dir(1,0,0,1), both one sidedprobabilities in equation (4) will be in (0,1]. For the priors Dir(0,1,1,0) and Dir(1,0,0,1), the two sided p-value in equation (4) always gives a p-value in (0,1) even when there are 0 counts. This is because, with 0 counts, one of the one-sided posterior probabilities does not exist (not bounded), and the other posterior probability will be in (0,1]; thus, two times the minimum of the two one-sided p-values will be in (0,1).
Next, we discuss the Bayesian p-value with missing data. Using the same Dir(a) prior given in equation (2) and assuming an ignorable missing data mechanism for the data D in Table 2 , the likelihood is given by equation (1) , and the joint posterior distribution of h is proportional to:
which is proper if and only if each y ij þ ij > 0. In particular, this ''all data'' posterior in equation (5) is bounded above by the complete case posterior, 
The ''all data'' posterior with missing data (left hand side of all above three inequalities (6) to (8)) will be proper if and only if the right hand side of each of the above three inequalities (6) to (8) is integrable. This is also equivalent to the set of the conditions that y ij þ ij > 0 for all i and j. For all priors discussed here other than the Fisher's exact priors, ij > 0 for all i and j, and thus the ''all data'' posterior with missing data will be proper. For Fisher's exact priors, we must separately consider the Dir(0,1,1,0) and Dir(1,0,0,1) priors. For Dir(0,1,1,0), the right hand side of equation (7) is not integrable if either y 11 or y 22 is 0 (i.e., either of these complete case cell counts are 0), and thus the left hand side of equation (7), the ''all data'' posterior, is also not integrable; similarly, for Dir(1,0,0,1), the right hand side of equation (8) is not integrable if either y 12 or y 21 is 0, and thus the left hand side of equation (8), the ''all data'' posterior, is also not integrable. Further, for Dir(0,1,1,0), when both y 11 and y 22 are positive, the right hand side of equation (6) and right hand side of equation (7) are integrable, so that the ''all data'' posterior is also integrable; similarly, for Dir(1,0,0,1) when both y 12 and y 21 are positive for Dir (1,0,0,1) , the right hand side of equation (6) and right hand side of equation (8) are integrable, so that the ''all data'' posterior is also integrable.
Thus, a necessary and sufficient condition for the ''all data'' posterior using the Fisher Exact priors to be proper is that both y 11 
As with complete cases, for all priors discussed here, except possibly the priors Dir(0,1,1,0) and Dir(1,0,0,1), both one sided-probabilities in equation (4) will be in (0,1]. Even though both one-sided posteriors will not be proper for the priors Dir(0,1,1,0) and Dir(1,0,0,1) with a 0 cell in the complete case table, one of the two one-sided posteriors will be proper, and thus the minimum of the two probabilities in equation (9) will be in (0,1).
Unfortunately, in the presence of missing data, the one-sided probabilities in equation (9) do not have a closed form expression as in equation (3), and require a numerical integration technique. Since the dimension of the integration is low (three dimensions), the posterior probabilities (Bayesian p-values) can be computed using direct numerical integration; we used quasi-Monte Carlo integration 11, 12 with 100,000 quadrature points for the motivating data example and simulation study. The method is implemented in a SAS macro that is available upon request from the first author. With data in contingency table form as in Table 2 , the SAS macro takes approximately 0.2 s of CPU time to calculate a p-value on a less than state-of-the-art 32-bit Windows 7 PC with an Intel third Generation Core i5-3570 processor and 4GB RAM. Alternatively, Markov Chain Monte Carlo, via the software WINBUGS, can be used.
Motivating example
In this section, we illustrate the key results of this paper using data from the study 1 of DBP and myoglobin discussed in Section 1 and given in Table 1 . Recall that there are 195 children with missing data, which constituted 72.5% of the children in the study. Here, we assume the missing data on these 195 children are MAR 2 based on the reasons for missingness suggested by the investigators of the original study. 1 Our interest here centers on whether there is an association between abnormal levels of myoglobin and DBP. Because the frequency of abnormal myoglobin is so low, an exact test of independence is appropriate.
Before considering an exact test for association, it is of interest to explore the missing data mechanism that might be generating the missing data. A somewhat informal way 13 to assess if the data are MCAR (so that an analysis restricted to complete cases only will give appropriate results) is to compare the marginal proportions in the 2 Â 2 table of complete cases to the marginal proportions in those missing a row or column variable. In the complete cases, myoglobin is low 2/72 ¼ 2.78% of the time, whereas in subjects with only myoglobin observed, myoglobin is low 1/145 ¼ 0.69% of the time. Fisher's exact test comparing these two proportions is not significant (p ¼ 0.256), which suggests that the missing data on myoglobin may be MCAR. In the complete cases, DBP is low 25/74 ¼ 33.8% of the time, whereas in subjects with only DBP observed, DBP is low 1/50 ¼ 2.0% of the time. Fisher's exact test comparing these two proportions is significant (p < .0001), suggesting that the missing DBP data are not MCAR.
Here, our main interest is in the two-sided alternative that H A : OR 6 ¼ 1, i.e., that abnormal levels of myoglobin and DBP are associated. For completeness, in Table 3 , we present the one-and two-sided p-values for the different priors, using all of the available data as well as data only on the complete cases. From Table 3 , we see that the p-value for the two-sided alternative with the ''Fisher's exact prior'' using all of the data is borderline significant (p < 0.10), whereas the complete cases p-value is much further from the 10% level. For all other priors, the p-value using all of the data is significant at a 5% level, whereas none of the complete case p-values are significant at the 5% level. We also see that among all priors using both complete cases and all of the data, the ''Fisher's exact prior'' gives the most conservative p-value. This example nicely illustrates how different approaches for handling missingness can lead to different and possibly conflicting results in the analysis of contingency table data. Further, although by a very slight margin ¼ 1.5 produces the smallest p-value (based on all of the data) in this example; we caution that this results may not generalize. To further explore properties of the proposed method, we performed a simulation study that compared the different approaches; the results of the simulation study are described in the following section.
Simulation study
To explore the properties of the proposed p-values, we performed a simulation study for a 2 Â 2 contingency table with missing data similar to that found in Table 2 . We chose a total sample size of 60 and fixed the number of simulation replications at 2000 for a given configuration of the data. We considered the scenario in which the cell probabilities 21 ¼ 0.25 and 22 ¼ 0.25; 11 varied from 0.25 to 0.45 in increments of 0.05, and correspondingly, 12 varied from 0.25 to 0.05, giving odds ratios that range from 1 to 9. In the simulations, we used the ignorable MAR mechanism discussed in Chen and Fienberg.
14 To describe the missing data model of Chen and Fienberg, 14 it is convenient to introduce row and column outcome binary variables and missing data indicator variables. In particular, let V 1 be the ''row'' binary random variable, which can take on values 0 or 1, and let V 2 be the 'column' binary random variable, which can also take on values 0 or 1. We define the missing data indicator R k , where R k ¼ 1 if V k is missing; and R k ¼ 0 if V k is observed, for k ¼ 1,2. The conditional multinomial distribution of the missing data indicators (R 1 ,R 2 ) given (V 1 , V 2 ) is called the ''missing data mechanism.'' Under a MAR ''missing data mechanism,'' the probability that V 1 is observed and V 2 is missing only depends on the observed value of V 1 ,
with probabilities ( 1 , 2 ). Similarly, the probability that V 2 is observed and V 1 is missing only depends on the observed value of V 2 ,
with probabilities (o 1 ,o 2 ). Since, under the MAR missing data mechanism proposed by Chen and Fienberg, 14 the probability that both V 1 and V 2 are missing is 0, the probability that both V 1 and V 2 are observed is 1 -[v 1 
, which depends on the values of both V 1 and V 2 . We note that if there are subjects missing both row and column variables (which does not occur in our dataset), one could add a constant parameter to the last cell in Table 4 , and subtract this constant in the square brackets in the complete case 2 Â 2 table.
This MAR missing data mechanism of Chen and Fienberg 14 satisfies the assumption that the probability of a row or column variable being missing depends only on observed data. Under this MAR model, the multinomial probabilities of the joint distribution of (R 1 ,V 1 , R 2 ,V 2 ) are shown in Table 4 . A given missing data configuration entails specification of the four probabilities ( 1 , 2 ,o 1 ,o 2 ) . In the simulations, we specified three sets of 
, independent of any observed data (V 1 ,V 2 ). We note here that this MAR model/assumption is convenient to make for a 2 Â 2 table; in practice, the researcher will typically have other observed variables in the dataset, and a more plausible MAR assumption might be that the probability that a variable is missing depends on these other observed variables. However, to make inference under such an MAR mechanism, one would need to set-up and estimate a model for the missing data given the observed data (other observed variables), which could be unstable with small cell counts in the 2 Â 2 table of interest.
Before presenting and discussing the results of the simulations, we can give some insight into why the Type I error can be elevated under MAR when restricting the analysis to ''complete cases,'' i.e., subjects with (R 1 ¼ 0,R 2 ¼ 0). From Table 4 , the odds ratio for the 2 Â 2 table of complete cases is
where OR is the true odds ratio between Since using all of the data and the complete cases only gives correct Type I error under MCAR, the MCAR mechanism will allow us to explore the additional power gained from using all of the available data (versus the complete cases only). Another intuitive way to think about biases that can result from this MAR missing data mechanism described in Table 4 is related to Simpson's paradox. Using Bayes' rule, one can show that the odds ratio for the subjects with (R 1 ¼ 0, R 2 ¼ 1), i.e., based on the probabilities Pr(
, equals the odds ratio that is of interest OR; similarly, the odds ratio for the subjects with (R 1 ¼ 1, R 2 ¼ 0) equals the odds ratio that is of interest OR. Then, when marginalizing over the three subpopulations of complete cases and subjects with only row or column variables, two of which have the odds ratio OR (those missing row or column variables) and one of which has the odds ratio OR CC 6 ¼ OR, we obtain a population odds ratio that equals the OR of interest.
In the simulations, we explored the Type I error rate and power for a 5% significance level test, under the three missing data mechanisms for the two-sided alternative H A : OR 6 ¼ 1. We calculated the two-sided p-value using all of the data D and also using only the complete cases D c ; the results are displayed in Table 5 . As discussed above, for the two MAR mechanisms, a complete cases analysis could give high Type I error since the OR CC is far from 1 under the null. As can be seen in Table 5 , the Type I error is high for all complete case tests, whereas the Type I error is at most 5% using all of the available data. Note that because of the conservativeness of Fisher's exact test, a ''high'' Type I error means one of approximately 7%. For the first MAR mechanism in which OR CC > 1 under both the null and alternative, the Bayesian p-value based on all of the data with ¼ 0.5 gives the highest power (along with correct Type I error rate), with the Fisher's exact prior giving the lowest power. For the second MAR mechanism, we see that the rejection percentages (estimated power) for complete cases actually decreases as the true OR ranges from 1 to 2.33 because OR CC gets closer to 1 in this interval (specifically, OR CC moves from 0.36 to 0.84 in this interval). Again, using all of the data, the Type I error is at most 5% across the different priors; the Fisher's exact prior is the most conservative, and the Bayesian prior with ¼ 0.5 gives the highest power. This second MAR mechanism is perhaps most similar to the mechanism generating the data for the motivating data example analyzed in Section 3. Under the MCAR mechanism in Table 5 , we see that for all practical purposes, no power is gained by including the patients with missing data in the analysis. Interestingly, this agrees with asymptotic results found in Lipsitz and Fitzmaurice, 15 where they show that the complete case score statistic (Pearson's chi-squared) for testing independence in a 2 Â 2 contingency table is fully efficient when the missing data are MCAR.
Conclusion
In summary, we have proposed exact Bayesian p-values for testing independence between two dichotomous variables when data are missing and the contingency table cell counts are relatively small. With missing data in relatively small samples, the likelihood may not have a unique maximum 3 under the null and/or the alternative, in which case the score and/or the likelihood ratio statistics will not exist; however, the Bayesian p-values will always exist for a multimodal likelihood. Using one specific Dirichlet prior distribution, the Bayesian p-value is equivalent to the p-value from Fisher's exact test; with 0 cells in the complete case table, for the p-value using the Fisher's exact prior to exist, all marginal counts in the 2 Â 2 table of complete cases must be positive. We note that although Fisher's exact test is commonly used with small cell counts to obtain a conservative p-value by conditioning on both margins of the 2 Â 2 table, we have actually never encountered a study in practice where both margins have been fixed by design.
Unlike the complete case analysis, which may only give correct Type I error when data are MCAR, our proposed approach yields a valid p-value under the more general case when the data are MAR. In our simulations with data that are MAR, we found that the Type I error rates for Bayesian p-values under a range of different Dirichlet prior distributions do not exceed the nominal level. In contrast, under MAR, the complete case p-values for all priors tend to have a Type I error rate that is higher than the nominal level. However, due to the conservativeness of the Fisher's exact p-value, a ''higher Type I error'' rate in this context means just a few percentage points above the nominal level. In terms of power, under MAR, the all available data Bayesian p-value based on the Fisher's exact prior tends to have the lowest power. We found that the Bayesian p-value using the prior ¼ 0.5 has the highest power (and correct Type I error); thus, we suggest its use with missing data in small samples. Further, even with no missing data, in small samples, we suggest use of the Bayesian p-value with ¼ 0.5 as an alternative to Fisher's exact test. This Bayesian p-value could be a competitor to use of the so-called midexact p-value 16, 17 which has been proposed because of the conservativeness of Fisher's exact test; future research on this topic is warranted. Unfortunately, the mid-p approach does not have a Bayesian formulation (based on a specific prior) and thus the mid-p approach cannot be extended to missing data using the Bayesian approach proposed in this paper. In addition, future research could also examine properties of Bayesian p-values under nonignorable 3 missing data mechanisms. A general discussion of Bayesian approaches to estimation for 2 Â 2 tables with complete data has been proposed by Howard, 18 and the approach proposed here with missing data can be applied to extend the methods proposed in that paper.
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