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ON AN IDENTIFICATION OF THE LIPSCHITZ-FREE SPACES OVER
SUBSETS OF Rn
GONZALO FLORES
Abstract. In this short note, we develop a method for identifying the spaces Lip0(U) for every
nonempty open convex U of Rn and n ∈ N. Moreover, we show that F(U) is identified with a
quotient of L1(U ;Rn).
1. Introduction
Lipschitz-free spaces have been extensively studied in recent literature, but their structure still
is not yet completely understood. Nevertheless, there are some results for some specific cases. Here
we will give some of those results and the required definitions. These definitions will be given in
full generality, but we will focus on the case where the underlying metric space is a subset of a
finite-dimensional Banach space.
Let (M,d) be a pointed metric space, that is, a metric space with a given distinguished point that
will be denoted by 0M . When there is no confusion, we will just write 0. We denote the space of
real-valued Lipschitz functions over M vanishing at 0 by Lip0(M), that is
Lip0(M) := {f ∈ R
M : ‖f‖L <∞ ∧ f(0) = 0},
where ‖f‖L denotes the Lipschitz constant of f , that is
‖f‖L := sup
x,y∈M
x 6=y
|f(x)− f(y)|
d(x, y)
.
The function ‖ · ‖L defines a norm over the space Lip0(M) and with this norm is a dual Banach
space.
We define the evaluation function δM : M → Lip0(M)
∗ as the function such that for every x ∈M
〈δM (x), f〉 = f(x).
Again, when there is no confusion, we will denote this function simply as δ.
The Lipschitz-free space over M , denoted by F(M), is defined as the subspace of Lip0(M)
∗ given
by
F(M) := span{δ(x) : x ∈M \ {0}}.
It is easy to see that the set {δ(x) : x ∈ M \ {0}} is linearly independent. Also, it can be shown
that this space verifies that F(M)∗ ≡ Lip0(M), that is, there exists a linear isometry between these
spaces.
1.1. Previous results. We now present some results concerning Lipschitz-free spaces, as well as
some basics on vector-valued Lp spaces and Distribution Theory.
Lemma 1 Let M,N be two metric spaces, each one with a base point (0M and 0N , respectively)
and F : M → N a Lipschitz function such that F (0M ) = 0N . Then, there existe a unique linear
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operator Fˆ : F(M) → F(N) such that Lip(F ) = ‖Fˆ‖ and δN ◦ F = Fˆ ◦ δM , that is, the following
diagram conmutes
M
F
//
δM

N
δN

F(M)
Fˆ
// F(N)
Lemma 1 shows that the whole Lipschitz structure present in a given metric space is fully
absorbed by its Lipschitz-free space, as it assigns a different direction to every point of the metric
space. It is worth noticing that if M is a metric subspace of N , Lemma 1 also says that F(M) can
be seen as a subspace of F(N). Considering these facts, this gives a way of linearize problems, in
the sense that they can be seen as linear problems on the Lipschitz-free spaces. The main problem
is that the structure of Lipschitz-free space is not yet fully understood. As an example, it is known
that F(R) is isometric to L1(R), but in A. Naor and G. Schechtman proved on [12] that F(R2) is
not isomorphic to any subspace of L1. Also, in the separable case is still open the question of the
relation between Lipschitz-equivalence and isomorphisms, that is, if is it true that if two Banach
spaces X,Y are Lipschitz-equivalent (there exists a Lipschitz homeomorfism F : X → Y ), then
they are isomorphic.
In the case when the metric space asociated to the Lipschitz-free space is finite-dimensional, we
have the following results
Theorem 2 (Lancien-Pernecka´, [10]) The Lipschitz-free spaces F(ℓ1) and F(ℓ
N
1 ) admit monotone
finite-dimensional Schauder decompositions.
Theorem 3 (Ha´jek-Pernecka´, [7]) Let X be a product of countably many closed (possibly unbounded
or degenerate) intervals in R with endpoints in Z ∪ {−∞,∞}, considered as a metric subspace of
ℓ1 equipped with the inherited metric. Then the Lipschitz-free space F(X) has a Schauder basis.
In particular, the Lipschitz-free spaces F(ℓ1) and F(ℓ
d
1), where d ∈ N, have a Schauder basis.
Theorem 4 (Pernecka´-Smith, [14]) Let N ≥ 1 and consider RN equipped with some norm ‖ · ‖.
Let a compact set M ⊆ Rn have the property that given ξ > 0, there exists a set Mˆ ⊆ RN and a
Lipschitz map Ψ : Mˆ → M , such that M ⊆ int(M), Lip(Ψ) ≤ 1 + ξ and ‖x − Ψ(x)‖ ≤ ξ for all
x ∈ Mˆ . Then the Lipschitz-free space F(M) has the metric approximation property. In particular,
this is true if M ⊆ RN is compact and convex.
As we see, there are already results concerning finite-dimensional spaces in some specific cases for
general approximation properties. Our goal is to develop a technique for identifying the Lipschitz-
free spaces for open convex subsets of finite-dimensional normed spaces. To this end, and in analogy
to the case where n = 1 (as we will see) we need some concepts of measure theory, more precisely
the Lebesgue-Bochner spaces. As we can see, for example, in [4], the definitions of simple functions,
measurable functions and Bochner-integrability are exactly the same, just changing the range of
the functions by a Banach space X. We will now state the main results that will be needed for the
proofs presented here. First, recall Lebesgue Differentiation Theorem
Theorem 5 Let f : Ω ⊆ Rn → R be a Lebesgue-integrable function. Then, for almost every x ∈ Ω
we have that
f(x) = lim
εց0
1
λ(n)(B(0, ε) ∩Ω)
∫
B(0,ε)∩Ω
fdλ(n).
From here on, X is a Banach space and (Ω,Σ, µ) a measure space.
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Theorem 6 A µ-measurable function f : Ω→ X is Bochner-integrable if and only if the function
‖f‖ : Ω→ R is integrable.
Definition 7 Let p ∈ [1,∞). The Lebesgue-Bochner space Lp(Ω,Σ, µ;X) is the space given by the
(equivalence classes of) µ-Bochner-integrable functions f : Ω→ X such that
‖f‖p :=
(∫
Ω
‖f‖pdµ
) 1
p
<∞,
which becomes a Banach space with the norm ‖ · ‖p. Also, we define the Lebesgue-Bochner space
L∞(Ω,Σ, µ;X) as the space given by the (equivalence classes of) µ-measurable essentially bounded
functions, that is such that
‖f‖∞ := ess sup
Ω
‖f‖ <∞.
Again, this space becomes a Banach space with the norm ‖ · ‖∞.
Finally, we recall the definition of the Radon-Nikodym property (from here on, RNP) and some
essential results
Definition 8 We say that a Banach space X has the RNP if for every σ-finite measure space
(Ω,Σ, µ) we have that for every X-valued absolutely continuous measure ν : Σ → X of bounded
variation, there exists a function f ∈ L1(Ω,Σ, µ;X) such that
ν(A) =
∫
A
fdµ , ∀A ∈ Σ.
Theorem 9 (Dunford-Pettis) Let X be a separable dual space. Then, X has the RNP. In partic-
ular, every reflexive Banach space has the RNP.
Theorem 10 Let X be a Banach space such that its dual X∗ has the Radon-Nikodym. Then
Lp(Ω,Σ, µ;X)∗ ≡ Lq(Ω,Σ, µ;X∗),
where p ∈ [1,∞) and 1
p
+ 1
q
= 1.
It is now clear the importance of these results, since every finite-dimensional Banach space is
reflexive for any norm.
2. Lipschitz-free spaces over finite-dimensional Banach spaces
Now we give some details on the study of Lipschitz-free spaces over finite-dimensional Banach
spaces. As can be seen on [15], the Lipschitz-free space over R is already completely identified.
Even if it is a known result, we recall the construction, as it will be necessary for the generalization
that we will present for the case of upper dimensions.
In any case, we will need some results concerning differentiability properties of Lipschitz functions
and measure theory. In the following, let n ≥ 1 be any natural number
Theorem 11 (Rademacher) Let U ⊆ Rn be an nonempty open set and f : U → R be a Lipschitz-
function. Then, the set Df ⊆ U where f is Fre´chet-differentiable has full measure (with respect to
the Lebesgue measure over U).
2.1. The case n = 1. In this section, we will construct a bijective linear isometry between the
spaces L∞(I) and Lip0(I) for every nonempty open interval I ⊆ R, in order to conclude that
F(I) ≡ L1(I). We can always assume that 0 ∈ I.
Consider the operator T : L∞(I)→ Lip0(I) given by
Tg(x) :=
∫ x
0
g(t)dt, for every x ∈ I.
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It is clear that this definition does not depend of the chosen class representant of g, and that the
integrals are well defined. Also, it is easy to see that this operator is linear. We note now that for
every x, y ∈ I with x 6= y and every g ∈ L∞(I) we have that
|Tg(x) − Tg(y)| =
∣∣∣∣
∫ x
y
g(t)dt
∣∣∣∣ ≤ ‖g‖∞|x− y|.
Then, Tg is a Lipschitz function with ‖Tg‖L ≤ ‖g‖∞. We see now that T is biyective.
Let g ∈ L∞(I) be such that Tg = 0. Then, for every x, y ∈ I with x > y we will have that∫ x
y
g(t)dt = Tg(x)− Tg(y) = 0,
so we conclude that g = 0, and T is injective.
Now, let f ∈ Lip0(I) any Lipschitz function. Thanks to the Theorem 11, we know that f
′ is defined
a.e. on I. Moreover, it is easy to show that f ′ ∈ L∞(I) and ‖f ′‖∞ ≤ ‖f‖L. Finally, we see that
for every x ∈ I
Tf ′(x) =
∫ x
0
f ′(t)dt = f(x)− f(0) = f(x).
Then, Tf ′ = f and T is surjective.
Finally, we easily note that T−1f = f ′ and that T−1 is continuous, with ‖T−1f‖∞ ≤ ‖f‖L. We
conclude that T is an isometry between L∞(I) and Lip0(I).
It is known that L1(I)∗ ≡ L∞(I). Using this fact, we now show that T is actually w∗-w∗ continuous.
Let (gn)n∈N be a w
∗-convergent sequence on L∞(I) and let g ∈ L∞(I) be its w∗-limit. Then, for
each x ∈ I we have that
〈Tgn, δ(x)〉 =
∫ x
0
gn(t)dt = 〈gn,1[0,x]〉.
As 1[0,x] ∈ L
1(I) and (gn)n∈N is w
∗-convergent, we deduce that
〈Tgn, δ(x)〉 → 〈g,1[0,x]〉 =
∫ x
0
g(t)dt = 〈Tg, δ(x)〉
Then, passing through linear combinations and limits, we conclude that Tgn
∗
⇀ Tg whenever
gn
∗
⇀ g. We conclude in view of the following well known result.
Proposition 12 Let X,Y be two Banach spaces. Let T : Y ∗ → X∗ be a linear bounded operator.
Suppose that T is weak*-weak* continuous. Then, there exists a linear bounded operator S : X → Y
such that S∗ = T . Moreover, if T is a bijective isometry, so is S.
2.2. The case n > 1. Considering the construction for the unidimensional case, our goal is to
generalize it for the n-dimensional case. The main idea is to use again Rademacher’s theorem in
order to identify Lip0(U) with some subspace of L
∞(U ; (Rn)∗) when U ⊆ Rn is a nonempty open
convex set (from here on, Lp(U ;X) will denote the space Lp(U,L(U), λ(n);X), where L(U) stands
for the Lebesgue-measurable sets on U , λ(n) stands for the n-dimensional Lebesgue-measure and
X is a Banach space). We may assume that 0 ∈ U .
2.2.1. Identification of Lip0(U). In this section, we show that Lip0(U) is linearly isometric to a
subspace of L∞(U ; (Rn)∗). This construction can also be found in the author’s master thesis ([5],
in spanish).
Thanks to Theorem 11, we know that every Lipschitz function f : U → R is Fre´chet-differentiable
almost everywhere (with respect to the Lebesgue measure).
Moreover, it’s clear that if f is Lipschitz and x ∈ U is such that f is differentiable at x, then
‖∇f(x)‖∗ ≤ ‖f‖L and with this ∇f : U → (R
n)∗ (where we assume that ∇f(x) = 0 if f is not
differentiable at x) is an element of L∞(U ; (Rn)∗).
We will first consider the following result from measure theory.
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Proposition 13 Let A ⊆ U be a set of full measure. Then, for every x ∈ U
Ax := {y ∈ U : x+ t(y − x) ∈ A a.e. on [0, 1]}
is a set of full measure.
Proof. Without loss of generality, we can asume that x = 0. It suffices to prove that for every
R > 0, λ(n)(BR ∩ A0) = λ
(n)(BR), where BR = B2(0, R) ∩ U and B2(0, R) is the ball of R
n with
the Euclidean norm. As A is of full measure, we know that λ(n)(BR ∩A) = λ
(n)(BR). Then, using
spherical coordinates (where dv denotes the surface measure on Sn−1) we have that∫
Sn−1
∫ R(v)
0
rn−1drdv =
∫
Sn−1
∫ R(v)
0
1A(rv))r
n−1drdv,
where R(v) = sup{r ∈ [0, R] : rv ∈ U}. This yields that necessarily for almost every v ∈ Sn−1∫ R(v)
0
1A(rv)r
n−1dr =
∫ R(v)
0
rn−1dr.
Let Σ ⊆ Sn−1 be the set of points where the last equality is true. Considering that, we will have
that for every v ∈ Σ, rv ∈ A for almost every r ∈ [0, R(v)], or equivalently R(v)v ∈ A0. We easily
see that A0 is star-shaped, so actually we have that rv ∈ A0 for every r ∈ [0, R(v)], whenever v ∈ Σ.
Considering this, we deduce that
λ(n)(BR ∩A0) =
∫
Sn−1
∫ R(v)
0
1A0(rv)r
n−1drdv
=
∫
Σ
∫ R(v)
0
rn−1drdv =
∫
Sn−1
∫ R(v)
0
rn−1drdv = λ(n)(BR),
for every R > 0. Then, A0 is of full measure. 
To proceed in analogy to the unidimensional case, consider the following definition
Definition 14 For every x ∈ U , we define the operator Tx over L
∞(U ; (Rn)∗) with values on the
quotient of RU with respect to equality almost everywhere as
(Txg)(y) :=
∫ 1
0
〈g(x + t(y − x)), y − x〉dt
for every y ∈ U such that the integral is well-defined. Otherwise, we set (Txg)(y) = 0.
Remark In virtue of Proposition 13, for every x ∈ U the integrals on the previous definition are
well-defined for almost every y ∈ U , because the sets
A = {y ∈ U : ‖g(x + t(y − x))‖∗ ≤ ‖g‖∞ a.e. on [0, 1]}
are of full measure.
Proposition 15 For every x ∈ U , Tx is well-defined (that is, it does not depend on the chosen
class representant) and is linear.
Proof. Let g, h ∈ L∞(U ; (Rn)∗) be such that g = h almost everywhere. We want to prove that
Txg = Txh almost everywhere. Thanks to Proposition 13, we know that the following sets are of
full measure
• {y ∈ U : ‖g(x + t(y − x))‖∗ ≤ ‖g‖∞ a.e. on [0, 1]}.
• {y ∈ U : ‖g(x + t(y − x))‖∗ ≤ ‖g‖∞ a.e. on [0, 1]}.
• {y ∈ U : g(x+ t(y − x)) = h(x+ t(y − x)) a.e. on [0, 1]}.
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Then, for every y ∈ U belonging to the intersection of these three sets (which is again of full
measure) we have that
(Txg)(y) =
∫ 1
0
〈g(x + t(y − x)), y − x〉dt =
∫ 1
0
〈h(x+ t(y − x)), y − x〉dt = (Txh)(y).
We deduce that Txg = Txh almost everywhere. The fact that Tx is lineal is direct, considering the
set of points y ∈ U such that every evaluation on y is defined by the integral. 
We now recall that the restriction of every Lipschitz function is again a Lipschitz function. In
this sense, if f : U → R is a Lipschitz function, then we will have that for every x, y ∈ U∫ 1
0
f ′(ty; y)dt−
∫ 1
0
f ′(tx;x)dt = f(y)− f(x) =
∫ 1
0
f ′(x+ t(y − x); y − x)dt.
This last equality imposes a restriction over the elements of L∞(U ; (Rn)∗) to represent the gradient
of a Lipschitz function. With this in mind, consider the next definition.
Definition 16 We say that g ∈ L∞(U ; (Rn)∗) is Lipschitz-compatible if for almost every x, y ∈
U (that is, with respect to the product measure over U × U)
(T0g)(y) − (T0g)(x) = (Txg)(y).
Remark It is not difficult to see that there are non-trivial functions that are Lipschitz-compatible.
As an example, for every ϕ ∈ C∞0 (U), ∇ϕ is Lipschitz-compatible. The property of Lipschitz-
compatibility can be understood as the fact that the functions defined by Lx and L0 are the same
(up to some constant) for almost every x ∈ U . Moreover, it is easy to verify that this is actually a
property of the class, since Tx is linear.
We would like to determine the image of Lipschitz-compatible functions via the operator T0. To
study the mentioned image, we need to introduce the next definition
Definition 17 We define the space of essentially Lipschitz functions as
Lip(U) := {f ∈ RU : L(f) < +∞},
where the essential Lipschitz constant is defined as
L(f) = ess sup
x,y∈U
x 6=y
|f(y)− f(x)|
‖y − x‖
,
where the essential supremum is taken with respect to the product measure over U × U . We will
also say that f ∈ Lip0(U) if f ∈ Lip(U) and there exists K ≥ L(f) such that |f(x)| ≤ K‖x‖ a.e.
on U .
Lemma 18 For every f ∈ Lip0(U) we have that
(1) If h = f almost everywhere, then L(h) = L(f).
(2) There exists a unique h ∈ Lip0(U) such that h = f almost everywhere.
In particular, Lip0(U) is linearly isometric to the quotient of Lip0(U) with respect to equality almost
everywhere.
Proof. First we notice that L(·) defines a seminorm on Lip0(U). This is analogous to the fact that
ess sup
ω∈Ω
|g(ω)|
defines a seminorm on L∞(Ω). This directly proves the first part, since L is zero on almost
everywhere null functions. For the second part, we have that there exists a set F ⊆ U of full
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measure such that
|f(x)− f(y)|
‖x− y‖
≤ L(f)
for every x, y ∈ F . Since F is dense in U , define h as the unique Lipschitz extension of fF . It is
clear that h(0) = 0, because f ∈ Lip0(U).
For the last part, we notice that from the proof of the second part we can also deduce that L(·)
defines a norm on the mentioned quotient and the operator that maps every f ∈ Lip0(U) to its
unique Lipschitz representant is linear, since it is defined by density. We deduce that the mentioned
operator is in fact a linear isometry thanks to the first part of the lemma. 
Using this space, we can make a relation between Lipschitz-compatibility and Lipschitz functions
in terms of the operator T0.
Definition 19 We define X as the subspace of L∞(U ; (Rn)∗) of Lipschitz-compatible elements.
Proposition 20 For every g ∈ X, T0g ∈ Lip0(U) (in terms of the last isometry).
Proof. In virtue of Proposition 13 and the definition of Lipschitz-compatibility, we have that for
almost every x, y ∈ U
|(T0g)(y) − (T0g)(x)| = |(Txg)(y)| ≤ ‖g‖∞‖y − x‖.
Again thanks to Proposition 13, we also have that for almost every x ∈ U
|(T0g)(x)| ≤ ‖g‖∞‖x‖.
Then, in virtue of Lemma 18, T0g ∈ Lip0(U). 
We now prove the main result of this section, which states an identification for the space Lip0(U).
Theorem 21 The spaces X and Lip0(U) are linearly isometric.
Proof. Let T : X → Lip0(U) be the operator given by T = T0. We have already proven that this
is a bounded linear operator, with ‖T‖ ≤ 1.
Consider now the operator R : Lip0(U)→ X given by Rf = ∇f . Using Theorem 11 together with
Proposition 13, we see that this operator is well-defined (that is, ∇f is Lipschitz-compatible) and
it’s clearly linear, with ‖R‖ ≤ 1 since ‖∇f‖∞ ≤ ‖f‖L. Moreover, we have that TR = IdLip0(U)
because for every f ∈ Lip0(U)
TRf = T∇f = T0(∇f) = T0g = f,
where the function g : U → Rn is defined as follows. Let Df be the set of points where f is
differentiable
g(x) :=


∇f(x) , x ∈ Df
f ′(x;x) · ux‖x‖ , x /∈ Df ∧ x 6= 0 ∧ f
′(x;x) exists
0 , otherwise
where ux ∈ R
n is such that ‖ux‖∗ = 1 and 〈ux, x〉 = ‖x‖. We see that g = ∇f almost everywhere
and for any x ∈ U \ {0}, 〈g(tx), x〉 = f ′(tx;x) a.e. on [0, 1], and then T0g = f .
In particular, we have that T is surjective. Suppose now that there exists x ∈ U such that Tg(x) > 0.
As f := Tg ∈ Lip0(U), we will have that there exists δ > 0 such that for almost every y ∈ B(x, δ)
0 < f(y) =
∫ 1
0
〈g(ty), y〉dt,
that is, for almost every y ∈ B(x, δ) there exists a positive measure subset of [0, 1] such that
g(ty) 6= 0 on that subset. This implies that there exists a positive measure subset of U such that
g 6= 0 on that subset. Then, T is injective. We deduce that T is bijective with T−1 = R. Then T
is a linear isometry between X and Lip0(U). 
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2.2.2. Identification of F(U). As in the unidimensional case, we would like to use the operator T
from the previous section to obtain a linear isometry between F(U) and a primal space for X. For
the unidimensional case we used the known fact that L1(I) is the unique (up to isometry) primal
of L∞(I) for any open interval I ⊆ R. In our case we only know that X is a dual space. To find a
primal space for X, we first recall a classical result on Banach spaces theory
Proposition 22 Let Z be a Banach space and V a closed subspace of Z. Then the dual space
(Z/V )∗ is linearly isometric to the annihilator of V
V ⊥ = {z∗ ∈ Z∗ : 〈z∗, v〉,∀v ∈ V }.
Considering this, we will compute the space V := X⊥ ∩L1(U ;Rn). In order to do this, we show
a relation between C∞0 (U) and X. To this end, we will need the next lemma
Lemma 23 Let g ∈ X be any function and (ϕk)k∈N a sequence on C
∞
0 (U) with ϕk(0) = 0 for every
k ∈ N. Then, the following propositions are equivalent
(1) (∃f ∈ Lip0(U),K > 0)ϕk
p.w.
−→ f ∧ ‖ϕk‖L ≤ K ∧ g = ∇f .
(2) ∇ϕk
∗
⇀ g on L∞(U ; (Rn)∗).
Proof. [1 ⇒ 2] Suppose that ‖ϕk‖L ≤ K and that ϕk converges pointwise to f , with f such that
∇f = g. It suffices to show that for every open bounded n-dimensional cube H we have that∫
H
∂ϕk
∂x1
dλ(n) −→
∫
H
∂f
∂x1
dλ(n).
Let I = (a, b) be an interval such that H = I×H ′, whereH ′ is an open bounded (n−1)-dimensional
cube. Then ∫
H
∂ϕk
∂x1
dλ(n) =
∫
H′
∫ b
a
∂ϕk
∂x1
(t, y)dtdy =
∫
H′
(ϕk(b, y)− ϕk(a, y)) dy.
We note that for every y ∈ H ′, ϕk(b, y)− ϕk(a, y) −→ f(b, y)− f(a, y). Moreover, we have that
|ϕk(b, y)− ϕk(a, y)| ≤ ‖ϕk‖L(b− a)‖e1‖ ≤ K(b− a)‖e1‖.
As H ′ has finite measure, we have in virtue of the Dominated Convergence Theorem that∫
H
∂ϕk
∂x1
dλ(n) −→
∫
H′
(f(b, y)− f(a, y)) dy,
but we also have that∫
H′
(f(b, y)− f(a, y))dy =
∫
H′
∫ b
a
∂f
∂x1
(t, y)dtdy =
∫
H
∂f
∂x1
dλ(n),
which proves the direct implication.
[2 ⇒ 1] Suppose that ∇ϕk
∗
⇀ g on L∞(U ; (Rn)∗). We want to prove that ϕk converges pointwise
to some Lipschitz function. Let x ∈ U \ {0} be any point and consider V = span{x}⊥. For any
ε > 0, we denote by BV (ε) the restriction to V of the ball of radius ε centered at 0. Let λ
′ be the
(n− 1)-dimensional Lebesgue measure over V . Then, in virtue of Theorem 5, we have that
ϕk(x) = lim
ε→0
1
λ′(BV (ε))
∫
BV (ε)
(ϕk(x+ y)− ϕk(y)) dy
= lim
ε→0
1
λ′(BV (ε))
∫
BV (ε)
∫ 1
0
〈∇ϕk(y + tx), x〉dtdy
= lim
ε→0
∫
Hε
〈
∇ϕk,
x
‖x‖2λ′(BV (ε))
〉
dλ = lim
ε→0
〈∇ϕk, fε〉,
where
Hε = {z ∈ U : (∃y ∈ BV (ε), t ∈ [0, 1]) z = y + tx}
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and
fε =
x
‖x‖2λ′(BV (ε))
1Hε .
We easily note that fε ∈ L
1(U ;Rn). In fact, it suffices to notice that given the definition of Hε,
λ(Hε) = ‖x‖2λ
′(BV (ε)). Then, for any η > 0 and k, j ∈ N we have that
|ϕk(x)− ϕj(x)| = lim
ε→0
|〈∇ϕk −∇ϕj , fε〉|.
Let ε > 0 be such that
lim
ε→0
|〈∇ϕk −∇ϕj , fε〉| ≤ |〈∇ϕk −∇ϕj, fε〉|+ η.
Then, there exists N ∈ N such that for every j, k ≥ N
|ϕk(x)− ϕj(x)| ≤ |〈∇ϕk −∇ϕj , fε〉|+ η ≤ 2η,
and we deduce that for every x ∈ U , (ϕk(x))k∈N is a Cauchy (hence convergent) sequence. In the
following, we denote by f the pointwise limit of this sequence. It is clear that f(0) = 0. As ∇ϕk is
w∗-convergent, ‖∇ϕk‖∞ = ‖ϕk‖L are bounded, say by K > 0 and then
|f(x)− f(y)| = lim
k→∞
|ϕk(x)− ϕk(y)| ≤ lim sup
k→∞
‖ϕk‖L‖x− y‖ ≤ K‖x− y‖,
so f ∈ Lip0(U). We now see that ∇ϕk
∗
⇀ ∇f because of the direct implication and we conclude
that g = ∇f . 
Corollary 24 The subspace X ′ := {∇ϕ : ϕ ∈ C∞0 (U)} of L
∞(U ; (Rn)∗) is w∗-dense on X.
Proof. If g ∈ X, take f = Tg, a mollifier (ρk)k∈N ∈ C
∞
0 (U) and define ϕk = ρk ∗ f − ρk ∗ f(0). Then
apply Lemma 23. On the other hand, if ∇ϕk
∗
⇀ g on L∞(U ; (Rn)∗) we again apply Lemma 23, as
we can always assume that ϕk(0) = 0. 
Proposition 25 Let f ∈ L1(U ;Rn) be any function. Then f ∈ X⊥ if and only if ∇ · f = 0 in the
sense of distributions.
Proof. For every ϕ ∈ C∞0 (U) we have that
〈∇ϕ, f〉 =
∫
C
〈∇ϕ, f〉dλ =
n∑
k=1
∫
C
∂ϕ
∂xk
fkdλ
= −
n∑
k=1
∫
C
ϕ
∂fk
∂xk
dλ =
∫
C
ϕ(∇ · f)dλ.
As the derivatives of C∞0 (U) functions are w
∗-dense on X, we conclude the desired equivalence. 
Using Proposition 22, now we know that (L1(U ;Rn)/V )∗ is linearly isometric to V ⊥ = X
w∗
= X.
In other words, L1(U ;Rn)/V is a primal for X, where
V = {f ∈ L1(U ;Rn) : ∇ · f = 0 in the sense of distributions}.
To conclude, we show that the operator T defined in the previous section is continuous when we
equip Lip0(U) and X with their w
∗-topologies, both spaces seen as the dual spaces of F(U) and
L1(U ;Rn), respectively.
Proposition 26 The linear isometry T : X → Lip0(U) is w
∗-w∗ continuous.
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Proof. This is equivalent to prove that R = T−1 is w∗-w∗ continuous. Let (fk)k∈N be a sequence
in Lip0(U) such that fk
∗
⇀ f . We want to prove that ∇fk
∗
⇀ ∇f , considering X as the dual of
L1(U ;Rn)/V . That is, for every [h] ∈ L1(U ;Rn)/V
〈∇fk, [h]〉 → 〈∇f, [h]〉.
Noting that this is equivalent to 〈∇fk, h〉 → 〈∇f, h〉 for every h ∈ L
1(U ;Rn), we can use Lemma 23.
Then, it suffices to prove pointwise convergence and boundedness of fk. These two are trivial from
the fact that fk
∗
⇀ f , since Lip0(U) ≡ F(U)
∗. 
With the last proposition, we conclude that L1(U ;Rn)/V ≡ F(U). We summarize the result in
the following last theorem.
Theorem 27 Let U be an open convex subset of Rn. Then, F(U) is linearly isometric to L1(U ;Rn)/V ,
where V is the subspace of L1(U ;Rn) given by the functions with null divergence in the sense of
distributions. Moreover, if S is the preadjoint of T and Ψ : U → C∞0 (U)
∗ is such that
〈Ψ(x), ϕ〉 = ϕ(x) , ∀x ∈ U,ϕ ∈ C∞0 (U),
then Sδ(x) = [f ] if and only if ∇ · f = Ψ(0)−Ψ(x).
Proof. The first part is direct from Proposition 26. For the final part, let f ∈ L1(U ;Rn) and x ∈ U .
Then
Iδ(x) = [f ]⇔ (∀ϕ ∈ C∞0 (U)) 〈∇ϕ, Iδ(x)〉 = 〈∇ϕ, f〉.
Then, let ϕ ∈ C∞0 (U) be any function. We see that
〈∇ϕ, Iδ(x)〉 = 〈TT−1(ϕ− ϕ(0)), δ(x)〉 = ϕ(x)− ϕ(0) = 〈Ψ(x)−Ψ(0), ϕ〉.
On the other hand
〈∇ϕ, f〉 =
n∑
k=1
∫
U
∂ϕ
∂xk
fkdλ
(n) = −
∫
U
ϕ
n∑
k=1
∂fk
∂xk
dλ(n) = −〈∇ · f, ϕ〉.
Then, we have that
Iδ(x) = [f ]⇔ ∇ · f = Ψ(0)−Ψ(x).

Acknowledgements
The author would like to thank Aris Daniilidis and Anton´ın Procha´zka for the discutions around
the methods shown here for the identification of Lip0(U). Also mention the work done by Marek
Cu´th, Ondrˇej F. K. Kalenda and Petr Kaplicky´ in [2] where they obtained the same results inde-
pendently using another technique to identify the space Lip0(U).
References
[1] M. Cu´th, M. Doucha, and P. Wojtaszczyk. On the structure of Lipschitz-free spaces. ArXiv e-prints, May 2015.
[2] M. Cu´th, O. F. K. Kalenda, and P. Kaplicky´. Isometric representation of Lipschitz-free spaces over convex
domains in finite-dimensional spaces. ArXiv e-prints, October 2016.
[3] A. Dalet. E´tude des espaces Lipschitz-libres. Doctoral Thesis, Besanc¸on, Universite´ de Franche-Comte´, E´cole
Doctorale Carnot-Pasteur, 2015.
[4] J. Diestel and J. J. Uhl. Vector Measures. Mathematical Surveys and Monographs 15. American Mathematical
Society, 1977.
[5] G. Flores. Estudio de los espacios Lipschitz-libres y una caracterizacio´n para el caso finito-dimensional. Engi-
neering grade work, Master’s thesis, Santiago, Universidad de Chile, Facultad de Ciencias F´ısicas y Matema´ticas,
2016.
[6] G. Godefroy and N. J. Kalton. Lipschitz-free Banach spaces. Studia Mathematica, 159(1):121–141, 2003.
[7] P. Ha´jek and E. Pernecka´. On Schauder bases in Lipschitz-free spaces. Journal of Mathematical Analysis and
Applications, 416:629–646, 2014.
ON AN IDENTIFICATION OF THE LIPSCHITZ-FREE SPACES OVER SUBSETS OF Rn 11
[8] R. B. Holmes. Geometric Functional Analysis and its Applications (Graduate Texts in Mathematics). Springer,
1975.
[9] N. J. Kalton. Spaces of Lipschitz and H’´older functions and their applications. Collectanea Mathematica,
55(2):171–217, 2004.
[10] G. Lancien and E. Pernecka´. Approximation properties and Schauder decompositions in Lipschitz-free spaces.
Journal of Functional Analysis, 264:2323–2334, 2013.
[11] J. Lindenstrauss. On nonlinear projections in Banach spaces. Michigan Mathematical Journal, 11(3):263–287,
1964.
[12] A. Naor and G. Schechtman. Planar earthmover not in L1. SIAM Journal on Computing, 37(1):804–826, 2007.
[13] A. Nekvinda and L. Zaj´ıcˇek. A simple proof of the Rademacher Theorem. Cˇasopis pro peˇstova´n´ı matematiky,
113(4):337–341, 1988.
[14] E. Pernecka´ and R. J. Smith. The metric approximation property and Lipschitz-free spaces over subsets of RN .
Studia Mathematica, 199:29–44, 2015.
[15] N. Weaver. Lipschitz Algebras. World Scientific Publishing Company, 1999.
Universidad de Chile, Facultad de Ciencias F´ısicas y Matema´ticas, Departamento de Ingenier´ıa
Matema´tica, Beauchef 851, Santiago, Chile.
E-mail address: gflores@dim.uchile.cl
