ABSTRACT
INTRODUCTION
Cost configuration of electrical power system structure is series-parallel. Elements of the system with different capacities and costs where considered, and demand was estimated using a load curve. The drawback of the approach adopted in [3] and [4] is that costs of elements are defined as explicit analytical function of their capacities and the same reliability index values are assigned to all the elements of given type, regardless of their capacity. In [2] , a genetic algorithm approach is used as an optimization technique to solve the problem.
In this paper, we suggest an AS algorithm to find the optimal hydraulic system structure by choosing the appropriate hydraulic pipelines (technology of a hydraulic system element) from a list of available products in hydraulic market for each type of hydraulic pipeline. In practice, a variety of products are in fact available and each technology is characterized by its capacity, reliability and cost. Our objective is to select the optimal combination of hydraulic pipelines elements used in system for all elements corresponding to the minimal total cost subject to the requirement of meeting the water demand with the desirable level of reliability. The AS algorithm is inspired from nature like others meta-heuristic, e.g; simulated annealing, genetic algorithm, evolutionary strategy, and tabu search. The AS allows each component to contain elements with different technologies. To evaluate the reliability for arbitrary series-parallel hydraulic system structure, a fast procedure is developed which is based on universal generating function (UGF) [4] [8] .
The rest of the paper is organized as follows. Section 2 of the paper consists of a general description of model used and a formulation of problem. In section 3, we describe the reliability estimation method using the UGF technique. Section 4, describes the basic AS approach and its adaptation to the problem. In section 5, an illustrative example is represented. Conclusions are drawn in section 6.
SUBJECT
Let us consider a system containing n hydraulic pipelines connected in series as sketched in (Fig. 1) . A multi-choice of hydraulic pipelines and technologies will be adopted for each given system element. Each technology available in market has different costs, reliabilities, debit (section) and nominal capacities. A vector of parameters 
and the total cost of the system for given set
is formulated as follows:
Usually in electrical power energy, the loss of load probability index (LOLP) is used for reliability estimation [5] . This index measure the probability that the load demand will not be meet. Generally the load demand is represented by discrete random curve. 
represents the probability that the total system capacity s E is lower than the demand The measure of reliability system is defined by R index in reference [2] , given by the expression
. This index will be compared and must be not less than some preliminarily specified level 0 R .
The problem of hydraulic distribution system reliability optimization can be formulated as follow:
Find the hydraulic distribution system configuration
that provides the minimum total cost under reliability constraint. This problem can be started as below:
METHODS
The problem defined above is one of combinatorial optimization problem, it is necessary to enumerate a huge number of possible system states. Thus, it is required to use an effective and fast procedure for structure reliability estimation. As shown above, the main problem is to evaluate the index R for arbitrary series and parallel system. The probability that the total capacity of the hydraulic system is not less than a specific load water demand level d must be calculated as:
The procedure used to estimate this index is based on a modern mathematical technique: the UGF (or u-transform) technique in [9] [10] [11] .This method was first applied to real power system reliability assessment and optimization in [12] [13] , and represent an extension of ordinary moment generating function [14] . The UGF, in our case, of a discrete variable E is defined as a polynomial E , then we denote by:
The UGF can be defined of such an element has only two terms as:
A brief overview on UGF method with respect to its applications for multi-states system (MSS) which has a finite number of states, there can be  different levels of output performance at each time
and the system output performance can be defined by two finite vectors E and
, here the UGF, represented by the polynomial ) z ( u can define all the MSS output performance, i.e. it represent all the possible states of the system by relating the probability of each state to performance of MSS in that state in the form:
Having the MSS output performance, the system reliability for arbitrary time t and demand d can be obtained using the following operator
More explicitly, the probability that the total capacity of the power system is not less then a specified load level demand, and can be written as fellows:
Where  is a distributive operator defined by the following expression: 
[ ;
One can see that the  operator is simply a product of polynomials representing the individual u-functions. Other case if the system contains elements connected in series, the level of functioning is determined by the worst state observed for any one of its elements, and the worst state becomes the bottleneck of the system. Therefore, this element defines the total system capacity. To calculate the u-function for system containing m elements connected in series, the operator  should be used:
The MSS reliability was introduced as   d E P  after enough time has passed for this probability become constant.
Example
Consider for instance, two hydraulic power system pumps with nominal capacity 80 L/s. In the first hydraulic pump some types of failures appear and require the capacity to be reduced to 50 L/s and others lead to the complete pump outage. In the second one some types of failures require the capacity to be reduced to 60 L/s, others lead to 40 L/s and some type lead a complete pump outage. So, there are three possible relative capacity levels that characterize the performance of the first hydraulic pump, 
The MSS stationary reliability for water level demand 
The MSS stationary reliability for level demand
Note that since obtained reliability indices, the first hydraulic system performs better than the second, contrary when the expected debit is considered. Really, analyze of this problem is very complex and consist of a wild number of hydraulic pipelines connected in different ways. To obtain the corresponding UGF, we must develop some rules in order to determine the system UGF based on the individual u-function of its hydraulic pipelines. The system structure is mashed, to obtain the latter of an elements containing a number of hydraulic pipelines, some composition operators are used. These operators determine the component u-function expressed as polynomial equation (5) are the individual u-function of elements and  is composition operators expresses the entire performance of a system consisting of different performance in terms of individual performance of the hydraulic pipelines. The definition of the function  strictly depends of the type of connection between hydraulic pipelines, on physical nature of system performance measure and in the reliability diagram sense, i.e. on the topology of hydraulic system structure. Also, for series connection, the level of functioning is determined by the worst state observed for any one of its hydraulic pipelines, while for parallel connection it is determined by the best state. However, such an approach is not applicable for the majority of real-world systems. For a hydraulic power system distribution containing a pair of hydraulic pipelines connected in parallel, the total capacity is equal the sum of capacities. Therefore, its u-function can be calculated using the  operator:  operators were determined in [13] 
The ant colony optimization approach
The problem formulated in this paper is a complicated combinatorial optimization problem. The total number of different solutions to be examined is very large, even for rather small problems. An exhaustive examination of the enormous number of possible solutions is not feasible given reasonable time limitations. Thus, because of the search space size of the ROP for MSS, a new meta-heuristic is developed in this section. This meta-heuristic consists in an adaptation of the ant colony optimization method.
The ACO principle
Recently, (Dorigo, Maniezzo and Colorni, 1996) introduced a new approach to optimization problems derived from the study of any colonies [7] , called "Ant System". Their system inspired by the work of real ant colonies that exhibit the highly structured behaviour [1] . Ants lay down in some quantity an aromatic substance, known as pheromone, in their way to food. An ant chooses a specific path in correlation with the intensity of the pheromone. The pheromone trail evaporates over time if no more pheromone in laid down by others ants, therefore the best paths has more intensive pheromone and higher probability to be chosen. This simple behaviour explains why ants are able to adjust to changes in the environment, such as new obstacles interrupting the currently shortest path.
Artificial ants used in ant system are agents with very simple basic capabilities mimic the behaviour of real ants to some extent. This approach provides algorithms called ant algorithms. The Ant System approach associates pheromone trails to features of the solutions of a combinatorial problem, which can be seen as a kind of adaptive memory of the previous solutions. Solutions are iteratively constructed in a randomized heuristic fashion biased by the pheromone trails, left by the previous ants.
The pheromone trails,  ij , are updated after the construction of a solution, enforcing that the best features will have a more intensive pheromone. An Ant algorithm presents the following characteristics. It is a natural algorithm since it is based on the behaviour of ants in establishing paths from their colony to feeding sources and back. It is parallel and distributed since it concerns a population of agents moving simultaneously, independently and without supervisor. It is cooperative since each agent chooses a path on the basis of the information, pheromone trails, laid by the other agents with have previously selected the same path. It is versatile that can be applied to similar versions the same problem. It is robust that it can be applied with minimal changes to other combinatorial optimization problems. The solution of the travelling salesman problem (TSP) was one of the first applications of ACO.
Various extensions to the basic TSP algorithm were proposed, notably by Dorigo and Gambardella (Dorigo and Gambardella, 1997a). The improvements include three main aspects: the state transition rule provides a direct way to balance between exploration of new edges and exploitation of a priori and accumulated knowledge about the problem, the global updating rule is applied only to edges which belong to the best ant tour and while ants construct solution, a local pheromone updating rule is applied. These extensions have been included in the algorithm proposed in this paper.
ACO_based solution approach
In our reliability optimization problem, we have to select the best combination of hydraulic pipelines to minimize the total cost given a reliability constraint. The hydraulic pipelines can be chosen in any combination from the available hydraulic pipelines. Hydraulic pipelines are characterized by their reliability, capacity, debit and cost. This problem can be represented by a graph (figure 2) in which the set of nodes comprises the set of subsystems and the set of available hydraulic pipelines (i.e. max (M j ), j = 1..n) with a set of connections partially connect the graph (i.e. each subsystem is connected only to its available hydraulic pipelines). An additional node (blank node) is connected to each subsystem. In figure 2 , a series-parallel system is illustrated where the first and the second subsystem are connected respectively to their 3 and 2 available hydraulic pipelines. The nodes cp i3 and cp i4, represent the blank hydraulic pipelines of the two subsystems. At each step of the construction process, an ant uses problem-specific heuristic information, denoted by  ij to choose the optimal number of hydraulic pipelines in each subsystem. An imaginary heuristic information is associated to each blank node. These new factors allow us to limit the search surfaces (i.e. tuning factors). An ant positioned on subsystem i chooses a hydraulic pipelines j by applying the rule given by:
and J is chosen according to the probability: (12) , is chosen (exploitation), otherwise an edge is chosen according to (13) (biased exploration).
The pheromone update consists of two phases: local and global updating. While building a solution of the problem, ants choose components and change the pheromone level on subsystem-component edges. This local trail update is introduced to avoid premature convergence and effects a temporary reduction in the quantity of pheromone for a given subsystem-component edge so as to discourage the next ant from choosing the same component during the same cycle. The local updating is given by:
Where  is a coefficient such that (1-) represents the evaporation of trail and  o is an initial value of trail intensity. It is initialized to the value (n.TC nn ) -1 with n is the size of the problem (i.e. number of subsystem and total number of available components) and TC nn is the result of a solution obtained through some simple heuristic.
After all ants have constructed a complete system, the pheromone trail is then updated at the end of a cycle (i.e. global updating), but only for the best solution found. This choice, together with the use of the pseudo-randomproportional rule given by (15) and (16), is intended to make the search more directed: ants search in a neighbourhood of the best solution found up to the current iteration of the algorithm. The pheromone level is updated by applying the following global updating rule:
The algorithm
An ant-cycle algorithm is stated as follows. At time zero an initialization phase takes place during wish NbAnt ants select components in each subsystem according to the Pseudo-random-proportional transition rule given by (15) and (16). When an ant selects a component, a local update is made to the trail for that subsystem-component edge according to equation (14) . In this equation,  is a parameter that determines the rate of reduction of the pheromone level? The pheromone reduction is small but sufficient to lower the attractiveness of precedent subsystem-component edge. At the end of a cycle, for each ant k, the value of the system's reliability R k and the total cost TC k are computed. The best feasible solution found by ants (i.e. total cost and assignments) is saved. The pheromone trail is then updated for the best solution obtained according to (15) and (16). This process is iterated until the tour counter reaches the maximum number of cycles NC max or all ants make the same tour (stagnation behavior).
The followings are formal description of the algorithm. Stop.
RESULTS
In order to illustrate the proposed ant colony algorithm, a numerical example is solved by use of the data given in Table 1 . Each element of the sub-system is considered as a unit with total failures. Table 2 contains the data of cumulative demand.
The maximum numbers of components p max in parallel are set to (8, 6, 5, 10) Table 3 presents the obtained configuration. Table 3 shows the best optimal power hydraulic pipe structure obtained by the suggested ant colony for one desired reliability levels A 0 ( 0.975). This latter illustrate the computed cost and availability index to the corresponding hydraulic pipe structure. In the ant algorithm a set of parameter values are tested. When the demand varies the best values corresponding to the merit structures are:  = 5,  = 1,  0 = 0.5 and  = 0.080. The choice of these values affects strongly the solution. Since it is a heuristic method only near optimal solutions can be obtained.
To compare this meta-heuristic to the combinatorial one, the space searching is about 100*400 cycles, but in combinatorial one is 10
48
. The Program was run on PC Intel. IV with 2.4 GHz. The time to find the best solution is 1'.05''. Not realistic in combinatorial method.
CONCLUSION
In this paper, we solve the power hydraulic pipe optimal structure which is a very interesting problem often reencountered in energy industry or manufacturing industry. It is formulated as redundancy optimization problem. The resolution of this problem uses a developing ant colony method. This new algorithm for choosing an optimal series-parallel power hydraulic pipe structure configuration is proposed which minimizes total investment cost subject to availability constraints. This algorithm seeks and selects hydraulic pipe technologies among a list of available products according to their availability, nominal capacity (performance) and cost. Also defines the number and the kind of series-parallel power hydraulic pipe to put in each subsystem when consumers' demand changes. The proposed method allows a practical way to solve wide instances of reliability optimization problem of multi-state systems without limitation on the diversity of hydraulic pipe technologies put in seriesparallel. A combination is used in this algorithm based on the universal moment generating function and an ACO algorithm. 
