This paper describes a speech robotic approach to articulatory synthesis. An anthropomorphic speech robot has been built, based on a real reference subject's data. This speech robot, called the Aniculotron, has a set of relevant degrees of freedom for speech articulators, jaw, tongue, lips, and larynx. The associated articulatory model has been elaborated from cineradiographic midsagittal profiles recorded in synchrony with front lips views; the model of noise source for fricative excitation has been derived from acoustic and aerodynamic measurements on the same reference subject. In a first phase, the Aniculotron has been used to perform the copy synthesis of the vowels, fricative and plosive consonants in the X-ray corpus. This allows to assess the performance of the Articulorron in producing fairly high quality speech, and provides a reference against which other attempts of articulatory synthesis can be compared. In a second phase, the Arriculorron has be used to recover articulatory gestures from audio-visual speech prototypes. At the present stage, a gradient descent algorithm is used to learn the articulatory trajectories of the robot by optimisation, starting from the formant trajectories and the knowledge of constraints for the consonantal constriction or closure, in order to mimic the original VCV audio-visual sequences. The adaptive skill of the robot is demonstrated through articulator perturbation experiments and through the elaboration of relevant strategies in the hyperhypo speech paradigm. A video tape will demonstrate an animation of the Articulorron. displaying the jaw. the tongue and the lips, for various examples of adaptive articulatory synthesis.
INTRODUCTION
Beyond the European project Speech Maps (Mapping of Action and Perception in Speech), dealing with sound-to-gesture :inversion, the aim of the present contribution is to foster the speech mapping concept as a framework for an integrated <approach both for speech science (in emphasising the link lbetween production and perception, cf: Abry & Badin, 1996) ;and for the technological challenges in speech R&D. In the llatter field, this concept allows to federate within a robotic framework many scattered trends in speech research, from ilniculatory modelling and synthesis, articulatory feature-based recognition, to multi-modal human-machine interfaces, through inversion and computational theories of control (as txemplified by the constant interest for speech of the group of 21 prominent robotician, Kawato, in Wada et aL, 1995) .
In this respect, we suggest here that in order to remain as close as possible to speech technology, one needs to obtain a maximum coherence of speech audio and visual synthesis by taking advantage of an articulatory device in which this coherence is built in. In other terms, and clearly speaking in a long term perspective, there is a need for a talking head which could sound and reflect light, and even be touchable, a need that can not be fulfilled by a multimodal pasting approach.
As concems speech recognition, one of the main challenges is now to constrain ,the statistical models in order to spare time in the learning phase (Deng et al., 1996) . Consequently, there are two complementary ways to feed an articulatory platform for speech synthesis and recognition. The first calls for better biomechanical models: for the moment, the trend is to use partial models making available for the future a kind of toolbox of articulators, a tinkering approach which will lead to more integrated systems, when powerful machines will be cheap on the market and allow people in the field to develop less timeconsuming algorithms. The second way is to improve control models, including their use in solving the various inverse problems. In fact, there is a need for both approaches to keep an eye on each other's progress, since an increase of biomechanical complexity will imply simpler control strategies.
We believe that articulatory synthesis is a promising approach to speech synthesis, because of its anthropomorphic nature. Such an approach is both behaviour-based and biologically inspired, for the plant as well as for the conuol principles. It allows to adapt, in a coherent fashion, the synthesis strategies to environmental conditions, and to use different senson'-motor spaces in order to solve the problem of rrajecrory f o m r i o n . The present work aims at demonstrating the feasibility of high quality articulatory synthesis, and in particular the possibiliry to match a given reference subject. This study relies on two complementary approaches, namely direct arriculutory copy synthesis and inversion.
THE X-RAY AND VIDEO DATABASE
A N D THE COMPONENTS OF THE SPEECH ROBOT
This section describes briefly a toolbox of models that have been totally or partially used to built the anthropomorphic model, the Articulotron. Note that, even though the whole approach is oriented towards a physical modelling of the speech production system, some of these. modules are not strictly speaking physical models, but rather physicallyoriented statisrical models, based on data acquired on a real reference subject.
The articulatory-acoustic database. A reference subject uttered a selected corpus of French vowels, and VCV sequences of voiced plosives and fricatives in different setup conditions (Badin et aL, 1995a, b) . Midsagittal contours were derived from cineradiographic pictures, recorded in synchrony with video pictures of front views of the lips and with the speech signal.
The low frequency components of both volume velocity at the lips U and intra-oral pressure AP, were recorded in a different session by means of a Rothenberg mask, and the minimal oral constriction area A,-,, was determined by the orzfice equation. Formant trajectories were also determined by carefully handediting poles extracted from LPC coefficients. Acoustic a n d aerodynamic models. Finally, the resulting sound is produced by a time-domain reflection-type line unulogue (Bailly er aL, 1994 ). Control parameters for the Arriculorron. At present, the synthesiser is globally controlled by two sets of articulatory parameters, that need to be carefully coordinated: supralaryngeal parameters (i.e. the command parameten of the articulatory model), and laryngeal parameters controlling the vocal folds (subglottal pressure PS, vocal folds length LG, glottis rest height HO). The following sections describe two strategies we used for articulatory synthesis.
Physiologically-oriented s a g i t t a l a r t i c u l a t o r

. DIRECT ARTICULATORY COPY
SYNTHESIS
This strategy consisted in mimicking the subject's articulation as closely as possible by direct measurements. Five of the parameters were thus directly measured on the sagittal contours: JH, LH, LP, TA, and LY. The other three tongue parameters, TB, TD and 'IT, were obtained by a pseudo-inversion of the mamx that predicts the coordinates of the tongue contour as linear combinations of these parameters (Badin et al., 1995a) .
Finally, sagittal profiles, and area functions were computed from these parameters, using the articulatory model. This strategy was limited to the re-synthesis of the items of the initial corpus. It served the purpose of assessing how close the whole model chain is to the reference subject. An evaluation can be found in Beautemps et al. (1996) Once the trajectories of the supralaryngeal articulators were obtained, the laryngeal commands that determine the behaviour of both voice and noise sources were inferred . The aerodynamic parameters recorded in another session were used to determine PS, LG and HO. Subglottal pressure was assumed constant throughout the V-Fricative-V sequence (it was estimated as the intra-oral pressure during the [PI'S inserted on each side of the sequence). As the relative accuracy of the midsagittal distances in the vicinity of the constriction is limited, the aerodynamically equivalent constriction area A,-=, was used to control the aerodynamic and noise source models, in place of the minimum constriction area A,-x extracted from the X-ray data. A gaussian function centred around the middle of the fricative was used to merge A,--and A,J, so as to force A,-,, to follow A,x during the fricative portion, while avoiding any discontinuity at the boundaries with the adjacent vowels. Finally, using the simplified aerodynamic model, the low frequency component of A,, and thus of HO, was determined from PS, APc and U. Using the same supralarayngeal trajectories, both voiced and voiceless fricative cognates were re-synthesised.
The resulting sounds show that the Articulorron is able to reproduce, at all modelling levels, the relevant characteristics of the reference subject, providing thus a good basis for further studies.
COPY SYNTHESIS BY ACOUSTIC-TO-ARTICULATORY INVERSION
We resorted to an inversion method, in order to overcome the limitations of direct copy synthesis. Our aim was to mimic any sequence for which only the audible sound would be available (optionally including visible lip parameters, an audiovisual Perceptron being a possible frontznd of the Aniculotron). In addition, aerodynamic measurements were used. The articulatory parameters were thus determined from measured formant trajectories, and from the specification of geometric parameters, i.e. A, and AI, by means of a classical gradient descent method (Jordan, 1990) . This algorithm aims at minimising the distance between the desired and current distal parameters (formants and geometric parameters) by finding the best proximal or command parameters; in addition, the algorithm minimises the jerk of these proximal parameters. A forward model of the articulatory sagittal model was thus established: each of the formants and constriction areas were modelled by separate fourth order polynomial functions of the eight articulatory parameters.
,As speech production involves simultaneously different spaces .-i.e. the articulatory, geometric, aerodynamic and acoustic !spaces -a multi-layered representation of speech was developed (cf- . In particular, it is clear that vowels are more precisely and economically represented in terms of formants, whereas consonants are better represented in terms of place and degree of constrictionlclosure. Therefore, in the inversion procedure, we specified vowels in terms of formants, letting A, and A1 practically unspecified. On the other hand, the fricatives were coded in terms of degree of constriction: the upper limit of A, or AI was set to 0.15 cm2, while the lower limit was set to 0.05 cm2 in order to avoid complete closure. Boundaries between vowels and fricatives were determined from the sound pressure level at the lips by appropriate thresholding, using the fact that the energy of the vowels is much higher than that of the consonants .
The articulatory parameters were thus recovered by inversion for high quality speech recorded by the reference subject for a corpus extended to all the combinations of French vowels contexts with [i a U y]. Globally, the recovered formants F1 and F2 fit the measured ones very well, while recovered formants F3
and F4 display more discrepancies (6 e.g. Figure 1 ). These discrepancies can, for a great part, be ascribed to the fact the forward model, being based on polynomial approximations, does not always fit the direct model very well: this is particularly the case of articulations with a rather high degree of constriction, where the relation between articulatory parameters and constriction size is highly non linear since the constriction can collapse into complete closure. Similarly, A, follows well the imposed constraints; however, it has been noticed that the constraint of a low A, in the fricative is not always needed, as this constraint is already ensured by the low These fairly good results have been confinned by the comparison of the vocal tract contours recovered by inversion and those extracted from the X-ray database. Figure 2, 
ADAPTABILITY OF THE ROBOT
Robustness to perturbations. The adaptive skill of the robot, i.e. its robustness to perturbations, was demonstrated by a bite-block experiment. Articulatory trajectories are learned again from fomants and knowledge of closure periods, but the jaw parameter is forced to a constant value.
Hypohyper articulation. Finally, we exemplify possible strategies of hypohyper articulation, within the equilibrium point control framework. Starting from the inversion of a given stressed item, articulatory trajectories corresponding to the non-stressed item are generated, using a weaker co-contraction parameter. (Video demonstration)
