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INTRODUCTION 
Mathematical programming concerns the optimization of 
some objective function subject to constraints. In economics, 
its application is the optimal allocation of resources. The 
determination of an optimal product mix is a manufacturing 
problem. The least cost, most profitable, most reliable, or 
even feasible system design of a chemical reactor is a chemi­
cal engineering endeavor. Thus, it can be seen that many and 
varied application areas exist. 
The efficient numerical solution of many large mathemati­
cal programming problems has been possible only since the 
introduction of programmed digital computers. A large effort 
has been expended on development of algorithms for special 
classes or structures of mathematical programming. Linear 
programming is the most used and developed of the mathematical 
solving problems that have linear objective functions and 
linear constraints. Non-linear programming (4, 6, 11, 12) 
generally concerns problems which are not totally linear. 
One method of solution of non-linear programs is to approxi­
mate the non-linearity and solve a linear program. This 
method is utilized in Chapter 3. 
Geometric programming and its extensions treat a class of 
non-linear problems that are expressed in terms of polynomials. 
Transformation of a geometric program yields a mathematical 
2 
program with linear constraints. In special cases, the result 
is a linear independent system with a unique solution. 
Chapter 2 is a survey of d eve logent s that lead up to the 
linearisation of geometric programs. 
Chapter 3 deals with a n^ computation method associated 
with a linearisation of geometric and general polynomial pro­
grams. A general polynomial program is transformed to a 
geooietric program with a rsonoaial objective function and 
monomial constraints which are restricted to being active or 
tight at the optimal. The degree of difficulty is not 
decreased in the transformation. This transformation forms a 
class of linear programs. The weights used in the linearisa­
tion appear only in the objective function of the formed 
linear program, 1S;is feature was used to develop a computa­
tion zaethod which parametrically changés the objective function 
until all constraints are active or tight. Formal proofs are 
not given for the convergence to global optimums. The lineari­
sation and computation of optimums for two esaaplâîs from 
current literature (1^ 9} is given. Convergence to a global 
optiaum was obtained in these cases. Howevera it should be 
emphasised that the mathematical theory of global convergence 
is not worked out for arbitrary and general esses» 
The last chapter is a stasaary of results and ideas for 
future research^ 
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HISTORICAL DEVELOPMENT 
The general statement of a mathematical program is to 
determine a vector x that solves the problem: 
minimize f(x)j 
subject to 
g^^x) O5 i = Ij « • * 3ID9 
h^(x) = 0; i = 1,...5P. 
The above problem can be solved in the general case by 
the classical Lagrange multiplier technique (3, 5, 12). The 
Lagrange technique is to formulate a composite function of the 
objective function and the constraints. The constraints are 
required to be of the form 
h.(x) = 0. 
A constraint not of this form can meet this requirement by the 
addition of a slack variable 
h,(x) = g^(x) - Xg = O5 
where 
"£ 0, 
X, < 0. 
Then, with no loss of generality, the problem is 
minimize f(x), 
subject to 
g^(x) = O5 i = l;...;m. 
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The composite function then is of the form 
L(XsX) = f(x) - 'f X (g (x)). 
i=l ^ ^ 
The added variables are called Lagrange multipliers. 
In that all g^(x) = 0 (original constraints)^ the com­
posite function LCxjX) = f(x). Let (xjX) satisfy the composite 
function. It can be shown that if (x,X) is a local or global 
lu^rixniuin OjT m&x.xmun(y tzkszi x xs & co^zrssponci^r*^ poxriw 
for the original problem. The problem is thus reduced to 
analyzing L(x,X) by some unconstrained optimization method. 
A critical point corresponds to a point where all of the 
partial derivatives of the composite function are equal to 
zero: 
_3f_ 9 >, _ n i 7 y —'~>v ~ Z. A . — 0g a. — i.g2J 
O' i O i i=l O i 
HL 
«"N s — "Si ~ 0 e 3. — 1*2#,#* gcS » 
O' A i ^ 
The critical points are obtained by solving this set of 
(m + n) equations. Further analysis of the critical points 
using Kuhn-Tucker conditions (12) is required to determine the 
local optimality of ars extreme point. The determination of & 
global optimum is difficult, if possible, when many local 
critical points exist. 
The Lagrange multiplier technique is not a practical or 
powerful computation methodo It is a formidable task to solve 
the set of resulting equations (many times non-linear), The 
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nimber of critical points to be examined may be so large that 
it is impractical to attempt identifying & global minimum or 
maximmn even if such exists. 
Mathematical programming methods have been developed to 
overcome the computational difficulty of directly applying the 
Lagrange multiplier method. Fiacco and McCormick (4) state, 
though5 that the Lagrange method is inextricably associated 
with every method fo?.' mathematical programming. Their method 
of solving the problem is called sequential imconstrained 
minimisation technique (SDMT). 
SUMT 
Fiacco®s and McCoraick^s (4) programming method called 
SUMT (sequential unconstrained minimisation technique) treats 
Lagrange multipliers as a special case of their penalty and 
barrier functions. 
The general fora of the SUMT method is 
minimise f(s), 
subject to 
^ ~ —a—a»»® gm^ 5 
0  a ^  «as jEio 
Define an unconstrained auxiliary function of the form 
= f(s) 4^  sCr^ b^sW p(r^ "^ )S(%). 
In the special case miere and p(r^^^) are constants 
and G(%) = % and E(%) - Xj the auxiliary function is the 
6 
Lagrange composite function. If a minimum exists in a compact 
set containing every Limit point of any subsequence (x^) of 
the minimizing points, the following hold: 
(i)® limit s(r5.^^)G<x^) = 0, 
k 
(ii) limit p(r5^^)K(x'^) = 0, 
k — n, K 
(iii) limit V(x^,rf = V*, 
k —  
V* is the optimal, 
k is the iteration number, 
s(r)G(x) is a penalty function, 
p(r)K(x) is a barrier function. 
The algorithm starts with an initial r > 0 and a vector x. 
The computation advantage of the SUMT method is that any 
unconstrained minimization technique can be applied to the 
auxiliary function. Also, constraints that are satisfied at 
JU \mGU.l L/C UXVyWCW # UilC V;WUiyÛUCIUA.WXl XO 
easier than directly applying the Lagrange multiplier method. 
Most msthenatical programming methods use a method of optimi­
zation that is characterised by the probleni structure--linear 
programming is an example. Other methods transform the origi­
nal problem to another form for computation advantages. 
Geometric progransning, like SUMT, uses a transformed problem. 
Linear Programming 
Linear programming (5) is a special mathematical program 
where the objective function and all of the constraints are 
7 
linear. The computation efficiency of linear programming is 
used later as a basis for geometric programming. The general 
form of the problem is to 
minimize c'x, 
subject to 
Ax = bj A is m X n, 
x^ >0, i = l,...sn. 
The linear constraints of Ax = b form a convex set of 
possible values of x, it can be shown that a linear objective 
function attains its optimal at one of the extreme points of 
the convex set. Each extreme point of this convex set can be 
represented by the vector x having at most m components 
greater than zero. 
Dantzig in 1947, as mentioned in Hadley, (5, p. 20) 
developed the simplex method of linear programming. The 
simplex method generates a new extreme point satisfying 
Ax — b g 
x > 0 , 
at each iteration. If this extreme point is optimal, computa­
tion is terminated. If not optimal, adjacent extreme points 
ère eonsidered that îûsy lead to the optimal. The optimal 
vector X has components x. > 0 for all i corresponding to the 
independent columns of A used to find x (an extreme point). 
All other components equal zero. 
The simplex method thus reduces the optimization process 
to examination of an extreme point and adjacent points at each 
8 
iteration. In that only a finite number of extreme points 
must be considered, the method is convergent. The simplex 
method obtains its efficiency by not requiring the examination 
of all extreme points, 
l&enever the linear restriction is removed from the 
general problem, a non-linear program is the result. Geomet­
ric programming is one type of non-linear programming. 
Geometric Programming 
Geometric programming handles the class of functions 
which have been termed posynomials by Duff in, Peterson, and 
Zener (3)—posynomials being polynomials with the restriction 
that all coefficients are positive. Geometric programming is 
a technique that finds the optimal value of the objective 
function with a dual problem. The primal variables are deter­
mined from the optimal term allocation which is given by the 
dual solution. The nzms gscmstric prcgrairsning is derived fg-om 
its initimate connection with geometric concepts. the most 
important being orthogonality of vectors = 
The minimization of polynomials uses the geometric 
inequality which states that the arithmetic mean is at least 
as great as the geometric mean. As an illustration; 
%Ul * 
9 
note 
("l - >0, 
uf - 2U1U2 -i- u| >0, 
add 4U,U2 to both sides 
-s. 2UJ^ U2 4 u| >4UJ^ U2, 
taking the square root and dividing by 2 yields 
+ %U2 
it can be noted that strict equality holds only when = U2. 
A more general form of the inequality is 
«1  > 0 ,  
S^^o, 
% = 1. 
t=l 
A change of variables u. = yields JL JU 4k 
u, S- vj, S, 8. 
Ul + U2 + ... + (gj) . 
Let the left hand side of the inequality correspond to a 
posynomial: 
g(x) = u, u« • u_. 
o.. , «. 2 «J5 „ 
U. — C^Xm X2 5 e o o 5 X — Igeeegt. 
10 
Lsr T eq-câ.! the niiaber- of terms in the posynceis.! anâ N eqiml 
the riuSibez' of variables in the posynoraial. Let ¥ correspond 
to the right hand side of the above inequality» thus 
or 
0« ^  r. Ci^ Sc Om 3m D<5 DA D 
v(o@%) = (^ ) -(^ ) ^ (^ ) 
01 Ô2 OT " 
&re J 
^ S «3 J lg2g,**gK, 
^ i=l ^ . 
Now if the & are choser. so that V(bjx) does aot depend ori 
let 
r< „ r-j < _ 1 o V J — a* ^j.\ 5 
O 
ther. V(G,iv) reduces to 
O c\ C\ C! V O C <•; f C r-» O 
V = % 
5l Ô2 OT 
It caa. be showz (3) chat g has a positive lower bou%d H 
arid % is also & least upper bou&d of V. Ttr^ s 
S(%) 
Now it will be sho^ th£.t 
\ 
- vx(_)jç, 
at the optl=z&l zizi-ur: val^e of g(%). 
Oeozaetric programs sre assied to have a aii^ima at a 
poi%'c where 
11 
For a minimizing point the derivatives of g(%) must equal 
zero9 so 
3§(x) 
~ j — 1 ; . « « @Ng 
O^j 
or 
As(x) T Au. (x) T 
° i=l ' iil ° 
Dividing these equations by g(x) and defining 
c\ 
—i ~ g{s') ® i = 1)2^  . e a Cl»l) 
thus 
% irR^4-5 — O9 j — lj2jo,.aN» Cl»2} 
i=I ^  
Thus5 the vector S satisfies the orthogonality condition. 
From (l)g the vector S satisfies the normality condition5 
which E&eans 
V o 
gW = s(x)^  ^" sCk)^ s^..O 
and jfroûû ai>so 
U, (x) S. 8? 
s(z) = ( ^  ) ~o 
01 OT 
? <j"» «C .M, T; *fi A».** A a# «9^  W 6V&6VWe W6&C2, ^  
sCE) = V(S)o 
The preceding cazz be extended to include inequality con® 
s train t s, A aore general form of the geometric inequality is 
to 1st A bs the uzaozzalised weights and A be their sim: 
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let the relation hold 
o> 
9 ^ — l)2;,*»gT« 
Substitution of by Xb^ into the geometric inequality gives 
Ai A2 At 
u. -T- -r- u -r-
Ui 4- U2 -è- ... +  ^(^ ) X (^ ) X J... J (—) X . 
Taking both sides to the A power yields 
1/^ 2 f-1 X u, A nX (u, + Tx,> + .,, + u^) > ("T^) (:—) . 
Now if a constraint is of the form 
Sj^ (x) < Is 
it can be converted to the product form of 
The objective function being of the form 
i. 
Multiplication of the extreme sides of both inequalities 
yields 
In that the inequality holds for anyA^^ it is convenient 
to set X^ = 1, Now denoting the weights normalized in this 
fashion as S.5 the combined system can be expressed as 
13 
s,(x) > 
® 01 ht 01k ÔTk ^ 
A dual function V(3,x) is of the form 
v<S,x) = ... ,(^f 
Ol Ot Oik OTk 
where 
T+T^ 
B, = I S.. 
^ i=l ^ 
Selecting 5. so that 
Dj — Oj j — 1,»,«)N g 
the dual reduces to 
V(S) = 
4"1m 
SQCx) >M > u(8), 
M giving a lower bound on g^(x). 
Coîtsputatioriallys the transformed problem or dual is the 
easiest to solve, which is maximize u(S) subject to a linear 
normality equation and the orthogonality conditions (one for 
each variable). It can be seen that, if the total number of 
terms (a S- associated with each) - total number of variables 
(one equation for each) - 1 (a normality equation) equals 
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zero, the solution is unique. Duffin calls the above relation 
the degree of difficulty (3), 
Define M + 1 generalized polynomials g^(x), giCx), and 
g_.^(x) ) each consisting of a variable number of terms desig­
nated for m = Ojl,.,,jM, By appending the index m to every 
term and exponent of the M + 1 posynomials, it is possible to 
formulate the primal geometric program: 
minimize g^Cx), 
subject to 
gjj^Cx) ^  Ij m = 
where 
T T 
"m m N_ a _ 
g (x) = 1, g (x) = Y c Ji X , m = 0,1,...^4, 
^ t=l t=:l n=l * 
with 
> 0 , t=l,ao*,, m = 0,1,...,M, 
O-cix^ccXD, n = 1,... gN. 
Exponents a^^^ are arbitrary real numbers. 
The dual of the primal geometric program is 
maxiir&ze V(S) = f ^ 
m=o t=l O mt 
where 
%o = l 
c 
0  - ^ ^=1, m = 0,1 M, C =  1,...,T ,  
^mt " OmC 
15 
subject to linear constraints, the normality equation is 
^o 
Z 6.. = 1, 
t=i 
the orthogonal equations are 
T 
M *m 
io til ' 
mo = 
and the non-negative restriction 
mt — m = 0,1;...gM, t = 0,1)..., . 
The main theorem of geometric programming is due to 
Duffin, Peterson, and Zener (3) and is given below: 
THEOREM 1-1 (3) 1^ x satisfies the constraints of the primal 
program and satisfies the constraints of the dual program, 
then 
SQCx) ^  v(c). 
Moreover. under the same conditions « gg(x°) = v( and 
only if. 
t, ^ . çf 
••-ot - g (X) - . , » c -
and for 8 > 0. 
" iiiw 
X ® Ma m = 1,. «. ,M, 
16 
The main theorem provides the fundamental relationships 
between the primal and dual variables at the optimum. As each 
dual variable determines a value of each primal term, the 
computation of the primal variables involves solving a linear 
system with the logarithm of the primal variables as unknowns. 
The dual program has a computational advantage in that 
all of its constraints are linear. Also, it has been proven 
that the log (V(ô)) is concave and has the same maximizing 
point as V(S). Thus, the global dual maximum that is computed 
corresponds to a global minimum point of the primal. 
Generalized Polynomial Programs 
Passy (10) extended geometric programs to include the 
general polynomial functions. These result when the positive 
coefficient restriction on all terms is relaxed. The intro­
duction of a signum function Cv with every term yields a 
peogram very similar to a geometric program. 
Using the same geometric program conventions, the general 
polynomial primal program is 
minimize g_(x), 
subject to 
I), m . 
where 
17 
with 
~ + lj ^ 5 in = 0,l,..o jM g 
such that 
and 
> Oj t = ITà - Ogl;.«.,Ma 
o -c:x^ -<00 3 n = 
A constraint signum function is introduced for convenience, 
It is I or -1 depending on how a constraint is written. 
Corresponding to the above primathere exists a 
quasidual program which is defined as 
pseudomaximize z(8), 
where 
T Trt 
™ f ^ mt^mo v'^t^t \Ob 
\ O / / 9 z(c) = c- (] 
m=so t=I O mt 
where 
cr^  = sign (So(x°))j Ôoo = 1, 
0 = 1, m = 0,1,...,M, c = 
"-^ mt ômt 
subject to the linear constraints 
^o 
'^ Ot^ ot ~ 
18 
c. 
^mo ^  ^ ~ 
and the non-negative conditions 
^mt - m = 0,1,. 
and a constraint qualification 
8^ ^ 0 if, and only if, 8^^ 3^ 0, m = 1,... 
For generalized polynomial prograinzning, a weaker type of 
duality is exhibited» Let x be the set of primal variables 
that satisfy the primal program and A the set of dual varia-
bles O satisfying the dual program constraints. Using these 
definitions, the following theorem is due to Passy (10): 
THEOREM 1=2 If is in x and is a minimum of the primal 
progran-j. such that 
8o(x) > go(x°), 
for all (x = x°)< € where c is a real positive scalar, there 
exists a set of dual variables in A such that 
Z(Ô^) = 
Moreover « the Kuhn°Tucksr (8) necessary conditions for a 
o 
maximum of the dual program are satisfied at ô , that is 
\o 
d ' mt 
i;"'' = 0, if "• = 0=1..--.M. 
— 1 
< 0, if S°, = 0, m = 0,1 M, 
O Omt 
*• — 1 T W — i. ^ a a o i J 
19 
= 0, i = 0,1,...,N + M, 
d 
where the Lagrangian function of the dual program is given by 
To 
L(c,X) = z(C) + Cot - G^ ) 
N y. \ 
* nil '• "^ mto ttl 
M ^ 
and are the Lagrange multipliers . Also, 
2(q®) = g^Cx)® for x° in x and 3° jji A if, and only if. 
-
and fogS°o> 0 
If = S^ (x°) = F. 
t - 1 T 
Duality theory in niatheaatical prograsffiing coimonly has 
two aspects; 
(a) The primal program is a constrained minimization 
program, and the dual program is a constrained maxi­
mization problem. 
(b) The existence of a solution to one of these programs 
ensures the existence of a solution to the other. 
20 
in which case thsir evaluated objective functions 
are equal. 
The geometric program theorem verifies both aspects. The 
generalized polynomial program theorem does not satisfy (a) 
in that the dual is not a maximization problem. The term 
pseizdomaxiaization is used instead and is defined as the 
searching for a stationary point that satisfies the dual 
program. Generalized polynomial programs satisfy (b) in that 
a stationary point of the dual ensures a stationary point 
exists for the primal and the evaluated objective functions of 
both are equal. In summary, the solution of the dual general­
ized polynomial program does not in general yield a global 
minimum to the primal. A local minimum or maximum or saddle-
point may be the result. 
Although generalized polynomial dual programs are not 
constrained maximization problems, they do have the compu­
tation advantage of linear constraints. The following 
transformation of the dual objective function 
d(8) = iog(Grz(8)) 
also helps in computation, Passy (10) has shown the above to 
be valid for all à in ^  near à end that the ps^edoznexiznizing 
rN ^ 
point of d(ô) and zio) are identical. The transformed function 
d(e) though is not in general concave as is the geometric 
programming case. 
Blau (l)g using the theoretical results of Passy (10), 
developed s computational algorithm for generalized polynomial 
21 
programs. Certain assumptions are made in the algorithm 
development; 
(a) The constraint signum functions 
sign of objective function at the local minimum 
are known. 
(b) In the primal Lagrangism function 
M 
L(x,a) = S^(x) + J -cr^>. 
Ul—1 
the Lagrange multipliers exist at the 
local minimum x° and are strictly positive: 
p  ^  0» m = l j « , ,  jM .  
Aspect (b)) when extended to include Kuhn-Tucker conditions, 
in essence means that all constraints are tight or active at 
the optimal point. Note, this is Blau®s definition of well-
formulated. 
Blab's method then is to find â stationary point of the 
transformed quasidual objective function 
d(S) = Ï f a-
m=o t=l Sat 
subject to 
=0^0» 
22 
and the positivity conditions 
^ 09 m = 03Z2...gM2 t = 02lg...pT_^ 
where 
M 
The terms of the transformed dual can be arranged to fom 
" Â, ^ ~sS„„ 
Substitution of linear constraints containing cr^ yields 
"(S) = I s cr^ j^los(^ ) + Z cr^ ao^ °sS„o-
n=o t=l Unit m=i 
Introducing (M + N + I) classical Lagrange multipliers, 
the Lagrangian function is formed. By definition, the 
partials of this function vanish at a stationary point. Thus, 
a (T + N + 2M 1) non-linear system of equations nrost be 
solved, Biau takes advantage of the separability of the 
linear-logarithmic system; that given a vector of Lagrangian 
multiplierso the dual vector S is completely determined. This 
feature allows an iterative method of solving the non-linear 
system requiring inversion of a (N v M v 1) matrix at each 
iteration. This computation task is significantly easier than 
inverting the (T -s- 2M 4» N 4- 1) matrix necessary at each 
23 
iteration for the classical Nearton method of solution for the 
original systesa. 
This method is restricted to finding a stationary point 
and requires a starting point for initialisation» Slau has 
reported (I) taat a stationary point is not obtained if poor 
approKiziisations are used for initialisation 
Linear Programs as Gecaaetric Programs 
Fad^rowicz, in Duffin (3, p. 265)^ has shown that ail 
linear prcgraias can be expressed as geometric programs of a 
special type, A linear program can be expressed in general 
ndnisise Gg = * ... * Sr.®» ' °o> 
subject to 
*5" OOO V  ^0 «a V ^ 
\  ^  ^ ,-N '  ^
^ ^ ^ - -a 
where a. ^ and G, are arbitrary/ constants. 
— 
Using zhe following transforms 
~ ZOg g.. j — ÎOg c. g S.l — iOg g 
miniziize g (%) = 
24 
subject to 
Oj X = 
& •  -  & •  
g. J.. • jX^ < 1; i — l52j,,,jin. 
The dual geometric program can be formed from the primal. 
Then using the same log transforms, a dual linear program can 
be obtained from the dual geometric program. Note that the 
geometric programs formed are a special type in that each 
constraint has one term or is a monomial. 
Condensation of Terms 
Duffin (2) has shown that a geometric program can define 
a set of linear programs. This linearization is of use both 
analytically and computationally. An analytic example is 
described in (2) where the duality of geometric programming is 
proved using only linear programming theory. The computation 
methods of linear- programs can thus be applied to geometric 
programs. 
Duffin suggests a condensation of terms in a geometric 
program may be of computational use. The essential method of 
condensation is to take a constraint 
T 
^ i=l ^ 
where 
1 y» 
^i ~ ®i*l" 9 
the u. being terms of the constraint. 
25 
Giver, a set of non-zzeg&tive weights such. 
that 
T 
thesi a conde:ised program or constraint csn be obtained. 
thus 
S2.(%) = 
=k - ,U, <sf> -
S- - — % C ^ JJS J — igcoogN® 
1=1 "" 
It is a direct consequence of the geoaetric iaeci^ality that 
S^ (%) > S£(x), 
This condeasatiori of tênas into moaomi&ls allows liaear 
prograzzzizg to ba us-sd as 2. coaputatios; method * This conéensa® 
tion caTi be -esed to redz-ce the number of ter^ in & problaa 
with & res^ltizig reduction in the degree of difficulty (zizaber 
•s-.iS.n*-*-. cr ^ r-t«îrïw.>5i=.'?^ a r\ ! 
A gecaetric prograzn linearized using & set of weights 
related to the orisis^al problea by 
cLX%) 
26 
Thus J a lower bound is obtained by solving the condensed 
problem. An efficient criterion for choosing initial weights 
and for adjusting weights at each iteration has not been 
developed. 
A further development of the condensation principle 
allows gecraetric programs to handle negative coefficients. To 
illustrate, a geometric program must have constraints of the 
form 
Sj^ (x) < Ij 
where g^(x) is a posyncmial. if a constraint f(x) has nega­
tive coefficients, it can be written 
f(x) = g^Cx) - ggCx) ^  1. 
A new variable 0 can be added to form 
gl(x)< X^^^< 1 4- ggCx). 
Dividing by , gives 
g.<x) 1 gg(x) 
r — <  — •  
n*^l n4"l 
This is equivalent to two constraints 
giCx) 
G (x) < 1, 
^ "n*l 
SoCx) 4= 1 
GoCx) = — ^ i. 
^ *n+l 
Let be a condensed posysiorrdal GgCx). Now 
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is a standard geometric programming constraint, A choice of 
weights, thus, will give a lower bound on the original problem. 
The general method of condensation gives a lower bound on 
the original problem. Convergence to the optimal has not been 
demonstrated. Note condensation of problems with negative 
coefficients reduces the degree of difficulty by the number of 
terms condensed. This reduction can remove independence of 
primal variables if the degree of difficulty is negative. It 
should be noted there exist weights which make the resulting 
linear constraint set inconsistent. 
Constrained Maximization of Polynomials 
by Geometric Programming 
Pascual and Ben-Israel (9) extended geometric programming 
to the maximization of a posynomial objective function subject 
to posynomial constraints. 
This problem in a general form is 
minimize (g„(x))"^, 
S J;set ÎZO 
Xj ' V ; J — JLj... 5IX 5 
g. (x) <1; i = 1. , . ^ .M. 
Let T^ be the number of terms in g^Cx) and form a vector € 
with T^ components o 
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and 
T 
X € ^  = 1, 
k=l K 
Using the geometric inequality, a new objective function 
i^Cx.e) = jr (^) ^ jj-
1=1 1 1=1 
satisfies 
SqU) « 8o(X,€). 
The above treatment of s^(%) is the same as Duffin's condensa­
tion (2). The problem is now in standard geometric programming 
form. By appending an index m to every term and exponent of 
the M + 1 polynomials, the dual can be written 
maximize z(€. ,8) = (T^) ^ H 7j" (-1^252) 
^ i=l ^i m=i t=l Ômt 
where 
0 'K = 1, n = 0,1,...,N, t = 1,...,T 
mt Omt 
subject to the linear equality constraints 
To 
% 8^. = 1, 
m® 
t=i 
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^mo " ^ ~ ^ 9  " ' 9 ^ 9  
and non-nesativity conditions 
Ojjit ^  Uj m = Ujij.c.jMj t = Osl».'»»%_* 
It has been proven (9) that the minimum (maximum of 
u(€ ,6) of the above problem), subject to the constraints on 
the vector €, solves the original problem. Also, the follow­
ing relations hold at the optimum: 
- ..^ oi Li i _ 1 T 
"oi "i - z(§,€)' " -
and 
=mi ' s Z '  
if 
S ^ Oj i = Ij ,,, jT^, m = l,2g...,M. 
The computation of the optimal using this method can be sim­
plified for two special cases. 
Case A; There is a unique solution (€,o). This 
occurs when the exponent matrix A = (a^^) is of 
rank m and if N = M * 1. 
Case B; For any vector € , there is a unique solu­
tion to S= S(€) of the dual constraints. This 
happens if N = - M = rank of A, in this case, 
minimize € maxiiidiieg z(€ ,8) simplifies to 
minimise ^  s (€ ,S(€ ) ). 
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This computation method extends geometric programming to a 
larger class of problems. The idea of minimize-maximize is 
developed further in the next chapter. 
Decomposition of Geometric Programs 
Heyman and Avriel (7) have developed a decomposition 
method for a special class of geometric programming problems. 
In many optimization problems, many variables appear in 
distinct groups with relative few variables appearing in more 
than one group. An example is the optimization of the goals 
of a multiplant firm. Only a few decision variables concern 
the total operation and most variables are restricted to 
decisions concerning only one plant, 
A general form of the class of geometric programs that 
can be solved by decomposition is of the type 
minimize Pq(z) 4» ?^(ZjX^), 
subject to 
Pg(z) <1, k = 1 p(o), 
P ^ ( Z ; X ^ )  < 1 ,  k  =  1 , , , . ; P ( L ) ;  
z > 0, X > 0, 
where z is a vector whose components are coupling variables 
with the main systsn and the ^ subsystems. P°(z) is the posy-
nomial that contains the objective function terms with primal 
variables contained in z, P^Cz^x ) is a posynomial that con­
tains objective function terms that have coupling variables s 
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and variables of a distinct subsystem i, 
?o(z) <1, k = l,...,p(o) 
are constraints that have only coupling variables, 
are constraints that have coupling variables and variables of 
a distinct subsystem i. 
The main results (7) of this decomposition method are: 
Case A; Assume the number of coupling variables is 
equal to the total number of posynomial terms asso­
ciated with the coupling subsystem. Assume for 
some subsystem the optimum of this geometric pro-
gram dual has 0. Then the optimal solution 
vector o of the original problem's dual can be 
expressed as a convex combination of the optimal 
dual subsystems. 
Case B; Assume that the number of posynomial terms 
associated with the coupling system exceeds the num­
ber of components in the coupling vector by exactly 
one. The dual program of this coupling system has 
zero degrees of difficulty. The unique optimal is 
obtained from the coupling subsystem alone. 
A more detailed explanation and proofs are contained in (7), 
A eomputatioa advantage of this sethod is that the resulting 
geometric programs are dimensionally smaller. The work 
required to determine the coupling system and the distinct 
32 
subsystems is a trade-off with less actual computation. In 
general, it should be noted that the system may not be decom­
posable. 
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LINEARIZATION OF GEOMETRIC PROGRAMS 
The development of another method of linearization of 
geometric programs is contained in this chapter. The justifi­
cation for linearisation is twofold; Doth the theoiry and 
computational methods of linear programming can be utilized. 
Linear programming theory (5) is the most developed and used 
of the mathematical programming methods. Proofs exist con­
cerning computation convergence, duality relationships, 
existence of solutions, post-optimal analysis, and many other 
facets. Dantzig, as mentioned in Hadley (5, p. 30), is 
credited with developing the simplex method of linear program­
ming. This computational algorithm has been further developed 
and used extensively since its general availability in 1951. 
Much literature on linear programming applications, theory, 
and computation is available and Hadley (5) is cited as only 
one of many references. 
Linearization of geometric programs or generalized poly­
nomial programs is achieved in several steps* A detailed 
explanation of each step is presented below. The general 
problem is expressed as 
maximize or minimize g^^Cx), (3.1) 
subject to 
g^^x) 1, m — 
where 
- - -
K7% 
where Tj; is the nua^ber of ternis in with positive coef-
ficlents and is total ntsaber of terss 1%, where 
a 
2 . = C . i '• 
Kir 3C J.:-J-i J 
(3.3) 
with 
0 <x,<œ, i = l92,...,Ng 
'^ î'^ -i 2. — s S — Ojijsoo ,^ i*i 5 
& . • ±s an arbitrary real n'lzzber. 
zi—J 
Reduction of All c . to Uhity 
A new coaa'craizit is added to above problas of the fors 
=: = C. (3.4) 
-'nvi • - *"!"* 
where C equals aoce c_.: for which 
J-.  ^"ï 9 ?  ^— A % w 
y "  ^  ^  "  — 3 " - 3 o o t i ^  1 3  • * *  —  ^ 3 —  
(3.3) 
NOW &.&A c^; caz. oe e:cpressec as 
5-i.Vf. '9\ 
5 V w o *f ^ 
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wnere 
(3.8) 
ra s i 5 «"?• - / 
If this K <• 1 constraint has strict equaiity at the optimum, 
the prcbla^s are aquivalsnt. 
Linearizdtion of Constraints 
à metbod of linearisation of posyizcai&l constraints 
different frois Duffin (2) will be described » Let a posyaoaial 
cozistrs-int ba demoted, by 
4 -/ Uo -> ... <- u. < !.. (3.9) 
U-; — 
iWl 
let a new variaoie - > u sat2.sty 
.\V_ 
V u- V V c,_< 1^ (3.10) 
nv-
(Soil) 
Ot! . %/ if J 
^ez -Cwo weiigji'cs oe 
c*. u. V f ^ y 
(5.14) 
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Now two constraints can be formed using €2, and (3.II): 
u. Ur 
*n+l^l 
< 1, 
^n+1^2 -
I. (3.15) 
For any selection of € that satisfies (3.13) and (3,14)j the 
constraints (3,15) and (3.12) are equivalent to (3.9). 
The selection of new variables is repeated until g^(x) 
has two terms. Each pair of constraints formed has an associa-
ted pair of weights €. Whsn is rsducsd to two tssnns ; il 
can be expressed as 
^ (3.16) 
A new pair of weights that satisfy (3.13) and (3.14) are used 
to form 
N^^ t.2 ^  (3.17) 
Constraints with more than two terms require T = 2 (T is 
number of terms) variables to be added and T - 1 pairs of 
weights 
Linearization of Generalised Posyncaials 
A generalised polynomial constraint can be expressed as 
a combination of two posynomial functions: 
Sjji(x) - Sg^]^(x) < Is (3,18) 
adding to both sides 
V*) ; i + Sm+iCx). (3.19) 
Let: F be defizied aa 
K G. 
? - K II K is a constants (3.20) 
where d- is selected such that no term of 
1 
T5 (3.21) 
is recuce-c to a ccriStarit» An additional restriction on, ? is 
given later. Select a variable > 0 such that 
\-r~J 
(3.22) 
The equation (3.22) is used to fosîr. two constsrsiats; 
I> (3.23) 
"'-cc-
(3.24) 
If the restriction that original constraint (3.18) is active •o-
or tisht at uh^ ootiii^al is add<ad. 
( • %  
^ w' « y 
will have strict equality for some 0-< €_^ GV . The addition 
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solving the problem. Computation can be simplified if it is 
known all constraints are active at the optimal. This section 
describes a method that ensiires all constraints are tight at 
the optimal. The most general constraint necessary to con­
sider is 
Sjj^U) - ^ 1» (3.26) 
where g^(x) and are posynomials. Select a new varia­
ble > 1 that satisfies 
The variable can be restricted to satisfy 
1. (3.28) 
*nrt-l 
where 
0 <€ < 1. 
The two constraints (3.27) and (3,28) are used in place 
of the original (3.26). It can be seen that* in general, the 
addition of one variable and one additional constraint can be 
used to restrict any original constraint to being active or 
tight at the optimal. 
Conversion of an Objective Function 
to â Hôncutlâ.! 
Let SQ(x) be a geometric program's objective function and 
is positive at the optimum. Let 
g_(%) < & , (3.29) 
-"1 
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change the problan to 
minimize r~9 (3.30) X,® 
X 
subject to additional constraint 
< 1. 
The problem of maximizing a polynomial is handled 
slightly different. Change problem to 
minimize (3.31) 
*1 
subject to 
< g^W. (3.32) 
If gg(x) is a monomial conversion, it can be completed by 
dividing both sides by g^(x). In general, SQ(x) is not a 
monomial. Define a new constraint 
wnere 
N d-
P = K Yi" X .  5  Kiss constant, (3,34) 
i=2 
where 
d^ 5 — = 2,.*.jN g 
are selected s-och that no term of (3.33) is a coastant. In a 
following section, linear equations are formed using the 
exponents of the variables in all constraints. The selection 
of P can be critical in forming a consistent system of linear 
equations. 
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A new variable C is selected such that 
The inequality (3,35) is used to form two constraints: 
<..w 
.. (,.») 
*^ n-rl 
Strict equality is forced on (3.36) and (3,37) by adding a 
constraint 
pi±l<l (3.38) 
n+l 
for some 0 
it can be seen that conversion of (3,32) to monomials is 
the same method required to convert a constraint of the form 
1 < Sn(x). 
which is not the normal form for geometric programming, 
Sussaary of Conversions 
The preceding sections describe the conversions necessary 
to convert a mathsaatical program containing polynomial func­
tions to a monomial constrained geometric program. Steps 
required are: 
(a) Constraints that are not known to be active or 
tight at the optissil are forced to be tight by 
adding a variable to this constraint: 
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«aW < 1, 
adding new constraints 
and 
I  1 
a X — •'-9 
nvl n+l 
where 
The degree of difficulty (ziimber of terms - number 
of variables - 1) is unchanged. 
All terms are converted to unity coefficients 
 ^  ^/..ij 
"mi - "=1 *j - 'Tt+l jUi -
by the addition of one variable x„., > 0 and one 
constraint 
Sjn+lU) = 1, C is a constant. 
no change is made in degree of difficulty. 
Posynomial constraints of T terms 
S„<==> = I. I  ^X  » 
J-
are converted to weighted constraint pairs, 
-t S " w; % 
where 
0 <€, < 1. 
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if T is greater than 2, t - 2 new variables are 
added. The total number of monomial constraints 
needed to convert a posynœnial is (T - 1) x 2. 
Each constraint has one term. With (T - 1) x 2 
new terms - T original terms gives a total of 
T - 2 additional terms, the degree of difficulty 
is unchanged, 
(d) The objective function is converted to a con­
straint by the addition of one variable. This 
variable is then a one term objective function. 
The degree of difficulty is unchanged. 
(e) Generalized polynomials 
^ 
are converted to two posynomial constraints by 
adding one variable and two terms. The degree 
of difficulty is Increased by one. 
A general form of the converted program can be written 
I 
minimize —, 
^1 
subject to normal constraint 
gl(x) = < 1, 
subject to T, monomial converted constraints 
jl. 
g^CX/ = I I ig m s= 2gae.gM^* T^ = ^ 2 °° *5 
i=l 
43 
subject to T2 tightness constraints 
1 A 
^ >' ^i - m = «4- 1,... 9M2 9 
ÎÎÎ i=l 
T.) ~ 9 
where 
subject to Tg weighted pairs of constraints 
1 ^ a , 
^ ~ ~ *i ® m = Mg + T3 = M3 - M2, 
and 
. ^ a . 
T" JL ^ i » m = M3 + 
*^ 3 ~ ^ 4 " 
where 
subject to the possible tightness constraints needed to 
convert polynomials, reversed inequalities 5 or an objective 
function to luiaimizaeion. 
< I9 IS = •}• 1,... jMj 
m 
where 
0 < €  < C C ,  
m ' 
all variables satisfy 0 < %^<CO and all a^^ are arbitrary 
real numbers, 
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The objective of ûhe dual geometrie prograa is 
8,^1 . 8, 
21a2d.2d.2e v(o) ~ (1) ^(C) i 1 (I) •"/! C^) 
i=2 i=%,vi 
(> rv: . Ç\ 
Q ^ V 1 .0^  
,1 (e-)"n (M"-
r=ei^l 
J Î / J ^  V -av I ; ' i. \ L )  TT" j f.i' \ 
Ir. that -he logCv(b)) has che same aaxisaisiag pointy the 
objective fu^cciozi siziplifies to 
:4 . 8. . 8-. 4^ 
zaxizlze 2 = 2, Iog(~-) ~ 2. IogC~) X 
i=à{rvl ^1 1=^2*1 
los(:^ ) ^  "5. Z los(—) (3.40) 
L r=>iA*y-I ~ Kr 
T^te ceal z^ctzozi xs suDjêcr co ccescraz^ts; 
%orsality coccztioz 
V (3.41) 
orthogoriality coéditions 
0. i = (3,42) 
j=o 
? .. 
-  . \ _ V  J— •> 
i-et aac D« ca^^ec i.z.aear prograzi 
It cazï be seen that giver, a v&czc^ c' » zbo caal 'aroblezi is 
i-^ 'L^ e.ar iirogri jl c r:T: 'T  ^ .v ' v 
(3.41) aad (3.42) ara cccaissens. The selection of ? (3.20) 
az.d (3.34) is criticai i- forii-^ing (5*42)% Ir. that O. 
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row of (3.42) has a. . all of the same sign, only C, = 0 for 
-J 1 
a. - ^ 0 would satisfy the constraint. Usually a selection of 
^ J 
P such that the a. .'s are not of the same sign is sufficient 
for a consistent system. The necessary or sufficient condi­
tions for selecting P have not been developed. The selection 
of ? adds a constant to a subset of the a. . in a row. With 2-J 
the capability of adding a different constant to a subset of 
the elements in each row, formation of some consistent system 
should not be difficult in most cases. 
A general outline of the computation necessary to solve 
the problem is: 
(a) Solve the above linear program A for a given 
vector (=. 
(b) Use information from a basic feasible tableau of 
(a) to change the vector €. 
(c) 'Jse vector € in (a) or teminate computation if the 
degree of significance achieved is satisfactory. 
A geometric explanation of the computation method is to find 
a hyperplane defined by objective function (3.40) that is an 
optimal hyperplane defined by the linear constraints (3.41) 
and (3.42). Each feasible solution cf ths linear program 
defines an extreme of the hyperplane defined by (3.41) and 
(3.42). Each feasible solution to the linear program corres­
ponds to N active or tight geometric program constraints. If 
all constraints are tight or active at the optimal, then all 
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e^tresne peines raust be oprisial. A brief description of linear 
prograsrning ccsaputaîrion follows. 
Description of Linear Progras Computation 
Tkie si%ple% method of solving the linear program A, 
zz&ximize s = c'O, 
subject to 
A h -  h ,  A XS -1 X 2i<j S. > 0, b>0. 
can be described & sequence of tablea^s% the first of which 
Vectors 
"3 Cclwsn Nczibers 
7;, ; 
y-
— > 2 V c w  ^
an z.ceztzty zozziz tne last 
vector of cost coefficients of variables 
the vector of variables iz: tlr^e basis. i£ 
zn tne D6SZ8 a 
cos. 
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coefficient of the Xj variable, z is the computed value of 
the objective function using C| Xg: 
N 
The initial tableau has artificial variables j = M 1,..., 
M + N as basic variables Xg. Columns Cg contains the corres­
ponding cost coefficients. These artificial variables are 
given initial values of b and thus form a basic feasible 
solution. The components of Cg are assigned large negative 
values such that, at the optimal, the artificial variables 
have no effect on the objective function value. Each itera­
tion generates a new tableau by substitution of a column 
vector not in basis for a column vector in the basis. 
The column to enter basis k is selected such that k = j 
j corresponds to 
minimize (z . - c..)« with (s, - c^) < 0, j = 1,,.. j -  ^ " 
The variable snd associated coltsnn to be removed from the 
basis is Xgps r = i such that 
mintoUe (M), y > o. i = 1.2.....N. 
^ri 
A ne%? tableau is generated using the pivot element with 
the following relations: 
y4 V 
new y,. = y. ^ - ~= y^-, all j, i = * 
•"•J •'r-k 
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y^ : 
zew all js 
where 
•Ç» — \/ «M- V 
~ "C= 'NvlnQ: 
Z ,; — C ^ 4 »  ^= 1 g * « * 3^ 1 o J J» W *-'jJ 
Coaputaticn is tersiinated when all z . « c^>0. The 
J V 
linaariaec gecnazric pirogran is solved by Chi s simples aethod, 
Optimal Àaaiysis 
The tezziaation of the simplex, method is the coaditioa 
3 •» C ^ ^ <-^5 & —— Jo Jf */ 
The s., - C; associated with the basis are eq'a&l to sero, 
J •> 
Z&ch cOiû3îii of the linear prograis is associated with a sorio-
mi&l ccristrrairi- of 'che linearised geometric prograzi. All 
coliLzzz:s that have 2... -» c., equal to zero correapo%d to active 
or tight coinstrain'cs » When gives any i:^iiti£l vector < "wised 
to linearise a geometric progras^j osily à. subset of the cco.-
strci^ts zvust be active or -eight at the optical lisiesr 
program, solution. Ihe optisua. of the lisie^ir program is thus^ 
 ^ X J** V  ^ IP i.n 5er.er&_^  zioc opzzcu^  oz the orzgz^ ai prociien.. me 
^'oishts c ea::z be jusced so as to reduce the progra-^ 
are a fczctioz of the weights assigned» The optiz^al of lia ear 
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where Cg is the cost coefficient of the variables ^ in the 
optimal basis. LetZiEj be a small change in Then the 
objective function's dependence on €, and can be expressed 
as 
Likewise9 the changes in zj - cj row can be expressed as 
- Cj) = 
j  =  1 » . *  * w h e r e  j  i s  n o t  i n  b a s i s  o f  A .  
For the linear program to be optimal, the zj - cj 4 - cj) 
must be non-negative, A new linear program B can be formulated 
to change the weights: 
N r^CRi . , 
maximize -
i=lU •• Bi 
subject to linear constraints 
* z ^ . c .  =  0 ,  
j = l,..»jMj where j is not in basis of A, 
where 
^Bi = 
= zl. 
"Bi' 
Ae- unrestricted in sign. J 
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Let this linear program be denoted as linear program B. 
It can be noted that the number of constraints is equal 
to the degree of difficulty of the transformed problem. In 
that^S^ is unrestricted, an additional column is added for 
each \Ej which allows the standard simplex algorithm to be 
used. 
This linear program has as its solution a feasible direc­
tion for decreasing z. The optimal set ofAe^ is scaled down 
such that €j fZlEj satisfies the appropriate constraint on 
The new weights ( are substituted for €j in linear 
program A, The z and Zj - Cj's of the first linear program 
are computed and the simplex method starts from the existing 
tableau. 
If the computed sum of squares of zj - cj is not lower 
than the previous sum of squares of z j - c j, the vector - AE is 
divided by two until a reduction is obtained. When the sum of 
squares of zj - cj is reduced, a new linear program B is solved 
to obtain another feasible direction. 
The algorithm is terminated when the sum of squares of 
the vector z . - c. is below some ©redetermined limit. It can 
J J 
be noted that linear program A may be unbounded for a set of 
initial weights, No problem is encountered, though5 if the 
reduction of the norm of z - c . is used. The criterion of 
J J 
reducing zj - Cj also allows the same basic feasible tableau 
of linear program A to be used for all calculations. 
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Post Optimal Analysis 
The objective function of the linear program has cost 
coefficients of three "types: 
\&} log 
where 0 < J 
(b) log T-I^s 
—  ^TX-iv 
where 0 < < 1^ 
(c) constant C or 0, 
Cost coefficients of the fom (a) and (b) are convex end dlf-
ferezitiable zsi the defiz^d region. Each of the objective 
fuTiCtior. is riO_'i«»negative « The objective fcactio% thus is a 
s%azn&tiozi of convex functiortS in € multiplied by a non» 
negative scalar. Tr-uSj froz the •ï±ieory of corivex prograasains 
(lS)<, it follows there exists s. vector which wGt.ld provide 
does zzot inply global convergence for aziy algorithm based on 
iter^tio^ of vector 
Each of the gecsietric orograx constraints is of fo2s 
&_(%) = i; < 1. (3.43) 
*w W ^<1, w WC» —. •.«sy«»Ww> C.* u* 
tals iseçeality (3.43) can be 'v?ritte:si 
= €».. (3.44) 
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Taking the logari'iisffi of both, sides gives 
N 
I 
1=1 
X ^jrii^OS = log (3,45) 
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Given N constraints that fcrr« an independent system of equa­
tions of the form (3,45), the logarithm of the primal 
variables can be obtained. 
imputation, thoughj is simplified by using the final 
linear program A's tableau. The columns associated with the 
initial identity matrix contain the inverse of those columns 
in the final basis. The rank of this set of columns is N, 
Note the left-hand side of (3,45) is a column of the original 
linear program. The inverse of the N equations of form (3.45) 
is the transpose of the columns containing the original iden­
tity matrix. One matrix multiplication gives the logarithms 
of all primal variables. 
A computer program (Appendix) was written using the 
above conversions. This section and the next section contain 
Constrained Maximization of Posynomials 
eâséïùples of nori=stsr:d2.rd géométrie programs. Ths example of 
this section is from Pascual and Ben-Israel (9): 
maximize * X2» (3.46) 
subject to 
0, x ^ - O j  
„2 
-1 (3.47) 
2x, 
(3.48) 
5 5 
2xi X2 1 
•s 
(3.49) 
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It is known that all of the constraints are tight at the 
optimal; thus, tightness constraints are not needed, A normal 
variable x»j >- 0 is added and a new constraint 
2 " ' 
X,Xr. — Xn X, 
I. £. i. 4 
Select Xg > 0 that satisfies 
*4 - 1  1 ^  
==1*2 - =^2 ~ 
Inequality (3.55) is used to form 
(3.50) 
Using the fact that Xg = 2, (3.48) becomes 
*1*3'^ '^' + (3.51) 
inequality (3,49) becomes 
x^^XgXg < 1. (3.52) 
This completes normalization of the coefficients. 
The new objective function is 
minimize 
^4 
subject to 
*4 - *1*^*2- (3.53) 
Dividing both sides of (3,53) by gives 
1  . 1  + ~o (3,54) 
Ck 
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Inequality (3,57) is used to form two constraints; 
(l-e^)XjX5 -
where 0 1. A tightness constraint of 
^ _ 1. (3.59) 
where 0 EgCOO, is added to bound x^. Some ^ 2 forces 
tightness. 
Inequality (3,47) is used to form two monomial con­
straints: 
X? x| 
where 0< 1. 
Inequality (3,51) is used to form two monomial con­
straints 
^ ^ -.161 _ --1.161 
-^<1, 
A new statement of the probl^ using the monomial constraints 
is 
1 
minimize g^(x) = —, 
subject to 
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g3<x) = €,XoXc - I 
1*2*5  ^" ^ 1 *1* 
V '"S 
2 
» 
3,2 2^ 
SG^x) «7 " ^ ' syt*) 1 
x,x:-^«i -1.161 
®8^"' *€4 Sg(x) i . 
gio(x) = 
where 
0  1, 0  <  J 1 = 1 , . .  
0«-:S2<-'C. 
0 - S, < 1 
» 
0 - :4<c 1. 
The dual geometric program is 
maximize log ^ % * log ^  3 -®S ~ 
•=• 6 •*" -°® 1 ' 7 " 
log 1 . Q' 
subject to linear constraints 
-  ' o  ~  
(Sj_) « ^ 2  '  \  * 2C-^ '^8 - "10 = 
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" 2 * "'3 20y Og ^  ^ XO ~ ^ 9 
(Xg) " #16lOg — 1 e 161/^ g + <0^Q — 0» 
(x^) " Cg + 62» 
Cx^} —C2 ~ ^ 2 " ^ ~ 
^ 0, i = 0,..«,10; 
let *^2-^3 = *59 let = 1,0, 
Â measure of the convergence of the computation method 
is given below. Each iteration required a linear program 
computation with five constraints. The number of constraints 
is equal to the degree of difficulty of the original problem. 
Sum of 
Iteration Computed Squares 
Number 2  of 2 .  - c. 
J J 
Initial 7.2262 667.30 
1 2.4551 94.122 
2 o19398 2.9933 
3 - .2744 .058108 
4 - .29384 .2472 x 10"? 
5 » .29389 .4455 x 10"^® 
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At the completion of iteration 5, the values of - c^ are: 3 3 
z .  .  C j  
J = 1 0.0 basic, 
j s 2 0.0 basic, 
j = 3 - .2235 X 10-9, 
j = 4 0.0 basic, 
j = 5 0.0 basic J 
j 6 - .7195 X 10-10, 
j = 7 .3750 X 10-9, 
j = 8 0.0 basic. 
j 9 .4470 X 10-9. 
The computed vector at iteration 5 is 
t^ = ,66666665 
= .3354101, 
€3 = .8000000, 
= .8000000. 
The value of the objective function at iteration 5 is -.29389 
which is the log —. The original problem's objective function 
I 4 
must equal —, thus 
4  / —  
1_ _ -.29589 _ _â 
* 4  "  ®  " 3 -
The original variables and Xg can be obtained from con­
straints §g(x) and Sj(x) given Gg: 
K? 
sgCx) = ^  = ij "1 - = 
VT 
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, «a 
—"X/ o 2 —• *7"^  ^
- ^ 5 ^2 -  -\/y
These ans'K'ers corressorid to those given ia (9), 
Generalised Polynomial Programs 
The esasiple in thiis section is taken froaa Blau 
(Is p. 125). The problem is to ainiaaise S^C^c) with prior 
knowledge tizat s^(x) < 0 aad -chat &11 constraints are tight 
at the optimal» The probleâi is changed to maximise -g^Cs) so 
that the coapated optirisl is positive. A ststssent of the 
probles is 
zia:-:iz'^ ze 50%. ^2 30%^  - 5s:t - lOx^ ;, 
subject to 
V 2^^ > 1*200, (3.62) 
iz~,> ùç, > 0. (3o63) 
The addition of a normal constraint 
1 (3.64) 
-^-3 
allows the problerrii to be converted to 
li&axiziize v (3»55) 
Siibject to 
:3.66) 
,2. (3.6?) 
'•r~ - %% >-
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The objective function is converted to a monomial by selecting 
*4 0 such that it satisfies 
minimize ~ (3.68) 
*4 
subject to 
«4 - 4 - x^x3 - x|x3°^^. (3.69) 
The addition of the last two terms to both sides gives 
x^Xg + x^Xg'^^ + ^4 — *i^"3'^^ *1^3'^^' (3,70) 
Dividing both sides by x^^xô^x^*^^ and selecting a new varia­
ble x^ > 0 gives 
4'^  4-^ .  ^
" xi5x^ 5,4.29 - ,1.86 
.5 2.17 -"5-
*2 3 
inequality (3.71) can be written as two inequalities: 
3.2.5 1.5 
1 2 4 ^ _ 
z%iT3zc29ir - ^ <3.72) 
2^ ^ 3 5^ 1^ ^ 3 5^ 1^ ^ 2 ^ 3 5^ 
and 
(3.73) 
Select & new variable x^> 0 that satisfies 
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The Left two terms are converted to monomials 
4'^ 
where 0 < ^ 1. The remaining part of (3.74) is converted 
to monomials 
~ < 1  and :  s 6 9Q—^ 1, (3.76) 
2 " 
where €2 satisfies 0 < c^ 1, Inequality (3.73) is converted 
to monomials 
"" - '• 
where 0 < c 1. A tightness constraint is added of the 
form 
1, (3.78) 
where >- 0. 
Inequality (3.66) is rewritten as 
4 x|. (3,79) 
A 29 
Dividing by Xg and selecting a new variable x^^^ 0 sives 
^ ~ 
-.112 ^2 _2 
 ^ • xk" -
* 2^ "^7 *^ 2 
The left-hand side forms a monomial constraint 
J,. 113 
— < 1. (3,81) 
•^7 
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le rsnaining inequality is converted to two monomial con­
straints 
^ ^ and on -S 1, (3.82) 
where satisfies Oce^ -<1, A tightness constraint is 
added: 
H - ' '  
where > 0. 
A 29 
The use of the scale factor = 1,000 when converting 
the problem constraints decreases the number of iterations 
required to solve the problea. The scale factor is not neces-
sary, but computatioiial experience indicates that a rough 
estimate of the optimal solution can be obtained in a few 
iterations irrespective of the magnitude of the vector €'s 
components, if the components of t are significantly differ­
ent than one, convergence is slew once a close approximation 
is obtained. Scaling of constraints after determining a 
M 2 
rough estimate (T (z - c.) ) <: limit could be used to 
j=l ^ ^ 
improve convergence. 
The resulting converted geometric program is 
minimize g^(x) = 
subject to 
" 5 
3 g-j Cx) — Ç — 1; 
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x|- = 
° ®3(-> = (i.6^ ),.5,2 
S4(=) = 4 - ^ ' S5(%) = TTTTrTrXOSr - ^  
^ 2 1  ^2  " ^ 3  " ^ 5  
' £3x1-8^x5 - '' = (i.,^)^.\2.i/--
88(X) = ^ < 1, 
x5"3 
ggCx) = xy ^ 
X? x; 2 
= €5xt-29x7 - ° (1-€5)X^-2% 
Si2(%) = zf - 1» 
X 
6 
where 
0<«1 <1,  
0-- €,-^ 1, 
0 - • €3 < 1, 
0 < €5 ^  1, 
0 6 c 
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and 
0@ i- — 
The dual geometric program converts to 
It 1 > 1 c 1 
maximize log ^ + log ^  ^ 2 + log ^ * ^ ®S ~ 
+ 1 ^5 + log f; Sg + log f 7 
°^8 8^ + "^S §10 * 1 -'11 
+ log 
o 
subject to 
a = 1, 
(xp 2.5^2 - .5^3 - .5O5 + .58^ + 1.587 • = 0, 
(Xg)- .5^  T 1.5^  - .58g T .58g 4 I.5S7 • 28^  ^= 0, 
(x?) S, - 3,298, - 2.868^ - 4.298^ - 1.86% - 2.l7ôy 
4. . 1138g - 4.29^Q - 4.298^^ 
( K .  ) * Om = 0.  if' ""0 0  
(Xg) 1 
6<
r
 
1 85  - 8^ -  by + 8g 
\ = 8 .  
- 8  ^ *5" — 0.  z .  ^4 ~ ^ 5 
(Xy) 
- ^10 • - S u  + 8^2 = 0,  
8^ > 0, i = 1 12, 
let ^j^9~2*^3'"5 ~ ^^9-g 
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A measure of the convergence of the method is given below: 
iteration 
Number 
Computed 
z 
Sum of 
Squares 
of - Cj 
J J 
Initial 1.732 6.824 
1 .407 6.463 
2 -1.301 5.409 
3 -3.213 4.243 
4 -6.358 3.217 
5 -8.440 :^:^ 02 
6 -8.414 .0457 
7 —8.464 .00158 
8 -8.4492 .9388 X 10-6 
9 -8.4492 .308 X 10-12 
At the completion of iteration 9, the values of z. - c- are; 
J J 
- Cj 
j = I 0. C
O
 00 
10"^', 
o
 
<
M
 II 126 X 
C
O
 1 o
 
f—l 
j = 3 0. 0 basic s 
j = 4 0. 0 basic s 
j = 5 0. 0 basic 9 
j = 6 0. 744 X 
00 1 o 
o* 
II 0 basic 9 
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8 0.0 basic. 
= 9 -0.555 X 10"*, 
= 10 0.508 X 10-*, 
= 11 0.0 basic. 
12 0.0 basic. 
The computed vector € at iteration 9 is 
.47643, 
Eg = .81054, 
€3 = .81306, 
= 1.23137, 
= .12803, 
fcg = 1.20000, 
The value of the linear program at iteration 9 is -8.4492. 
This corresponds to the log —. In that x, corresponds to the 
*4 * 
"«/sioo «-"i TTo •">*** "i "i <o.»« • o oK rro. 4 f 4 e 
Optimaj. S «ë s —4672. 
The value of asd ^2 can be obtained from the converted con­
straints and in that 
X? 1,200 s €3 
and 
= 1,200 + (1 - 6q), 
the coîr.puted values are 
= 12.45, X2 = 33.2. 
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The optimal values as 
z = -4677.5678, 
X, = 12.583332, 
given in Blau (l) are 
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CONCLUSIONS AND RESULTS 
The usefulness of the linearization of geometric programs 
can be measured relative to other methods of optimization. 
Geometric programming is restricted to posynomial functions 
with all variables strictly positive. Generalized polynomial 
programs allow all polynomials but also require the variables 
to be strictly positive. The SUMT and Lagrange multiplier 
method do not have either restriction. 
The significant difference in handling constraints with 
SUMT and linearization make computational comparisons highly 
problem dependent, A rough comparison can be made among the 
Lagrange method, Blau's algorithm5 and linearization, Blau's 
algorithm handles generalized polynomial programs with T terms, 
N variables, and M constraints. It is required that all con­
straints are active or tight at the optimal and that the signs 
of the constraints st ths cptizzl cjts knoTfn. With the problem 
so restricted 5 the Lagrange multiplier method requires inver­
sion of @ (T 4- N 4. 2M 4" 1) matrix at each iteration, Blau°s 
algcriths reduces the size of the matris to be inverted at 
each iteration to (N M 'O- 1), The linearization described in 
this paper requires a linear program to be solved at each 
iteration. The number of constraints of this linear program 
correspond to the degree of difficulty of the linearized geo­
metric program (number of terms - number of variables - 1), 
The linearisation of a geometric program does not change the 
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degree of difficulty. When a generalized polynomial program 
is linearized, the degree of difficulty is increased one for 
each constraint that contains a negative coefficient or a 
reversed inequality. Thus, a linearized program has a degree 
of difficulty that ranges from (T - N) to (T + M - N). 
Hadley (6, p. 134) states the number of simplex iterations 
required to solve a linear program ranges from the number of 
constraints to two times the number of constraints, Â rough 
computational estimate of linear programs is 1.5 x (computation 
required to invert a matrix of order equal to number of con­
straints of the linear program). 
For comparison purposes, a computation estimate based on 
the size of matrix to be inverted at each iteration is; 
Lagrange 
multiplier 
Blau's 
algorithm 
Linearized 
method 
T + N + 2M + 1 N + M + 1 1.5(T - N) 
to 
1.5(T + M - N) 
where T = nuabsr of ternss in original problem 
N = number of variables in original problem 
M = number of constraints in original problem 
The linearization clearly requires less computation for 
each iteration than the Lagranian method. Computation 
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coniparisons of the linearised method arid Els'a's algorishm are 
problem depesident, 
Th© coisputatiosî nethod of solving the preceding linearized 
geœnetric progras can be classed as a aethod of feasible direc-
florasc 2&atendijk (13) treats the standard simplex method as 
only one zsthod of feasible directions» A more complete com­
putational coapsrison of the linearization of geometric 
programs and other methods could be made usirtg the .^alysis of 
Zoiite%dijk (13), 
The linearised method does not guarantee ia general cases 
a convergeriGs to a global optisaal. However^ since the algor^ 
rithm uses paraiaecric simplex routiries^ post optical analysis 
of sensitivity aad related tests (13) can be applied to test 
for global coiivergerice, 
ÀTi advantage of the linéarisation ziethod in geometric 
prograzsTiirg is ^at primal variables caz- be detersïisaéâ using 
the optical weighting vector . Geometric programs @ the 
nizziber of possible equariozis available to deûerains the primal 
variables, are restricted to zhe a-^zaber of ternis in tighz con-
strai^zs. This in general is not sufficient to deteîSîiiie all 
prisai v&ri&blag. 
The present linearization developzient resiovss the require­
ment That all constraints be tight at the optisal for 
generalised polynosxial prograras. The introduction of tight» 
ness variables and constraints also neans uhaw the signs of 
the constraints need not be known before solving the probles. 
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The sign of the objective function at the optizoal^ though s is 
required in the present linearization. 
The sensitivity of constraints and variables on the 
objective function of a linearized geometric program have not 
been developed. Computational experience with the second 
example ir. Chapter 3 indicates the present algorithmes main 
use may be to obtain aii approximation^ which may be used as 
an initial point for ano'&er siethcd. The sensitivity of the 
components of the vector ^ on the objective function say be 
a starting; point for further develojKxents in the area of sto­
chastic geoaetric programming. 
Further developments of the linearization method are 
needed. The required conversions to linearise a. general poly­
nomial prograïïi are tedious and error prone. The development 
of a computer prograra to automate this process is necessary 
for the linearization method to have practical use. It should 
be noted that the prograa in the appendix does not have this 
capability. The program, assumes a consistent linear constraint 
set as input data. 
The selection of ? in the sections that dealt with 
generalised polynomials.^ reversed inequalities^ or conversion 
of aa^sisisation problems to ziinimiaation problems srequires 
further developzzent. The entire linearisation tiethod is based 
on the existence of a consistent linear progran^ The fors^a». . 
tien of this eonsiste^t program is not u^^iqua. It a&a -be 
noted that Slau (l) forzzs a linear constraint set by 
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using the exponents of the reciprocals of terms corresponding 
to negative coefficients. Pascual and Ben-Israel (9) and 
Duffin (2) used the exponents of the reciprocal of a weighted 
set of terms. Neither of these methods of forming a consistent 
linear constraint set are in general sufficient or necessary. 
The development of the necessary and sufficient conditions, 
if possible, would allow a large class of non-linear systems 
and une on s trained optimization problems to be solved without 
the problem of converging to stationary points or local opti­
mums. A possible modification of the simplex method may be 
used to select to form consistent linear programs dynami­
cally. In conclusion, it appears more and larger problems 
were uncovered than solved. 
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APPENDIX 
I M P L I C I T  R [ ; A L * 8  ( A - H , 0 - Z )  
D I M E N S I O N  C ( 3 0 K C 8 ( 2 0 I  
D I M E N S I O N  A  ( 1 0 , 3 0 J , I B  ( 2 0 ) , I B T  ( 3 0 )  
D I M E N S I O N  E X  ( 1 0 , 3 0 ) , 1 1 B ( 2 0 ) , 1 1 B T  ( 3 0 )  
D I M E N S I O N  E  ( 3 C ) , D E ( 3 0 ) , I B S ( 3 0 ) , I T ( 3 0 )  
D I M E N S I O N  T . C H E C K  ( 3 0 )  
I N T E G E R  O U T P U T  
C O M M O N  / A 1 /  I N P U T , O U T P U T  
C O M M O N  / A 2 /  A , I B T , X B  
C O M M O N  / A 3 /  E X , I I B T , I I B  
C O M M O N  / A 4 /  E , D E , I B S , I T  
C O M M O N  / A 5 /  C , C B , X X X X ,  I C O l .  
C O M M O N  / A 6 /  I  C H E C K  
C O M M O N  / A 7 /  N , M , M l  , M N , K K K  
C O M M O N  / A 8 /  N T , M T , M 1 T , M N T  
I N P U T  =  ] .  
O U T P U T  =  3  
C  G E O M E T R I C  P R O G R A M  G A R Y  K . O L E S O N  
C  S O L V E D  B Y  U S I N G  L I N E A R  P R O G R A M S  u i  
C  I M P U T  D A T A  M U S T  B E  A  C O N S I S T E N T  L I N E A R  P R O G R A M  F O R M E D  
C  B Y  C O N V E R T I N G  A  T I G H T  M O N O M I A L  C O N S T R A I N E D  G E O M E T R I C  
C  P R O G R A M .  
C  I N P U T  D A T A  R E Q U I R E D  
C  F I R S T  C A R D  N U M B E R  O F  L . P . C O N S T R A I N T S  
C  S E C O N D  C A R D  N U M B E R  O F  L . P .  C O L U M N S  
C  A N  A R R A Y  O F  S U B S C R I P T S  O F  E P S I L O N S  A S S O C I A T E D  W I T H  E A C H  C O L U M N  
C  A N  A R R A Y  O F  P O I N T E R S  T O  P A I R E D  E P S I L O N S  
C  S U B R O U T I N E  I N T I A L  R E A D S  I N  T H E  L I N E A R  P R O G R A M  A N D  S O L V E S  F O R  
C  A  B A S I C  F E A S I B L E  S O L U T I O N  A N D  T H E N  S A V E S  T H I S  F E A S I B L E  
C  S O L U T I O N  F O R  U S E  W I T H  L I N E A R  P R O G R A M  B  
C A L L  I N T I A L  
1 0 0  F O R M A T  ( '  S 5 D i ^ . 7 )  
W R I T E  (  O U T P U T  , 2 0 0 )  I B S  
2 0 0  F O R M A T  < •  S 1 5 1 5 )  
C  C O M P U T E  S U M  O F  S Q U A R E S  O F  Z J  - C J  
C A L L  Z J C J  ( X X )  
1  Y Y  =  X X  
D O  5  I  =  1 , N T  
5  W F U T E  ( O U T P U T , 1 0 1 )  I  , E (  I  )  
1 0 1  F O R M A T  ( »  •  , « £ ( •  , 1 3 ,  •  )  = ' , D 1 9 . 7 )  
C  F O R M  L I N E A R  P R O G R A M  B  U S I N G  B A S I C  F E A S I B L E  S O L U T I O N  O F  A  
C A L L  F O R M  
C  C O M P U T E  Z J  ~ C J  F O R  L I N E A R  P R O G R A M  B  
C A L L  Z J  
C  S O L V E  L I N E A R  P R O G R A M  B  
C A L L  L P  
C  C H E C K  I F  L I N E A R  P R O G R A M  B  I S  U N B O U N D E D , I F  S O  C A L L  B O U N D  
I F  (  I C H E C K  ( 1 )  . N E .  1 )  G O  T O  2  
C A L L  B O U N D  
C  C O M P U T E  F E A S I B L E  D I R E C T I O N  F O R  C H A N G E  O F  E P S I L O N S  
2  C A L L  D E L T A  
6  C O N T I N U E  
C  C O M P U T E  T H E  S U M  O F  S Q U A R E S  O F  Z J  - C J  
C A L L  Z J C J  ( X X )  
C  I F  T H E  N E W  S U M  O F  S Q U A R E S  I S  N O T  L O W E R  T H A N  P R E V I O U S  
C  D I V I D E  T H E  C H A N G E  I N  E P S I L O N  B Y  T W O  
I F  (  X X . L T .  Y Y )  G O  T O  4  
C  T H R U  . . .  3  D I V I D E S  D E L T A  E  B Y  T W O  
D O  3  I  =  1 , N  
D E  ( I )  =  D E ( I )  /  2 . 0 D 0  
3  E ( I )  =  E ( I )  -  D E (  I  )  
G O  T O  6  
C  C H E C K  F O R  T E R M I N A L  C O N D I T I O N  
I F  ( X X  . G T .  G .  1 0 - 1 5 )  G O  T O  1  
1 0 0 0  S T O P  
E N D  
c  
c  
N  
M  
S U B R O U T I N E  I N T I A L  
I M P L I C I T  R E A L - - ^ 8  ( A - H , 0 - Z )  
D I M E N S I O N  A  ( 1 0 , 3 0 ) , I B  ( 2 0 ) , I 8 T  ( 3 0 )  
D I M E N S I O N  E X  ( 1  G , 3 0 ) 1 1 1 B ( 2 0 ) t 1 1 B T  ( 3 0 )  
D I M E N S I O N  E  ( 3 0 )  ?  D E ( 3 0 ) ^ I 8 S ( 3 0 ) 1 1 T ( 3 0 )  
D I M E N S I O N  C ( 3 0 ) t C B ( 2 0 )  
I N T E G E R  O U T P U T  
C O M M O N  / A l /  I N P U T , O U T P U T  
C O M M O N  / A 2 /  A , I B T , I B  
C O M M O N  / A 3 /  E X , I  I B T , I  I B  
C O M M O N  / A ^ /  E , D E , I B S , I T  
C O M M O N  / A 5 /  C , C B , X X X X , I C O L  
C O M M O N  / A T /  N , M ,  M l  , M N , I < K K  
C O M M O N  / A 8 /  N T , M T , M 1 T , M N T  
E Q U A L S  N U M B E R  O F  M O N O M I A L  C O N S T R A I N T S  
R E A D  ( I N P U T , ? )  M  
E Q U A L S  N U M B E R  O F  C O N V E R T E D  P R I M A L  C O N S T R A I N T S  
R E A D  (  I N P U T , 7 )  N  
I P S  ( I )  C O N T A I N S  S U B S C R I P T  O F  E P S I L O N  A S S O S I A T E D  W I T H  M O N O M I A L  
R E A D  ( I N P U T , ? )  ( I B S ( I ) , I  =  1 , N )  
Z E R O  I F  E P S K L O N  ( I )  I S  R E S T R I C T E D  T O  . G T .  0  
- - 1  I F  E P S I L O N  ( I )  I S  R E S T R I C T E D  T O  . L E .  i  
R E A D  (  I N P U T  , 7 )  (  I T  (  I  )  ,  I  = =  1 ,  N  )  
M  N  =  S I Z E  O F  L I N E A R  P R O G R A M  A  W I T H  A R T I F I C A L  V A R I A B L E S  A D D E D  
M N  =  M  +  N  
L  =  N  +  1  
T H R U  . . .  2  I N T I A L I Z E S  A R R A Y  T O  Z E R O  
D O  i  I  =  L , M N  
I B S  ( I )  =  0  
1  I T  ( I )  = 0  
M l  =  M  +  1  
D O  2  I  =  1 „ M N  
I B T  ( I )  =  0  
E  (  I  )  =  0 . . 0 D 0  
D E  (  I  )  =  O u O D O  
C  (  I  )  =  O . O D O  2 
T H R U  3 * Ï N T I A L I Z E S  A R T I F I A L  V A R I A B L E S  A N D  T H E I R  C O S T  F U N C T I O N S  
D O  3  I  =  1 , M l  
I B  ( I )  =  L  
I B T  ( L I  =  Ï  
C B  ( I )  =  -  1 0 0 0 . C D O  
C  ( L )  =  -  1 0 0 0 . C D O  
D O  4  J  =  1 , M N  
4  A  (  I t J )  =  O . O D C  
A  ( I , L I  =  \ . 0 0 0  
3  L  =  L  4  1  
C  T H R U  . . .  5  R E A D  I N  L I N E A R  P R O G R A M  A  A R R A Y  
C  E A C H  C O L U M N  C O R R E S P Q N S  T O  A  G E O M E T R I C  P R O G R A M  
C  M O N O M I A L  C O N S T R A I N T  
C  E A C H  R O W  C O R R E S P O N D S  T O  A  P R I M A L  V A R I A B L E  
D O  5  I  =  1 , M  
5  R E A D  (  I N P U T , 6 )  (  A ( I , J ) , J  =  1 , N )  
6  F O R M A T  ( 1 6 D 5 . 1 )  
C  I C O L  I S  T H E  C O L U M N  O F  N O R M A L  C  V A L U E  U S E D  I N  N O R M A L I Z A T I O N  
C  I V A R  I S  V A R I A B L E  U S E D  T O  N O R M A L I Z E  L . P . ' S  C O E F F I C I E N T S  T O  O N E  
R E A D  (  I N P U T , 7 )  I V A R , I C O L  o o  
7  F O R M A T  (  1 5 1 5 )  
C  T H R U  . . .  8  N O R M A L I Z E  C O N S T R A I N T  C O S T S  T O  O N E  
X X X X  =  D L O G  (  A  (  I V A R ,  I C O L  : i  )  
D O  8  I  =  2 , N  
8  A  (  I V A R , I  j )  =  D L O G  (  A  (  I V A R  ,  I  )  ) / X X X X  
K K K  =  C  
C  T H R U  . . .  9  I N T I A L I Z E S  A L L  P A I R E D  E P S I L O N  T O  0 . 5  
C  ) : N T I A L I Z E S  A L L  O T H E R S  T O  O N E  
C  K K K  I S  T O T A L  N U M B E R  O F  E P S I L O N S  U S E D  
D O  9  I  =  l . , N  
K = IBS ( I 1) 
1 1 =  (  K K K  . L T .  K )  K K K  = =  K  
I F  (  K  . E Q .  0 )  G O  T O  
E  ( I )  =  0 . Î 5 D 0  
I F  {  I T  ( 1 1  . L E .  0 )  E  ( I )  =  l . O D O  
9  C O N T I N U E  
C  S U B R O U T I N E  C O S T  C O M P U T E S  C O S T  C O E F F I C I E N T S  D E P E N D E N T  O N  
C A L L  C O S T  
c  SUBROUTING ZJ  CALCULATES Z AND Z (J )  -C ( J )  FOR L INEAR PROGRAM A 
CALL  ZJ  
W R I T E  (  O U T P U T , 1 0 4 )  
1 0 4  F O R M A T  ( •  " , '  N O R M A L I Z E D  I N P U T  M A T R I X ' )  
D O  1 4  I  =  3 . »  M l  
1 4  W R I T E  ( O U T P U T ,  1 0 5 )  I , ( A ( I , J ) , J =  1 , M N )  
1 0 ! )  F O R M A T  ( •  "  ,  '  R O W  N U M B E R  O F  L I N E A R  P R O G R A M  '  ,  1 1  0  ,  2 0  ( / 5 D 1 9  . 7  )  )  
W R I T E  (  O U T P U T  , 1 0 6 )  ( I B ( ï  )  ,  I  = 1 , M )  
1 0 6  F O R M A T ( '  ' B A S I C  C O L U M N S  A R E ' , 1 5 1 5 )  
0 0  1 5  I  =  ] .  , N  
1 5  W R I T E  ( O U T P U T , 1 0 7 )  I ,  C ( I )  
1 0 7  F O R M A T  ( '  " , ' C O S T  C O E F F I C I E N T  ( ' , 1 4 , ' )  = ' , 0 1 9 . 7 )  
W R I T E  (  O U T P U T  , 1 0 0 )  
I O C  F O R M A T  ( '  " , ' T H E  S U B S C R I P T S  O F  E P S I L O N  F O R  E A C H  C O L U M N  A R E ' )  
0 0  1 2  I  =  j l , N  
1 2  W R I T E  (  O U T P U T , 1 0 1 )  I , I B S < I )  
1 0 1  F O R M A T  ( •  ' S U B S C R I P T  (  '  y  I 4 h ,  '  )  =  ' , 1 4 )  
W R I T E  ( O U T P U T , 1 0 2 )  
1 0 2  F O R M A T  ( '  ' , ' P O I N T E R S  " ^ O R  E P S I L O N ' )  
D O  1 3  I  =  1 , N  
1 3  W R I T E  ( O U T P U T , 1 0 3 )  I , I T ( I )  
1 0 3  F O R M A T  ( '  ' , ' P O I N T E R  ( ' , 1 4 , '  )  =  ' , 1 4 )  
:  S U B R O U T I N E  L P  S O L V E S  T H E  L I N E A R  P R O G R A M  
C A L L  L P  
:  T H R U  . . .  1 1  S A V E S  T H E  B A S I C  F E A S I B L E  S O L U T I O N  F O  L I N E A R  P R O G R A M  
:  I I B T  ( J )  C O N T A I N S  P O I N T E R  T O  R O W  I F  B A S I C  
:  Z E R O  I F  N O N  B A S I C  
:  I  I B  ( I )  C O N T A I N S  P O I N T E R  T O  B A S I C  C O L U M N  
:  T H E  R E M A I N D E R  S A V E S  P A R A M E T E R S  F O R  L I N E A R  P R O G R A M  A  
:  I N I T I A L I Z E S  P A R A M E T E R  F O R  L I N E A R  P R O G R A M  B  
:  L . P »  A  L . P .  B  
:  N  N T  N U M B E R  O F  C O L U M N S  
:  M  M T  N U M B E R  O F  V A R I A B L E S  
;  M l  M l T  I N D E X  O F  R O W  O F  Z ( J )  - C ( J )  
:  M N  M N T  C O L U M N  S I Z E  W I T H  A R T I F Ï C A L  V A R I A L B L E S  
D O  1 0  J  =  1 , M  
Ï I B  ( J )  =  I B ( J )  
D O  1 0  I  =  1 ,  M N  
1 0  E X  ( J , I )  =  A ( J t  I )  
D O  1 1  I  =  I 9 M N  
1 1  I I B T  ( 1 )  = :  I B T (  I  )  
M T  =  M  
N T  =  N  
M I T  =  M l  
M N T  =  M N  
M  =  N  —  1  —  M  
M l  =  M  +  1  
N  =  K K K *  2 + 1  
M N  =  N  
R E T U R N  
E N D  
00 
o 
S U B R O U T I N E  Z J C J  ( X X )  
C  S U B R O U T I N E  Z J C J  ( X X )  C A L C U L A T E S  C O S T  C O E F F I C I E N T S  D E P E N D E N T  
C  O N  E P S I L O N  
C  U S E S  T H E  C O S T  C O E F F I C I E N T S  T O  C O M P U T E  Z ( J )  - C ( J )  
C  C O M P U T E S  T H E :  S U M  O F  S Q U A R E S  O F  Z ( J )  - C ( J )  
I M P L I C I T  R E A L » 8  ( A - H , 0 - Z )  
D I M E N S I O N  E X  ( 1 0  , 3 0 )  ,  H  B (  : > 0  )  ,  1 1 B T  ( 3 0 )  
D I M E N S I O N  E  { 3 0 ) t D E ( 3 0 ) , I B  S ( 3 0 ) , I T ( 3 0 )  
D I M E N S I O N  C ( 3 0 ) , C B ( 2 C )  
I N T E G E R  O U T P U T  
C O M M O N  / A l /  I N P U T , O U T P U T  
C O M M O N  / A 3 /  E X , I  I B T , I I B  
C O M M O N  / A 4 /  E , D E , I B S , I T  
C O M M O N  / A 5 /  C , C B , X X X X r I C O L  
C O M M O N  / A 8 /  N T , M T , M 1 T . , M N T  
D O  1  Î  = :  i , N T  
C  ( I )  =  O . O D O  
I F  (  I B S  ( I )  . E O .  O ;  G O  T O  1  
C ( n  =  -  D L O G  ( E ( I ) )  
1  C O N T I N U E  
C  ( I C O L )  = :  - X X X X  
D O  2  I  : =  I t M T  
2  C B  ( I )  C  ( I I B ( I ) )  
D O  3  J  : =  l ï N T  
E X  ( M I T , J )  =  - C ( J )  
D O  3  I  : =  1  , M T  
3  E X  ( M I T , J )  =  E X  ( M I T , J )  +  C B ( I ) * E X ( I , J )  
X X  =  O.ODO 
D O  4  J  : =  2 , N T  
4  X X  =  X X  +  E X ( M ] T , J ) * E X ( M 1 T , J )  
W R I T E  ( O U T P U T , 5 )  X X  
5  F O R M A T  ( •  ' , ' T H E  S U M  O F  S Q U A R E S  O F  Z J  - C J  = ' , 0 1 9 . 9 )  
D O  6  I  =  1 , N T  
6  W R I T E  ( O U T P U T , I C I ) I , I , E X ( M I T , I )  
J . C 1  F O R M A T  ( •  '  ,  '  Z (  '  ,  1 3 ,  '  )  - C  ( •  ,  I  3  »  '  )  •  ,  D 1 9  .  7  )  
R E T U R N  
E N D  
S U B R O U T I N E  C O S T  
C  S U B R O U T I N E  C O S T  U S E D  T H E  E P S I L O N S  T O  C A L C U L A T E  C O S T  C O E F F I C E N T S  
C  E P S I L O N  A N D  I N T I A L I Z E S  T H E  B A S I C  C O S T  V E C T O R  
I M P L I C I T  R E A L * 8  ( A - H , 0 - Z )  
D I M E N S I O N  A  ( 1 0 , 2 C ) , I B  ( 2 C i ) , I B T  ( 3 0 )  
D I M E N S I O N  E  ( 3 0 ) »  D E ( 3 0 ) , I B S ( 3 0 ) , I T ( 3 0 }  
D I M E N S I O N  C ( 3 0 » , C B ( 2 0 )  
I N T E G E R  O U T P U T  
C O M M O N  / A l l /  I N P U T , O U T P U T  
C O M M O N  / A 2 /  A , I B T , I B  
C O M M O N  / A 4 /  E , D E , I B S , I T  
C O M M O N  / A 5 /  C , C B , X X X X , I C O L  
C O M M O N  / A T /  N f M , M l , M N , K K K  
C O M M O N  / A 8 /  ! - i T , M T , M l T , M N T  
D O  1  I  =  I  , N  
c ( n = O.CDO 
I F  ( IBS ( I )  . E O .  0 >  G O  T O  1  
C  ( I )  =  - D L O G  ( E d ) )  
1  C O N T I N U E  
D O  2  I  =  1 , M  
2  C B  ( I )  =  C (  1 1 3  (  n  )  
C  (  I C O L )  : :  - X X X X  
R E T U R N  
E N D  
S U B R O U T I N J E  B O U N D  
I M P L I C I T  R E A L * 8  ( A - H , 0 - Z )  
DIMENSION C(30 ) tCB(2C)  
D I M E N S I O N  A  ( 1 0 » 3 C ) , I B  { 2 0 ) , I B T  ( 3 0 )  
D I M E N S I O N  I C H E C K  ( 3 0 )  
I N T E G E R  O U T P U T  
C O M M O N  / A l /  I N P U T , O U T P U T  
C O M M O N  / A 2 /  A t I B T T I B  
C O M M O N  / A 6 /  I C H E C K  
C O M M O N  / A 7 /  N , M , M 1  , M N , K K l <  
C  S U B R O U T I N E  B O U N D  U S E S  A N  U N B O U N D E D  S O L U T I O N  O F  L I N E A R  P R O B R A M  B  
C  . I . E .  I C H E C K  ( 1 )  =  1  
K  =  0  
D O  1  I  =  2 t N  
I F  (  I C H E C K  ( I )  . N E .  1 )  G O  T O  1  
C  T H R U  . o .  2  C H E C K S  F O R  A L L  D E L T A  E P S I L O N S  =  Z E R O  
D O  2  J  =  1 , M  
I F  (  A  ( J , l )  . G T .  O . l D - 6 )  G O  T O  3  ^  
2 C O N T I N U E  w  
K  =  K  +  I  
I B T  ( I )  =  K  +  M l  
I B  (  K  +  M l )  =  I  
L L  =  I  -  K K K  
I F  (  L L . G T .  1 )  I B T  ( L L )  = 0  
I F  (  L L . L T .  0 )  I B T  (  I  +  K K K  )  = 0  
C  I F  Z E R O  O N E  U N I T  O F  U N B O U N D E D  S O L U T I O N  I S  A D D E D  
A  (  K  +  M l , l )  =  1 . 0 D C  
C  T H R U  . . o  4  D E L T A  E P S I L O N S  A R E  A D J U S T E D  B Y  U N B O U N D E D  C O L U M N  
D O  4  J  =  1 » M  
4  A  {  J  ,  1  )  =  A  (  J  »  1  )  -  A  (  J  ,  ; [  )  
C  S U B R O U T I N E  Z J  C O M P U T E S  N E W  l,i - C J  
C A L L  Z J  
I C H E C K  ( 1 1 = 0  
C  R E M O V E S  M A R K  O F  U N B O U N D E D  V A R I A B L E  
1  C O N T I N U E  
3  R E T U R N  
E N D  
S U B R O U T I N E  F O R M  
I M P L I C I T  R E A L M S  ( A - H , 0 - Z )  
D I M E N S I O N  C ( 3 0 ) , C B ( 2 C )  
D I M E N S I O N  A  ( 1 0 t 3 0 ) , I B  ( 2 O ) , I 0 T  ( 3 0 )  
D I M E N S I O N  E X  ( 1 0  , 3 0 ) , I  I B ( 2 0 ) ,  1 1 B T  ( 3 0 )  
D I M E N S I O N  E  ( 3 0 )  , D E ( 3 0 ) , I B S ( 3 0 ) , I T ( 3 0 )  
I N T E G E R  O U T P U T  
C O M M O N  / A l /  I N P U T , O U T P U T  
C O M M O N  / A 2 /  A , I B T , I B  
C O M M O N  / A 3 /  E X , I I B T , I I B  
C O M M O N  / A 4 /  E , D E , ] : B S , I T  
C O M M O N  / A 5 /  C t C B , X X X X , I C O L  
C O M M O N  / A T /  N , M , M 1 , M N , K K K  
C O M M O N  / A ( ! /  N T , M T . , M 1 T , M N T  
C  S U B R O U T I N E  F O R M  S E T S  U P  L I  N E A R  P R O G R A M  T O  C O M P U T E  D E L T A  E P S I L O N  
C  T H R U  ; Î  I N I T I A L I Z E S  A R R A Y S  
D O  1  I  =  1 , M  
C B  ( I )  =  O . O D O  
1  I B  ( I )  =  0  ^  
D O  2 J = ItM N  
I B T  ( J )  =  0  
C  ( J )  =  O . O D O  
D O  2  I  =  1 , M 1  
2  A  (  I ,  J )  : =  O . O D O  
C  T H R U  . . . 3  C O M P U T E  T H E  P A R T I A L  D E R I V A T I V E  O F  C ( J )  
D O  3  I = =  2 , N T  
K K  =  I B S  ( I )  
I F  (  K K . E Q o  0  )  G O  T O  3  
D E  (  I  )  =  -  ] .  . O D O / E  (  I  )  
I F  (  I T  ( I )  . E Q .  0  )  G O  T O  3  
K F  (  I T  ( I )  . L T .  I )  D E  ( I )  =  -  D E ( I )  
3  C O N T I N U E  
K = 0 
C  T H R U  . . .  4  S E T S  U P  K K K  C O L U M N S  O F  L . P .  B  O N E  F O R  E A C H  E P S I L O N  
D O  4  J  =  2 , N T  
I P  (  I I B T  ( J )  . N E .  0 )  G O  T O  4  
K  =  K  1  
A  ( K , l )  =  - E X  ( M I T , J )  
K K  =  I B S  ( J )  
I F  (  K K . N E .  0  )  A  ( K t K K +  1  )  =  A ( K , K K +  i )  -  D E C  J )  
D O  5  I  - - - -  1 , M T  
K K  =  I B S  < 1 1 0 ( 1 ) )  
I F  (  K K . N E .  0 )  A ( K , K K - H )  =  A ( K , K K + 1 )  +  E X  ( I  ,  J  )  * D E  (  I  I B  (  I  )  )  
5  C O N T I N U E  
4  C O N T I N U E  
C  T H R U  . . .  6  A D D S  C O L U M N S  T O  I N S U R E  P O S I T I V E  D E L T A  E P S I L O N S  
D O  6  I  I t K K K  
K K  =  I  I  K K K  +  I  
D O  6  J  =  i  t  M  
6  A  (  J  ,  K K  )  : =  -  A  (  J  ,  I  +  1  )  
C  T H R U  . . .  7  F O R C E  I N T I A L  S O L U T I O N  T O  B E  B A S I C  F E A S I B L E  
D O  7  I  =  1 T  M  
I F  (  A ( I , 1 )  . G T .  O . O D O )  G O  T O  7  
D O  8  J  =  1 , N  
8  A (  I  ,  J )  -  - - A (  I  ,  J )  0 0  
7  C O N T I N U E  V )  
J  =  N  
C  T H R U  . . .  9  A D D S  L A R G E  N E G A T I V E  C O S T  C O E F F I C I E N T S  T O  I N I T I A L  S O L U T I O N  
D O  9  I  = =  1  , M  
J  =  J  +  1  
C B  ( I  )  =  -  1 0 O 0 0 . 0 D 0  
C  ( J )  =  - l O C O O . O D O  
I B T  ( v J )  =  I  
9  I B  ( 1 )  = :  J  
C  T H R U  1 0  U S E  L . P . .  A S  O B J I E C T I V E  F U N C T I O N  C O S T  P A R T I  A L S  
C  F O R  F O R M I N G  O B J E C T I V E  F U N C T I O N  F O R  L . P .  B  
D O  1 0  I  =  I t M T  
K K  =  I B S d l B d ) )  
I F  ( K K . E Q . ,  0 )  G O  T O  1 0  
K K  =  K K  +  I  
C  ( K K )  =  C ( K K )  - E X ( I  , 1 ) * D 6 (  I  I B ( I ) )  
C ( K K  +  K K K )  =  »  C ( K K )  
7 . 0  C O N T I N U E  
R E T U R N  
S U B R O U T I N E  L P  
I M P L I C I T  R E A L * 8  ( A - H , 0 - Z )  
D I M E N S I O N  A  ( 1 0 t 3 0 ) , I B  ( 2 0 ) , I B T  ( 3 0 )  
D I M E N S I O N  C ( 3 0 ) , C B ( 2 C »  
D I M E N S I O N  I C H E C K  ( 3 0 )  
I N T E G E R  O U T P U T  
C O M M O N  / A l /  I N P U T , O U T P U T  
C O M M O N  / A 2 /  A , I B T ,  I B  
C O M M O N  / A 5 /  C , C B , X X X X , I C O L  
C O M M O N  / A 6 /  I C H E C K  
C O M M O N  / A 7 /  N , M „ M 1 , M N , K K K  
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