Chiral symmetry and hadronic measurements on the lattice by Schaefer, Stefan
Chiral symmetry and hadronic
measurements on the lattice
Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften (Dr. rer. nat.)
der naturwissenschaftlichen Fakulta¨t II – Physik
der Universita¨t Regensburg
vorgelegt von
Stefan Schaefer
aus Friedrichsdorf
Oktober 2002
Die Arbeit wurde von Prof. Dr. A. Scha¨fer angeleitet.
Das Promotionsgesuch wurde am 29.10.2002 eingereicht.
Das Kolloquium fand am 17.12.2002 statt.
Pru¨fungsausschuß: Vorsitzender: Prof. Dr. M. Maier
1. Gutachter: Prof. Dr. A. Scha¨fer
2. Gutachter: Prof. Dr. U. Ro¨ßler
weiterer Pru¨fer: Prof. Dr. U. Krey
Contents
1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1 The publications . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 The continuum action . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Discretization I: The lattice . . . . . . . . . . . . . . . . . . . . . 5
1.4 Discretization II: Gauge actions . . . . . . . . . . . . . . . . . . . 6
1.4.1 The Wilson gauge action . . . . . . . . . . . . . . . . . . . 7
1.4.2 The Lu¨scher-Weisz Action . . . . . . . . . . . . . . . . . . 9
1.4.3 HYP smearing . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Chiral Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Discretization III: The Dirac Operator . . . . . . . . . . . . . . . 14
1.6.1 Na¨ıve discretization . . . . . . . . . . . . . . . . . . . . . . 15
1.6.2 Wilson fermions . . . . . . . . . . . . . . . . . . . . . . . 16
1.6.3 Clover Fermions . . . . . . . . . . . . . . . . . . . . . . . 17
1.6.4 Ginsparg-Wilson fermions . . . . . . . . . . . . . . . . . . 18
1.6.5 The chirally improved Dirac operator . . . . . . . . . . . . 20
1.7 The path integral on the lattice . . . . . . . . . . . . . . . . . . . 22
1.8 Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.8.1 The quenched approximation . . . . . . . . . . . . . . . . 26
2 Chiral symmetry breaking 28
2.1 The mechanism of chiral symmetry breaking . . . . . . . . . . . . 29
2.1.1 Instantons . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 A lattice study of chiral symmetry breaking . . . . . . . . . . . . 30
2.2.1 Technical details . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 Density of eigenvalues . . . . . . . . . . . . . . . . . . . . 33
2.2.3 Localization . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.4 Local chirality . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Topological excitations at finite temperature . . . . . . . . . . . . 41
2.3.1 Finite temperature field theory . . . . . . . . . . . . . . . 41
2.3.2 Technical details . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.3 The spectrum of the Dirac operator . . . . . . . . . . . . . 45
i
2.3.4 Localization: Qualitative Discussion . . . . . . . . . . . . . 46
2.3.5 Localization: Quantitative results . . . . . . . . . . . . . . 47
2.3.6 Local chirality . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3 Hadron Spectrum 55
3.1 Lattice calculation of hadron masses . . . . . . . . . . . . . . . . 55
3.2 Computation of fermionic matrix elements on the lattice . . . . . 58
3.2.1 Mesons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.2 Baryons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.3 Smearing of the quark fields . . . . . . . . . . . . . . . . . 61
3.2.4 The inversion . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 Hadron spectroscopy with the chirally improved Dirac operator . 63
3.3.1 Technical details . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
The mass of the pseudoscalar meson . . . . . . . . . . . . 64
The quenched chiral logarithm . . . . . . . . . . . . . . . . 67
The mass of the vector meson . . . . . . . . . . . . . . . . 71
The proton and its parity partner . . . . . . . . . . . . . . 72
Dispersion relations . . . . . . . . . . . . . . . . . . . . . . 73
3.3.3 Scaling properties . . . . . . . . . . . . . . . . . . . . . . 75
3.3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4 Hadron Structure 79
4.1 Structure Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.1.1 Unpolarized Scattering: Leading twist . . . . . . . . . . . 81
4.1.2 Unpolarized Scattering: Higher twist . . . . . . . . . . . . 83
4.1.3 Polarized scattering . . . . . . . . . . . . . . . . . . . . . . 85
4.1.4 Outline of the rest of the chapter . . . . . . . . . . . . . . 86
4.2 Computation of three-point functions . . . . . . . . . . . . . . . . 87
4.3 Structure of the Λ hyperon . . . . . . . . . . . . . . . . . . . . . . 89
4.3.1 The simulation . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3.2 Determination of the physical κs . . . . . . . . . . . . . . 92
4.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
The spin content: a0 . . . . . . . . . . . . . . . . . . . . . 93
Momentum: v2 . . . . . . . . . . . . . . . . . . . . . . . . 97
Spin structure: The second moment a1 . . . . . . . . . . . 97
The tensor charge . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4 Four-quark operators on the lattice . . . . . . . . . . . . . . . . . 98
4.4.1 Mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4.2 Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4.3 Technical details . . . . . . . . . . . . . . . . . . . . . . . 102
ii
4.4.4 Operators from the 27 multiplet . . . . . . . . . . . . . . . 103
4.4.5 Operators from the 10 and 10 multiplets . . . . . . . . . . 106
4.4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5 Summary and outlook 110
A Definitions 112
A.1 Dirac matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
A.2 The Gell-Mann matrices . . . . . . . . . . . . . . . . . . . . . . . 113
B Detailed specification of the chirally improved Dirac operator 115
C Error analysis 118
Bibliography 120
iii
Chapter 1
Introduction
Confronting our ideas about nature with our observations is at the heart of every
science. As we are made almost entirely out of nuclear matter, this is an obvious
object of study. Our knowledge of the structure and interactions of the nucleons
is condensed in a SU(3) gauge theory named Quantum Chromodynamics (QCD).
It describes the nucleons as built of fermions, called quarks, which interact via
gauge bosons, the gluons.
Unfortunately, it is very hard to confront this theory with observations. This
is not only due to the fact that the particles we are dealing with are very small (the
typical scale is 1 fm). The theory itself is, both, very hard to define and to solve.
Nevertheless, the main features of asymptotic freedom and confinement could be
made plausible. Most of the success of the theory is based on its perturbative
definition in Minkowski space. But the perturbative treatment is restricted to
the high energy region where the coupling constant is small. At lower energies,
the coupling constant becomes large and the perturbative expansion is no longer
possible.
QCD can be formulated non-perturbatively on the lattice where Euclidean
space-time is discretized on a hypercubic lattice with a finite lattice spacing.
This serves simultaneously as infrared and ultraviolet cut-off. Furthermore, the
discretization makes it possible to put the theory on a computer. Using this
formulation, we present Monte Carlo results in three different areas: chiral sym-
metry breaking, the masses of hadrons and, finally, hadron structure.
What is the objective of these investigations? Chiral symmetry is a symmetry
of the QCD Lagrangian with massless quarks. According to Noether’s theorem
a conservation law is associated with every continuous symmetry. Chiral sym-
metry should imply a definite handedness for all particles which is conserved by
the interactions. However, this is not observed. The symmetry is broken in two
ways. First, the quark masses are not zero. But as the masses of the light quarks,
which build up the nucleons and the light mesons, are much smaller than those
of the hadrons, a remnant of the symmetry should be observable. More impor-
tant is the spontaneous breaking of chiral symmetry. It is a dynamical, purely
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non-perturbative effect. The most popular model to describe chiral symmetry
breaking is the instanton model. This model makes specific predictions about
the dominant gauge field contributions to chiral symmetry breaking. In Chap-
ter 2, we verify some of these predictions in a Monte Carlo simulation of QCD.
The implementation of chiral symmetry on the lattice has been a longstand-
ing problem. Only since the second half of the 1990s, procedures to implement
chirally symmetric fermionic actions on the lattice have become available. Un-
fortunately, exact chiral symmetry is numerically very expensive with respect to
CPU time. However, good chiral properties of the lattice formulation of the the-
ory are an obvious necessity in a study of chiral symmetry breaking. We use a
specific action with approximate chiral symmetry which is numerically much less
demanding. So we are able to look into this problem in great detail.
We compute the masses of the light hadrons with the same chirally improved
action in Chapter 3. These masses are known to great accuracy and not cal-
culable in perturbation theory. Thus they play a pivotal roˆle in comparing the
predictions of lattice QCD with nature. For the action we use, this is the first test
which checks if it reproduces physical observables reasonably well at finite lattice
spacing and volume. The mass of the pseudoscalar meson is of special interest
as its dependence on the quark mass is a measure for the chiral properties of the
fermionic action.
The structure of the hadrons, especially the nucleons, has been in the focus
of interest in QCD for a long time, too. The structure relevant in experiments
at very high energy is coded in moments of distribution functions, which can be
computed on the lattice. The experimental findings can be reproduced by lattice
simulation to satisfactory accuracy (within statistical and systematic errors). In
Chapter 4, we use these techniques to get further information about the structure
of the proton and the Λ hyperon, which is not directly accessible by experiment.
We study the spin structure of the Λ and its relation to the spin structure of
the nucleon. For the proton, we are interested in (higher twist) matrix elements,
which are relevant to describe experiments at lower energies. These findings can
then be used to test models of QCD.
1.1 Overview
In the course of this chapter, we introduce the formulations of lattice QCD which
we use. This consists mainly in giving the definitions of the various actions for
the gluons and the quarks. Most of it can be found in textbooks, e.g. [MM94].
We give the continuum action for these fields in Sec. 1.2. Afterwards, the basic
notation for the lattice on which the theory is discretized is subject of Sec. 1.3.
The standard lattice gauge actions are introduced in Sec. 1.4. The various dis-
cretizations rely on the fact that only the continuum limit of the theory is fixed.
At finite lattice spacing, there is a certain arbitrariness which can be utilized to
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improve the properties of the theory. Before describing the discretizations of the
fermion part of the QCD action (Sec. 1.6), we first give a collection of results
on chiral symmetry and its breaking. It has long been believed that it is im-
possible to construct a theory with chiral symmetry and the correct continuum
limit on a lattice. The main problem has always been the appearance of so-called
doublers. These are degenerate and unwanted particles which do not vanish in
the continuum limit. The first cure to this problem has been given by Wilson.
He suggested an action (see Sec. 1.6.2) which gives the doublers a mass which
grows in the continuum limit; hence they decouple. Unfortunately, this action
breaks chiral symmetry explicitly. The solution to this problem is given by the
Ginsparg-Wilson relation [GW82], which was rediscovered about seven years ago.
In particular, we give the definition of an approximate solution of this relation,
the chirally improved fermions developed by Gattringer, Hip, and Lang [GHL01],
which is used in this work.
1.1.1 The publications
A lot of the results we are going to present are already published. Concerning
chiral symmetry these can be found in:
• C. Gattringer, M. Go¨ckeler, P.E.L. Rakow, S. Schaefer and A. Scha¨fer,
“Properties of near zero modes and chiral symmetry breaking,” Nucl. Phys.
B 617, 101 (2001) [arXiv: hep-lat/0107016].
• C. Gattringer, M. Go¨ckeler, P.E.L. Rakow, S. Schaefer and A. Scha¨fer,
“A comprehensive picture of topological excitations in finite temperature
lattice QCD,” Nucl. Phys. B 618, 205 (2001) [arXiv: hep-lat/0105023].
• C. Gattringer, R. Hoffmann and S. Schaefer, “The topological susceptibility
of SU(3) gauge theory near Tc,” Phys. Lett. B 535 (2002) 358 [arXiv: hep-
lat/0203013].
• C. Gattringer, R. Hoffmann and S. Schaefer, “Setting the scale for the
Lu¨scher-Weisz action,” Phys. Rev. D 65, 094503 [arXiv: hep-lat/0112024].
Additional information on hadron spectroscopy with the chirally improved and
fixed point Dirac operator is presented in:
• C. Gattringer, M. Go¨ckeler, P. Hasenfratz, S. Hauswirth, K. Holland, T.
Jo¨rg, K.J. Juge, C.B. Lang, F. Niedermayer, P.E.L. Rakow, S. Schae-
fer, A. Scha¨fer “Quenched QCD with fixed-point and chirally improved
fermions,” [arXiv: hep-lat/0209099].
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The various aspects of hadron structure are investigated in:
• M. Go¨ckeler, R. Horsley, D. Pleiter, P.E.L. Rakow, S. Schaefer, A. Scha¨fer
and G. Schierholz, [QCDSF Collaboration], “A lattice study of the spin
structure of the Λ hyperon,” Phys. Lett. B 545 (2002) 112 [arXiv:hep-
lat/0208017].
• S. Schaefer, A. Scha¨fer and M. Stratmann, “Impact of higher order and soft
gluon corrections on the extraction of higher twist effects in DIS,” Phys.
Lett. B 514, 284 (2001) [arXiv: hep-ph/0105174].
• M. Go¨ckeler , R. Horsley, B. Klaus, D. Pleiter, P.E.L. Rakow, S. Schaefer,
A. Scha¨fer and G. Schierholz, “A lattice evaluation of four quark operators
in the nucleon,” Nucl. Phys. B 623, 287 (2002) [arXiv: hep-lat/0103038].
1.2 The continuum action
QCD is defined through its Lagrangian density which can be formulated using
the following conventions. We work in four dimensional Euclidean space-time
with time direction 4. The spatial directions are labeled 1 to 3. The quark fields
of flavor f are denoted by ψf (x, d, c) ≡ ψf,cd (x), where x is the space-time index,
d the Dirac index and c the color index. Alternatively, the flavor is given by the
corresponding letter (u, d, . . . ) substituting the ψ. As these fields have complex
values, the Lagrangian is also a functional of ψ¯ with
ψ¯f,cd (x) ≡ (ψf,cd′ )+(x)(γ4)d′,d . (1.1)
A representation of the γ matrices is given in Appendix A. Here, as we do in
the following, we use the convention that repeated indices are summed over. If
no explicit sum is given, the indices of the γ matrices are always contracted with
the Dirac indices.
The second kind of fields involved is the SU(3) gauge field Aµ(x) with
Aµ(x) = −igAaµ(x)ta . (1.2)
The spin–1 gauge bosons are called gluons. a is again the color index and µ is
the Lorentz index. g is the bare strong coupling constant. The 3× 3 matrices ta
are the Gell-Mann matrices, see App. A, which are the generators of the su(3)
algebra. It is useful to define the field strength tensor Fµν(x) by
Fµν = ∂µAν(x) + ∂νAµ(x) + [Aµ(x), Aν(x)] . (1.3)
In this formula, the non-abelian character comes into play via the last term. It
generates the self interaction of the gauge field. The Lagrangian of the gauge
field reads in terms of the field strength tensor
LG = − 1
2g2
trFµνF
µν . (1.4)
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This describes the dynamics of the gluon field. It contains the free propagation
as well as the three and four gluon vertices.
The fermion dynamics is encoded in the Dirac operator D for a massless quark
D = γµ(∂µ + Aµ) . (1.5)
The fermion part of the Lagrangian is given by the sum over the quark flavors
LF =
∑
f
ψ¯f (x)(D +mf )ψf (x) (1.6)
with mf the mass of the quark of flavor f . It describes the motion of a massive
spin–1
2
particle which is coupled to a gauge field. The full Lagrangian L is the
sum of the two contributions Eq. (1.4) and Eq. (1.6). The QCD action S is the
integral over the full Euclidean space-time of the Lagrangian
S[ψ¯, ψ, A] =
∫
d4x
(LF[ψ¯, ψ, A] + Lg[A]) (1.7)
The major ingredient of the action (1.7) is its invariance under local SU(3)
gauge transformation Λ(x). Such a transformation acts on the fields as follows
A′µ(x) = Λ(x)Aµ(x)Λ
−1(x) +
i
g
[(∂µΛ(x))Λ
−1(x)]
ψ′(x) = Λ(x)ψ(x)
ψ¯′(x) = ψ¯(x)Λ+(x)
(1.8)
The gluonic part of the action Eq. (1.4) is gauge invariant as the field strength
Fµν transforms under a local gauge transformation as
F ′µν(x) = Λ(x)Fµν(x)Λ
−1(x) (1.9)
The fermionic part of the action is gauge invariant, too. The form of the coupling
of the gauge fields to the quarks is exactly such that the fermionic action is gauge
invariant (gauge principle).
1.3 Discretization I: The lattice
In order to put the theory on a lattice, one has to discretize space-time. The pur-
pose of doing so is twofold. First we want to do a computer simulation. Therefore
we need a defined way to cut the theory from an infinite number of degrees of
freedom to a finite number. Furthermore, if we want to compute a quantity
in a quantum field theory, we always need a regularization. The regularization
methods used in perturbative QCD, e.g., dimensional regularization, are only ap-
plicable within the framework of this approximation. The lattice regularization
5
PSfrag replacements U−µ(x)
µˆ
νˆ
a
x
Uµ(x)
ψ¯(x), ψ(x)
Figure 1.1: In the lattice discretization, the fermion fields ψ¯(x) and ψ(x) are put
on the sites of a hypercubic lattice. The link variables live on the links between
the sites. Here the µ-ν-plane of the lattice is drawn. The sites are separated by
the lattice spacing a.
provides us with a non-perturbative ultraviolet and infrared cut-off and thus with
an important ingredient of a definition of the theory.
The hypercubic lattice, see Fig. 1.1, is given by sites at the points x separated
by the lattice spacing a
x = a (n1, n2, n3, n4) with ni ∈ {0, . . . , Li − 1} . (1.10)
The link connecting the point x with the point x+ µˆ (µˆ being the vector of length
a in direction µ) is denoted by (x, µ).
On such a hypercubic lattice, the quark fields are located on the sites, i.e., the
corners of the elementary hypercubes. The variables describing the gauge fields
are located on the links between these points. This is a sensible choice as the
gauge fields have a vector index µ and are therefore oriented quantities.
Unfortunately, this regularization breaks the space-time symmetries. The full
SO(4) symmetry is broken to the hypercubic group H(4) by the discretization
on a hypercubic lattice. Furthermore, the translational invariance of the theory
is only present in integer multiples of the lattice spacing a. However, in the
continuum limit a→ 0 all theses symmetries are restored.
1.4 Discretization II: Gauge actions
The gauge field is a vector field. It has an index which is related to the space-time
direction. Thus, it is natural to put it on the links of the lattice as from each
site there emerge links in all directions of the space-time. These links, however,
connect two sites with a finite separation. The local gauge invariance of the
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continuum theory Eq. (1.8) has to be reflected by the transformation properties
of the lattice variables which describe the gauge field. To this end the parallel
transporters are introduced which correspond to the path ordered exponentials
of the gauge field. On a link (x, µ) the parallel transporter is denoted by Uµ(x).
The Uµ(x) are elements of the gauge group SU(3). They are connected to the
gauge field Aµ(x) via
Uµ(x) = e
aAµ(x) . (1.11)
Under a gauge transformation Λ(x) the parallel transporters transform as
U ′µ(x) = Λ(x)Uµ(x)Λ
−1(x+ µˆ) . (1.12)
This relation makes the parallel transporters useful for constructing gauge invari-
ant terms which involve quark fields at different lattice points (as is necessary to
construct derivatives). The link variable is defined for negative indices by
U−µ(x) ≡ U+µ (x− µˆ) . (1.13)
The discretized action is constructed as a sum of products of the parallel
transporters along closed paths. This guarantees its gauge invariance. We use
different discretizations of the gauge action. In Sec. 1.4.1 we start with the most
simple one, the Wilson gauge action. Then, in Sec. 1.4.2, an action, which im-
proves the continuum limit a→ 0 is introduced, followed by a so-called smearing
procedure, which smoothes ultra-violet fluctuations in Sec. 1.4.3.
1.4.1 The Wilson gauge action
The simplest kind of closed paths on a hypercubic lattice are squares with edges
of length a, the so-called plaquettes. These can be characterized by one site x
and vectors of length a in positive directions µ, ν and consist of the points
(x, x+ µˆ, x+ νˆ + µˆ, x+ νˆ) . (1.14)
A short hand notation is p = (x;µ, ν). The gauge invariant plaquette variable Up
is the product of the parallel transporters along such a plaquette p.
Up ≡ Uµ,ν(x) ≡ Uµ(x)Uν(x+ µˆ)U−µ(x+ νˆ + µˆ)U−ν(x+ νˆ) (1.15)
This is visualized in Fig. 1.2. We start at point x and multiply the link variables
along the square. The variables into negative direction are defined in Eq. (1.13).
From this quantity Wilson [Wil74] has constructed the plaquette action, which is
frequently called Wilson gauge action,
S[U ] =
∑
p
Sp(Up) =
∑
x
∑
1≤µ<ν≤4
Sp(Uµ,ν(x)) (1.16)
7
PSfrag replacements
Uµ(x)
Uν(x+ νˆ)
U−µ(x+ µˆ+ νˆ)
U−ν(x+ νˆ)
µˆ
νˆ
x
Figure 1.2: The plaquette variable Uµ,ν(x) is the product the four link variables
forming a square. We plotted the µ-ν–plane of the lattice. One corner of the
square is in x. It lies in the µ-ν–plane and is oriented in positive direction.
with the single plaquette term for the general SU(N) theory
Sp(Up) =
β
N
Re tr (1− Up). (1.17)
Such discretizations are in a way arbitrary. The only guide is the continuum
limit, i.e. the limit a → 0, where the continuum action has to be approached.
This arbitrariness can be used to tune the behavior of the theory. The action can
be manipulated by adding terms which vanish in the limit a → 0 but improve
the continuum limit for physical quantities. Such improvement programs are
discussed later on.
It is fairly easy to see that the plaquette action reproduces the continuum
action in the limit a→ 0. Using the identification Uµ(x) = exp(igaAcµ(x)tc) and
a∂µAν(x) = Aν(x+ µˆ)− Aν(x) +O(a2) . (1.18)
the plaquette action turns in the limit a→ 0 to
S = − β
4N
∑
x
a4trFµν(x)Fµν(x) +O(a2) , (1.19)
which leads to a relation between the coupling constant in the continuum action
g and the β in the Wilson action
β =
2N
g2
. (1.20)
Finally, we remark that by rescaling the gauge fields A, we can get rid of explicit
factors of a which amounts to putting a to 1. The lattice constant is determined
8
U UUp rect para
Figure 1.3: The three contributions to the Lu¨scher-Weisz action. On left we show
the standard plaquette term from the Wilson action. In the middle the rectangle
contribution. On the right we depict the so-called parallelogram which extends
in three space-time directions.
by the comparison of observables measured in a Monte Carlo simulation and the
experimental value. This procedure is a consequence of the dynamical generation
of the scale in QCD.
1.4.2 The Lu¨scher-Weisz Action
We have seen that the Wilson gauge action has discretization errors of order a2.
This can spoil physical results at finite a and make the continuum limit difficult.
In particular rotational invariance suffers from these corrections. Therefore an
action [CMP83, LW85], commonly called Lu¨scher-Weisz action, has been pro-
posed in which terms are added to the Wilson gauge action in such a way that
the O(a2) corrections cancel. These terms are gauge paths of rectangular form
and a so-called parallelogram.
S[U ] =β1
∑
p
1
3
Re tr (1− Up) + β2
∑
rect
1
3
Re tr (1− Urect)
+β3
∑
para
1
3
Re tr (1− Upara)
(1.21)
The first sum runs over all plaquettes, the second sum over all 2× 1 rectangles,
see Fig. 1.3 on the left and in the middle. Starting on a site x the rectangle which
extends 1 unit in µ- and 2 units in ν-direction is given by
Urect(x;µ, ν) = Uµ(x)Uν(x+ µˆ)Uν(x+ µˆ+ νˆ)U
+
µ (x+2νˆ)U
+
ν (x+ νˆ)U
+
ν (x) (1.22)
The third sum in Eq. (1.21) is over all 1 × 1 × 1 parallelograms. Such a par-
allelogram starting at site x in the α-µ-ν–slice is given by, see Fig. 1.3 on the
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β1 8.00 8.10 8.20 8.30 8.45 8.60
u0
4 0.62107(3) 0.62894(3) 0.63599(3) 0.64252(3) 0.65176(3) 0.66018(3)
β2 −0.54574 −0.54745 −0.54998 −0.55332 −0.55773 −0.56345
β3 −0.05252 −0.05120 −0.05020 −0.04953 −0.04829 −0.04755
a[fm] 0.136(1) 0.125(1) 0.115(1) 0.105(1) 0.095(1) 0.084(1)
Table 1.1: Parameters for the Lu¨scher-Weisz action. We list the values of the
βi,the expectation value of the plaquette u0
4 = Re tr〈Upl〉/3 and the correspond-
ing lattice constants a.
right
Upara(x;α, µ, ν) =
Uα(x)Uµ(x+ αˆ)Uν(x+ αˆ + µˆ)U
+
α (x+ µˆ+ νˆ)U
+
µ (x+ νˆ)U
+
ν (x) (1.23)
The coefficients β2 and β3 of the rectangles and parallelograms have been de-
termined within the framework of tadpole improved perturbation theory [LM93].
They are given in terms of the expectation value of the plaquette variable 1
3
tr 〈Upl〉
[ADL+95].
β2 = − β1
20u20
[1 + 0.4805α], β3 = −β1
u20
0.03325α . (1.24)
with
u0 = (
1
3
Re tr 〈Upl〉)1/4 and α = −
ln(1
3
Re tr 〈Upl〉)
3.06839
(1.25)
The values which we use in the actual computations can be found in Table 1.1.
In QCD, the scale is generated dynamically. So, by comparing with physical
observables, we have to fix the lattice spacing a. A popular method is measuring
the static quark-antiquark potential and computing the Sommer parameter r0
[Som94, ALPHA98]. This r0 is the distance between the quark and the anti-
quark at which the force F (r0) is given by
r20F (r0) = 1.65 . (1.26)
The constant on the right hand side of Eq. (1.26) is chosen such [ALPHA98] that
r0 = 0.5 fm from the phenomenological description of heavy quark systems. The
dependence of the Sommer parameter and the lattice spacing on β1 is shown in
Fig. 1.4. As an interpolating function valid in the range of β1 between 8.0 and
8.6 we give in [GHS02a]
ln(r0/a) = 1.55354 + 0.79840 (β1 − 8.3) − 0.09533 (β1 − 8.3)2 . (1.27)
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Figure 1.4: The Sommer parameter r0/a and the lattice spacing a as a function
of β1 for the Lu¨scher-Weisz action. The solid lines are the fit given in Eq. (1.27)
It was noted in [GHL01] that the expectation value of the plaquette 〈Upl〉/3
for the Lu¨scher-Weisz action is (for the same lattice spacing) considerably closer
to 1 than for the Wilson action. Thus the Lu¨scher-Weisz action tends to sup-
press ultraviolet fluctuations and typically one obtains better results for approxi-
mate Ginsparg-Wilson fermions [GHL01] as well as for the overlap Dirac operator
[LDLZ01], see Sec. 1.6.4.
1.4.3 HYP smearing
Many simulations suffer from ultraviolet fluctuations as well as from a bad scaling
behavior introduced by the gauge action. To cure this problem fat link gauge
actions have been introduced. These start from a given gauge configuration and
replace each link by a sum over extended paths from the neighborhood of this
link. By using only a finite number of paths close to the original link one stays in
the same universality class as the original action [HK01]. In the continuum limit
a → 0 both actions will lead to the same result. However, measurements are
made with a finite a. It is important to construct a fattening procedure which
is a good compromise between the smoothening of the fields and not destroying
the short distance behavior of the theory.
Such a smearing procedure is the hypercubic blocking (HYP) introduced in
[HK01]. It has proven for the static quark-antiquark potential to reduce the
errors significantly and give the same results as the original action [HHK02].
The construction is made in three steps. In each of these steps a link is
substituted by a combination of the original link and the links which are part of
an elementary hypercube attached to this link
11
Figure 1.5: Visualization of the construction of the fat links in three dimensions.
The fat link in the middle is constructed out of the staples attached to it (dashed
lines). Each of those has been constructed in a similar way but with less staples
due to the restrictions in the sums of Eq. (1.28).
V x,µ;ν ρ = PSU(3)
[
(1− α3)Uµ(x) + α3
2
∑
±η 6=ρ,ν,µ
Uη(x)Uµ(x+ ηˆ)U
+
η (x+ µˆ)
]
,
V˜x,µ;ν = PSU(3)
[
(1− α2)Uµ(x) + α2
4
∑
±ρ6=ν,µ
V x,ρ;ν µV x+ρˆ,µ;ρ νV
+
x+µˆ,ρ;ν µ
]
,
Vx,µ = PSU(3)
[
(1− α1)Uµ(x) + α1
6
∑
±ν 6=µ
V˜x,ν;µV˜x+νˆ,µ;ν V˜
+
x+µˆ,ν;µ
]
.
(1.28)
In the first step intermediate fields V x,µ;ν ρ are created from the thin-link variables
Uµ(x) (indices x run over all sites of the lattice and µ, ν, ρ, and η over the four
directions). As this new link variable is not necessarily in the gauge group, a
reprojection PSU(3) has to be done. In the second step the intermediate fields
V x,µ;ν ρ are blocked into a second set of intermediate fields V˜x,µ;ν which in the
third step are transformed into the final fields Vx,µ, see Fig. 1.5. The restrictions
on the indices µ, ν, and ρ implemented in the sums in Eqs. (1.28) ensure that
Vx,µ contains only contributions from the hypercubes attached to the link (x, µ).
The parameters α1, α2 and α3 determine the admixture of staples in each step of
the blocking process. These parameters were optimized [HK01] to minimize the
fluctuations of the plaquette. Their values are given by α1 = 0.75, α2 = 0.6, and
α3 = 0.3.
1.5 Chiral Symmetry
The next topic is the discretization of the Dirac operator. In order to understand
the arising difficulties, we first have to make a digression on chiral symmetry
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which is a symmetry of the QCD Lagrangian with massless quarks. The chiral
symmetry transformation is in the continuum
ψcd(x) −→ [e−iωγ5 ]dd′ψcd′(x) ψ¯cd(x) −→ ψ¯cd′(x)[e−iωγ5 ]d′d . (1.29)
This symmetry should be manifest as a definite handedness of the particles which
is conserved in strong interaction processes. This is not observed. Chirality is
broken in two ways.
• The quark masses are non-zero. However, as the u and d quark masses are
small (mu = 1 . . . 5 MeV,md = 3 . . . 9 MeV [G
+00]) compared to the hadron
masses (> 100 MeV) the symmetry is at least approximately fulfilled.
• The dynamical generation of a chiral condensate
〈ψ¯ψ〉 6= 0 . (1.30)
This expression is not invariant under the chiral transformation Eq. (1.29).
Therefore, a non-vanishing value indicates that chiral symmetry is not a
symmetry of the full theory.
For quarks with zero mass, chiral symmetry is spontaneously broken. The
Goldstone theorem tells us that for each generator of such a broken symmetry we
expect onemasslessGoldstone boson in the particle spectrum (for details see, e.g.,
[IZ80]). For two massless quarks we have a SU(2) chiral symmetry. It has three
generators, e.g., the Pauli matrices. The three Goldstone particles corresponding
to these are identified with the three pions pi± and pi0. However, their masses are
non-zero, 139 MeV and 135 MeV, respectively. The origin of these masses lies in
the finite quark masses, i.e., in the explicit breaking of chiral symmetry. This is
quantified by the Gell-Mann–Oakes–Renner relation [GMOR68]. It relates the
pion mass mpi, the pion decay constant fpi and the chiral condensate 〈ψ¯ψ〉 for
mass degenerate u and d quarks with mu = md = mq
f 2pim
2
pi = −2mq〈ψ¯ψ〉 (1.31)
The square of the pion mass is proportional to the quark masses. It remains to
remark that the formation of a chiral condensate is a purely non-perturbative
effect.
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1.6 Discretization III: The Dirac Operator
The fermion part of the QCD action in the continuum is given by a sum over the
actions for the individual flavors f
S[ψ¯, ψ, A] =
∑
f
∫
d4x ψ¯f,cd (x)
[
(γµ)d,d′(δc,c′∂µ+Aµ(x)c,c′)+m
fδd,d′δc,c′
]
ψf,c
′
d′ (x)
≡
∑
f
∫
d4x ψ¯f (D +mf )ψf
(1.32)
with ψf the fermion field of flavor f and mf its mass. Basically, we are left with
the problem of a discretization of the derivative in the continuum Dirac operator.
It turns out that this is a very difficult task. The na¨ıve discretization by a
difference fails as it produces so-called doublers, i.e., additional mass degenerate
states at each corner of the Brillouin zone. This problem is discussed in Sec. 1.6.1.
A general discretization of the derivative involves the quark fields at two
different sites. So the Dirac operator is a matrix in the space-time indices and
the action for a single flavor takes the following form
S[ψ¯, ψ, A] =
∑
x,x′
ψ¯cd(x)(D(x, d, c;x
′, d′, c′) +mδd,d′δc,c′)ψc
′
d′(x
′) (1.33)
where we have rescaled the fields such that the lattice spacing disappears. The
Dirac operator depends on the gauge field through products of link variables
along paths connecting the quark fields at point x and x′. Thereby, the whole
part of the action is made gauge invariant. This is exactly the requirement that
leads to the specific form of the coupling in the continuum.
The Dirac operator on the lattice should have as many of the continuum prop-
erties as possible. Apart from the correct behavior under gauge transformations
these are the invariance of the action under charge conjugation, parity, rotations
and translations. Furthermore the Dirac operator is required to be γ5-hermitian
D γ5 = γ5 D
+ . (1.34)
The next sections are organized as follows. We first discuss the na¨ıve dis-
cretization of the Dirac operator and its failure. Then one of the first solu-
tions, the Wilson fermions which explicitly break chiral symmetry, is given in
Sec. 1.6.2. The continuum limit is improved by the clover fermions which are
subject of Sec. 1.6.3. The final solution of the problem are operators, which solve
the Ginsparg-Wilson equation. They are discussed in Sec. 1.6.4.
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1.6.1 Na¨ıve discretization
In the na¨ıve discretization, the derivative ∂µψ(x) of the continuum fermion action
Eq. (1.32) is substituted by the symmetric nearest neighbor difference
∂µψ(x) −→ 1
2a
(ψ(x+ µˆ)− ψ(x− µˆ)) (1.35)
This leads to the following discretization of the free fermionic action with a = 1:
S[ψ¯, ψ] =
∑
x
[
mψ¯cd(x)ψ
c
d(x)−
1
2
∑
µ
ψ¯cd(x+ µˆ)(γµ)d,d′ψ
c
d′(x)
]
. (1.36)
where we use the following convention for the summation and the γ-matrices with
negative index
∑
µ
≡
±4∑
µ=±1
and γ−µ = −γµ . (1.37)
If we suppress the dependence on the gauge fields, Eq. (1.36) corresponds to
D(x, d;x′, d′) =
1
2
(δx+µˆ,x′ − δx−µˆ,x′)(γµ)dd′ (1.38)
However, this ansatz leads to 16 degenerate particles, 15 more than we want to
describe. To see this, we have to consider the particle spectrum of the free theory.
Each pole in the propagator, i.e., the inverse of the Dirac operator, corresponds
to a particle. It is convenient to go to momentum space. There the action reads
S =
1
V
∑
k
ψ¯(k)(D(k) +m)ψ(k) (1.39)
The sum in Eq. (1.39) is over all momenta kµ in the Brillouin zone
kµ = 2pi
nµ
L
with nµ = 0, . . . , L− 1 (1.40)
In particular, for the na¨ıve action Eq. (1.36) we get
D = iγµ sin kµ (1.41)
The propagator SF is the inverse of the Dirac operator which turns out to be
SF = (D +m)
−1 =
−i sin(akµ)γµ +m∑
µ sin
2(akµ) +m2
(1.42)
The poles of this function give the particles of the free theory. So, we have to
determine the zeros of the denominator in Eq. (1.42). The sine function has zeros
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at akµ = 0 and at akµ = pi. As µ = 1, . . . , 4 there are 16 particles. These are
called doublers. With E = −ik4 all these particles have the correct dispersion
relation in the continuum limit a→ 0
E =
√
m2 + k2 . (1.43)
The doublers are intrinsically related to chiral symmetry. This is stated by the
Nielsen-Ninomiya theorem [NN81a, NN81b], according to which the following
four conditions cannot hold simultaneously for the Dirac operator
• locality
D(r) = D(x, x+ r) vanishes fast enough for |r| → ∞, i.e., it is bounded by
Ce−γ|r|
• continuum limit
The Fourier transform Dˆ(k) is for small momenta Dˆ(k) = iγµkµ +O(a2k2)
with k ¿ pi/a
• no doublers
Dˆ(k) is invertible for k 6= 0 which implies no massless doublers.
• na¨ıve chiral symmetry
Dγ5 + γ5D = 0
For a long time, it has been generally believed that this makes it impossible to
formulate QCD with chiral symmetry on the lattice. The first cure with the
Wilson fermions was to break explicitly chiral symmetry in a way that it can be
restored in the continuum limit. The current solution comes under the name of
Ginsparg-Wilson fermions. These use the fact that the fourth condition is not
the correct lattice version of chiral symmetry. This is discussed in Section 1.6.4.
1.6.2 Wilson fermions
The idea of Wilson fermions [Wil77] is to give the doublers a mass which grows
in the continuum limit, e.g., m ∝ 1/a. This is done by adding a term to the na¨ıve
action Eq. (1.36)
SWilson = a
4
∑
x
[
(m+
4r
a
)ψ¯(x)ψ(x)− 1
2a
∑
µ
ψ¯(x+ µˆ)[r + γµ]ψ(x)
]
. (1.44)
The parameter r can take any value 0 < r ≤ 1. For r = 0 the na¨ıve action
Eq. (1.36) is recovered. In practical simulation one frequently — as we did —
takes r = 1. If we now change the normalization of the fermion fields√
a3(am+ 4r)ψ → ψ and
√
a3(am+ 4r)ψ¯ → ψ¯ (1.45)
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we can bring this action into the standard form
SWilson =
∑
x
[
ψ¯(x)ψ(x)− κ
∑
µ
ψ¯(x+ µˆ)[r + γµ]ψ(x)
]
. (1.46)
Here we introduced the hopping parameter κ which now encodes the bare mass
of the fermion
κ =
1
2am+ 8r
(1.47)
In the free theory the chiral limit amq → 0 is performed by
1
κ
→ 8r ≡ 1
κfreec
(1.48)
In a realistic simulation with interacting fermions it has to be determined exper-
imentally which quark mass a given value of κ corresponds to. The value of κ
which gives a zero quark mass is called the critical hopping parameter κc. It is
not possible to determine it unambiguously. The standard procedure is to look
at observables which vanish in the chiral limit as the pion mass or the PCAC
quark mass.1
In one of our simulations we use Wilson quarks together with the Wilson
gauge action at a gauge coupling of β = 6/g20 = 6.0. Then a perturbative relation
between κ and the quark mass gives [G+96b]
amq = 0.56(
1
κ
− 1
κc
) . (1.49)
For this β the critical hopping parameter was determined by using the PCAC
quark mass to κc = 6.3642.
1.6.3 Clover Fermions
In Section 1.4.2 we have discussed a method to improve the continuum limit a→ 0
of observables. The gauge action can be modified such that the O(a2) effects are
removed. An analogous procedure for the fermion part of the action comes under
the name of clover improvement. Here a term proposed by Sheikholeslami and
Wohlert [SW85] is added to the fermionic Wilson action
SW −→ SW + csw i
4
aψ¯(x)σµνFµν(x)ψ(x). (1.50)
σµν is defined in Eq. (A.6) and Fµν is a discretization of the field strength tensor.
A common discretization of Fµν has the form of a clover leaf and is responsible
1The PCAC (partial conservation of the axial-vector current) quark mass is also called
axial-vector Ward identity (AWI) mass and defined in Eq. (3.36).
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for the name of this term. It includes the plaquettes from the Wilson action that
attach to the point x in the µ-ν–plane. The coefficient csw of the clover term
has been determined non-perturbatively for a set of lattice spacings in [LSS+97,
EHK98]. We use for the Wilson gauge action with β = 6.0 the clover parameter
of cSW = 1.769.
1.6.4 Ginsparg-Wilson fermions
A more elaborate approach is used by so-called Ginsparg-Wilson fermions. The
continuum definition of chirality is not implemented na¨ıvely on the lattice but
modified by a term which vanishes for a → 0. But this violation is necessary to
get the correct chiral anomaly. The starting point for this is the Ginsparg-Wilson
relation originally given in [GW82] and reconsidered in [HLN98, Has98b]
γ5D +Dγ5 = 2aDγ5RD (1.51)
with D the Dirac operator and R some local function of the gauge field. This is
frequently set to a constant and in our applications we take R = 1/2 and thus
get the simplified form
γ5D +Dγ5 = aDγ5D . (1.52)
Obviously the breaking of chiral symmetry by the term on the right hand side of
Eq. (1.51) vanishes in the continuum limit. Eq. (1.52) corresponds to a modifica-
tion of the chiral symmetry transformation Eq. (1.29). The lattice version can,
e.g., be chosen to be [Lu¨s98]
ψ −→ eiωγ5(1− 12aD)ψ ψ¯ −→ ψ¯eiω(1− 12aD)γ5 (1.53)
There are several operators available, which fulfill the Ginsparg-Wilson re-
lation either exactly or approximately. The most popular exact solution is the
overlap operator Dov [NN93b, NN93a, NN95]. Its construction starts from a lat-
tice Dirac operator D0 which fulfills all requirements except chiral symmetry,
e.g., the Wilson Dirac operator. Using H = γ5(D0−µ) with some constant µ the
overlap Dirac operator is given by
Dov = µ(1 + γ5
H√
H+H
) (1.54)
The computation of the inverse square root ofH+H is very expensive with respect
to computer time.
The domain wall fermion approach [Kap92, Sha93, FS95] extends the Wilson
fermions into an auxiliary fifth dimension with length L5 and two kinks in the
mass term where the sign changes. On the two 4d slices where the mass changes
sign, fermions with definite chirality are obtained.
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Furthermore, there exist several approximate solutions to the Ginsparg-Wil-
son equation. These are ultra-local, i.e., the support of the Dirac operator is
finite. The parameterized Fixed Point action [H+01, Has98a, Has98b, HLN98] is
based on blocking transformations from the continuum. In principle, it can be
made exact by including infinitely many terms but in practical applications it has
been restricted to the hypercube. The chirally improved operator [Gat01, GH00,
GHL01] is an approximate solution to the Ginsparg-Wilson equation, too. Its
construction is described in Sec 1.6.5. The approximate solutions can be a good
compromise between chiral properties and the speed of numerical simulations.
Now we prove two properties of the spectrum of a Dirac operator satisfying
the Ginsparg-Wilson Eq. (1.52) which will be useful in the course of this work.
1) The spectrum is confined to a circle around (1/a, 0) with radius 1/a.
For an eigenvector |ψ〉 of D with eigenvalue λ
(λ+ λ∗)γ5|ψ〉 = (γ5D +Dγ5)|ψ〉 = aDγ5D|ψ〉 = aλ∗λγ5|ψ〉 (1.55)
Here we have used the γ5-hermiticity of D. From Eq. (1.55) follows
2
a
Reλ = |λ|2 (1.56)
If we define λ = x+ iy for real x, y we get the equation describing a circle,
see Fig. 1.6.
2x
a
= x2 + y2 ⇒ (x− 1
a
)2 + y2 = a−2 (1.57)
In the continuum limit the circle gets larger. The imaginary axis in the
vicinity of the origin and thus the physical spectrum is approached. The
unphysical region of the doublers which is around (2/a, 0) moves in this
limit farther away and decouples from physical quantities.
2) 〈ψi|γ5|ψi〉 = 0 unless λ is real.
For an eigenvector ψi of the Dirac operator, Dψi = λψi we use the γ5
hermiticity to get
λ〈ψ|γ5|ψ〉 = 〈ψ|γ5D|ψ〉 = 〈ψ|D+γ5|ψ〉 = λ∗〈ψ|γ5|ψ〉 (1.58)
Thus ψ+γ5ψ = 0 if Imλ 6= 0.
A Ginsparg-Wilson Dirac operator D describes a massless quark. To get the
massive Dirac operator one has to add a mass and simultaneously rescale the
circle [Nie99]
Dm = (1− 1
2
am)D +m . (1.59)
This keeps the second intersection of the circle with the real axis at 2.
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Figure 1.6: The spectrum of a Dirac operator satisfying the Ginsparg-Wilson
equation Eq. (1.52) with R = 1/2 lies on a circle around (1/a, 0) with radius 1/a.
As a → 0 the spectrum approaches the continuum spectrum on the imaginary
axis.
1.6.5 The chirally improved Dirac operator
The known exact solutions of the Ginsparg-Wilson equation are expensive to
compute, and therefore the range of applicability is limited. An approximate
solution can be a good compromise. Gattringer, Hip, and Lang [Gat01, GH00,
GHL01] have developed such an approximate solution to the Ginsparg-Wilson
equation which shall be called chirally improved Dirac operator subsequently.
The first step in the construction is to write down the most general Dirac op-
erator on the lattice. This is done by allowing more general lattice discretizations
of the derivative. The standard derivative term makes use of nearest neighbors
only but certainly one can include also more remote points on the lattice such as
next-to-nearest neighbors or diagonal terms etc. Each such term is characterized
by the product of link variables which form the gauge transporter connecting the
two points used in the derivative. The corresponding set of links can be viewed
as a path on the lattice. The most general derivative on the lattice will then in-
clude all possible paths, each of them with some complex coefficient. In order to
remove the doublers, in addition to the derivative terms coming with the Dirac
matrices γµ, we also have to include terms proportional to the unit matrix in
Dirac space. To obtain the most general expression, we include all 16 elements
Γα of the Clifford algebra, i.e. we also add tensor, pseudo-vector and pseudoscalar
terms, see Appendix B. To summarize, the most general Dirac operator is a sum
over all Γα, each of them multiplied with all possible paths on the lattice and
each path comes with its own coefficient.
The next step is to apply the symmetry transformations: translations, rota-
tions, charge conjugation, parity, and γ5-hermiticity defined in Eq. (1.34). Once
these symmetries are implemented the coefficients of the paths in the Dirac oper-
ator are restricted. One finds that groups of paths which are related by symmetry
20
transformations have to come with the same coefficient, up to possible signs. The
most general Dirac operator which obeys the symmetries can be written as:
D≡ 1I
[
s1<> + s2
∑
l1
< l1 > + s3
∑
l2 6=l1
< l1, l2 > + s4
∑
l1
< l1, l1 > ...
]
+
∑
µ
γµ
∑
l1=±µ
s(l1)
[
v1< l1 > + v2
∑
l2 6=±µ
[< l1, l2 > + < l2, l1 >]
+ v3< l1, l1 > ...
]
+
∑
µ<ν
γµγν
∑
l1=±µ
l2=±ν
s(l1) s(l2)
2∑
i,j=1
²ij
[
t1 < li, lj > ...
]
+
∑
µ<ν<ρ
γµγνγρ
∑
l1=±µ,l2=±ν
l3=±ρ
s(l1) s(l2) s(l3)
3∑
i,j,k=1
²ijk
[
a1 < li, lj, lk > ...
]
+ γ5
∑
l1=±1,l2=±2
l3=±3,l4=±4
s(l1) s(l2) s(l3) s(l4)
4∑
i,j,k,n=1
²ijkn
[
p1 < li, lj, lk, ln > ...
]
.
(1.60)
By ² we denote the totally anti-symmetric tensors with 2, 3, and 4 indices.
We use the notation < l1, l2 ... ln > to denote a path of length n and the li ∈
{−4,−3,−2,−1, 1, 2, 3, 4} simply denote the directions of the subsequent links
which build up the path. s(li) is an abbreviation for sign(li). With the particular
choice for the generators of the Clifford algebra used in Eq. (1.60) (no additional
factors of i), the coefficients si, vi, ti, ai, pi are real. The expansion parameter for
the Dirac operator in Eq. (1.60) is the length of the path since the coefficients
in front of the paths decrease in size as the length of the corresponding path
increases. A general argument for this behavior can be given and it has been
confirmed numerically for the solution presented in [GHL01]. We remark that an
equivalent form of D presented in [H+01] is the basis for a parameterization of
the perfect Dirac operator.
The final step in the construction is to insert the general expression for D
into the Ginsparg-Wilson equation. On the left hand side of the Ginsparg-Wilson
equation (1.51) some of the terms acquire minus signs, depending on the com-
mutator of the corresponding Γα with γ5. On the right hand side an actual mul-
tiplication of all the terms in D has to be performed. However, using the above
notion of a path, the multiplication on the right hand side can be formulated
in an algebraic way and then can be evaluated using computer algebra. Once
all multiplications are performed one can compare the left and right hand sides
of the Ginsparg-Wilson equation. It is important to note that for an arbitrary
gauge field different paths, which correspond to different gauge transporters, are
linearly independent and can be viewed as elements of a basis. Thus for the two
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sides of Eq. (1.51) to be equal, the coefficients in front of the same basis elements
on the two sides have to agree. When comparing the terms on the two sides,
the result is a set of coupled quadratic equations for the expansion coefficients
si, vi, ti, ai, pi. This set of equations is equivalent to the Ginsparg-Wilson equa-
tion. After a suitable truncation of Eq. (1.60) to finitely many terms the system
can be solved and the result is an approximation to a solution of Eq. (1.51). In
addition it is possible to include a dependence on the inverse gauge coupling β1
through an additional constraint for the coefficients. This step allows to work
with less terms in the parameterization. This procedure is similar to the tuning
of the mass-like shift which is used to optimize the localization of the overlap
operator [HJL99]. An explicit list of the terms used in our parameterization of
the Dirac operator and the values of the coefficients si, vi, ti, ai, pi are given in
Appendix B. After the truncation we are left with a Dirac operator which has
entries on all points of the hypercube with an additional L-shaped term.
After a test of the 2-d chirally improved Dirac operator in the Schwinger
model with dynamical quarks in [GH00] the construction was outlined for four
dimensions in [Gat01]. A test of a Dirac operator based on this approximation
was presented in [GHL01] and it was found that the approximation is particularly
good in the physical part of the spectrum. Near the origin the deviation of the
eigenvalues from the Ginsparg-Wilson circle is very small. As we are going to
study the low lying modes of the Dirac operators in Chapter 2 we are interested
in the spectrum near the origin. This makes the chirally improved Dirac operator
very well suited for the physical questions analyzed here. Furthermore we will
see in Chapter 3 that it reproduces the hadronic spectrum well.
1.7 The path integral on the lattice
After having defined the Lagrangian of the theory, we should now define the path
integral in order to be able to compute matrix elements. The path integral in
the continuum is given by a limiting process of the path integral defined on the
lattice. We give a brief overview over the notation, a more detailed discussion
can be found in a textbook [MM94] and the references therein.
The expectation value of some function F (ψ¯, ψ, U) depending on the quark
and gauge fields is given by the following formal expression
〈F 〉 = 1
Z
∫ ∏
x,µ
dUµ(x)
∏
x,d,c
dψ¯(x, d, c)dψ(x, d, c)F (ψ¯, ψ, U)e−Sf [ψ¯,ψ,U ]−Sg [U ]
(1.61)
where the product over x, c, d runs over all sites of the lattice, the color and the
Dirac indices. Z is the partition function of the theory which is given by
Z =
∫ ∏
x,µ
dUµ(x)
∏
x,d,c
dψ¯(x, d, c)dψ(x, d, c)e−Sf [ψ¯,ψ,U ]−Sg [U ] . (1.62)
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with dU the Haar measure of the gauge group. The fermionic action is a bilinear
form with the Grassmann valued variables ψ¯ and ψ
Sf [ψ¯, ψ, U ] =
∑
x,d,c
x′,d′,c′
ψ¯(x, d, c)Dm(x, d, c;x
′, d′, c′)ψ(x′, d′, c′) , (1.63)
with Dm being the massive Dirac operator of the theory Eq. (1.59) which depends
on the gauge fields. It is a standard result that one can integrate out the fermionic
fields analytically. For the partition function one ends up with
Z =
∫ ∏
x,µ
dUµ(x) detDme
−Sg [U ] (1.64)
For a purely gluonic operator the expectation value is analogously given by
〈O〉 = 1
Z
∫ ∏
x,µ
dUµ(x) detDmO[U ]e−Sg [U ] . (1.65)
Obviously, operators containing fermionic fields have to be treated differently.
For an operator which contains n ψ-fields and the same number of ψ¯-fields we
have to use Wick’s theorem to substitute these by propagators, i.e., the inverse of
the Dirac operator. This can easily be computed using the generating functional
of the theory. It is given by
W [J, J¯ , U ] =
1
Z
∫
[dU ][dψ¯][dψ]e−Sg [U ]×
e
∫
d4xd4yψ¯(x)Dm(x;y)ψ(y)e
∫
d4xψ¯(x)J(x)e
∫
d4xJ¯(x)ψ(x) .
(1.66)
Here we have abbreviated the measure in the path integral by [· · · ]. The cur-
rents J carry color and Dirac indices, the sums over which are implicit. From
this expression, the expectation values of fermionic operators can be calculated
performing functional derivatives with respect to J and J¯ . After taking the
derivative, the currents J and J¯ are set to zero and one gets
〈
n∏
i=1
{
ψ¯aiψbi
}〉 = n∏
i=1
{
δ
δJ ai
δ
δJ¯ bi
}
W [J, J¯ ]
∣∣∣
J=0
J¯=0
. (1.67)
In this formula multi-indices ai and bi combining the Dirac, color, and flavor
index are used to simplify the notation. The functional derivatives with respect
to J and J¯ anticommute which reflects the Grassmann nature of the fermionic
fields. To bring the generating functional Eq. (1.66) in a useful form we complete
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the square and get
W [J, J¯ , U ]
=
1
Z
∫
[dU ][dψ¯][dψ]e−Sg [U ] exp
{∫
d4x
∫
d4yJ¯(x)D−1m (x, y)J(y)
}
×
exp
{
−
∫
d4xd4y
[
ψ¯(x)−
∫
d4x′J¯(x′)D−1m (x
′, x)
]
Dm(x, y)×[
ψ(y)−
∫
d4y′D−1m (y, y
′)J(y′)
]}
(1.68)
Now one shifts the ψ¯ and the ψ integration by
ψ(y)−
∫
d4y′D−1m (y, y
′)J(y′) −→ ψ(y)
ψ¯(x)−
∫
d4x′J¯(x′)D−1m (x
′, x) −→ ψ¯(x)
(1.69)
which leaves the measure unchanged. After integrating out the fermionic vari-
ables, one ends up with
W [J, J¯ , U ] =
1
Z
∫
[dU ] detDm e
−Sg [U ]×
exp
(∫
d4xd4yJ¯ cα(x)D
−1
m (x, α, c; y, α
′, c′)J c
′
α′(y)
)
(1.70)
where we have again included the color and Dirac indices.
With this expression, we can transform the fermionic fields in the path integral
(Eq. (1.67)) into a product of propagators, which depend on the gauge field
only. There are no more fermion fields to integrate over. An example of the
computation of such a n-point function is given in Sec. 3.1
1.8 Monte Carlo
It remains to compute the high dimensional integral over the gauge variables. In
computer simulation of lattice QCD this is done by a Monte Carlo technique. We
substitute the integral
〈f〉 = 1
Z
∫ ∏
x,µ
dUµ(x) detDm f [U ]e
−Sg [U ] (1.71)
by an average over gauge configurations. A gauge configuration Ui gives the
value of U on each link. The gauge configurations are distributed according to
the weight [detDm exp(−Sg[U ])]. A considerable simplification of the numerical
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calculation is obtained by using the so-called quenched approximation, which is
discussed below in Sec. 1.8.1. It consists of setting detDm to a constant. It is
immediately clear that the gauge fields — now distributed as exp(−Sg[U ]) — can
be chosen without the knowledge of the Dirac operator.
A lattice calculation starts by generating an ensemble of N gauge configura-
tions Ui, i = 1, . . . , N . The estimate of the path integral is then given by
〈f〉N = 1
N
N∑
i=1
f [Ui] . (1.72)
In the limit N →∞ this approaches the true average
〈f〉N N→∞−→ 〈f〉 . (1.73)
For the discussion of the error analysis see Appendix C. There exist several
algorithms to generate a sequence of gauge configurations with a probability
distribution
P [U ] = C exp(−Sg[U ]). (1.74)
The normalization factor C is chosen such that
∑
U P [U ] = 1.
All these algorithms produce a Markov chain of subsequent configurations
Ui by an updating process. Here the key quantity is the transition probability
w(U ′ ← U) to get from a configuration U to a configuration U ′. The transition
probability w has to fulfill strong ergodicity
w(U ′ ← U) > 0 for all U, U ′ (1.75)
which states that any configuration can be reached from any other configuration.
Thus the Markov chain exhausts the whole configuration space. Furthermore,
the transition probability has to be normalized∑
U ′
w(U ′ ← U) = 1 . (1.76)
The key condition of an algorithm is the detailed balance which is a sufficient
condition to generate the distribution Eq. (1.74)
w(U ′ ← U)P [U ] = w(U ← U ′)P [U ′] . (1.77)
In this way a sequence of gauge configurations starting from a configuration U1
is generated.
U1 → U2 → · · · → UN (1.78)
An arbitrarily chosen configuration U1 has a very low weight. However, the
algorithm is designed such that the configurations move to the region of higher
importance. Therefore it is advisable to discard the first configurations.
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An algorithm which has proven suitable to generate a sequence of gauge con-
figurations is the Metropolis algorithm [MRR+53]. A Metropolis step on one
link consists of substituting this link variable by a new one. This is called an
offer. This offer is accepted immediately if the new configuration has a higher
Boltzmann weight exp(−Sg[U ]). If the Boltzmann factor is smaller, the new con-
figuration is accepted with a probability equal to the ratio of Boltzmann factors
of the new configuration to that of the old one. One Metropolis sweep consists
of this step for all links of the lattice.
One sweep alone is not enough to generate an independent configuration.
Therefore one has to iterate this sweep several times (O(1000)) to remove the
correlation between the two. In our simulations, we use a mixture of the Metropo-
lis steps and over-relaxation steps [Cre87] to improve the decorrelation of the
subsequent configurations.
1.8.1 The quenched approximation
Monte Carlo simulations are simplified drastically, if the fermion determinant
detDm is set to a constant. In expectation values this constant cancels as the
same constant occurs in the normalization factor Z. To understand the implica-
tion of this approximation it is useful to note that the determinant is real. Using
D = γ5D
+γ5 we get
detDm = det(γ5Dmγ5) = detD
+
m = (detDm)
∗ (1.79)
As the QCD Lagrangian is diagonal in the quark flavor, each flavor adds an
additional factor of detDm. So for mass degenerate quarks the contribution of
this determinant is (detD)Nf with Nf the number of flavors.
If Nf is odd, the determinant can fluctuate in sign. It cannot be included
in the weight of the Monte-Carlo as this is to be interpreted as a probability
distribution. This is the major obstacle of simulations with odd Nf .
At the moment dynamical computations are performed with an even number
of degenerate quark flavors. Then the determinant can be included in the weight.
If the series of gauge configurations has been generated including the determi-
nant, the evaluation of the observables is exactly the same as in the quenched
case. Quenching merely amounts to changing the weights with which configura-
tions contribute. However, the numerical effort to generate these ’unquenched’
configurations is several orders of magnitudes larger than in the quenched case.
This has several reasons.
• The computation of the determinant of such a large matrix is nontrivial.
• The updating step of the Metropolis algorithm is local in the quenched
approximation. We have to compare the weight of the old and the new
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configuration. As the gauge action is a sum of local terms the weight is a
product of local terms
e−
∑
p Sp[U ] =
∏
p
e−Sp[U ] . (1.80)
If we now offer a new link variable Uµ(x) only very few of the factors
change and the new weight can be computed very quickly. For the fermion
determinant this is not possible since it connects the link variables in a
non-local way.
In physical terms, the quenched approximation amounts to the limit of infinite
masses for the sea quarks; no virtual quark–anti-quark pairs can be generated.
This is plausible, as the determinant of Dm is dominated by the diagonal elements
if m → ∞. However, in many simulations this approximation has given good
results. Furthermore, the sea quark masses of current simulations are quite large,
e.g. of the order of 50 MeV and their contribution is, thus, quite small. However
their effect will certainly get larger with smaller quark masses. In general the
error introduced by the quenched approximation is estimated to be of the order
of 10% . . . 20%.
27
Chapter 2
Chiral symmetry breaking
As discussed in the introduction, chiral symmetry breaking is a key feature of the
theory of strong interactions. Whereas in early theories it had to be introduced
by hand, it emerges quite naturally in QCD. Even though the Lagrangian is
chirally invariant, the full interacting theory is not. This allows the creation of a
chiral condensate 〈ψ¯ψ〉, which should vanish in a chirally invariant theory. Via
the Banks-Casher relation the emergence of the chiral condensate is linked to
the density of eigenvalues ρ(λ) of the Dirac operator at λ = 0. A promising
explanation of its creation is given by the interaction of instantons, i.e., classical
solutions of the equations of motion for the gauge fields. This is the subject of
Sec. 2.1. It is interesting to search for traces of instantons in the corresponding,
low lying eigenmodes of the Dirac operator. In particular, we consider two of the
major properties of instantons. The first is that they are localized objects, the
second is their definite chirality. In the course of Section 2.2 we first examine
observables which quantify the localization of the eigenmodes. Later on we look
into observables which connect localization and chirality.
In the second part of this chapter, Sec.2.3, the behavior of these observables is
analyzed for increasing temperature T . It is generally believed that for growing
T a phase transition occurs in QCD from the chirally broken phase to a phase
where chiral symmetry is restored. Lattice studies further indicate that this coin-
cides with the deconfinement phase transition. The purpose of large experimental
programs at RHIC and LHC is to collect information about these phase transi-
tions. Our aim is to study localization and chirality in the two phases. This can
be used to sharpen the ideas from models based on the classical solutions called
calorons in the finite temperature region. Finally, a summary of the findings of
this section is given in Sec. 2.4.
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2.1 The mechanism of chiral symmetry break-
ing
We are going to study chiral symmetry breaking by looking at the eigenvectors
and eigenvalues of the Dirac operator, especially for eigenvalues close to the
origin. There we define the density of eigenvalues ρ(λ) such that ρ(λ)∆λ gives
the number of eigenvalues in the interval (λ, λ+∆λ]. The zero modes themselves
do not contribute to this density. Spontaneous breaking of chiral symmetry is
manifest in the emergence of a non-zero chiral condensate 〈ψ¯ψ〉. The Banks-
Casher relation [BC80] states that the density of eigenvalues near the origin
λ = 0 is proportional to the chiral condensate.
〈ψ¯ψ〉 = − pi
V
ρ(0) (2.1)
Here V is the volume of the finite box in which the theory is put. This truncation
is necessary to define a finite density of eigenvalues. But ρ(0)/V should become
constant as V →∞.
2.1.1 Instantons
In order to understand the emergence of a finite chiral condensate some facts
about instantons are collected in this section. For more detail see, e.g., [SS98].
An instanton is a solution of the equations of motion for pure Yang-Mills theory
[tH76]
DµFµν = 0 (2.2)
with the covariant derivative Dµ = ∂µ + Aµ. The dual field strength tensor F˜µν
is defined by
F˜µν =
1
2
²µναβFαβ (2.3)
with ² the totally anti-symmetric tensor of rank four. The solutions of Eq. (2.2)
are either selfdual, i.e. Fµν = F˜µν , or anti-selfdual Fµν = −F˜µν . The selfdual
solutions are called instantons, the anti-selfdual solutions anti-instantons. The
specific solutions can be given in a specific gauge [BPST75, tH76] using the
’t Hooft symbol:
ηaµν =

²aµν µ, ν = 1, 2, 3
δaµ ν = 4
−δaν µ = 4
(2.4)
Then one can write the gauge potential Aaµ(x) of the instanton with center at
xµ = 0 as
Aaµ(x) =
2ηaµνxν
x2 + ρ2
(2.5)
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with ρ the radius of the instanton. The square of the field strength of this object
takes the following form
(F aµν(x))
2 =
192ρ4
(x2 + ρ2)4
. (2.6)
From this expression we see that an instanton is a well localized object. The size
is determined by the parameter ρ.
The interesting physics comes via the influence of the instantons on fermions.
For a single (anti)-instanton gauge field, the Dirac operator has a zero mode
Dψ = 0 . (2.7)
Chiral invariance of the QCD-Lagrangian means that the Dirac operator anti-
commutes with γ5
Dγ5 + γ5D = 0 , (2.8)
which implies that D and γ5 have simultaneous eigenvectors. As γ
2
5 = 1 the
eigenvalues of γ5 can be ±1. The instantons have γ5-eigenvalue −1, the anti-
instantons +1. This is sometimes expressed by calling the (anti)-instantons right
(left) handed. It is useful to define projectors P± on the left and right handed
components
P± =
1
2
(1± γ5) . (2.9)
The instanton picture of chiral symmetry breaking explains the formation of
a non-zero density of near-zero eigenvalues by the interaction of instantons and
anti-instantons. The rough picture is as follows.
A gauge field that consists of an instanton and an anti-instanton, which are
well separated compared to their radii, creates two zero modes in the Dirac op-
erator. If the distance is reduced slowly, the instanton and the anti-instanton
start to overlap. The corresponding eigenvalues acquire a small imaginary part.
(In Figure 2.1 this process is depicted for a Ginsparg-Wilson operator.) As the
imaginary part gets larger, the overlap becomes stronger. For whole ensembles
of interacting instantons and anti-instantons, a density of eigenvalues near the
origin is created. Via the Banks-Casher formula this amounts to the creation
of a chiral condensate. However, the (anti)-instantons getting closer, they will
eventually lose their identity, i.e., the interaction destroys their property of being
classical solutions. Thus, it is a priori not clear whether the concept of interacting
instantons is useful. This is going to be clarified by our simulations.
2.2 A lattice study of chiral symmetry breaking
According to the instanton model the near-zero modes of the Dirac operator
should be dominated by instantons. This implies that they should contain local-
ized, chiral structures. In order to verify these two predictions, we compute the
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Figure 2.1: The creation of near-zero modes by the interaction of instantons.
The circles on the right represent the spectrum of the Ginsparg-Wilson Dirac
operator. On the left the chiral density p5 of Eq. (2.11) is sketched which gives a
picture of the excitation; a positive bump is associated with an anti-instanton, a
negative with an instanton.
eigenvalues and eigenvectors of the Dirac operator closest to the origin on several
ensembles of gauge configurations of different lattice spacings and sizes.
The difficulties that arise in studying instanton effects on the lattice come
from two sources. First, we generally do not deal with single instantons. Strictly
speaking multi-(anti)-instanton configurations are not well defined. Nevertheless,
models based on these are successful. As long as the instantons are well separated,
we can assume that the multi-instanton solution is just a superposition of single
instantons. Because we do not want to use any pattern matching procedures, we
look at observables which are well defined on any configuration. The findings are
then to be compared to the predictions from instanton models.
The second problem comes from the existence of quantum fluctuations. The
instanton being a classically defined object is by definition smooth. But a config-
uration in a realistic Monte-Carlo simulation is quite rough. In the past so-called
cooling techniques have been employed to smooth the gauge fields. These all
suffer from the fact that no unique definition for a cooling procedure can be
given. Especially a stopping criterion for the iteration is missing. In many of
these procedures, eventually, all instanton–anti-instanton pairs have annihilated.
As we use the Dirac operator as a filter for the gauge fields, we are only sensitive
to the part of the fluctuations that affect the fermions. These are in general less
severe than the actual gauge field fluctuations. We study the dependence on the
fluctuations by considering different values of the gauge coupling.
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β1 = 8.10 β1 = 8.30 β1 = 8.45
84 800 800 800
124 400 400 400
164 200 200 200
Table 2.1: The statistics of our Lu¨scher-Weisz gauge configurations.
In this section we use several observables that are sensitive to two predictions
made by in the instanton model. These are the localization and the chirality
of the associated fermion states. Some of those like the inverse participation
ratio which is introduced in Section 2.2.3 give a measure for the localization of
the modes. Others as the local chirality variable in Section 2.2.4 are sensitive
to the interplay between localization and chirality. The results presented in the
following are published in Refs. [GGR+01b, G+02b].
This section is organized as follows. First the technical details of our compu-
tations is given in Section 2.2.1. Then the density of eigenvalues near the origin
is studied in Section 2.2.2. This density is linked to the chiral condensate by the
Banks-Casher formula Eq. (2.1) and establishes the link between the near-zero
modes and chiral symmetry breaking. In Section 2.2.3 the inverse participation
ratio I is introduced. This gives a measure for the localization of the whole eigen-
vectors. The relation to a similar chiral observable I5 gives a first hint on the
chiral character of the localized modes. In Section 2.2.4 a local chirality variable
is employed to study the chiral properties of the regions of high density directly.
2.2.1 Technical details
We use quenched SU(3) gauge configurations generated with the Lu¨scher-Weisz
gauge action (see Sec. 1.4.2) at three different values of the gauge coupling,
β1 = 8.10, β1 = 8.30, and β1 = 8.45 on 8
4, 124 and 164 lattices. This corre-
sponds to three different values of the lattice spacing a = 0.125 fm, 0.105 fm and
0.095 fm, respectively. The gauge updates consist of a mix of Metropolis and
over-relaxation steps [Cre87]. An overview of the statistics is given in Table 2.1.
We investigate problems related to chiral symmetry. Therefore, we employ
the chirally improved Dirac operator described in Section 1.6.5. To study the de-
pendence on the magnitude of the eigenvalue, we computed the 50 lowest eigen-
values and -vectors with respect to their modulus for the 84 and 124 lattices; we
restrict ourselves to 30 modes on the 164 lattices. These eigenvalues and eigenvec-
tors are computed using the implicitly restarted Arnoldi method [LSY98, Sor92].
Whereas the generation of the gauge configuration was done on workstations, the
eigenvectors and eigenvalues were computed on the SR8000-F1 at the Leibniz
Rechenzentrum in Munich.
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Figure 2.2: The density of eigenvalues as a function of Imλ divided by the volume
for the three different values of β1. We observe the universal behavior at larger
eigenvalues. The drop at the origin diminishes as the volume grows.
2.2.2 Density of eigenvalues
The first object of the study is the density of eigenvalues ρ(λ) near the origin.
The interpretation of the lattice results has to include some modifications with
respect to the continuum definitions. The identification of the zero modes is
made by property 2) from Section 1.6.4. A mode is identified as a zero mode
if ψ+γ5ψ differs significantly from zero. Then it has a real eigenvalue and the
corresponding eigenmode is for the chirally improved operator identified with the
zero modes of the exact solution.
The spectrum of our Dirac operator is approximately on a circle and not on
a line as in the continuum limit a → 0. Therefore the definition of the density
has to be changed. We bin according to the imaginary part of the eigenvalue
and count the number of eigenvalues in each bin. As the real parts are small in
the region we are interested in, this gives a good approximation of the spectral
density. Furthermore, the density cannot extent right to the origin. This can
be understood by universal arguments from random matrix theory. One finds
that the microscopic gap at the origin becomes smaller for larger lattices. The
behavior of the density at the origin has been extensively studied in [GMGW98,
BBMS+98, OV98, BB+98, EHKN99, DHK99, GHR+99].
In Figure 2.2 the result of our computation is shown. We plot only the region
with Imλ > 0, because the function is symmetric with respect to λ → λ∗. The
densities are scaled by V −1 to get the combination in the Banks-Casher formula.
In this way we obtain a universal curve for all volumes. Only at the origin
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the three curves deviate from each other. This is the announced behavior; the
expectation that the gap near the origin gets smaller with increasing volume is
confirmed by the data. It will vanish in the limit V →∞. Up to this finite size
effect the density remains non-zero all the way to the origin. According to the
Banks-Casher formula a chiral condensate is build up.
2.2.3 Localization
Now we look into the localization properties of the near-zero modes. For an
instanton configuration in the continuum the Dirac operator has an exact zero
mode ψ, which is localized in space and time around the center of the instanton.
In order to quantify the localization, consider the gauge invariant scalar density
p(x) and the pseudoscalar density p5(x)
p(x) =
∑
c,d
ψ(x, d, c)∗ψ(x, d, c) ≡ ψ+(x)ψ(x) , (2.10)
p5(x) =
∑
d,d′,c
ψ(x, d′, c)∗(γ5)d′,dψ(x, d, c) ≡ ψ+(x)γ5ψ(x) . (2.11)
where ψ(x, d, c) is the eigenvector of the lattice Dirac operator. We take the
eigenvectors as normalized such that∑
x
p(x) = 1 . (2.12)
For an eigenvector ψ of D, γ5ψ is also an eigenvector with γ5ψ = ±ψ, see discus-
sion after Eq. (2.8). The sign depends on the configuration being an instanton or
an anti-instanton. Thus, scalar and the pseudoscalar density are equal for a single
anti-instanton configuration, whereas they have opposite sign for an instanton.
p5(x) =
{
−p(x) for instantons
+p(x) for anti-instantons
(2.13)
These densities show a clear localization at the point of an isolated smooth instan-
ton put on the lattice by hand [FLS+85, GGL+01]. As an alternative approach
one can use cooling techniques to identify the instantons independently. It was
found that the localization of the eigenvectors is concentrated at the same region
where the cooling procedure finds an instanton, see, e.g., [CGHN94].
To quantify the localization further the inverse participation ratio I has been
introduced
I = V
∑
x
p(x)2 . (2.14)
It is widely used in condensed matter physics. Let us consider some examples to
understand the behavior of this observable. (Keep in mind that p(x) ≥ 0!)
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• The density has support only on one lattice point x′. Using the normaliza-
tion condition Eq. (2.12) this states
p(x) = δxx′ . (2.15)
So, p(x)2 = δxx′ and if we sum this over all x we get 1. By definition (2.14),
the inverse participation ratio is I = V in this case.
• If the density is maximally spread on all sites, the density is
p(x) =
1
V
. (2.16)
Here p(x)2 = 1/V 2 for all x and the inverse participation ratio gives 1.
• For N non-overlapping objects with a volume V0 each and p(x) = c within
the volume and p(x) = 0 outside we get c = 1/NV0. Thus
I = V
N∑
i=1
1
N2V 20
=
V
NV 20
=
1
ρV0
, (2.17)
where ρ = NV0/V is the density of the objects. Thus for a constant density,
the inverse participation ratio should be independent of the volume V .
Again, the smaller the objects, the higher is the localization.
To summarize: I is large if the scalar density is localized. It decreases to 1
the more the density is spread out. It is thus an appropriate measure for the
localization of an eigenmode.
From the instanton picture we expect that near-zero modes are dominated
by weakly interacting instantons. They have a high localization and the inverse
participation ratio should be large. Modes further away from the origin are
dominated by configurations where the instantons and anti-instantons have a
larger overlap. In other words they start to annihilate and lose their identity.
Thus the localization is expected to be weaker for modes with larger imaginary
part than for those with a smaller one.
In Figure 2.3 we show the result of the simulation. The inverse participation
ratio is plotted versus the imaginary part of the corresponding eigenvalue Imλ.
The real modes have are left out. As the distribution is symmetric with respect
to Imλ = 0, we show the curve only for positive imaginary part. The data is
from a 164 lattice at three values of β1.
The three curves have their maximum near the origin and decrease for larger
values of Imλ as expected. Moreover, we can observe that the localization near
the origin is largest for the smallest value of β1, i.e. β1 = 8.10. In Figure 2.2
we have seen that for this β1 the chiral condensate is larger than for the larger
values of β1. It remains to be understood whether this is simply due to a larger
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Figure 2.3: The average inverse participation ratio 〈I〉 of the near-zero modes as
a function of λ. The lattice size is 164. The real modes are left out.
number of localized states or the states themselves are more localized. Therefore,
the probability distribution of I is shown in Fig. 2.4 for those eigenvectors with
0 < |Imλ| ≤ 0.05. In this |Imλ| range the curves in Fig. 2.3 depend on β1
significantly. The curves are normalized such that their integral over I is 1. The
distribution for β1 = 8.10 exhibits a maximum which is shifted to larger values
of I compared to the curves for larger β1. This shows that the modes themselves
are more localized for smaller values of β1.
A second signature deduced from the instanton model is the chirality of the
low lying eigenmodes. To quantify this, we consider the pseudoscalar density
p5(x) = ψ
+(x)γ5ψ(x) which is defined in Eq. (2.11). This density should have a
negative sign near an instanton peak and a positive sign near an anti-instanton
peak.
Analogously to the inverse participation ratio of Eq. (2.14), the pseudoscalar
inverse participation ratio is defined by
I5 = V
∑
x
p5(x)
2 . (2.18)
This is a measure for the localization of the pseudoscalar density p5(x) in the
same way as I is for p(x). For a single (anti)-instanton, I5 is equal to the in-
verse participation ratio I, because p(x) = |p5(x)| for these configurations, see
Eq. (2.13). According to the definitions Eqs. (2.10) and (2.11)
|p5(x)| ≤ p(x) (2.19)
where we have used the definition of γ5 from Eq. (A.4). For the inverse partici-
pation ratios this translates to
I5 ≤ I . (2.20)
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Figure 2.4: The distribution of the inverse participation ratio for modes with
0 < |Imλ| ≤ 0.05. The lattice size is 164.
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Figure 2.5: The ratio of the pseudoscalar density to the scalar density I5/I as a
function of Imλ. The data is shown in physical units on the 164 lattices.
If we consider an ensemble of instantons and anti-instantons which are well
separated, p(x) and |p5(x)| are much the same over the whole volume and thus
I ≈ I5. As these (anti)-instantons start to overlap, p5 undergoes several changes
of sign in places where p(x) is far from zero; I5 will be significantly smaller than
I. For modes close to the origin, where we expect well defined (anti)-instantons,
the ratio I5/I should be close to 1 and it should decrease for larger imaginary
parts of the eigenvalue.
The result for this observable is shown in Fig. 2.5 as a function of Imλ.
The expected decrease of the ratio 〈I5/I〉 as |Imλ| grows is observed. This
supports the instanton model as it combines the two properties of instantons:
the localization and the chirality of the excitations. The dependence on |Imλ| is
rather similar for all three values of the gauge coupling β1.
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2.2.4 Local chirality
In the previous subsection, we have analyzed global observables to measure the
localization and chirality of the low lying eigenmodes of the Dirac operator. Now
we employ a local observable to test the coincidence of high density and chirality.
It was proposed by Horva´th et al. in [HIMT02] and induced a series of studies
[DH02, HLN+02, EH02, B+02]. The scalar and pseudoscalar densities p(x) and
p5(x) are defined with a 1 and a γ5 in Dirac space. Now the densities with positive
and negative chirality p+(x) and p−(x) are formed with the projectors on positive
and negative chirality
P± =
1
2
(1± γ5) . (2.21)
Using these projectors, we get the densities p±(x) as
p±(x) =
∑
d,d′,c
ψ(x, d, c)∗(P±)d,d′ψ(x, d′, c) . (2.22)
We already discussed that for a classical instanton the corresponding eigen-
mode has negative chirality and p(x) = −p5(x); for an anti-instanton p(x) =
p5(x). Thus for an instanton p+(x) = 0 whereas for an anti-instanton p−(x) = 0.
The ratio p+(x)/p−(x) is consequently expected to be zero for an instanton. For
an anti-instanton this ratio should be ∞ everywhere. Horva´th et al. now pro-
posed to map this ratio onto the interval [−1, 1] using the arctangent. They
defined the local chirality variable X(x) as
X(x) =
4
pi
arctan
(√
p+(x)
p−(x)
)
− 1 . (2.23)
For a single (anti)-instanton this variable X should be ±1. The instanton model
thus predicts a double peak structure with peaks near ±1 for the distribution of
X.
Using this variable, the chirality of the sites with the highest scalar density is
probed. For the near-zero modes the procedure is as follows. One chooses cuts
on the scalar density p(x) such that on average a certain percentage of the sites
has larger p(x). X(x) is computed for each configuration on the sites with p(x)
larger than this cut. We compute the distribution of X for different intervals of
|Imλ|. In order to compare this distribution for the different bins, we normalize
it such that the integral is equal to 1.
We binned |Imλ| in steps of 0.01. For each of these bins the distribution of
X(x) is computed for the 1%, 6.25% and 12.5% of the sites with the highest p(x).
Because quantum fluctuations have a larger impact on sites with a lower density,
the signal is expected to be stronger for a smaller percentage of the sites. On the
other hand, the packing fraction of most instanton models is considerably larger
than 1% (see, e.g., [DPW96]). In order to get a significant check of the instanton
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Figure 2.6: The local chirality for the near-zero modes. The lattice size is 164
with β1 = 8.10 on the left and β1 = 8.45 on the right. The distribution is
binned in |Imλ| and normalized to 1 for each |Imλ| bin individually. The three
plots correspond to three different cuts in the number of points considered in the
analysis. The 1% of all lattice points with the largest p(x) are considered in the
top plot. For the middle plot this cut is 6.25% and 12.5% for the lower plot.
predictions, it is thus necessary that the result remains valid for a larger fraction
of the volume.
We use this procedure to compute the X distributions for β1 = 8.10 and
β1 = 8.45, which are shown in Fig. 2.6. In the top plot on average 1% of the
sites with the largest p(x) are used. For the modes closest to the origin, we see
a clear double peak structure as predicted by the instanton model. The exactly
real modes are left out. As |Imλ| grows, these peaks become less pronounced but
are still clearly visible. The middle and the lower plot show the results for 6.25%
and 12.5% of the points considered. Again, the peaks are well defined close to
|Imλ| = 0 and the double peak structure stays intact for the modes farther up in
the spectrum. In other words the chiral characteristics of the modes is best for
near-zero modes. The larger the imaginary part of the eigenvalue, i.e., the more
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the mode turns into a bulk mode, the more it loses its chiral properties.
In Fig. 2.6 on the right, the distribution is shown for β1 = 8.45. The gross
features are the same as for β1 = 8.10. Because we computed the same number
of eigenmodes for both values β1 but the density close to the origin is larger for
larger β1 (see Fig. 2.2), the |Imλ| bins now extend to |Imλ| = 0.15 instead of
|Imλ| = 0.10 for β1 = 8.10. If we compare the results for the two values of
β1, we observe that the double peak structure is more pronounced for the larger
β1 = 8.45 than for β1 = 8.10. This can be understood as due to the stronger
suppression of quantum fluctuations for larger values of β1.
2.2.5 Conclusion
In this section, we have confronted the predictions of the instanton model for
the low lying eigenmodes of the Dirac operator with a realistic lattice simulation.
In particular, we have studied their localization, the chirality and the interplay
of these two properties. First, we have shown that the density of eigenvalues is
non-vanishing near the origin up to a microscopic gap which can be understood
in random matrix theory.
Using the inverse participation ratio we have studied the localization of the
eigenmodes. We found the localization to be largest for the smallest values of
|Imλ|, whereas it decreases for larger values. The probability distribution of I
has shown that it gets more likely to find a localized state for smaller β1. The
ratio between I5 and the inverse participation ratio I has proven to be quite stable
under quantum fluctuations. Its deviation from 1 measures the deviation from
pure, separated instanton states. We found that the larger |Imλ| the smaller this
is ratio, again in agreement with the ideas from the instanton picture.
Finally, we considered the local chirality variable X(x) which measures the
chirality on a particular site. We showed that density and chirality are correlated.
The chirality again has proven to be strongest in the vicinity of the origin. On
the other hand, even for fractions of the lattice of the order of the usual instanton
packing fraction, the peaks of the density turned out to be chiral.
To summarize, all predictions made by the instanton model could be repro-
duced by our Monte-Carlo simulation. However, we do not claim that these
observables can provide any positive evidence for the validity of instanton model.
The relevant excitations could in principle be of completely different origin. It
will be a topic of future studies to find quantities that are more sensitive to the
specific properties of instantons.
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2.3 Topological excitations at finite temperature
Up to now we have studied QCD at zero temperature. If the temperature is in-
creased, QCD is believed to lose two of its major characteristics. Chiral symmetry
is restored and the theory no longer confines. Both phenomena are intrinsically
non-perturbative and subject of intensive lattice studies. These suggest that both
phase transitions happen at the same critical temperature Tc. In the preceding
section we have studied the mechanism of chiral symmetry breaking below Tc.
One of the purposes of this section is to look at the same observables while cross-
ing the phase boundary. We present here results that are already published in
Refs. [GGR+01a]. For a study of the topological susceptibility across the phase
transition see Ref. [GHS02b].
2.3.1 Finite temperature field theory
In the continuum the partition function for a quantum field theory at finite
temperature is given by
Z =
∫
[DU ][dψ¯][dψ] exp(−
∫ βT
0
dt
∫
d3xL[ψ¯, ψ, U ]) (2.24)
with βT the parameter that is connected to the temperature T by
βT =
1
T
. (2.25)
The Boltzmann constant kB is set to 1. The subscript T is introduced to avoid
confusing this β with the various parameters of the gauge action. Thus formally
one converts a quantum field theory to a thermal quantum field theory by re-
stricting the time integral to the finite extent [0, βT ] and using periodic boundary
conditions for the bosonic fields and anti-periodic boundary conditions for the
fermionic fields.1
1For a single bosonic field φ this is is easily understood taking into account that the transition
amplitude (with H the Hamiltonian of the theory) is given by
〈φ(x1, t1)|φ(x2, t2)〉 = 〈φ1|e−H(t1−t2)|φ2〉 = N
∫
[dφ]e−S (2.26)
with S =
∫ t1
t2
dt
∫
d3xL the action and L the corresponding Lagrangian. The path integral is
defined in this case over paths with φ(x1, t1) = φ1 and φ(x2, t2) = φ2. The partition function
is, thus, given by the following path integral
Z = tr e−βH =
∫
dφ〈φ|e−βH |φ〉 = N
∫
[dφ]e−S (2.27)
if one identifies β = t1−t2. Thus, the (bosonic) fields have to obey periodic boundary conditions
φ(x, β) = φ(x, 0), see, e.g., [Das97] for further information.
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Aµ(x, t = 0) = Aµ(xt = βT )
ψ¯(x, t = 0) = −ψ¯(x, t = βT )
ψ(x, t = 0) = −ψ(x, t = βT )
(2.28)
On the lattice the temperature is thus given by the time extent of the lattice Lt
1
T
= βT =
1
Lt a
. (2.29)
The continuum limit of such a theory on the lattice is then given by keeping the
product Lta fixed while taking a to zero.
To study the chiral and the deconfinement phase transitions we need appro-
priate order parameters. For the chiral phase transition the non-vanishing value
of the chiral condensate indicates the breaking of chiral symmetry
〈ψ¯ψ〉 6= 0 . (2.30)
For the deconfinement phase transition this is the expectation value of the Polya-
kov loop Lx [Pol78, SY82]. On the lattice for a quenched theory it is the product
of the link variables along a path in the time direction.
Lx = tr
{
Lt∏
x1=4
U(x, x4)µ=4
}
(2.31)
A remarkable property of the SU(N) gauge actions is an additional Z(N) symme-
try which is dynamically broken above the deconfinement phase transition. Z(N)
is the center of the SU(N) group. The center C of a group G is the subgroup of
elements which commute with all elements of the G.
C = {z ∈ G|zgz−1 = g for all g ∈ G} (2.32)
To be specific for the group SU(3) the center Z(3) is represented by
{13,13 exp(−2i
3
pi),13 exp(
2i
3
pi)} . (2.33)
The Z(3) transformation of the link variables Uµ is defined on all time-like links
originating from a common timelike hyperplane. For a fixed x4 we have
U(x, x4)µ=4 −→ zU(x, x4)µ=4 , z ∈ Z(3) . (2.34)
The breaking of this symmetry is manifest in the expectation value of the
Polyakov loop Lx. Obviously, it transforms under z ∈ Z(3) as
Lx −→ tr z
3
Lx . (2.35)
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Figure 2.7: The Polyakov loop in the complex plane. The x-axis is the real part
the y-axis the imaginary part of the Polyakov loop. Each point is L on one of
800 configurations on a 6 × 163 lattice. For β1 = 8.10 the system is well below
Tc. The other plots show the emerging of the three disjoint Z(3) sectors.
Therefore it is clear that a non-zero value of
〈L〉 = 〈 1
V3
∑
x
Lx〉 (2.36)
indicates the breaking of the Z(3) symmetry. However, the expectation value of
the Polyakov loop is zero in the confining phase in the quenched approximation
only. The fermion part of the action explicitly breaks the Z(3) symmetry. In the
presence of dynamical quarks, thus, the Polyakov loop has a non-vanishing value
in both phases.
To get an idea of how the Polyakov loop behaves consider Fig. 2.7. There
the Polyakov loop for four values of the gauge coupling is plotted. Each of the
points represents its value on one of 800 gauge configurations on a 6×163 lattice.
The values of β1 of 8.10, 8.20, 8.30, and 8.45 correspond for this lattice size to a
temperature of 263 MeV, 286 MeV, 313 MeV, and 346 MeV, respectively. The
critical temperature Tc is about 300 MeV. Below Tc, in the confined phase, the
Polyakov loop scatters around the origin. Approaching the critical temperature
leads to the formation of three different branches, which are still connected by
a finite density at the origin. Above the phase transition at β1 = 8.30 the three
Z(3) sectors split. The density at the origin decreases sharply. At the highest
temperature the density at the origin is almost zero and we have three well
separated clusters.
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β1 = 8.10 β1 = 8.20 β1 = 8.30 β1 = 8.45
a 0.125(1) fm 0.115(1) fm 0.105(1) fm 0.095(1) fm
6× 123 1200 — — 1200
6× 163 800 800 800 800
6× 203 400 — — 400
Table 2.2: The statistics for our gauge field ensembles together with the lattice
spacing a.
While purely gluonic observables like the Polyakov loop show the Z(3) symme-
try in their spectrum, fermionic observables may behave differently in the three
sectors. This is due to the fact that the fermionic action is not invariant under the
Z(3) symmetry transformation defined in Eq. (2.34). In the following, we refer
to the real sector for configurations with a Polyakov loop in the right sector with
an almost vanishing imaginary part. The combined sectors with phases ≈ ±2pi/3
are called the complex sector.
2.3.2 Technical details
The results are obtained on an ensemble of quenched gauge configurations gener-
ated with the Lu¨scher-Weisz gauge action that is discussed in Section 1.4.2. We
use lattices with 6× 123, 6× 163 and 6× 203 sites and simulate at four different
values of the gauge coupling parameter β1 = 8.10, 8.20, 8.30, and 8.45 such that
half of these ensembles are below the critical temperature and half above. A
detailed overview of the statistics can be found in Table 2.2. For the fermions we
use the chirally improved Dirac operator, see Section 1.6.5 for details.
As in Section 2.2 the eigenvalues λ and eigenvectors ψ of the Dirac operator
Dψ = λψ are obtained with the implicitly restarted Arnoldi algorithm. For
each gauge configuration we compute the 50 eigenvalues closest to the origin
with respect to their modulus. One has to keep in mind that for the different
volumina the Dirac operator has a different density of eigenvalues in lattice units.
For a fixed β1, i.e. fixed lattice spacing, a larger volume means a larger density
of eigenvalues near the origin. In the chirally symmetric phase for β1 = 8.10 the
largest eigenvalue has an imaginary part of approximately 0.3 on the 6×123 lattice
while it reaches only ≈ 0.14 on the 6 × 203 lattice. As some of the observables
are sensitive to this cut-off, we will cut the data at a common physical value, i.e.,
by |Imλ| < 0.14 in these cases.
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Figure 2.8: Examples for spectra of the Dirac operator. We show the 50 eigen-
values closest to the origin, represented by circles. All spectra are for 6 × 203
lattices. On the left hand side we plot the eigenvalues λ in the complex plane
for β1 = 8.10 (chirally broken phase). The two plots on the right hand side show
spectra at β1 = 8.45 (chirally symmetric phase, no gap) for a gauge configuration
with the Polyakov loop in the real sector (large gap) as well as for a configuration
with complex Polyakov loop (small gap). The full curve in the plots indicates the
Ginsparg-Wilson circle.
2.3.3 The spectrum of the Dirac operator
The Banks-Casher formula Eq. (2.1) relates the density of eigenvalues near the
origin to the chiral condensate. Below the critical temperature Tc we are in the
chirally broken phase, so the spectrum should show a non-vanishing density of
eigenvalues ρ(λ) reaching to the origin. Above the phase transition a gap is
expected such that the density vanishes in a certain interval around the origin
λ = 0.
In Fig. 2.8 examples of such spectra are shown. On the left we see the spec-
trum on a configuration below the critical temperature. There is no gap at the
origin. According to the Banks-Casher relation this implies a non-vanishing chi-
ral condensate. On the right, two spectra in the deconfined phase are shown.
The central plot results from a configuration with a Polyakov loop in the real
sector. The very right plot is a spectrum in the complex sector. In both plots
the formation of a gap is clearly visible. These are typical spectra in the sense
that the gap in the real sector is about twice as big as in the complex sector.
To get a more quantitative picture of the change of the spectrum at the phase
transition we compute the density of eigenvalues below and above Tc for the real
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Figure 2.9: Histogram plots for the spectral density ρ(λ) normalized with the
inverse volume V −1 as a function of Im λ.
and the complex sector. The result for three different lattice sizes is shown in
Fig. 2.9. The density is scaled by the volume to get the relevant combination
for the Banks-Casher formula. In the top plot, we display the spectral density
below the critical temperature. It exhibits a non-vanishing density all the way
to the origin. The microscopical gap right at the origin can be understood in
random matrix theory and is discussed in Section 2.2.2. It is a finite size effect
that vanishes for V3 → ∞. The two plots for β1 = 8.45 show a result above
the phase transition. The curves again coincide for the different volumina. The
density drops to zero already at non-vanishing values of Imλ. Thus the chiral
condensate is zero. For one of the samples (6 × 163) we get a small signal quite
close to the origin. This is a fluctuation which has no physical consequences. It
does not show up for the larger lattices and will become insignificant for larger
volumes and higher statistics.
2.3.4 Localization: Qualitative Discussion
In Section 2.2 we have studied the localization properties of the near-zero modes.
We found the eigenmodes closer to the origin to be more localized and chiral as
those further away from the origin. This is in agreement with the instanton model
which describes chiral symmetry breaking by the interaction of localized, chiral
excitations called instantons. These are classical solutions of the field equations at
zero temperature. Similar solutions — the calorons— exist for finite temperature,
too. These are string like objects in time direction with corresponding localization
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Figure 2.10: The 6 x-y time-slices of the pseudoscalar density p5(x) for a zero
mode (left plot) and a configuration with an interacting caloron anti-caloron pair,
a so-called topological molecule (right plot). The data are from the β1 = 8.45
sample on the 6× 163 lattice.
properties. However, the transition between instantons and calorons is continuous
as small instantons and calorons hardly feel the effect of the limited time extend.
Therefore, as we do not want to speculate on the particular form, we will use the
term topological excitations in the following. We will study the dependence of
the localization properties of the eigenvectors of the Dirac operator, in order to
understand the roˆle of localized modes in the creation and vanishing of the chiral
condensate.
In the previous section we used the scalar density p(x) = ψ+(x)ψ(x) and
the pseudoscalar density p5(x) = ψ
+(x)γ5ψ(x), see Eqs. (2.10) and (2.11), as
measures for the localization and the chirality of the eigenvectors of the Dirac
operator. To get a visual impression of their behavior for an interacting caloron
anti-caloron pair we have taken one of our configurations and plotted in Fig. 2.10
these densities at the 6 time slices for a fixed x-y–plane of the 6× 163 lattice. In
the caloron picture the interaction of such a pair generates a near-zero mode of
the Dirac operator. A similar behavior of the eigenvectors was observed for the
staggered Dirac operator in [GRS+01].
2.3.5 Localization: Quantitative results
To get a more precise picture of the localization properties of the eigenvectors,
we again use the inverse participation ratio (IPR) I of Eq. (2.14) and the pseu-
doscalar inverse participation ratio (PIPR) I5 defined in Eq. (2.18). These give
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Figure 2.11: The inverse participation ratio as a function of |Im λ|.
global measures of the localization of an eigenvector. Larger IPR means larger
localization of the eigenvector. From the PIPR one gets information about the
chiral properties of the localized objects. For a classical instanton I and I5 are
equal. The smaller I5 is as compared to I, the less the localization is correlated
with chirality. But this is not very conclusive. Therefore, we will subsequently
use the local chirality variable X(x) defined in Eq. (2.23) to study this correlation
in a more precise way.
In Fig. 2.11 the inverse participation ratio is plotted as a function of the
imaginary part of the eigenvalue |Imλ|. In the upper plot the result below the
phase transition is shown. We get similar results as for the zero temperature
ensemble, see Fig. 2.3. The most localized states are near |Imλ| = 0. As has been
discussed previously in Section 2.2.3, this can be understood as a consequence of
a fluid of topological excitations. An isolated excitation generates a zero mode
of the Dirac operator. This is shifted to finite imaginary part as several of them
start to interact.
In the lower plots the function is shown in the chirally symmetric phase at β1 =
8.45. For the real sector on the left there are no eigenvalues up to |Imλ| ≈ 0.14.
Thus, we are above the phase transition where the chiral condensate vanishes.
But despite this fact the picture is similar to the chirally broken phase at β1 =
8.10. Above the gap we see, again, that the most localized states are at small
values of |Imλ|. The localization decreases for larger imaginary parts of the
eigenvalue. On the other hand, this behavior is much less visible in the complex
sector. This has been expected. The classical solutions show a much weaker
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Figure 2.12: Distribution of the inverse participation ratio below (top plot) and
above (bottom plots) the phase transition. In the high temperature phase, the
picture differs significantly for the complex and the real sector.
localization in this sector, too, see the appendix of [GGR+01a].
The probability distribution for the IPR is plotted in Fig. 2.12 below the phase
transition (top) and in the two sectors of the deconfined phase (bottom). In each
of these cases we see a tendency towards stronger localization for larger volumes
of the lattice. This is consistent with predictions made in models of topological
excitations like the instanton model. As in the previous discussion of the IPR as
a function of |Imλ|, the result for the chirally broken phase and the real sector
of the chirally symmetric phase hardly differ. However, there is a large difference
to the complex sector. There, the distribution is peaked at small values of the
inverse participation ratio. This is consistent with the picture of weakly localized
objects in this region.
To further study the dependence of topological excitations on the temperature
— that is on β1 for fixed lattice geometry — we look at the number of eigenvectors
which have an inverse participation ratio larger than some constant c. This
number will be called N(c). Analogously we define N5(c) for the pseudoscalar
inverse participation ratio. The zero modes are excluded from this analysis.
We have already discussed that the chiral condensate is built up by topological
excitations which slightly overlap. By doing so, they create small imaginary
eigenvalues of the Dirac operator. Via the Banks-Casher relation Eq. (2.1) the
density of these eigenvalues is responsible for the chiral condensate. As the chiral
condensate vanishes at the phase transition, we expect the number of localized
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Figure 2.13: Average of N(c) and N5(c) the numbers of eigenvector with I > c
and I5 > c respectively, as a function of β1. Zero modes are omitted in the
evaluation of N(c) and N5(c). We display our results from 6 × 163 lattices for
three values of the cut c.
modes to drop as β1 is increased.
The result for three different cuts c = 2.5, 5, and 10 is shown in Fig. 2.13 on
the 6 × 163 lattice for the four values of β1. We observe a decline in the real as
well in the complex sector with growing β1. The functional form of N and N5
versus β1 is similar. This supports the picture of topological objects that decrease
in density but keep their chirality.
2.3.6 Local chirality
To verify the last findings, we now have a look at the local chirality variable
X(x) of Eq. (2.23), which we already used at zero temperature in Section 2.2.4.
It maps the ratio of the density of positive chirality to the density of negative
chirality on to the interval [−1, 1]. A double peak structure in the distribution
of X is the signal for the chirality of the eigenvectors. This variable is evaluated
on the sites with a high scalar density. In this way the correlation between high
density and chirality is probed. The cuts on the density are chosen such that on
average 1%, 6.25% and 12.5% of all sites are used in the analysis.
To start, the distribution of the local chirality variable for the zero modes is
presented in Fig. 2.14. It is computed on 55 gauge configurations at β1 = 8.10
on 6× 203 lattices. The β1 = 8.45 sample consists of 55 configurations, too. This
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Figure 2.14: Local chirality for the zero modes. We present data for both sides of
the phase transition. For the chirally symmetric phase, we distinguish between
the real and the complex sector of the Polyakov loop. We use different values
for the cut-off on the percentage of supporting lattice points: 1%, represented
by filled circles, 6.25%, open squares and 12.5%, filled triangles. The data are
computed on the 6× 203 lattice.
statistics has to be split into the complex and the real sector with an approximate
2 : 1 ratio. The curves are normalized such that the integral is equal to 1. The
apparent asymmetry in the complex sector can be attributed to the low statistics.
As we can observe a clear double peak structure, the zero modes are pre-
dominantly chiral. The curves do not depend much on the percentage of lattice
points included in the analysis. The local chirality in the chirally broken phase
seems to be weaker than above the phase transition. This can be explained by
the stronger ultraviolet fluctuations for lower values of β1.
Let us now turn to the near-zero modes. The dependence of the distribution
of the local chirality on the magnitude of the imaginary part as well on the
percentage of lattice points included is shown in Fig. 2.15 on the left. The data
is from the 6 × 203 lattice with β1 = 8.10. The top plot shows the modes
with |Imλ| < c1, where c1 = 0.018 is chosen such that 20% of our eigenvectors
contribute to this bin. In the middle plot we show the distribution in the next bin
c1 ≤ |Imλ| < c2, which contains the result for 40% of the modes for c2 = 0.057.
The last 40% of the eigenvectors lead to the lower plot. Again, in each of the
plots there are three curves that originate from three different cuts on the scalar
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Figure 2.15: Local chirality for non-zero modes in the chirally symmetric phase
on the left and in the broken phase on the right. The lattice size is 6×203 in both
cases. For β1 = 8.45, we divide our data with respect to the sector of the Polyakov
loop. The left column contains the results for real 〈L〉, the right column shows
data for complex 〈L〉. We bin the eigenvectors with respect to the imaginary
parts of the corresponding eigenvalues such that the first bin (|Im λ| < c1, top
plot) shows the very near-zero modes (closest to the edge for β1 = 8.45), while the
other two bins (c1 ≤ |Im λ| < c2, middle plot and c2 ≤ |Im λ|, bottom plot) show
the local chirality for eigenvectors with eigenvalues higher up in the spectrum.
The choice of the thresholds ci is discussed in the text and different for the three
columns.
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density p(x). We see that even if the signal for the local chirality is strongest
for the near-zero modes and becomes weaker as |Imλ| grows, the local chirality
stays intact for the eigenvectors with larger |Imλ|. Furthermore, the result for
the near-zero modes closest to the origin is almost indistinguishable from the one
for the zero modes. The curves hardly depend on the p(x) cut for the modes
closest to the origin, whereas the dependence is larger for the eigenvectors higher
up in the spectrum. All this supports the assumption of a smooth transition from
the zero mode physics to the near-zero modes. Hence, the picture of a fluid of
topological objects — calorons and anti-calorons — that lose their identity the
more they overlap and simultaneously generate a higher |Imλ|, is made plausible
by these observations. For |Imλ| > c2 the highest peaks still carry chirality but
as the density gets smaller, quantum fluctuations get more and more important.
In Fig. 2.15 on the right the same plots are shown for the chirally symmetric
phase at β1 = 8.45, while the sector with real Polyakov loop can be found on the
left. The partitioning of the eigenvectors in three bins of 20%, 40%, and 40%
with respect to |Imλ| yields c1 = 0.207 and c2 = 0.230. These values differ from
the chirally broken phase due to the creation of the gap around |Imλ| = 0 which
makes the chiral condensate vanish. In the complex sector this gap is significantly
smaller and, thus, c1 = 0.081 and c2 = 0.112.
In the real sector the local chirality has vanished entirely, regardless of the
eigenvector’s imaginary part. The topological excitations do not exist in this
phase, as the chiral condensate has vanished, too.
In the complex sector only 1% of the lattice points show a local chirality. There
is no dip visible in the graphs with a higher percentage of the sites encountered.
This means that there, too, are no extended objects with a chiral character.
2.4 Summary
We investigated the mechanism of chiral symmetry breaking and its restoration
in QCD. Via the Banks-Casher relation, the density of eigenvalues of the Dirac
operator near the origin gives the chiral condensate. If this density doesn’t vanish,
chiral symmetry is broken. One explanation for the emergence of a non-zero
density is given by the interaction of instantons. Thus, we wanted to verify,
whether instantons really play a pivotal roˆle in the low lying spectrum of the
Dirac operator. As a single instanton is a localized object with a definite chirality,
we examined observables that are sensitive to localization and chirality. The main
results are:
• The density of eigenvalues extends to the origin below the critical temper-
ature Tc. Above the phase transition, we observe a gap in the spectral
density — chiral symmetry is restored.
• We looked at the inverse participation ratio I as a measure for localization.
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In the low temperature phase, the localization is largest for the eigenvalues
with the smallest imaginary part. For larger imaginary part the localization
gets smaller.
• In the high temperature phase, the eigenvalues with the smallest imaginary
parts are those directly above the edge of the gap in the spectrum. The
corresponding eigenvectors exhibit a strong localization as well, which gets
smaller the further the eigenvalue is away from this edge.
• Using the local chirality variable X, we looked into the correlation between
localization and chirality, which is predicted by the instanton model. We
found a clear correlation in the chirally broken phase which is relatively
stable for larger imaginary parts of the eigenvector. Above the phase tran-
sition, the chirality of the excitations is still observable at the very edge of
the gap. But it is diluted by quantum fluctuations of the bulk modes.
All these observations agree with a dominant roˆle of topological excitations like
the instanton or caloron. Below the phase transition these excitations are respon-
sible for the breaking of chiral symmetry. Above Tc they still can be detected in
the low lying eigenmodes but they are no longer sufficiently abundant and chiral
symmetry is restored.
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Chapter 3
Hadron Spectrum
The masses of hadrons are a subject of intensive studies in lattice QCD. This is for
two reasons. On the one hand, they can be computed to high accuracy directly
on the lattice without the need of renormalization. In particular the ratios of
different particle masses can be predicted with low theoretical uncertainty. On the
other hand, the masses of a large number of particles are known experimentally
with an almost negligible error. Hence, this field offers a perfect ground for the
comparison of theoretical predictions with experimental data.
This chapter is organized as follows. In Section 3.1 we present the technique
used to extract the masses from two-point functions of interpolating fields. Sub-
sequently, their computation on the lattice is described in Section 3.2. To get a
good overlap between the physical particle and the interpolating fields, we use
the Jacobi smearing method, which is the subject of Sec. 3.2.3. In Section 3.3
we present first results for the hadron spectrum obtained with the chirally im-
proved Dirac operator. Additional information together with a comparison to
the parameterized Fixed Point operator can be found in [G+02a].
3.1 Lattice calculation of hadron masses
Lattice QCD a priori doesn’t know anything about a spectrum of bound particles.
Therefore, we need operators which have an overlap with the hadron in question
to filter out the relevant information. We compute the energy of a hadron H(p)
with momentum p from the dependence on the time separation t of two-point
functions of the following form
〈M1(p, t)M2(p, 0)〉 (3.1)
where M1(p, t) and M2(p, t) are the interpolating fields for the hadron sink and
source on time-slice t, respectively. These are required to have a non-vanishing
overlap with the particle state H(p) in question, i.e.
〈0|M1(p, t)|H(p, t)〉 6= 0 and 〈H(p, t)|M2(p, t)|0〉 6= 0 . (3.2)
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This implies that they must have the same quantum numbers as the particle
in question, i.e. flavor structure, spin, and parity. For the pi+ (a pseudoscalar
meson) this might be, e.g.,
M1(p, t) =
∑
x
e−ixpd¯cα(x, t)(γ5)α,α′u
c
α′(x, t)
M2(p, t) =
∑
x
eixpu¯cα(x, t)(γ5)α,α′d
c
α′(x, t)
(3.3)
where x denotes the space index, α and α′ are the Dirac indices and c the color
indices. Repeated indices are summed over. u is the u-quark field and d the
d-quark field located on time-slice t.
The idea is to evaluate the dependence of the two-point function Eq. (3.1) on
the time separation t. The time evolution operator in Euclidean space-time is
exp (−tH) with H the Hamilton operator of the theory. Using it together with
the periodic boundary conditions, Eq. (3.1) becomes
〈M1(p, t)M2(p, 0)〉 = 〈M1e−tHM2e−(T−t)H〉 (3.4)
with T the time extend of the lattice. Now we use the eigenstates |i〉 of the
Hamilton operator that form a complete orthonormal set:
H|i〉 = Ei|i〉 1 =
∑
i
|i〉〈i| (3.5)
The eigenvalues Ei are the energies of the states. If they are ordered such that
E0 ≤ E1 ≤ E2 ≤ . . . , Eq. (3.4) becomes∑
i
〈i|M1e−tHM2e−(T−t)H |i〉 =
∑
i,j
〈i|M1e−tH |j〉〈j|M2e−(T−t)H |i〉
=
∑
i,j
e−tEj−(T−t)Ei〈i|M1|j〉〈j|M2|i〉 .
(3.6)
We are mainly interested in the energy of the lowest state E0 which has a non-
vanishing overlap with M . In the region where 0 ¿ t ¿ T the contributions
of higher states are exponentially suppressed. If the overlap of the interpolating
field with the hadron is sufficiently large, the sum (3.6) is dominated by terms
with either i the vacuum and j a particle state or vice versa.
〈M1(p, t)M2(p, 0)〉 0¿t¿T= e−tEH 〈0|M1|H(p)〉〈H(p)|M2|0〉
+e−(T−t)EH′ 〈H ′(p)|M1|0〉〈0|M2|H ′(p)〉+ . . .
(3.7)
Here the vacuum energy is set to zero. The omitted terms in the series are
suppressed by exp(−∆Et) with ∆E the energy difference between the ground
state and the excited state. We are left with two contributions. The first describes
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Figure 3.1: The two-point function for the pion Gpipi(t) = 〈pi(t)p¯i(0)〉 as a function
of t for four different bare quark masses. The pion source is at 0, the sink at t.
The larger the quark mass, the heavier the pion and the steeper the curves. The
dotted lines connect the points with equal quark mass to guide the eyes. The
solid lines are the result of a cosh fit to the data in the region t ∈ [6, 19]. For small
separations (t small or large) the points deviate from the single cosh behavior.
The data is taken from the β1 = 8.70, 16
3 × 32 sample (see below).
a particle traveling forward in time direction from the source to the sink. In the
second one, the particle travels around the torus backward in time to the sink.
For mesons we can choose M2 = M
+
1 such that the two have equal energy and
we get
〈M1(p, t)M2(p, 0)〉 = 2e− 12ET |〈0|M |H(p, t)〉|2 cosh(−(t− T
2
)E) + . . . (3.8)
with E the energy of the meson H(p). For states with zero spatial momentum
p = 0 the energy of the particle is equal to its mass m.
A realistic simulation for the pseudoscalar meson (pion) leads to two-point
functions as shown in Fig. 3.1. The source is at t0 = 0 and the position of the
sink varies from t = 0 to t = 31. We can clearly see the cosh behavior in the
center of the plot, where source and sink are well separated. The solid curves
are fits of Eq. (3.8) to the data in the range t ∈ [6, 25]. If the separation of the
sink and the source is small, we can see a deviation from the leading cosh. This
is due to the contributions of excited states with the same quantum numbers as
the pion. It is easy to show that the next contribution in Eq. (3.8) is another
cosh[−(t− T
2
)m′] with positive prefactor (m′ is the mass of the excited state).
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3.2 Computation of fermionic matrix elements
on the lattice
3.2.1 Mesons
In the previous section we described how to extract the masses of hadrons from
two-point correlation functions of interpolating fields
〈M(p, t)M¯(p, 0)〉 . (3.9)
The interpolating fields have in the case of the mesons the following generic form
M(p, t) =
∑
x
e−ixpΓαα′Fff ′ψ¯f,cα (x, t)ψ
f ′,c
α′ (x, t) (3.10)
M¯(t,p) =
∑
x
eixpΓ˜αα′F
+
ff ′ψ¯
f,c
α (x, t)ψ
f ′,c
α′ (x, t) . (3.11)
We are mainly interested in the positively charged pseudoscalar and vector mesons
which are identified in the light quark region with the pi+ and the ρ+. For both
of them the flavor structure is given by
F =
(
0 1
0 0
)
. (3.12)
We take Γ = Γ˜ = γ5 for the pion, the corresponding interpolating field will be
abbreviated P or pi. The ρ is a vector meson and the three vector components
are generated by Γ = Γ˜ = γi with i = 2, 3, 4. Note that for these two
M+(p, t) = M¯(p, t) . (3.13)
The task that remains is, thus, the computation of correlators of the following
type
〈ψ¯f1, c1α1 (x)ψf2, c2α2 (x)ψ¯f3, c3α3 (y)ψf4, c4α4 (y)〉 (3.14)
with fi the flavor, ci the color and αi the Dirac indices.
Using the general formula Eq. (1.67) we can evaluate the n-point function of
Eq. (3.14), again introducing multi-indices a, . . . , d that collect the color, Dirac,
and flavor index.
〈
ψ¯a(w)ψb(x)ψ¯c(y)ψd(z)
〉
=
〈 δ
δJa(w)
δ
δJ¯b(x)
δ
δJc(y)
δ
δJ¯d(z)
e−
∫
d4xd4yJ¯D−1(x,y)J(y)
〉
G
∣∣∣
J=0
J¯=0
=
〈
D−1d,c(z; y)D
−1
b,a(x;w)−D−1d,a(z;w)D−1b,c (x; y)
〉
G
(3.15)
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-Figure 3.2: Graphical representation of the two contributions to the pion prop-
agator. The points symbolize the pion source and sink. The lines stand for the
full quark propagators.
From Eq. (3.15) we get the general meson two-point function〈
M(p, t)M¯(p, 0)
〉
=
∑
x,y
e−ip(x−y)trF trF+
{〈
trD,C
[
D−1(x, 0;x, 0)Γ
]
trD,C
[
D−1(y, t;y, t)Γ˜
] 〉
G
− tr (FF+)
〈
trD,C
[
ΓD−1(x, t;y, 0)Γ˜D−1(y, 0;x, t)
] 〉
G
}
(3.16)
with trD,C denoting the trace over the Dirac and color indices. In this formula,
we have two contributions visualized in Fig 3.2. On the left, the propagators
are contracted with themselves. Such contributions are very difficult to evalu-
ate. However, for the flavor non-diagonal mesons like the pi+ and the ρ+, these
contributions vanish as trF = 0. We are left with the contribution on the right.
To simplify the numerical computation of Eq. (3.16), we use the γ5-hermiticity
Eq. (1.34) of the Dirac operator which reads with all indices included
D−1(x, µ, c; y, ν, c′) = (γ5)ν,ν′D−1(y, µ′, c′;x, ν ′, c)∗(γ5)µ′,µ . (3.17)
Using this one can transform the connected contribution to Eq. (3.16) into
〈M(p, t)M¯(p, 0)〉
=−
∑
x,y
e−ip(x−y)tr (FF+)
〈
trD,C
[
ΓD−1(x, t;y, 0)Γ˜γ5D−1(x, t;y, 0)+γ5
] 〉
G
.
(3.18)
In this expression, the inverse of the Dirac operator occurs only with the argu-
ments (x, t;y, 0). Thus, we need the projections of the propagator onto quark
fields on the time-slices 0 and t. We label the source and the sink by the posi-
tion of the quark and introduce the notation S(x,t,α,c)(y, t, β, d) for a quark field
centered at x on time-slice t with Dirac and color indices α and c respectively.
These denote a vector which has itself a space-time, Dirac, and color index. It has
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support only on time-slice t. Hence, we are interested in the following product∑
y,β,d
y′,β′,d′
S(x,t,α,c)(y, t, β, d)∗D−1(y, t, β, d;y′, 0, β ′, d′)S(x
′,0,α′,c′)(y′, 0, β ′, d′) (3.19)
The input of our calculation are twelve vectors each containing a source located
at, e.g., x = 0 and one combination of the Dirac and color label. For these we
solve the following system of linear equations for T (x,0,α,c)∑
y′,t,β′,c′
D(y, 0, β, d;y′, t, β ′, d′)T (x,0,α,c)(y′, t, β ′, d′) = S(x,0,α,c)(y, 0, β, d) (3.20)
We have to fold the result of this inversion T (x,0,α,c) with the sink on time-slice t
and obtain in this way the desired component of the propagator.
3.2.2 Baryons
Baryons, e.g., the proton, have three valence quarks and half integer spin. For
the proton we take the following interpolating fields for the source B and the sink
B¯ with spatial momentum p on time-slice t [G+96b]
Bα(p, t) =
∑
x
eip·x²ijkuiα(x, t)u
j
β(x, t)Cˆβγd
k
γ(x, t) (3.21)
B¯α(p, t) =
∑
x
e−ip·x²ijkd¯iβ(x, t)Cˆβγu¯
j
γ(x, t)u¯
k
α(x, t) (3.22)
with Cˆ = Cγ5 or Cˆ = Cγ5 · 12(1+γ4) and C the charge conjugation matrix defined
in Eq. (A.9). u and d denote the quark fields of the respective flavors.
We can now compute the baryon two-point function in an analogous manner
as for the mesons. As the source consists of quark fields only and the anti-quark
fields are in the sink, we do not need the transposition trick Eq. (3.17). One gets
straightforwardly
〈B(p, t)B¯(p, 0)〉 =∑
x
∑
y
e−(x−y)·p²cde²fghCˆβγCˆρτ
1
2
[1 + γ4]δα×〈
D−1(x, t;y, 0)α,c;δ,fD−1(x, t;y, 0)β,d;τ,hD−1(x, t;y, 0)γ,e;ρ,g
−D−1(x, t;y, 0)α,c;τ,hD−1(x, t;y, 0)β,d;δ,fD−1(x, t;y, 0)γ,e;ρ,g
〉
G
(3.23)
where 〈· · · 〉G denotes, again, the average over the gauge fields. One of the sums
over the volume is trivial due to the translation invariance of the theory. The
resulting two-point function is not symmetric with respect to t → T − t, see
Fig. 3.3 for the nucleon. The mass of the nucleon can be extracted from the left
branch. The right branch corresponds to the parity partner of the nucleon, the
N∗.
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Figure 3.3: The two-point function for the nucleon. The slope of the left branch
gives the nucleon mass whereas we extract the mass of its parity partner from
the right branch (β1 = 8.35 on 16
3 × 32, m0 = 0.18).
3.2.3 Smearing of the quark fields
To get a good overlap with the physical hadron, it is not advisable to use point-
like quark sources
S(x
′,t′,α′,c′)
p (x, t, α, c) = δt,t′δx,x′δα,α′δc,c′ . (3.24)
Because physical hadrons are not point-like themselves, the suppression of excited
states is weak for a point source. A prescription to generate extended quark
fields has to respect the gauge invariance of the theory. Basically, there are two
possibilities to achieve this:
• Gauge fixing
The gauge is fixed by some concrete prescription, e.g., to Coulomb gauge.
This is a modification of the gauge fields, but the final observables do not
depend on it. As the gauge freedom is removed from the theory, gauge
transformations are no issue any longer. With a fixed gauge, frequently,
simple Gaussians are used to describe the smeared fields.
S(x
′,t′,α′,c′)(x, t, α, c) = δt,t′e
−|x−x′|2/2σ2δα,α′δc,c′ (3.25)
The width σ is chosen such that it fits well into the physical hadron.
• Smearing
Another possibility [UKQCD93, AGJ+94, B+97] is to define a kernel H
61
that generates from a localized point-source Sp as in Eq. (3.24) a smeared
quark field with the correct gauge transformation properties. This requires
the kernel to incorporate information about the gauge field U .
S(x
′,t′,α′,c′)(x, t, α, c) =
∑
x˜,α˜,c˜
H(x, α, c; x˜, α˜, c˜; t, U)S(x
′,t,α′,c′)
p (x˜, t, α˜, c˜)
(3.26)
We decided to use smearing, in particular the Jacobi method described in
Ref. [B+97]. One defines a kernel K which is diagonal in spin space and depends
on space-time and color only through the gauge fields.
K(x′, α′, c′;x, α, c) = δα′,α
4∑
µ=2
[
Uµ(x
′, t)c′,c δx′−µˆ,x + U+µ (x
′ − µˆ, t)c′,c δx′−µˆ,x
]
(3.27)
The smeared source S on a time-slice t centered at x is constructed iteratively
by applying κK on the vector.
S(t,x,α,c) =
(
N∑
n=0
κnKn
)
S(t,x,α,c)p (3.28)
The parameter κ controls the strength of the smearing in each step. The iteration
starts from a point source S
(x,t,α,c)
p . As K only connects nearest neighbor sites,
the source is broadened a bit in each iteration step. The parameter κ is chosen
such that the series does not converge. The size of the source is controlled by the
number of iterations N and measured by r, which is defined as
r2 =
∑
y y
2S(x,t,β,d)(y, t, α, c)∗S(x,t,β,d)(y, t, α, c)∑
y S
(x,t,β,d)(y, t, α, c)∗S(x,t,β,d)(y, t, α, c)
. (3.29)
We set κ = 0.21 as in [B+97] and adjust N such that ar ≈ 0.35 fm (compare with
the proton charge radius of ≈ 0.85 fm).
It is easy to see that H is hermitian. Thus, folding with the smeared sink
amounts to smearing each time-slice of the propagator T from Eq. (3.20) by the
same procedure as the source.
3.2.4 The inversion
In our applications we are interested in the physical quantities as a function of
the quark mass. The major reason is that, due to limited computer resources,
we cannot simulate at the physical value of the pion mass (which determines the
appropriate value of the bare quark mass parameter). This has several reasons.
First, the numerical cost to solve the linear system of equations
Dmt ≡ [(1− 1
2
am)D +m]t = s⇐⇒ [D + m˜]t = s˜ (3.30)
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with s the quark source and m˜ = m/(1− am/2), grows with the smallest eigen-
value ofDm. For exact Ginsparg-Wilson operators this is given by m˜. For approx-
imate solutions, the eigenvalues can fluctuate to the left of the Ginsparg-Wilson
circle and therefore limit the smallest accessible m (such that all eigenvalues have
a positive real part). Furthermore, for light quark masses, the finite lattice size
effects get more severe. Therefore, one computes the observable at several values
of m and tries to extrapolate to the chiral limit am → 0. The way in which to
perform this limit has to be decided upon for each observable individually.
The solution of the linear system of equations (3.30) is a numerically expensive
task. For a 163× 32 lattice (D+ m˜) is a N ×N matrix with N = 163 · 32 · 4 · 3 =
1572864. However, the numerical effort of the inversion is determined by the
structure of the matrix. Wilson fermions have only nearest neighbor coupling, so
the matrix is sparse and the numerical effort is relatively low. Because there is no
ultra-local solution to the Ginsparg-Wilson equation [Hor99], the numerical cost
is significantly larger for chiral fermions (however, locality ensures that the entries
decrease exponentially with growing distance). A compromise between these two
extremes is the chirally improved operator. It has support on the whole hypercube
and an additional L-shaped term. There is no entry with distance larger than√
5a.
We use a Krylov space method for the inversion, namely the Bi-Conjugate
Gradient stabilized algorithm [vdV92], which is commonly abbreviated Bi-CG-
stab. To solve the linear system of equations (3.30) for a set of quark masses
simultaneously, the so-called multi-mass solvers are employed [FNG+95, Jeg96].
These rely on the fact that all Krylov space solvers are based on multiplications of
the matrix (D+m˜) on a specific test vector vi. It costs almost no extra computer
time to compute (D + m˜)vi for several masses as it amounts only to adding mvi
to the result. The extra cost is only in some extra scalar products and in extra
memory. But as the largest portion of computer time is used in the matrix on
vector multiplications, this extra cost is negligible.
3.3 Hadron spectroscopy with the chirally im-
proved Dirac operator
In this section, first results of the chirally improved Dirac operator, which can
be compared with experimental data, are presented. We compute the masses
of the light mesons, i.e., the pseudoscalar (pion) and the vector (rho) meson for
different lattice sizes and meson momenta. The pion mass is of special interest.
Due to the Gell-Mann–Oakes–Renner relation Eq. (1.31) it should go to zero as
the quark mass vanishes. This is a crucial test for the chiral properties of a Dirac
operator. We analyze the logarithmic corrections that arise in quenched QCD,
too. Furthermore, we present results for the nucleon mass and the dispersion
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β1 = 7.90 β1 = 8.35 β1 = 8.70
a [fm] 0.148 0.102 0.078
N L [fm] N L [fm] N L [fm]
83 × 24 200 1.2 — 0.8 — 0.6
123 × 24 100 1.8 100 1.2 — 0.9
163 × 32 100 2.4 100 1.6 100 1.2
Table 3.1: Overview of the number of configurations N used for the hadron
spectroscopy. The lattice spacing a as computed from Eq. (1.27) and the resulting
spatial extend L are listed, too.
relations of the various particles. After that we study the scaling behavior of
the chirally improved operator by comparing the hadron masses for different
lattice spacings but constant physical volume. For a similar analysis with the
parameterized fixed point operator see Ref. [Hau02].
3.3.1 Technical details
We use gauge configurations generated with the Lu¨scher-Weisz action (Sec. 1.4.2)
at three different values of the gauge coupling β1 = 7.90, 8.35 and 8.70 on 8
3×24,
123 × 24 and 163 × 32 lattices. An overview of the collected statistics is given in
Table 3.1. The lattice sizes are chosen such that the diagonal elements correspond
to constant physical volume in order to study discretization effects. The columns
correspond to constant lattice spacing but different spatial extend which allows
to study finite size effects.
We use the chirally improved Dirac operator as described in Sec. 1.6.5 with
the coefficients for the different gauge couplings given in Appendix B. To study
the dependence on the quark mass parameter, we compute a set of columns of
the propagator D−1m with several values for m. This can be done easily with the
multi mass algorithm (Sec. 3.2.4).
In the next section we discuss the results of our calculations. The numerical
values are collected in Tables 3.2 to 3.7 at the end of the chapter.
3.3.2 Results
The mass of the pseudoscalar meson
We use the interpolating fields Eq. (3.3) to extract the mass of the pseudoscalar
meson. These lead to the pseudoscalar-pseudoscalar two-point function GPP . In
the region of light quarks, this particle is identified with the pion. Unfortunately,
this correlator has systematic problems for light quark masses. We get not only
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contributions from the two quarks traveling directly from the source to the sink.
There are additional contributions from quarks going around the spatial periodic
boundary conditions in a topologically non-trivial way. As a rule of thumb, on a
finite lattice with spatial extend L/a and a pion mass amPS, the product LmPS
should not be smaller than 4. This is the reason why we haven’t done simulations
for all combinations of β1 and the lattice size; the physical size of the particle has
to fit inside the box, too.
Furthermore, we get contributions from the chiral logarithms that are believed
to arise in quenched QCD. Contrary to the linear behavior of m2PS as a function
of mq predicted by the Gell-Mann–Oakes–Renner relation Eq. (1.31), there is an
additional logarithmic term in the quenched theory [Mor87, Sha90, BG92]
m2PS = 2Amq
[
1− δ (ln 2Amq
Λ2
+ 1)
]
+ 4Bm2q . (3.31)
There have been several attempts in the last years to determine the parameter
δ [JLQCD97, QCDSF00, BDET00, DDH+02b, DDH+02a, CH02, CP-PACS02,
Hau02, D+02b]. The results scatter in the range between 0.05 and 0.48. The first
results with Wilson or Kogut-Susskind quarks were in the region of 0.1, whereas
the results with quarks of better chirality led to higher values in the region of
0.2. We present our result for δ below.
A third source of trouble are finite volume effects due to zero modes of
the Dirac operator. They don’t contribute in full QCD due to the vanishing
fermion determinant. However, the contribution of these modes can be removed
[B+00, GHR01, D+02a] from the pseudoscalar-pseudoscalar two-point function
GPP (with Γ = γ5) by subtracting the scalar-scalar two-point function GSS with
Γ = 1 in Eq. (3.18)
GPP−SS = GPP −GSS . (3.32)
The effect of this is easily understood in the spectral decomposition of the prop-
agator in which Eq. (3.18) becomes for Γ = γ5
〈pi(t)p¯i(0)〉 =
〈∑
λ,λ′
ψ¯+λ (t)ψλ′(t)ψ¯
+
λ′(0)ψλ(0)
(−iλ+m)(iλ′ +m)
〉
(3.33)
with ψλ the eigenvector of the Dirac operator with eigenvalue iλ. One uses the
fact that the zero modes are eigenvectors of γ5 with eigenvalue ± 1. For λ′ = 0
its contribution to Eq. (3.33) can be rewritten as〈∑
λ
ψ¯+λ (t)γ5ψλ′(t)ψ¯
+
λ′(0)γ5ψλ(0)
(−iλ+m)(iλ′ +m)
〉
, (3.34)
which in turn is equal to its contribution to the scalar-scalar correlation function
(Γ = 1)
〈S(t)S¯(0)〉 =
〈∑
λ,λ′
ψ¯+λ (t)γ5ψλ′(t)ψ¯
+
λ′(0)γ5ψλ(0)
(−iλ+m)(iλ′ +m)
〉
. (3.35)
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Figure 3.4: The two-point function for the pion (Γ = γ5, full dots) and the
subtracted GPP−SS (open dots) of Eq. (3.32) for three different values of the
quark mass parameter am0. It is taken from the β1 = 8.70 , 16
3 × 32 sample.
The solid lines are the result of the cosh fit.
In this way, the effects of the zero modes can be removed at the cost of an
additional heavy particle visible in the short time behavior of the propagator.
However, as we use an approximate solution to the Ginsparg-Wilson equation,
the eigenvalues of γ5 are not ±1 but rather ≈ ±0.85. The cancelation is not
perfect. We attempt the subtraction and see an improvement in the chiral limit.
We remark that the subtraction is possible only for small quark masses. For
heavy quarks, the mass of the scalar and the pseudoscalar particle get closer and
the separation of the two becomes very difficult.
As an example for the propagators, we plot in Fig. 3.4 the GPP and GPP−SS
two-point functions on a 163×32 lattice with β1 = 8.70. The quark mass increases
from left to right. The effect of the of the subtraction is largest for the smallest
quark mass. As the scalar particle is heavier, we see a larger deviation from the
cosh fit for the subtracted two-point function than for the unsubtracted one.
The square of the extracted masses for β1 = 8.70 and β1 = 7.90 is shown in
Fig. 3.5. We observe that for β1 = 8.70 the PP − SS two-point function really
extrapolates linearly to 0 whereas PP bends up. Because the lattice volume is
larger for β1 = 7.90 than for 8.70 (about a factor of 2 for each side), the effect
subtraction is less pronounced.
Let us finally remark that we can simulate at values of mPS/mV down to 0.3
without facing the problem of exceptional configurations (mV is the mass of the
vector meson). This means that the spectrum of the Dirac operator is well enough
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Figure 3.5: The extracted masses for the GPP and GPP−SS for β1 = 8.70 (left)
and β1 = 7.90 (right). For the smaller volume (left) the PP correlator bends up
for r0m0 → 0. The line is a result for the fit to a mixed data set which consists
of the the PP − SS mass as long as it is smaller and r0m < 0.4. Its intercept is
compatible with 0 within the errorbar.
ordered at the origin such that we do not get zero or negative eigenvalues. For
the Wilson operator there is a significant amount of exceptional configurations
even at mPS/mV = 0.4.
The quenched chiral logarithm
The coefficient δ of the quenched chiral logarithm in Eq. (3.31) is of special
interest. Chiral perturbation theory predicts a value of ≈ 0.2 and a confirmation
from the lattice would strengthen the believe in this theory. We want to extract δ
from the dependence of the mass of the pseudo-scalar meson on the quark mass.
However, on the lattice there are several sources of systematic errors in particular
in the region of small quark masses. We have to use a proper definition of, both,
the quark mass and the pion mass such that they vanish in the same point as
predicted by Eq. (3.31).
As we only have an approximate solution of the Ginsparg-Wilson equation,
we have an additive renormalization of the bare quark mass. Therefore, we use
the bare axial-vector Ward identity (AWI) quark mass mAWI in the following. It
is defined by
2mAWI =
〈P−(0)∂tA+t (p = 0, t)〉
〈P−(0)P+(p = 0, t)〉 (3.36)
with P the pseudo-scalar density and At the time component of the axial-vector
current. The + and the − give the relevant flavor combinations, e.g., P± =
P u± iP d. The plateaus in t are very flat for this ratio and the resulting errorbars
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Figure 3.6: The mass of the pseudoscalar meson divided by quark mass mAWI as
a function of mAWI for β1 = 7.90 on the 16
3 × 32 lattice. The left plot is mPS
from the PP correlator, the right plot is form the PP −SS correlator alone. The
solid curve correspond to fits to the data plotted. For the PP data Eq. (3.31)
was fitted to the full set, for the PP − SS data we fitted to the smallest quark
masses with B ≡ 0.
are small. It is, thus, a very convenient definition of the quark mass. However,
for the physical quantity, this quark mass has to be renormalized. But we can
redefine the constants A and B in Eq. (3.31) such, that the renormalization
constants cancel.
We already discussed that the chiral limit of the mPS is spoiled by the effect of
the zero modes. In order to remove them, one can either try to mix the PP with
the PP − SS data or stick to the smallest quark masses and use the PP − SS
data alone. However, one has to keep in mind, that this is not the only finite size
effect in the region of light quarks and, thus, we should treat differences due to
the subtraction as an estimate for possible other systematic errors.
The results of the two procedures are shown in Fig. 3.6. For the PP data we
fitted Eq. (3.31) to the data and plotted the curve together with the individual
contributions (δ = 0.10, A = 3.1, B = 2.0), see Fig. 3.6. We observe that the
large logarithm is to a large extend compensated by the quadratic term. The
logarithmic and the quadratic term seem unnaturally big in the regions where
they are expected to be relevant (for small and large masses, respectively). The
situation is different for the PP − SS data set. There we fitted in the range
mAWI < 0.06 and obtained δ ≈ 0.03. However, the curve describes the data quite
well for larger quark masses. The discrepancy between the two results should
be taken as a warning. The finite size effect changes the result drastically, even
though the subtraction of the zero modes is not perfect as the eigenvalue of γ5
is not ±1. Other finite size effects, e.g., from the size of the wave function or
non-trivial winding of the quarks around the torus are not considered, yet.
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Another method to extract the δ parameter is to look at the mass of the
pseudoscalar meson mPS with quarks of different masses m1 and m2. Quenched
chiral perturbation theory predicts for this mass
m2PS,12 =A(m1 +m2)
{
1− δ[ ln 2m1A
Λ2χ
+
m2
m2 −m1 ln
m2
m1
]
+
αX
A
[
m1 ln
2m1A
Λ2χ
+m2 ln
2m2A
Λ2χ
+
m1m2
m2 −m1 ln
m2
m1
]}
+B(m1 +m2)
2 +O(m3, δ2)
(3.37)
with A, B, δ and αX a priori unknown constants. The arbitrary scale Λχ is of
the order 1 GeV. For m1 = m2 and αX = 0 this expression reduces to Eq. (3.31).
In order to remove the constants A, B and Λχ the following cross ratio y was
proposed [CP-PACS02]:
y =
2m1
m1 +m2
m2PS,12
m2PS,11
2m2
m1 +m2
m2PS,12
m2PS,22
. (3.38)
For small δ, αX and small quark masses this is expected to behave like
y = 1 + δx+ αXz +O(m2, δ2) (3.39)
with
x = 2 +
m1 +m2
m1 −m2 ln
(
m2
m1
)
(3.40)
z =
1
A
(
2m1m2
m2 −m1 ln
m2
m1
−m1 −m2
)
(3.41)
as long as the quark masses are not too small such that the logarithms in the
square brackets in Eq. (3.37) are not large. As z is of higher order in the quark
mass, the leading behavior of y should be linear in x with slope δ. For m1 = m2
we get x = 0. Large ratios of m1/m2 lead to values of x further away from zero.
It remains to decide, which pseudoscalar mass to use. Even though the phys-
ical volume is large, the subtraction makes a difference (O(5%)) for the small
quark masses. We follow the two preceding investigations and use the PP masses.
The resulting plot is shown in Fig. 3.7. We find a linear behavior and extract
δ ≈ 0.18(3), which is compatible with Hauswirth’s extraction [Hau02]. Further
questions arise: How can we judge the quality of the extraction this kind of plot?
What is the effect of finite size effects? In which range should we use Eq. (3.37)?
To clarify these questions, we have plotted m2PS/(m
AWI
1 +m
AWI
2 ) as a function
of (mAWI1 +m
AWI
2 ) for the complete non-diagonal data set at β1 = 7.9 in Fig. 3.8.
The first observation is that up to (mAWI1 + m
AWI
2 ) ≈ 0.1 all data points lie
on one curve; the deviations for larger quark masses are below one standard
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deviation. Thus it seems questionable that there is additional information in
the non-diagonal data compared to the mass degenerate case. Furthermore, the
conclusion for the diagonal case, i.e. that the δ is mainly a finite size effect, holds
for the non-diagonal mesons too; even though the lines in the xy-plot are straight.
All these values for δ aren’t meant to be the final answer. We have listed them
to visualize the large systematic uncertainties in the extraction for δ. We see that
the effect of the subtraction of the zero modes is large even in our largest volume.
Hence, it seems not possible to control the systematic errors, in particular those
from the effect of the zero modes and other finite size effects.
The mass of the vector meson
The lightest meson, which can be compared with the particle data book, is the
vector meson that is identified with the ρ in the limit of light quarks. It is gener-
ated by Γ = γi with i = 1, 2, 3. We extract the mass of each of the components
on jackknife subensembles, then average over the three components and calculate
the jackknife error for it. The result is given in Fig. 3.9, where the scale is set
by the Sommer parameter r0 = 0.5 fm calculated from the interpolating function
Eq. (1.27). The square of the vector mesons mass is plotted as a function of m2PS
for the three values of β1 on the 16
3 × 32 lattices. Each data set shows little
deviation from a straight line and the three sets coincide sufficiently well. A fit-
ted linear function through all points of the β1 = 7.90 sample extrapolates these
values to 830 MeV. This is 8% larger than the value in the particle data book
of 770 MeV. However one has to keep in mind the various uncertainties. On top
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of the statistical error we use the quenched approximation without a continuum
extrapolation and there is certainly an error in the value of r0 = 0.5 fm. This in
mind, the result is sufficiently accurate.
The proton and its parity partner
The dependence of the nucleon mass mN on the pseudoscalar meson mass is often
presented in a so-called APE plot. There, the ratio of the nucleon mass to the
vector meson mass is plotted as a function of (mPS/mV)
2. In this way the lattice
constant cancels and it is easy to compare the results for different β1. If the same
ratio is plotted against (mPS/mV) it is called an Edinburgh plot.
We show the APE plot for the nucleon mass mN in Fig. 3.10. The ratio
mN/mV is given for the three different values of β1 on the large lattices together
with the results on 122× 24 at β = 8.35. The experimental value is marked with
the burst at (mpi/mρ)
2 = 0.033 and mp/mρ = 1.22. The other known point is
in the heavy quark limit, where the masses of the particles are given entirely by
the quark masses. The mesons have two and the baryons three valence quarks
which leads to mPS/mV = 1 and mN/mV = 1.5. The three values of β1 suffer
from different problems, in particular at small pion masses. The small β1 has
a = 0.15 fm. Thus there might be larger discretization effects; we will turn to
this question in Sec. 3.3.3. On the other hand, the ensemble with β1 = 8.70
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2. The experimental value of 1.62 is given by the burst. The data has
been extracted on the larger lattices for all values of β1.
has a relatively small lattice. The particle hardly fits into the box and the wave
function is heavily distorted. Smaller volume leads to larger mN/mV . This can
be seen by comparing the 123 × 32 and the 163 × 32 lattices at β1 = 8.35.
It is interesting to look at the mass of the parity partner of the proton, the
N∗. Whereas the nucleon mass is given by the exponential decay for t ¿ T ,
the mass of the N ∗ is given by the slope in the region T > t À 0, see Fig. 3.3.
We have extracted the N ∗ mass on the large lattices and plotted its ratio to
the nucleon mass in Fig. 3.11. The result if given down to (mPS/mV)
2 = 0.3 as
the errors became too large for smaller values of this ratio. Nevertheless, it is
encouraging as the finer lattices show a linear behavior that extrapolates well to
the experimental point.
Dispersion relations
The relativistic energy momentum relation in the continuum reads with the speed
of light c = 1, the energy E and the rest mass of the particle m
m2 = E2 − p2 . (3.42)
A priori, it isn’t clear that this is valid on the lattice too. However, the more
continuum properties are realized at finite lattice spacing, the easier is the contin-
uum limit. The various Dirac operators perform very differently in this respect,
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three different values of the quark mass parameter. The lines are the continuum
relation Eq. (3.42) starting at p = 0. The data is from the 163 × 32 sample with
β1 = 7.90.
see [GH00] for a comprehensive analysis in two dimensions. Whereas the Perfect
Action is constructed such that Eq. (3.42) is fulfilled for all momenta in the Bril-
louin zone, the overlap operator starting from the Wilson action shows a very
poor result. We now look at the dispersion relations for the nucleon, the pseu-
doscalar and the vector meson for the chirally improved operator. On a lattice
with lattice size L the momentum can take discrete values
pµ =
2pi
L
nµ ; nµ ∈
{
−L
2
+ 1, . . . ,
L
2
}
. (3.43)
We use all combinations of momenta with |p| ≤ 4pi/L. The energies are averaged
over the different directions where possible.
The dispersion relations for the pseudoscalar and the vector meson are shown
for β1 = 7.90 and three different values of the quark mass parameter am0 in
Fig. 3.12. Within the errorbars we have a good agreement with the continuum
relations indicated by the straight lines.
Another measure for the quality of the dispersion relation is the following
quantity, which should be 1 for perfect agreement with the continuum result and
is sometimes called speed of light c
c =
E2 −m2
p2
. (3.44)
It is plotted for three bare quark masses and momentum |ap| = 2pi/L for β1 =
7.90 on the 163 × 32 lattices in Fig. 3.13. There is no statistically significant
deviation from the continuum dispersion relation.
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Figure 3.13: The speed of light for the nucleon, pseudoscalar and vector meson.
The results are slightly displaced. The parameters are β1 = 7.90 and 8.35 on
163 × 32 with |ap| = 2pi/L.
3.3.3 Scaling properties
We have already seen that the proton and the vector meson mass show relatively
small dependence on β1, i.e., the lattice spacing. To disentangle finite size and
discretization effects it is standard to look at the following kind of plot: The
mass of a hadron is computed at fixed mPS/mV ratio for which we took 0.7.
This value is plotted for fixed physical volume (L ≈ 1.2 fm) but different lattice
spacing as a function of a2/r20. A constant behavior is interpreted as good scaling
properties of the action. That this is the case for the chirally improved operator
is demonstrated in Fig. 3.14.
3.3.4 Summary
We presented first results for the hadron spectrum computed with the chirally
improved Dirac operator. We looked into the dependence of the mass of the
pseudoscalar meson squared on the quark mass. The chiral properties of the
Dirac operator turned out to be good; we are able to simulate at mPS/mV ≈ 0.3
without facing exceptional configurations. We discussed the difficulties of the
extraction of the coefficient δ of the quenched chiral logarithm. Furthermore, we
looked into the mass of the vector meson and the nucleon. We showed that the
vector meson mass in the chiral limit agrees sufficiently well with the experimental
value of the ρ mass. The proton mass, too, had the expected dependence on
the pion mass (APE plot). The results for the N ∗ are promising. Moreover,
the dispersion relations for the various particles agree well with the continuum
result. The hadron masses scale well. These findings hint on a good behavior
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Figure 3.14: The nucleon, pseudoscalar and vector meson mass formPS/mV = 0.7
and constant physical volume as a function of a2/r20. The values are constant
within statistical error which suggests good scaling behavior of the action.
in the continuum limit. We can, thus, summarize that the chirally improved
operator has proven to have good properties for the computation of hadronic
observables at small quark masses. Hence it can be used for further studies, e.g.,
of the internal structure of individual hadrons.
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am0 amPS amPPSS amV amN mPS/mV
0.020 0.257(3) 0.251(4) 0.65(2) 0.82(2) 0.39(1)
0.030 0.311(2) 0.310(3) 0.67(1) 0.87(1) 0.46(1)
0.039 0.356(2) 0.357(3) 0.684(9) 0.92(1) 0.519(9)
0.049 0.395(2) 0.398(2) 0.699(8) 0.96(1) 0.564(8)
0.058 0.431(2) 0.435(2) 0.714(7) 1.00(1) 0.603(7)
0.077 0.495(2) 0.501(2) 0.745(5) 1.07(1) 0.664(6)
0.095 0.553(2) 0.559(2) 0.774(8) 1.14(1) 0.714(7)
0.113 0.606(2) 0.613(2) 0.807(6) 1.21(1) 0.751(6)
0.148 0.702(2) 0.709(2) 0.872(4) 1.32(1) 0.805(4)
0.182 0.789(2) 0.796(2) 0.937(3) 1.43(1) 0.842(3)
Table 3.2: Hadron masses for β1 = 7.90 on the 16
3 × 32 lattice.
am0 amPS amPPSS amV amN mPS/mV
0.020 0.254(5) 0.248(6) 0.68(2) 0.79(4) 0.38(1)
0.030 0.310(3) 0.307(4) 0.69(2) 0.86(2) 0.450(9)
0.039 0.355(2) 0.354(3) 0.70(1) 0.91(2) 0.506(8)
0.049 0.395(2) 0.395(3) 0.71(1) 0.95(1) 0.555(9)
0.058 0.431(2) 0.433(2) 0.73(1) 0.99(1) 0.594(8)
0.077 0.496(2) 0.500(2) 0.76(1) 1.06(1) 0.657(8)
0.095 0.554(2) 0.559(2) 0.79(1) 1.13(1) 0.70(1)
0.113 0.607(2) 0.613(2) 0.819(9) 1.190(9) 0.740(8)
0.148 0.703(2) 0.711(2) 0.880(5) 1.307(9) 0.798(3)
0.182 0.789(2) 0.798(2) 0.943(4) 1.418(9) 0.837(3)
Table 3.3: Hadron masses for β1 = 7.90 on the 12
3 × 24 lattice.
am0 amPS amPPSS amV amN mPS/mV
0.020 0.29(3) 0.20(2) 0.60(3) 1.0(5) 0.48(7)
0.030 0.32(2) 0.28(1) 0.65(2) 0.91(9) 0.50(3)
0.039 0.36(1) 0.34(1) 0.68(2) 0.98(6) 0.54(3)
0.049 0.40(1) 0.385(9) 0.70(2) 1.03(4) 0.58(2)
0.058 0.44(1) 0.425(9) 0.72(2) 1.07(4) 0.61(2)
0.077 0.498(8) 0.497(8) 0.75(1) 1.14(3) 0.66(2)
0.095 0.556(7) 0.559(7) 0.80(1) 1.21(3) 0.70(2)
0.113 0.609(6) 0.614(6) 0.83(1) 1.27(2) 0.74(1)
0.148 0.705(5) 0.714(5) 0.881(8) 1.39(2) 0.801(8)
0.182 0.793(4) 0.803(5) 0.945(6) 1.49(1) 0.839(5)
Table 3.4: Hadron masses for β1 = 7.90 on the 8
3 × 24 lattice.
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am0 amPS amPPSS amV amN mPS/mV
0.010 0.171(5) 0.156(6) 0.47(1) 0.60(5) 0.36(1)
0.015 0.199(4) 0.193(5) 0.47(1) 0.63(2) 0.420(9)
0.020 0.224(4) 0.223(5) 0.479(9) 0.66(2) 0.468(7)
0.030 0.269(3) 0.275(4) 0.496(6) 0.71(1) 0.544(5)
0.039 0.309(3) 0.317(3) 0.513(5) 0.75(1) 0.602(3)
0.049 0.344(2) 0.355(3) 0.529(4) 0.78(1) 0.650(4)
0.058 0.376(2) 0.389(2) 0.546(3) 0.820(9) 0.689(4)
0.077 0.435(2) 0.449(2) 0.581(3) 0.888(8) 0.748(3)
0.095 0.488(1) 0.503(2) 0.615(5) 0.951(8) 0.795(7)
0.113 0.538(1) 0.552(2) 0.651(5) 1.012(7) 0.827(6)
0.148 0.628(1) 0.642(2) 0.722(4) 1.127(8) 0.871(5)
0.182 0.711(1) 0.724(2) 0.791(4) 1.237(9) 0.899(4)
Table 3.5: Hadron masses for β1 = 8.35 on the 16
3 × 32 lattice.
am0 amPS amPPSS amV amN mPS/mV
0.010 0.18(2) 0.15(2) 0.48(2) 0.6(1) 0.37(4)
0.020 0.22(1) 0.22(1) 0.49(1) 0.67(3) 0.46(2)
0.030 0.269(8) 0.275(9) 0.51(1) 0.74(3) 0.53(1)
0.039 0.308(7) 0.319(7) 0.52(1) 0.77(1) 0.59(1)
0.049 0.344(6) 0.358(5) 0.54(1) 0.81(1) 0.639(8)
0.058 0.376(6) 0.392(5) 0.55(1) 0.84(1) 0.679(8)
0.077 0.435(5) 0.453(4) 0.59(1) 0.91(1) 0.741(7)
0.095 0.488(4) 0.508(3) 0.62(1) 0.97(1) 0.793(9)
0.113 0.538(4) 0.557(3) 0.65(1) 1.02(1) 0.826(8)
0.148 0.628(4) 0.647(3) 0.720(8) 1.14(1) 0.872(6)
0.182 0.711(3) 0.729(3) 0.789(7) 1.24(1) 0.900(5)
Table 3.6: Hadron masses for β1 = 8.35 on the 12
3 × 24 lattice.
am0 amPS amPPSS amV amN mPS/mV
0.010 0.167(5) 0.149(6) 0.37(2) 0.52(4) 0.47(3)
0.020 0.210(3) 0.213(4) 0.39(1) 0.55(2) 0.56(2)
0.030 0.249(2) 0.260(3) 0.41(1) 0.60(1) 0.63(1)
0.039 0.284(2) 0.299(3) 0.423(8) 0.63(1) 0.69(1)
0.049 0.317(2) 0.333(2) 0.440(6) 0.67(1) 0.734(7)
0.058 0.346(2) 0.364(2) 0.459(5) 0.70(1) 0.767(6)
0.077 0.401(2) 0.419(2) 0.498(4) 0.76(1) 0.815(5)
0.095 0.451(2) 0.469(2) 0.533(5) 0.83(1) 0.856(3)
0.113 0.498(2) 0.515(2) 0.569(4) 0.88(1) 0.880(3)
0.148 0.585(2) 0.600(1) 0.643(3) 1.00(1) 0.913(2)
0.182 0.665(2) 0.679(1) 0.714(3) 1.11(1) 0.933(1)
Table 3.7: Hadron masses for β1 = 8.70 on the 16
3 × 32 lattice.
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Chapter 4
Hadron Structure
The explanation of the various high energy experiments, e.g., high energy lepton-
nucleon or proton-proton scattering, is a major success of QCD. From these
experiments so-called structure functions can be extracted. In the parton pic-
ture of QCD the structure functions are convolutions of perturbatively calculable
Wilson coefficients with parton distribution functions. The parton distributions
encode the information about the hadron structure. They are universal which
means that the same parton distributions can be extracted from a variety of high
energy processes. This is the statement of factorization theorems. However, the
parton distributions are not predictable in perturbation theory. This is where
lattice QCD comes into play. The moments of parton distribution functions are
related to forward matrix elements of two-fermion operators inside the hadron.
These matrix elements are calculable on the lattice.
For the nucleon these matrix elements have been examined in great detail, e.g.
[G+96b]. We extend these investigations into two directions. Firstly, we compute
moments of structure functions inside the Λ hyperon. Secondly, we look into
certain matrix elements which contribute to corrections to the standard (leading-
twist) parton picture. These are four-fermion (higher-twist) matrix elements
inside the proton. In contrast to the calculations presented in the preceding
chapters, we use clover improved Wilson fermions for the first project and Wilson
fermions for the second one. We apply the quenched approximation in both
investigations.
This chapter is organized as follows. In Section 4.1, the definitions of the
structure functions are introduced along with the formulae which connect experi-
mental data to the matrix elements calculable on the lattice. The technique used
to compute the matrix elements is described in Sec. 4.2. In Section 4.3, we look
into the structure of the Λ hyperon. After that, in Sec. 4.4, four-fermi operators
inside the proton are in the focus of our interest.
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Figure 4.1: In DIS a lepton (here an electron) with momentum k scatters off a
proton P with momentum p by exchanging a photon γ. The photon’s momen-
tum q is deeply virtual Q2 ≡ −q2 À 1 GeV2. The proton is destroyed, the
remnants are summarized by X. They are not detected. The outgoing electron
has momentum k′.
4.1 Structure Functions
In deep inelastic lepton nucleon scattering (DIS) a lepton scatters off a nucleon,
see Fig. 4.1. In the final state only the lepton is detected. The nucleon is de-
stroyed and it is summed over all final states. In this section we give the formulae
in Minkowski space and return to Euclidean space-time afterwards. More infor-
mation can be found in textbooks, e.g. [ESW96]. In the standard convention
p is the proton momentum, k and k′ are the momenta of the incoming and the
outgoing lepton, respectively. We can assume single photon exchange. Then the
exchanged photon has momentum qµ = kµ − k′µ. Furthermore, it is standard to
define the following invariants:
Q2 = −q2 x = Q
2
2p · q (4.1)
ν = p · q y = p · q
k · p (4.2)
The DIS cross section is parameterized in the target rest frame, i.e., pµ =
(mp, 0, 0, 0) with the energy E of the incoming lepton, using the proton mass
m2p = p
2 and the electromagnetic fine-structure constant αem
d2σ
dx dy
=
8pimpαemE
Q4
[(
1 + (1 + y)2
2
)
2xF1(x,Q
2)
+(1− y)(F2(x,Q2)− 2xF1(x,Q2))− mpxy
2E
F2(x,Q
2)
]
.
(4.3)
The structure functions F1(x,Q
2) and F2(x,Q
2) depend on the two invariant
scalars x and Q2. The description of their Q2 dependence is one of the major
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successes of perturbative QCD.
4.1.1 Unpolarized Scattering: Leading twist
In the deep inelastic limit Q2 →∞ with x fixed, the so-called leading twist con-
tribution F lt2 (x,Q
2) dominates (the precise meaning of this will be given below):
F2(x,Q
2) = F lt2 (x,Q
2) +O(m
2
p
Q2
) (4.4)
The leading twist structure function depends only logarithmically on Q2. A fac-
torization theorem expresses this as a convolution of Wilson coefficient functions
C2,q(x, αs(Q
2)) and C2,g(x, αs(Q
2)) (αs = g
2/(4pi) is the strong coupling constant)
and parton distribution functions qi(x,Q
2) and g(x,Q2) for the quarks and the
gluons respectively.
F lt2 (x,Q
2) = x
∑
q∈u,d,s,...
e2q
∫ 1
x
dξ
ξ
{[
qi(ξ,Q
2) + q¯i(ξ,Q
2)
]
C2,q(
x
ξ
, α(Q2))+
1
Nf
g(ξ,Q2)C2,g(
x
ξ
, α(Q2))
} (4.5)
with eq the electric charge of a quark with flavor q. Nf is the number of active
flavors. We have identified the factorization and renormalization scales with Q2.
In leading order, the parton distribution functions can be interpreted probabilis-
tically (up to the normalization). q(x) gives the probability of finding a quark of
flavor q with momentum xp inside the proton of momentum p.
The Wilson coefficients can be found in the perturbative next-to-next-to-
leading order (NNLO) approximation in [vNZ91, ZvN92]. The Q2 dependence of
the parton distribution functions is governed by the splitting functions Pqi,q′i . It
is given by the evolution equation
∂
∂ lnQ2
qi(Q
2) =
αs(Q
2)
2pi
∑
j
∫ 1
x
dξ
ξ
Pqi,qj(
x
ξ
, αs(Q
2))qj(ξ,Q
2) . (4.6)
This is a coupled integro-differential equation. So the parton distribution for
flavor i at scale Q1 depends on all other distributions at the scale a Q2; they
mix under evolution. The leading twist parton distributions have been extracted
from experiment. Some recent results can be found in [GRV98, MRST01, P+02].
In order to connect the parton distributions to matrix elements calculable on
the lattice, it is useful to define the following moments
〈xn−1〉f ≡
∫ 1
0
dxxn−1qf (x) . (4.7)
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The first moment (n = 1) gives the number of quarks of flavor f in the hadron,
whereas the second moment 〈x〉f gives their average momentum fraction. The
distributions are normalized in the proton such that∫ 1
0
dx [q(x)− q¯(x)] =
{
1 for q = d
2 for q = u
. (4.8)
In the framework of the operator product expansion (OPE), these moments
are given by forward matrix elements of two-quark operators O which in Min-
kowski space read
Ofµ1···µn =
(
i
2
)n−1
ψ¯fγµ1
↔
Dµ2 · · ·
↔
Dµnψ
f − traces . (4.9)
The ψf is the up (down) quark field for f = u, d.
↔
Dµ denote the covariant
derivatives acting in both directions:
↔
Dµ =
→
Dµ −
←
Dµ . (4.10)
We consider the operators of Eq. (4.9) symmetrized in the indices Of{µ1···µn},
which is indicated by {· · · }. These have twist two. The twist of an operator with
mass dimension d and spin n is defined as d − n. The fermion fields have mass
dimension 3/2, the covariant derivative 1. Symmetrization of the indices couples
the individual spins to maximal total spin. The spin of the fermions is 1/2, the
derivatives carry spin 1. So the mass dimension of Of{µ1···µn} is (n + 2) and the
spin is n. This leads to a twist of two. The (even) twist gives the order (t/2− 1)
at which an operator contributes in the expansion of F2(x,Q
2) in m2p/Q
2.
We want to consider matrix elements between nucleon states of equal spatial
momenta p. For the unpolarized scattering we sum over the spin s. To separate
the Lorentz structure from the non-perturbative information the following reduced
matrix elements v
(f)
n are defined by [G+96b]
1
2
∑
s
〈p, s|Of{µ1···µn}|p, s〉 = 2v(f)n [pµ1 · · · pµn − traces] . (4.11)
The normalization of the proton states and the spin s are chosen such that
〈p′, s′|p, s〉 = (2pi)32Epδ(p− p′)δs,s′ , s2 = −m2p . (4.12)
The reduced matrix elements in Eq. (4.11) are equal to the moments of the leading
twist parton distribution functions
〈xn−1〉f = v(f)n . (4.13)
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4.1.2 Unpolarized Scattering: Higher twist
In the previous section, the leading twist part F lt(x,Q2) of the structure function
F2(x,Q
2) has been introduced. This amounts to neglecting the 1/Q2 terms in
the full structure functions, see Eq. (4.4). It is a good approximation in the high
energy region, e.g. Q2 > 4 GeV2 and W 2 = Q2(1− x)/x > 10 GeV2 [MRST01].
For Q2 between 1 GeV2 and 4 GeV2, this approximation becomes questionable.
In the next order of the 1/Q2 expansion, we get two contributions arising from
different sources.
• twist four operators: In the operator product expansion the order in
which an operator contributes to the 1/Q2 series is given by (t − 2)/2 for
t the (even) twist of the operator. Operators of higher twist are, e.g., the
four-fermion operators we are going to compute in Sec. 4.4
ψ¯γ{µψψ¯γν}ψ . (4.14)
• target mass corrections: In the leading twist approximation the mass
of the target — the nucleon — is neglected. The correction of this effect
amounts to terms which start at order 1/Q2. It is under good control and
can be computed from the leading twist part alone [Nac73, GP76].1
However, it is much more difficult to extract the higher twist part from exper-
iment than the leading twist contribution. This comes mainly from the mixing of
a large number of operators under evolution. The coefficient functions are known
only to the leading order [LWW81, LW82]. There are no higher order results
for splitting and coefficient functions. Even if all these functions were known to
appropriate precision, the extraction would be practically impossible. One would
need extremely precise data to disentangle the power corrections, which are due
to the higher twist contributions, and the logarithmic corrections, which stem
from the evolution.
Some studies to get hold of the higher twist have been done in the past
[VM92, Ale99, Ale00, MRST98]. Our own analysis is published in Ref. [SSS01].
All of them make a specific assumption on the shape and the evolution of the
higher twist part. From this one can extract some information on the magnitude
of the higher twist effects.
To get a feeling for the different contributions, we have included Fig. 4.2
from [SSS01]. The result of an analysis trying to disentangle the logarithmic
dependence of the leading twist structure function on Q2 from the power behavior
of the higher twist part is shown. To this end we analyze BCDMS [BCDMS89]
and old SLAC data [WRD+92]. As ansatz for the structure function we use
F2(x,Q
2) = F lt,TMC2 (x,Q
2)(1 +
h(x)
Q2
) , (4.15)
1Be aware of the different definition of the structure function in [GP76].
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Figure 4.2: Fit to the structure function F2(x,Q
2). The dotted line is the leading
twist contribution. The target mass corrections have been added in the dashed
line. The higher twist effects are included in the solid line. The three figures
show the results for different precision of the Wilson coefficient function. On the
left, the NLO result has been used, in the middle plot the NNLO result. In the
right plot we show the result for additional soft gluon corrections which improve
the Wilson coefficient in the region x ∼ 1.
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where F lt,TMC2 (x,Q
2) denotes the leading twist structure function with target
mass correction included. This introduces 6 parameters, as the data is binned
into 6 x-bins (ranging from x = 0.35 to x = 0.85). Since we analyze data with
comparatively large x, we are able to use the non-singlet approximation, i.e., we
do not decompose the parton distribution into the individual flavors which is even
not possible for these data sets alone. The aim is to study the dependence of the
result on the improvement in the perturbative description of the leading twist
part. So we perform fits with this part described in NLO, NNLO, and Wilson
coefficients improved by so-called soft gluon resummations [Vog99].2 The three
resulting plots are shown in Fig. 4.2. In each plot the same data is given. The
different x-bins are separated by horizontal gaps. In the middle plot the pure
leading twist result is given by the dotted line. We see that this contribution
dominates for large Q2 and not too large x. Both, the higher twist as well
as the TMC contribution are negligible in this region. For lower Q2 the TMC
contribution becomes sizeable. This is shown by the dashed line which gives the
leading twist part with TMC included. The full result of the fit is shown in the
solid curves. The higher twist contribution is non-vanishing. It is impossible to
fit the data without the higher twist included. However, the necessity of higher
twist diminishes as the description of the leading twist part is improved. This is
shown in Fig. 4.3 where the function h(x) used in ansatz (4.15) is plotted for the
three different cases.
4.1.3 Polarized scattering
The same analysis as in the preceding sections can be performed for polarized
scattering, where the spins of the lepton and the target are known. Then the
different polarizations are not summed over but asymmetries in the cross-sections
for different lepton and target polarizations are measured. The cross-section
with the target polarization along the beam line can be parameterized by the
two structure functions g1(x,Q
2) and g2(x,Q
2). We are interested in the former.
Again, the leading twist parton distributions can be extracted, for the nucleon
see, e.g. [GRSV01]. The moments of these are given by forward matrix elements
of operators involving γσγ5. These define the reduced matrix elements a
(f)
n .
〈p, s|O5(f){σµ1···µn}|p, s〉 =
1
n+ 1
a(f)n [sσpµ1 · · · pµn + · · · − traces] (4.16)
O5(f)σµ1···µn =
(
i
2
)n
ψfγσγ5
↔
Dµ1 · · ·
↔
Dµnψ
f − traces (4.17)
2The contributions from soft gluons are terms which arise in each order of the perturbative
expansion of the Wilson coefficient and dominate for x → 1. We use the Wilson coefficient in
which these contributions are resummed and one thus expects a more precise description of the
data in this region.
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Figure 4.3: The function describing the higher twist part h(x) from Eq. (4.15).
The function values get smaller for higher precision of the perturbative input
(from the NLO approximation to the soft gluon resummed coefficient functions
in NNLO). However, a non-vanishing contribution remains.
The first moments of the parton distributions a
(f)
0 give the fraction of the spin
carried by the u and d quarks ∆u and ∆d, respectively.
a
(u)
0 = 2∆u a
(d)
0 = 2∆d (4.18)
Similar interpretations hold for the operators with more derivatives which give
higher moments of the structure functions.
A target polarization perpendicular to the beam line leads to the transversity
distributions. Analogously to the spin content the so-called tensor charge δq is
defined in Minkowski space by [JJ91]
〈p, s|ψ¯f iσµνγ5ψf |p, s〉 = 2
m
(sµpν − sνpµ)δq . (4.19)
4.1.4 Outline of the rest of the chapter
The moments of leading twist structure functions of the nucleon have been stud-
ied for a long time on the lattice in the quenched approximation (e.g. [G+96b])
and, more recently, in full QCD, e.g., [QCDSF02a, LHPC02]. Our investiga-
tions extend these efforts in two directions. First, we study the lowest moments
of leading twist structure functions in the Λ hyperon. There we emphasize in
particular the flavor symmetry breaking effects due to, both, the different wave
functions of the Λ and the proton and the different masses of the strange and
the light quarks. Second, we compute matrix elements of four-fermion opera-
tors in the nucleon which contribute to the higher twist structure functions. In
both projects we use the quenched approximation. To lay the grounds for these
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computations we first have to describe how to compute such matrix elements on
the lattice. The results for the Λ can be found in Section 4.3. These results are
already published in Refs. [QCDSF02b, QCDSF02c]. The results on four-fermi
operators inside the proton, which are published in Refs. [C+01a, G+02c, G+02d],
are reported in Section 4.4.
4.2 Computation of three-point functions
In this section, the method to get matrix elements of operators inside hadrons
from three-point functions measured on the lattice is described. From now on, the
formulae are given in Euclidean space-time again. We want to compute matrix
elements of two- and four-fermion operators. Forward means in this context that
the momentum of the bra and the ket hadron are the same. For a baryon B with
spatial momentum p, we want to measure the following matrix elements
〈B,p|O|B,p〉 . (4.20)
The general form of a two-fermion operator, using a matrix F to generate the
flavor structure and Γ for the Dirac structure, is
O = Γα,βFf,f ′ψ¯f,cα ψf
′,c
β . (4.21)
The operators in Euclidean space differ from the ones in Eqs. (4.9) and (4.17)
only by factors of i. The operators that we use in our computations are given
below. To put this operator on the lattice, we use the same trick as in the case
of the two-point functions from which we extracted the masses. We substitute
the physical hadrons by currents which have the same quantum numbers.
We take as interpolating fields for the proton Eqs. (3.21) and (3.22), which
we already used in the calculation of its mass; for the Λ see Eq. (4.36) below. We
now consider the following three-point function
CΓs(t, τ ;p,O) = Γsαβ〈Bα(p, t)O(τ)B¯β(p, 0)〉 (4.22)
with 0 < τ < t < T . Γs gives the polarization of the hadrons in the matrix
element.
Γs =
{
1
2
(1 + γ4) for the sum over the polarizations
1
2
(1 + γ4)iγ2γ5 for polarization in the 2–direction
(4.23)
We follow the same line of argument as in the case of the two-point function. We
insert complete sets of eigenstates of the Hamilton operator H and let the time
separations become large. As the time evolution operator in Euclidean space-time
is exp(−Ht) the higher states are exponentially suppressed by the difference of
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their energies. These differences are relatively large. In this way only the lowest
states contribute.
CΓs(t, τ ;p,O) = Γsαβ
∑
n〈n|Bα(p)e−(t−τ)HOe−τHB¯β(p)e−(T−t)H |n〉∑
m〈m|e−TH |m〉
(4.24)
We only keep the contributions with the lowest energy and set the vacuum energy
to zero. We get for 0¿ τ ¿ t¿ T
CΓs(t, τ ;p,O) T→∞= Γsαβe−tEp〈0|Bα(p)|B〉〈B|O|B〉〈B|B¯β(p)|0〉+ . . . (4.25)
Now we have to compare this to the corresponding hadron two-point function
CΓ˜s(t;p) which in the region 0¿ t¿ T gives
CΓ˜s(t;p) ≡Γ˜sαβ〈Bα(p, t)B¯β(p, 0)〉
0¿t¿T
= Γ˜sαβ(e
−tEB〈B|B¯β(p)|0〉〈0|Bα(p)|B〉
+ e−(T−t)EB∗ 〈B¯∗|Bα(p)|0〉〈0|B¯β(p)|B¯∗〉)
(4.26)
with Γ˜s = 1
2
(1 + γ4) and B¯∗ the parity partner of the baryon B. Let us now
consider the region where the second contribution in the two- and three-point
function is small. If we divide the three-point by the two-point function, the
exponentials as well as the overlap of the interpolating field with the physical
hadron state cancel out.
R(p,Γs,O) = CΓs(t, τ ;p,O)
CΓ˜s(t;p)
= 〈B,p|O|B,p〉 (4.27)
The ratio R is independent of t as well as of τ . So if we keep t fixed and vary
τ , we expect to have a plateau in τ for 0 < τ < t. In the region of τ > t, the
three-point function Eq. (4.25) is exponentially suppressed with respect to the
region of τ < t. Examples of plateaus in our simulation can be found in Fig. 4.6
in the next section. It is a simulation on a 163 × 32 lattice. There the source
is placed at t = 0, the sink at t = 13. The position of the operator is varied
between τ = 0 and τ = 31. The function is non-zero and almost constant where
the operator is between source and sink, whereas it vanishes otherwise.
The computation of the three-point functions themselves follows the same
lines as in Section 3.1. We now have to compute the following correlator:
〈Bα(0)O(τ)B¯β(t)〉 . (4.28)
As the source and sink have three quark fields each, we get for a two-fermi
operator the two kinds of contribution depicted in Fig. 4.4. The graph on the left
is called — for obvious reasons – connected, the one on the right disconnected.
As the disconnected graph involves some kind of pair creation, one might argue
that this is not consistent with the quenched approximation. Furthermore, it is
very hard to compute and neglected in the following.
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Figure 4.4: The two contributions to the three-point function of a two fermi
operator in a baryon. The source and the sink are on the left and right of each
graph. The operator insertion is marked as ⊗. On the left is the connected
diagram. The disconnected graph on the right hand side is frequently ignored in
the quenched approximation.
4.3 Structure of the Λ hyperon
The Λ hyperon is in the quark picture a uds state. Its mass is 1116 MeV. It is
frequently produced in high energy reactions. There have been proposals to use
the spin of a produced Λ to learn more about the nucleon spin structure [BJ93].
This is connected to the “self-analyzing decay” Λ → ppi−, which makes it easy
to measure the polarization of the Λ: The angular distribution of the proton is
given by
dNp
dΩ
∝ 1 + αP · pˆ (4.29)
with α = 0.642± 0.013, P the Λ polarization vector and pˆ the unit vector of the
proton momentum in the Λ’s rest frame.
Therefore, we need information about the Λ spin structure. In the na¨ıve SU(6)
quark model, the spin of the Λ is carried entirely by the s quark. The u and the
d quark are coupled to spin zero and isospin zero. Another possibility to gain
information about the Λ spin structure is to assume SU(3) flavor symmetry and
combine proton data with parameters from the hyperon β-decay. Perfect SU(3)F
predicts
∆sΛ =
1
3
(2∆up −∆dp + 2∆sp) ,
∆dΛ =
1
6
(∆up + 4∆dp +∆sp) .
(4.30)
This leads to a contribution of the s and s¯ quarks to the Λ’s spin of ≈ 60%. The
u, u¯ and d, d¯ quarks contribute ≈ −40%.
As the Λ decays quickly — its lifetime is τ = 2.6 · 10−10s — it is not possible
to create a target out of it. The experimental investigations are restricted to the
fragmentation of partons into a Λ.3 Roughly speaking, the correlation between
a polarized s quark and the polarization of the outgoing Λ is measured. If the s
3Fragmentation is the transition of a high energy parton into hadrons. It is a non-
perturbative effect and hard to handle. But there exist successful phenomenological models.
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quark has the same polarization as the Λ, it is interpreted as the s quark carrying
the Λ’s spin. All this is blurred by the unknown fragmentation effects and the
possible decay of other hyperons. One relevant experiment has been done with
e+e− annihilation at the Z0 pole [ALEPH96, OPAL98]. The produced Z0 can
decay into a ss¯ pair. The s quark which may fragment into a Λ has a polarization
of −0.91.
Another type of experiments is the fragmentation in polarized deep inelastic
scattering [HERMES01]. In the DIS limit, the polarization of the exchanged
photon is known. By angular momentum conservation, this implies the helicity
of the struck quark. A Λ most likely originates from the fragmentation of a
strange quark. Its polarization is again measured in the self-analyzing decay.
4.3.1 The simulation
In order to compute the first moments of the Λ structure functions, we have to
compute the matrix elements of twist two operators, see Sec. 4.1.1 and Sec. 4.1.3.
On the lattice, the choice of the operators O is a non-trivial task, because the
discretization reduces the symmetry group of (Euclidean) space-time from O(4)
to the hypercubic group H(4) ⊂ O(4). Therefore, one has to find combinations
of operators, which avoid the problem of operator mixing [MS88, G+96a]. After
renormalization, the matrix elements of these operators are expressed in terms of
the reduced matrix elements v2, a0, a1 and t0, which correspond to moments of
the parton distribution functions. We work with the operators
Ov2 =
1
2
q¯
(
γ4
↔
D4 −1
3
(
γ1
↔
D1 +γ2
↔
D2 +γ3
↔
D3
))
q , (4.31)
Oa0 = q¯γ2γ5q , (4.32)
Oa1 =
1
4
q¯
(
γ4γ5
↔
D2 +γ2γ5
↔
D4
)
q , (4.33)
Ot0 = q¯σ24γ5q . (4.34)
To compute the matrix elements of these operators, we look at the ratio of
the corresponding three- and two-point functions
R =
Γsβα〈BαOB¯β〉
Γ˜sβα〈BαB¯β〉
(4.35)
and hope to find the plateau. There are two properties which make the Λ different
from the proton, the wave function and the different quark mass of the strange
quark. As interpolating fields we use
Bα(t,p) =
∑
x
x4=t
e−ip·x²ijk siα(x)u
j
β(x) Cˆβγ d
k
γ(x)
B¯α(t,p) =
∑
x
x4=t
eip·x²ijk d¯iβ(x) Cˆβγ u¯
j
γ(x) s¯
k
α(x)
(4.36)
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with Cˆ = Cγ5. The quark fields in the interpolating fields Eq. (4.36) are smeared
with the Jacobi method, see Sec. 3.2.3, to get a good overlap with the ground
state. Furthermore, we use different quark masses for the s quarks and the light
u and d quarks. The mass of the s is in nature between 80 MeV and 155 MeV
[G+00] whereas the light quark masses are ≈ 5 MeV. Thus the physical strange
quark mass is in the range of the quark masses which we can simulate.
The results are based on ∼ 140 Wilson gauge configurations with β = 6.0 on
a 163 × 32 lattice. We use clover improved Wilson fermions, see Sec. 1.6.3, with
a non-perturbatively determined clover coefficient cSW = 1.769. To study the
flavor symmetry breaking effects, we work with nine combinations of the hopping
parameter κ, i.e., three different values κs and κd = κu for the strange and non-
strange quarks respectively. So each quark mass can have three different physical
values, which have been determined previously [Ple99]. For κ = 0.1324, 0.1333,
and 0.1342 this leads to quark masses of approximately 166 MeV, 112 MeV, and
≈ 58 MeV, respectively. We have to extrapolate in the light quark mass to the
chiral limit. But we can, thus, interpolate in the strange quark mass to get the
physical result.
To be consistent with the clover improvement, the operators have to be im-
proved too. Only then, the O(a) terms are cancelled. The improvement for, e.g.
the axial-vector, has the following form
Aimpµ = (1 + bAam)(Aµ + aca∂µP ) . (4.37)
The form is similar for the other operators. Only the improvement operators
(here ∂µP ) differ as well as the value of b. However, the coefficients of the
improvement operators are of order g2, i.e. small. We neglect these contributions
in the following and include only the factor (1+ bOam) with bO determined from
tadpole improved perturbation theory.
To get from the ratios R to the reduced matrix elements, one has to take
into account the normalization of the hadron states in Eq. (4.12). Each quark
field is multiplied by
√
2κ to get the correct continuum normalization. With the
renormalization constants Z this leads to the following formulae [G+96b, G+97]
Rv2,b = −
1
Zv2,b(1 + bv2,bam)
1
2κ
E2 + 1
3
p2
E
v2,b , (4.38)
Ra0 =
i
Za0(1 + ba0am)
1
2κ
m
2E
a0 , (4.39)
Ra1 = −
i
Za1(1 + ba1am)
1
2κ
m
4
a1 , (4.40)
Rt0 =
1
Zt0(1 + bt0am)
1
2κ
1
2
t0 . (4.41)
The renormalization constants have been calculated in a variant of tadpole im-
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proved perturbation theory [QCDSF, QCDSF02a, QCDSF02b].4
Zv2b(µ
2 = 4 GeV2, β = 6.0) =1.11106 bv2b = 1.25803 (4.42)
Za0(β = 6.0) =0.83232 ba0 = 1.27134 (4.43)
Za1(µ
2 = 4 GeV2, β = 6.0) =1.11800 ba1 = 1.24313 (4.44)
Zt0(µ
2 = 4 GeV2, β = 6.0) =0.88924 bt0 = 1.24626 (4.45)
These results are obtained, first, in renormalization group invariant form (accu-
rate to two loop perturbation theory) and then converted back to theMS-scheme
at µ2=4 GeV2, using two-loop perturbation theory for t0 and three-loop pertur-
bation theory for a1 and v2 [C
+01b]. ZMSa0 has been determined non-perturbatively
in [BGLS01], too
Za0 = 0.807(2)(8) ba0 = 1.28(3)(4) (4.46)
which deviates for our parameters by ≈ 4% from the perturbative value in
Eq. (4.43).
4.3.2 Determination of the physical κs
Whereas the critical hopping parameter κc = 0.1352 — to which the light quark
mass has to be extrapolated — has been determined previously, we have to set
the value for the strange quark κ∗s ourselves. We choose κ
∗
s such that the spectrum
of light strange hadrons is reproduced.
The lightest particle containing a strange quark is the kaon K. We compute
the square of its mass for the nine different combinations of κd and κs. The
lattice constant was determined previously via the Sommer parameter. We get
nine values for the kaon mass, see Fig. 4.5 on the left. For each κs we extrapolated
the three masses with different κd to the chiral limit. This extrapolation is done
linearly in 1/κd (the dotted lines in Fig. 4.5). This results in three values with
κd = κc. The interpolation of these values to the experimental mass of the kaon
mK = 493.7 MeV yields κ
∗
s = 0.1341.
The second particle is the Λ itself. In general, the baryon masses from
quenched simulations turn out to be too heavy, but ratios and differences have
reasonable values. We consider the ratio of the Λ mass to the proton mass. This
has the advantage that we do not need to rely on an external scale setting. So we
compute the square of the Λ mass for the nine combinations of κd and κs and di-
vide each of these by the square of the proton mass in the chiral limit, see Fig. 4.5
on the right. Again we extrapolate in 1/κd to the chiral limit and interpolate in
1/κs. The physical value of (mΛ/mp)
2 = 1.42 translates to κ∗s = 0.1342.
The two values for κ∗s are in pretty good agreement. So the final result for
the matrix elements is always closely above the smallest value for 1/κs, i.e. the
4The author is indebted to M. Go¨ckeler for the communication of the numbers.
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Figure 4.5: Left: The square of the kaon mass as a function of 1/κs. For each κs
the three measurements for the three values of κd are connected by dotted lines
and linearly extrapolated to the chiral limit in 1/κd. The resulting three values
are interpolated to match the physical kaon mass. This gives the κ∗s = 0.1341.
Right: Same for the square of the ratio mΛ/mp. The nucleon mass is taken in
the chiral limit. The κ∗s agrees with the previous result.
smallest quark mass. Let us finally discuss the flavor symmetry breaking. The
points on the diagonal κd = κs are flavor symmetric. The more the other six
points spread, the larger is the flavor symmetry breaking. For the masses this
breaking is quite large, see Fig. 4.5.
4.3.3 Results
In this section, we show results for the first two moments of the spin structure
functions, the first non-trivial moment of the unpolarized structure function, and
the tensor matrix element related to transversity. For higher moments of these
structure functions the quality of the plateaus doesn’t match our requirements.
We do not take into account the clover improvement operators as their coefficients
are small and some of them are hard to determine.
The spin content: a0
The spin content of the Λ hyperon is in the focus of our investigation. By
Eq. (4.18) it is given up to a factor of two by the reduced matrix element a0.
At first we get nine plateaus, which can be seen in Fig. 4.6. The source is at
time slice 0, the sink at t = 13. The time slice τ in which the operator is located
is varied. We determine the plateaus in a range 5 ≤ τ < 10 with a χ2 fit. The
results of this fit are shown in Fig. 4.7, the numbers can be found in Table 4.1.
For a fixed κs the three values are extrapolated linearly in 1/κd to the chiral limit
1/κc — analogous to the masses. The error of the extrapolated value is deter-
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Figure 4.6: The nine plateaus for as0. The Λ source is at 0 the sink is at t = 13.
On the x axis is the operator position τ . For τ > t the three-point function is
exponentially suppressed. Heavier quarks give better signals, i.e., for κd = κs =
0.1324 which translates to mq ≈ 170 MeV. For lighter quarks (in the upper right
corner) the errors get larger. The flavor symmetry breaking effects are small. The
grey boxes denote the 1σ band of the fitted values; the fit range is 5 ≤ τ < 10.
mined by the jackknife method, see App. C. The result is interpolated linearly
to 1/κ∗s . The error of this value is, again, a jackknife error.
For the contribution of the s and d quarks to the spin of the Λ we find using
the non-perturbative renormalization constants from Eq. (4.46)
∆d =
1
2
ad0 =− 0.02± 0.04 ∆s =
1
2
as0 = 0.68± 0.04 . (4.47)
Thus, the s quark carries most of the Λ’s spin. The light quarks carry almost
none.
In contrast to the situation for the masses, flavor symmetry works well for
this matrix element. In Fig. 4.7 we see that there is almost no deviation from
the mass diagonal elements. The different masses of the light and s quarks
have almost no impact on the spin content. To get a feeling for the result,
let us compare it to specific models. We take a value from the na¨ıve quark
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κd κs a
d
0 a
s
0 a
d
1 a
s
1
0.1324 0.1324 −0.02(1) 1.64(2) 0.014(4) 0.350(7)
0.1333 0.1324 −0.02(2) 1.65(3) 0.019(5) 0.378(9)
0.1342 0.1324 −0.05(4) 1.66(4) 0.027(7) 0.42(2)
0.1324 0.1333 −0.01(2) 1.61(3) 0.017(4) 0.321(8)
0.1333 0.1333 −0.02(3) 1.63(3) 0.024(6) 0.35(1)
0.1342 0.1333 −0.05(5) 1.63(5) 0.037(9) 0.39(2)
0.1324 0.1342 −0.00(3) 1.58(4) 0.022(6) 0.29(1)
0.1333 0.1342 −0.01(5) 1.59(6) 0.032(7) 0.32(2)
0.1342 0.1342 −0.05(7) 1.60(9) 0.051(12) 0.33(3)
κc 0.1324 −0.05(4) 1.67(5) 0.03(1) 0.45(2)
κc 0.1333 −0.05(6) 1.64(6) 0.05(1) 0.42(2)
κc 0.1342 −0.06(10) 1.61(10) 0.06(2) 0.38(3)
κc κ
∗
s −0.06(9) 1.62(9) 0.06(2) 0.39(3)
Table 4.1: Measured bare values for a0 and a1
κd κs v
d
2 v
s
2 t
d
0 t
s
0
0.1324 0.1324 0.188(2) 0.207(3) 0.02(1) 1.58(2)
0.1333 0.1324 0.179(3) 0.223(4) 0.02(1) 1.60(3)
0.1342 0.1324 0.169(5) 0.244(5) 0.04(2) 1.61(3)
0.1324 0.1333 0.194(3) 0.193(4) 0.03(1) 1.57(3)
0.1333 0.1333 0.186(4) 0.209(4) 0.03(1) 1.58(3)
0.1342 0.1333 0.177(7) 0.230(6) 0.05(3) 1.59(4)
0.1324 0.1342 0.202(3) 0.177(5) 0.03(1) 1.55(5)
0.1333 0.1342 0.195(4) 0.192(6) 0.04(2) 1.57(6)
0.1342 0.1342 0.188(9) 0.213(9) 0.08(4) 1.57(8)
κc 0.1324 0.159(7) 0.262(6) 0.04(3) 1.62(4)
κc 0.1333 0.168(8) 0.248(7) 0.06(4) 1.61(5)
κc 0.1342 0.180(11) 0.229(10) 0.08(5) 1.59(10)
κc κ
∗
s 0.178(10) 0.233(10) 0.08(5) 1.59(8)
Table 4.2: Measured bare values for v2 and t0
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Figure 4.7: The chiral extrapolation for the four moments. On the left of each
plot the result for the d quarks, on the right for the s quarks. In the top left plot
the spin contribution ∆q is shown. The symmetry breaking effects are small. In
the lower left plot we see the momentum fraction where symmetry breaking is
stronger. On the right the second moment of the polarized structure function
and the tensor charge are plotted.
model and the one computed under the assumption of SU(3) flavor symmetry
from experimental and Monte Carlo proton data. For the experimental data,
both, the full and the valence distribution are taken from Ashery and Lipkin
[AL00]. As we work in the quenched approximation, the comparison to the
valence data is natural. In hindsight, the SU(3) rotation of experimental data
has to work well for this matrix element as SU(3) breaking effects are small. The
different approaches are summarized in Table 4.3. Our result is quite close to the
experimental value for the valence distribution. This might be a consequence of
the quenched approximation where the sea quarks are explicitly neglected.
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∆d ∆s
quark model 0 1
exp. + SU(3) -0.17(3) 0.63(3)
exp. (val) + SU(3) -0.07(4) 0.73(4)
MC + SU(3) -0.16(9) 0.65(2)
this work -0.02(4) 0.68(4)
Table 4.3: Comparison of the Λ spin structure from the different approaches.
Momentum: v2
The reduced matrix element v
(f)
2 gives the first non-trivial moment of the un-
polarized structure functions. It can be interpreted as the average momentum
contribution of quarks of flavor f to a high energy Λ. From the bottom left plot
of Fig. 4.7 and Table 4.2 we learn that light and strange quarks contribute to the
momentum by the same order of magnitude. Also the dependence on the quark
mass can be understood. For fixed d quark mass the contribution of the s quark
is larger for larger quark mass. If the d quark mass is decreased, 〈x〉 increases for
the s quarks. The results for the d are analogous. Including the renormalization
constant we find
〈x〉d = vd2b = 0.20± 0.01 〈x〉s = vs2b = 0.27± 0.02 . (4.48)
Spin structure: The second moment a1
The second moment of the polarized parton distribution is given by
af1 = 2〈x∆q(x)〉f . (4.49)
The results are collected in Fig. 4.7 in the top right plot and Table 4.1. The
renormalized result at κd = κc and κs = κ
∗
s is
ad1 = 0.07± 0.02 as1 = 0.45± 0.04 . (4.50)
The tensor charge
Finally, let us present the results for the tensor charge t0 = 2δq in Fig. 4.7
(bottom, right) and Table 4.2. In the heavy quark limit it should be the same as
a0. This is confirmed by our simulation. The flavor symmetry breaking is again
tiny. The matrix element is almost independent of, both, the s and the d quark
mass. We get as final renormalized result
td0 = 0.07± 0.04 ts0 = 1.47± 0.08 . (4.51)
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4.3.4 Summary
We have computed moments of the Λ hyperon quark distribution functions. In
four of the matrix elements we had reasonably good signals, i.e., in the first and
second moment of the polarized distribution function, the second moment of the
unpolarized one and for the tensor charge. We found a good agreement of the
spin fraction carried by the light and the s quarks with phenomenological models.
But there are significant systematic uncertainties:
• The quenched approximation neglects the sea quarks. It might, therefore,
be advisable to compare our results to valence quark distributions.
• We use Wilson fermions which explicitly break chiral symmetry. The effect
of this is unknown. The clover improvement should help, but for matrix
elements it seems to be not as successful as for masses.
• The chiral extrapolation is done linearly. For small quark masses, chiral
logarithms might significantly contribute. This effect is not under control,
yet.
• The quark line disconnected contributions are neglected. One might argue
that this is consistent with the quenched approximation. But for a complete
analysis one has to solve the difficult task of computing it.
• We could not attempt a continuum extrapolation a → 0 as we simulated
only for one lattice spacing. But previous results for the proton have shown
that this uncertainty is smaller than the other systematic errors.
The main goal was to study the flavor symmetry breaking effects in the matrix
elements. Whereas these are large for the masses, the matrix elements themselves
have a much weaker dependence on the different quark masses. So one can hope
that — even in full QCD, with better fermions and better extrapolation — the
application of a flavor SU(3) rotation on the proton structure into the Λ structure
leads to reasonable estimates.
4.4 Four-quark operators on the lattice
Until now we have studied the leading twist structure functions. They are related
to matrix elements of two-fermion operators. To get further insight into the
proton structure structure, higher correlators are interesting. Here, we want to
learn more about four-fermion operators. These are of higher twist, i.e., they
contribute with 1/Q2 to the structure functions. This makes them very hard to
access experimentally. As the leading twist part of the structure function depends
logarithmically on Q2, it is difficult to disentangle it from the higher twist part,
which has a 1/Q2 dependence on top of a logarithmic one.
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On the other side, there exist phenomenological models, e.g., diquark based
models or the chiral soliton model which make predictions for these correlators.
Predictions based on large Nc arguments exist too [LPPG01]. So any further
knowledge is appreciated to check these.
Unfortunately, it is very difficult to compute these operators on the lattice.
Contrary to the leading twist case, where mixing with lower dimensional opera-
tors becomes an issue only for the higher moments, all the relevant four-fermion
operators suffer from it. On dimensional grounds these are accompanied by a
coefficient which includes a power of 1/a, which causes problems in the contin-
uum limit. This implies that the mixing is not calculable in perturbation theory.
As a first step, we circumvent this by choosing operators which cannot mix with
lower dimensional ones. These have no immediate physical applications but can
provide an indication of the magnitude of four-fermion matrix elements.
The section is organized as follows. In Section 4.4.1, we explain the problem of
mixing in more detail. Then we present the operators which are free of the mixing
with lower dimensional operators in Sec. 4.4.2. The details of the simulation are
presented in Sec. 4.4.3. We give the results for the two sets of operators in
Sections 4.4.4 and 4.4.5 and a short summary and outlook in Sec. 4.4.5.
4.4.1 Mixing
We have seen in Section 4.1 that the moments of the structure function F2(x,Q
2)
can be related to the forward matrix elements of local operators in the nucleon.
The twist of these operators gives the power with which these matrix elements
contribute in the 1/Q2 expansion of the structure function. To leading twist the
lowest moment is given by the matrix element of the operator
Oµν = i
2
ψ¯G2γµ
↔
Dνψ (4.52)
where G represents the flavor structure in question. Its contribution is quantified
— after using the Poincare´ invariance of the theory — by the reduced matrix
element A
(2)
2 , given by
〈p|O{µν} − trace|p〉 = 2A(2)2 (pµpν − trace) (4.53)
The Wilson coefficient, with which it contributes is to leading order, is given by
1+O(g2). This has now to be compared to the higher twist four-fermion operator
which we are interested in.
In particular, the twist four, spin two matrix element A
(4)
2 is given by (indices
in {. . . } are symmetrized)
1
2
∑
s
〈p, s|Ac{µν} − trace|p, s〉 ≡ 〈p|Ac{µν} − trace|p〉 = 2A(4)2 (pµpν − trace) (4.54)
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with the four-quark operator
Acµν = (ψ¯Gγµγ5t
aψ)(ψ¯Gγνγ5t
aψ) (4.55)
The operators (4.55) and (4.52) transform identically under Lorentz transfor-
mations, but (4.55) has dimension six, whereas (4.52) has only dimension four:
four-quark operators will in general mix with two-quark operators of lower di-
mension. This fact complicates the investigation of four-quark operators, because
the mixing with lower-dimensional operators cannot be calculated reliably within
perturbation theory. A non-perturbative computation in lattice QCD could pro-
ceed along the same lines as in the case of the twist three matrix element d2
[G+01]. For the time being, we do not attempt such a non-perturbative cal-
culation of the renormalization and mixing coefficients of four-quark operators.
Instead we restrict ourselves to cases where mixing with lower-dimensional oper-
ators is prohibited by flavor symmetry. The results presented presented in this
section were previously published in Refs. [C+01a, G+02d].
4.4.2 Operators
To avoid the mixing between the twist four operators and lower dimensional twist
two operators in the pion, the authors of [C+00] have used operators with isospin
I = 2. As a single quark carries isospin I = 1/2 a two-quark operator cannot
build up I = 2. Thus, mixing is prohibited by flavor symmetry. This works for
the pion as it is an isospin I = 1 particle. Because the proton has I = 1/2,
the I = 2 operator vanishes. However, we can use a similar trick if we extend
the flavor symmetry group from the SU(2)F isospin symmetry to SU(3)F, i.e., we
assume three quarks of the same mass. The flavor structure of our operator in
the OPE is now
O = (euu¯u+ edd¯d+ ess¯s)(euu¯u+ edd¯d+ ess¯s) . (4.56)
While two-quark operators transform under SU(3)F according to 3⊗3 = 1⊕8,
we have for four-quark operators: (3⊗3)⊗ (3⊗3) = 2 ·1⊕ 4 ·8⊕10⊕10⊕27.
Four-quark operators with I = 0, 1, I3 = 0, and hypercharge Y = 0 belonging
to the multiplets 10, 10, 27 do not mix with two-quark operators and do not
automatically vanish in a proton expectation value. The operators belonging to
the 27 multiplet are (giving only the flavor structure)
OI=127 =
1
10
(e2u − e2d − 2eues + 2edes)[(u¯u)(u¯u)− (d¯d)(d¯d)
− (u¯s)(s¯u)− (s¯u)(u¯s) + (d¯s)(s¯d) + (s¯d)(d¯s)
− (s¯s)(u¯u)− (u¯u)(s¯s) + (s¯s)(d¯d) + (d¯d)(s¯s)] ,
(4.57)
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OI=027 =
1
60
(e2u + e
2
d + eued − 3eues − 3edes + 3e2s)
[2(u¯u)(u¯u) + 2(d¯d)(d¯d) + (d¯d)(u¯u) + (d¯u)(u¯d)
+ (u¯d)(d¯u) + (u¯u)(d¯d)− 3(u¯s)(s¯u)− 3(s¯u)(u¯s)
− 3(d¯s)(s¯d)− 3(s¯d)(d¯s)− 3(s¯s)(u¯u)− 3(u¯u)(s¯s)
− 3(s¯s)(d¯d)− 3(d¯d)(s¯s) + 6(s¯s)(s¯s)] .
(4.58)
Inserting the values of the quark charges one finds
e2u − e2d − 2eues + 2edes = e2u + e2d + eued − 3eues − 3edes + 3e2s = 1 . (4.59)
As the operators belong to the same multiplet, the Wigner-Eckart theorem tells
us that the proton matrix elements of these two operators are proportional to
each other:
〈P |OI=027 |P 〉 =
1
2
〈P |OI=127 |P 〉 . (4.60)
Furthermore, the Wigner-Eckart theorem relates proton matrix elements to neu-
tron matrix elements. Thus our results can easily be rephrased in terms of neutron
expectation values. However, unless otherwise stated, we shall only present the
proton results. The operators of multiplets 10 and 10 read
OI=110 =(d¯d)(u¯u)− (d¯u)(u¯d) + (u¯d)(d¯u)− (u¯u)(d¯d)
+ (u¯u)(s¯s) + (d¯s)(s¯d)− (d¯d)(s¯s)− (u¯s)(s¯u)
− (s¯d)(d¯s) + (s¯u)(u¯s) + (s¯s)(d¯d)− (s¯s)(u¯u) ,
(4.61)
OI=1
10
=(d¯d)(u¯u) + (d¯u)(u¯d)− (u¯d)(d¯u)− (u¯u)(d¯d)
+ (u¯u)(s¯s)− (d¯s)(s¯d)− (d¯d)(s¯s) + (u¯s)(s¯u)
+ (s¯d)(d¯s)− (s¯u)(u¯s) + (s¯s)(d¯d)− (s¯s)(u¯u) .
(4.62)
As these are antisymmetric with respect to the interchange of the two quark–anti-
quark pairs, they do not appear in the flavor decomposition of the OPE operator
(4.56).
In Fig. 4.8, the three types of contributions to a general three-point function
in a baryon are plotted. The two graphs in the first row are the ones that give
rise to the mixing with lower dimensional two-fermion operators. However, we
have chosen the operators such that these two contributions cancel. So we are
left with the type of contribution in the lower row.
The propagator is diagonal in flavor space. As the proton is a uud state, only
some of the terms in the operators contribute to proton matrix elements, e.g., the
(d¯d)(d¯d) terms and those containing s quarks vanish. Therefore, the expectation
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Figure 4.8: The three types of contributions to the three-point function of a four-
fermion operator in a baryon. In our calculations we had an operator such that
the two contributions on top cancelled and we were left with the lower diagram.
values of the operators (4.57), (4.61), (4.62) reduce to
〈P |OI=127 |P 〉 =
1
10
〈P |(u¯u)(u¯u)|P 〉∣∣27 ,
〈P, S|OI=110 |P, S〉 = 〈P, S|(d¯d)(u¯u)− (d¯u)(u¯d) + (u¯d)(d¯u)− (u¯u)(d¯d)|P, S〉
∣∣10 ,
〈P, S|OI=1
10
|P, S〉 = 〈P, S|(d¯d)(u¯u) + (d¯u)(u¯d)− (u¯d)(d¯u)− (u¯u)(d¯d)|P, S〉∣∣10 .
(4.63)
4.4.3 Technical details
We use an ensemble of quenched configurations generated with the Wilson gauge
action at β = 6.0 on a 163 × 32 lattice. This corresponds to a lattice constant of
a = 0.093 fm or a−1 = 2.12 GeV [G+01], which is obtained under the assumption
of r0 = 0.5 fm. We don’t attempt a continuum extrapolation. But this β has
proven to give reasonable results with the errors of the other approximations
in mind. We simulate Wilson fermions at three different values of the hopping
parameter κ, which determines the quark mass. For κ = 0.1515, 0.1530, and
0.1545 we have a physical quark mass of roughly 190 MeV, 130 MeV and 90 MeV,
respectively. We extrapolated our results linearly in 1/κ to the chiral limit, i.e. to
1/κ = 1/κc = 6.3642. An example of such an extrapolation of a matrix element
is shown in Fig. 4.9. This is motivated by the perturbative relation Eq. (1.49),
i.e., that the quark mass goes linearly in 1/κ to zero as this approaches 1/κc. As
it is in general advisable to extrapolate dimensionless quantities, we divide the
matrix elements by m4p before the extrapolation.
The matrix elements are computed by the methods described in Section 4.2.
Here, we keep the position of the operator τ = 5 fixed and search for a plateau
in the time-position of the sink t, see Eq. (4.27) and the discussion afterwards.
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Figure 4.9: Chiral extrapolation of the bare proton matrix element of OI=127 for
the operator V c44 − trace (see Eq. (4.66)), divided by m4p.
The spatial momentum of the proton P is always zero. We fit the plateaus in the
interval 11 ≤ t ≤ 17. An example of the plateaus is plotted in Fig. 4.10.
The continuum proton states with momentum P and spin vector S are nor-
malized such that
〈P, S|P ′, S ′〉 = (2pi)32EP δ(P−P′)δSS′ (4.64)
In order to obtain the fields in the continuum normalization, we have to multiply
each lattice quark field by
√
2κ. To normalize the states according to Eq. (4.64)
we must multiply R by an additional factor of 2mp.
4.4.4 Operators from the 27 multiplet
The twist four contribution in the F2 structure function comes from the four-
quark operator Acµν , see Eq. (4.55). In order to access the flavor-27 component
experimentally one has to combine the structure functions of several baryons (p,
n, Λ, Σ, Ξ) in such a way as to project out the desired flavor combination, e.g.,
〈p|OI=127 |p〉 = 〈Σ+|O|Σ+〉 − 2〈Σ0|O|Σ0〉+ 〈Σ−|O|Σ−〉
= −〈Σ+|O|Σ+〉 − 〈Σ−|O|Σ−〉
−6〈Λ|O|Λ〉+ 2〈Ξ0|O|Ξ0〉+ 2〈Ξ−|O|Ξ−〉
+2〈p|O|p〉+ 2〈n|O|n〉 . (4.65)
Unfortunately, most of these terms will not be measured in the foreseeable future.
A direct comparison with data is out of question. On the other hand, they can be
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Figure 4.10: Plateau for the bare matrix element of OI=127 for the operator V c44 −
trace (see Eq. (4.66)), divided by m4p, with κ = 0.1515.
used as a testing ground for models of hadrons, taking the role of experimental
data. Note that the 27 contribution can also be isolated by studying combinations
of electromagnetic and weak structure functions [Got78].
Of course, we need to know the renormalized operators. Although, due to our
choice of the flavor-27 component, mixing with two-quark operators is absent,
different four-quark operators may still mix under renormalization. We have to
compute the matrix elements of the following operators (using the nomenclature
introduced in Ref. [C+00]):
V cµν = ψ¯Gγµt
aψ ψ¯Gγνt
aψ,
Acµν = ψ¯Gγµγ5t
aψ ψ¯Gγνγ5t
aψ,
T cµν = ψ¯Gσµρt
aψ ψ¯Gσνρt
aψ,
Vµν = ψ¯Gγµψ ψ¯Gγνψ,
Aµν = ψ¯Gγµγ5ψ ψ¯Gγνγ5ψ,
Tµν = ψ¯Gσµρψ ψ¯Gσνρψ.
(4.66)
with G the flavor matrix suitable to generate the flavor structures in Eq. (4.57),
Eq. (4.61) and Eq. (4.62).
The bare expectation values divided bym4p and extrapolated to the chiral limit
are given in Table 4.4 for the spin two components, while the traces are given in
Table 4.5. E.g. the number shown for the operator Acµν − trace in Table 4.4 is
what we obtain for 〈P | 1
10
(u¯γ4γ5t
au)(u¯γ4γ5t
au)− trace|P 〉/m4p in the chiral limit.
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operator
Ac{µν} − trace (−0.9± 0.8) · 10−4
V c{µν} − trace (−4.5± 1.0) · 10−4
T c{µν} − trace (4.9± 0.8) · 10−4
A{µν} − trace (−0.0± 1.3) · 10−4
V{µν} − trace (8.4± 1.4) · 10−4
T{µν} − trace (−4.6± 1.9) · 10−4
Table 4.4: Matrix elements of the spin two operators from the 27 multiplet,
divided by m4p and extrapolated to the chiral limit.
Dirac structure ta ⊗ ta 1⊗ 1
γ5 ⊗ γ5 (2.8± 0.7) · 10−4 (−13.4± 2.6) · 10−4
1⊗ 1 (−7.1± 1.2) · 10−4 (17.8± 2.9) · 10−4
γµγ5 ⊗ γµγ5 (17.2± 2.0) · 10−4 (−12.1± 3.9) · 10−4
γµ ⊗ γµ (−18.2± 2.2) · 10−4 (7.4± 4.0) · 10−4
σµν ⊗ σµν (−4± 7) · 10−4 (17.6± 9.6) · 10−4
Table 4.5: Matrix elements of the spin zero operators from the 27 multiplet,
divided by m4p and extrapolated to the chiral limit.
We have checked that these operators fulfill their Fierz identities.
The renormalization constants have been calculated in one-loop perturbation
theory [C+00]. The renormalized spin two piece of the operator Acµν reads[
Acµν(µ)
]ren
= Acµν −
g20
16pi2
[
(3 ln(aµ) + 46.072285)Acµν
+
(
−8
9
ln(aµ) + 0.083982
)
Vµν
+
(
−5
3
ln(aµ) + 0.157467
)
V cµν
− 1.071448 Tµν − 2.008965 T cµν
]
,
(4.67)
where g0 is the bare coupling constant (β ≡ 6/g20). The renormalization scale µ
will be identified with the inverse lattice spacing 1/a. In our simulations this has
a value of 1/a ≈ 2.12 GeV (using r0 = 0.5 fm to set the scale). In terms of the
renormalized operator the reduced matrix element A
(4)
2 is then given by
1
m2p
A
(4)
2
∣∣27,I=1 = 2
3
〈P | 1
10
(u¯γ4γ5t
au)(u¯γ4γ5t
au)− trace|P 〉
m4p
, (4.68)
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and we obtain for the lowest moment of F2 in our special flavor channel∫ 1
0
dxF2(x,Q
2)
∣∣27,I=1
Nachtmann
= −0.0005(5)m
2
pαs(Q
2)
Q2
+O(α2s) , (4.69)
where we take the Nachtmann moment [Nac73] to get rid of the target mass
corrections. The analogous result for the neutron differs from the above only by
the sign.
In the proton, the corresponding twist two contribution is about 0.14 at
Q2 = 5 GeV2. As in the pion, the twist four correction is tiny. Our result
may be compared with bag model estimates. In this model the scale for the
prefactor in Eq. (4.69) is set by B/m4p ≈ 0.0006, where B ≈ (145 MeV)4 is the
bag constant. The factor B/m4p is however multiplied by a relatively large (and
negative) number [JS81].
It is rather difficult to determine the first moment of the higher-twist con-
tribution to F2(x) experimentally. Phenomenological fits to the available data
give a positive value of about 0.005(4) GeV2/Q2 [Ale01, CHKL93]. Our matrix
element, which is due to its flavor structure only one contribution to the full
moment, is considerably smaller than this phenomenological number.
4.4.5 Operators from the 10 and 10 multiplets
Having found rather small matrix elements for our four-quark operators from the
27 one may ask if operators from the 10 or 10 of SU(3)F (although not con-
tributing to F2 in the OPE) have larger matrix elements. With the two possible
color structures which can form color singlet operators, these operators are linear
combinations of terms of the form (ψ¯GΓtaψ)( ψ¯G′ Γ′taψ) and (ψ¯GΓψ)( ψ¯G′ Γ′ψ),
respectively, where Γ and Γ′ are Dirac matrices. We have chosen the flavor ma-
trices G, G′ such that we get the following flavor structures:
(d¯d)(u¯u)− (u¯u)(d¯d) (4.70)
and
(d¯u)(u¯d)− (u¯d)(d¯u) . (4.71)
These can be combined to yield the 10 and 10 structures in Eq. (4.63).
Discrete symmetries impose restrictions on the matrix elements of these op-
erators. We have
〈P, S|O|P, S〉∗ = 〈P,−S|T POP−1T −1|P,−S〉 = 〈P, S|O†|P, S〉 (4.72)
where P is the parity and T is the time inversion operator. For the Dirac matrices
used in our computations we define sign factors s1, s
′
1, s2, and s
′
2 by
γ4Γ
†γ4 = s1Γ , γ4Γ′
†γ4 = s′1Γ
′ ,
γ4γ5CΓ
∗C−1γ5γ4 = s2Γ , γ4γ5CΓ′
∗C−1γ5γ4 = s′2Γ
′ .
(4.73)
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Here C is the charge conjugation matrix defined in Eq.(A.9). One more sign ²O
is determined by
〈P,−S|O|P,−S〉 = ²O〈P, S|O|P, S〉 . (4.74)
From Eq. (4.72) we now get for the flavor structure (4.70)
〈P, S|O|P, S〉∗ = ²Os2s′2〈P, S|O|P, S〉 = s1s′1〈P, S|O|P, S〉 (4.75)
and for the flavor structure (4.71)
〈P, S|O|P, S〉∗ = ²Os2s′2〈P, S|O|P, S〉 = −s1s′1〈P, S|O|P, S〉 . (4.76)
Thus the matrix element 〈P, S|O|P, S〉 is real if ²Os2s′2 = 1 and purely imaginary
if ²Os2s′2 = −1; the matrix element vanishes if ²Os2s′2 = −s1s′1 for the flavor
structure (4.70) or ²Os2s′2 = s1s
′
1 for the flavor structure (4.71). We have checked
that these restrictions are satisfied by our results within statistical errors. We
restrict ourselves in the following to the matrix elements which are not forced to
be zero by the above relations. Note that for a given Dirac structure at most one
of the flavor structures (4.70) and (4.71) yields a non-vanishing result.
The definite Lorentz transformation properties of our operators could be used
to define reduced matrix elements, e.g., in Minkowski space one gets
〈P, S|(d¯γµγ5d)(u¯γνγ5u)− (u¯γµγ5u)(d¯γνγ5d)|P, S〉 = A²µναβ(P αSβ − SαP β) .
(4.77)
Thus in this case the matrix element with µ = 1, ν = 2 and Sα = δα3 is equal to
the one with µ = 2, ν = 3 and Sα = δα1. This holds only on average, so in order
to increase the statistics we averaged over these matrix elements to reduce the
statistical error. The bare expectation values divided by m4p are given together
with their statistical errors in Tables 4.6 and 4.7.
The order of magnitude of the results does not differ greatly from those found
for the operators in the 27. The renormalization constants for the 10 and 10
operators are not known, but we do not expect that the renormalized operators
have much larger matrix elements than the bare ones.
4.4.6 Summary
As a first attempt to compute four-fermion operators in the nucleon we have re-
stricted ourselves to those which don’t suffer from mixing with lower dimensional
operators. Even though these matrix elements are not those which contribute to
the structure function F2(x,Q
2), they can serve as a first estimate of the order of
magnitude. The matrix elements are found to be small. This fits to the results
from a perturbative analysis of the data, where the extracted higher twist has
been reduced drastically by a better precision of the perturbative description of
the leading twist part, see Sec. 4.1.2.
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Dirac structure flavor ta ⊗ ta 1⊗ 1
1⊗ γ4 (4.70) (0.4± 0.6) · 10−3 (3.0± 1.6) · 10−3
²4αβδγαγ5 ⊗ σβδ (4.70) (−5.6± 2.8) · 10−3i (5.9± 3.6) · 10−3i
γ5 ⊗ γ4γ5 (4.71) (0.6± 0.5) · 10−3 (−3.3± 1.8) · 10−3
γα ⊗ σ4α (4.71) (−3.1± 1.2) · 10−3i (0.1± 1.9) · 10−3i
Table 4.6: Expectation values of operators with the flavor structures (4.70) and
(4.71) in an unpolarized proton, divided by m4p and extrapolated to the chiral
limit.
Dirac structure flavor ta ⊗ ta 1⊗ 1
1⊗ γ3γ5 (4.70) (−3.3± 0.6) · 10−3i (15.9± 1.6) · 10−3i
1⊗ σ21 (4.70) (−4.1± 0.6) · 10−3 (10.7± 1.8) · 10−3
γ5 ⊗ σ43 (4.70) (2.2± 0.5) · 10−3 (−4.4± 1.3) · 10−3
γ4 ⊗ γ3γ5 − γ3 ⊗ γ4γ5 (4.70) (−9.1± 0.9) · 10−3i (13.0± 2.1) · 10−3i
²3αλργα ⊗ σλρ (4.70) (42± 4) · 10−3 (−51± 5) · 10−3
γ5 ⊗ γ3 (4.71) (4.9± 0.5) · 10−3i (−15.6± 1.4) · 10−3i
γ2 ⊗ γ1 (4.71) (2.4± 0.5) · 10−3i (−5.6± 0.9) · 10−3i
γ2γ5 ⊗ γ1γ5 (4.71) (6.1± 0.8) · 10−3i (−7.6± 1.1) · 10−3i
γαγ5 ⊗ σ3α (4.71) (21.5± 1.8) · 10−3 (−19.2± 2.6) · 10−3
σ2α ⊗ σ1α (4.71) (−8.9± 1.5) · 10−3i (8.1± 1.8) · 10−3i
Table 4.7: Expectation values of operators with the flavor structures (4.70) and
(4.71) in a polarized proton (S = e3), divided by m
4
p and extrapolated to the
chiral limit.
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Figure 4.11: Renormalized four-quark matrix elements in the pion and in the
proton (in lattice units).
Thus we arrive for the nucleon at a conclusion which is similar to what has
been observed in the pion [C+00]. For a more detailed comparison we plot in
Fig. 4.11 the renormalized pion matrix elements [C+00] with the flavor structure
〈pi+|(u¯u)(u¯u) + (d¯d)(d¯d)− (u¯u)(d¯d)− (d¯d)(u¯u)
− (u¯d)(d¯u)− (d¯u)(u¯d)|pi+〉/m2PS
(4.78)
together with the corresponding renormalized matrix elements for the proton
〈p|10 ·OI=127 |p〉/m2p (in lattice units). We display the results for the spin two com-
ponents setting µ = ν = 4 (with the trace term subtracted). The normalization
of the operators is chosen such that the flavor structure (u¯u)(u¯u) appears with
the factor 1 in both cases. (Alternatively, it may be remarked that SU(3)F makes
the above pion matrix element equal to the expectation value of 10 · OI=127 in the
meson-octet analogue of the proton, the K+.) It is no great surprise that the
numbers do not show many similarities — after all, the pion and the proton are
very different particles. The largest difference seems to be in the axial-vector
operators.
We have proven that, in principle, it is possible to compute four-fermion ma-
trix elements with current computer power. But the full computation including
the mixing with lower dimensional operators will remain a challenge for lattice
QCD for the years to come.
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Chapter 5
Summary and outlook
In the course of the preceding pages, several investigations concerning the non-
perturbative structure of QCD have been presented. In the first chapter, we intro-
duced the formulations of lattice QCD used throughout the rest of the work. We
focused on the possibility to formulate chirality on the lattice, which has become
feasible only a few years ago, by using Dirac operators that solve the Ginsparg-
Wilson equation. As the exact solutions of this equation are very expensive with
respect to computer time, we decided to use an approximate solution, the chi-
rally improved Dirac operator. This allowed us to look into the mechanism of
chiral symmetry breaking below and above the phase transition in great detail.
We confirmed predictions of the standard instanton picture by examining low
lying eigenmodes of the Dirac operator. We were able to demonstrate a strong
localization of the near-zero modes together with a correlation between chirality
and density. Furthermore, we wanted to see how this picture changes across the
transition to the chirally symmetric phase. There we found signals for localized
chiral excitations and interpreted our results such, that their density is not large
enough to build up a chiral condensate.
Next we turned to hadronic observables, i.e., quantities which can be com-
pared with experimental data. First, we used the chirally improved operator to
compute the light meson masses along with the proton mass. We showed that the
spectrum and dispersion relations are reproduced satisfactorily well. The scaling
properties turned out to be good, too. This is important to know as it proves
that the operator delivers reasonable results even at finite lattice spacing and
volume. It is an indispensable requirement before one can use such an operator
in the computation of experimentally less known quantities.
In the last chapter, we used the predictive power of lattice QCD to compute
moments of structure functions inside the Λ hyperon and the nucleon. For the Λ
hyperon, we computed the first moments of the polarized and unpolarized leading
twist parton distributions. We looked in particular into flavor symmetry breaking
effects. These turned out to be much smaller than for the masses.
Finally, we computed four-fermion matrix elements inside the proton. Un-
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fortunately, the problem of operator mixing is far from being solved for such
complicated operators. We had to limit ourselves to operators that are save from
mixing with lower dimensional ones. However, these do not contribute to the
proton structure function. We were able to demonstrate the feasibility to com-
pute these operators and we hope that the results give a hint for the typical size
of these matrix elements. We found them to be small which is consistent with
our extractions from experimental data.
Until now, the results from lattice QCD do not exactly reproduce the ex-
perimental values. As we have to make several approximations due to limited
computer resources, this is not surprising. Today, we have to apply at least one
of the major approximations, namely the quenched approximation or the explicit
breaking of chiral symmetry. However, the difference between dynamical and
quenched simulations is significant only at small quark masses. We proved that
we can simulate small pion masses with an approximate solution to the Ginsparg-
Wilson equation. Using this operator in a dynamical simulation can, thus, be a
next step into the direction of a complete solution of QCD under continuum
conditions.
111
Appendix A
Definitions
Lattice QCD is formulated in Euclidean space-time. The metric tensor in Min-
kowski space gµν is therefore replaced by the Euclidean metric δµν
δµν =
{
1 µ = ν
0 µ 6= ν (A.1)
with µ, ν = 1, . . . , 4. Usually, indices that appear twice in an expression are
summed over. We use the convention that the time is in the 4 direction.
A.1 Dirac matrices
The Dirac matrices γµ (µ = 1, . . . , 4) are hermitian 4 × 4 matrices which in
Euclidean space fulfill the commutation relation
{γµ, γν} = 2δµν . (A.2)
We use for our calculations with the chirally improved Dirac operator the follow-
ing representation of the Dirac matrices
γ1 =

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
 γ2 =

0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0

γ3 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 γ4 =

0 0 0 −i
0 0 −i 0
0 i 0 0
i 0 0 0

(A.3)
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and define γ5 as
γ5 = γ1γ2γ3γ4 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 . (A.4)
Note that γ5 anticommutes with all Dirac matrices
{γ5, γµ} = 0 . (A.5)
The commutators of the Dirac matrices define the σµν matrices by
σµν = − i
2
[γµ, γν ] . (A.6)
By definition σµν is anti-symmetric in µ and ν. Thus it vanishes if µ = ν. We
are left with 6 independent σ matrices.
A basis for the 4× 4 matrices is given by the following set of 16 matrices:
{1, γµ, σµν , γ5γµ, γ5} (A.7)
To specify their symmetry these are called the scalar, vector, tensor, axial-vector
and pseudoscalar components, respectively. This leads to the following abbrevi-
ation for the set (A.7)
{S, Vµ, Tµν , Aµ, P} . (A.8)
The charge conjugation matrix C is defined by its property
CγTµC
−1 = −γµ . (A.9)
It is representation dependent and has a certain arbitrariness. We use for the
computations with the chirally improved operator
C = iγ1γ3 . (A.10)
A.2 The Gell-Mann matrices
The generators of the su(n) algebra are denoted by ta. They are hermitian n×n
matrices
tr ta = 0 , t
+
a = ta (A.11)
and fulfill the following normalization and commutation relations
tr tatb =
1
2
δab[ta, tb] = ifabctc . (A.12)
113
The structure constants fabc are completely antisymmetric in the indices and real.
The Gell-Mann matrices are usually defined as
ta =
λa
2
(A.13)
and the completeness relation reads
N2−1∑
a=1
(λa)cd(λa)ef = 2(δcfδde − 1
N
δcdδef ) . (A.14)
For N = 3 the usual representation of the N 2 − 1 generators is:
λ1 =
 0 1 01 0 0
0 0 0
 λ2 =
 0 −i 0i 0 0
0 0 0
 λ3 =
 1 0 00 −1 0
0 0 0

λ4 =
 0 0 10 0 0
1 0 0
 λ5 =
 0 0 −i0 0 0
i 0 0
 λ6 =
 0 0 00 0 1
0 1 0

λ7 =
 0 0 00 0 −i
0 i 0
 λ8 =

1√
3
0 0
0 1√
3
0
0 0 −2√
3

(A.15)
114
Appendix B
Detailed specification of the
chirally improved Dirac operator
In this appendix, we describe in more detail the terms in chirally improved Dirac
operator and give the values for the coefficients which we use for the seven en-
sembles of quenched gauge field configurations.
As has been pointed out in Section 1.6.5, the most general Dirac operator D
can be expanded in the series (1.60). Each term in this series is characterized
by three pieces: A generator of the Clifford algebra, a group of paths and a
real coefficient. The paths within a group can have different signs which are
determined by the symmetries, C, P, γ5-hermiticity and rotation invariance. The
symmetries also determine which paths are grouped together. Thus it is sufficient
to characterize a group of paths by a single generating path and all the other paths
in the group as well as their relative sign factors can be determined by applying
the symmetries.
In addition, for the vector and tensor terms appearing in our D it is sufficient
to give the paths only for one vector (tensor) since rotation invariance immedi-
ately fixes the structure for the other vector (tensor) terms. In order to describe
our D, we start with listing the three determining pieces for each term in Ta-
ble B.1. In Table B.2 we list the values of the coefficients si, vi, ti, and p1 for the
different values of the inverse gauge coupling β1 for the ensembles used in this
work.
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Clifford generator Generating path Name of coefficient
1I <> s1
1I < 1 > s2
1I < 1, 2 > s3
1I < 1, 2, 3 > s5
1I < 1, 1, 2 > s6
1I < 1, 2,−1 > s8
1I < 1, 2, 3, 4 > s10
1I < 1, 2,−1, 3 > s11
1I < 1, 2,−1,−2 > s13
γ1 < 1 > v1
γ1 < 1, 2 > v2
γ1 < 1, 2, 3 > v4
γ1 < 2, 1, 3 > v5
γ1γ2 < 1, 2 > t1
γ1γ2 < 1, 2, 3 > t2
γ1γ2 < 1, 3, 2 > t3
γ1γ2 < 1, 2,−1 > t5
γ1γ2 < 1, 2,−1,−2 > t15
γ5 < 1, 2, 3, 4 > p1
Table B.1: Description of the terms in our D.
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Appendix C
Error analysis
In lattice QCD, we usually generate N gauge configurations and measure on them
the quantities we are interested in. There are two types of quantities. First,
there are primary quantities which can be measured on a single configuration,
e.g., the expectation value of the plaquette or the Polyakov loop. Let us denote
these individual measurements by Ai with i = 1, . . . , N . Their expectation value
is given by the average A¯ over the individual measurements. The error is the
variance σ divided by
√
N − 1.
A¯ =
1
N
N∑
i=1
Ai
σ2 =
1
N
N∑
i=1
(Ai − A¯)2 = 1
N
(
N∑
i=1
A2i )− A¯2
∆A =
√
σ2
N − 1
(C.1)
These formulae hold only if there is no correlation between the different values
Ai. If the measurements are correlated, we have to include a correlation matrix
in the average.
Now we turn to the so-called secondary quantities. These are observables
which can only be determined from a set of configurations, e.g., a mass is ex-
tracted by fitting an exponential to a two-point function. This two-point function
is given by the average over the ensemble. To give the error of this quantity the
jackknife method is employed. We look at various subensembles, each of which
consists of the complete ensemble from which some consecutive configurations
have been removed. We measure our observable on each of these subensembles.
From this method we profit twofold. First we get a more stable estimate for the
central value by averaging over the results for the subensembles. The error of
this average is proportional to the variation of the single measurements.
To be more precise, we generate the jackknife subensembles from the N con-
figurations by leaving out n consecutive configurations. If n is a divisor of N , we
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get Nsub ≡ N/n subensembles. On each of them, we can measure the secondary
quantity Bi.
quantity is measured on configurations
B1 {n+ 1, n+ 2, . . . , N}
B2 {1, 2, . . . , n, 2n+ 1, 2n+ 2, . . . , N}
B3 {1, 2, . . . , 2n, 3n+ 1, 2n+ 2, . . . , N}
...
...
BNsub {1, 2, . . . , N − n}
Given these Nsub values Bi, we can define the jackknife average B¯ and the jack-
knife error ∆B are given by
B¯ =
1
Nsub
Nsub∑
i=1
Bi
∆B ≡
√√√√Nsub − 1
Nsub
Nsub∑
i=1
(Bi − B¯)2 .
(C.2)
For primary quantities these formulae reduce for n = 1 to the formulae given in
Eq. (C.1).
One studies the jackknife error for different numbers of excluded n. If there
are correlations in the observable between subsequent subsets, the jackknife error
grows with larger numbers of n. In a typical case it grows from n = 1 to n = 3
then it remains rather constant. If n gets too large and Nsub gets to small, the
error of the error becomes large. Then we do not get a reliable estimate of the
error. As a rule of thumb, we get a good estimate of the error if we choose
n = N/10. In our simulations the configurations are well enough decorrelated
such that there is no significant change in the error from n = 1 to n = 2. For
further information on resampling methods see, e.g., [Efr82].
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