Abstract. Data assimilation refers to any methodology that uses partial observational data and the dynamics of a system for estimating the model state or its parameters. We consider here a non classical approach to data assimilation based in null controllability introduced in [Puel, C. R. Math. Acad. Sci. Paris 335 (2002) [161][162][163][164][165][166] and [Puel, SIAM J. Control Optim. 48 (2009) 1089-1111] and we apply it to oceanography. More precisely, we are interested in developing this methodology to recover the unknown final state value (state value at the end of the measurement period) in a quasi-geostrophic ocean model from satellite altimeter data, which allows in fact to make better predictions of the ocean circulation. The main idea of the method is to solve several null controllability problems for the adjoint system in order to obtain projections of the final state on a reduced basis. Theoretically, we have to prove the well posedness of the involved systems associated to the method and we also need an observability property to show the existence of null controls for the adjoint system. To this aim, we use a global Carleman inequality for the associated velocity-pressure formulation of the problem which was previously proved in [Fernández-Cara et al., J. Math. Pures Appl. 83 (2004) 1501-1542. We present numerical simulations using a regularized version of this data assimilation methodology based on null controllability for elements of a reduced spectral basis. After proving the convergence of the regularized solutions, we analyze the incidence of the observatory size and noisy data in the recovery of the initial value for a quality prediction.
Introduction
A dynamical system model to approximate a physical system consists of a set of equations for each state variable of interest. In addition, we need the values of physical parameters (for example, coefficients of viscosity, diffusivity, density, etc.), forcing terms and initial and boundary conditions. In principle these values could be estimated directly from measurements. In practice, directly measuring the parameters of an ocean system is difficult because of sampling, technical and resource requirements.
The aim of data assimilation is to incorporate measured observations into a dynamical system model in order to derive accurate estimates of the current and future states of the system. Data assimilation has been extensively used in meteorology for operational weather forecasting. On the other hand, the application of data assimilation to ocean models is more recent. For a review of the status of the subject we refer to [2, 14] (see also [1, 5, 6, 30, 31] ).
One of the methodologies in use today is the variational method, based on optimal control theory, see for instance the works by Lions [18] and Marchuk [23] for general presentations. The idea of variational data assimilation is the following: we know "measurements" of the state on a time interval (0, T 0 ), T 0 > 0, and we look for the initial value at t = 0, in order to compute the state on the time interval (0, T 0 + T ). Variational data assimilation methods use optimal control theory to minimize a suitable cost function (usually weighted least square methods). This problem is known to be ill-posed but this can be partially circumvented by adding regularization terms (Tikhonov or another regularization, see [6, 8, 17, 22, 25, 26] ).
In [27] , the author introduced an approach where we do not look for the value at t = 0 in order to predict the evolution of the system in (0, T 0 + T ). Instead, we look for the value at t = T 0 , without need of the initial data at t = 0. The idea is to compute an approximation of the state during a period of time (T 0 , T 0 + T ) using measurements of the state in some space region during a time interval (0, T 0 ).
The purpose of this work is to apply this method to a simplified ocean model. Theoretically, we obtain an exact reconstruction of the state value at t = T 0 by solving null controllability problems for the adjoint system. We have to justify the existence of such exact controls and precisely derive the recovery theorem. In order to do this properly, we have to analyze the well posedness of the involved systems associated to the method and we need to prove a suitable observability property for the quasi-geostrophic system. To this aim, we use a global Carleman inequality for the corresponding velocity -pressure formulation introduced in [11] . Finally, as we use a regularization by a penalty method in order to make numerical simulations, we have to prove the convergence of the corresponding approximate recovery formula as the penalization parameter tends to zero.
The paper is organized as follows. In Section 1, we introduce the quasi-geostrophic ocean model we are considering and the data assimilation problem. We first prove, in Section 2.1, an observability inequality which is based on a global Carleman inequality for the corresponding velocity-pressure formulation of the system (2.1). In Section 2.2, we prove Theorem 1.7 which allows us to obtain an exact reconstruction of the final state. In Section 3, we give an approximate algorithm which uses a penalty method and classical optimal control auxiliary problems and we prove its convergence. Finally, in Section 4 we implement this method and present several numerical experiments using a reduced spectral basis approach. We analyze the incidence of the observatory size and noisy data in the recovery of the final state for a quality prediction. We end in Section 5 with some comments and conclusions.
The ocean model and the data assimilation problem
Let Ω be a nonempty open bounded and simply-connected subset of R 2 , with boundary Γ of class C 2 , and outwards unit normal vector ν = ν(x). Given T > 0, let us consider the linear quasi-geostrophic ocean model (see [3, 24] ) described by the following equations: where u(x, t) and p(x, t), respectively, denote the velocity and the pressure of the fluid at (x, t) = (x 1 , x 2 , t) ∈ R 2 ×R + . In this model, A H represents the horizontal eddy viscosity coefficient, γ is the bottom friction coefficient, ρ 0 is the fluid density, T is the wind stress, and (f 0 + βx 2 )k ∧ u is the Coriolis term, with k ∧ u = (−u 2 , u 1 ). We have used the β-plane approximation, with β = 2Ω 0 R −1 cosθ 0 , where Ω 0 and R are the angular velocity and radius of the Earth, respectively, andθ 0 a reference latitude.
In this paper, we will consider the above ocean model formulated in terms of the stream function ψ(x, t). Since div u = 0, u = 0 on Γ × (0, T ), and Ω is a connected subset of R, we can introduce the stream function ψ(x, t) satisfying:
and the following equations:
where the coefficients R o , s and m are the non-dimensional Rossby, Stommel and Munk numbers, respectively:
In (1.2), U denotes a typical horizontal velocity, L is a representative horizontal length scale of ocean circulation (see [3, 24] for typical values). Let T be a real positive number. For any Banach space Z, we denote by L 2 (Z) and H 1 (Z) the spaces L 2 (0, T ; Z) and H 1 (0, T ; Z), respectively. We also consider the space C 0 (Z) of continuous functions from [0, T ] into Z.
We can easily prove, by adapting the arguments of [4] to the presence of a skew-symmetric Coriolis term in the equations, the following existence result:
In fact, we can improve the regularity of the solution obtained in Proposition 1.1 (see [4] ).
Proposition 1.2. For a given
. To obtain the last result, we introduce ψ δ (x, t) = γ δ (t)ψ(x, t), where γ δ is a regular function satisfying: γ δ (0) = 0, 0 ≤ γ δ (t) ≤ 1 in (0, δ), and γ δ (t) = 1 in (δ, T ), where δ is small enough. Now, we write the corresponding problem (1.1) for ψ δ , using the fact that ψ δ (0) = 0 and Proposition 1.2, we can deduce that
, for all δ > 0. An application of data assimilation in oceanography is the insertion of the altimetry satellite data into the ocean models in order to recover streamlines. In the framework of quasi-geostrophy, the sea-surface height or dynamical topography is proportional to the stream function (ψ obs ):
where f 0 is the Coriolis parameter evaluated at reference latitudeθ 0 and g is the gravitational acceleration (see [6, 22] ).
Let us consider ocean model (1.1) where we do not impose any initial condition on ψ. We assume that we know the stream function ψ obs in a time interval (0, T 0 ), with 0 < T 0 < T , and distributed in the observation region O, which is a non-empty open subset of Ω, i.e.,
Our aim is to reconstruct the value of the state at time T 0 , i.e., ψ(T 0 ). This value will be the initial condition for the interval (T 0 , T ), where we want to predict the circulation of the ocean. From [27] , the data assimilation problem consists of determining an approximation of the state value at time T 0 from the known "measurements" of the state in O × (0, T 0 ).
For the reconstruction of ψ(T 0 ) we will introduce a control problem for the following backward adjoint system:
, let us consider the following equation:
For the existence of a solution of (1.4), we will use the transposition method introduced in [21] .
Here, θ satisfies the same regularity as in (1.1) and ·, · denotes the duality pairing between H −1 (Ω) and
where θ is the solution of (1.6).
Since θ satisfies Proposition 1.1, it follows that l(·, ·) is well-defined, and it is easy to prove that it defines a linear continuous functional on L
and (z, z 0 ) satisfies 
It remains to obtain (in a weak form) the boundary condition ∂z ∂n = 0 on Γ×(0, T 0 ) and the "initial" condition z(T 0 ) = ϕ 0 in Ω which will be in fact Δz(T 0 ) = Δϕ 0 . To this end, we consider, in the first equation in (1.4), the test function θ ∈ D(H 3 (Ω) ∩ H 2 0 (Ω)) solution of (1.6). We integrate by parts with respect to the time and the space variables, and after comparing with (1.5) we deduce the boundary condition. The initial condition can be deduced in a similar way.
We have proved that the solution of problem (1.5)-(1.6) satisfies (1.4). Conversely, if we multiply (1.4) by the solution of (1.6), after integration by parts, we obtain (1.5), and the equivalence of both problems.
, and δ > 0, small enough, the solution of (1.4) satisfies
. This can be obtained easily studying the regularity of z δ = γ δ z, where γ δ is a regular function such that
Now, we present the main result which gives us an exact reconstruction of Δψ(T 0 ).
Theorem 1.7. For any non empty
We then have, for any unknown
Moreover, there exists a positive constant C depending on Ω, O and T 0 such that 
2 , the measurement ψ obs , and the control h(ϕ 0 ), which has to be computed. Taking successively for ϕ 0 elements of a Hilbert basis of L 2 (Ω), we can therefore reconstruct exactly Δψ(T 0 ). Notice that, we look for the value at T 0 , without need of initial data ψ(0) = ψ 0 . Inequality (1.11) can be viewed as a stability inequality. Remark 1.8. Theorem 1.7 can be proved under the following assumptions:
given and for ϕ 0 ∈ H 1 0 (Ω) and the associated solution z to (1.4) satisfying Proposition 1.1. In this case we will obtain an estimate for Δψ(T 0 ) −1,Ω .
The proof of Theorem 1.7 is reduced to studying the null controllability of system (1.4). Inequality (1.11) will be obtained from an observability inequality which will be proved in the next section.
Exact reconstruction of the final state
The goal of this section is to prove Theorem 1.7. This proof is based on the following observability result.
Proof of an observability inequality
To simplify the notation, let us set R o = 1, m = 1 and s = 1. Let φ be the solution of the following problem:
where φ has the same regularity as in (1.1). We have the following observability inequality:
Theorem 2.1. There exists a positive constant C, depending only on Ω, O and T 0 , such that for any solution φ of (2.1),
The proof of Theorem 2.1 is based on a global Carleman inequality for a problem which is equivalent to (2.1) in terms of the original variables: the velocity v(x, t) and the pressure p(x, t) (see Prop. 2.4 below). For this problem, we will apply a global Carleman estimate given in [10, 11] and, after some computation, we arrive at the observability inequality.
Remark 2.2.
For any solution φ of (2.1), with φ 0 ∈ L 2 (Ω), the observability inequality (2.1) is also valid.
Remark 2.3.
In the case where φ = 0 and Δφ = 0 on Γ × (0, T 0 ), we can directly obtain a global Carleman estimate for (2.1) (see [12] ). 
3)
The proof of this proposition is classical, with v = curlφ (see, for example, [29] ). Let us remark that problem (2.3) actually has a unique solution. Indeed, using the standard spaces
2 : div v = 0 in Ω} defined for Stokes system (see, for example, [11] ), we have the following result:
). Now, we will recall the Carleman estimate for (2.3) given in [10, 11] . Let us first introduce the following weight functions
where η 0 ∈ C 2 (Ω) is an auxiliary function introduced in [13] which satisfies
where O 1 is a non empty open subset of Ω. 1 sϕ ∂v ∂t
for any s > s 1 and λ > λ 1 and for every solution (v, p) of (2.3) associated with an initial data v 0 ∈ H.
Proof of Theorem 2.1. We will divide the proof into two steps.
Step 1. Let us first obtain Δφ(T 0 )
, where γ is a regular function satisfying:
It is easy to check thatφ verifies
If we multiply (2.6) by − ∂φ ∂t and integrate by parts with respect to the space variable, we obtain
We integrate in [0, T 0 ] and after some computation, we get
Here, we used
,Ω dt, which can be obtained multiplying (2.6) by −φ. On the other hand, since v(t) = curlφ(t),
and following the same step as in [11] , we introduce the weight functions α * and ϕ * , defined in (2.4), to obtain
Notice that the last integral is bounded by I(s, λ; v), allowing us to deduce
where C depends on Ω, O and T 0 .
Step 2. To obtain the upper bound in (2.2), we will use the Carleman estimate (2.5), with v = curlφ,
where in the latter, we consider a function
Integrating by parts over the space variable and taking into account that v = curlφ, we get
Notice that ∀a > 1 there exists λ a > 0 such that ∀λ > λ a we have ϕ(t) < aϕ * (t) ≤ aϕ(t). So applying Young's inequality, we obtain
Arguing as in [11] , we introduce γ 2 with 0 < γ 2 < 2γ 1 − 1. Then (1 + 2γ 1 − γ 2 )/2 > 1 and, we see that
* for λ sufficiently large. Consequently, it can be assumed that
then we can replace e −2(1+γ1)s α+2sα * by e −(1+γ2)s α in the last integral in (2.9). By choosing δ sufficiently small, we can absorb the first two terms on the right hand side of (2.9) with I(s, λ; v), hence
Since the weight e −(1+γ2)s α ϕ 14 is bounded (see [11] ), we have
where C depends on Ω, O and T 0 . Combining (2.10) and (2.8), we finally obtain the observability estimate:
Remark 2.6. The unique continuation property for system (2.1) can be deduced from (2.10). Indeed, using similar arguments as before, we have
Proof of Theorem 1.7
The proof of Theorem 1.7 is based on the observability result proved in Theorem 2.1 and the unique continuation property given in Remark 2.6. We argue as in [9, 19] .
First, we will prove the approximate controllability by minimizing certain functional. Given ϕ 0 ∈ L 2 (Ω) and ε > 0, we look for
More precisely, letφ ε be the solution of
where φ 0ε ∈ H 1 0 (Ω) minimizes the following functional
If we take
Let us verify the existence and uniqueness of the minimum of J ε .
Lemma 2.7. For ε > 0, the functional J ε defined in (2.11) is continuous, strictly convex and satisfies lim inf
Proof. The proof of this inequality is classical (see [9] ). For completeness we include it here. J ε is strictly convex since it is the sum of convex and strictly convex terms. The strict convexity of the first term is not straightforward but is a consequence of the unique continuation property. To see that J ε is continuous, we only need to recall the continuity property of system (2.1) (Prop. 1.1, Cor.
To prove (2.13), we take a sequence {φ On the other hand,
We have two possibilities:
Using the continuity and convexity property of · 2 L 2 (L 2 (O)) and the weak-convergence ofφ n , we can deduce that
. We now use the unique continuation result that was proved in Remark 2.6 which implies thatφ = 0 in Ω × (0, T 0 ). Therefore,
Using this fact, from (2.15) we obtain lim inf
and we conclude that (2.13) holds.
As an immediate consequence of this lemma, we know that for every ε > 0, the functional J ε has a unique minimumφ 0ε . Either we haveφ 0ε = 0 and we are in the trivial case where we take a null control, or the following optimality condition must be satisfied:
where φ is the solution of (2.1) with φ(0) = φ 0 . If we take the control as 17) and the associated solutionẑ ε to (1.4)-(1.5), then multiplying (1.4) by φ and integrating by parts, we deduce from (1.5) that
Here, we have obtained the approximate controllability result by minimizing functionals like (2.11).
Next, we choose φ 0 =φ 0ε in (2.16), applying Young's inequality, and using the observability inequality (2.2), we obtain (for a > 0)
Choosing a 2 = 1/C and taking into account that h ε =φ ε 1 O , we deduce that
, and from Remark 1.6,ẑ ε is uniformly bounded in
, we can extract a subsequence {h εn } and {z εn }, with ε n → 0, such that 
Then, it follows that
This concludes the proof of Theorem 1.7.
Approximation by an optimal control problem
In this section we present another method to prove approximate controllability which is useful for numerical purposes. This method uses an optimal control problem. We will be able to characterize the control of minimal norm in L 2 (L 2 (Ω)) by an optimality system and then we will present the time-space discretization of this system. Let us consider the following optimal control problem for fixed ϕ 0 ∈ L 2 (Ω). Let z be the solution of (1.4) and, for α > 0, let us define
where we have penalized the final condition (1.9). We look for
Theorem 3.1.
(i) For every α > 0, there exists a unique solution h α to (3.2) and h α is characterized by the following optimality system:
)) where h(ϕ 0 ) is the solution of the null controllability problem given by Theorem 1.7 which minimizes the
Proof.
(i) It follows from [18] that problem (3.2) has a unique solution h α which is characterized by the optimality system (3.3)-(3.4). (ii) Combining (3.3) and (3.4) and taking into account that h α = φ α 1 O , we obtain the following optimality condition
Applying Young's inequality in (3.7) and using the observability result (2.2) we are lead to
for a > 0. Choosing a 2 = 1/C, we can deduce that 
as n → +∞. Here, we have denoted by z αn and z the solutions of (1.4) associated with h αn and h respectively. From (3.8) and (3.9), we deduce that z(0) = 0 in Ω. Hence, we conclude, for fixed ϕ 0 ,
Hence, we have proved (3.6). It is also clear that the limit control h is one solution h(ϕ 0 ) given by Theorem 1.
By standard arguments it is easy to show that this solution is the one which minimizes the L 2 (L 2 (O))-norm and that the convergence of h α towards
In the following analysis, we will split the solution of (3.3) into two problems. For this, let us introducez, the solution of
and then
where z is the solution of
To simplify the notation, let us denote the function φ α (0) by e and consider the linear operator Λ :
where z is obtained from e as follows: First we solve (3.4) with φ α (0) = e ∈ H 1 0 (Ω), and then the backward system (3.11).
Using the fact that −αe = z α (0) = z(0) +z(0), the optimality system (3.3)-(3.5) reduces to the following:
where I is the identity matrix. 
(3.14)
Indeed, the last equation in (3.13) can be obtained from (3.11) and (3.14).
On the other hand, it follows from (3.13) that, for all e andẽ in H Then, equation (3.12) allows us to calculate the optimal initial condition and using this value in (3.4), we obtain the optimal control associated with ϕ 0 . In summary, given ϕ 0 ∈ L 2 (Ω), in order to find an approximation to (Δψ(T 0 ), ϕ 0 ), we first have to solve an optimal control problem for each ϕ 0 , which reduces to solving (3.12) . Operator Λ on the left-hand side of (3.12) represents the coupled optimality system (3.4) and (3.11) which does not depend on ϕ 0 . The right-hand side of (3.12) depends on ϕ 0 and corresponds to solving (3.10) . This is very important for the numerical approximation because, after discretization, all the linear systems corresponding to different ϕ 0 have the same matrices [27] . For ϕ 0 , we would take an appropriate finite dimensional basis. Once the optimal control and states solutions of (3.12) are known, they are used with source terms and observations in formula (1.10) in order to compute the projection (Δψ(T 0 ), ϕ 0 ).
Approximation of problems (3.3)-(3.4)
In this section we present the time-space discretization of problem (3.3)-(3.4) formulated in terms of the stream function and the vorticity. Here we use a combination of time discretization by finite differences and space discretization by finite elements. The methodology used in this work to implement the data assimilation method is simple. Similar studies of the numerical solution of the approximate controllability problems are discussed in [20] for diffusion equations. 15) and (z, s) be the solution of
Then (z α , s α ) = (z +z, s +s). On the other hand, let (φ α , θ α ) the solution of 
. Time discretization
Assuming that T 0 is finite, we introduce a discretization time step Δt, defined by Δt = T 0 /N , where N is a positive integer. Using an implicit Euler time discretization, we approximate (3.17) by θ 0 = −Δe. Then assuming that (φ n−1 , θ n−1 ) is known, we solve for n = 1, . . . , N:
where θ n = θ(nΔt). For every n this elliptic system has a unique solution (rewrite for example the system in terms of the variable φ n ). For simplicity we have dropped the subscripts α in (3.17). Let us recall that instead of solving (3.3) we solve separately (3.15) and (3.16). We start (3.16) with (z N +1 , s N +1 ) = (0, 0), and assuming that (z n+1 , s n+1 ) is known, we solve the following problem, for n = N, N − 1, . . . , 1, which also has a unique solution:
We approximate Λ by Λ Δt , which is defined as
We can prove that the operator Λ Δt is symmetric and positive semi-definite. Indeed, for e andẽ in H 1 0 (Ω), we have
where, from (3.14), ξ 0 =ẽ. Since Δz N +1 = 0, it follows that
Integrating (3.20) over Ω, taking into account (3.19) , and the approximation of system (3.14) in terms of z, we get after some integrations by parts
This shows that Λ Δt is symmetric and positive semi-definite. For (3.15), we compute the approximate solution (z,s) bỹ z N +1 = ϕ 0 and for n = 1, . . . , N, assuming that (z n+1 ,s n+1 ) is known, we solve the following system
Finally, we approximate problem (3.18) by:
Remark 3.2. The Euler schemes which have been used to discretize problem (3.12) in time are first order accurate. We can improve this by employing the Leap-frog scheme or the semi-Lagrangian scheme which have been used in [3] .
Space discretization
We introduce {T h }, a regular family of triangulation of Ω, where h = max T ∈T h h T , with h T = diam(T ) ∀T ∈ T h . Next, we approximate H 1 (Ω) and H 1 0 (Ω) by the following finite dimensional spaces, with P 1 (T ) the space of polynomial functions of degree ≤ 1,
and define
We approximate L 2 (Ω) by L h ; this is reasonable since the closure of 24) where
First problem. Given
where
), the solution of
with φ n h being the output of the first problem. The discretization of time-dependent Navier-Stokes equations in the stream function and vorticity formulation has been studied by Bernardi et al. [4] and by Girault and Raviart [15] in the stationary case. We refer to [4] , for studying uniqueness of the discrete solution for the above problems.
We can prove an analogous relation to (3.21) for the operator Λ Δt h which shows that the operator is symmetric and positive semi-definite, implying that (3.23) has a unique solution.
To solve problem (3.23) we can use either direct methods or iterative methods (such as conjugate gradient). The conjugate gradient method has been employed in [7] to solve exact and approximate boundary controllability problems for the heat equation. In this work, we will use direct methods. When the dimension of the discrete domain is not too large, we can compute an explicit representation of Λ 
and any element of Φ h may be written as 
This can be written in matrix form as follows: 27) where, E Δt = (e To compute an approximation of ψ(T 0 ), denoted by ψ rec,h , we must choose a suitable discrete basis (of small dimension) (ϕ j 0 ) and their corresponding finite element approximation ϕ j 0h . Notice that, we should compute (3.27) for each element of ϕ j 0h . A natural selection should be the canonical finite element basis ϕ j , but, as we will see later on in the numerical examples, this choice is quite expensive in terms of computer time, since in this case (3.27) must be solved as many times as the number of degrees of freedom m of the mesh. Instead, in order to minimize the computer time, we propose to make the eigenvalue decomposition of the Laplacian and take the eigenvectors basis, namely {u k } k=1,...,l , where l is the number of eigenvalues considered. In fact, the computational cost is dramatically reduced as we will see later on in the numerical tests. From (3.6) we have the following approximation (when α → 0) To compute ψ rec,h we proceed as follows. Since
If we introduce K ij = Ω ∇ϕ i · ∇ϕ j dx, with i = 1, . . . , m and j = 1, . . . , m, it follows that
is the vector that we are looking for. Table 1 summarizes the implementation of the discrete method and shows the dependence of each stage on the principal parameters of the problem.
Numerical experiments
In this section, we present several numerical experiments. Let Ω = [0, 1] × [0, 1] and T 0 = 0.05. For the Rossby, Munk and Stommel numbers, we consider (taken from [3] ): For wind stress, we use
The following series of test problems have been done with mesh size h = 1/40 and time step size Δt = T 0 /50. As we have no real measurements for testing our method, we will compare the results of our experiments with the results of the original model (1.1), i.e., we compute the ocean circulation using (1.1) over the time interval (0, T 0 ), for initial given value Δψ(0) = − sin(πx 1 ) sin(πx 2 ) and surface wind stress (4.1). Then, we save ψ h in the observatory O × (0, T 0 ) and ψ N h , which will be our exact target values. In Figure 1 , we show the evolution of the stream function for different interval of time.
We compute Ω ∇ψ rec,h ·∇u k dx, k = 1, . . . , l, following the algorithm presented in Table 1 . In the experiments bellow, we compute a relative error given by:
First, let us choose the penalty parameter α. To do this, we present, in Figure 2 , the graph of the two terms of the functional (3.1) for different values of α, i.e., the control norm h tends to increase and the term |z(0)| 2 1,Ω tends to zero as α tends to zero. We have chosen α = 0.025 which corresponds to the value of maximum curvature in the graphic, which is the classical L-curve criterion [16] .
For the following experiments, we assume that the observation data (ψ n obs,h ) have certain observation error of random distribution:ψ
where R(x 1 , x 2 , t) denotes a random function varying in the range [−1, 1], and δ is the parameter representing the noise level.
As mentioned in the previous section, the computational cost of our approach depends linearly on the size of the discrete basis function ϕ 0h chosen. Figure 3 shows that, in order to obtain a recovery error similar to the error using the standard finite element basis (2545 degrees of freedom), it is sufficient to consider the first 60 eigenvalues of the Laplacian eigenvalue decomposition (60 degrees of freedom) computed in the same mesh. This means that, for the same accuracy, the cost of the data assimilation method is reduced more that 40 times when using a spectral basis. This number of eigenvalues (60) is also near the sampling limit compatible with the resolution of the mesh. In order to simulate better the reality of the measurements, four observatories in the form of circles were considered initially. The location of them was random within the domain, centering in (0.2,0.4), (0.2,0.6), (0.3,0.2), (0.3,0.8) with radio equal to 0.1. Figure 4 shows the distribution of the observatories, numerical reconstruction of stream function, and relative percentage error between recovered stream function and exact solution at T 0 .
Using the information of Figure 4 , we added two observatories in the zones where we obtain more differences ((0.1, 0.2), (0.5, 0.5)). In Figure 5 we can see how the errors fell considerably.
In Table 2 , we present the relative errors in L 2 (Ω) and H 1 (Ω) for the final recovered stream function in both cases, with and without noise in the observatory set, using 60 eigenvalues. Notice that, increasing the number of observatories we can increase the noise level in the measurements maintaining a satisfactory reconstruction of the stream function at T 0 .
Comments and conclusions
A non classical approach to data assimilation based on exact controllability is proposed. More precisely, the problem is to recover the final state value ψ(T 0 ) of a quasi-geostrophic ocean model in order to predict the future state in the time interval (T 0 , T ). The inverse initial value problem is ill-posed so the value at t = T 0 , which plays the role of initial value on the interval (T 0 , T ) is really computed as the final condition of the previous interval (0, T 0 ) without knowledge of the initial value at time t = 0. In Section 1, we stated the model and the data assimilation problem. In Section 2, the null controllability and the exact reconstruction of the state at T 0 was proved by means of an observability inequality derived from a global Carleman estimate for the associated velocity-pressure formulation.
In Section 3, we presented an approximate algorithm which makes use of classical optimal control techniques and regularization. In Theorem 3.1, we proved the convergence of the regularizing solutions.
In all the experiments presented in Section 4, we used a reduced basis approach in order to decrease the computational cost of the proposed data assimilation method. We studied the role played by the observatory size for the recovery of the final value at T 0 . The numerical results presented in Section 4 show that our approach behaves well in the presence of noise in the observed measurements. In this paper we have proposed an alternative data assimilation method applied to a simplified ocean model. The implementation to more realistic ocean or atmospheric models should be possible by using the same methodology presented here, but this is out of the scope of this study.
