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The basic thermodynamic quantities for a non-interacting scalar field in a periodic potential
composed of either a one-dimensional chain of Dirac δ-δ′ functions or a specific potential with
extended support are calculated. First, we consider the representation in terms of real frequencies
(or one-particle energies). Then we turn the axis of frequency integration towards the imaginary
axis by a finite angle, which allows for easy numerical evaluation, and finally turn completely to
the imaginary frequencies and derive the corresponding Matsubara representation, which this way
appears also for systems with band structure. In the limit case T → 0 we confirm earlier results on
the vacuum energy. We calculate for the mentioned examples the free energy and the entropy and
generalize earlier results on negative entropy.
I. INTRODUCTION
Since the seminal work by H. B. G. Casimir [1] and the
experimental confirmation by Sparnay [2, 3] the theory
of quantum fields interaction with classical backgrounds
mimicking macroscopical objects has been a very active
field of research (see Refs. [4–6] and references therein).
Most of the results obtained have focused on the study
of the dependence of the zero-temperature quantum vac-
uum energy and its sign with the geometry (see Refs.
[7–11]). In the last decade the use of boundary con-
ditions allowed by the principles of quantum field the-
ory has been used to study the properties and sign of
the quantum vacuum energy for idealised models of two
plane parallel plates with arbitrary physical properties
and topology changes (see Refs. [12–15]).
Nearly 15 years ago in Casimir effect investigations the
occurrence of negative entropy was noticed in [16]. In
fact, thermodynamic puzzles were observed earlier, see,
e.g., [17]. However, not much attention was paid to [16]
since there only the separation dependent part of the en-
tropy was considered and the focus was on another, pos-
sibly related, effect; namely a violation of the Nernst’s
heat theorem while using the Drude model for the di-
electric slab. This problem remains still unresolved and
it is related to the choice of plasma or Drude model in
Casimir force calculations, see [18] for the actual status.
Meanwhile, the entropy of Casimir effect related con-
figurations was calculated for quite a large number of
model systems. For three dimensional ones, a plasma
plane or a plasma sphere, in [19, 20] and [21, 22] and
for some simple one dimensional examples in [23]. In
all these cases the single standing objects were consid-
ered and the complete entropy, except the black body
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part (contributions from the empty space), was com-
puted. Again, negative entropy was observed. Now, one
could speculate that negative entropy, like negative spe-
cific heat, could signal some instability of the system as
discussed, for example, in [17]. However, that is beyond
the scope of the present paper.
The present paper is a continuation of the above line
of research concerning entropy in simple systems, now
on periodic background fields. We will develop a general
formalism to compute finite temperature corrections to
the quantum vacuum energy as well as the entropy for
periodic classical background potentials represented by
infinite chains of potentials with compact support. As
an application of the formalism developed we will firstly
study the free energy and entropy in a one dimensional
lattice of delta functions, generalized to include deriva-
tive of delta function,
V (x) =
∑
(w0δ(x− an) + 2w1δ′(x− an)) . (1)
In fact, this is a self-adjoint generalization of the simple
delta function and in place of (1) we will use the corre-
sponding matching conditions defined in Refs. [14, 24].
This model can also be viewed as a version of the much
studied Kronig-Penney model and its pleasant feature
is the possibility to work with mostly explicit formulas,
showing nevertheless the interesting features we are in-
terested in. At zero temperature, in [25] the vacuum en-
ergy was calculated for this model. Some formulas from
that paper will prove to be useful below. Secondly we
will apply our general formulas to the case of a periodic
potential built from as an infinite array of Po¨schl-Teller
potentials modulated by Heaviside functions as in Ref.
[26].
The paper is organized as follows. In the next section
we collect the necessary formulas for a generic periodic
potential and the basic thermodynamic formulas. In sec-
tion 3 we derive general representations of the free energy
and entropy for arbitrary temperature which are conve-
nient for the numerical evaluation. In section 4 we use
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2the general formulas from section 3 to compute numeri-
cally the free energy and entropy for the two particular
cases mentioned above. Finally in section 5 we present
or concluding remarks.
Throughout the paper we use units with ~ = c = kB = 1.
II. THE MODEL
We consider the action of a massless scalar field φ(x)
in (1+1)-dimensions,
S(φ) =
1
2
∫
dx1+1
[
(∂φ)2 − U(x)φ2] , (2)
where the considered general background periodic poten-
tial reads as
U(x) =
∑
n∈Z
V (x− na), a > 0,
V (x)
{ 6= 0 if |x| ≤ ,
= 0 if |x| > ,  ≤ a. (3)
This scalar field φ(x) obeys the Schro¨dinger equation,
after Fourier transform(
− ∂
2
∂x2
+ V (x)
)
φ(x) = ω2φ(x) (4)
where ω = k are the frequencies of the quantum field
modes. Given the one particle states hamiltonian,
Kˆ = − d
2
dx2
+ U(x), (5)
the band spectrum of the lattice can be written in terms
of the scattering problem for the Hamiltonian
HˆV = − d
2
dx2
+ V (x), (6)
with transmission coefficient t(k), reflection coefficients
rL(k) and rR(k). The bands are determined by the real
solutions of the spectral equation, i.e. by the zeroes of
the holomorphic function
fθ(k) = cos(θ)− hV (k), θ ∈ [−pi/pi], (7)
where we defined a function [28]
hV (k) =
1
2t(k)
[
e−ika + eika(t2(k)− rR(k)rL(k))
]
. (8)
The parameter θ is by means of θ = −qa connected with
the quasi-momentum q following from the Bloch period-
icity,
φ(x+ a) = eiqaφ(x). (9)
For the definition of the thermodynamic quantities we
put the model into a large box, x ∈ [−L/2, L/2] with
L → ∞ in the thermodynamic limit. Now the energies
are discrete and the equation fθ(k) = 0 turns into
cos
(
ipi
N
)
− hV (ωn,i) = 0 (10)
Here N = L/a is the number of V (x) potentials given
by (3), i labels the energy levels inside a group of levels
which turns into a band for L → ∞ and n numbers the
band. One of the thermodynamic quantities that we need
is the free energy,
F = E0 +4TF , (11)
where
E0 =
1
2
∑
n,i
ω1−2sn,i (12)
is the vacuum energy (we have introduced the zeta regu-
larization [27]) and
4T F = T
∑
n,i
ln(1− e−ωn,i/T ), (13)
is the temperature dependent part of the free energy. The
entropy S follows with
S = −∂F
∂T
, (14)
which is the well know thermodynamic definition.
III. BASIC FREE ENERGY AND ENTROPY
FORMULAS
The general form of the band equation in terms of scat-
tering coefficients (t, rR, rL) and the quasi-momentum q
in the first Brillouin zone for the compact supported po-
tential from which the comb is built is given by (7). Since
the cosine of the left hand side of (7) is a bounded func-
tion, the energy spectrum of the system is organized into
allowed/forbidden energy bands/gaps. The crystal spec-
trum will be obtained as
spec(Kˆ) = {ω/fθ(ω) = 0}θ∈[−pi,pi] (15)
being Kˆ the quantum Hamiltonian that characterises the
one particle states of the theory (5) and fθ(ω) the spec-
tral function given by (7). The spectrum of the comb,
spec(Kˆ), is a band spectrum that depends on a contin-
uous parameter θ and we will assume that there are no
negative energy bands. Furthermore, for each θ fixed
within the interval [−pi, pi], spec(Kˆ)θ is a discrete point
spectrum. Hence, we can obtain the whole spectrum
spec(Kˆ) as the union of the 1-parameter point spectra
spec(Kˆ)θ for θ ∈ [−pi, pi] (see Ref. [25] for details).
The temperature dependent part of the free energy can
be computed as the sum of the Boltzmann factors
B(ω, T ) = T ln [1− exp (−ω/T )] , (16)
3over the quantum field modes that form the comb spec-
trum,
4TF =
∑
ω ∈ spec(Kˆ)
B(ω, T ). (17)
Here ω = k is the energy of the one-particle states of the
quantum field theory.
Now, the summation over the whole spectrum is equiv-
alent to the summation over the spectrum for a fixed
θ and then integrating the continuous parameter θ in
[−pi, pi]. Adding over the spectrum is the summation over
the zeroes of the secular function fθ(ω), i.e, we have to
sum up the energies of each band for all the bands that
form the whole spectrum,
4T F =
∑
ω∈ spec(Kˆ)
B(ω, T ) =
∫ pi
0
dθ
pi
∑
ω ∈ spec(Kˆ)θ
B(ω, T ). (18)
Since θ represents the quasi-momentum in the first Bril-
louin zone, integrating over the energies of each band
is equivalent to integrating the quasi-momentum in the
primitive cell. The summation over the zeroes of fθ(k)
(which give us the band structure) can be written down
by using a complex contour integral (through the Cauchy
integral formula) which involves the logarithmic deriva-
tive of the secular equation,
4TF =
∫ pi
0
dθ
pi
∮
Γ
dk
2pii
B(k, T )∂k log fθ(k), (19)
where the contour Γ is represented in Figure 1. The
FIG. 1. Complex contour that encloses all the zeroes of fθ(k).
We take R→∞ and α a constant angle.
Boltzmann factors, B(k, T ), have a discrete set of branch
points on the imaginary axis. The integral (19) is well
defined because fθ(k) is an holomorphic function on k
and the logarithmic derivative of the secular equation
has poles at the zeroes of fθ(k) (which are the bands
in the real axis when we sum over the quasi-momentum)
and the residue coincides with the multiplicity of the cor-
responding zero. When the variable R tends to infinity,
the integral over the circumference arc of the contour
Figure 1 goes to zero. Hence, integrating over the whole
contour is equivalent to integrating over the two straight
lines k = ξeiα and k = ξe−iα being α a constant angle.
In such a way 4TF reads as
4TF =
∫ pi
0
dθ
pi
[
−
∫ ∞
0
dξ
2pii
B(ξeiα, T )∂ξ log fθ(ξe
iα)+∫ ∞
0
dξ
2pii
B(ξe−iα, T )∂ξ log fθ(ξe−iα)
]
(20)
The residue theorem ensures that the result of this inte-
gration does not depend on the angle α taken in the con-
tour. Furthermore, the complex contour chosen avoids
the possible poles in the real axis and the pure imagi-
nary axis of the functions that form the integrand. From
formula (20) we obtain
4TF =
∫ pi
0
dθ
pi
∫ ∞
0
dξ
2pii
[−B(ξeiα, T )∂ξ log fθ(ξeiα)+
B(ξe−iα, T )∂ξ log fθ(ξe−iα)
]
(21)
But taking into account (7) we can exchange the integrals
in order to do θ integration first∫ pi
0
dθ
pi
∂ξ log fθ(ξ e
±iα) =
∫ pi
0
dθ
pi
−∂ξ hV (ξ e±iα)
cos θ − hV (ξ e±iα) =
=
−∂ξ hV (ξ e±iα)√−1 + h2V (ξ e±iα) = DV (ξ e±iα) (22)
Plugging this result in (21) we obtain the final expression
4TF =
∫ ∞
0
dξ
2pii
[−B(ξeiα, T )DV (ξ eiα)+
B(ξe−iα, T )DV (ξ e−iα)
]
. (23)
This formula can be applied to any comb whose individ-
ual potential of the primitive cell has a compact support
not exceeding the lattice spacing. It has the advantage
that it avoids possible oscillations of the integrand caused
by the secular function on the real axis. Also it avoids
the branch points on the imaginary axis. At once, for
finite slope α, the integrand has an exponential decrease
which makes numerical evaluation easier.
A. Free energy: real frequencies
Another approach to compute the temperature depen-
dent part of the free energy is to work on the real line. In
order to compute 4TF we start from (18) where we have
to sum up the Boltzmann factors over the spectrum, or
equivalent, to sum over the zeroes of the secular equation
4fθ(ω) = 0, which gives us the band energy structure of
the comb:
fθ(ω) = cos θ − hV (ω) = 0, θ ∈ [−pi/pi]. (24)
The allowed ω of the spectrum are given by the condition
|hV (ω)| ≤ 1. (25)
Plugging (24) into the following form
θ(ω) = arccoshV (ω), (26)
the condition (25) reads as
• Allowed ω → θ(ω) = arccoshV (ω) ∈ R,
• Forbidden ω → θ(ω) = arccoshV (ω) ∈ I.
Hence, if we want to integrate the energy ω from the
minimum energy to the maximum energy of each band,
we have to make the change of variables θ → ω(θ) and
introduce the Jacobian of this transformation
4TF =
∑
n
∫ ωn(pi)
ωn(0)
dω
pi
∂θ
∂ω
B(ω, T ) (27)
where n ∈ N indexes the bands. From (24) we get
∂ω
∂θ
=
− sin θ
∂ωhV (ω)
. (28)
This result implies that, for each band that forms the
spectrum, ωn(θ) is a monotone function between θ = 0
and θ = pi. Furthermore, for those extreme values of the
quasi momentum θ = 0, pi in the first Brillouin zone there
is always a maximum or a minimum of the band. We can
distinguish two cases
• If ωn(0) = ωmin and ωn(pi) = ωmax of the band
∂θ
∂ω
=
∣∣∣∣ ∂θ∂ω
∣∣∣∣ > 0, ∀ω ∈ [ωn(0), ωn(pi)], (29)
• If ωn(0) = ωmax and ωn(pi) = ωmin of the band
∂θ
∂ω
= −
∣∣∣∣ ∂θ∂ω
∣∣∣∣ < 0, ∀ω ∈ [ωn(0), ωn(pi)]. (30)
These two cases can be implemented in the same formula
by taking the module of the Jacobian in (27) as follows
4T F =
∑
n
∫ ωmaxn
ωminn
dω
pi
∣∣∣∣ ∂θ∂ω
∣∣∣∣B(ω, T ). (31)
The band structure of the comb ensures that the allowed
bands are those in which Re [θ(ω)] is non-zero. Hence,
since Re[θ(ω)] is identically zero for the energies in for-
bidden bands, summing over the allowed bands is the
same as integrating ω from 0 to ∞. In this way, the
temperature dependent part of the free energy takes the
form
4TF =
∫ ∞
0
dω
pi
∣∣∣∣Re( ∂θ∂ω
)∣∣∣∣B(ω, T ) =
=
∫ ∞
0
dω
pi
f˜θ(ω)B(ω, T ). (32)
This fact allows us to give a general expression for the
density of states of the comb as a function of the quasi-
momentum q
f˜q(ω) = a
∣∣∣∣Re( ∂q∂ω
)∣∣∣∣ . (33)
The secular equation (7) can be written in terms of the
scattering transmission amplitude t(k) and the phase
shift δ(k) as
cos(θ) =
1
|t(ω)| cos(ωa+ δ(ω) + ppi), p ∈ Z, (34)
where the freedom introduced by the integers p corre-
sponds to the fact that the argument of the transmission
scattering amplitude t(k) is fixed by the arguments of the
reflection amplitudes rR,L(k) up to (2p+ 1)pi
2arg(t(k)) = arg(rR(k)) + arg(rL(k)) + (2p+ 1)pi, p ∈ Z
as pointed out in Ref. [28]. Hence the temperature de-
pendent part of the free energy for one of the individual
potentials that makes up the comb can be computed by
taking the limit a → ∞ in (34). This implies that the
density of states in (32) is replaced by the derivative of
phase shift as follows,
4TF =
∫ ∞
0
dω
pi
∂δ(ω)
∂ω
B(ω, T ), (35)
which is equivalent, for example, to eq. (4) in [23].
B. Free energy: Matsubara formalism
In the preceding subsection we have given a represen-
tation of the thermodynamic quantities for a finite tem-
perature scalar quantum field theory in terms of real fre-
quencies (or one particle energies). The Matsubara rep-
resentation is an alternative to the one given above in
terms of imaginary frequencies, ω → iξ, that take dis-
crete values ξ` = 2pi`T , being ` an integer for bosons and
half integer for fermions. The Matsubara representation
can be obtained starting from an Euclidean field theory
on a finite time interval [6]. Equivalently the Matsubara
representation can be obtained from the representation
in terms of real frequencies by a Wick rotation. In this
subsection we will obtain the Matsubara representation
through a Wick rotation in our case where the one par-
ticle spectrum has a band structure.
When we take α = pi/2 in (23), i.e., we turn the upper
half of the contour towards the positive imaginary axis
5(ω = iξ) and the lower half of the contour towards the
negative imaginary axis (ω = −iξ), we obtain:
4TF =
∫ pi
0
dθ
pi
∫ ∞
0
dξ
2pii
[−B(iξ, T )∂ξ log fθ(iξ)+
B(−iξ, T )∂ξ log fθ(−iξ)] ,(36)
where
B(±iξ, T ) = T log(1− e∓iξ/T ),
fθ(±iξ) = cos θ − hV (±iξ). (37)
Further we use
log(1−e∓iξ/T ) = ∓ iξ
2T
+log
∣∣∣∣2 sin ξ2T
∣∣∣∣±ipi ∞∑
`=0
′
Θ(ξ−ξ`),
(38)
where Θ is the step function, the prime on the sum means
that the contribution from ` = 0 enters with a factor
1/2 and ξ` = 2piT` (` ∈ Z) are the Matsubara frequen-
cies. Since fθ(iξ) = fθ(−iξ) for the potentials we are
studying, if we insert (38) into (36) the contribution with
log |2 sin(ξ/2T )| cancel and we arrive at
4TF =
∫ pi
0
dθ
pi
∫ ∞
0
dξ
2pi
ξ ∂ξ log fθ(iξ)
−
∫ pi
0
dθ
pi
∫ ∞
0
dξ T ∂ξ log fθ(iξ)
∞∑
`=0
′
Θ(ξ − ξ`). (39)
Here the first term is, with minus sign, the vacuum energy
E0 = −
∫ pi
0
dθ
pi
∫ ∞
0
dξ
2pi
ξ ∂ξ log fθ(iξ). (40)
Since F = E0 +4TF we get
F = −
∫ pi
0
dθ
pi
∫ ∞
0
dξ T ∂ξ log fθ(iξ)
∞∑
`=0
′
Θ(ξ−ξ`). (41)
Finally, we integrate by parts and arrive at
F = T
∞∑
`=0
∫ pi
0
dθ
pi
log fθ(iξ`) (42)
for the free energy per unit cell, which is a more conven-
tional form of the Matsubara representation. This way
we observe the expected feature that the vacuum energy
is the zero temperature limit of the free energy. It must
be mentioned that in eq. (39) an ultraviolet divergence
was introduced. The temperature dependent part of the
free energy is finite, however the vacuum energy and the
free energy have a divergence. Therefore we should have
introduced a regularization in separation the contribu-
tions in (39). The vacuum energy for a generalized Dirac
comb was calculated in [25] with eq. (44) as final for-
mula. Thereby a renormalization was performed by sub-
tracting the contributions from the vacuum energies of
the δ-δ′ potentials taken separately.
C. Introducing a mass term
When we study a potential that generates a spectrum
with bound states it is convenient to introduce a mass
term in order to avoid instabilities. We consider the ac-
tion of a scalar massive field φ(x) in (1+1)-dimensions
S(φ) =
1
2
∫
dx2
[
∂µφ(x)∂
µφ(x)− (m2 + U(x))φ(x)2]
(43)
where U(x) is the general periodic potential with com-
pact support considered. The modes of this scalar field
obey the Schro¨dinger equation, after Fourier transform,(
− ∂
2
∂x2
+ U(x)
)
φω(x) = (ω
2 −m2)φω(x), (44)
being ω =
√
k2 +m2 the frequencies of the quantum field
modes. The temperature dependent part of the free en-
ergy is given by
4TF=
∑
k∈ spec(Kˆ)
B(ω(k), T )=
∑
k∈ spec(Kˆ)
B(
√
k2 +m2, T ). (45)
This last expression will consist of a summation over
bound states (k = iκ with κ > 0) of the Boltzmann
factor and a Cauchy integral over the states of the con-
tinuous spectrum (notice that the secular equation fθ is
holomorphic in k, not in ω),
4TF= T
∑
n
log
(
1− e
√
m2−κ2n
T
)
+
∫ pi
0
dθ
pi
∮
Γ
dk
2pii
B(
√
k2 +m2, T )∂k log fθ(k), (46)
where Γ is the contour represented in Figure 1 but dis-
placed a distance m on the real axis. Again the integral
on all the contour is reduced to the integral on the lines
k = ξe±iα with α a constant angle:
4TF = T
∑
n
log
(
1− e
√
m2−κ2n
T
)
+
∫ pi
0
dθ
pi
∫ ∞
m
dξ
2pii
(
−B(
√
ξ2ei2α +m2, T )∂k log fθ(ξe
iα)
+B(
√
ξ2e−i2α +m2, T )∂k log fθ(ξe−iα)
)
. (47)
It is of note that the bound states are poles in the pure
imaginary axis of the k-complex plane. Hence, the inte-
gral in (47) is well defined if we use a contour similar to
that represented in Figure 1.
IV. PARTICULAR CASES
In this section we apply the formulas for the free energy
and the entropy developed in the preceding section to
some specific systems. The first is a single potential with
point support, the other two have periodic potentials,
one with localized support and the other with extended
support (within one lattice cell).
6A. Entropy for single δ-δ′ potential
We consider the potential
Vδδ′ = w0δ(x) + 2w1δ
′(x).
For this potential, following [14], the scattering ampli-
tudes are given by
t(k) = − 2k(w
2
1 − 1)
2k(w21 + 1) + iw0
,
rR(k) =
−4kw1 − iw0
2k (w21 + 1) + iw0
, rL(k) =
4kw1 − iw0
2k (w21 + 1) + iw0
.
Taking into account that the determinant of the scatter-
ing matrix is t2 − rRrL = e2iδ(k) for the phase shift the
expression
tan(2δ(k)) =
4k/γ
1− 4k2/γ2 , with γ ≡
w0
1 + w21
(48)
follows. Transforming the arctan in the last equality we
use the trigonometric relation
tan(2z) =
2 tan z
(1− tan2 z)
and obtain two possible solutions for tan(δ(k)):
tan(δ(k)) =
{
+2k/γ,
−γ/2k. (49)
If we require that δ(k →∞) = 0 then the only possibility
is tan(δ(k)) = −γ/2k. Taking now the arctan and using
arctan(−z) = − arctan(z), (50)
arctan
(
1
z
)
=
{
pi
2 − arctan(z), (z > 0),
−pi2 − arctan(z), (z < 0),
(51)
we finally obtain the expression for the phase shift,
δ(k) =
−
pi
2 + arctan
(
2k
γ
)
, (γ > 0),
+pi2 + arctan
(
2k
γ
)
, (γ < 0).
(52)
Using the derivative of the phase shift (52),
∂
∂k
δ(k) =
2w0(1 + w
2
1)
w20 + 4k
2(1 + w21)
2
, (53)
in (35), the free energy can be evaluated when w0 > 0
(and therefore there are no bound states) or the binding
energy should be larger than the mass. In this way, the
temperature dependent part of the free energy and the
entropy can be written explicitly as
4T F = T
pi
∫ ∞
0
dk
2w0(1 + w
2
1) ln
[
1− e−k/T ]
w20 + 4k
2(1 + w21)
2
, (54)
S =
1
pi
∫ ∞
0
dk
[
− ln
(
1− e−k/T
)
+
k/T
ek/T − 1
]
×
× 2w0(1 + w
2
1)
w20 + 4k
2(1 + w21)
2
. (55)
These formulas generalize Eq. (4) from Ref. [23] to
the case w1 6= 0. The above two expressions can easily
be evaluated numerically. Results are shown in Figure 2.
As it can be seen, in all cases the entropy is positive.
FIG. 2. Temperature dependent part of the free energy (54) (LEFT) and entropy (55) (RIGHT), for a single δ-δ′-potential as a
function of T for the potential Vδδ′ and the configurations w0 = 0.01,w1 = 2 (blue); w0 = 3,w1 = 2 (green) and w0 = 2,w1 = 0
(red).
7B. Entropy for the Dirac comb
As potential we take a periodic chain of δ-δ′ functions
(1),
V (x) =
∞∑
n=−∞
(w0δ(x− an) + 2w1δ′(x− an)) , (56)
with lattice spacing a. This model is a generalization
of the Dirac comb model. Changing notations for conve-
nience [25], the spectral equation (24) reads
gq(ω) ≡ Ω cos(qa) + cos(ωa) + γ
2ω
sin(ωa) = 0 (57)
with
γ =
w0
w21 + 1
, Ω =
w21 − 1
w21 + 1
. (58)
For the δ-δ′ comb all we need to do is use the momen-
tum representation formula for the temperature dependet
part of the free energy (23). From the expression (57) it
is easy to see that in this case
hV (k) =
−1
Ω
(
cos(ka) +
γ
2k
sin(ka)
)
. (59)
On the one hand, plugging (59) in (23) we can calculate
the thermal correction to the free energy of the comb at
any temperature. Figure 3 (LEFT) shows the tempera-
ture dependent part of the free energy for different con-
figurations of a δ-δ′ comb as a function of temperature.
FIG. 3. Free energy (LEFT) 4TF , (23), and entropy (RIGHT) as functions of T for the potential (56) for w0 = 0.1, w1 = 5
(blue), w0 = 8, w1 = 0 (red), w0 = 3, w1 = 2 (green). We have chosen for the lattice spacing a = 1.
FIG. 4. Free energy 4TF , (23) for T = 5 (LEFT) and T = 0.5 (RIGHT) for the potential (56) in the parameter space Ω− γ.
We have chosen for the lattice spacing a = 1.
8Plots in Figure 4 show the thermal correction to the
free energy in the parameter space Ω− γ in the regimes
of high and low temperatures respectively. In both cases,
4TF takes negative values. In the limit of low temper-
atures, we can see that the leading contribution to the
free energy will be provided for the vacuum energy at
zero temperature, whereas the thermal correction will be
a small deviation as it should be. However, in the limit of
high temperatures the opposite happens and the thermal
correction becomes more important.
On the other hand, if we derive eq. (23) with respect to
the temperature and we change the global sign, we obtain
the entropy of the comb, which can be evaluated at any
finite non-zero temperature for different configurations of
a δ-δ′ comb (Figure 3 (RIGHT)). Plots in Figure 5 show
the behaviour of the entropy in the parameter space Ω−γ
in the regimes of high and low temperatures respectively.
In both cases the entropy S takes positive values as can
be seen in Figure 5.
FIG. 5. The entropy S for T = 5 (LEFT) and T = 0.5 (RIGHT) for the δ-δ′ comb, (56), in the parameter space Ω − γ. We
have chosen for the lattice spacing a = 1.
C. Entropy for sine-Gordon comb
As potential we take a periodic chain of sine-Gordon
kinks, represented by Po¨schl-Teller potentials as follows,
UPT (x) =
∞∑
n=−∞
VPT,(x− na), (60)
VPT,(x) = 1− 2Θ(−x+ /2)Θ(x+ /2)
cosh2(x)
, (61)
being Θ the Heaviside step function,  the length of the
compact support of the potential and a the lattice spacing
(notice that 0 <  ≤ a). Following [26], the scattering
coefficients are
t(k) =
4k2(k2 + 1)
∆(k)
, (62)
r(k) =
eikΛ(Λ + 2k(k + i tanh(/2)))
∆(k)
−
e−ikΛ(Λ + 2k(k − i tanh(/2)))
∆(k)
,
∆(k) = −e2ikΛ2 + [Λ + 2k(k − i tanh(/2))]2
with Λ = 1−tanh2(/2). The poles of the determinant of
the scattering matrix (detS = t2 − rRrL) are the bound
states (k = iκ with κ > 0) of the kink-comb spectrum.
In this case we find that there are no bound states.
In this lattice, the bands are determined by the real
solutions of the spectral equation, which takes the form
g˜q(k) = cos(qa)− hV (k) (63)
with the functions
hV (k) =
Σ cos(ka)−Υ sin(ka)
k2(k2 + 1)(1 + cosh )
, (64)
Υ = 2k tanh(

2
)(1 + k2 + k2 cosh()) + Λ2 cos(k) sin(),
Σ = k2(3 + k2) + k2(−1 + k2) cosh() + Λ2 sin2(k).
For the kink-comb all we need to do is use the momentum
representation formula for the free energy (23) being (63)
the spectral equation in this case. The result is shown
in Figure 6 as a function of temperature for different
values of the compact support length. By deriving the
free energy with respect to the temperature, the entropy
9of the system is obtained and can be evaluated for any
non-zero finite temperature. The result is shown in the
right plot of Figure 6. It can be seen that there are
negative entropies if the kink’s compact support is such
that  < a. Even in the limit of a continuous comb, i. e.
 = 1 (brown line in the right plot of Fig. 6), there are
negative entropies.
FIG. 6. Free energy (LEFT), 4TF , (23), entropy (RIGHT), for the ’sine-Gordon’ comb as a function of T for:  = 0.1 (orange
line),  = 0.25 (blue line),  = 0.5 (green line),  = 0.75 (purple line),  = 0.9 (red line) and  = 1 (brown line). We have chosen
for the lattice spacing a = 1.
V. CONCLUSIONS
In the foregoing sections we considered free energy and
entropy for periodic lattices built from infinite arrays of
potentials with compact support. We have considered
the particular cases of δ-δ′ potential, (56), in one case
and a Po¨schl-Teller potential, (60), in the other. First
we derived some general representations for the thermo-
dynamic quantities for a scalar quantum field theory with
a classical background given by a generic periodic poten-
tial. The most commonly used is in terms of real fre-
quencies and the Boltzmann factor. It is, so to say, the
most physical one and convenient due to the exponential
decrease for large frequencies in its temperature depen-
dent part. However, in dependence of the mode density,
it may involve large oscillations. By turning the integra-
tion contour towards the imaginary axis by a finite angle
α (α < pi/2, see Fig. 1), a still exponentially convergent
representation (32) appears having the advantage that it
avoids large oscillations. Turning the contour finally to
the imaginary axis, α = pi/2, we come to the Matsubara
representation, (42), which this way is applicable also to
a spectral problem with band structure.
For numerical evaluation, the intermediate represen-
tation (32) is most convenient. We used it for calculat-
ing free energy and entropy for the mentioned systems.
For the generalized δ-δ′ comb we obtain a positive en-
tropy, generalizing earlier results. Nevertheless for the
periodic array of truncated Po¨schl-Teller potentials we
obtained for temperatures below a certain value a nega-
tive entropy, generalizing earlier results in [23] for a sin-
gle plasma point on a half axis. These negative entropy
regimes survive even in the continuum limit (brown line
in the right plot of Figure 6). As discussed in Ref. [17]
the appearance of negative entropies can be a hint of
instabilities of the quantum system.
It must be mentioned that so far no general rule can
be guessed for the sign of the entropy calculated the way
as in this and earlier papers. More work in this direction
seems necessary in order to understand which are the
fundamental properties that determine the sign of the
entropy in quantum field theories under the influence of
classical backgrounds.
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