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CHAPTER 1. INTRODUCTION 
Throughout recent years, statistical problems in environmental and ecological 
research have received a great amount of attention. One particular problem revolves 
around the collection and analysis of data from finite populations. Commonly, in 
environmental and ecological populations, neighboring units, spatially or sequentially 
ordered, within a finite population may provide similar information. In an attempt to 
obtain the most informative picture of a population, researchers may not want to collect 
information from similar units within the obtained sample. Moreover, when sampling 
from such populations, the selection of dispersed units may result in a reduction in the 
variance of estimators. 
For example, one may be interested in estimating yield of a certain crop in a 
region divided in geographical units. Since crop yield of units that are physically next to 
each other may be similar, researchers may want to obtain a sample that avoids the 
selection of contiguous units. As another example, researchers may be interested in 
estimating the intensity of damage done to trees by pests in fields where the trees are 
planted in rows and columns. Given that pests tend to be spatially clustered, researchers 
may desire a sample that excludes contiguous trees, or even trees from contiguous rows 
and columns. Smith, Conroy, and Brakhage (1995) describe a situation where wintering 
waterfowl are counted from aircraft to monitor density and test ecological hypotheses. 
Noting that the distribution of wintering waterfowl populations is spatially clustered, one 
may not desire to measure contiguous quadrats from the available habitat. 
While the above examples deal with two-dimensional populations, there are 
relevant situations dealing with one-dimensional populations. For example, researchers 
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may be interested in estimating the toxicity level of a chemical runoff from a 
manufacturing process. As a means of identifying potential sampling units, a shift may 
be divided into fifteen-minute intervals. Given that toxicity levels of sequential intervals 
are likely to be similar, researchers may desire to avoid selecting sequential intervals to 
obtain measurements. As another example, researchers may be interested in investigating 
the toxicity level of a solid waste site. Waste may be added to the site by dumping it next 
to the previously deposited pile. As a result, a one-dimensional, serpentine population 
may be created. Since spatially contiguous mounds may offer similar toxicity level 
measurements, researchers may desire a sampling plan that avoids the selection of such 
mounds within a given sample. 
Hedayat, Rao, and Stufken (1988a and 1988b) first introduced balanced sampling 
designs for the exclusion of contiguous units. Under the assumption that contiguous units 
of the population provided similar information, finite populations of N units arranged in a 
circular, one-dimensional ordering were considered. Sampling plans that excluded the 
selection of contiguous units within a given sample, while maintaining a constant second-
order inclusion probability for non-contiguous units, were investigated. The authors 
demonstrated that under certain conditions, balanced sampling excluding contiguous 
units was superior to various sampling designs, including simple random sampling 
without replacement and systematic sampling, in terms of obtaining a smaller variance 
for the Horvitz-Thompson estimator of the population mean. However, the authors 
pointed out that the variance of the Horvitz-Thompson estimator of the population mean 
could not be estimated unbiasedly due to the fact that some second-order inclusion 
probabilities were zero. A couple of approximations for estimating the variance were 
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suggested; however, an extensive comparison was not performed. Furthermore, while a 
necessary condition for the existence of such sampling plans for sample sizes of three or 
more units, as well as various construction methods, were provided, only sampling plans 
with a sample size less than or equal to five units were presented. 
Stufken (1993) extended the ideas of balanced sampling avoiding contiguous 
units to balanced sampling avoiding adjacent units. A necessary condition for the 
existence of balanced sampling plans avoiding adjacent units, as well as various 
construction techniques, were presented. However, as before, only a few, small sampling 
plans were presented. In addition, a method of variance estimation of the Horvitz-
Thompson estimator for the population mean yielding an unbiased estimate was 
proposed. Utilizing a convex combination of sampling plans, for example, a convex 
combination of simple random sampling without replication, balanced sampling plan 
avoiding contiguous units, and various balanced sampling plans avoiding adjacent units, 
one obtains non-zero second-order inclusion probabilities for all pairs of units in the 
population and an unbiased estimate of the variance of the Horvitz-Thompson estimator 
for the population mean may be obtained by using the Sen-Yates-Grundy variance 
estimator. 
Christman (1997) investigated the relative efficiencies of various sampling plans 
with simulated one and two-dimensional spatially clustered populations. Not only were 
balanced sampling plans excluding contiguous units more efficient than simple random 
sampling without replacement for large sample sizes and for populations that exhibited 
high serial correlation, balanced sampling plans excluding contiguous units also 
consistently outperformed adaptive simple random sampling. Furthermore, similar 
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results were obtained in a similar study where balanced sampling plans excluding 
contiguous units were applied to a two-dimensional population that was re-indexed to a 
single dimension. 
See, Song, and Stufken (1997) showed the equivalence of a balanced sampling 
plan excluding contiguous units and a partially balanced block design under a specific 
association scheme. A Fisher type inequality involving the number of units of the 
population and the number of blocks in the sampling plan was developed. Furthermore, 
three new classes of sampling plans were presented, one each for sample sizes of six, 
seven, and eight units. 
Colbourn and Ling (1998) completely solved the case for balanced sampling 
plans with a sample size of three units. The authors developed a number of small cyclic 
and bicyclic designs and provided a recursive construction method for larger designs. 
Through further investigation, the authors were also able to construct all balanced 
sampling plans with a sample size of four units. 
Hedayat and Stufken (1998) presented a way of extending the idea of balanced 
sampling excluding adjacent units to two-dimensional populations by utilizing one-
dimensional balanced sampling plans excluding adjacent units. As done previously for 
one-dimensional populations, convex combinations for two-dimensional sampling plans 
are proposed to obtain second-order inclusion probabilities based on a non-decreasing 
function of some measure of distance between units of the population. 
Stufken, Song, See, and Driessel (1999) were able to provide a refinement for the 
necessary condition for existence of balanced sampling plans excluding adjacent units for 
sample sizes of five or more units. 
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See, Stufken, Song, and Bailer (2000) investigated the relative efficiencies of 
various sampling plans excluding adjacent units within simulated, rectangular, two-
dimensional populations. In general, inclusion probabilities were more difficult to 
compute than in the one-dimensional scenario, and the gains in efficiency under designs 
other that simple random sampling without replacement depended upon characteristics of 
the populations. Furthermore, the authors indicated the need for further investigation of 
variance estimation and the dependency of relative efficiency on sample size. 
While advancements have been achieved throughout the years, there are a number 
of aspects involving sampling plans excluding adjacent units that need further 
investigation. Within this paper, construction techniques will be presented for obtaining 
balanced sampling plans excluding adjacent units for one-dimensional linear and circular 
populations. Furthermore, a new search algorithm will be presented that has been 
somewhat successful in finding sampling plans for sample sizes of upwards to ten units. 
Finally, an extensive investigation of various variance estimation techniques will be 
presented. 
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CHAPTER 2. NOTATION AND EXISTING RESULTS 
In this chapter, a concise review of survey sampling will be presented along with 
established results regarding the existence and construction of balanced sampling plans 
excluding adjacent units. Section 2.1 consists of definitions and basic properties of 
sampling plans and the Horvitz-Thompson estimator of the population mean. Section 2.2 
presents a comprehensive review of major results concerning the existence and 
construction of balanced sampling plans. Section 2.3 summarizes balanced sampling 
plans that have been presented throughout previous papers. 
2.1 Basic Terminology of Survey Sampling 
A typical survey sampling set up consists of a population of N labeled units with a 
value y, attached to the unit labeled i for / = /,..., N. One may be interested in 
obtaining an estimate of the population mean by observing the y-values on a subset of 
units in the population, called a sample. 
A sampling plan is defined as 
d=f t s k , p k ) , k  =  l , . . . , b } ,  (2.1.1) 
where the a*'s are subsets of units and pk >0 is the probability of selection of the 
subset sk such that ^ pk =1. When the pk's are constant, the sampling plan is said to 
be a uniform sampling plan. The corresponding set 
Sd = ^sk,k — l,...,b} (2.1.2) 
is called the support of the sampling plan and b is called the support size. A sampling 
plan is said to be a fixed-size sampling plan if whenever pk>0, the corresponding 
subsets of units are composed of the same number of units. 
The first-order inclusion probability for unit i defined as 
*i ~ S Pt (2.1.3) 
•61» 
is the probability that unit i is in the selected sample. The second-order inclusion 
probability for units / and j defined as 
(2.1.4) 
steSd i.jeit 
is the probability that both units i and j are in the selected sample. 
For a given population of N units, define 
Z Z(>\-a) 2  
M = ^rr-, <r2=-i^-— , (2.1.5) 
N N 
and 
PiO2 = , (2.1.6) 
N 
where the indices are read modulo N and [i is the population mean, a2 is the population 
variance, and pt is the first-order circular serial correlation. 
For an observed sample, s, the Horvitz-Thompson estimator for the population 




y k = — .  (2.1.8) 
Provided that all first-order inclusion probabilities of units in the population are positive, 
(2.1.7) is an unbiased estimator of the population mean. 
The variance of the Horvitz-Thompson estimator for the population mean is equal 
to 
" /=/ k=l 
where 
Aj k  =7T j k  -X j7C k .  (2.1.10) 
Provided that the second-order inclusion probabilities of all pairs of units in the 








1-* j ,  
,  f o r j*k  (2.1.12) 





which can be estimated unbiasedly, provided that second-order inclusion probabilities of 
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all pairs of units within the population are positive, by 
V(A„T)=JJJRZZJJÏJ ->, ) ' •  (2 .1 .14)  
The alternative variance estimator is known as the Sen-Yates-Grandy estimator. 
Furthermore, while (2.1.9) and (2.1.13) are algebraically equivalent, it is important to 
note that different numerical estimates may be obtained from the same sample using 
(2.1.11) and (2.1.14). 
2.2 Existing Results Concerning Balanced Sampling Excluding Adjacent Units 
Under the current scenario, a finite population of N units will be sampled without 
replacement. Units within the population will be ordered, either spatially or sequentially, 
and contiguous units offer similar responses. Under a one-dimensional population, two 
assumptions can be made concerning the ordering of the units. One may assume that the 
population follows a circular ordering, in which the first unit of the population is 
considered to be contiguous with the last unit, or one may assume that the population 
follows a linear ordering, in which the first unit of the population is considered to be not 
contiguous with the last unit. While this paper will mainly deal with one-dimensional 
populations, extensions to two-dimensional populations have been investigated - see 
Christman (1997) and Stufken et. al. (2000). 
When sampling from such populations, one may desire a sample that avoids the 
selection of contiguous units. Hedayat, Rao, and Stufken (1988a and 1988b) proposed a 
sampling plan such that for a given circular population of size N, a sample of size n, is 
obtained without replacement such that the second-order inclusion probabilities of 
10 
contiguous units is zero while the second-order inclusion probabilities of non-contiguous 
units is constant. Such a plan is called a circular balanced sampling plan excluding 
contiguous units, or a circular BSEC(W, n). 
For given N and n, the first and second-order inclusion probabilities under a 
circular BSEC(M n) are: 




0 if i — j = ±1 (mod N) 
n (n - l )  , (2.2.2) 
— otherwise. 
N{N-3)  
Since the first-order inclusion probabilities of all units in the population are 
positive, (2.1.8) yields an unbiased estimate of the population mean. Specifically, under 
a circular BSEC(M n), (2.1.8) reduces to the sample average, ys. However, an unbiased 
estimator of variance of (2.1.8) cannot be obtained since the second-order inclusion 
probabilities of contiguous units are zero. This potential problem will be discussed in 
great detail in Chapter 6. 
Established necessary conditions for the existence of such sampling plans are 
summarized in the following theorem. 
Theorem 2.2.1: Necessary conditions for the existence of a circular BSEC(N, n) are: 
1)  N>3n for  n  =  3and4;  
2) N>3n  +  1  for  n>5 .  
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Proof: For a proof of condition 1), see Hedayat, Rao, and Stufken (1988a or 1988b). For 
a proof of condition 2), see Stufken, Song, See, and Driessel (1999). • 
Below is an example of a circular BSEC(9,3) sampling plan: 
Table 2.1 - Sampling Plan of a Circular BSEC(9, 3) 
h (1,3,6) (1,4, 8) (1,5,7) (2,4,7) (2,5,9) (2,6, 8) (3, 5, 8) (3,7,9) (4,6,9) 
Pk y9 y9 y9 y9 y9 y9 y9 y9 1/ 79 
Jtu — ^ i 1 
— otherwise. 
Note that condition 1) of Theorem 2.1 is satisfied and that 
71 i = -j for i = , 
and 
0 if i — j = ±l(mod 9) 
1 
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Stufken (1993) introduced an immediate extension of the above sampling plan 
called balanced sampling avoiding adjacent units. Under such a plan, units that are 
within a distance of ±a(mod N) are not allowed to appear within the same sample. 
Such a plan is denoted by a circular BSA(Af, n,a). Note that a circular BSEC(M n) is 
equivalent to a circular BSA(N, n, 1). 
For given N, n, and a, the first- and second-order inclusion probabilities under a 
circular BSA(Af, n, ct) are: 






Xj j  =  • n (n - l )  
i f  i - j  =  ± l , . . . ,±a (modN)  
otherwise. (2.2.4) 
N{N-2a- l )  
A necessary condition for the existence of a circular BSA(M n, a) is summarized in the 
following theorem. 
Theorem 2.2.2: A necessary condition for the existence of a circular BSA(M n, ct) is: 
Proof: See Stufken (1993). • 
Furthermore, one may obtain other circular BSA's given the existence of a 
circular BSA(M n, a). 
Theorem 2.2.3: The existence of a circular BSA(N, rt, ct) implies the existence of: 
Proof: The proof of 1) is a direct extension of a proof from Hedayat, Rao, and Stufken 
(1988a and 1988b). For a proof of 2), see Stufken (1993). • 
A cyclic construction method for a circular BSEC(N, ri) was presented by 
Hedayat, Rao, and Stufken (1988a and 1988b) and then was generalized for a circular 
BSA(N ,n ,  d )  by Stufken (1993). Let B} = {bjl,b]2,...,b]n} , j = 1 (3, be>9blocks of 
size n based on {/,...,7V}. When computed 0modN), if the differences 1,..., or and N-1, 
..., N- ado not appear while each of the differences a+ 1, a+ 2, ..., N-(a+ i) 
appears equally often among the fin(n-l) differences 
N > (2a+ 1 )n. 
1) a circular BSA (N ,  n  , c t ) ,  where n '<n;  
2) a circular BSA (N + 2a+ 1, n, a). 
bjt - bjV,j-l,..., P\l<l,V <n,l *1 (2.2.5) 
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then the fiN blocks 
Bj + i, j — 1,..., /?; i = 1,..., N, (2.2.6) 
where addition is performed (mod N), form a cyclical circular BSA (N, n, ct). The blocks 
Bj are called the generators of the design and need not be distinct. Note that this is not 
the most general definition of a cyclic design - see John and Williams (1995). 
As an example, consider the BSA(9, 3,1) presented in Section 2.1. Note that the 
block {1,3,6} yields the differences {2, 3,4, 5,6,7} when computed (mod 9). By 
developing the above block using (2.2.6), one obtains the remaining blocks of the 
sampling plan. Hence, the previous example is a cyclical, circular BSA(9, 3,1) with one 
generator. 
Generally, searching for a cyclical, circular BSA(JV, n, ct) has some advantages 
over searching for a non-cyclical sampling plan - details will be given in Chapter 4. 
Hedayat, Rao, and Stufken (1988a and 1988b) provided the following theorem 
concerning the existence of cyclical and non-cyclical circular BSA(N, n, l)'s. 
Theorem 2.2.4: If a non-cyclical, circular BSA(M n, 1) exists, then a cyclical, circular 
BSA(M n, 1) exists. 
Proof: See Hedayat, Rao, and Stufken (1988a and 1988b). • 
Furthermore, through a direct extension, the above theorem can be generalized for 
arbitrary a. Hence, when studying the existence of circular BSA(M n, a)'s, one may 
direct attention solely to the existence of cyclical, circular BSA(M n, ctf s. However, if 
support size is a major concern, then one may not want to restrict attention to cyclical 
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designs since such designs typically have larger supports than corresponding non-cyclical 
designs. 
See, Song, and Stufken (1997) demonstrated that circular BSA(M n, 1) is 
equivalent to a partially balanced incomplete block design (PBIBD) with a particular 
association scheme. While pairs of treatments, or units, in a PBIBD do not necessarily 
appear equally often, every pair occurs together in a certain number of blocks depending 
on an "association relation" between the two treatments. A v-element set V, together with 
a relation on V, is called a d-class association scheme if: 
1) Any two treatments are either 1" ,2nd ,...,d,h associates of each other. 
2) Each treatment has exactly/i, ^ associates. 
3) If any two treatments x and y are h'H associates, then the number of treatments 
together in A, blocks of the PBIBD. Based on the above association scheme, a circular 
BS A(v, k, ct) exists if and only if a PBIBD with b blocks of size k = n, such that each of 
the v = N treatments appears exactly once in r blocks and A, =0, A 2 = A 3 = ...= A ^ = A 
that are the i"1 associates of x and fh associates of y is py. 
For the specific PBIBD of interest, let V = {i,2,...,v} and define: 
(2.2.7) 
Consider the -j - class association scheme on V whose relation is defined by: 
"x  and  y  a re  i " 1  assoc ia t e s  i f  and  on ly  i f  S  (x ,  y )  =  t  "  
Two treatments that are i'h associates appear forany x . yeV  and  i  =  1 ,2 , . . . ,d 
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exists. Note that the above result may be generalized for or by making the appropriate 
changes to the A,'s. Hence, a circular BSA(v, k, ct) exists if and only if a PBIBD with b 
blocks of size k, such that each of the v treatments appears exactly once in r blocks and 
Xj =... = Xa =0, X a+/ =... = A d=X exists. Such block designs are denoted by 
PBIBD(v, b, r, k, A, ct). 
Necessary conditions for the existence of a PBIBD(v, b, r, k, A, ct) are given in the 
following theorem. 
Theorem 2.2.5: If there exists a PBIBD(v, b, r, k, A, ct), then the following holds: 
rv=bk \  (2.2.8) 
X ( v - (2a+ 1)) = r (k -  1); (2.2.9) 
v > (2a+ 1)  k ;  (2.2.10) 
b>v .  (2.2.11) 
Proof: The proof is a direct extension of the proof from See, Song, and Stufken (1993). • 
Thus, the b blocks of size A: of a PBIBD(v, b, r, k, A, ct) may be used to obtain the 
sampling plan of a circular BSA(v, k, ct). Let b' denote the number of distinct blocks of 
a PBIBD(v, b, r, k, A, ct) and ci,i = l,...,b', the number of occurrences of the i'h distinct 
block. The corresponding sampling plan may be defined as 
d ={(s,,p,), i = l,...,b'}, (2.2.12) 
where the s c  ' s  are the distinct blocks and p i  =—. Note that when b '  =  b ,  and thus, b 
ct. =1 for all t, a uniform sampling plan is obtained. 
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One can see the equivalence of a PBIBD(v, b, r, k, À, ct) and a circular BSA(7V, n, ct) 
by investigating the first- and second-order inclusion probabilities of treatments within 
blocks of a PBIBD(v, b, r, k. A, ct). Using (2.2.8) one obtains that the first-order 
inclusion probability of a treatment is: 
7Ti = , i = 1 v. (2.2.13) 
b v 
Using (2.2.9) and (2.2.13) one obtains the second-order inclusion probability of: 
À A(v-{2a + l)) _  r{k  — l )  _  k ( k - l )  (2214)  
, J  b  b (v - (2a+l ) )  b (v - (2a  +  l ) )  v ( y - {2a+l ) ) '  
for i - j fiO,± a (mod v), and 0 otherwise. Expressions (2.2.13) and (2.2.14) are 
analogous to expressions (2.2.3) and (2.2.4), respectively. 
2.3 Sampling Designs Presented Throughout Previous Literature 
A number of small circular BSA's have been directly found through application of 
construction techniques presented throughout the cited literature. Note that the existence 
of circular BSA(N, 2,a)'s is straight-forward. Provided that N > 2(a+1), the support of 
a circular BSA(M 2,ct) sampling plan consists of all pairs of non-adjacent units. Table 
2.2 denotes the various circular BSA's that have been found directly and the source in 
which the designs first appeared. 
Using the designs presented in Table 2.2 and Theorem 2.2.3, one can easily see that 
all possible designs for n - 3 and 4 with a- 1 can be developed. However, room for 
great improvement does exist for larger sample sizes and values of alpha. 
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Table 2.2 - Directly Found Circular BSA's 
a it N Reference of First Appearance 
9 Hedayat, Rao, and Stufken (1988a) 
10 Hedayat, Rao, and Stufken (1988a) 
11 Hedayat, Rao, and Stufken (1988a) 
•5 12 See, Song, and Stufken (1997) J 15 See, Song, and Stufken (1997) 
21 See, Song, and Stufken (1997) 
27 See, Song, and Stufken (1997) 
33 See, Song, and Stufken (1997) 
1 12 Hedayat, Rao, and Stufken (1988a) 
13 Hedayat, Rao, and Stufken (1988a) 
4 14 Hedayat, Rao, and Stufken (1988a) 
15 Hedayat, Rao, and Stufken (1988a) 
27 See, Song, and Stufken (1997) 
5 23 Hedayat, Rao, and Stufken (1988b) 
6 33 See, Song, and Stufken (1997) 
7 24 See, Song, and Stufken (1997) 
8 31 See, Song, and Stufken (1997) 
15 Stufken (1993) 
<5 
j 
17 Hedayat, Rao, and Stufken (1988b) Z 4 20 Stufken (1993) 
5 25 Stufken (1993) 
•l 3 21 Stufken (1993) j 4 28 Stufken (1993) 
3 27 Stufken (1993) 
4 i 36 Stufken (1993) 
45 Stufken (1993) 
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CHAPTER 3. GENERATION TECHNIQUES INVOLVING 
CIRCULAR AND LINEAR SAMPLING PLANS 
Even though a linear ordering of units within a one-dimensional population may be 
more realistic than a circular ordering, the vast majority of research performed in the area 
of balanced sampling excluding adjacent units has been for circularly ordered 
populations. Developing sampling plans, or generation techniques described in the 
previous chapter, for circularly ordered populations is typically easier than for linearly 
ordered populations due to the nicer mathematical structure of the circular ordering. In 
fact, one of the initial goals of the current research was to directly develop sampling plans 
for linear populations; however, virtually no progress was made. Investigation was then 
performed into possible connections between linear and circular sampling plans. Section 
3.1 will detail necessary divisibility conditions for the existence of circular and linear 
BSA's. Generation techniques for linear BSA's obtained from circular BSA's will be 
outlined in Section 3.2, followed by generation techniques for circular BSA's obtained 
from linear BSA's outlined in Section 3.3. Examples utilizing the proposed construction 
techniques will be presented in Section 3.4. 
3.1 Divisibility Conditions for the Existence of Circular and Linear BSA's 
As a means of developing necessary divisibility conditions for the existence of 
circular and linear BSA's, it is very useful to approach the problem from a PBIBD point 
of view. While the connection between circular BSA's and PBIBD's was detailed in 
Section 2.2, a similar, yet more complicated, connection exists for linear BSA's. Recall 
that units at the extremes of a linear population are not considered to be contiguous. 
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Thus, the number of distinct pairs of units involving a specific unit will depend upon the 
location of the unit with the population. 
For example, assume that one is dealing with a linearly ordered population of 
twenty-five units with an a equal to one. The first unit of the population is only 
considered to be contiguous with the second unit. Likewise, the twenty-fifth unit is only 
considered to be contiguous with the twenty-fourth unit. However, all other units are 
considered to be contiguous with exactly two other units of the population. Requiring 
that all pairs of non-contiguous units have the same second-order inclusion probability 
within a sampling plan consequently mandates that the first and twenty-fifth unit of the 
population have a larger first-order inclusion probability than the other units. 
Even though the structure associated with a linear BSA is rather complex, the 
following equality must hold: 
N 
b n  =  ^ r t ,  ( 3 . 1 . 1 )  
<=/  
where b is the total number of blocks of the PBIBD, n is the block size, and r, is the 
replication of the i'h unit of the population. Further note that for a given a, the following 
divisibility conditions concerning unit replication hold for a linearly ordered population: 
A(N—(a  +1) )  
n -1  '  
r i= r «  =  
2 ~ N—l  ~  I  '  
n — 1 
_MN Z 2a)  R«-R  N  — J 1  
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and 
=  _  _4N- (2<X-H) )  
ra+l • • • — rN-a ~~ , • 
n — 1 
Under the linear scenario, (3.1.1) becomes: 
b n =2±l { N - i ) + ( N - 2 a } M»-(2«±J) )  
M 1 i=a+/ n - i  
=  2£f g„-^ + ' )y („- 2 c )^-( 2^))  
n- l {  2  J  n — 1 
n -1  
Utilizing (3.1.3), a necessary divisibility condition for the existence of a linear BSA 
is that 
b ^J . (N-a ) (N- (a  +  l ) )  
n (n  — l )  
is an integer. 
A similar necessary divisibility condition exists for circular BSA's. Note that for a 
circularly ordered population and a given a, the replication of each unit within a PBIBD 
satisfies the divisibility condition 
r ^ ( N - (2c  +  l ) )  ( 3 1 5 )  
n-1  
Under the circular scenario, (3.1.1) becomes 
(3.1.6) 
n—1 
providing a necessary divisibility condition for the existence of a circular BSA that 
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b _A.N(N- (2a  +  l ) )  
n (n - l )  
is an integer. 
Please note that (3.1.2) and (3.1.4) along with (3.1.5) and (3.1.7) are only necessary 
conditions for the existence of linear and circular BSA's, respectively. The necessary 
PBIBD may not exist even if one finds a set of N, n, b, A, and or satisfying the above 
conditions. 
3.2 Generating Linear BSA's from Circular BSA's 
Given that one has obtained a circular BSA(JV, n, ct), two linear sampling plans can 
a l so  be  de r ived ,  name ly  a  l inea rBSA(JV -  a ,  n -1 ,  c t )  and  a  l inea r  BSA( iV- (<%+ 1) ,  
n-1, ci) 
Theorem 3.2.1: The existence of a circular BSA(M n, ot) implies the existence of a 
linear BSA(iV- a, n -1, ct). 
Proof: The proof is by construction. Delete N,  N - l , ..., N-  (a-1 ) from the support 
of a circular BSA(AZ, n, ct). The remaining structure has the form: 
where the blocks of type A have n—1 units and the blocks of type B have n  units. Take 
n-2 copies of each "reduced' block of type A and replace each block of type B by all 
subsets of size n- l .  This gives a linear BSA(iV- a ,  n - l ,  e t ) .  u  
Theorem 3.2.2: The existence of a circular BSA(iV, n, ct) implies the existence of a 
linear BSA(Af— (tif+ l ) , n—l , c i ) .  
Proof: The proof is by construction. Delete N,  N - l ,  a  from the support of a 
circular BSA(M n, à). The rest of the proof follows directly from the proof of Theorem 
3.2.1. • 
Under the above construction technique, note that one cannot generate a linear 
BSA(# -<f>,n-l, ct) when 0 < a-1 or 0 > a + 2. Due to the structure of a circular 
BSA(jV, n, ct), unit 1 of the population does not couple with units 2,3, 1) and 
units N,  N - l ,  . . . ,  N - (a -1 ) ,  while unit N does not couple with units 1, 2, 3, ..., or and 
N- l ,N-2 ,  . . . ,N -a .  As a  resu l t ,  t o  gene ra t e  a  l inea r  BSA one  mus t  omi t  t he  un i t s  N,  
N-l, ..., N-(a-1) at a minimum and units N,N -1, ...,N - orat a maximum. 
3.3 Generating Circular BSA's from Linear BSA's 
Results similar to 3.2.1 and 3.2.2 hold for the linear-to-circular scenario. Provided a 
linear BSA(M n, ct) exists, two circular sampling plans can also be derived, namely a 
circular BSA(N + a, n, ct) and a circular BSA(N + a+ l,n, ct). 
Theorem 3.3.1: The existence of a linear BSA(M n, a) implies the existence of a 
circular BS A(N + a, n, ct). 
Proof: All residues mod (N + ct), except 0,1, ..., or and N,  N  +  / ,  . . . ,N+ a -1  are 
produced A(N-ct) times as differences of the elements of a linear BSA(M n, ct). The 
blocks of linear BSA(M n, ct) are generators of a circular BSA (N + a, n, et), m 
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Theorem 3.3.2: The existence of a linear BSA(M n, a) implies the existence of a 
circular BSA(JV + a+1, n, ct). 
Proof: All residues mod (N + a+1), except 0,1,  ..., or and N + 1,  N + 2,  . . . ,N + ûfare 
produced A (N - (a+1)) times as differences of the elements of the blocks of a linear 
BSA(M n, ct). The blocks of linear BSA(M n, ct) are generators of a circular 
BSA(JV+ a+1, n, ct). • 
While Theorems 3.2.1, 3.2.2, 3.3.1, and 3.3.2 are worthy results on their own, 
provided that a circular BSA exists, the theorems can be used in conjunction to develop 
other circular BSA's with a smaller sample size. Specifically, provided that a circular 
BSA(N, n, ct) exists and £= n-n' where n' < n, a circular BSA(N - £ n', a), a circular 
BSA(AT- £+ 1, n\ ct), ..., a circular BSA(JV, n/, ct), ..., a circular B S A(AT + £ -1, n', ct), 
and a circular BSA(N + Ç, n\ ct) can be developed through successive applications of the 
theorems. 
Corollary 3.3.3: Let £= n-n'  where n /< n.  The existence of a circular BSA(N, n,  ct)  
implies  the existence of  2^+1 circular  BSA(JVZ ,  n' ,  erf 's ,  where N' = N- g,  . . . ,N+ g.  
Proof: Without loss of generality, let 1. Given that a circular BSA(M n, ct) exists, a 
circular BSA(N- l,n-1, ct) is obtained by successively applying Theorems 3.2.2 and 
3.3.1, a circular BSA(M n-l, ct) is obtained by successively applying Theorems 3.2.1 
and 3.3.1 or Theorems 3.2.2 and 3.3.2, and a circular BS A(Af + l,n — l, a) is obtained by 
successively applying Theorems 3.2.1 and 3.3.2. • 
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3.4 Examples 
As an illustration of the above results, two sampling plans will be created utilizing 
Theorem 3.2.1 and Theorem 3.3.1. 
Example 1: Using the method detailed in Theorem 3.2.1, a linear BSA(11, 3,1) will 
be generated from a circular BSA(12,4, 1). Note that a possible sampling plan for a 
circular BSA(12,4, I) is 
<r i\ 
' i™ 
, k = 1,...J8\ 
where the support is defined as 
•S* -
(r T rr  rr  T  rr ' 2> " 2 "  ' 2 X  
3 3 4 4 5 5 4 4 5 
6 9 7 9 6 ' 8 7 ' 8 ' 7 * 8 7 
JO, <9; Jb JO j Jb J O j  JO j 
r 2 s  r 2 y  rr  ' 3 y  ' 3 s  ' 3 y  
'
3] ( 4 \ 
5 6 6 5 5 6 7 6 7 
9 9 8 9 9 9 8 9 9 9 8 ' 10 10 9 9 
J2; J2j Jb Jb Jb J* J J2 J Jb Jb 
To obtain the support for a linear BSA(11, 3, 1), one must: 
1) Remove the element "12" from the samples of the above support and take two 
copies of the "reduced" samples, and 
2) Take all subsets of size three from the "unreduced" samples. 
Below is the generated sampling plan for a linear BSA(11,3,1) 
d 
= {(**»£*)» k = l , . . .M} 
where the support is defined as 
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r f 4 y  '4' '3 y  '2' 
'0 
rr 
7 , 6 , 7 , 5 , 6 , 5 , 3 , 3 , 6 
*0, JO, A A <°
° 
A A JO, w 
3^ T T '3 y  T rr  '41 
6 , 3 , 3 , 7 , 7 , 4 , 4 , 5 , 
A A A A A A A A 
'3' ' 3 >  ' 3 '  ' 6 '  ' 3 '  ' 3 '  
'
51 
6 , , 8 , 8 , 5 , 5 , 9 , 9 , 6 
V0
0 
A J K  A 
S* ~ '  
' 2 '  ' 2 '  ' 6 )  rr T 
'0 
6 , 9 , 9 , 4 , 4 , 8 , 8 , 5 , 5 
JK JK A JK A U'J 
r ' 5 ^  
'
51 2^ ' 2 '  f 2 '  
7 , 7 , 5 , 5 , 8 , 8 , 4 , 4 , 7 
v", O
o JO, A W 
,2> 
' 2 '  ' 2 '  ' 4 n  rT '  2 y  ' 2 '  r 5 y 
7 , 4 , 4 , 8 , 8 , 5 , 5 , 7 , 7 
JK A J0y JO, w V / JO, W JO, 
and 
P k  = i  
— if 1 <k <6 
60 
<K i f t > z  
Note that using the above linearBSA(11,3,1) sampling plan, one obtains 
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71; — 






As mentioned previously, for a linear BSA, the units at the extremes of the population 
appear more often than the other units; however, any pair of noncontiguous units appears 
equally often throughout the sampling plan. • 
Example 2: Using the method detailed in Theorem 3.3.1, a circular BSA(8, 2, 2) will 
be generated from a linear BSA(6, 2, 2). Note that a possible sampling plan for a linear 
BSA(6, 2, 2) is 
d m  
, k = 1,...,6\ 
where the support is defined as 
rr  T m 
r2> r3 y  
u 
' J,  'k * A A 
-
Note that the residues 3,4, and 5 (mod 8) appear four times each as differences 
throughout the blocks of the above sampling plan. Using the blocks of the above 
sampling plan as generators, which are developed (mod 8), a sampling plan for a circular 
BSA(8,2, 2) is obtained. Below is the generated sampling plan 
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d=\\s k ,  
12 
, k — .. ,12 \, 
where the support is defined as 
— 











rt \  
x«y 
One can easily verify that the generated sampling plan is a circular BSA(8, 2, 2). • 
It is useful to note the observation that both construction techniques can yield 
sampling plans with a large support size, i.e., the generated sampling plans can have a 
large number of samples in the support. Provided there is a simple way of implementing 
the design, this is not a major concern from a statistical point of view. However, from a 
combinatorial point of view, one may be interested in developing the "smallest" possible 
sampling plan for a given scenario. For such situations, direct construction techniques 
should be utilized. 
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CHAPTER 4. DIRECT SEARCH ALGORITHMS FOR 
CIRCULAR BSA'S 
The design generation techniques presented in Chapter 3, as well as the 
techniques used for Theorem 2.2.3, often yield designs with the very large support. 
Implementation of such a design is rather simple. Provided that a support of a circular 
BSA has been identified, one may implement the sampling design by randomly selecting 
one of the blocks in the support using an appropriate weighting scheme. While the size 
of the support may have little impact from a survey sampling point of view, finding 
"smaller" supports, or the smallest possible support, is of interest from a combinatorial 
point of view. Even with the collection of design techniques developed over the years, 
only a handful of circular BSA's had been developed. In particular, only designs with 
relatively small sample and population sizes had been found directly. In this chapter, a 
general search algorithm will be presented that has been successful in progressing the 
direct identification of circular BSA's with relatively small sample and population sizes. 
Furthermore, a modification to the proposed algorithm will be discussed that has been 
successful for directly finding "small" sampling plans with large population sizes. 
The proposed algorithms search for cyclical circular BSA's. As mentioned in 
Theorem 2.2.4, if a non-cyclical circular BSA exists, then a cyclical circular BSA exists. 
Hence, attention need only be focused on the existence of designs with a cyclical 
structure. The added benefits of searching for cyclical designs, as well as a necessary 
divisibility condition for the existence of such designs, will be detailed in Section 4.1. 
Details of the proposed algorithm will be outlined in Section 4.2. Designs obtained by 
utilizing the algorithm for an or of one, two, and three will be presented in Section 4.3. A 
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modified algorithm, as well as more designs, will be presented in Section 4.4. Closing 
remarks will be added in Section 4.5. 
4.1 Cyclical Circular BSA's 
A circular BSA(N, n, a ) is said to be cyclical if there exists a set of generators, 
Bj = (b j l ,b j 2 , . . . ,b j n) ,  j  = i , ,  of size n based on {i  N}. When computed (mod N),  
if the differences 1,..., a said N-1, a do not appear while each of the 
differences a+ 1, a+ 2,..., N- (a +1) appears equally often among the/?n(n -1)  
differences 
b j t  —bjf . j  = 1 p\ l<l ,V <n,l*V (4.1.1) 
then the /? N blocks 
Bj + i ,  j  = 1 P\i  — 1, . . . ,  N,  (4.1.2) 
where addition is performed (mod N), form a cyclical circular BSA(iV, n, à). Note that 
this is not the most general definition of a cyclic design - see John and Williams (1995). 
A necessary divisibility condition for the existence of a cyclical circular 
BSA(M n, d) can be obtained by direct substitution in (3.1.7). Noting that there are a 
total of fiN blocks composing the cyclical circular sampling plan for a population of 
size N with ft generators, 
n(n-l)  




While there is no guarantee that the smallest possible circular BSA(JV, n, ci) is 
cyclical, the number of generators, /?, needed for the smallest possible cyclical circular 
BSA(M n, d) is typically much smaller than the necessary number of blocks in (3.1.7). 
Hence, searching for a cyclical circular BSA(M n, ci) typically requires the identification 
of a relatively small number of generators instead of all blocks of the support. 
Furthermore, the only information required to implement a cyclical circular 
BSA(N, n, ci) is the generators. Once a set of /? generators has been identified, the 
following steps will be required to implement such a sampling plan: 
1) Randomly select an integer from 1,2, . . .  , /?, say 
2) Randomly select an integer from 1,2, . . .  ,  N , say k\  
3) Identify the obtained sample by adding k (imod N) to the j'h generator. 
Given the aforementioned benefits, concentration was centered on identifying 
cyclical circular BSA's. Furthermore, one may use the design generation techniques 
outlined in Section 3.2 to obtain associated linear BSA's. 
4.2 Search Algorithms for a Cyclical Circular BSA(Ar, n, ci) 
Finding a set of generator blocks for a specific scenario is not trivial. Even for 
small values of N and n, there are typically a vast number of potential candidates. 
Moreover, many sets of generators are equivalent in that they result in the same design. 
Instead of directly working with generator blocks of size n, the incidence vector of 
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differences was used. For example, when N= 16 and n = 5, consider the generator 
(l, 3,5,8,13). The differences in (4.1.1) for the above block are: 
2, 2,3,4,4, 5, 5,6,7, 8, 8,9, 10, 11, 11,12,12, 13, 14,14. 
Since every difference d <8 appears equally often as the difference 16 -d , this 
generator block may be represented by the incidence vector (2,1, 2, 2,1,1, 2), where the 
entries denote the number of times that 2,3, ... ,8 , respectively, appear as a difference. 
In general, for a given set of /?generators of size n, the fin(n — l) differences in 
N (4.1.1) are computed. Since every difference d < — appears equally often as the 
difference N-d, each generator may be represented by an incidence vector where the 
entries denote the number of times that a +  1 ,  a +  2 ,  . . . ,  N_ 
2 
appear as a difference. In 
order for the ft generators to result in a cyclical circular BSA(M n, a), the f$ incidence 
vectors must add to a multiple of the vectors of all ones, 1. 
For given N, n, and a, a computer program was used to generate all distinct 
incidence vectors. The number of distinct incidence vectors is typically much smaller 
than the number of blocks of size n. Once all distinct incidence vectors had been 
obtained, an attempt to select /? incidence vectors, for the smallest possible value of /? 
based on (4.1.3) and with repetition allowed, such that the sum of the selected incidence 
vectors is equal to XI was made. 
For small values of N and n where the value of (3 was relatively small, a 
complete search over all combinations of fi incidence vectors was conducted. If no 
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sampling plan was found for a specific value of /?, the next smallest /? satisfying (4.1.3) 
was investigated. For cases where /? was relatively large, a random search was 
performed. In such random searches, the first fi-ô incidence vectors were randomly 
selected and tested to determine if that set could be a valid subset of a potential set of 
generators. A complete search was then performed for the remaining <5 incidence 
vectors for valid subsets. 
Interest was centered on determining whether a sampling plan exists for given N, 
n, and a. While many distinct sampling plans may exist for a given scenario, the above 
algorithms were used to find only one sampling plan. 
4.3 Obtained Designs 
Using Theorems 2.2.1, 2.2.2, and 2.2.3 as starting points, the algorithm detailed in 
Section 4.2 was applied to specific combinations of N, n, and a in hopes of establishing 
necessary and sufficient conditions involving N, n, and or for the existence of a circular 
BSA's. The proofs of the following theorems depend on the above theorems and a 
computer search for the existence of certain designs. 
Theorem 4.3.1: For sample sizes of 5,6, and 7, with the possible exception of N - 22 
and n -  7,  a  circular  BSA(AT, n,  1) exists  (for  some value of  b) i f  and only if  N>3n+1. 
Proof: The "only if' part has been established by Theorem 2.2.1. Consequently, in order 
to establish Theorem 4.3.1, in view of Theorem 2.2.3 it suffices to show the existence of 
circular BSA(2V, n, l)'s for 
{N,n)  = {l6,5) ,{17,5) ,{18,5) ,{19,6) ,{20,6) ,{21,6) ,{23,7) ,{24,7) ,{25,7) .  
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Table 4.1 provides generators of cyclical circular BSA(M n, l)'s for the above 
combinations of N and n. m 
Extensive searching was performed in an attempt to find a cyclical circular 
BSA(22, 7, 1); however, such a design could not be found. While there are only 229 
possible distinct incidence vectors, the minimum /? satisfying (4.1.3) is 19. Since a 
comprehensible search is not feasible given such parameters, random searches were 
performed with /? 's of 19 and 38, with S's ranging from 6 to 12. At this time, we do not 
know whether a circular BSA(22, 7, 1) exists. 
Furthermore, given that attempts to find a circular BSA(25, 8,1) were not 
successful as well, one may suggest that a refinement of the necessary conditions 
presented in Theorem 2.2.1 is required for n >7. However, various attempts of 
providing such a refinement were not successful. 
Similar searching was performed for d s of 2 and 3. Given that the minimal 
number of designs required to completely solve a case for given n increases with 
increasing a, and that the number of possible distinct incidence vectors increases with 
increasing N for a fixed n, only the cases of n equal to 3 and 4 were completely solved for 
ds of 2 and 3. 
Theorem 4.3.2: For sample sizes of 3,4, and 5, a circular BSA(N,  n,  2) exists (for 
some value of  b) i f  and only if  N>5n. 
Proof: The "only if' part has been established by Theorem 2.2.2. Consequently, in order 
to establish Theorem 4.3.2, in view of Theorem 2.2.3 it suffices to show the existence of 
circular BSA(M n, 2)'s for 
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(N,n)  = (15,  3), (16, 3),  (17,3) ,  (18,3) ,  (19,  3) ,  
(20.4), (21,4), (22,4), (23,4), (24,4), 
(25.5) ,  (26,5) ,  (27,5) ,  (28,5) ,  (29,  5). 
Table 4.2 provides generators of cyclical circular BSA(iV, n, 2)'s for the above 
combinations of  N and n.  m 
Theorem 4.3.3: For sample sizes of 3 and 4, a circular BSA(N,  n,  3) exists (for some 
value of  b) i f  and only i f  N>7n. 
Proof: The "only if' part has been established by Theorem 2.2.2. Consequently, in order 
to establish Theorem 4.3.3, in view of Theorem 2.2.3 it suffices to show the existence of 
circular BSA(M n, 3)'s for 
(  N,n ) = ( 21,3 ) ,  (  22,3) ,  (  23,3 ) , (24,3) ,(25,3) ,(26,3) ,(27,3) ,  
(28,4 ) ,  (29,4 ) ,  (30,4 ) ,  (31,4 ) ,  (32,4), (33,4 ) ,  (34,4 )  
Tables 4.3 and 4.4 provide generators of cyclical circular BSA(JV, n,  3)'s for the above 
combinations of  N and n.  m 
A handful of other designs, namely a circular BSA(29, 5, 2), circular BSA(30,6, 
2), circular BSA(37,5, 3), and circular BSA(47,6, 3), were found using the same 
methodology. Generators for these designs will be presented in the following section. 
Given the above tables and the design generation techniques presented in 
Theorem 2.2.3, one can obtain sampling plans for a large number of designs. However, 
utilizing such design generation techniques will generally yield sampling plans with very 
large supports. While having a large support is not of great concern from a survey 
sampling point of view, one will likely confront computational and storage problems 
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Table 4.1 - Generators of cyclical, circular BSA(N, n,  l)'s necessary to complete the 
proof of Theorem 4.3.1 
n N Generators 
16 
1 3 5 8 13), (1 3 
1 3 7 11 14), (1 3 
1 3 8 11 13), (1 3 
1 4 8 11 14) 
5 8 13), (1 3 
7 11 14), (1 3 
8 11 13), (1 3 
6 10 14), (1 3 
7 11 14), (1 3 
8 11 13), (1 3 
7 10 14), 
8 10 15), 
8 11 13), 
17 1 3 5 7 11), (1 3 6 9 13), (1 3 6 10 14), (1 3 6 11 13), 1 3 6 11 14), (1 3 7 11 13), (1 4 7 10 13) 
18 1 3 5 8 13), (1 3 6 10 13), (1 3 7 10 15) 
19 
1 3 5 7 11 15), (1 3 
1 3 6 9 13 17), (1 3 
1 3 6 10 14 16), (1 3 
6 9 12 15), (1 3 
6 10 12 15), (1 3 
7 9 13 15) 
6 9 13 17), 
6 10 13 15), 
20 
1 3 5 8 12 16), (1 3 5 9 11 15), (1 3 5 9 11 16), 
1 3 5 10 12 15), (1 3 
1 3 6 8 13 15), (1 3 
1 3 6 9 15 17), (1 3 
1 3 6 10 13 17), (1 3 
1 3 6 11 15 17), (1 4 
6 8 12 16), (1 3 
6 9 13 15), (1 3 
6 9 15 18), (1 3 
6 10 13 17), (1 3 
7 10 14 17) 
6 8 12 17), 
6 9 13 18), 
6 10 13 16), 
6 10 14 18), 
21 1 3 5 8 11 16), (1 3 5 10 13 17), (1 3 7 10 13 18) 
23 
1 3 5 8 11 15 17), (1 3 5 8 12 17 20), (1 3 6 8 12 15 19), 
1 3 6 8 13 16 18), (1 3 6 9 11 15 19), (1 3 6 9 11 15 19), 
1 3 6 9 13 16 20), (1 3 6 10 14 17 20), (1 3 6 11 14 18 20), 
1 3 6 12 14 18 20) 
24 1 3 5 9 12 15 20) 
25 
1 3 5 8 12 18 23), (1 3 
1 3 6 8 11 14 21), (1 3 
1 3 7 10 15 17 22), (1 3 
1 3 8 11 15 19 23), (1 3 
5 11 14 17 22), (1 
6 10 13 19 22), (1 
7 11 15 17 23), (1 
9 14 16 18 20) 
3 5 11 17 20 23), 
3 6 12 15 17 22), 
3 8 11 15 19 23), 
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Table 4.2 - Generators of cyclical, circular BSA(N, n,  2)'s necessary to complete the 
proof of Theorem 4.3.2 
n N Generators 
3 
15 (1 4 9), (1 4 9), (1 4 10), (1 5 9), (1 5 10) 
16 (1 4 8), (1 4 9), (1 4 9), (1 4 9), (1 4 10), (1 4 10), (1 5 10), (1 5 10), (1 5 10), (1 5 11), (1 5 11) 
17 (1 4 9), (1 5 11) 
18 
(1 4 7), (1 4 7), (1 4 8), (1 4 9), (1 4 10), (1 4 10), 
(1 4 10), (1 4 10), (1 4 10), (1 4 11), (1 5 10), (1 5 11), 
(1 5 11), (1 5 11), (1 5 11), (1 5 11), (1 5 12), (1 5 12), 
(1 5 12), (1 5 12), (1 5 12), (1 6 11), (1 6 11), (1 6 11), 
(1 6 11), (1 6 11) 
19 (1 4 7), (1 4 11), (1 5 11), (1 5 12), (1 5 12), (1 6 11), (1 6 12) 
4 
20 (1 4 9 15), (1 4 9 15), (1 4 11 14), (1 5 9 14), (1 5 9 14) 
21 (1 4 8 14), (1 4 9 15), (1 4 10 14), (1 5 10 17) 
22 
(1 4 9 16), (1 4 9 16), (1 4 9 16), (1 4 9 16), (1 4 9 16), 
(1 4 10 13), (1 4 10 13), (1 4 10 13), (1 4 10 13), (15 9 13), 
(1 5 9 14), (1 5 9 15), (1 5 9 15), (1 5 10 16), (1 5 10 16), 
(1 6 12 17), (1 6 12 17) 
23 (1 4 8 17), (1 4 9 15), (1 5 11 16) 
24 
(1 4 9 13), (1 4 9 13), (1 4 9 13), (1 4 9 13), (1 4 9 13), 
(14 9 13), (1 4 10 17), (1 4 10 17), (1 4 11 17), (1 4 11 17), 
(1 4 11 17), (1 4 11 17), (1 5 11 16), (1 5 11 16), (1 5 11 16), 
(1 5 11 18), (1 5 11 18), (1 5 11 18), (1 6 11 16) 
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Table 4.2 (continued) 
n N Generators 
25 (1 4 9 16 20) 
26 
(1 4 7 15 19), (1 4 8 14 19), (1 4 8 16 21), (1 4 9 16 22), 
(1 4 9 16 20), (1 4 9 16 22), (1 4 10 16 20), (1 4 10 18 21), 
(1 4 10 18 22), (1 4 10 18 22), (1 4 11 15 23), (1 4 11 15 23), 
(1 4 11 16 21), (1 4 11 17 22), (1 4 11 17 22), (1 4 11 18 21), 
(1 4 12 17 21), (1 5 11 18 23), (1 5 12 17 21), (1 5 12 18 22), 
(1 5 12 18 22) 
27 
(1 4 9 12 18), (1 4 9 12 18), (1 4 9 14 18), (1 4 9 15 22), 
(1 4 9 16 21), (1 4 10 16 19), (1 4 11 15 21), (1 5 9 15 22), 
(1 5 9 16 20), (1 5 10 16 23), (1 5 10 17 21) 
28 
(1 4 8 14 21), (1 4 9 13 17), (1 4 9 17 23), (1 4 9 17 23), 
(1 4 9 22 25), (1 4 10 15 23), (1 4 10 16 19), (1 4 10 16 21), 
(1 4 10 17 22), (1 4 11 15 23), (1 4 11 15 24), (1 4 11 21 25), 
(1 4 12 15 20), (1 4 13 18 22), (1 4 13 18 22), (1 4 14 19 22), 
(1 5 10 18 25), (1 5 11 18 25), (1 5 11 20 24), (1 5 12 17 22), 
(1 5 12 18 23), (1 5 13 17 23), (1 6 13 18 24) 
29 (1 4 7 11 17), (1 4 10 18 22), (1 4 10 18 23), (1 4 11 18 22), (1 5 10 18 23), (1 5 10 19 24) 
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Table 4.3 - Generators of cyclical, circular BSA(M 3, 3)'s necessary to complete the 
proof of Theorem 4.3.3 
N Generators 
21 (1 5 12), (1 5 12), (1 5 13), (1 6 12), (1 6 13), (1 6 14), (1 7 13) 
22 
1 5 10), (1 5 12), (1 5 12), (1 5 12), (1 5 12), (1 5 13), (1 5 13), 
1 5 13), (1 6 13), (1 6 13), (1 6 14), (1 6 14), (1 6 14), (1 6 14), 
1 6 14), (1 7 13), (1 7 13), (1 7 13), (1 7 14), (1 7 14) 
23 1 5 11), (1 5 12), (1 5 13), (1 6 13), (1 6 14), (1 6 15), (1 7 14), 1 7 15) 
24 
1 5 9), (1 5 11), (1 5 13), (1 5 13), (1 5 13), (1 6 14), (1 6 14), 
1 6 15), (1 6 15), (1 6 15), (1 6 15), (1 7 14), (1 7 14), (1 7 14), 
1 7 14), (1 7 16), (1 8 15) 
25 1 5 12), (1 6 14), (1 7 16) 
26 
1 5 9), (1 5 10), (1 5 11), (1 5 13), (1 5 13), (1 5 14), (1 5 14), 
1 5 15), (1 5 15), (1 5 16), (1 5 16), (1 6 12), (1 6 12), (1 6 12), 
1 6 13), (1 6 13), (1 6 14), (1 6 14), (1 6 15), (1 6 15), (1 6 16), 
1 6 16), (1 7 13), (1 7 14), (1 7 14), (1 7 15), (1 7 15), (1 7 16), 
1 7 17), (1 8 15), (1 8 16), (1 8 16), (1 8 17), (1 8 17), (1 8 17), 
1 8 17), (1 9 17), (1 9 18) 
27 1 5 9), (1 5 13), (1 6 14), (1 6 15), (1 6 16), (1 7 16), (1 7 17), 1 7 17), (1 8 15), (1 8 17) 
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Table 4.4 — Generators of cyclical, circular BSA(M 4, 3)'s necessary to complete the 
proof of Theorem 4.3.3 
N Generators 
28 (1 5 12 19), (1 5 12 21), (1 5 12 21), (1 5 14 19), (1 6 12 21), (1 6 14 19), (1 7 13 19) 
29 
(1 5 13 19), (1 5 13 19), (1 5 13 20), (1 5 13 20), (1 5 13 21), 
(1 5 14 21), (1 6 11 20), (1 6 11 20), (1 6 12 19), (1 6 12 24), 
(1 7 14 23) 
30 
(1 5 10 22), (1 5 11 17), (1 5 11 19), (1 5 11 24), (1 5 12 24), 
(1 5 13 21), (1 5 13 21), (1 5 13 21), (1 5 13 22), (1 5 13 22), 
(1 5 16 20), (1 6 11 20), (1 6 11 22), (1 6 13 20), (1 6 13 22), 
(1 6 14 20), (1 6 14 21), (1 6 15 21), (1 6 15 22), (1 6 16 21), 
(1 7 13 20), (1 7 14 20), (1 7 14 24) 
31 (1 5 10 19), (1 5 13 24), (1 6 16 22), (1 7 14 21) 
32 
(1 5 10 24), (1 5 11 22), (1 5 12 20), (1 5 12 20), (1 5 12 23), 
(1 5 13 19), (1 5 13 21), (1 5 13 23), (1 5 14 23), (1 5 15 21), 
(1 5 15 23), (1 5 16 21), (1 6 11 17), (1 6 11 20), (1 6 11 22), 
(1 6 12 27), (1 6 13 26), (1 6 16 21), (1 7 14 26), (1 7 14 26), 
(1 7 14 26), (1 7 15 24), (1 7 15 24), (1 7 16 24), (1 8 16 24) 
33 
(1 5 15 24), (1 5 15 24), (1 5 15 24), (1 5 16 23), (1 5 17 21), 
(1 6 12 17), (1 6 12 19), (1 6 12 27), (1 6 13 26), (1 6 13 26), 
(1 7 13 19), (1 8 16 25), (1 9 17 25) 
34 (1 5 12 23), (1 5 12 23), (1 5 13 19), (1 5 13 22), (1 6 11 19), (1 6 15 21), (1 6 15 25), (1 7 14 20), (1 8 16 25) 
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attempting to develop such sampling plans. Furthermore, as N and n increase, the 
number of distinct incidence vectors quickly grows as well, rendering the above 
searching algorithm obsolete. Stemming from the above concerns, a modification to the 
searching algorithm was developed. 
4.4 Modified Search Algorithm 
While the search algorithms presented in Section 4.2 were moderately successful, 
two major obstacles were present within the coding of the algorithm: 
1) The program could only efficiently identify the distinct incidence vectors 
for combinations of moderately large N and small n, and 
2) The random search technique was not efficient for situations with a large 
number of potential generator blocks. 
As a result, a streamlined version of the algorithm was proposed. In particular, the goal 
of the modified algorithm was to successfully identify sampling plans for combinations 
of large N, up to 100, and moderate n, up to 10. 
The first problem to overcome was to identify a way of obtaining the distinct 
incidence vectors for combinations of large N and n in an efficient manner. The coding 
of the initial algorithm utilized FORTRAN 90 to sequentially identify all possible 
incidence vectors. Each vector was stored only if the vector was distinct with respect to 
those already obtained. While this technique worked reasonably well for the designs 
identified in Section 4.3, due to time and memory constraints, this technique was not 
feasible for combinations of even moderately large N and n. Instead of attempting to 
attain all distinct incidence vectors at once, the following steps were performed: 
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1) A FORTRAN 90 program generated every possible incidence vector under 
given restrictions. The incidence vectors were outputted to a file along with 
the corresponding first-order differences of the generators. For instance, when 
searching for a cyclical circular BSA(63, 10,1), a sampling plan with 
potentially 2 incidence vectors that sum to 31, a restriction requiring the 
maximum entry of stored incidence vectors to be less than or equal to 3 was 
enforced. Even with enforcing such conditions, multiple files were needed to 
store the obtained incidence vectors. Due to time and memory constraints, no 
attempt was made to directly obtain all distinct incidence vectors. As a result, 
not all stored incidence vectors are guaranteed to be distinct. 
2) The SyncSort® algorithm was then used to obtain the distinct incidence 
vectors. Under the available computing environment, a maximum of 
approximately 6 million incidence vectors could be sorted using the 
SyncSort® algorithm. As a result, the algorithm had to be typically applied 
a number of times before only distinct incidence vectors were obtained. 
3) In certain scenarios, multiple files were used to store the distinct incidence 
vectors. The incidence vectors were sorted by the first few elements and 
accordingly stored in separate files by the SyncSort® algorithm. 
Given the typically large number of distinct incidence vectors obtained from the 
previous steps, the random search algorithm for generators was not very successful for 
any choice of 5. Sampling plans with a small number of generators could only be 
considered. However, due to time constraints, the current algorithm could not be used to 
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perform comprehensive searches. A "smart" searching algorithm was utilized. The 
searching portion of the algorithm was modified in the following manner: 
1) A set of distinct incidence vectors was read into a two dimensional array with 
each incidence vector being a row. Under available computing conditions, a 
maximum of approximately 3.5 million distinct incidence vectors could be 
considered at once. 
2) An integer, say I, less than the length of the incidence vectors, N_ 
2 
-or, was 
selected. Then, every possible combination of the smallest possible fi 
generators, allowing for repetition, such that the sum over the generators 
through the first I elements equaled the corresponding A satisfying (4.1.3) was 
accounted for. Row identifiers of potential combinations of generators were 
stored in an array. 
3) For each potential combination of generators identified in step 2), the last 
N_ 
2 
-a—I  element sums were checked. If the last N_ 
2 
-a-I element 
sums equaled the corresponding A satisfying (4.1.3), then the set of incidence 
vectors along with the corresponding first-order differences of the generators 
were outputted to a file. 
4) Typically, once a set of valid generators had been discovered, the execution 
of the program was manually terminated. In cases where no set of valid 
generators were discovered for a specific value of /?, the next smallest value of 
/? satisfying (4.1.3) was investigated. 
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Due to memory and time requirements, programs were composed to search for 
cyclical circular BSA(M n, ctf s with up to 12 generators using the modified algorithm. 
Programs using the random search algorithm were created to search for designs with up 
to 30 generators. Searching was limited to sampling plans for populations with no more 
than 100 units, sample sizes less than or equal to 15 units, and a's of less than or equal 
to 3. 
While not every possible sampling plan satisfying the aforementioned conditions 
was found, a good number were. The generators of these plans are presented in Tables 
4.5-4.7. 
4.5 Closing Remarks 
While a large number of designs have been presented throughout the tables within 
this chapter, application of the construction techniques outlined in Chapters 2 and 3 
yields many more. In addition to having the BSA(22, 7, 1) being the only unresolved 
case for when n = 7 and a-1, there are only 3 unresolved sampling plans for n = 8 and 
a= 1, namely a circular BSA(25, 8,1), a circular BSA(26, 8, 1), and a circular 
BSA(28, 8,1), and only 2 unresolved sampling plans for n=9 and a-1, namely a 
circular BSA(28,9, 1) and a circular BSA(29,9,1). Note that refinements of the 
necessary condition for existence for circular BSA's with a= 1 and n>7 may exist. 
Furthermore, it is interesting to note that unlike the a-1 scenario, a 
refinement of the necessary condition for the existence of a circular BSA(2V, n, 2) for n of 
5 and 6 is not necessary. Recall that Theorem 2.2.2 stated that a necessary condition for 
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the existence of a circular BS A(N, w, 2) is that N>5n for n>3, and note that Table 4.6 
presents generators for a cyclical circular BSA(25, 5, 2). However, no sampling plans 
sat isfying the establ ished necessary condit ion were found for  a= 2 with n>6 and a- 3 
with n > 5.  Hence,  i f  such refinements are possible,  they may depend on or as  well  as  n.  
As mentioned earlier, application of the construction techniques detailed in 
Chapters 2 and 3 yields many more designs than have not been found directly. In fact, 
only a few designs cannot be generated using the presented designs for most cases of 
investigated n and a. Tables 4.8-4.10 detail which circular BS A(#, n, cif s can and 
cannot be constructed using the techniques discussed in Chapters 2 and 3, and the designs 
presented in Chapter 4 for a- 1, 2, and 3, respectively. Note that in view of Theorem 
2.2.3, only the minimum number of designs needed to obtain all other designs for larger 
N will be detailed. Furthermore, while only one construction method will be detailed, 
there may be multiple ways of obtaining some designs. 
Recall that all circular BSA(JV, n, l)'s can be developed for n = 3,4,5, and 6, and 
all circular BSA(N, n, 2)'s and BSA(M n, 3)'s can be developed for n = 3 and 4. The 
only unresolved case for when a- 1 and n = 7 is the circular BSA(22, 7,1). 
Tables 4.8 through 4.10 will detail our knowledge of designs for the following 
combinations of (n, a): 
(8, 1), (9, 1), (10,1). (11, 1), (12, 1), (13, 1), and (14, 1); 
(5, 2), (6, 2), (7,2), (8, 2), and (9, 2); and 
(5,3), (6, 3), (7,3), (8,3), and (9, 3). 
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Table 4.5 — Generators of cyclical, circular BSA(M n, l)'s found using search algorithms 
n N Generators 






3 5), (1 
3 8), (1 
4 7), (1 
5 9), (1 
3 7), (1 
3 8), (1 
4 7), (1 
5 10), (1 
3 7), (1 
3 8), (1 
4 7), (1 
5 10), (1 
3 7), (1 
3 8), (1 
4 7), (1 
5 10) 
3 7), (1 3 7), 
3 8), (1 4 7), 





3 6), (1 
4 8), (1 
5 11) 
3 6), (1 3 6), (1 3 9), (1 3 9), (1 3 10), 
4 8), (1 4 9), (1 5 10), (1 5 10), (1 5 11), 
17 (1 (1 
3 5), (1 
6 11) 
3 10), (1 4 7), (1 4 10), (1 5 10), (1 5 11), 
18 (1 3 7), (1 3 9), (1 3 10), (1 3 10), (1 4 7), (1 4 8), (1 4 9), (1 5 9), (1 6 11), (1 6 12) 
19 (1 (1 
3 5), (1 
6 11), (1 
3 6), (1 
7 14) 





3 5), (1 
4 7), (1 
6 11), (1 
3 7), (1 
4 11), (1 
6 12), (1 
3 9), (1 
4 12), (1 
6 13), (1 
3 10), (1 
5 9), (1 
6 13), (1 
3 12), (1 





(1 3 5), (1 3 6), (1 3 6), (1 3 8), (1 3 8), (1 3 9), 
(1 3 10), (1 3 11), (1 3 11), (1 3 12), (1 3 12), (1 4 7), 
(1 4 7), (1 4 7), (1 4 9), (1 4 11), (1 4 12), (1 4 13), 
(1 5 10), (1 5 10), (1 5 10), (1 5 11), (1 5 11), (1 5 12), 
(1 5 12), (1 5 12), (1 5 13), (1 5 14), (1 5 14), (1 6 13), 
(1 6 13), (1 6 13), (1 6 14), (1 7 13), (1 7 13), (1 7 15), 
(1 7 15), (1 8 16) 
23 (1 3 6), (1 3 9), (1 3 11), (1 4 13), (1 4 13), (1 5 9), (1 5 10), (1 6 13), (1 7 14), (1 7 14) 
24 (1 (1 
3 5), (1 
8 17) 
4 8), (1 4 14), (1 6 14), (1 6 15), (1 7 13), 





3 8), (1 
5 10), (1 
10 21) 
3 9), (1 3 9), (1 4 11), (1 4 16), (1 4 17), 
5 15), (1 5 16), (1 6 18), (1 7 14), (1 9 19), 
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Table 4.5 (continued) 
n N Generators 
3 
30 
(1 3 9), (1 3 9), (1 3 14), (1 3 14), (1 4 10), (1 4 13), 
(1 4 14), (1 4 16), (1 5 9), (1 5 16), (1 5 17), (1 6 11), 
(1 6 13), (1 6 15), (1 7 15), (1 8 15), (1 8 18), (1 10 21) 
31 
(1 3 6), (1 3 14), (1 3 14), (1 4 11), (1 4 16), (1 5 10), 
(1 5 13), (1 5 16), (1 6 16), (1 7 13), (1 7 14), (1 8 18), 
(1 9 18), (1 9 18) 
33 (1 3 6), (1 5 19), (1 7 14), (1 9 18), (1 11 22) 
35 
(1 3 7), (1 3 8), (1 3 17), (1 4 7), (1 4 18), (1 5 16), 
(1 5 18), (1 6 11), (1 7 18), (1 8 16), (1 8 17), (1 9 17), 
(1 10 22), (1 10 23), (1 11 21), (1 12 24) 
36 (1 3 5), (1 4 7), (1 5 12), (1 6 20), (1 6 21), (1 7 15), (1 8 20), (1 9 21), (1 10 19), (1 11 22), (1 11 24) 
37 
(1 3 8), (1 3 8), (1 3 19), (1 4 7), (1 4 18), (1 5 9), 
(1 5 16), (1 6 13), (1 7 18), (1 7 20), (1 9 20), (1 9 22), 
(1 10 22), (1 10 23), (1 10 24), (1 11 21), (1 11 23) 
39 (1 3 6), (1 5 19), (1 7 14), (1 9 24), (1 10 21), (1 11 23) 
41 
(1 3 5), (1 3 7), (1 4 9), (1 4 10), (1 4 12), (1 5 22), 
(1 6 16), (1 6 21), (1 7 18), (1 8 20), (1 8 24), (1 8 24), 
(1 9 21), (1 10 23), (1 10 24), (1 11 23), (1 11 26), (1 12 25), 
(1 14 28) 
42 
(1 3 6), (1 3 6), (1 3 18), (1 3 19), (1 4 8), (1 4 14), 
(1 5 11), (1 5 12), (1 5 23), (1 6 14), (1 6 16), (1 7 20), 
(1 7 22), (1 7 23), (1 8 20), (1 8 22), (1 9 18), (1 9 20), 
(1 9 21), (1 10 25), (1 10 26), (1 10 26), (1 11 23), (1 12 24), 
(1 12 25), (1 15 29) 
43 
(1 3 6), (1 3 6), (1 3 7), (1 4 19), (1 5 10), (1 5 22), 
(1 7 20), (1 7 20), (1 8 15), (1 8 26), (1 9 17), (1 9 21), 
(1 10 22), (1 10 24), (1 11 24), (1 11 25), (1 11 27), (1 12 23), 
(1 12 27), (1 13 18) 
45 (1 3 6), (1 5 11), (1 8 24), (1 9 27), (1 10 22), (1 12 26), (1 14 29) 
51 (1 3 6), (1 5 11), (1 8 29), (1 9 28), (1 10 21), (1 13 26), (1 15 30), (1 17 35) 
57 (1 3 6), (1 5 11), (1 8 32), (1 9 18), (1 12 33), (1 13 35), (1 14 29), (1 15 31), (1 19 38) 
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Table 4.5 (continued) 
n N Generators 
3 
63 (1 3 15), (1 4 9), (1 5 26), (1 7 33), (1 8 23), (1 10 28), (1 11 30), (1 12 29), (1 14 34), (1 17 40) 
69 (1 3 6), (1 5 11), (1 8 16), (1 10 39), (1 12 40), (1 13 27), (1 14 38), (1 17 35), (1 18 37), (1 21 43), (1 22 45) 
75 (1 3 18), (1 4 22), (1 5 14), (1 6 13), (1 7 39), (1 9 35), (1 11 34), (1 12 36), (1 15 37), (1 17 46), (1 20 45), (1 21 48) 
81 
(1 3 41), (1 4 18), (1 5 27), (1 6 12), (1 8 31), (1 9 19), 
(1 10 37), (1 13 38), (1 14 35), (1 16 47), (1 17 49), (1 20 40), 
(1 25 53) 
87 
(1 3 37), (1 4 14), (1 5 17), (1 6 43), (1 7 15), (1 8 36), 
(1 10 33), (1 12 27), (1 18 45), (1 19 50), (1 20 49), (1 21 42), 
(1 23 48), (1 25 55) 
93 
(1 3 36), (1 4 12), (1 5 10), (1 7 31), (1 8 18), (1 13 33), 
(1 14 41), (1 15 43), (1 16 50), (1 17 53), (1 19 56), (1 20 51), 
(1 22 48), (1 23 46), (1 26 55) 
99 
(1 3 24), (1 4 17), (1 5 46), (1 6 26), (1 7 16), (1 8 38), 
(1 9 23), (1 11 53), (1 12 41), (1 13 44), (1 18 50), (1 19 54), 
(1 20 56), (1 25 52), (1 27 61), (1 29 62) 
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Table 4.5 (continued) 
n N Generators 
16 
3 8 12) 
3 11 13) 
4 8 13) 
4 10 14) 
1 3 8 13) 
1 3 11 14) 
1 4 9 14) 
1 3 9 13), (1 
1 3 11 15), (1 
1 4 9 14), (1 
3 10 12), 
3 12 15), 
4 10 13), 
17 3 4 
8 14) 
9 14) 
1 3 10 12) 
1 4 10 15) 
1 3 14 16), (1 
1 4 11 14) 
4 9 13), 
18 3 11 13) 5 10 15) 
1 3 14 16) 1 4 8 15), (1 4 10 16), 












1 3 8 18) 
1 3 13 19) 
1 4 10 15) 
1 4 12 16) 
1 3 9 16), (1 
1 3 15 19), (1 
1 4 10 17), (1 
1 4 12 18), (1 
3 10 14), 
3 16 19), 
4 11 18), 
5 13 17), 



























9 20), (1 
19 21), (1 
9 16), (1 












23 3 12 15) 5 11 19) 
1 3 19 22) 1 4 9 17), (1 5 11 17), 
24 3 11 14) 5 12 21) 
3 21 23) 
6 11 17) 
1 4 11 19), (1 
1 6 11 18) 
4 13 22), 
25 
3 7 12) 
3 21 23) 
5 11 19) 
1 3 12 16) 
1 4 12 17) 
1 5 11 20) 
1 3 13 21), (1 
1 4 12 19), (1 
1 5 13 19) 
3 20 23), 


























8 10), (1 
15 18), (1 
8 19), (1 
17 20), (1 













Table 4.5 (continued) 















7 20), (1 
14 17), (1 
7 20), (1 
17 25), (1 
13 19), (1 







8 11), (1 
24 26), (1 
12 21), (1 
9 19), (1 
14 20), (1 








3 5 14) 
4 12 21) 
5 12 23) 
7 15 23) 
1 3 7 25), (1 
1 4 13 18), (1 
1 5 17 24), (1 
3 9 28), (1 
4 14 20), (1 
6 13 21), (1 
3 24 27), 
4 16 20), 
6 15 20), 
30 
3 17 20) 
5 13 23) 
7 16 24) 
1 3 27 29), (1 
1 6 12 22), (1 
4 8 11), (1 
6 12 23), (1 
4 16 21), 
6 15 24), 
31 3 28 30) 6 15 24) 
1 4 20 23), (1 
1 7 14 24), (1 
4 20 24), (1 
7 18 25) 
6 11 22), 
33 3 29 32) 7 16 27) 
1 4 17 22), (1 5 13 24), (1 7 15 24), 
35 3 32 34) 6 18 31) 
1 4 7 18), (1 
1 7 16 27), (1 
4 14 18), (1 
8 15 27), (1 
6 16 29), 
9 17 28) 
36 
3 6 34) 
5 15 22) 
7 19 29) 
1 3 14 26), (1 
1 5 22 26), (1 
1 8 16 25), (1 
3 32 35), (1 
6 17 30), (1 
9 19 28) 
4 17 31), 












1 3 21 27), (1 
1 4 12 27), (1 
1 5 17 33), (1 
1 7 16 24), (1 
3 28 30), (1 
4 14 28), (1 
5 17 33), (1 
7 20 26), (1 
3 33 35), 
4 23 26), 
5 27 34), 
7 20 27), 






3 16 39) 
4 17 23) 
5 14 32) 
7 22 33) 
8 20 33) 
1 3 37 40), (1 
1 4 21 31), (1 
1 5 20 25), (1 
1 7 24 32), (1 
1 9 21 29), (1 
3 38 40), (1 
4 28 33), (1 
6 13 31), (1 
8 16 27), (1 
9 22 34) 
4 11 28), 
5 11 36), 
6 15 33), 
8 20 31), 
50 
Table 4.5 (continued) 
n N Generators 
4 
42 
(1 3 8 11), (1 3 9 40), (1 3 21 35), (1 3 24 28), 
(1 4 8 32), (1 4 25 31), (1 5 14 32), (1 5 27 33), 
(1 6 18 31), (1 6 20 28), (1 7 20 36), (1 8 17 34), 
(1 10 21 33) 
43 
(1 3 6 41), (1 3 12 18), (1 3 19 32), (1 4 25 34), 
(1 5 17 21), (1 5 22 27), (1 7 31 38), (1 8 16 36), 
(1 8 19 33), (1 10 20 30) 
45 (1 3 41 44), (1 4 8 34), (1 6 24 30), (1 7 18 33), (1 9 17 29), (1 10 23 37), (1 11 25 36) 
47 
(1 3 15 46), (1 3 26 45), (1 4 13 41), (1 4 31 37), 
(1 5 13 19), (1 5 27 35), (1 6 17 30), (1 6 25 40), 
(1 7 22 23), (1 8 17 26), (1 8 18 28) 
48 
(1 3 11 28), (1 3 11 46), (1 3 18 37), (1 3 27 41), 
(1 4 15 41), (1 4 17 45), (1 4 19 23), (1 5 10 31), 
(1 5 19 25), (1 6 19 44), (1 7 14 26), (1 7 18 38), 
(1 7 22 34), (1 8 17 40), (1 8 20 40) 
51 (1 3 6 20), (1 5 11 23), (1 8 21 29), (1 10 25 36) 
54 
(1 3 11 47), (1 3 12 46), (1 3 18 48), (1 3 44 47), 
(1 4 16 52), (1 4 32 36), (1 5 25 30), (1 5 26 45), 
(1 5 32 37), (1 6 13 29), (1 6 17 42), (1 7 21 35), 
(1 7 23 40), (1 7 34 46), (1 8 24 36), (1 8 25 38), 
(1 9 22 41) 
55 
(1 3 28 48), (1 3 32 52), (1 3 36 47), (1 4 7 44), 
(1 4 14 27), (1 5 12 51), (1 5 22 39), (1 6 24 37), 
(1 6 31 47), (1 7 19 35), (1 8 16 44), (1 8 23 37), 
(1 9 23 33) 
57 
(1 3 22 28), (1 3 46 55), (1 4 17 41), (1 5 11 15), 
(1 6 23 47), (1 8 20 35), (1 8 26 37), (1 9 27 35), 
(1 10 23 38) 
59 
(1 3 16 42), (1 3 23 26), (1 3 38 50), (1 4 10 31), 
(1 4 17 35), (1 4 33 52), (1 5 10 55), (1 5 31 45), 
(1 5 38 44), (1 7 19 50), (1 8 18 25), (1 8 31 52), 
(1 9 32 51), (1 12 25 46) 
51 
Table 4.5 (continued) 
n N Generators 
4 
60 
(1 3 9 47), (1 3 11 59), (1 3 36 49), (1 4 10 26), 
(1 4 28 35), (1 4 42 57), (1 4 45 50), (1 5 25 42), 
(1 5 29 46), (1 6 19 27), (1 6 21 53), (1 6 22 35), 
(1 7 38 55), (1 8 26 33), (1 10 21 50), (1 10 31 40), 
(1 11 28 38), (1 11 29 47), (1 12 27 49) 
63 (1 3 6 10), (1 7 18 42), (1 9 28 43), (1 11 27 41), (1 13 26 44) 
67 
(1 3 7 10), (1 3 17 54), (1 3 32 42), (1 4 21 65), 
(1 5 18 44), (1 5 23 45), (1 6 26 55), (1 6 38 43), 
(1 7 43 53), (1 8 42 61), (1 9 18 56), (1 9 22 41), 
(1 9 25 57), (1 10 41 56), (1 11 29 44), (1 12 24 57) 
69 
(1 3 17 34), (1 3 47 61), (1 4 9 25), (1 4 19 51), 
(1 5 10 47), (1 5 11 40), (1 7 41 48), (1 8 28 58), 
(1 9 22 60), (1 12 29 55), (1 13 37 57) 
71 
(1 3 8 22), (1 3 21 46), (1 3 66 69), (1 4 20 26), 
(1 5 11 46), (1 5 17 43), (1 5 42 59), (1 6 28 63), 
(1 8 19 59), (1 8 29 58), (1 9 18 50), (1 9 41 53), 
(1 10 28 57), (1 11 34 49), (1 11 35 48), (1 12 37 52), 
(1 12 44 60) 
75 (1 3 6 72), (1 8 27 35), (1 11 36 65), (1 13 44 58), (1 14 29 53), (1 17 39 59) 
79 
(1 3 22 77), (1 3 59 63), (1 3 60 64), (1 4 13 77), 
(1 5 25 30), (1 6 38 50), (1 7 38 53), (1 7 41 55), 
(1 8 37 73), (1 8 47 71), (1 9 18 46), (1 9 27 44), 
(1 9 39 59), (1 11 24 49), (1 11 46 62), (1 11 57 68), 
(1 12 42 69), (1 14 28 54), (1 14 33 65) 
81 
(1 3 40 55), (1 3 43 77), (1 4 22 32), (1 4 23 39), 
(1 5 22 31), (1 5 54 77), (1 7 19 38), (1 7 48 71), 
(1 8 28 53), (1 9 17 68), (1 11 25 37), (1 12 44 69), 
(1 14 47 62) 
87 (1 3 7 85), (1 8 39 47), (1 11 65 77), (1 14 30 54), (1 15 43 70), (1 16 38 68), (1 18 44 69) 
99 (1 3 6 96), (1 8 16 90), (1 12 52 64), (1 14 40 72), (1 15 39 70), (1 17 38 67), (1 19 54 73), (1 21 44 78) 
52 
Table 4.5 (continued) 
n N Generators 
19 (1 3 5 13 18), (1 3 8 11 16), (1 3 9 12 15), (1 4 8 13 17) 
20 
1 3 6 14 18), (1 
1 3 8 13 16), (1 
1 3 10 12 19), (1 
1 4 9 14 18), (1 
1 4 10 13 18) 
3 7 12 17), (1 
3 9 11 16), (1 
3 11 16 18), (1 
4 9 14 18), (1 
3 7 13 17), (1 
3 9 12 15), (1 
3 12 15 19), (1 
4 9 14 17), (1 
3 7 14 17), 
3 9 12 16), 
3 15 17 19), 
4 10 13 17), 
21 1 3 8 11 17), (1 3 1 4 7 11 18), (1 4 
9 14 16), (1 
8 13 18), (1 
3 11 13 20), (1 
4 9 14 18), (1 
3 16 18 20), 
4 9 14 19) 
22 
1 3 5 13 19), (1 3 
1 3 7 10 13), (1 3 
1 3 8 13 15), (1 3 
1 3 13 16 20), (1 3 
1 4 9 14 18), (1 4 
5 13 20), (1 3 
7 11 17), (1 3 
8 14 17), (1 3 
15 19 21), (1 4 
10 15 18), (1 4 
6 10 16), (1 3 
7 14 16), (1 3 
9 14 18), (1 3 
7 12 18), (1 4 
13 17 20) 
6 11 16), 
8 11 14), 
12 16 20), 
8 15 19), 
23 1 3 7 16 19) 
24 
1 3 5 13 21), (1 
1 3 8 21 23), (1 
1 3 12 15 19), (1 
1 4 8 14 19), (1 
1 4 10 16 21), (1 
1 5 11 17 21) 
3 6 10 22), (1 
3 9 12 17), (1 
3 12 21 23), (1 
4 8 15 19), (1 
4 11 14 20), (1 
3 8 11 15), (1 
3 9 15 20), (1 
3 14 20 22), (1 
4 9 12 19), (1 
4 11 16 19), (1 
3 8 12 22), 
3 11 13 20), 
3 14 20 23), 
4 9 14 18), 
4 12 16 19), 
25 
1 3 8 11 16), (1 
1 3 11 16 19), (1 
1 4 9 19 23), (1 
3 9 14 22), (1 
3 12 16 23), (1 
4 10 16 20), (1 
3 9 14 22), (1 
3 19 22 24), (1 
4 11 15 23) 
3 10 12 21), 
4 8 17 22), 
26 
1 3 5 12 19), (1 
1 3 8 18 22), (1 
1 3 11 16 21), (1 
1 3 14 19 23), (1 
1 4 8 13 21), (1 
1 4 12 16 24), (1 
3 5 16 22), (1 
3 8 20 23), (1 
3 12 15 18), (1 
3 15 20 23), (1 
4 8 13 20), (1 
3 6 8 16), (1 
3 9 19 23), (1 
3 12 18 20), (1 
3 17 21 25), (1 
4 8 16 21), (1 
3 6 11 24), 
3 11 14 17), 
3 13 16 21), 
4 8 11 14), 
4 11 18 21), 
5 10 16 22), (1 5 12 17 21) 
27 1 3 20 23 26), (1 1 5 11 17 24), (1 
3 14 17 26), (1 3 10 13 21), (1 4 10 18 23), 
5 10 17 22) 
28 1 3 21 23 26), (1 1 5 10 16 23) 
3 10 17 19), (1 4 7 17 21), (1 5 10 18 22), 
29 
1 3 6 9 26), (1 
1 3 13 18 23), (1 
1 3 18 21 27), (1 
1 5 11 19 25) 
3 8 16 28), (1 
3 13 23 26), (1 
4 11 17 22), (1 
3 9 19 22), (1 
3 17 20 24), (1 
4 12 19 24), (1 
3 10 14 18), 
3 17 21 25), 
4 14 19 26), 
53 
Table 4.5 (continued) 
n N Generators 
(1 3 5 15 24), (1 3 5 16 23), (1 3 6 12 15), (1 3 6 20 23), 
(1 3 6 21 25), (1 3 7 9 22), (1 3 7 16 19), (1 3 7 17 28), 
(1 3 8 13 25), (1 3 9 12 22), (1 3 10 16 19), (1 3 11 16 23), 
30 (1 3 15 22 25), (1 3 15 23 26), (1 3 16 23 27), (1 3 22 26 29), 
(1 4 8 20 25), (1 4 9 13 17), (1 4 9 16 21), (1 4 9 19 25), 
(1 4 11 14 27), (1 4 13 20 26), (1 4 18 23 27), (1 5 10 16 24), 
(1 5 10 17 21), (1 5 11 18 25), (1 6 12 18 26) 
31 (1 3 24 27 30), (1 3 12 15 30), (1 3 13 16 24), (1 4 11 20 28), (1 5 9 18 23), (1 6 12 21 27), (1 6 12 18 25) 
(1 3 5 9 23), (1 3 5 18 25), (1 3 6 10 25), (1 3 6 14 29), 
(1 3 6 16 31), (1 3 8 14 19), (1 3 10 18 30), (1 3 10 25 28), 
(1 3 11 22 29), (1 3 12 20 29), (1 3 12 22 30), (1 3 14 19 22), 
32 (1 3 14 21 26), (1 3 19 23 28), (1 3 20 23 30), (1 3 20 23 25), (1 4 7 11 20), (1 4 7 16 29), (1 4 9 15 29), (1 4 10 15 27), 
(1 4 10 17 24), (1 4 12 16 22), (1 4 13 17 27), (1 4 13 18 29), 
(1 5 10 16 27), (1 5 12 20 28), (1 5 13 21 27), (1 5 13 23 29), 
(1 6 12 20 26) 
5 
33 (1 3 5 8 18), (1 4 10 15 25), (1 5 12 18 26) 
(1 3 5 21 30), (1 3 6 18 29), (1 3 7 10 31), (1 3 7 27 29), 
(1 3 8 18 22), (1 3 9 11 20), (1 3 9 12 23), (1 3 12 17 33), 
(1 3 12 17 20), (1 3 13 21 31), (1 3 13 24 27), (1 3 13 28 30), 
34 (1 3 15 28 30), (1 3 19 26 29), (1 4 7 20 27), (1 4 8 18 31), (1 4 9 13 25), (1 4 9 14 17), (1 4 10 19 32), (1 4 10 26 31), 
(1 4 12 20 25), (1 4 13 18 28), (1 4 14 18 30), (1 4 15 22 29), 
(1 4 16 26 31), (1 5 10 21 25), (1 5 16 21 27), (1 5 16 22 28), 
(1 5 18 23 30), (1 5 20 25 31), (1 7 13 20 28) 
35 (1 3 7 28 31), (1 3 6 12 16), (1 3 12 13 30), (1 3 19 23 26), (1 3 11 20 23), (1 5 12 22 28), (1 6 12 20 29), (1 6 13 22 28) 
(1 3 5 10 16), (1 3 7 12 33), (1 3 7 18 35), (1 3 8 15 18), 
(1 3 9 27 32), (1 3 10 13 26), (1 3 10 25 29), (1 3 11 19 26), 
(1 3 11 25 31), (1 3 12 26 35), (1 3 12 28 32), (1 3 15 20 23), 
(1 3 15 25 33), (1 3 16 26 32), (1 3 19 24 29), (1 3 21 25 27), 
36 (1 4 7 19 32), (1 4 8 14 29), (1 4 8 19 24), (1 4 8 22 29), 
(1 4 8 28 31), (1 4 10 13 29), (1 4 10 20 27), (1 4 11 18 23), 
(1 4 13 19 23), (1 4 14 19 31), (1 4 14 20 29), (1 4 15 20 23), 
(1 4 15 21 29), (1 5 10 22 27), (1 5 10 25 32), (1 5 12 18 25), 
(1 5 13 28 33) 
54 
Table 4.5 (continued) 
n N Generators 
3 6 19 26), (1 
3 11 16 19), (1 
37 (1 3 18 22 33), (1 
4 10 28 32), (1 
6 14 20 29) 
3 7 15 31), (1 
3 12 24 28), (1 
4 8 16 20), (1 
4 11 24 30), (1 
3 7 27 35), (1 
3 14 27 33), (1 
4 9 24 31), (1 
5 10 21 32), (1 
3 10 13 15), 
3 15 21 35), 
4 10 21 31), 
5 16 26 34), 
38 3 32 34 37), (1 6 13 23 33), (1 
3 15 18 21), (1 
6 12 21 31), (1 
4 15 23 27), (1 
7 15 23 32) 
5 15 26 30), 
3 6 20 38), (1 
39 (1 4 11 17 31), (1 
6 19 29 35) 
3 7 25 37), (1 
4 13 21 35), (1 
3 11 13 24), (1 
5 16 24 31), (1 
4 10 16 29), 
5 22 29 36), 
3 5 19 25), (1 3 
3 8 33 37), (1 3 
41 (1 3 22 25 32), (1 4 
4 24 30 38), (1 5 
6 13 23 31), (1 6 
6 9 18), (1 3 
11 15 27), (1 3 
9 31 39), (1 4 
10 24 35), (1 5 
16 25 34), (1 7 
7 14 21), (1 3 
12 21 27), (1 3 
14 17 24), (1 4 
15 21 33), (1 5 
15 23 29) 
7 19 33), 
18 31 39), 
14 30 35), 
20 25 29), 
43 3 11 27 31), (1 4 10 15 22) 
45 
3 9 24 38), (1 
3 12 38 41), (1 
3 21 40 43), (1 
4 14 21 24), (1 
6 11 22 31), (1 
7 21 33 39) 
3 10 12 17), (1 
3 15 36 42), (1 
4 8 16 19), (1 
4 22 26 41), (1 
6 13 22 35), (1 
3 11 29 34), (1 
3 20 24 32), (1 
4 8 19 32), (1 
5 16 33 42), (1 
6 13 22 35), (1 
3 12 31 37), 
3 20 28 32), 
4 14 18 27), 
5 19 25 40), 
6 16 33 39), 
3 5 18 40), (1 
47 (1 4 11 16 29), (1 
7 15 29 36), (1 
3 6 21 45), (1 
4 30 41 44), (1 
7 18 27 35), (1 
3 9 25 41), (1 
5 10 21 34), (1 
7 18 27 38) 
3 16 20 26), 
5 17 29 43), 
3 8 23 26), (1 
48 (1 4 17 24 42), (1 
6 14 30 40) 
3 9 18 35), (1 
4 34 38 41), (1 
3 13 15 32), (1 
5 22 26 31), (1 
4 15 27 43), 
6 12 22 30), 
49 
3 5 15 40), (1 
3 12 18 28), (1 
3 27 31 43), (1 
4 13 18 21), (1 
5 10 29 38), (1 
3 6 21 46), (1 3 7 14 21), (1 3 7 30 46), 
3 14 24 27), (1 3 
4 9 14 24), (1 4 
4 15 33 45), (1 4 
5 11 24 42), (1 6 
14 30 47), (1 
9 15 32), (1 
17 26 42), (1 
20 26 34), (1 
3 20 35 39), 
4 11 32 38), 
5 10 23 31), 
7 16 32 39), 
8 15 28 42), (1 8 18 30 39), (1 8 23 31 38) 
53 3 7 28 51), (1 9 23 35 44) 
3 6 39 43), (1 7 25 37 44), (1 8 21 32 46), 
55 
Table 4.5 (continued) 
n N Generators 
5 
63 (1 3 6 17 26), (1 5 13 32 42), (1 7 14 31 49) 
73 (1 3 7 25 71), (1 3 7 34 71), (1 8 43 53 61), (1 8 25 51 59), (1 11 30 46 63), (1 12 26 42 62), (1 13 27 42 61) 
83 (1 3 7 29 81), (1 8 22 41 52), (1 9 21 55 68), (1 11 28 46 69) 
56 
Table 4.5 (continued) 
n N Generators 
(1 3 5 8 14 19), (1 3 5 8 12 20), (1 3 5 9 12 18), 
(1 3 5 10 13 18), (1 3 5 10 13 15), (1 3 5 11 14 18), 
(1 3 6 9 11 16), (1 3 6 10 13 20), (1 3 6 11 15 18), 
(1 3 6 11 16 19), (1 3 6 12 15 17), (1 3 6 12 14 19), 
(1 3 6 13 15 17), (1 3 7 9 14 18), (1 3 7 9 14 18), 
(1 3 7 9 14 18), (1 3 7 10 18 21), (1 3 7 10 13 17), 
22 (1 3 7 11 16 19), (1 3 7 12 15 19), (1 3 7 12 19 21), 
(1 3 7 12 16 18), (1 3 7 13 15 20), (1 3 7 14 17 20), 
(1 3 7 15 17 20), (1 3 8 13 17 20), (1 3 9 11 15 18), 
(1 3 9 12 16 18), (1 3 9 13 15 21), (1 3 9 14 17 20), 
(1 3 9 15 18 21), (1 3 13 16 18 21), (1 4 8 12 16 20), 
(1 4 8 13 17 20), (1 4 8 13 17 20), (1 4 9 12 16 20), 
(1 4 9 13 16 19), (1 4 9 13 17 20) 
23 (1 3 5 8 12 18), (1 3 6 11 15 18) 
(1 3 5 9 12 15), (1 3 5 8 14 17), (1 3 10 17 19 22), 
24 (1 3 9 11 16 21), (1 3 8 14 18 22), (1 3 9 14 18 21), 
(1 4 9 14 18 22) 
(1 3 5 11 14 22), (1 3 6 9 17 21), (1 3 6 11 18 23), 
(1 3 7 13 16 23), (1 3 8 10 17 22), (1 3 9 12 19 23), 
(1 3 9 14 20 24), (1 3 10 14 17 21), (1 3 12 20 22 24), 
(1 4 8 11 16 21), (1 4 10 13 16 22) 
(1 3 5 8 11 15), (1 3 5 10 16 22), (1 3 6 10 18 22), 
(1 3 6 12 15 22), (1 3 7 9 12 24), (1 3 7 11 18 21), 
(1 3 7 13 16 25), (1 3 7 16 19 21), (1 3 8 10 13 21), 
OA (1 3 8 11 21 25), (1 3 8 11 14 18), (1 3 8 14 18 22), (1 3 8 14 17 19), (1 3 9 11 20 24), (1 3 9 13 16 23), 
(1 3 9 16 21 25), (1 3 10 13 21 25), (1 3 12 19 21 24), 
(1 4 7 12 16 20), (1 4 7 13 18 23), (1 4 8 11 16 21), 
(1 4 10 15 18 23), (1 4 11 16 20 24) 
97 (1 3 7 10 13 26), (1 3 5 13 16 23), (1 3 9 14 20 23), 6 / (1 4 9 15 19 24) 
(1 3 5 8 20 26), (1 3 6 9 17 19), (1 3 9 11 18 25), 60 (1 4 9 13 20 24), (1 4 10 15 19 25) 
(1 3 5 10 21 26), (1 3 6 12 15 17), (1 3 7 10 20 24), 
29 (1 3 7 12 19 26), (1 3 8 17 22 24), (1 3 9 13 22 25), 
(1 3 9 21 25 28), (1 3 11 15 21 27), (1 3 11 16 18 27), 
(1 3 12 17 20 23), (1 4 7 11 21 25), (1 4 7 14 22 26), 
(1 4 10 15 18 22) 
57 
Table 4.5 (continued) 
n N Generators 
3 7 9 13 20), (1 
30 (1 3 10 13 16 23), (1 
4 8 15 18 23), (1 
3 7 12 21 26), (1 
3 10 15 18 28), (1 
4 9 13 17 23), (1 
3 7 16 27 29), 
3 12 19 21 26), 
4 9 13 25 28) 
3 6 8 14 29), (1 
3 7 16 26 30), (1 
31 (1 3 9 12 16 29), (1 
3 10 13 17 22), (1 
4 9 15 21 24), (1 
3 7 13 22 30), (1 
3 8 11 14 25), (1 
3 10 12 16 28), (1 
3 10 15 23 27), (1 
4 11 16 20 29) 
3 7 15 19 23), 
3 8 18 21 28), 
3 10 13 24 27), 






















18 26), (1 
17 25), (1 
17 30), (1 
20 27), (1 
24 29), (1 
21 24), (1 
27 30), (1 
23 29), (1 
21 30), (1 





















23 26), (1 
21 26), (1 
17 29), (1 
24 31), (1 
22 26), (1 
23 31), (1 
25 30), (1 
23 29), (1 





























33 3 5 10 16 26), (1 4 8 20 23 28) 
34 
3 5 15 26 30), (1 3 6 9 21 26), (1 3 7 10 26 29), 
3 7 11 16 28), (1 3 7 11 25 30), (1 3 7 11 24 27), 
3 7 11 17 26), (1 3 7 13 24 27), (1 3 8 13 21 24), 
3 8 14 19 27), (1 3 8 14 21 26), (1 3 8 17 22 24), 
3 8 18 27 31), (1 3 9 13 23 28), (1 3 9 18 23 31), 
3 10 13 24 27), (1 3 10 15 18 21), (1 3 11 14 17 26), 
3 12 18 28 30), (1 3 13 17 20 29), (1 3 18 22 25 30), 
3 18 27 30 33), (1 3 19 22 29 31), (1 3 21 25 30 33), 
4 7 14 20 31), (1 4 8 17 24 30), (1 4 9 14 17 23), 
4 9 17 21 32), (1 4 10 16 28 31), (1 4 15 18 27 31), 
5 12 21 26 31) 
35 
3 7 9 12 22), (1 
3 7 15 18 23), (1 
3 11 17 29 34), (1 
3 16 20 26 33), (1 
4 10 16 25 32), (1 
5 10 16 20 28) 
3 7 12 16 19), (1 3 
3 8 11 21 24), (1 3 
3 11 19 26 31), (1 3 
3 17 19 27 30), (1 4 
4 11 16 22 30), (1 4 
7 12 25 33), 
8 22 25 32), 
11 22 31 34), 
8 15 18 30), 
14 23 28 32), 
58 
Table 4.5 (continued) 
n N Generators 
36 
1 3 8 14 17 19), 
1 3 10 19 23 27), 
1 3 22 25 27 30), 
1 4 11 16 30 34), 
1 3 9 18 26 30), (1 
1 3 15 18 28 31), (1 
1 4 8 14 20 32), (1 
1 5 10 15 21 31) 
3 9 22 26 31), 
3 15 24 32 35), 
4 8 15 19 29), 
37 
1 3 5 24 27 32), 
1 3 7 20 24 30), 
1 3 9 24 27 34), 
1 3 12 15 24 30), 
1 4 8 22 27 33), 
1 4 12 17 27 34), 
1 3 6 10 21 31), (1 3 
1 3 8 11 28 32), (1 3 
1 3 10 14 33 36), (1 3 
1 3 18 21 25 30), (1 3 
1 4 10 16 25 28), (1 4 
1 4 13 17 25 32) 
6 18 26 29), 
8 14 18 34), 
10 16 21 30), 
19 24 31 36), 
10 20 28 33), 
38 
1 3 30 32 34 37), 
1 4 12 18 26 30), 
1 5 13 18 24 33) 
1 3 17 19 22 33), (1 
1 4 11 18 26 30), (1 
4 12 19 25 29), 
4 13 19 24 29), 
39 1 3 28 31 34 38), 1 5 13 21 27 31), 
1 3 21 23 26 37), (1 
1 5 12 20 25 34), (1 
3 13 16 24 31), 
6 11 18 27 33) 
41 
1 3 6 14 18 38), 
1 3 7 10 16 21), 
1 3 8 11 25 33), 
1 3 12 22 26 37), 
1 3 14 27 34 39), 
1 4 11 17 20 37), 
1 6 14 23 29 35) 
1 3 6 24 28 30), (1 3 
1 3 7 15 35 38), (1 3 
1 3 10 16 28 31), (1 3 
1 3 13 16 27 35), (1 3 
1 4 7 15 23 27), (1 4 
1 4 14 20 24 37), (1 5 
6 28 30 35), 
7 17 32 36), 
10 20 25 33), 
13 24 28 33), 
11 15 19 25), 
12 17 25 35), 
42 
1 3 6 23 32 35), 
1 3 11 15 21 27), 
1 3 18 24 38 41), 
1 4 10 23 28 35), 
1 6 13 20 29 35) 
1 3 8 21 32 36), (1 
1 3 13 19 24 39), (1 
1 4 8 12 33 36), (1 
1 4 12 20 27 37), (1 
3 11 13 17 22), 
3 14 28 38 41), 
4 10 19 23 31), 
4 18 29 34 38), 
43 1 3 5 7 30 33), 1 6 12 20 29 37) 
1 4 23 28 34 37), (1 5 13 23 28 35), 
45 
1 3 6 9 42 44), 
1 5 14 23 27 35), 
1 6 15 22 32 39) 
1 3 19 22 30 44), (1 4 14 21 31 34), 
1 6 14 24 29 40), (1 6 17 25 31 37), 
59 
Table 4.5 (continued) 
n N Generators 
47 
1 3 5 18 23 43) 
1 3 9 14 19 38) 
1 3 11 21 24 46) 
1 3 15 29 39 44) 
1 4 8 24 34 38) 
1 4 12 16 35 42) 
1 4 22 28 40 45) 
1 6 18 25 32 40) 
1 3 6 19 25 41), (1 3 
1 3 10 16 23 45), (1 3 
1 3 12 18 25 38), (1 3 
1 3 17 30 34 38), (1 3 
1 4 9 20 23 36), (1 4 
1 4 12 20 35 42), (1 4 
1 5 13 22 28 33), (1 5 
7 21 33 44), 
10 21 26 36), 
12 19 22 41), 
29 39 43 46), 
12 15 20 29), 
13 19 34 40), 
25 33 38 42), 
48 1 3 5 16 21 46) 1 4 13 25 33 39), (1 5 12 26 34 43) 
49 
1 3 6 10 12 30) 
1 3 6 18 22 38) 
1 3 8 27 30 42) 
1 3 14 30 39 45) 
1 3 27 30 43 48) 
1 4 12 21 27 34) 
1 5 11 16 20 28) 
1 5 17 31 40 46) 
1 3 6 13 19 24), (1 3 6 14 29 38), 
1 3 7 15 20 27), (1 3 8 11 18 27), 
1 3 9 19 22 25), (1 3 14 28 32 42), 
1 3 15 20 28 32), (1 3 18 21 33 44), 
1 4 10 17 38 43), (1 4 12 19 43 47), 
1 4 15 26 31 40), (1 5 9 23 30 41), 
1 5 14 20 33 42), (1 5 15 21 33 40), 
1 6 15 23 34 44) 
51 
1 3 8 20 23 48) 
1 3 14 18 42 49) 
1 7 14 24 32 43) 
1 3 19 40 43 48), (1 
1 3 11 15 28 31), (1 
1 7 15 22 33 42) 
3 6 19 33 48), 
6 15 27 34 44), 
53 1 3 5 33 49 52) 1 7 13 25 34 44) 
1 4 15 18 38 42), (1 
1 8 15 23 32 43) 
6 14 19 29 46), 
54 
1 3 7 12 35 47) 
1 3 9 16 35 39) 
1 3 10 26 44 47) 
1 3 15 25 42 50) 
1 4 12 22 27 46) 
1 4 26 32 37 41) 
1 3 7 33 36 43), (1 3 
1 3 10 13 21 51), (1 3 
1 3 11 24 41 50), (1 3 
1 4 8 13 26 32), (1 4 
1 4 16 20 33 47), (1 4 
1 6 17 26 34 48) 
7 36 41 44), 
10 22 27 37), 
14 20 30 35), 
10 24 40 51), 
18 30 34 40), 
63 1 3 6 10 16 27) 1 5 17 28 35 49) 
I 3 9 23 36 41), (1 4 13 23 39 47), 
73 
1 3 7 10 69 72) 
1 7 25 33 51 58) 
1 11 22 34 50 64) 
1 3 22 40 44 71), (1 6 23 36 42 59), 
1 9 21 36 49 65), (1 10 20 35 48 62), 
60 
Table 4.5 (continued) 
It N Generators 
6 
78 (1 3 5 8 25 76), (1 5 20 36 42 50), (1 7 19 37 47 58), (1 9 26 35 51 64), (1 10 21 34 53 65) 
83 
(1 3 17 23 77 81), (1 3 7 10 61 66), (1 3 7 38 45 81), 
(1 9 29 39 50 65), (1 9 19 40 51 68), (1 9 23 35 52 71), 
(1 11 24 41 57 72), (1 12 25 40 58 70) 
93 (1 3 8 18 61 90), (1 4 23 35 48 74), (1 9 25 39 57 66) 
61 
Table 4.5 (continued) 
n N Generators 
(1 3 5 9 13 16 22), (1 3 5 10 13 17 21), 
(1 3 5 11 15 18 24), (1 3 5 11 13 16 19), 
(1 3 5 12 15 20 24), (1 3 6 8 11 15 23), 
(1 3 6 8 13 19 22), (1 3 6 9 13 20 23), 
(1 3 6 10 15 18 24), (1 3 6 10 15 21 25), 
(1 3 6 11 14 19 23), (1 3 6 11 15 22 24), 
(1 3 6 12 14 17 23), (1 3 6 13 16 20 24), 
(1 3 7 9 13 20 23), (1 3 7 9 11 14 22), 
(1 3 7 9 12 18 23), (1 3 7 10 17 20 23), 
(1 3 7 10 17 22 25), (1 3 7 10 13 20 24), 
(1 3 7 11 15 22 24), (1 3 7 11 15 19 24), 
26 (1 3 7 11 14 19 24), (1 3 7 12 16 20 24), 
(1 3 7 13 17 21 24), (1 3 7 13 16 20 22), 
(1 3 7 14 16 18 23), (1 3 8 10 13 17 23), 
(1 3 8 10 15 20 25), (1 3 8 11 14 19 21), 
(1 3 8 11 14 17 23), (1 3 8 11 13 18 21), 
(1 3 8 12 16 19 25), (1 3 8 13 15 18 25), 
(1 3 8 14 17 21 23), (1 3 9 11 14 17 23), 
(1 3 9 12 16 19 22), (1 3 9 12 16 20 22), 
7 (1 3 9 12 18 21 23), (1 3 9 13 18 21 24), 
(1 3 10 17 20 22 25), (1 3 13 15 17 21 23), 
(1 3 13 15 18 20 24), (1 3 13 16 19 21 24), 
(1 4 7 11 15 18 22), (1 4 9 12 16 19 24) 
on (1 3 7 9 11 22 25), (1 3 8 10 17 20 22), £. Z (1 3 7 12 15 19 24), (1 4 8 13 18 21 24) 
31 (1 3 5 8 14 17 27), (1 3 7 11 18 21 26) 
(1 3 6 15 25 28 32), (1 3 6 9 13 21 23), 
33 (1 3 10 12 15 18 28), (1 3 9 13 18 22 29), 
(1 4 9 15 20 24 30) 
(1 3 7 9 14 19 36), (1 3 7 10 22 25 34), 
(1 3 7 10 16 28 35), (1 3 9 12 16 31 37), 
38 (1 3 9 18 23 26 30), (1 3 11 15 17 29 34), 
(1 3 13 21 23 28 37), (1 4 9 12 17 26 29), 
(1 4 9 16 20 27 36), (1 4 11 15 21 25 34) 
(1 3 24 26 28 36 38), (1 3 6 23 25 34 37), 
39 (1 4 12 19 22 30 34), (1 4 9 16 24 27 33), 
(1 5 11 18 24 31 35), (1 5 10 17 24 30 35) 
45 (1 3 11 15 19 39 41), (1 4 10 15 21 33 36) 
62 
Table 4.5 (continued) 
n N Generators 
7 
51 
(1 3 6 21 24 46 50), (1 3 13 17 20 23 50), 
(1 3 12 15 19 22 50), (1 3 14 18 28 31 40), 
(1 6 13 18 28 37 46), (1 6 12 17 27 35 44), 
(1 6 12 21 31 36 44), (1 7 14 21 30 38 46) 
52 
(1 3 14 17 44 48 51), (1 3 5 8 12 24 27), 
(1 3 15 18 28 31 51), (1 5 14 22 27 34 43), 
(1 6 13 23 33 41 47), (1 6 12 20 30 38 47), 
(1 6 14 22 28 34 43) 
59 (1 3 18 21 24 26 28), (1 4 13 17 30 48 52), (1 6 17 24 32 38 51), (1 6 15 25 32 44 54) 
66 
(1 3 6 8 11 42 46), (1 3 5 17 20 23 28), 
(1 5 18 25 39 51 55), (1 7 20 30 43 52 58), 
(1 7 15 25 33 42 54), (1 8 19 30 41 50 60) 
73 
(1 3 7 34 37 52 69), (1 3 6 12 48 56 60), 
(1 3 6 16 20 27 54), (1 7 19 34 43 51 64), 
(1 8 17 27 40 52 60) 
87 (1 3 8 14 56 60 85), (1 3 18 46 69 72 84), (1 8 32 41 51 63 71), (1 9 27 38 47 61 74) 
63 
Table 4.5 (continued) 
n N Generators 
27 (1 3 (1 3 
5 7 10 14 19 22), (1 
6 11 15 17 21 23) 









5 9 11 14 18 24), (1 
6 9 14 23 25 27), (1 
7 10 16 19 24 28), (1 
7 13 16 21 25 28), (1 
8 11 15 18 21 27), (1 
8 14 16 18 20 24), (1 







5 9 14 16 21 24), 
6 13 18 21 23 27), 
7 11 16 19 23 26), 
8 11 14 19 25 27), 
8 12 14 18 23 27), 
9 12 16 20 23 27), 
31 (1 3 5 8 11 15 20 23), (1 3 7 9 14 17 23 27) 
35 (1 3 (1 3 
18 21 24 29 32 34), (1 
8 14 17 23 27 31), (1 
3 
4 
5 11 17 19 26 29), 





5 23 25 28 30 32), (1 
8 14 18 23 26 33), (1 
8 12 18 23 29 35) 
3 
4 
11 13 19 22 25 27), 
10 14 19 22 27 34), 
8 
43 
(1 3 5 15 17 37 39 41), (1 
(1 4 9 12 19 27 30 36), (1 
(1 5 10 15 19 25 31 37) 
3 
5 
6 9 21 23 33 36), 
9 14 18 24 30 37), 
45 
(1 3 15 17 38 40 42 44), (1 
(1 4 11 14 22 29 37 40), (1 
(1 5 12 20 25 29 34 39), (1 
3 10 13 16 32 35 44), 
4 12 18 25 30 33 40), 
5 10 15 22 27 35 40) 
51 
(1 3 6 9 12 38 40 42), (1 
(1 3 9 18 21 30 34 44), (1 
(1 5 12 19 27 35 40 45), (1 
3 14 17 20 23 25 50), 
5 11 20 28 32 39 43), 
6 11 18 25 31 38 47) 
52 
(1 3 7 12 21 24 48 51), (1 
(1 3 10 13 17 40 43 51), (1 
(1 5 13 18 29 38 43 47), (1 
(1 6 12 20 26 33 41 48) 
3 5 22 26 29 35 38), 
3 12 20 22 32 35 38), 
6 14 22 29 36 42 48), 
59 (l 3 7 il 40 42 45 57), (1 (1 5 12 19 24 32 38 48) 





6 8 17 23 41 53), (1 
8 14 22 33 50 66), (1 
8 14 28 42 51 62) 
3 
4 
5 22 34 42 47 52), 
8 14 23 31 49 65), 
87 (1 3 7 16 36 39 60 76), (1 (1 4 14 43 48 55 66 74) 
3 12 20 58 62 68 83), 
64 
Table 4.5 (continued) 
n N Generators 
9 
30 (1 3 5 7 10 15 19 23 26), (1 3 6 9 13 15 20 23 26), (1 3 6 10 12 16 18 21 25) 
31 
(1 3 5 10 15 17 19 27 29), (1 3 5 11 16 18 23 25 27), 
(1 3 5 10 15 21 23 26 28), (1 3 7 9 13 15 19 24 29), 
(1 3 6 9 12 17 21 24 29), (1 4 8 12 16 20 23 26 29), 
(1 4 8 12 16 19 22 26 29) 
33 
(1 3 14 16 21 23 28 30 32), (1 3 6 11 16 18 24 26 28), 
(1 3 6 9 13 15 20 25 30), (1 4 9 12 16 19 23 28 31), 
(l 4 7 il 15 20 24 28 31) 
35 (1 3 5 17 19 25 28 31 33), (1 3 9 14 19 21 25 27 34), (1 3 8 11 17 20 23 27 32), (1 4 7 11 14 19 24 28 32) 
39 (1 3 15 18 23 25 28 34 36), (1 3 8 11 15 18 27 31 36) 
43 
(1 3 21 23 25 33 36 39 42), (1 3 10 12 15 18 20 28 30), 
(1 3 9 16 20 23 30 33 39), (1 4 8 13 19 23 28 33 40), 
(1 4 9 13 17 21 26 32 38) 
45 
(1 3 6 12 14 29 33 39 43), (1 3 12 22 25 32 37 40 44), 
(1 3 7 10 13 18 30 32 37), (1 3 11 17 22 28 31 41 44), 
(1 3 8 16 20 30 37 40 42), (1 3 7 15 17 22 30 39 42), 
(1 4 12 15 20 24 29 36 42) 
48 
(1 3 21 24 32 39 42 45 47), (1 3 6 9 12 20 22 34 36), 
(1 3 10 13 16 23 31 39 47), (1 5 9 16 21 28 35 40 44), 
(1 5 10 16 23 27 33 39 44) 
51 (1 3 5 13 17 20 22 25 28), (1 3 5 14 16 30 33 36 44), (1 4 10 17 22 27 31 37 45), (1 5 10 14 20 27 34 39 45) 
57 (l 3 9 il 36 39 42 45 56), (1 3 9 14 27 32 42 46 49), (1 5 10 14 24 31 39 46 51) 
59 
(1 3 7 32 37 39 42 53 56), (1 3 7 18 36 40 52 54 57), 
(1 3 7 9 12 34 38 47 50), (1 3 14 17 26 36 43 46 58), 
(1 3 12 21 28 31 39 45 52), (1 5 12 17 24 32 37 45 54), 
(1 5 12 20 26 35 40 48 53) 
63 
(1 3 5 24 27 30 50 55 60), (1 3 6 9 13 24 28 48 59), 
(1 3 12 16 20 36 49 52 61), (1 3 12 19 26 32 37 45 54), 
(1 3 13 20 27 35 44 50 56) 
75 (1 3 9 21 28 31 46 57 63), (1 3 10 19 24 27 61 65 71), (1 3 14 23 33 37 45 49 73) 
65 
Table 4.5 (continued) 
n N Generators 
10 
33 (1 3 5 8 12 14 20 24 27 30), (1 3 6 10 15 18 20 23 28 30) 
38 
(1 3 5 7 14 16 18 33 35 37), (1 3 8 13 15 17 24 26 31 33), 
(1 3 8 13 15 18 21 27 31 33), (1 3 7 12 15 18 23 25 29 34), 
(1 4 7 10 15 18 22 27 31 34), (1 4 9 12 15 19 22 25 30 34), 
(l 4 7 il 14 17 21 26 30 35) 
39 (l 3 6 il 14 24 26 29 33 36), (1 3 8 12 14 18 20 28 33 36) 
43 (1 3 11 14 17 32 34 36 39 42), (1 3 9 12 14 20 26 28 35 42), (1 3 7 12 16 19 25 31 36 39), (1 4 9 14 18 21 25 30 34 40) 
45 
(l 3 6 il 15 18 21 26 42 44), (1 3 6 8 10 13 24 27 38 42), 
(1 3 10 14 17 20 23 34 36 44), (1 3 11 13 18 20 26 32 35 38), 
(1 3 10 14 19 21 26 32 38 40), (1 4 9 14 18 24 30 34 37 41), 
(1 4 8 12 17 20 25 31 35 40) 
48 (1 3 14 17 23 25 27 30 32 35), (1 3 10 13 23 26 30 35 41 44), (l 3 7 il 18 22 26 31 37 43) 
51 
(1 3 5 15 33 36 38 41 45 49), (1 3 5 7 17 20 25 28 32 35), 
(1 3 5 12 14 22 25 28 32 35), (1 3 6 9 17 20 33 35 43 45), 
(l 3 5 il 18 20 26 34 40 45), (1 4 8 13 18 24 28 33 40 46), 
(1 4 9 13 17 22 27 33 39 45), (1 4 10 16 21 26 30 34 40 47) 
53 
(1 3 5 14 17 24 32 46 49 52), (1 3 5 8 11 19 26 28 45 48), 
(1 3 6 9 17 19 30 32 39 42), (1 5 9 15 22 27 34 39 43 48), 
(1 5 9 14 21 26 32 39 43 48) 
57 (1 3 5 9 18 20 28 38 46 51), (1 3 5 8 11 16 25 28 32 46), (1 4 7 13 19 26 30 35 40 51) 
63 (1 3 7 18 23 28 31 39 51 57), (1 3 7 10 17 21 39 47 49 61) 
66 
(1 3 6 8 26 32 48 51 59 63), (1 3 5 17 20 23 28 52 58 62), 
(1 3 5 10 31 35 45 51 54 64), (1 3 18 21 24 28 32 40 54 56), 
(1 3 10 18 21 31 33 41 55 58), (1 5 12 18 24 32 42 50 57 62), 
(1 5 11 17 24 29 38 43 51 60) 
75 (1 3 7 11 18 27 34 46 49 68), (1 3 9 17 23 26 30 41 66 71), (1 3 8 13 33 39 42 55 59 70), (1 3 5 15 20 31 34 55 58 67) 
66 
Table 4.5 (continued) 
n N Generators 
11 
36 
(1 3 6 8 13 15 17 21 23 26 31) 
(1 3 8 11 16 20 22 25 27 31 35) 
(1 3 7 10 13 16 20 23 27 31 34) 
43 
(1 3 5 8 16 18 28 30 36 39 42) 
(1 3 5 8 11 17 22 28 30 35 37) 
(1 3 5 9 14 19 22 25 29 35 40) 
(1 4 9 13 16 19 23 27 32 37 40) 
47 
(1 4 7 10 21 25 29 32 37 41 44) 
(1 4 8 13 17 22 31 34 37 42 45) 
(1 3 5 13 15 23 28 34 39 44 46) 
(1 3 9 11 13 18 28 30 35 37 43) 
12 39 
(1 3 9 14 16 19 21 24 29 31 33 35) 
(1 3 7 9 12 15 19 23 27 31 33 37) 
(1 3 6 9 14 17 19 23 26 30 33 36) 
13 42 (1 3 6 10 12 15 17 20 25 27 31 37 39) (1 3 8 12 16 19 21 24 27 31 34 37 41) 
14 45 
(1 3 10 12 16 18 24 26 29 31 34 36 39 43) 
(1 3 6 8 13 17 21 23 26 29 32 36 40 42) 
(1 3 6 10 13 15 19 23 26 30 34 37 40 42) 
15 48 
(1 3 9 11 14 18 21 24 26 30 35 38 40 42 44) 
(1 3 7 10 13 18 21 23 27 31 33 37 39 44 46) 
(1 3 7 10 14 18 22 26 29 32 35 37 40 42 45) 
67 
Table 4.6 - Generators of cyclical, circular BSA(M n, 2)'s found using search algorithms 
n N Generators 
20 (1 4 10) (1 4 11), (1 5 9), (1 6 12), (1 6 13) 
21 4 7) 6 13) 
4 12), (1 
7 14) 














4 7), (1 
4 12), (1 
5 12), (1 
6 11), (1 
6 14), (1 


































1 4 10), (1 4 12), (1 4 12), (1 4 12), (1 5 9), 
1 5 12), (1 5 15), (1 6 13), (1 6 13), (1 6 14), 
1 6 15), (1 6 15), (1 7 13), (1 7 14), (1 7 16), 
25 4 7) 6 15) 
1 4 10), (1 
1 6 16), (1 
5 12), (1 
7 15), (1 
5 13), (1 
8 16) 





1 4 11), (1 
1 5 16), (1 
1 9 19) 
4 12), (1 
6 13), (1 
4 15), (1 
6 13), (1 
5 10), (1 
7 14), (1 
5 10), 
7 15), 
27 4 8) 6 17) 
1 4 8), (1 
1 7 13), (1 
4 14), (1 
7 16), (1 
5 15), (1 
9 19), (1 








1 4 7), (1 4 14), (1 4 15), (1 5 11), (1 5 12), 
1 5 13), (1 5 14), (1 5 16), (1 6 11), (1 6 13), 
1 6 16), (1 6 16), (1 7 13), (1 7 16), (1 8 15), 
1 8 18), (1 9 17), (1 9 18), (1 9 18) 





1 4 10), (1 4 13), (1 5 13), (1 5 15), (1 6 14), 
1 6 19), (1 7 17), (1 7 18), (1 8 17), (1 8 18), 
32 4 7) 8 17) 
1 5 9), (1 6 18), (1 6 19), (1 7 19), (1 8 16), 





1 4 9), (1 
1 7 14), (1 
1 10 21) 
4 13), (1 
7 18), (1 
5 15), (1 
7 18), (1 
5 17), (1 
8 20), (1 
6 15), 
9 19), 
35 (1 4 8) (1 6 17), (1 7 21), (1 9 18), (1 11 23) 
68 
Table 4.6 (continued) 
n N Generators 
3 
37 
(1 4 8), (1 4 10), (1 4 17), (1 5 10), (1 5 16), (1 6 15), 
(1 6 19), (1 7 21), (1 7 22), (1 8 18), (1 8 19), (1 9 19), 
(1 9 21), (1 9 23), (1 11 22), (1 13 26) 
38 
(1 4 8), (1 4 13), (1 4 15), (1 4 16), (1 5 10), (1 5 11), 
(1 5 19), (1 6 14), (1 6 21), (1 6 22), (1 7 14), (1 7 20), 
(1 7 21), (1 8 21), (1 8 23), (1 9 17), (1 9 20), (1 10 22), 
(1 10 24), (1 11 22), (1 11 22), (1 11 23) 
39 
(1 4 11), (1 4 13), (1 4 21), (1 5 9), (1 5 10), (1 6 12), 
(1 6 22), (1 7 20), (1 7 22), (1 8 18), (1 8 22), (1 9 20), 
(1 9 23), (1 10 25), (1 11 24), (1 12 24), (1 13 26) 
41 (1 4 8), (1 6 23), (1 7 16), (1 9 21), (1 11 29), (1 12 28) 
43 
(1 4 7), (1 4 23), (1 5 9), (1 5 10), (1 6 16), (1 6 22), 
(1 7 14), (1 7 20), (1 8 24), (1 8 26), (1 9 17), (1 10 21), 
(1 10 27), (1 11 23), (1 11 25), (1 12 24), (1 12 26), (1 13 27), 
(1 14 29) 
44 
(1 4 15), (1 4 17), (1 5 13), (1 5 21), (1 6 13), (1 6 19), 
(1 7 26), (1 7 30), (1 8 18), (1 9 23), (1 10 25), (1 10 27), 
(1 11 22) 
45 
(1 4 11), (1 4 15), (1 4 21), (1 5 11), (1 5 13), (1 5 21), 
(1 6 19), (1 6 19), (1 6 20), (1 7 22), (1 7 22), (1 8 17), 
(1 8 23), (1 9 21), (1 9 23), (1 10 27), (1 10 27), (1 11 23), 
(1 12 25), (1 12 28) 
47 (1 4 8), (1 6 24), (1 7 15), (1 10 27), (1 11 23), (1 12 28), (1 14 29) 
53 (1 4 8), (1 6 12), (1 9 31), (1 10 27), (1 11 25), (1 13 33), (1 14 29), (1 17 35) 
59 (1 4 8), (1 6 12), (1 9 32), (1 10 22), (1 11 35), (1 14 34), (1 15 31), (1 16 33), (1 19 41) 
65 (1 4 14), (1 5 17), (1 6 29), (1 7 15), (1 8 34), (1 10 35), (1 12 30), (1 16 36), (1 18 39) 
71 (1 4 8), (1 6 12), (1 9 18), (1 11 40), (1 13 39), (1 14 41), (1 15 31), (1 16 37), (1 19 38), (1 21 44), (1 23 47) 
77 (1 4 28), (1 5 14), (1 6 39), (1 7 24), (1 8 33), (1 9 20), (1 11 60), (1 13 49), (1 15 52), (1 16 58), (1 17 48), (1 22 56) 
69 
Table 4.6 (continued) 
M N Generators 
3 
83 
(1 4 33), (1 5 23), (1 6 12), (1 8 39), (1 9 28), (1 10 40), 
(1 11 27), (1 13 37), (1 14 42), (1 15 35), (1 16 49), (1 18 41), 
(1 22 47) 
89 
(1 4 36), (1 5 46), (1 6 29), (1 7 15), (1 8 19), (1 10 30), 
(1 11 37), (1 13 32), (1 14 44), (1 16 50), (1 17 38), (1 18 51), 
(1 23 48), (1 25 52) 
95 
(1 4 22), (1 5 10), (1 7 17), (1 8 28), (1 9 51), (1 12 24), 
(1 14 45), (1 15 44), (1 16 55), (1 18 48), (1 20 56), (1 23 58), 
(1 25 71), (1 27 59), (1 29 62) 
70 
Table 4.6 (continued) 
n N Generators 
25 1 4 12 22), (1 1 6 15 21) 
4 14 23), (1 5 14 22), (1 6 13 20), 
26 4 14 17) 5 13 19) 
1 4 20 23), (1 
1 6 12 21), (1 
5 10 19), (1 
6 13 21) 
5 10 20), 
27 
1 4 8 14) 
1 4 14 20) 
1 6 13 22) 
1 4 8 20), (1 
1 4 15 19), (1 
1 6 14 23), (1 
4 8 24), (1 
5 11 19), (1 
6 16 23) 
4 13 19), 
6 12 20), 
28 
1 4 8 18) 
4 13 17) 
4 21 24) 
5 14 22) 
6 11 16) 
6 18 23) 
1 4 8 18), (1 4 10 23), (1 
1 4 13 22), (1 4 13 26), (1 
1 5 11 17), (1 
1 5 14 24), (1 
1 6 14 22), (1 
1 7 13 21), (1 
5 11 18), (1 
5 15 24), (1 
6 14 23), (1 











29 1 4 8 21) 1 6 16 24) 
30 
4 7 13) 
4 10 22) 
4 16 24) 
5 12 21) 
6 12 18) 
6 18 26) 







8 14), (1 
12 15), (1 
19 24), (1 
16 20), (1 
14 21), (1 







10 15), (1 
14 24), (1 
9 22), (1 
19 23), (1 
14 23), (1 








1 4 7 25) 
1 5 12 21) 
1 5 22 27) 
1 8 16 23) 
1 4 8 25), (1 
1 5 13 24), (1 
1 6 14 24), (1 
4 10 23), (1 
5 15 20), (1 
6 15 26), (1 
4 16 29), 
5 15 21), 
6 18 24), 
32 
1 4 9 22) 
1 5 16 25) 
1 7 17 24) 
1 4 10 23), (1 4 11 16), (1 4 25 29), 
1 5 18 23), (1 6 17 26), (1 7 15 21), 
33 4 28 31) 6 17 22) 
1 5 14 25), (1 5 20 24), (1 6 16 27), 
1 7 14 26), (1 8 18 26) 
35 4 22 25) 8 16 23) 
1 5 27 32), (1 6 18 30), (1 7 17 26), 
37 4 32 35) 6 18 32) 
1 5 14 19), (1 5 18 22), (1 6 16 28), 
1 8 16 29), (1 8 19 31), (1 9 17 27) 
71 
Table 4.6 (continued) 
n N Generators 
4 
38 
(1 4 8 32), (1 4 22 27), (1 4 26 30), (1 4 27 31), 
(1 5 22 32), (1 6 16 34), (1 6 19 30), (1 7 15 23), 
(1 7 18 27). (1 7 20 26), (1 8 17 31) 
39 
(1 4 8 36), (1 4 16 36), (1 4 20 32), (1 4 26 31), 
(1 4 26 37), (1 5 11 29), (1 5 14 31), (1 5 27 35), 
(1 6 17 27), (1 6 20 25), (1 6 21 29), (1 7 13 26), 
(1 7 17 30), (1 7 19 28), (1 8 18 26), (1 8 22 32), 
(1 8 23 31) 
41 (1 4 15 22), (1 5 13 18), (1 7 16 26) 
43 
(1 4 8 40), (1 4 18 28), (1 4 27 33), (1 4 38 41), 
(1 5 16 23), (1 5 17 35), (1 5 25 29), (1 6 12 38), 
(1 6 15 31), (1 6 21 29), (1 6 22 32), (1 6 29 39), 
(1 7 19 31), (1 8 16 27), (1 8 21 35), (1 8 22 35), 
(1 9 22 30), (1 9 26 34), (1 10 22 34) 
44 
(1 4 8 22), (1 4 12 42), (1 4 16 29), (1 5 11 26), 
(1 5 16 25), (1 5 18 29), (1 6 12 38), (1 6 14 31), 
(1 6 24 40), (1 7 16 38), (1 8 20 29), (1 9 18 35), 
(1 9 23 33) 
45 
(1 4 10 32), (1 4 11 40), (1 4 19 31), (1 5 10 36), 
(1 5 18 29), (1 5 21 28), (1 6 11 27), (1 7 14 38), 
(1 9 20 31), (1 9 21 34) 
47 (1 4 41 45), (1 5 28 33), (1 6 18 24), (1 8 17 35), (1 9 18 34), (1 9 20 35), (1 11 23 37) 
49 
(1 4 7 25), (1 4 24 40), (1 5 12 44), (1 5 14 19), 
(1 5 27 39), (1 6 20 37), (1 6 22 31), (1 7 17 42), 
(1 8 27 35), (1 8 30 42), (1 10 22 39) 
50 
(1 4 20 47), (1 4 45 48), (1 5 14 22), (1 5 20 36), 
(1 5 38 45), (1 6 19 45), (1 6 20 30), (1 6 21 28), 
(1 6 21 33), (1 8 30 38), (1 9 18 34), (1 9 21 33), 
(1 10 24 35), (1 11 23 37), (1 11 29 40) 
53 (1 4 38 50), (1 6 21 27), (1 9 18 31), (1 11 29 40) 
56 
(1 4 11 37), (1 4 13 21), (1 4 50 54), (1 5 9 24), 
(1 5 19 33), (1 6 22 38), (1 6 26 35), (1 6 40 45), 
(1 7 27 46), (1 7 36 42), (1 8 19 32), (1 8 33 49), 
(1 9 23 36), (1 10 38 48), (1 11 34 45), (1 12 27 41), 
(1 13 31 44) 
72 
Table 4.6 (continued) 
n JV Generators 
4 
57 
(1 4 19 45), (1 4 23 41), (1 4 45 49), (1 5 21 30), 
(1 5 30 47), (1 6 16 52), (1 6 25 37), (1 6 31 40), 
(1 7 14 35), (1 7 21 31), (1 8 41 51), (1 9 20 32), 
(1 9 23 31) 
59 
(1 4 19 57), (1 5 16 25), (1 5 32 50), (1 6 28 53), 
(1 6 30 52), (1 7 41 49), (1 8 21 37), (1 10 27 46), 
(1 11 27 39) 
61 
(1 4 12 30), (1 4 13 43), (1 4 18 55), (1 5 17 43), 
(1 5 28 41), (1 5 37 42), (1 6 17 24), (1 6 22 50), 
(1 7 15 47), (1 7 27 34), (1 7 43 51), (1 10 23 32), 
(1 11 38 52), (1 14 32 47) 
62 
(1 4 10 13), (1 4 15 37), (1 4 45 55), (1 5 15 48), 
(1 5 17 56), (1 5 27 55), (1 5 28 33), (1 6 17 49), 
(1 6 19 26), (1 6 20 47), (1 7 24 42), (1 7 25 32), 
(1 7 27 47), (1 8 30 39), (1 9 33 46), (1 9 35 48), 
(1 10 22 39), (1 11 21 46), (1 14 33 48) 
65 (1 4 8 61), (1 7 27 49), (1 10 34 48), (1 11 30 41), (1 14 35 51) 
69 
(1 4 13 64), (1 4 31 35), (1 4 61 66), (1 5 17 42), 
(1 6 12 29), (1 6 20 30), (1 7 27 44), (1 8 21 42), 
(1 8 43 51), (1 9 22 54), (1 9 31 51), (1 11 25 55), 
(1 11 34 55), (1 12 23 41), (1 14 32 47), (1 15 32 48) 
71 
(I 4 23 31), (1 4 50 61), (1 5 39 43), (1 6 14 49), 
(1 6 22 51), (1 7 16 31), (1 7 44 62), (1 8 26 62), 
(1 8 27 59), (1 10 41 58), (1 13 33 60) 
73 
(1 4 20 36), (1 4 66 71), (1 5 26 69), (1 5 32 64), 
(1 5 34 62), (1 6 34 61), (1 7 27 49), (1 7 41 63), 
(1 8 18 36), (1 8 20 54), (1 8 27 63), (1 9 24 33), 
(1 9 45 59), (1 10 31 53), (1 11 37 61), (1 13 26 57), 
(1 15 35 50) 
77 (1 4 8 73), (1 7 29 38), (1 11 22 52), (1 14 30 53), (1 15 34 58), (1 16 33 51) 
81 
(1 4 15 20), (1 4 75 79), (1 5 9 17), (1 6 23 61), 
(1 6 50 57), (1 7 25 40), (1 7 26 56), (1 8 32 47), 
(1 9 38 73), (1 10 39 52), (1 10 46 57), (1 11 24 34), 
(1 12 30 58), (1 13 33 60), (1 13 34 54), (1 14 28 54), 
(1 15 42 60), (1 16 32 63), (1 18 38 61) 
73 
Table 4.6 (continued) 
n N Generators 
4 
83 
(1 4 9 73), (1 4 13 29), (1 5 24 32), (1 5 27 77), 
(1 6 37 54), (1 7 34 41), (1 7 42 74), (1 10 25 55), 
(1 11 56 69), (1 13 47 64), (1 14 40 60), (1 15 37 55), 
(1 19 40 61) 
89 (1 4 8 85), (1 7 31 40), (1 11 48 79), (1 14 50 76), (1 16 33 62), (1 17 52 75), (1 20 42 65) 
74 
Table 4.6 (continued) 
» N Generators 
30 
31 
(1 4 7 15 18), (1 4 13 22 26), (1 5 11 20 27), (1 5 12 19 25), 
(1 6 14 21 26) 
(1 4 7 20 27), (1 4 8 12 20), (1 4 9 19 26), (1 4 12 16 26), 
(1 4 13 18 25), (1 4 14 21 25), (1 4 16 23 26), (1 4 17 21 25), 
(1 5 10 18 26), (1 5 14 19 28), (1 5 14 21 27), (1 6 11 17 22), 
(1 6 12 18 24) 
32 
(1 4 7 16 27), (1 4 8 17 26), (1 4 9 13 17), (1 4 9 14 25), 
(1 4 9 18 26), (1 4 9 19 29), (1 4 11 14 22), (1 4 11 18 28), 
(1 4 12 16 29), (1 4 12 18 27), (1 4 13 17 24), (1 4 14 18 26), 
(1 4 15 18 28), (1 4 19 22 26), (1 4 19 24 30), (1 5 9 20 26), 
(1 5 10 17 27), (1 5 10 17 27), (1 5 11 17 24), (1 5 11 24 28), 
(1 5 13 21 26), (1 5 14 19 25), (1 5 14 19 25), (1 5 17 22 28), 
(1 6 12 19 28), (1 6 12 20 26), (1 6 14 20 26) 
33 (1 4 19 22 31), (1 4 8 24 27), (1 5 10 20 30), (1 5 14 23 27), (1 6 13 22 29), (1 6 12 20 28), (1 6 12 18 26) 
(1 4 7 14 25), (1 4 8 14 26), (1 4 8 17 22), (1 4 8 21 29), 
(1 4 9 13 17), (1 4 10 20 32), (1 4 10 20 27), (1 4 11 14 30), 
(1 4 11 16 26), (1 4 12 15 28), (1 4 12 18 27), (1 4 13 19 28), 
(1 4 14 19 30), (1 4 15 24 30), (1 4 16 21 30), (1 4 20 24 30), 
(1 5 10 15 22), (1 5 10 19 29), (1 5 10 20 28), (1 5 11 22 31), 
(1 5 12 19 24), (1 5 13 18 27), (1 5 14 20 26), (1 5 15 22 28), 
(1 5 17 22 28), (1 5 17 25 31), (1 5 19 24 31), (1 6 17 23 28), 
34 
(1 7 13 20 27) 
35 (1 4 8 25 28), (1 5 10 17 27), (1 6 16 22 28) 
(1 4 7 15 19), (1 4 9 12 26), (1 4 11 19 26), (1 4 11 20 23), 
(1 4 13 24 31), (1 4 13 26 34), (1 4 15 28 32), (1 4 16 25 30), 
(1 4 17 24 31), (1 4 18 26 34), (1 4 21 26 34), (1 4 21 28 32), 
(1 4 23 26 33), (1 5 9 19 24), (1 5 10 16 20), (1 5 10 24 29), 
(1 5 10 25 31), (1 5 11 21 29), (1 5 11 23 32), (1 5 12 25 30), 
(1 5 13 18 28), (1 5 13 22 31), (1 5 14 20 25), (1 5 14 25 31), 
(1 5 15 24 31), (1 5 16 21 28), (1 5 17 24 31), (1 6 11 19 27), 
(1 6 12 22 29), (1 6 13 20 26), (1 6 16 24 31) 
36 
(1 4 27 30 34), (1 4 18 22 25), (1 4 12 16 28), (1 5 16 21 26), 
(1 6 14 24 33), (1 6 13 23 32), (1 7 16 25 31), (1 7 13 21 30) 
75 
Table 4.6 (continued) 











8 12 18) 
10 25 31) 
13 18 33) 
15 23 30) 
22 29 35) 
12 19 27) 
15 23 34) 
11 24 33) 
13 22 31) 
1 4 8 17 27), (1 4 
1 4 12 15 24), (1 4 
1 4 13 19 29), (1 4 
1 4 15 28 34), (1 4 
1 4 26 32 36), (1 5 
1 5 12 27 32), (1 5 
1 5 18 24 31), (1 5 
1 6 13 24 30), (1 6 
8 21 29), (1 4 
12 20 33), (1 4 
15 19 32), (1 4 
17 23 34), (1 4 
9 21 31), (1 5 
14 19 26), (1 5 
19 24 34), (1 5 
16 21 28), (1 6 
9 13 25), 
12 24 34), 
15 20 33), 
18 29 33), 
10 17 33), 
15 22 34), 
19 26 33), 







8 27 31) 
15 32 36) 
13 22 33) 
14 21 27) 
14 23 32) 
1 4 10 13 26), (1 
1 4 16 22 30), (1 
1 5 15 21 32), (1 
1 6 14 25 33), (1 
4 11 25 33), (1 
4 24 28 33), (1 
5 17 30 35), (1 
6 16 22 34), (1 
4 11 26 30), 
4 26 29 35), 
5 20 25 35), 
6 17 23 29), 
40 4 18 21 24) 6 13 20 31) 
1 4 29 33 37), (1 
1 7 17 26 35), (1 
5 15 20 32), (1 
7 14 23 33) 
6 17 28 33), 
41 
4 7 11 22) 
5 13 24 29) 
6 14 21 28) 
1 4 11 30 36), (1 
1 5 14 24 35), (1 
4 18 28 33), (1 
5 21 30 34), (1 
4 21 27 37), 







8 11 17) 
10 25 35) 
11 16 32) 
16 28 36) 
17 29 36) 
1 4 9 20 27), (1 4 
1 4 15 18 38), (1 4 
1 5 14 20 27), (1 5 
1 5 17 29 39), (1 5 
1 6 19 24 33), (1 7 
9 27 34), (1 4 
16 34 40), (1 4 
14 22 30), (1 5 
22 29 34), (1 6 
15 23 33) 
10 16 30), 
25 30 40), 
15 24 37), 
12 23 31), 








7 28 44) 
19 37 45) 
9 19 36) 
18 27 42) 
18 34 41) 
19 31 39) 
1 4 11 29 40), (1 4 
1 4 20 37 42), (1 4 
1 5 12 29 39), (1 5 
1 5 21 28 36), (1 6 
1 6 19 32 42), (1 6 
15 26 33), (1 4 
26 34 38), (1 4 
13 34 39), (1 5 
12 31 40), (1 6 
22 29 38), (1 7 
16 37 43), 
27 32 36), 
18 25 38), 
15 23 43), 
14 33 39), 
49 
4 10 13 33) 
5 16 37 42) 
6 13 25 36) 
1 4 11 36 43), (1 
1 5 17 23 31), (1 
1 6 14 25 35), (1 
4 17 26 35), (1 
5 19 28 34), (1 
7 20 28 34) 
4 29 42 46), 
6 11 21 39), 
50 
4 25 32 46) 
5 16 24 30) 
8 21 30 39) 
1 4 28 38 42), (1 
1 6 17 23 41), (1 
4 34 44 47), (1 
6 19 33 39), (1 
5 13 35 40), 
7 18 26 42), 
76 
Table 4.6 (continued) 
n N Generators 
51 
1 4 8 35 47), (1 4 
1 4 16 23 33), (1 4 
1 4 30 42 48), (1 5 
1 5 17 26 38), (1 5 
1 6 11 29 41), (1 6 
1 7 15 22 33), (1 7 
10 18 46), (1 4 
21 24 45), (1 4 
11 28 38), (1 5 
17 35 46), (1 5 
12 27 45), (1 6 
17 32 41). (1 7 
11 31 39), (1 
26 35 39), (1 
13 20 33), (1 
18 33 41), (1 
20 25 41), (1 
23 36 44) 
4 15 41 46), 
4 28 33 42), 
5 14 27 32), 
5 30 37 45), 
6 26 34 43), 
55 1 4 19 49 53), (1 5 33 38 43), (1 7 21 30 45), (1 1 9 25 37 45) 
8 17 30 42), 
65 1 4 8 16 34), (1 6 23 43 52), (1 7 17 28 41) 
75 1 4 8 69 73), (1 6 28 48 53), (1 7 28 37 45), (1 1 10 27 45 61), (1 13 27 42 63) 
9 20 38 60), 
85 (1 4 24 77 82), (1 7 22 44 52), (1 11 39 57 70), (1 12 36 53 72) 
77 
Table 4.6 (continued) 
n JV Generators 
(1 4 7 14 21 25), (1 4 9 14 18 25), (1 4 9 17 21 26), 
32 (1 4 10 13 16 25), (1 4 10 15 20 27), (1 4 11 16 22 29), 
(1 4 11 17 21 25), (1 5 9 15 23 28), (1 5 11 17 24 28) 
(1 4 7 11 18 26), (1 4 8 16 21 27), (1 4 8 17 22 31), 
(1 4 9 13 20 24), (1 4 10 14 22 30), (1 4 11 14 19 28), 
33 (1 4 11 15 22 28), (1 4 11 17 22 29), (1 4 12 16 21 26), 
(1 4 12 18 24 29), (1 4 13 17 26 29), (1 5 10 17 23 29), 
(1 5 11 15 22 29), (1 5 11 19 25 29) 
(1 4 8 11 17 27), (1 4 8 13 24 28), (1 4 8 13 24 30), 
(1 4 8 15 26 29), (1 4 8 16 20 25), (1 4 8 17 24 30), 
(1 4 9 12 19 25), (1 4 9 14 21 27), (1 4 9 14 21 27), 
(1 4 10 16 23 30), (1 4 10 16 23 30), (1 4 10 18 22 26), 
34 (1 4 10 21 25 29), (1 4 11 15 23 28), (1 4 11 19 26 29), (1 4 11 20 24 28), (1 4 12 16 20 26), (1 4 12 17 26 30), 
(1 4 12 19 26 32), (1 4 13 18 23 27), (1 4 14 18 24 29), 
(1 4 14 19 22 29), (1 4 16 19 25 30), (1 5 9 18 23 28), 
(1 5 10 17 22 31), (1 5 10 18 24 29), (1 5 12 19 23 29), 
6 
(1 5 13 19 24 29), (1 5 14 18 24 29) 
35 (1 4 8 16 25 30), (1 4 9 16 20 26) 
(1 4 8 12 20 25), (1 4 8 14 19 23), (1 4 8 14 19 24), 
(1 4 8 15 21 29), (1 4 9 14 26 33), (1 4 10 14 26 34), 
(1 4 10 14 20 29), (1 4 10 14 22 26), (1 4 10 17 21 29), 
(1 4 10 18 26 31), (1 4 11 15 23 32), (1 4 11 16 25 34), 
(1 4 11 17 29 33), (1 4 11 19 27 34), (1 4 11 19 23 31), 
36 (1 4 11 21 28 32), (1 4 12 15 21 33), (1 4 12 18 24 28), 
(1 4 12 19 24 33), (1 4 13 20 27 32), (1 4 14 18 28 33), 
(1 4 14 19 25 30), (1 4 14 20 23 28), (1 4 14 22 29 34), 
(1 5 10 16 24 28), (1 5 10 16 22 32), (1 5 10 17 26 31), 
(1 5 11 18 27 32), (1 5 13 19 24 32), (1 5 15 19 26 32), 
(1 6 12 19 26 32) 
(1 4 7 13 17 33), (1 4 7 14 25 32), (1 4 8 16 21 35), 
(1 4 9 14 24 32), (1 4 11 18 22 26), (1 4 12 16 26 30), 
17 (1 4 12 19 24 29), (1 4 13 20 26 30), (1 4 15 18 25 31), (1 4 17 22 31 34), (1 5 10 16 22 31), (1 5 10 16 21 29), 
(1 5 10 18 26 32), (1 5 10 19 27 32), (1 5 12 19 24 32), 
(1 5 14 19 23 30) 
78 
Table 4.6 (continued) 
n N Generators 
38 
1 4 7 17 26 29), (1 
1 4 9 17 22 28), (1 
1 4 11 23 28 32), (1 
1 5 12 18 23 33), (1 
4 8 13 22 34), (1 
4 10 17 24 34), (1 
4 13 17 27 35), (1 
6 14 19 25 34) 
4 8 19 31 35), 
4 10 18 24 30), 
5 9 15 24 32), 
39 
1 4 8 11 19 30), (1 4 
1 4 10 17 27 34), (1 4 
1 4 12 19 24 28), (1 4 
1 4 17 23 26 35), (1 4 
1 5 9 19 24 35), (1 5 
1 5 14 18 25 32), (1 5 
9 12 21 28), (1 4 
11 17 26 37), (1 4 
12 24 29 34), (1 4 
18 22 28 33), (1 5 
13 19 27 34), (1 5 
17 22 28 35) 
9 19 29 34), 
11 25 30 36), 
13 23 27 31), 
9 14 19 25), 
13 21 27 33), 
40 
4 8 12 31 34), (1 
5 11 17 26 33), (1 
6 12 17 24 32) 
4 20 23 33 37), (1 
6 11 20 26 32), (1 
4 13 17 30 33), 
6 13 19 28 36), 
41 1 4 14 17 26 39), (1 1 6 13 18 24 32), (1 
4 11 15 25 29), (1 
6 11 18 27 36), (1 
5 14 25 34 38), 
6 12 20 27 35) 
43 
1 4 7 12 22 37), (1 4 
1 4 9 15 22 30), (1 4 
1 4 10 20 25 38), (1 4 
1 4 14 18 28 35), (1 4 
1 5 10 17 23 34), (1 5 
1 5 12 23 28 36), (1 5 
1 6 12 19 26 35) 
7 23 30 36), (1 4 
9 16 35 41), (1 4 
12 17 27 35), (1 4 
14 23 33 36), (1 5 
10 20 24 38), (1 5 
14 21 31 37), (1 5 
8 14 25 29), 
9 21 28 32), 
13 18 32 36), 
10 17 22 40), 
11 27 34 39), 
17 23 32 40), 
44 
1 4 8 20 33 42), (1 
1 4 10 19 24 38), (1 
1 4 19 24 29 41), (1 
1 5 13 18 32 38), (1 
1 6 15 22 29 39) 
4 10 16 24 37), (1 
4 14 25 33 38), (1 
4 26 30 37 40), (1 
5 18 24 28 33), (1 
4 10 19 26 37), 
4 16 21 30 34), 
5 11 19 27 39), 
5 18 29 36 41), 
45 1 4 8 11 21 24), (1 1 6 14 20 28 37) 
5 16 21 31 42), (1 6 12 18 30 39), 
47 
4 28 32 41 45), (1 
6 14 25 36 43), (1 
7 14 22 32 41) 
4 26 30 34 45), (1 4 16 28 32 37), 
6 16 27 36 41), (1 7 15 21 31 39), 
50 1 4 8 13 37 40), (1 5 21 27 33 40), (1 6 14 22 31 41) 
53 
1 4 8 12 17 51), (1 
1 6 18 28 40 45), (1 
1 8 19 29 39 47), (1 
4 24 28 32 51), (1 
6 15 21 33 44), (1 
8 17 29 38 46) 
4 17 21 36 41), 
7 14 20 32 43), 
79 
Table 4.6 (continued) 
n W Generators 
6 
55 (1 4 33 36 40 53), (1 5 10 15 25 29), (1 6 15 22 33 44), (1 7 19 31 41 49), (1 7 16 29 37 45) 
65 (1 4 41 45 59 63), (1 6 14 33 45 60), (1 6 21 30 38 55), (1 8 21 31 43 57) 
75 
(1 4 9 15 20 72), (1 4 8 31 37 42), (1 4 21 25 44 50), 
(1 8 21 29 46 62), (1 9 27 36 45 60), (1 10 23 40 54 66), 
(1 11 21 36 49 64) 
80 (1 4 8 32 74 78), (1 6 39 45 61 66), (1 9 24 36 55 64), (1 9 20 38 52 68), (1 10 23 34 46 64) 
85 
(1 4 8 61 67 81), (1 4 8 40 46 81), (1 4 53 59 64 82), 
(1 9 28 49 60 69), (1 10 25 45 64 74), (1 10 25 38 56 72), 
(1 11 22 35 53 70), (1 11 24 39 53 69) 
95 (1 4 47 64 68 87), (1 6 17 54 67 74), (1 7 15 25 40 66) 
80 
Table 4.6 (continued) 
n N Generators 
(1 4 7 16 19 30 38), (1 4 8 16 24 27 34), 
40 (1 5 9 17 21 28 36), (1 5 10 15 19 25 32), 
(1 6 11 17 23 30 36) 
(1 4 17 20 23 27 30), (1 4 12 15 23 30 33), 
41 (1 5 9 15 19 25 33), (1 5 13 21 28 33 37), 
(1 5 10 16 22 29 37), (1 6 12 17 22 29 36) 
43 
53 
(1 4 7 17 24 28 36), (1 4 8 12 22 27 39), 
(1 4 8 14 21 32 35), (1 4 8 16 24 30 35), 
(1 4 9 13 23 34 41), (1 4 9 14 20 31 38), 
(1 4 9 18 22 26 32), (1 4 10 15 19 26 32), 
(1 4 10 15 20 30 38), (1 4 10 25 28 32 39), 
(1 4 11 16 20 24 33), (1 4 11 17 20 32 37), 
(1 4 11 17 24 35 38), (1 4 11 20 24 29 37), 
(1 4 12 17 23 30 35), (1 5 9 16 26 33 38), 
(1 5 9 19 27 32 38), (1 5 14 20 25 32 40), 
(1 5 14 20 30 35 40) 
. - ( 1  4  8  1 6  1 9  2 5  2 9 ) ,  ( 1  4  1 5  2 1  3 0  3 5  4 0 ) ,  
(1 5 13 23 29 36 43) 
(1 4 8 13 18 22 25), (1 4 12 15 31 35 39), 
(1 4 15 19 23 41 44), (1 4 17 28 32 37 42), 
(1 6 13 24 33 43 49), (1 6 14 25 31 37 47), 
(1 7 16 26 34 40 47), (1 7 13 22 31 39 47) 
61 (l 4 7 39 43 47 50), (1 5 11 21 33 38 53), (1 6 18 27 32 43 54), (1 7 17 25 34 48 55) 
68 (1 4 15 25 28 60 65), (1 5 20 30 35 47 53), (1 7 15 23 32 43 62) 
(1 4 36 59 63 68 73), (1 4 31 35 50 55 72), 
75 (1 7 22 36 51 58 64), (1 8 18 34 44 53 62), 
(1 9 17 28 39 51 64) 
89 (1 4 8 13 28 34 74), (1 4 8 18 26 52 57), (1 7 18 39 48 61 76), (1 9 19 38 51 63 74) 
81 
Table 4.6 (continued) 
n N Generators 
8 
45 
(1 4 7 16 19 27 30 43), (1 4 10 13 20 27 34 38), 
(1 5 9 14 22 30 37 41), (1 5 13 19 25 32 36 42), 
(1 6 11 18 25 31 36 41) 
47 (1 4 9 17 28 31 41 45), (1 4 10 19 25 29 37 41), (1 5 10 18 25 31 36 43) 
53 
(1 4 8 17 20 24 27 51), (1 4 12 15 23 27 36 39), 
(1 5 14 18 26 36 40 50), (1 6 11 17 26 34 43 49), 
(1 6 14 20 26 35 42 49), (1 6 14 23 29 34 40 47) 
61 (1 4 9 16 22 32 38 58), (1 4 15 25 34 42 47 51) 
75 
(1 5 10 17 23 30 38 70), (1 5 11 17 28 35 42 47), 
(1 4 20 25 36 45 50 53), (1 4 13 23 31 44 52 62), 
(1 4 24 28 39 43 56 65) 
77 
(1 4 19 45 53 58 64 74), (1 4 24 34 50 63 69 74), 
(1 4 31 39 53 57 62 68), (1 4 13 21 44 49 63 74), 
(1 4 9 21 31 42 46 55), (1 4 8 18 26 39 45 69), 
(1 4 16 23 32 57 61 67), (1 6 13 28 41 49 58 72), 
(1 6 22 29 39 51 59 65) 
9 
50 
(l 4 7 il 22 27 30 39 42), (1 4 11 19 27 30 33 41 44), 
(1 5 12 20 28 34 38 42 47), (1 5 12 18 24 30 37 42 46), 
(1 5 10 15 21 26 31 38 45) 
53 (1 4 12 16 20 24 27 37 51), (1 4 9 17 23 26 33 36 45), (1 5 10 17 25 30 36 40 45), (1 5 11 18 25 32 37 43 48) 
68 
(1 4 10 15 20 29 51 62 66), (1 4 7 17 27 36 42 47 51), 
(1 4 15 21 28 39 43 57 62), (1 4 11 17 32 44 49 53 61), 
(1 4 12 17 24 32 41 47 51), (1 4 17 23 31 36 40 48 62), 
(1 5 12 19 35 43 47 55 60) 
10 55 
(1 5 9 13 24 29 34 39 44 48), (1 5 16 20 26 33 38 43 47 52), 
(1 4 9 15 21 27 34 38 43 50), (1 4 7 13 16 23 31 34 42 49), 
(1 4 12 19 26 32 35 43 46 49) 
82 
Table 4.7 - Generators of cyclical, circular BSA(M n, 3)'s found using search algorithms 
n N Generators 
3 
28 (1 5 9), (1 6 16), (1 6 17), (1 7 16), (1 7 17), (1 8 15), (1 9 18) 
29 (1 5 11), (1 5 13), (1 5 14), (1 6 15), (1 6 15), (1 6 16), (1 7 14), (1 7 18), (1 8 18), (1 8 19), (1 9 17) 
31 (1 5 18), (1 6 12), (1 8 16), (1 10 20) 
33 
(1 5 12), (1 5 15), (1 5 18), (1 6 14), (1 6 16), (1 6 18), 
(1 7 13), (1 7 19), (1 8 16), (1 8 17), (1 9 20), (1 10 20), 
(1 10 21) 
34 
(1 5 11), (1 5 12), (1 5 19), (1 5 20), (1 6 11), (1 6 11), 
(1 7 16), (1 7 18), (1 7 19), (1 8 20), (1 8 21), (1 8 21), 
(1 9 18), (1 9 19), (1 9 21), (1 9 22), (1 10 19), (1 12 24) 
35 
(1 5 10), (1 5 11), (1 5 20), (1 6 15), (1 6 20), (1 7 14), 
(1 7 20), (1 8 18), (1 8 19), (1 9 19), (1 9 21), (1 9 22), 
(1 10 21), (1 12 24) 
37 (1 5 10), (1 7 22), (1 8 21), (1 9 19), (1 12 24) 
39 
(1 5 11), (1 5 16), (1 5 22), (1 6 15), (1 6 19), (1 6 19), 
(1 7 16), (1 7 20), (1 8 15), (1 8 24), (1 9 18), (1 9 20), 
(1 9 21), (1 11 23), (1 11 25), (1 12 24) 
40 (1 5 12), (1 5 18), (1 6 21), (1 6 22), (1 7 16), (1 7 19), (1 8 18), (1 9 17), (1 10 23), (1 11 22), (1 13 27) 
41 
(1 5 15), (1 5 16), (1 5 21), (1 6 11), (1 6 13), (1 7 13), 
(1 7 22), (1 8 19), (1 8 23), (1 9 22), (1 9 25), (1 9 25), 
(1 10 23), (1 10 24), (1 10 24), (1 11 23), (1 12 25) 
43 (1 5 10), (1 7 22), (1 8 25), (1 9 19), (1 12 24), (1 14 28), 
45 
(1 5 9), (1 5 16), (1 6 12), (1 6 18), (1 6 20), (1 7 15), 
(1 7 25), (1 8 24), (1 8 26), (1 8 26), (1 9 18), (1 10 23), 
(1 10 26), (1 11 24), (1 11 25), (1 11 27), (1 12 27), (1 13 25), 
(1 14 29) 
46 
(1 5 9), (1 5 11), (1 5 26), (1 6 12), (1 6 13), (1 6 21), 
(1 6 24), (1 7 14), (1 7 26), (1 8 20), (1 8 21), (1 9 21), 
(1 9 23), (1 9 25), (1 10 19), (1 10 23), (1 10 24), (1 11 26), 
(1 11 28), (1 11 28), (1 12 25), (1 12 29), (1 12 29), (1 13 27), 
(1 15 31), (1 16 32) 
83 
Table 4.7 (continued) 
n N Generators 
3 
47 
(1 5 11), (1 5 18), (1 5 20), (1 6 17), (1 6 21), (1 6 24), 
(1 7 14), (1 7 17), (1 8 23), (1 8 27), (1 9 25), (1 9 26), 
(1 9 27), (1 10 19), (1 10 21), (1 11 28), (1 12 24), (1 13 26), 
(1 13 27), (1 15 29) 
49 (1 5 10), (1 7 17), (1 8 27), (1 9 29), (1 12 25), (1 13 28), (1 15 32) 
52 
(1 5 14), (1 5 28), (1 6 17), (1 6 28), (1 7 18), (1 7 27), 
(1 8 16), (1 8 18), (1 9 21), (1 10 31), (1 11 29), (1 13 32), 
(1 14 30), (1 15 29), (1 16 34) 
55 (1 5 10), (1 7 15), (1 8 31), (1 11 28), (1 12 27), (1 13 34), (1 14 32), (1 17 36) 
61 (1 5 10), (1 7 14), (1 9 35), (1 11 34), (1 12 26), (1 13 31), (1 16 33), (1 17 38), (1 20 40) 
67 (1 5 15), (1 6 30), (1 7 20), (1 8 17), (1 9 37), (1 12 33), (1 13 35), (1 16 41), (1 18 38), (1 19 42) 
73 (1 5 10), (1 7 14), (1 9 19), (1 12 41), (1 13 43), (1 15 42), (1 16 37), (1 17 36), (1 18 40), (1 21 46), (1 24 48) 
79 (1 5 40), (1 6 31), (1 7 29), (1 8 16), (1 10 33), (1 11 35), (1 12 30), (1 13 32), (1 14 34), (1 15 42), (1 17 38), (1 18 44) 
85 
(1 5 10), (1 7 28), (1 8 27), (1 9 34), (1 11 24), (1 12 47), 
(1 13 37), (1 15 43), (1 16 45), (1 17 49), (1 18 48), (1 19 41), 
(1 21 52) 
91 
(1 5 49), (1 6 66), (1 7 16), (1 8 29), (1 9 43), (1 11 38), 
(1 12 26), (1 13 37), (1 14 36), (1 17 47), (1 18 51), (1 19 39), 
(1 20 52), (1 24 53) 
97 
(1 5 54), (1 6 76), (1 7 86), (1 8 55), (1 9 69), (1 10 62), 
(1 11 66), (1 12 81), (1 14 73), (1 15 78), (1 16 74), (1 17 79), 
(1 22 68), (1 24 65), (1 27 67) 
84 
Table 4.7 (continued) 
n N Generators 
4 
35 (1 5 18 22), (1 5 26 31), (1 6 17 26), (1 7 16 28), (1 7 17 29), (1 7 18 29), (1 8 16 24) 
37 (1 5 12 16), (1 6 19 24), (1 7 17 29), (1 7 17 31), (1 9 18 26) 
39 (1 5 32 36), (1 6 20 26), (1 6 22 27), (1 7 16 30), (1 7 18 31), (1 8 17 30), (1 8 19 30), (1 8 20 32) 
40 
(1 5 11 16), (1 5 17 32), (1 5 19 30), (1 5 19 35), 
(1 6 11 29), (1 6 23 32), (1 7 15 22), (1 7 20 30), 
(1 8 17 25), (1 8 21 29), (1 8 21 29) 
41 
(1 5 9 35), (1 5 10 26), (1 5 17 25), (1 5 33 38), 
(1 6 18 33), (1 6 21 33), (1 6 26 31), (1 7 14 29), 
(1 7 18 24), (1 7 19 29), (1 7 19 30), (1 7 21 31), 
(1 8 15 28), (1 8 18 27), (1 8 23 33), (1 9 19 32), 
(1 9 23 31) 
43 (1 5 17 39), (1 7 20 30), (1 8 19 36) 
45 
(1 5 11 16), (1 5 18 31), (1 5 19 41), (1 5 20 31), 
(1 5 36 42), (1 6 17 24), (1 6 23 34), (1 6 26 32), 
(1 6 30 40), (1 7 19 34), (1 7 20 32), (1 8 15 35), 
(1 8 22 30), (1 8 26 36), (1 8 29 37), (1 9 18 30), 
(1 9 21 30), (1 9 24 33), (1 10 20 33) 
46 
(1 5 20 29), (1 5 20 31), (1 5 21 41), (1 5 33 39), 
(1 6 13 42), (1 6 23 35), (1 6 24 33), (1 7 14 39), 
(1 7 22 33), (1 8 31 38), (1 9 19 34), (1 9 20 30), 
(1 10 23 34) 
47 
(1 5 10 32), (1 5 10 37), (1 5 30 37), (1 6 18 36), 
(1 7 13 32), (1 7 27 35), (1 8 15 25), (1 9 19 35), 
(1 9 24 35), (1 10 20 34) 
49 (1 5 41 45), (1 6 30 36), (1 7 23 30), (1 8 22 39), (1 9 22 39), (1 9 24 40), (1 11 23 35) 
51 
(1 5 14 32), (1 5 28 35), (1 5 39 47), (1 6 12 36), 
(1 6 20 42), (1 7 18 43), (1 7 19 32), (1 8 22 44), 
(1 8 24 36), (1 9 20 34), (1 11 21 33) 
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Table 4.7 (continued) 
n N Generators 
4 
52 
(1 5 22 37), (1 5 32 49), (1 5 34 43), (1 6 11 41), 
(1 6 12 30), (1 6 14 44), (1 7 27 44), (1 7 29 40), 
(1 7 31 45), (1 8 17 40), (1 8 20 41), (1 8 21 42), 
(1 8 24 35), (1 9 27 37), (1 11 26 38) 
55 (1 5 24 51), (1 7 38 45), (1 9 22 44), (1 11 27 41) 
58 
(1 5 10 54), (1 5 12 35), (1 5 13 25), (1 5 25 36), 
(1 6 12 20), (1 6 23 41), (1 7 16 45), (1 7 20 37), 
(1 7 27 34), (1 8 16 35), (1 8 26 45), (1 9 22 31), 
(1 11 22 37), (1 11 24 41), (1 11 26 38), (1 11 27 43), 
(1 13 26 42) 
59 
(1 5 20 53), (1 5 30 50), (1 5 40 51), (1 6 19 27), 
(1 6 26 48), (1 6 37 53), (1 7 19 52), (1 7 24 39), 
(1 7 30 49), (1 8 22 32), (1 9 31 41), (1 10 25 38), 
(1 10 28 44) 
61 
(1 5 9 45), (1 6 15 25), (1 6 40 47), (1 7 14 32), 
(1 7 21 36), (1 9 33 49), (1 10 29 40), (1 11 29 45), 
(1 12 24 50) 
63 
(1 5 13 59), (1 5 32 44), (1 5 41 46), (1 6 25 55), 
(1 7 19 57), (1 7 21 55), (1 7 27 57), (1 8 33 43), 
(1 9 30 45), (1 9 30 53), (1 11 24 48), (1 11 33 48), 
(1 12 29 47), (1 12 34 50) 
64 
(1 5 12 16), (1 5 26 47), (1 5 36 60), (1 6 25 52), 
(1 6 26 39), (1 6 36 51), (1 7 15 28), (1 7 17 29), 
(1 7 26 48), (1 7 27 41), (1 8 17 44), (1 8 18 52), 
(1 8 33 50), (1 9 17 50), (1 9 19 54), (1 10 27 39), 
(1 10 28 42), (1 11 34 45), (1 13 37 49) 
67 (1 5 11 16), (1 8 33 49), (1 9 29 47), (1 10 34 46), (1 14 28 51) 
71 
(1 5 10 32), (1 5 38 64), (1 5 59 66), (1 6 25 30), 
(1 7 14 59), (1 7 16 41), (1 8 22 47), (1 9 24 56), 
(1 9 39 53), (1 10 27 45), (1 11 31 54), (1 11 33 61), 
(1 12 41 61), (1 13 34 49), (1 13 42 56), (1 17 37 54) 
73 
(1 5 34 70), (1 6 13 25), (1 6 26 64), (1 7 27 33), 
(1 8 49 58), (1 9 37 60), (1 10 25 43), (1 11 22 56), 
(1 12 28 55), (1 14 31 45), (1 14 35 52) 
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Table 4.7 (continued) 
n N Generators 
4 
75 
(1 5 20 30), (1 5 37 70), (1 5 52 71), (1 6 14 26), 
(1 6 49 55), (1 7 24 67), (1 8 36 54), (1 8 37 53), 
(1 8 46 64), (1 9 31 42), (1 9 48 60), (1 10 41 58), 
(1 11 32 55), (1 12 26 61), (1 12 50 63), (1 15 42 56), 
(1 17 39 59) 
79 (1 5 10 74), (1 8 32 40), (1 12 26 54), (1 13 31 51), (1 14 36 59), (1 17 34 53) 
83 
(1 5 43 60), (1 5 71 80), (1 6 13 23), (1 6 33 66), 
(1 6 64 73), (1 7 20 35), (1 7 28 58), (1 7 33 40), 
(1 8 32 44), (1 9 44 53), (1 9 47 62), (1 11 30 65), 
(1 11 34 69), (1 12 25 61), (1 12 32 70), (1 13 42 56), 
(1 15 42 64), (1 17 38 54), (1 19 45 66) 
88 
(1 5 43 54), (1 5 63 81), (1 6 60 75), (1 7 19 31), 
(1 7 38 79), (1 8 41 58), (1 9 26 73), (1 9 31 59), 
(1 10 42 76), (1 11 27 47), (1 15 35 57), (1 15 38 67), 
(1 16 40 61) 
91 (1 5 10 86), (1 8 34 42), (1 12 60 72), (1 14 38 54), (1 15 37 67), (1 18 36 63), (1 20 43 64) 
87 
Table 4.7 (continued) 
n N Generators 
5 
37 (1 5 10 21 28), (1 5 13 18 27), (1 7 13 20 28) 
39 (1 5 19 24 28), (1 5 15 25 29), (1 5 10 15 28), (1 6 12 23 33), (1 6 13 21 32), (1 7 16 27 34), (1 7 15 23 33), (1 7 14 23 31) 
41 
(1 5 9 21 26), (1 5 10 15 26), (1 5 11 23 32), (1 5 13 18 28), 
(1 5 13 19 26), (1 5 14 20 27), (1 5 16 27 34), (1 5 16 28 36), 
(1 5 19 27 33), (1 6 11 18 31), (1 6 12 20 32), (1 6 13 22 29), 
(1 6 15 25 32), (1 6 17 25 34), (1 7 13 24 31), (1 7 14 23 34), 
(1 7 16 25 35) 
42 (1 5 9 27 31), (1 5 14 19 32), (1 6 18 33 38), (1 7 13 21 32), (1 7 14 26 35), (1 7 17 28 36), (1 8 15 24 33) 
43 
(1 5 9 23 33), (1 5 10 25 34), (1 5 11 29 37), (1 5 14 26 31), 
(1 6 13 18 29), (1 6 17 23 31), (1 7 13 23 36), (1 7 14 25 36), 
(1 8 16 28 37) 
45 
(1 5 9 17 24), (1 5 10 26 37), (1 5 11 19 41), (1 5 13 20 38), 
(1 5 15 27 34), (1 5 16 23 38), (1 5 16 26 40), (1 5 16 29 36), 
(1 5 21 31 37), (1 6 12 25 30), (1 6 12 29 36), (1 6 15 23 34), 
(1 6 15 25 33), (1 6 18 26 32), (1 6 18 26 35), (1 6 19 30 37), 
(1 7 14 20 31), (1 7 17 29 39), (1 7 21 30 39) 
47 (1 5 9 14 29), (1 6 17 27 34), (1 7 15 25 37), (1 7 16 23 36) 
51 
(1 5 20 44 49), (1 5 22 38 42), (1 6 12 33 41), (1 6 19 27 41), 
(1 6 24 33 46), (1 7 31 37 47), (1 8 15 26 39), (1 8 18 34 45), 
(1 10 20 30 44) 
52 
(1 5 9 23 33), (1 5 10 25 34), (1 5 11 29 37), (1 5 14 26 31), 
(1 6 13 18 29), (1 6 17 23 31), (1 7 13 23 36), (1 7 14 25 36), 
(1 8 16 28 37) 
57 (1 5 10 16 29), (1 5 12 26 38), (1 6 22 35 41), (1 8 16 26 38), (1 9 18 32 48) 
67 (1 5 10 31 55), (1 7 17 35 49), (1 8 16 28 39) 
77 (1 5 10 65 72), (1 5 30 36 73), (1 8 31 39 57), (1 9 25 46 59), (1 11 25 36 58), (1 12 30 50 66), (1 13 28 45 64) 
87 (1 5 10 16 43), (1 8 18 36 66), (1 9 22 41 65), (1 13 27 47 63) 
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Table 4.7 (continued) 
n N Generators 
6 
47 (1 5 9 22 32 36), (1 6 12 21 34 42), (1 6 16 25 35 41), (1 6 13 24 31 39) 
49 
(1 5 16 20 25 30), (1 5 13 18 30 34), (1 5 17 22 28 40), 
(1 6 12 19 29 41), (1 7 14 20 31 42), (1 7 16 25 35 43), 
(1 8 15 23 31 41) 
52 (1 5 13 17 38 43), (1 6 17 26 35 45), (1 7 14 21 36 42) 
55 
(1 5 30 38 44 51), (1 5 29 34 41 50), (1 5 15 32 37 45), 
(1 5 21 33 38 46), (1 5 16 25 37 42), (1 7 18 26 33 42), 
(1 7 20 27 35 45), (1 7 17 29 38 49) 
57 (1 5 9 14 41 46), (1 5 20 34 40 45), (1 7 15 30 36 46), (1 8 21 32 42 51), (1 8 19 31 41 50) 
67 (1 5 33 39 46 51), (1 5 20 25 31 41), (1 8 17 31 50 60), (1 9 23 36 48 59) 
77 
(1 5 52 57 64 72), (1 5 10 16 41 48), (1 5 22 27 45 51), 
(1 8 22 30 46 65), (1 9 24 37 48 66), (1 10 20 36 47 64), 
(1 10 23 35 51 68) 
82 (1 5 9 14 56 61), (1 7 25 49 70 77), (1 8 24 44 58 73), (1 9 18 29 47 68), (1 11 27 38 52 71) 
97 (1 5 10 68 75 92), (1 5 11 58 65 93), (1 9 27 47 58 77), (1 9 27 47 61 82), (1 12 28 40 53 76), (1 13 26 45 67 81) 
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Table 4.7 (continued) 
n N Generators 
7 
55 
(1 5 12 16 24 29 34), (1 5 16 20 33 38 43), 
(1 5 15 19 31 36 47), (1 5 13 25 30 35 46), 
(1 7 18 27 36 43 50), (1 7 15 26 35 43 50), 
(1 7 15 22 31 41 50), (1 7 15 25 33 40 49) 
56 
(1 5 12 16 28 33 38), (1 5 23 27 38 43 48), 
(1 5 17 22 32 44 48), (1 6 12 18 26 38 49), 
(1 7 15 25 36 43 51), (1 7 15 25 34 43 50), 
(1 7 14 24 33 41 48) 
63 (1 5 30 35 41 45 50), (1 5 15 29 37 47 52), (1 7 14 26 33 42 53), (1 7 14 23 31 44 52) 
70 
(1 5 39 43 48 54 59), (1 5 18 23 28 52 56), 
(1 7 14 26 40 47 53), (1 7 16 23 36 46 60), 
(1 8 16 28 36 46 57), (1 9 17 31 43 53 62) 
77 
(1 5 23 28 34 39 43), (1 5 20 26 32 45 50), 
(1 8 19 27 35 48 68), (1 8 18 32 46 54 69), 
(1 8 21 33 42 56 68) 
91 (1 5 11 32 37 44 52), (1 5 10 23 29 39 71), 
(1 8 26 43 54 63 77), (1 9 20 32 46 59 76) 
8 63 (1 5 20 30 37 42 51 58), (1 5 14 19 25 37 45 53) 
9 
67 
(1 5 10 24 29 35 42 46 56), (1 5 13 24 28 37 42 53 59), 
(1 5 13 21 25 35 46 53 63), (1 6 13 21 29 39 49 56 62), 
(1 6 15 21 31 39 46 52 59) 
70 
(1 5 15 20 26 32 37 55 59), (1 5 15 21 26 30 41 54 59), 
(1 5 10 15 26 33 37 45 57), (1 5 13 23 27 36 47 52 63), 
(1 6 13 19 27 34 44 54 63), (1 7 16 26 34 41 50 58 64), 
(1 7 14 22 31 37 45 55 64) 
10 79 (1 5 24 29 36 41 51 57 67 71), (1 5 10 22 31 42 50 55 62 66), (1 5 12 20 30 43 53 59 65 73), (1 6 14 22 28 39 46 56 65 71) 
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Table 4.8 - Index of Circular BSA(M n, l)'s 
n N Method 
8 
25 Not Found 
26 Not Found 
27 Table 4.5 
28 Not Found 
29 Corollary 3.3.3 applied to circular BSA(30,9,1) 
30 Theorem 2.2.3 applied to circular BSA(27, 8,1) 
31 Table 4.5 
9 
28 Not Found 
29 Not Found 
30 Table 4.5 
31 Table 4.5 
32 Corollary 3.3.3 applied to circular BSA(33, 10,1) 
10 
31 Not Found 
32 Not Found 
33 Table 4.5 
34 Not Found 
35 Corollary 3.3.3 applied to circular BSA(36,11,1) 
36 Theorem 2.2.3 applied to circular BSA(33, 10,1) 
37 Corollary 3.3.3 applied to circular BSA(36,11,1) 
11 
34 Not Found 
35 Not Found 
36 Table 4.5 
37 Not Found 
38 Corollary 3.3.3 applied to circular BSA(39,12,1) 
39 Theorem 2.2.3 applied to circular BSA(36,11,1) 
40 Corollary 3.3.3 applied to circular BSA(39,12, 1) 
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Table 4.8 (continued) 
it N Method 
12 
37 Not Found 
38 Not Found 
39 Table 4.5 
40 Not Found 
41 Corollary 3.3.3 applied to circular BSA(42,13,1) 
42 Theorem 2.2.3 applied to circular BSA(39,12,1) 
43 Corollary 3.3.3 applied to circular BSA(42,13,1) 
13 
40 Not Found 
41 Not Found 
42 Table 4.5 
43 Not Found 
44 Corollary 3.3.3 applied to circular BSA(45,14, 1) 
45 Theorem 2.2.3 applied to circular BSA(42,13, 1) 
46 Corollary 3.3.3 applied to circular BSA(45, 14,1) 
14 
43 Not Found 
44 Not Found 
45 Table 4.5 
46 Not Found 
47 Corollary 3.3.3 applied to circular BSA(48, 15,1) 
48 Theorem 2.2.3 applied to circular BSA(45,14,1) 
49 Corollary 3.3.3 applied to circular BSA(48,15,1) 
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Table 4.9 - Index of Circular BSA (N, n, 2)'s 
n N Method 
25 Table 4.6 
26 Not Found 
27 Table 4.6 
28 Not Found 
5 29 Table 4.6 
30 Table 4.6 
31 Corollary 3.3.3 applied to circular BSA(32,6, 2) 
32 Theorem 2.2.3 applied to circular BS A(27, 5, 2) 
33 Table 4.6 
30 Not Found 
31 Not Found 
32 Table 4.6 
33 Not Found 
34 Not Found 
f. 35 Table 4.6 U 
36 Not Found 
37 Theorem 2.2.3 applied to circular BSA(32,6, 2) 
38 Table 4.6 
39 Corollary 3.3.3 applied to circular BSA(40,7,2) 
40 Table 4.6 
41 Table 4.6 
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Table 4.9 (continued) 
It N Method 
35 Not Found 
36 Not Found 
37 Not Found 
38 Not Found 
39 Not Found 
40 Table 4.6 
7 
41 Table 4.6 
42 Not Found 
43 Not Found 
44 Corollary 3.3.3 applied to circular BSA(45, 8, 2) 
45 Theorem 2.2.3 applied to circular BSA(40,7, 2) 
46 Theorem 2.2.3 applied to circular BSA(41,7, 2) 
47 Table 4.6 
48 Corollary 3.3.3 applied to circular BSA(47, 8, 2) 
40 Not Found 
41 Not Found 
42 Not Found 
43 Not Found 
44 Not Found 
45 Table 4.6 
8 
46 Not Found 
47 Table 4.6 
48 Not Found 
49 Corollary 3.3.3 applied to circular BSA(50,9, 2) 
50 Theorem 2.2.3 applied to circular BSA(45, 8,2) 
51 Corollary 3.3.3 applied to circular BSA(50,9, 2) 
52 Theorem 2.2.3 applied to circular BSA(47, 8, 2) 
53 Table 4.6 
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Table 4.9 (continued) 
n N Method 
45 Not Found 
46 Not Found 
47 Not Found 
48 Not Found 
49 Not Found 
50 Table 4.6 
9 51 Not Found 
52 Not Found 
53 Table 4.6 
54 Corollary 3.3.3 applied to circular BSA(55, 10, 2) 
55 Corollary 3.3.3 applied to circular BSA(55, 10,2) 
56 Corollary 3.3.3 applied to circular BSA(55, 10, 2) 
57 Not Found 
Note that no design belonging to the class of circular BSA(47 + 51,9, 2)'s has been 
found. 
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Table 4.10 - Index of Circular BSA(M n, 3)'s 
n N Method 
35 Not Found 
36 Not Found 
37 Table 4.7 
38 Not Found 
39 Table 4.7 
40 Not Found 
41 Not Found 
42 Table 4.7 
c 
43 Table 4.7 D 
44 Theorem 2.2.3 applied to circular BSA(37, 5, 3) 
45 Not Found 
46 Theorem 2.2.3 applied to circular BSA(39, 5, 3) 
47 Table 4.7 
48 Corollary 3.3.3 applied to circular BSA(49,6, 3) 
49 Theorem 2.2.3 applied to circular BSA(42, 5, 3) 
50 Theorem 2.2.3 applied to circular BSA(43, 5, 3) 
51 Corollary 3.3.3 applied to circular BSA(52,6,3) 
52 Corollary 3.3.3 applied to circular BSA(52,6, 3) 
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Table 4.10 (continued) 
n N Method 
42 Not Found 
43 Not Found 
44 Not Found 
45 Not Found 
46 Not Found 
47 Table 4.7 
48 Not Found 
49 Table 4.7 
50 Not Found 
51 Not Found 
52 Table 4.7 
53 Not Found 
54 Theorem 2.2.3 applied to circular BSA(47, 6, 3) 
6 55 Table 4.7 
56 Theorem 2.2.3 applied to circular BSA(49, 6, 3) 
57 Table 4.7 
58 Not Found 
59 Theorem 2.2.3 applied to circular BSA(52,6, 3) 
60 Not Found 
61 Theorem 2.2.3 applied to circular BSA(54,6, 3) 
62 Theorem 2.2.3 applied to circular BSA(55,6, 3) 
63 Theorem 2.2.3 applied to circular BS A(56,6, 3) 
64 Theorem 2.2.3 applied to circular BSA(57,6, 3) 
65 Corollary 3.3.3 applied to circular BSA(63,8,3) 
66 Corollary 3.3.3 applied to circular BSA(67,9, 3) 
67 Table 4.7 
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Table 4.10 (continued) 
n N Method 
49 Not Found 
50 Not Found 
51 Not Found 
52 Not Found 
53 Not Found 
54 Not Found 
55 Table 4.7 
56 Table 4.7 
57 Not Found 
58 Not Found 
7 59 Not Found 
60 Not Found 
61 Not Found 
62 Theorem 2.2.3 applied to circular BSA(55,7,3) 
63 Table 4.7 
64 Corollary 3.3.3 applied to circular BSA(63, 8, 3) 
65 Corollary 3.3.3 applied to circular BSA(67,9, 3) 
66 Corollary 3.3.3 applied to circular BSA(67,9, 3) 
67 Corollary 3.3.3 applied to circular BSA(67,9, 3) 
68 Corollary 3.3.3 applied to circular BSA(67,9, 3) 
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Table 4.10 (continued) 
n N Method 
56 Not Found 
57 Not Found 
58 Not Found 
59 Not Found 
60 Not Found 
61 Not Found 
62 Not Found 
63 Table 4.7 
64 Not Found 
65 Not Found 
66 Corollary 3.3.3 applied to circular BS A(67,9, 3) 
8 
67 Corollary 3.3.3 applied to circular BSA(67,9,3) 
68 Corollary 3.3.3 applied to circular BSA(67,9, 3) 
69 Corollary 3.3.3 applied to circular BSA(70, 9, 3) 
70 Theorem 2.2.3 applied to circular BSA(63, 8, 3) 
71 Corollary 3.3.3 applied to circular BSA(70, 9,3) 
72 Not Found 
73 Theorem 2.2.3 applied to circular BSA(66, 8, 3) 
74 Theorem 2.2.3 applied to circular BSA(67, 8,3) 
75 Theorem 2.2.3 applied to circular BS A(68, 8,3) 
76 Theorem 2.2.3 applied to circular BS A(69, 8,3) 
77 Theorem 2.2.3 applied to circular BSA(70, 8,3) 
78 Theorem 2.2.3 applied to circular BSA(71, 8,3) 
79 Corollary 3.3.3 applied to circular BSA(79,10, 3) 
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Table 4.10 (continued) 
n N Method 
63 Not Found 
64 Not Found 
65 Not Found 
66 Not Found 
67 Table 4.7 
68 Not Found 
69 Not Found 
70 Table 4.7 
71 Not Found 
9 72 Not Found 
73 Not Found 
74 Theorem 2.2.3 applied to circular BS A(67,9,3) 
75 Not Found 
76 Not Found 
77 Theorem 2.2.3 applied to circular BSA(70,9,3) 
78 Corollary 3.3.3 applied to circular BSA(79, 10,3) 
79 Corollary 3.3.3 applied to circular BSA(79,10, 3) 
80 Corollary 3.3.3 applied to circular BSA(79, 10, 3) 
81 Theorem 2.2.3 applied to circular BSA(74,9,3) 
Note that no designs belonging to the classes of circular BSA(68 + li, 9, 3)'s and circular 
BSA(69 + li, 9, 3)'s have been found. 
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Recall that only one design for n = 10 and no designs were found for n> 11 and a— 2 
and 3, respectively. As a result, very little insight is gained through the current 
investigation for when n = 10 and a- 2 and 3. Furthermore, the tables are constructed 
starting from the minimum N according to the current necessary conditions for existence. 
Finally, investigation of the following tables reveals only three cases where no circular 
designs of a specific class are found: circular BSA(47 + 5/, 9, 2), circular BSA(68 + li, 
9, 3), and circular BSA(69 + li, 9, 3). 
Further investigation reveals that a good number of linear BSA's can also be 
developed. In an unpublished work, Stufken proves that a necessary condition for the 
existence of a linear BSA(N, n, 1) is N>3n + 1. By using this inequality as a 
"conservative" necessary condition for the existence of general linear BSA(Af, n, o)'s, 
one can gauge the potential of the presented construction techniques detailed in Theorems 
3.2.1 and 3.2.2. 
Recall that all circular BSA(JV, n, l)'s can be developed for n = 4, 5, and 6. 
Utilizing Theorem 3.2.2 the following linear BSA(M n, l)'s can be developed: linear 
BSA(10, 3,1), linear BSA(14,4,1), and linear BSA(17, 5,1). Obviously, equality in the 
"conservative" necessary condition is obtained for when n = 3 and is almost attained for 
when n-4 and 5. Table 4.11 identifies the smallest linear BSA's that can be obtained 
through Theorem 3.2.2 for n = 3,4,..., 9 and a- 1. 
Note that by using Theorems 3.2.1 and 3.2.2, all linear BSA(iV, n, l)'s with N' 
greater than the corresponding N denoted in Table 4.11 can be developed. 
For a= 2 and 3, a similar necessary condition for the existence of linear BSA's 
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can be developed by using Theorems 2.2.2 and 3.3.1. Suppose that a linear BSA(M n, ci) 
exists. Using Theorem 3.3.1, a circular BSA(N+ a,n, ci) can be developed. Then, by 
noting that the Theorem 2.2.2 provides a necessary condition for existence of a circular 
BSA(M n, ci) of N > (2or+ l)n, one can provide a necessary condition for existence of a 
linear BSA(M n, ci) with a- 2 and 3 of N > (2a+ l)n - a. Even though a good number 
of linear BSA's for a-2 and 3 can be developed, the smallest possible linear BSA's 
developed through Theorem 3.2.1 tend to be for N that is much larger than the above 
requirement. However, as stated previously, refinements on the current necessary 
conditions for the existence of circular BSA's are expected, which, in turn, would 
consequently result in an improvement on the above necessary condition for existence of 
linear BSA's. 
Table 4.12 identifies the smallest linear BSA's that can be obtained through 
Theorem 3.2.2 for n - 3,4,..., 8, and a= 2. 
Note that by using Theorems 3.2.1 and 3.2.2, all linear BSA(N\ n, 2)'s with N 
' greater than the corresponding N denoted in Table 4.12 can be developed with only three 
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exceptions - the linear BSA(31, 5, 2), the linear BSA(40,6,2), and the linear BSA(49, 8, 
2). 
Table 4.13 identifies the smallest linear BSA's that can be obtained through 
Theorem 3.2.1 forn = 3,4,..., 8, and a- 3. 








Note that by using Theorems 3.2.1 and 3.2.2, all linear BSA(iV, n, 3)'s with 
N ' greater than the corresponding N denoted in Table 4.13 can be developed with only a 
few exceptions - the linear BS A(37,4, 3), the linear BS A(47, 5,3), the linear BS A(54,6, 
3), the linear BSA( 55,6, 3), the linear BSA(56,6, 3), the linear BSA(57,6, 3), the linear 
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BSA(61, 7, 3), the linear BSA(68, 8,3), the linear BSA(69, 8,3), and the plans belonging 
to the class (65 + li, 8, 3). 
Even though the modified algorithm was somewhat successful identifying circular 
BSA's for large population sizes and a larger number of circular and linear BSA's can be 
developed through various construction techniques, further investigation of construction ... 
techniques is warranted. In particular, there is a need for simpler construction techniques 
for arbitrary values of n and a, as well as for cyclical circular BSA's with a moderate 
number of potential generators. Furthermore, investigation should also be centered 
around refining the current necessary conditions for the existence of circular and linear 
BSA's for general a. 
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CHAPTER 5. VARIANCE ESTIMATION 
Chapters 2 through 4 have been primarily centered around the development of 
sampling designs for circular and linear BSA(M n, ct)'s. Focus will now shift to an 
unresolved problem concerning variance estimation of the Horvitz-Thompson estimator 
of the population mean, //, under circular BS A(N, n, ci) sampling designs. Section 1 will 
review basic results concerning the Horvitz-Thompson estimator of ju and the major 
concern for variance estimation when a circular BSA (N, n, ci) sampling design is used. 
As will be seen, the variance of the Horvitz-Thompson estimator of // cannot be 
estimated unbiasedly under circular or linear BSA's. Section 2 will present details 
concerning estimates of the variance obtained by various approximation techniques. 
Details concerning resampling techniques will be discussed in Section 3. Section 4 will 
provide details concerning the use of convex combinations of sampling designs as a 
means of obtaining an unbiased estimate of the variance of the Horvitz-Thompson 
estimator of /u. 
5.1 Results Concerning the Horvitz-Thompson Estimator of fi 
The Horvitz-Thompson estimator of the population mean, /u, is defined as 
(5.1.1) 
where s denotes the obtained sample and, 
(5.1.2) 
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Provided that all first-order inclusion probabilities of units in the population are positive, 
(5.1.1) is an unbiased estimator of fi. 
The variance of the Horvitz-Thompson estimator of // is equal to 
v(Aj = 4-ÉÉ4>1,5i,. (5.1.3) 
" i=l j=l 
where, 
Aj = n i j  ~n in r  (5.1.4) 
Provided that the second-order inclusion probabilities of all pairs of units in the 





fori * j 
(5.1.6) 
fori = j. 
Furthermore, under a fixed-size sampling plan, (5.1.3) can alternatively be 
expressed as 
V U » ) - ? , ) * .  ( 5 . 1 . 7 )  
j-1 
which can be estimated unbiasedly, provided that second-order inclusion probabilities of 




The alternative variance estimator is known as the Sen-Yates-Grundy estimator. 
Furthermore, while (5.1.3) and (5.1.7) are algebraically equivalent, it is important to note 
that different numerical estimates may be obtained from the same sample using (5.1.5) 
and (5.1.8). 
Recall that under a circular BSA (N, n, à), the first- and second-order inclusion 
probabilities of units in the population are 
i t t  =— for i = 1 N, (5.1.9) 
N 
and 
71 n ~ 
0 if i - j  = ±l,...,±a{modN) 
n(n-l) , . (5.1.10) 
- - otherwise. 
N(N-2a-l) 
While the Horvitz-Thompson estimator of //, which reduces to the observed sample 
mean, ys, is an unbiased estimator, (5.1.5) and (5.1.8) do not yield unbiased estimates of 
the variance of the Horvitz-Thompson estimator of //. (5.1.5) and (5.1.8) are unbiased 
estimators of the variance of the Horvitz-Thompson estimator of n provided that 7tn > 0 
for all i ,  j  6 {l N} (Samdal, Swensson, Wretman (1992) pg. 44). 
5.2 Estimation Using Approximation Techniques 
Investigating (5.1.3) under a circular BSA(JV, n, a) provides additional insight as to 
why the variance of the Horvitz-Thompson estimator of //cannot be estimated 
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unbiasedly. Note that under a circular BS A(M n, ci) 
n (N-/T 









n(2a + l)-N 
_N{N-{2a + l)) 
otherwise. 
Making the appropriate substitutions and simplifying (5.1.3), one obtains 
V(AKT) = -£t ' n{2a + l)-N } 
n(N -(2a +1)) X X w  -  Z Z w  
i-j*±I ±a (mod N ) i-j=±l ±a (mod N) 
.(5.2. 
Clearly the last summation in (5.2.3) is the cause of concern since there is no way of 
estimating cross-products of contiguous terms unbiasedly under a circular BSA(N, n, ci). 
Further note that the first two summations in (5.2.3) can be estimated unbiasedly. 
Various approximations have been suggested throughout the literature. One 
common suggestion for approximating the variance of the Horvitz-Thompson estimator 
of fiis to replace the last summation in (5.2.3) by = aNfi2. The remaining 
i-j=±J ±a (mod N ) 
terms in (5.2.3) can be estimated unbiasedly. However, if responses for adjacent units are 
similar, one may achieve a better approximation through other techniques. Under this 
approximation technique, the variance estimator of the Horvitz-Thompson estimator of fi 
is 
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which is clearly nonnegative provided that N>(2a+ l)n. 
Hedayat, Rao, and Stufken (1988a and 1988b) proposed two approximations that 
attempt to exploit the ordering of units within the population. The first suggestion is to 
replace in the last summation of (5.2.3) with y,. Hence, y(. + yi} yh is replaced by 
leads to a smaller quantity than the actual variance. As the number of pairs of adjacent 
units increases, which corresponds to an increase in or for fixed n, the difference between 
this approximation and the true variance will steadily increase. Under this approximation 
technique, the variance estimator of the Horvitz-Thompson estimator of fj. will be 
nonnegative and have the form 
which will yield a smaller estimate than (5.2.4). 
The second approximation proposed by Hedayat, Rao, and Stufken, which has 
been modified here for general a, is to replace yy in the last summation of (5.2.3) with a 
yf, + yf2 , where i , , i2 e s. Since y' + yf2 -2yhyh = (y,. - y,2 )2 >0, this approximation 
(5.2.5) 
109 
weighted average of y, and yi+a+I, for j > i. Specifically, yy is replaced by 
( a + l - ( j -  /))y, + (j - i)yl+a+! 
a + 1 
If a— 1, (5.2.6) reduces to 
y,- + y* 2 
(5.2.6) 
(5.2.7) 
If <ar=s 2, (5.2.6) reduces to 
ybr j~i = ±1 (modN) 
y I + ~y>+s j-or j -i = ±2 (mod n). 
If a- 3, (5.2.6) reduces to 
+ y**4 far j — i = ±1 (mod N) 
2(y, + y,-w) yyr j-i = ±2 (mod N) 
(5.2.8) 
(5.2.9) 
for j — i = ±5(mocf W). 4 
Under this approximation technique, the general variance estimator of the 





<£s x n 1 j 
'<} 
Z>,2 + N~ {2"+ l )I. l .(y l-y,h,«M 
t e l  f i l  u + a + l e s  
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*J (5.2.10) 
cc(n — (2a+ x - 1  x ™ 1 1 —v — \ 
1 Nn(n-1)  )W y ' - y-h ' "«- y A  
As an observation, (5.2.10) may yield a negative variance estimate. 
While the proposed estimators (5.2.4), (5.2.5), and (5.2.10) all attempt to estimate 
the variance of the Horvitz-Thompson estimator of //, each variance estimator has some 
positive and negative qualities. For instance, if one wants a conservative estimate of the 
variance of the Horvitz-Thompson estimator of //, then (5.2.4) may be used since the 
resulting variance estimator tends to typically be positively biased. In addition, note that 
one must obtain a sample that contains the i'h and the (z + a + l)s' units of the population 
for the estimator (5.2.10) to further possibly exploit the circular ordering of responses of 
units within the population to achieve a potentially "refined" estimate. As a means of 
comparing the performance of the three variance estimators, a simulation study was 
performed - the results of which will be reported in Chapter 6. 
5.3 Estimation Using Multiple Sampling Techniques 
Multiple sampling techniques involving BSA(M n, ci) sampling plans may be 
used as a means of obtaining an unbiased estimator of the variance of the estimator of ju. 
Specifically, two multiple sampling methods will be discussed in detail - method of 
independent groups and sample supplementation. Furthermore, the feasibility of another 
multiple sampling technique - the method of dependent groups - will also be discussed. 
Another way of possibly handling the variance estimation problem is to use the 
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Method of Random Groups to estimate the variance of an estimator of ju. There are two 
ways of approaching this problem, using independent random groups and using 
dependent random groups. In the method of dependent groups, successive samples are 
obtained without replacement. In the method of independent groups, successive samples 
are obtained with replacement. 
While not feasible in every sampling situation, the method of random groups may 
still be a useful technique to apply for variance estimation under successive application of 
circular BS A sampling plans. For example, researchers may have sufficient resources to 
sample a relatively large number of units from the population. In some situations, 
circular BSA's have not been found, e.g., n>16 and a- 1,  or have been shown not to 
exist, e.g., n = 9, N = 27, and a= 3. One may approach such problems by dividing the 
desired sample size into (approximately) equal quantities and then using existing circular 
BSA's to obtain the entire sample. 
While the method of random groups is typically used in practice using dependent 
groups (Wolter (1985), pg. 20), that approach is not necessarily feasible under a circular 
BS A sampling design. Under this approach, successive samples are obtained without 
replacement from the population. As a result, the inherent ordering structure of the 
population will change from sample to sample, and finding general sampling designs for 
such situations is not feasible at this time. 
While the method of independent random groups is not typically used in practice, 
the approach has a nice theoretical framework that yields some simple results. Under this 
approach, successive samples with replacement will be obtained from a population. The 
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obvious drawback to this approach is that some units, and even worse, blocks of units, 
may appear more than once in the "full" sample. 
This method is based upon the following result (Wolter (1985), pg. 21): 
Let Ô6m be uncorrelated random variables with common expectation 
E[Ô, ) = M- Le* # be defined by 
S = t~- (5.3.2) 
M m 




Furthermore, independent circular BS A selections may be combined with other 
samples from different sampling designs, provided that the designs yield uncorrelated 
estimates with common expectation. For example, if one had enough resources to obtain 
a sample of size 15 from a population of 50, any of the following sampling schemes 
could be performed: 
1) Obtain 3 samples using a circular BSA(50, 5,1) design, 
2) Obtain 3 samples using a circular BSA(50,4, 1) design and 1 sample 
using a circular BSA(50, 3,1), and 
3) Obtain 3 samples using a circular BS A(50,4, 1) design and 1 sample 
of size 3 using a simple random sampling plan. 
A possible improvement in terms of variance estimation under augmentation 
schemes may be obtained by incorporating intra-sample information in some fashion. 
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The Method of Random Groups was initially developed to simplify variance estimation 
in complex surveys (Wolter (1985) pg. 19), and (6.4.2) only uses inter-sample 
information to estimate the variance. However, while variance estimation under a 
circular BSA fails to yield an unbiased estimate, it is not very complicated - one may use 
an approximation technique investigated in Section 6.3. Further investigation is 
warranted to determine whether such a modification significantly improves the 
performance of augmentation schemes in terms of variance estimation. 
As a means of determining the efficiency of the method of independent groups 
approach of estimating the variance of the estimator of ju, a simulation study was 
performed using various population sizes and combinations of sampling plans. The 
simulation study and the obtained results will be discussed in detail in Chapter 6. 
Another possible way of handling the variance estimation problem with circular 
BSA designs is to supplement a circular BSA with another fixed size sampling design. 
For example, one may obtain a sample using a circular BS A(9, 3,1) and then randomly 
select 2 units from the remaining 6 units. The first- and second-order inclusion 
probabilities for such designs are detailed in the following paragraphs. 
Let the initial sample size obtained by using a circular BSA be denoted by n,, the 
supplemental sample size by n2, and the complete sample size by n = n, +n2. Under a 
circular BSA(N, n,, a), the first- and second-order inclusion probabilities are 




71 a = 
0 if i- j = ±1 ±a(modN) 
olherwise. (5.3.5) 
N(N — 2a — l) 
Let the first- and second-order inclusion probabilities of the supplemental sampling plan 
be denoted by n] and n-, respectively. Finally, let n] and denote the first- and 
second-order inclusion probabilities, respectively, under the complete sampling plan. 
The general form of n* is 
7t* = Pr{l/nit i is in the complete sample} 
= Pr{(Unit i e circular BSA) n (Unit i g Supp )}+ 
Pr{(Unit i6 circular BSA) n (Unit ie Supp)} 
= Pr{(Unit i G circular flSA)}+ 
Pr{((/m'fi6 circular BSÀ)}- Pr^JJnitie Supp) | (Unitie circular BSÀ)} 
= %", =^,(/-<)+< = ^  + ~1 N (5.3.6) 
The form of 7ttj depends on whether the Units i and j are considered to be 
adjacent. General expressions are developed and then simplified. Note that 
ft'j = Pr\Units i and j are in the complete sample} 
= Pr{(Unitsi,j e circular BSÀ) n (Units i,j £ Supp)}+ 
Pr{(Units i,jg circularBSA)r\(Unitsi,j6 Supp)}+ 
2 PrftlJhit ie circular BSA, Unit y £ circular BSA)n (Unit i£ Supp,Unit ye Supp)} 
=-izii+a + 2b. (5.3.7) 
The term a in expression (5.3.7) can be further simplified as 
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a = Pr{(Unitsi,j £ circular BSÀ) n (Units i,j e Supp)} 
= Pr{(£/m'tt z',y £ circular BS À)} - Pr^Unitsi.j e Supp) | (Units i,j £ circular BSA)} 
= ;r 
rN-2n,  x  
AT +/r'y 
(5.3.8) 
The term 6 in expression (5.3.7) can be further simplified as 
b = Pr{(Unit i e circular BSA.j £ circular BSA) n (f/n/r i £ St/pp, C/ni'r y e 5z<pp)} 
= Pr{(Unit i G circular BSA, Unit /£ circular BSA)} • 
Pr^Unit i £ Supp,Unit je Supp)\ (UnitiG circular BSA,Unit /£ circw/arBSA)} 
=k-^)  <  
(5.3.9) 
By combining (5.3.7), (5.3.8), and (5.3.9) one obtains that 
N-2n,  
/V + 2 l w" , r "  
(5.3.10) 
For example, consider the scenario when a circular BSA(AT, n,, ct) is 
supplemented with a simple random sample of n2 units from the remaining N -n, units. 
Let st denote the sample of n, units from the initial application of a circular BSA(Ar, n;, 
d). Note that 
N—n t  
for ie {l,...,N}\ sn (5.3.11) 
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and 
"  ( N - n ' j ( N - l - l )  f o r i j € ^  7l'; = (5.3.12) 
Thus, the first- and second-order inclusion probabilities under the complete sampling 
design are 
' N N 
_ n,+n2  
N 
fori = , (5.3.13) 
and 
7t]j =/Tv +7Tfj 
N — 2n,  
N +7tii 
+ 2 r 
(N-n, \N-n,- l) y  
f N - 2 n  
v AT 
+ 2 M, 
\N~nU 
r _ \ 
.AU 
i / z - y  = ± l , . . . . ± a ( m o d  N )  
n,(n,- l )  
• + 2 
n,  n,(n,  - / )  (5.3.14) 
W0v-(2or+/)j N(N-(2ar+/))J 
f  - / )  Y  N  - 2 n ,  |  «,(«,- / )  
* Af(yV-(2or + /)). otherwise. 
As a means of determining the efficiency of the sampling strategy of the sample 
supplementation approach for estimating the variance of the Horvitz-Thompson estimator 
of /a a simulation study was performed using various population sizes and combinations 
of sampling plans. The simulation study and the obtained results will be discussed in 
detail in Chapter 6. 
117 
5.4 Estimation Using a Convex Combination of Sampling Plans 
Stufken (1993) proposes the use of a sampling plan consisting of a convex 
combination of simple random sampling and various circular BSA's. By forming a 
convex combination of sampling plans where at least one plan has positive second-order 
inclusion probabilities for all pairs of units in the population, the variance of the Horvitz-
Thompson estimator of pi can be estimated unbiasedly. 
Let da, a= 0,1,..., Ck, be a circular BSA(M n, a), where a= 0 reduces to a 
simple random sampling plan. A convex combination of these plans 
d = £ct)ada, (5.4.1 
a-0 
where 2^,(Oa= 1 and coa>0 denotes a plan that can be implemented by first selecting 
a number from 0,1,  ..., <% such that oris selected with probability û)a , and then, using the 
corresponding circular BSA(JV, n, ct) plan. 
Under the convex combination of plans, 




^(Oan(n-l)Sa{i , j )  
i J  h> N{N-2a- l )  '  
(5.4.3) 




Note that by altering the values of œa and <%, one may influence the values of the 
second-order inclusion probabilities. Specifically, if co0 >0, then all second-order 
inclusion probabilities are positive and an unbiased estimator of the variance of the 
Horvitz-Thompson estimator of fi can be obtained. 
While Stufken's proposal was insightful, due to a lack of an adequate number of 
known circular BSA's with n>5 and a > 2, the application of such convex 
combination sampling plans has not been feasible until now. As a means of investigating 
the efficiency of the sampling strategy of utilizing convex combination sampling plans 
for estimating the variance of the Horvitz-Thompson estimator of a simulation study 
was performed - the details of which will be discussed in Chapter 6. 
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CHAPTER 6. SIMULATION STUDY 
The reason why an unbiased variance estimator of the Horvitz-Thompson 
estimator of the population mean under direct application of circular and linear 
BSA(M 7i, or)'s does not exist has been detailed, along with possible remedies, in Chapter 
5. A simulation study was performed in an attempt to contrast and compare the 
effectiveness of the various variance approximation techniques presented throughout the 
previous chapter. In Section 1, the simulated populations and the basic guidelines 
followed for all of the simulation studies will be outlined. The performance of simple 
random sampling and systematic sampling under the simulated populations will be 
gauged in Section 2. Section 3 will summarize the results of the simulation study 
comparing the approximation techniques detailed in Section 5.2. The results for the 
various multiple sampling techniques identified in Section 5.3 will be presented in 
Section 4. Section 5 will contain results for sampling plans that are convex combinations 
of circular BSA(AT, n, or)'s. 
6.1 Simulated Populations and Additional Guidelines 
As a means of performing an extensive investigation of the proposed variance 
estimation techniques, a large number of population structures were investigated using 
population sizes of 25, 50, and 75 units, which are considered to be small, moderate, and 
large sizes, respectively. While a large number of sampling plans are presented in 
Chapter 4, a substantial number were identified after the simulation study had begun. 
The sampling plans that had been identified before the planning stages of the simulation 
study yielded all circular BS A sampling plans for the above population sizes for all 
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desired sample sizes and ds. Such plans were either directly identified or were 
developed using the design generation techniques detailed in Chapter 3. Circularly and 
linearly ordered populations were generated using weak, moderate, and strong correlation 
structures with defined adjacency factors, a of 1 and 2. Below are tables detailing the 
distance between units and the general correlation structures used to develop these 
populations. Note that appropriate structural restrictions were enforced in the 
development of the linearly ordered populations, i.e., units located at opposite ends of the 
population were assigned a base correlation of 0.05. 
Table 6.1 - Correlation Structures for a — 1 
Weak Moderate Strong 
Distance P Distance P Distance P Distance P 
1 0.40 1 0.60 1 0.80 7 0.25 
2 0.10 2 0.25 2 0.55 8 0.20 
>3 0.05 3 0.15 3 0.45 9 0.15 
4 0.10 4 0.40 10 0.10 
>5 0.05 5 0.35 >11 0.05 
6 0.30 
Table 6.2 - Correlation Structures for a — 2 
Weak Moderate Strong 
Distance P Distance P Distance P Distance P 
1 0.40 1 0.60 1 0.80 7 0.30 
2 0.35 2 0.55 2 0.70 8 0.25 
3 0.10 3 0.25 3 0.50 9 0.20 
>4 0.05 4 0.10 4 0.45 10 0.15 
>5 0.05 5 0.40 11 0.10 
6 0.35 >12 0.05 
In addition, three systematic trends were also used to develop simulated 
populations of sizes 25, 50, and 75: no trend, linear trend, and quadratic trend. For 
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populations with no systematic trend, random deviates were obtained from a Normal 
distribution with a mean of 10 and variance of 9. For populations with either a linear or 
quadratic trend, two types of variance structures were considered, small and large. The 
general form of the simulated linear trend was 
where i  =  ,  c  is a scaling constant, k i s  I  for the small variance structure and 6 for 
the large variance structure, and z, is a Standard Normal random deviate. The general 
form of the simulated quadratic trend was 
where i = , c is a scaling constant, k is 1 for the small variance structure and 3 for 
the large variance structure, and z, is a Standard Normal random deviate. 
Table 6.3 presents the means of all simulated populations. Note that all simulated 
populations are detailed and graphically represented in Appendix A. 
For each variance estimation technique, various sample sizes were investigated. 
After developing the necessary sampling plans, a total of 10,000 samples were simulated 
for each population, sample size, and variance estimation technique using a specified 
sampling plan. An estimator of the population mean was obtained along with an estimate 
of the variance of the estimator. 
As a means of determining the appropriateness of a sampling strategy and/or 
sampling plan, various summaries were obtained. Since all sampling strategies yielded 
unbiased estimators of the population mean, relative efficiencies of each sampling 




Table 6.3 - Simulated Population Means 
Population Structure N Population Structure IV JU 
Circularly Ordered 25 10.6252 Circularly Ordered 25 10.6849 
Weak Correlation 50 9.7235 Weak Correlation 50 9.7046 
a = 1 75 10.1948 a= 2 75 10.2052 
Circularly Ordered 25 10.7219 Circularly Ordered 25 10.7908 
Moderate Correlation 50 9.6927 Moderate Correlation 50 9.6701 
a = 1 75 10.2118 a = 2 75 10.2244 
Circularly Ordered 25 11.0399 Circularly Ordered 25 11.1126 
Strong Correlation 50 9.5855 Strong Correlation 50 9.5249 
a= 1 75 10.2730 G II w 75 10.3086 
Linearly Ordered 25 10.6311 Linearly Ordered 25 10.7120 
Weak Correlation 50 9.7191 Weak Correlation 50 9.6987 
a= 1 75 10.1942 a = 2 75 10.2042 
Linearly Ordered 25 10.7542 Linearly Ordered 25 10.8417 
Moderate Correlation 50 9.6867 Moderate Correlation 50 9.6636 
a = 1 75 10.2094 a =2 75 10.2206 
Linearly Ordered 25 11.02616 Linearly Ordered 25 11.0796 
Strong Correlation 50 9.6276 Strong Correlation 50 9.5931 
a = 1 75 10.2576 G.
 
II M
 75 10.2745 
Linear Trend 
Small Variance 
25 31.2620 Linear Trend 
Large Variance 
25 31.1854 
50 55.8524 50 55.3711 
75 80.7504 75 80.6507 
Quadratic Trend 
Small Variance 
25 4.3179 Quadratic Trend 
Large Variance 
25 6.1616 
50 5.7814 50 8.1290 
75 8.4042 75 11.2570 
25 10.2381 
No Trend 50 10.1089 
75 10.1428 
strategy were obtained with respect to simple random sampling and systematic sampling. 
For all combinations of sampling strategies and population structures, the true variances 
of the estimator of population means were obtained. The relative efficiency of a 
sampling strategy (SS) for a given population structure with respect to simple random 
sampling is defined as 
^SRS (fcsRS ) REsRS{SS) : 
^ssifiss) 
If (6.1.3) yields a value greater than or equal to 1, then one may conclude that the true 
(6.1.3) 
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variance of the estimator for the population mean under simple random sampling is at 
least as large as the true variance of the estimator of population mean under the given 
sampling strategy. As a result, the given sampling strategy is determined to be more 
efficient in terms of estimation of the population mean. The relative efficiency with 
respect to systematic sampling is similarly defined. 
Noting that the true variances under the various sampling strategies are used to 
obtain the corresponding relative efficiencies, it was determined that relative efficiencies 
are not sufficient measures of performance. Consider a sampling strategy that has a 
relative efficiency less than 1 with respect to simple random sampling, but a 
corresponding variance estimator that yields inadequate estimates. For example, the 
distribution of potential estimates given a population structure may have a fairly large 
spread when compared to that under simple random sampling. As a result, even though 
the corresponding relative efficiency may be less than 1, simple random sampling may 
actually provide a more consistent estimate of the variance of the estimator of population 
mean. 
As a result, a relative measure of the performance of the variance estimators was 
developed. For each of the 10,000 variance estimates obtained under a given population 
structure and sampling strategy, a relative measure of estimation was computed as 
For a given estimation technique, (6.1.4) is typically bounded above by 1. If the 
estimation technique yields a negative estimate of variance, then (6.1.4) will be greater 
than 1. As a means of summarizing the distribution of the relative measures for a given 
V { f i )  (6.1.4) 
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sampling strategy and population structure, "modified" 5-number summaries - 10th 
percentile, 25th percentile, median, 75th percentile, 90th percentile — were obtained and 
used to gauge the accuracy and precision of the corresponding estimator. An estimator 
was classified as yielding generally "accurate" estimates when the median relative 
measure had a magnitude less than 0.30 and 25th and 75th percentiles of the distribution 
differed in sign with magnitudes of at least 0.10. If the 25th percentile of the distribution 
of relative measures was positive or negative with a magnitude less than 0.10, then it was 
determined that the corresponding variance estimator generally underestimated the true 
variance. Similarly, if the 75th percentile of the distribution of relative measures was 
negative or positive with a magnitude less than 0.10, then it was determined that the 
corresponding variance estimator generally overestimated the true variance. The 
corresponding inter-quartile range of the distribution of relative measures was used as a 
measure of precision for the corresponding variance estimator. 
Finally, coverage probabilities of desired 95% confidence intervals for the 
population mean were empirically estimated. A sampling strategy and/or proposed 
interval estimator were determined to be inadequate if the corresponding empirical 
coverage probability greatly differed from 0.95. 
6.2 Results for Simple Random and Systematic Sampling 
As previously mentioned, when sampling from populations where neighboring 
units provide similar information, the selection of dispersed units may result in a 
reduction in the variance of estimators, which yields more precise confidence intervals 
for population parameters. The performance of two well-established sampling 
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mechanisms - simple random sampling and systematic sampling - under the simulated 
populations was investigated. 
While simple random sampling does not force the selection of dispersed units, a 
simple random sampling design is very easy to implement and yields unbiased estimates 
of the Horvitz-Thompson estimator of ft and its variance. The first and second-order 
inclusion probabilities under simple random sampling are: 
;r ,= — for i = (6.2.1) 
N 
and 
I,, = for N- (6'2'2) 
Given the stated inclusion probabilities under a simple random sampling design, 
one can easily show that the Horvitz-Thompson estimator of /u reduces to the sample 
mean, and that an unbiased estimator of the variance of the Horvitz-Thompson estimator 
of n is: 
N - n  




where s is the corresponding sample variance. 
Unlike simple random sampling, systematic sampling designs force the selection 
of dispersed units. Under systematic sampling, the first element is drawn at random from 
the first a elements of the population. The remaining units of the sample are 
systematically selected by taking every a'h element thereafter. The quantity a is known as 
the sampling interval and is defined as 
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N (6.2.4) a =—, 
n 
Note that while systematic sampling designs can be easily obtained when a is an 
integer, such a condition was not satisfied for all combinations of N and n considered 
throughout the simulation study. As a result, the fractional interval method, a method 
that allows the development of a systematic sample for fractional values of a, was used to 
develop the systematic sampling plans. Under the fractional interval method, a random 
deviate, £, is selected from a uniform distribution over the interval (0, a). The selected 
sample then consists of the elements k such that, 
The resulting first-order inclusion probability under such a sampling design 
construction is: 
which indicates that the Horvitz-Thompson estimator of fx reduces to the sample mean. 
Since the possible samples composing the support of the sampling design may not be 
pairwise disjoint, the second-order inclusion probabilities must be carefully developed on 
a situational basis. However, in all scenarios, second-order inclusion probabilities equal 
to 0 will be obtained, which prevents the unbiased estimation of the variance of the 
Horvitz-Thompson estimator of JU- While numerous variance estimators have been 
proposed (Wolter, 1985), a common practice is to regard the systematic sample as a 
stratified random sample with 1 unit selected from each successive stratum of a units. 
Approaching the problem in this manner yields a variance estimator based on overlapping 
k — 1  < g + ( j - l ) a < k ;  j  =  l  n .  (6.2.5) 





, i ,<i2<.. .<ines.  (6.2.7) 
Under simple random sampling, desired 95% confidence intervals of the form 
(6.2.8) 
were obtained for each of the 10,000 repetitions across all combinations of population 
structures and sampling plans. Similarly, desired 95% confidence intervals of the form 
were obtained under systematic sampling scenarios for each of the 10,000 repetitions 
across all combinations of population structures and sampling plans. 
Modified 5-number summaries of the relative measures of the variances estimates 
for all pairwise combinations of population structure and sampling plan under simple 
random sampling and systematic sampling are presented in Tables 6.4 through 6.6. 
Empirical coverage probabilities for all pairwise combinations of population structure 
and sampling plan under simple random sampling and systematic sampling are presented 
in Tables 6.7 through 6.9. 
Investigation of Tables 6.4 through 6.6 yielded the following observations 
concerning the corresponding distributions of the relative measures of the variance 
estimates under simple random sampling: 
1) As the sampling fraction increases, the spread of the distributions decrease, 
regardless of population size and structure. 
2) By noting the medians of the distributions, for populations with M = 25 and 
(6.2.9) 
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Table 6.4 - Modified 5-Number Summaries for Relative Measures of Variance Estimates 
Under SRS and SYS Sampling Plans for Simulation Population Size of 25 
Population Structure n SRS SYS 
Circular Ordering, a' = /, 
Weak Correlation Structure 
2 -1.64 -0.27 0.46 0.89 0.99 0.11 0.61 0.85 0.94 0.99 
3 -1.42-0.44 0.27 0.65 0.90 -4.66 -1.77 -0.15 0.25 0.38 
4 -1.05-0.52 0.18 0.52 0.75 -7.60 -3.55 -1.13 0.14 0.92 
5 -0.76 -0.39 0.10 0.47 0.66 -5.15 -4.22 -1.21 -1.20 0.78 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
2 -4.05 -1.74 -0.05 0.75 0.96 -5.85 -1.09 0.19 0.74 0.98 
3 -3.42-1.65-0.49 0.33 0.74 -1.90 -0.45 0.09 0.33 0.66 
4 -2.86-1.84-0.61 0.06 0.50 -28.45 -24.39 -11.20-1.14 0.06 
5 -2.45 -1.69 -0.70 -0.06 0.36 -23.52 -17.57 -5.84 -5.74 -2.67 
Circular Ordering, a — I, 
Strong Correlation Structure 
2 -0.45 0.30 0.76 0.94 0.99 0.15 0.28 0.66 0.91 0.99 
3 -0.08 0.27 0.62 0.82 0.92 -0.12 0.28 0.49 0.80 0.93 
4 0.05 0.32 0.58 0.76 0.88 -2.57 -1.43 -0.44-0.12 0.82 
5 0.14 0.33 0.55 0.73 0.84 -2.13 -1.44 -1.39 -0.17 0.26 
Circular Ordering, a = 2, 
Weak Correlation Structure 
2 -1.74 -0.40 0.47 0.87 0.97 -0.08 0.67 0.86 0.96 1.00 
3 -1.30 -0.46 0.27 0.69 0.88 -5.84 -3.79 -2.46-0.55 0.49 
4 -1.10-0.44 0.12 0.55 0.78 -10.84 -7.79 -4.93 -0.82 0.02 
5 -0.95 -0.40 0.07 0.45 0.70 -15.58 -4.57 -3.97 -2.62 -0.65 
Circular Ordering, a' — 2, 
Moderate Correlation Structure 
2 -1.86-0.60 0.45 0.88 0.98 0.46 0.71 0.92 0.97 1.00 
3 -1.07-0.59 0.12 0.66 0.88 -4.05 -2.63 -1.93 -0.84-0.12 
4 -0.76 -0.43 -0.03 0.45 0.74 -6.89 -5.07 -3.74 -1.98 0.58 
5 -0.61 -0.34-0.04 0.32 0.63 -4.66 -3.19 -2.61 -2.46 -1.94 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
2 -1.69 -0.50 0.49 0.90 0.98 -10.51 -6.92 -3.65 0.70 0.92 
3 -1.26 -0.50 0.19 0.64 0.85 0.76 0.86 0.89 0.97 0.98 
4 -0.89 -0.48 0.08 0.54 0.74 -7.85 -3.73 -2.27 -1.97 -1.23 
5 -0.69 -0.37 0.03 0.42 0.67 -13.31 -5.15 -3.58 -2.48 -2.32 
Linear Ordering, or" = I, 
Weak Correlation Structure 
2 -1.77 -0.45 0.60 0.87 0.99 -0.41 0.27 0.80 0.93 0.98 
3 -1.22 -0.48 0.24 0.73 0.89 -1.17 -0.73 -0.16 0.38 0.75 
4 -0.99 -0.42 0.15 0.61 0.85 -2.37 -0.72 0.07 0.58 0.91 
5 -0.84-0.38 0.07 0.47 0.74 -3.56 -2.36 -1.57 -0.14 0.87 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
2 -3.74-1.50 0.13 0.79 0.96 -1.22 -0.53 0.52 0.86 1.00 
3 -3.20 -1.66 -0.46 0.39 0.78 -2.16 -1.48 -1.02 0.01 0.20 
4 -2.73 -1.56 -0.59 0.12 0.59 -8.60 -5.40 -1.21 -0.60 0.32 
5 -2.39 -1.58 -0.71 -0.05 0.40 -11.21-11.09 -7.16-6.31 0.74 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
2 -0.46 0.27 0.74 0.94 0.99 0.23 0.70 0.83 0.97 1.00 
3 -0.29 0.25 0.62 0.83 0.93 -0.92 -0.19 0.12 0.49 0.89 
4 -0.13 0.22 0.57 0.76 0.88 -1.75 -1.11 0.14 0.53 0.86 
5 -0.05 0.23 0.53 0.72 0.83 -4.48 -4.32 -0.61 0.44 0.82 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 -1.71 -0.58 0.49 0.89 0.98 -0.72 0.22 0.89 0.96 1.00 
3 -1.12 -0.44 0.15 0.63 0.86 -3.69 -1.85 -0.17 0.68 0.86 
4 -1.31 -0.34 0.10 0.47 0.74 -3.56 -3.01 -1.18-0.11 0.55 
5 -1.16 -0.30 0.08 0.38 0.62 -5.91 -3.44 -2.66 -1.20 -0.13 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
2 -1.63 -0.12 0.66 0.93 0.99 0.43 0.60 0.79 0.92 0.99 
3 -1.42-0.27 0.48 0.82 0.93 -1.39 -1.13 -0.39 0.69 0.83 
4 -1.13 -0.24 0.35 0.74 0.88 -4.51 -4.04 -1.15 0.61 0.71 
5 -0.91-0.33 0.29 0.66 0.83 -3.31 -2.63 -0.61 0.23 0.46 
129 
Table 6.4 (continued) 
Population Structure n SRS SYS 
Linear Ordering, a - 2, 
Strong Correlation Structure 
2 -1.70 -0.34 0.52 0.90 0.98 -0.17 0.36 0.82 0.98 0.99 
3 -1.20-0.41 0.27 0.70 0.87 -1.59 -1.03 -0.03 0.25 0.59 
4 -1.12-0.40 0.17 0.59 0.79 -5.18 -2.14 -1.47 0.44 0.92 
5 -0.96 -0.35 0.11 0.50 0.71 -6.06 -5.39 -5.02-0.04 0.11 
Linear Trend, 
Small Variance Structure 
2 -1.80 -0.52 0.46 0.87 0.98 -2.23 -2.20 -1.87-1.64-1.55 
3 -1.12-0.51 0.13 0.62 0.84 -1.02 -0.85 -0.78 -0.68 -0.63 
4 -0.77 -0.40 0.06 0.44 0.71 -0.34 -0.28 -0.25 -0.16 -0.09 
5 -0.61 -0.32 0.02 0.35 0.59 -0.02 0.01 0.03 0.04 0.18 
Linear Trend, 
Large Variance Structure 
2 -1.91 -0.45 0.50 0.89 0.98 -8.58 -2.54 -1.45 -0.34 0.20 
3 -1.29 -0.55 0.23 0.69 0.89 -1.92 -1.20 -0.14 0.36 0.60 
4 -0.97 -0.46 0.10 0.56 0.78 -2.04 -0.94 -0.25 0.05 0.44 
5 -0.78 -0.40 0.06 0.45 0.70 -1.14 -1.13 -0.99 -0.88 -0.08 
Quadratic Trend, 
Small Variance Structure 
2 -2.12 -0.39 0.53 0.91 0.99 -5.99 -2.88 -1.32 0.53 0.94 
3 -1.37 -0.63 0.31 0.70 0.89 -3.06 -1.65 -0.20 0.28 0.64 
4 -0.97-0.51 0.09 0.60 0.80 -2.57 -1.48 -0.88 -0.01 0.62 
5 -0.75 -0.44 0.01 0.52 0.72 -4.61 -3.47 -2.13 -0.63 0.11 
Quadratic Trend, 
Large Variance Structure 
2 -1.85-0.38 0.63 0.93 0.99 -1.33 -0.29 0.66 0.96 0.99 
3 -1.40 -0.51 0.38 0.81 0.93 -2.73 -1.00 0.15 0.86 0.95 
4 -1.20 -0.41 0.29 0.69 0.89 -0.26 0.24 0.38 0.66 0.94 
5 -1.07 -0.44 0.12 0.59 0.83 -1.00 0.56 0.62 0.87 0.91 
No Trend 
2 -2.00 -0.49 0.55 0.90 0.98 -2.17 -1.03 0.18 0.75 0.94 
3 -1.27-0.55 0.27 0.70 0.89 -0.51 -0.05 0.41 0.76 0.96 
4 -0.96-0.47 0.11 0.60 0.80 -0.72 0.03 0.19 0.66 0.71 
15 -0.79 -0.38 0.02 0.49 0.72 -1.63 -1.39 -1.31 0.37 0.54 
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Table 6.5 - Modified 5-Number Summaries for Relative Measures of Variance Estimates 
Under SRS and SYS Sampling Plans for Simulation Population Size of 50 
Population Structure n SRS SYS 
Circular Ordering, a = I, 
Weak Correlation Structure 
2 -1.76-0.34 0.510.89 0.98 -0.60 -0.01 0.44 0.92 0.96 
5 -0.89 -0.37 0.14 0.500.71 -3.57 -1.79 -0.82 0.54 0.69 
8 -0.67 -0.30 0.05 0.360.57 0.47 0.53 0.69 0.76 0.86 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
2 -2.27 -0.52 0.49 0.88 0.98 -1.33 -0.10 0.53 0.79 0.97 
5 -1.31 -0.64 0.00 0.47 0.71 -9.85 -7.68 -3.97 -0.73 -0.21 
8 -1.04-0.55-0.12 0.27 0.54 0.08 0.30 0.42 0.59 0.73 
Circular Ordering, a' = 1, 
Strong Correlation Structure 
2 -1.51 -0.33 0.52 0.91 0.98 -0.94 -0.31 0.46 0.87 0.97 
5 -0.71 -0.31 0.16 0.48 0.69 -1.09 -0.73-0.23 0.33 0.41 
8 -0.47 -0.21 0.08 0.360.55 0.16 0.40 0.49 0.66 0.74 
Circular Ordering, a = 2, 
Weak Correlation Structure 
2 -1.87 -0.38 0.53 0.89 0.98 -1.35 0.19 0.69 0.98 1.00 
5 -0.92 -0.37 0.14 0.510.73 -3.69 -0.35 -0.25 0.49 0.70 
8 -0.68-0.32 0.05 0.360.56 0.34 0.46 0.65 0.84 0.86 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 -1.39-0.12 0.60 0.91 0.98 -0.98 0.13 0.65 0.98 1.00 
5 -0.68-0.17 0.23 0.57 0.77 -1.40 -1.09 0.18 0.65 0.66 
8 -0.46-0.16 0.17 0.420.62 0.46 0.55 0.68 0.77 0.80 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
2 -1.78 -0.36 0.51 0.88 0.99 -1.11 -0.57 0.33 0.92 0.99 
5 -0.91 -0.39 0.12 0.510.72 -3.96 -3.56 -0.67 -0.21 0.90 
8 -0.62-0.31 0.04 0.360.58 0.15 0.24 0.52 0.72 0.77 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
2 -1.59-0.45 0.52 0.89 0.99 -1.08 -0.17 0.49 0.75 0.96 
5 -0.94 -0.36 0.15 0.47 0.69 -2.04 -0.83 -0.19 0.50 0.74 
8 -0.65 -0.30 0.07 0.36 0.54 -0.17 0.50 0.66 0.72 0.80 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
2 -2.11 -0.60 0.44 0.87 0.98 -2.69 -0.59 0.33 0.89 0.98 
5 -1.19-0.60-0.02 0.40 0.68 -17.12-14.08-7.10-1.95 0.09 
8 -0.86 -0.48 -0.09 0.24 0.48 -1.01 0.12 0.23 0.69 0.77 
Linear Ordering, a' = I, 
Strong Correlation Structure 
2 -1.69 -0.32 0.55 0.88 0.98 -3.63 -1.21 0.40 0.76 0.94 
5 -0.84-0.31 0.160.50 0.72 -2.19 -0.88 0.20 0.30 0.77 
8 -0.59 -0.25 0.09 0.36 0.56 -0.20 0.07 0.14 0.21 0.41 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 -1.88 -0.38 0.52 0.89 0.98 -2.68 -0.86 0.06 0.85 0.97 
5 -0.93 -0.42 0.11 0.500.73 -1.97 -0.64 0.01 0.31 0.60 
8 -0.67 -0.32 0.02 0.34 0.57 0.13 0.32 0.50 0.79 0.89 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 -1.50-0.34 0.46 0.91 0.99 -2.32 -1.24-0.22 0.77 0.95 
5 -0.50 -0.20 0.15 0.44 0.64 -1.91 -1.42-0.90 0.24 0.75 
8 -0.31 -0.09 0.13 0.34 0.50 0.06 0.20 0.41 0.72 0.83 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 -1.63 -0.48 0.49 0.88 0.98 -2.05 -1.55-0.43 0.57 0.97 
5 -0.77 -0.33 0.08 0.41 0.65 -3.70 -3.49-1.73 0.41 0.53 
8 -0.56 -0.26 0.05 0.300.49 -0.03 0.12 0.43 0.59 0.64 
Linear Trend, 
Small Variance Structure 
2 -1.77 -0.53 0.46 0.88 0.98 -2.12 -2.03 -1.86 -1.80 -1.68 
5 -0.66 -0.32 0.04 0.37 0.62 -0.19 -0.10 -0.10 -0.09 -0.06 
8 -0.45-0.24 0.01 0.24 0.43 0.25 0.27 0.28 0.30 0.32 
Linear Trend, 
Large Variance Structure 
2 -1.75 -0.46 0.47 0.87 0.98 -2.64 -2.06 -1.27 -0.77 -0.38 
5 -0.68 -0.33 0.04 0.39 0.63 -0.08 -0.05 0.01 0.16 0.35 
8 -0.47 -0.23 0.01 0.25 0.44 0.07 0.26 0.41 0.49 0.56 
Quadratic Trend, 
Small Variance Structure 
2 -1.80-0.49 0.51 0.90 0.99 -17.42-10.81 -4.79-0.14 0.97 
5 -0.75-0.34 0.040.440.69 -5.42 -4.01 -2.99 -2.52 -2.05 
8 -0.51 -0.26 0.03 0.28 0.50 -5.27 -3.89 -3.22 -3.06 -2.47 
Quadratic Trend, 
Large Variance Structure 
2 -1.78-0.32 0.56 0.91 0.98 -4.21 -3.06 -0.27 0.77 0.99 
5 -1.00-0.38 0.19 0.56 0.77 -2.72 -0.89 0.46 0.66 0.76 
8 -0.76 -0.32 0.09 0.41 0.63 -0.47 -0.16 0.08 0.32 0.64 
2 -1.64-0.37 0.49 0.88 0.98 -1.05 0.16 0.67 0.91 0.99 
No Trend 5 -0.83 -0.32 0.13 0.46 0.67 -0.54 0.14 0.67 0.88 0.90 
8 -0.61 -0.26 0.07 033 0.52 -1.62 -1.23 -0.13 035 0.70 
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Table 6.6 - Modified 5-Number Summaries for Relative Measures of Variance Estimates 
Under SRS and SYS Sampling Plans for Simulation Population Size of 75 
Population Structure n SRS SYS 
Circular Ordering, a' = I, 
Weak Correlation Structure 
2 -1.65-0.31 0.57 0.91 0.99 -3.50 -1.26 0.29 0.86 0.98 
5 -1.00-0.39 0.17 0.53 0.76 -0.98 -0.45 0.07 0.80 0.90 
8 -0.73 -0.32 0.07 0.39 0.60 -0.94 -0.72 -0.13 0.36 0.68 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
2 -1.70-0.29 0.60 0.900.98 -3.98 -1.66 -0.29 0.62 0.85 
5 -0.94 -0.30 0.23 0.57 0.76 -4.49 -3.95 -0.60 0.33 0.64 
8 -0.70 -0.27 0.12 0.420.62 -2.66 -1.67 -0.62 -0.24 0.34 
Circular Ordering, a' = 1, 
Strong Correlation Structure 
2 -1.93 -0.50 0.48 0.89 0.98 -4.93 -3.09 -0.27 0.57 0.94 
5 -0.94-0.41 0.060.410.65 -2.63 -1.13 -0.18 0.39 0.60 
8 -0.68 -0.34 0.01 0.29 0.49 -0.63 -0.32 0.05 0.51 0.58 
Circular Ordering, a' — 2, 
Weak Correlation Structure 
2 -1.82-0.38 0.55 0.90 0.98 -4.71 -0.62 0.51 0.81 0.97 
5 -0.90-0.36 0.13 0.52 0.76 -1.70 -0.93 -0.22 0.35 0.61 
8 -0.66 -0.29 0.08 0.39 0.61 -1.38 -0.76 -0.02 0.47 0.70 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 -1.58 -0.27 0.55 0.89 0.98 -3.95 -1.90 -0.24 0.58 0.95 
5 -0.92-0.29 0.18 0.54 0.73 -0.75 -0.67 -0.31 0.22 0.80 
8 -0.67-0.28 0.11 0.40 0.59 -0.77 -0.16 0.22 0.42 0.54 
Circular Ordering, a = 2, 
Strong Correlation Structure 
2 -1.66-0.42 0.46 0.89 0.98 -5.91 -1.23 0.15 0.88 0.98 
5 -0.85-0.35 0.15 0.460.67 -7.49 -5.85 -2.39 -1.10-0.17 
8 -0.62 -0.29 0.07 0.35 0.53 -3.50 -2.57 -1.67 -1.02-0.12 
Linear Ordering, a - I, 
Weak Correlation Structure 
2 -1.78-0.38 0.54 0.900.99 -3.48 -1.21 0.00 0.75 0.99 
5 -0.94-0.37 0.160.53 0.75 -0.82 -0.77 0.16 0.44 0.60 
8 -0.72-0.31 0.07 0.39 0.61 -1.57 -0.50 -0.14 0.21 0.47 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
2 -1.56-0.29 0.54 0.900.98 -4.37 -2.04 -0.40 0.60 0.97 
5 -0.98-0.25 0.24 0.54 0.74 -3.02 -2.37 -0.91 0.24 0.36 
8 -0.76-0.23 0.17 0.43 0.61 -1.88 -1.40 -0.86 0.01 0.23 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
2 -1.84-0.48 0.46 0.89 0.98 -4.37 -1.91 -0.54 0.68 0.91 
5 -0.92 -0.45 0.040.41 0.65 -5.97 -4.45 -0.65 0.20 0.37 
8 -0.67-0.35-0.03 0.260.48 -0.71 -0.24 -0.02 0.21 0.32 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 -1.59-0.38 0.48 0.91 0.99 -2.62 -1.25 -0.10 0.72 0.95 
5 -0.82 -0.34 0.11 0.44 0.69 -1.02 -0.58 0.06 0.23 0.65 
8 -0.57 -0.27 0.05 0.32 0.53 -1.10 -0.38 -0.12 0.19 0.36 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 -1.76-0.37 0.520.89 0.98 -3.03 -1.16 -0.02 0.69 0.97 
5 -0.82-0.31 0.15 0.49 0.70 -3.16 -1.85 -1.17 -0.17 0.29 
8 -0.61 -0.27 0.08 0.36 0.56 -0.59 -0.40 0.12 0.49 0.79 
Linear Ordering, a = 2, 
Strong Correlation Structure 
2 -1.77-0.45 0.46 0.87 0.98 -4.98 -1.91 -0.10 0.70 0.98 
5 -0.74 -0.36 0.07 0.43 0.66 -1.60 -0.97 -0.36 0.33 0.71 
8 -0.54 -0.26 0.02 0.29 0.49 -2.96 -2.33 -1.62 -0.31 0.04 
Linear Trend, 
Small Variance Structure 
2 -1.76-0.49 0.48 0.88 0.98 -2.11 -2.03 -1.94 -1.86 -1.75 
5 -0.65 -0.34 0.03 0.38 0.64 -0.13 -0.12 -0.09 -0.08-0.07 
8 -0.46 -0.23 0.01 0.25 0.44 0.32 0.33 0.34 035 0.36 
Linear Trend, 
Large Variance Structure 
2 -1.77 -0.47 0.47 0.89 0.98 -2.84 -2.26 -1.71 -1.39-1.12 
5 -0.65 -0.33 0.04 0.38 0.64 0.00 0.08 0.24 031 0.33 
8 -0.47 -0.23 0.01 0.25 0.45 0.04 0.13 0.21 0.25 0.31 
Quadratic Trend, 
Small Variance Structure 
2 -1.79 -0.44 0.56 0.93 0.99 -23.76-15.73 -6.00 -1.72 0.32 
5 -0.81 -0.42 0.09 0.46 0.73 -16.50-15.36-13.46-11.27 -9.63 
8 -0.57 -0.30 0.01032 0.54 -1133-10.16 -933 -834-7.77 
Quadratic Trend, 
Large Variance Structure 
2 -1.65 -0.34 0.54 0.89 0.98 -14.47 -8.01 -2.52 0.06 0.79 
5 -0.81 -0.37 0.10 0.49 0.73 -2.17 -1.78 -1.44 -1.03 0.03 
8 -0.57 -0.28 0.03 0.33 0.56 -4.17 -2.96 -2.07 -1.39 -0.94 
No Trend 
2 -1.69-0.39 0.52 0.89 0.98 -1.05 -0.41 0.50 0.86 0.98 
5 -0.87 -0.31 0.120.460.69 -0.02 0.23 0.65 0.86 0.87 
8 -0.66-0.28 0.07 033 0.52 -1.05 -0.59 -0.06 0.49 0.65 
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circularly and linearly ordering with moderate and strong correlation 
structures with a = 1, and moderate correlation structure with a -2, the 
corresponding variance estimates are typically not accurate, regardless of n. 
In fact, as the sampling fraction increases under circularly and linearly ordered 
populations with moderate correlation structure and a = 1, the accuracy of 
the estimates decrease. For the other structures noted above, while the 
accuracy of the estimate increases with increasing sampling fraction, the 
absolute value of the median of the distributions of relative measures when n 
= 5 is at least 0.25. 
3) For all other population structures with N = 25, and all population structures 
with N = 50 and 75, not only does the accuracy of the variance estimates 
increase with increasing sampling fraction, but the absolute value of the 
median of the distributions of relative measures is less than 0.20 for the largest 
corresponding sampling fraction. 
Investigation of Tables 6.4 through 6.6 revealed that the performance of the 
variance estimator (6.2.7) under systematic sampling was very erratic in terms of 
accuracy and precision, regardless of population size, sample size, and population 
structure. Hence, even though systematic sampling forces the selection of units 
composing the sample to be dispersed throughout the population, the utilized variance 
estimator is not accurate or precise under the populations considered throughout the 
simulation study. 
Investigation of Tables 6.7 through 6.9 yielded the following general conclusions 
concerning the use of simple random sampling under the various simulated populations: 
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1) Regardless of population and sample size, simple random sampling typically 
performed well under circularly ordered populations with a — 1 for all 
correlation structures. 
2) While simple random sampling performed well under circularly ordered 
populations with a —2 for the strong correlation structure with N = 25 
regardless of sample size, the sampling strategy did not perform adequately 
under the other correlation structures. Specifically, regardless of sample size, 
higher than desired empirical coverage probabilities were obtained for 
N=25 and a weak correlation structure, and lower than desired empirical 
coverage probabilities were obtained for N = 25 and a moderate correlation 
structure. However, regardless of sample size, as population size increased, 
simple random sampling typically performed well under circularly ordered 
populations with a = 2 for all correlation structures. 
3) While simple random sampling performed well under linearly ordered 
populations with a - 1 for the weak and strong correlation structures with 
N = 25 regardless of sample size, simple random sampling did not perform 
adequately under the moderate correlation structure. Specifically, higher than 
desired empirical coverage probabilities were obtained for N= 25 and a 
moderate correlation structure under sampling plans with n > 3. However, 
simple random sampling typically performed well under linearly ordered 
populations with a — 1 with N — 50 and 75, regardless of correlation structure 
and sample size. The only exceptions were under the N — 50 and n — 2 and 5 
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Table 6.7 - Desired 95% Confidence Interval Coverage Probabilities Under SRS and 
SYS Sampling Plans for Simulation Population Size of 25 
Population Structure n SRS SYS 
Circular Ordering, a' = J, 
Weak Correlation Structure 
2 0.9522 0.9615 
3 0.9553 0.9598 
4 0.9687 0.9257 
5 0.9601 1.0000 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
2 0.9514 0.8730 
3 0.9506 1.0000 
4 0.9485 1.0000 
5 0.9513 1.0000 
Circular Ordering, a = 1, 
Strong Correlation Structure 
2 0.9536 1.0000 
3 0.9657 0.7986 
4 0.9639 1.0000 
5 0.9591 1.0000 
Circular Ordering, a = 2, 
Weak Correlation Structure 
2 0.9655 0.9160 
3 0.9736 1.0000 
4 0.9666 1.0000 
5 0.9631 1.0000 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 0.9322 0.8436 
3 0.9219 1.0000 
4 0.9359 0.9598 
5 0.9320 1.0000 
Circular Ordering, a = 2, 
Strong Correlation Structure 
2 0.9491 1.0000 
3 0.9624 0.7160 
4 0.9559 1.0000 
5 0.9424 1.0000 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
2 0.9455 0.9581 
3 0.9438 0.9577 
4 0.9527 0.9608 
5 0.9415 1.0000 
Linear Ordering, a' = J, 
Moderate Correlation Structure 
2 0.9509 0.8786 
3 0.9693 1.0000 
4 0.9719 1.0000 
5 0.9631 1.0000 
Linear Ordering, a = 1, 
Strong Correlation Structure 
2 0.9539 0.8766 
3 0.9592 1.0000 
4 0.9610 0.9609 
5 0.9564 1.0000 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 0.9284 0.8101 
3 0.9376 0.8331 
4 0.9458 1.0000 
5 0.9502 1.0000 
Linear Ordering, a -2, 
Moderate Correlation Structure 
2 0.9694 1.0000 
3 0.9578 0.9606 
4 0.9659 1.0000 
5 0.9720 1.0000 
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Table 6.7 (continued) 
Population Structure n SRS SYS 
2 0.9615 0.9190 
Linear Ordering, a' = 2, 3 0.9730 1.0000 
Strong Correlation Structure 4 0.9671 1.0000 
5 0.9619 1.0000 
2 0.9467 1.0000 
Linear Trend, 3 0.9345 1.0000 
Small Variance Structure 4 0.9317 1.0000 
5 0.9463 1.0000 
2 0.9377 1.0000 
Linear Trend, 3 0.9216 1.0000 
Large Variance Structure 4 0.9268 1.0000 
5 0.9382 1.0000 
2 0.9395 1.0000 
Quadratic Trend, 3 0.9199 1.0000 
Small Variance Structure 4 0.9305 1.0000 
5 0.9288 1.0000 
2 0.9609 0.9586 
Quadratic Trend, 3 0.9808 1.0000 
Large Variance Structure 4 0.9839 1.0000 
5 0.9776 1.6002 
2 0.9447 1.0000 
No Trend 3 0.9284 0.9192 
4 0.9233 0.9174 
5 0.9385 1.0000 
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Table 6.8 — Desired 95% Confidence Interval Coverage Probabilities Under SRS and 
SYS Sampling Plans for Simulation Population Size of 50 
Population Structure n SKS sys 
Circular Ordering, a' = /, 
Weak Correlation Structure 
2 0.9487 0.9625 
5 0.9480 1.0000 
8 0.9537 0.8849 
Circular Ordering, a = I, 
Moderate Correlation Structure 
2 0.9452 0.9209 
5 0.9594 0.8104 
8 0.9578 0.8820 
Circular Ordering, a' = I, 
Strong Correlation Structure 
2 0.9327 0.9606 
5 0.9415 1.0000 
8 0.9423 0.7986 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 0.9649 0.8390 
5 0.9610 1.0000 
8 0.9520 0.6709 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 0.9576 0.8490 
5 0.9580 0.9047 
8 0.9581 1.0000 
Circular Ordering, a = 2, 
Strong Correlation Structure 
2 0.9390 0.9608 
5 0.9443 1.0000 
8 0.9477 0.9204 
Linear Ordering, a' = I, 
Weak Correlation Structure 
2 0.9337 0.9585 
5 0.9369 1.0000 
8 0.9566 0.7592 
Linear Ordering, a = 1, 
Moderate Correlation Structure 
2 0.9559 0.9222 
5 0.9551 1.0000 
8 0.9565 0.7639 
Linear Ordering, a = 1, 
Strong Correlation Structure 
2 0.9528 1.0000 
5 0.9529 1.0000 
8 0.9541 1.0000 
Linear Ordering, a = 2, 
Weak Correlation Structure 
2 0.9529 1.0000 
5 0.9440 1.0000 
8 0.9475 0.8820 
Linear Ordering, a =2, 
Moderate Correlation Structure 
2 0.9250 0.9625 
5 0.9403 1.0000 
8 0.9477 0.9619 
Linear Ordering, a = 2, 
Strong Correlation Structure 
2 0.9394 0.9567 
5 0.9469 1.0000 
8 0.9499 0.9567 
Linear Trend, 
Small Variance Structure 
2 0.9423 1.0000 
5 0.9394 1.0000 
8 0.9502 1.0000 
Linear Trend, 
Large Variance Structure 
2 0.9445 1.0000 
5 0.9419 1.0000 
8 0.9495 0.9218 
Quadratic Trend, 
Small Variance Structure 
2 0.9306 0.9191 
5 0.9352 1.0000 
8 0.9429 1.0000 
Quadratic Trend, 
Large Variance Structure 
2 0.9692 1.0000 
5 0.9656 1.0000 
8 0.9549 0.8748 
2 0.9491 0.9619 
No Trend 5 0.9433 0.8050 
8 0.9538 0.9593 
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Table 6.9 — Desired 95% Confidence Interval Coverage Probabilities Under SRS and 
SYS Sampling Plans for Simulation Population Size of 75 
Population Structure n SRS SYS 
2 0.9553 0.9871 
5 0.9596 0.9333 
8 0.9504 0.9499 
2 0.9584 1.0000 
5 0.9529 0.9333 Moderate Correlation Structure 8 0.9576 1.0000 
2 0.9429 0.9879 
5 0.9432 1.0000 Strong Correlation Structure 8 0.9481 0.9608 
2 0.9563 0.9866 
circular uraering, u ~ J, 5 0.9475 0.9323 Weak Correlation Structure 8 0.9537 0.9226 
2 0.9515 1.0000 
circular uraering, « — /, 5 0.9477 1.0000 Moderate Correlation Structure 8 0.9497 0.9608 
Circular Ordering, a = 2, 
Strong Correlation Structure 
2 0.9402 0.9477 
5 0.9418 1.0000 
8 0.9522 1.0000 
Linear Ordering, a = I, 
Weak Correlation Structure 
2 0.9558 0.9324 
5 0.9541 1.0000 
8 0.9532 0.9873 
Linear Ordering, a - I, 
Moderate Correlation Structure 
2 0.9525 0.9349 
5 0.9523 1.0000 
8 0.9482 0.9742 
Linear Ordering, a = 1, 
Strong Correlation Structure 
2 0.9447 0.9593 
5 0.9433 1.0000 
8 0.9495 1.0000 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 0.9498 0.9850 
5 0.9487 1.0000 
8 0.9425 0.9847 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 0.9465 0.9737 
5 0.9579 1.0000 
8 0.9504 1.0000 
Linear Ordering, a = 2, 
Strong Correlation Structure 
2 0.9477 0.9328 
5 0.9456 0.9337 
8 0.9486 1.0000 
Linear Trend, 
Small Variance Structure 
2 0.9375 1.0000 
5 0.9341 1.0000 
8 0.9480 1.0000 
Linear Trend, 
Large Variance Structure 
2 0.9383 1.0000 
5 0.9344 1.0000 
8 0.9469 1.0000 
Quadratic Trend, 
Small Variance Structure 
2 0.9120 1.0000 
5 0.9182 1.0000 
8 0.9351 1.0000 
Quadratic Trend, 
Large Variance Structure 
2 0.9438 1.0000 
5 0.9353 1.0000 
8 0.9437 1.0000 
2 0.9392 0.9454 
No Trend 5 0.9462 0.8005 
8 0.9505 0.9207 
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scenarios with a weak correlation structure, which yielded a slightly lower 
empirical coverage probabilities than desired. 
4) While simple random sampling performed well under linearly ordered 
populations with a — 2 for the weak correlation structure with N = 25 and 
n > 4, simple random sampling did not perform adequately under the other 
correlation structures. Specifically, regardless of sample size and correlation 
structure, higher than desired empirical coverage probabilities were typically 
obtained. However, simple random sampling typically performed well under 
linearly ordered populations with a = 2 with N=50 and 75, regardless of 
correlation structure and sample size. The only exception was under the 
N=50 and n = 2 scenario with a weak correlation structure, which yielded a 
lower empirical coverage probabilities than desired. 
5) For all populations with linear or quadratic trend, regardless of population 
size, sample size, and variance structure, lower than desired to adequate 
empirical coverage probabilities were obtained. The only exceptions were 
under populations with quadratic trend and large variance structure with N = 
25 and 50, which typically yielded higher than desired empirical coverage 
probabilities, regardless of n. 
6) For populations with no trend and N = 25, lower than desired empirical 
coverage probabilities were obtained under sampling plans with n > 3. For 
populations with 50 and 75, desirable empirical coverage probabilities 
were obtained. 
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Investigation of Tables 6.7 through 6.9 yielded a general conclusion that 
systematic sampling and/or the confidence interval estimation technique were not 
appropriate under the various simulated populations. For the most part, extremely lower 
or higher than desired empirical coverage probabilities were obtained across the various 
combinations of population structures and sampling plans. 
Overall, it appears that simple random sampling performs adequately for "large" 
circularly or linearly ordered populations, regardless of correlation structure. The 
performance of simple random sampling appears to be somewhat erratic for "small" 
circularly or linearly ordered populations, regardless of correlation structure. For 
populations with either no, linear, or quadratic trends, simple random sampling 
performed better when larger sampling fractions were utilized. Furthermore, the 
systematic sampling strategy performed poorly in all aspects concerning variance 
estimation. 
6.3 Results for Variance Approximation Techniques 
As detailed in Section 5.2, various approximations of the variance of the Horvitz-
Thompson estimator of ju have been proposed. Three approximation techniques were 
investigated for the simulation study: 
1) Truncated Variance Estimator, i.e., replacement of the term in (5.2.3) that 
cannot be estimated unbiasedly, which corresponds to expression (5.2.4), 
2) Approximation 1, i.e., replacement of in the last summation of (5.2.3) with 
y,, which corresponds to expression (5.2.5), and 
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3) Approximation 2, i.e., replacement of yy, provided that j > i, in the last 
summation of (5.2.3) with a weighted average of yi and yi+a+I defined by 
(5.2.6). 
Approximation 1 and Approximation 2 attempt to exploit the assumption that the 
responses of adjacent units are similar; however, while Approximation 1 is guaranteed to 
yield a positive variance estimate provided that AT > (2a+ l)n, Approximation 2 can 
yield negative variance estimates. Furthermore, note that one must obtain a sample that 
contains the and the (i+ a + /)" units of the population for Approximation 2 to 
possibly exploit the assumption that the responses of adjacent units are similar within the 
population to achieve a potentially "refined" variance estimate. 
For all three variance estimation techniques, desired 95% confidence intervals of 
the form: 
were obtained for each of the 10,000 repetitions under all combinations of population 
structures and sampling plans. 
Relative efficiencies with respect to simple random sampling and systematic 
sampling for all combinations of population structure and sampling plan are presented in 
Tables 6.10 through 6.12 for N= 25, 50, and 75, respectively. Modified 5-number 
summaries of the relative measures of the variances estimates for all pairwise 
combinations of population structure and sampling plan for the three variance estimators 
are presented in Tables 6.13 through 6.15 for M = 25, 50, and 75, respectively. Empirical 
coverage probabilities for all pairwise combinations of population structure and sampling 
(6.3.1) 
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plan for the three variance estimators are presented in Tables 6.16 through 6.18 for Af = 
25, 50, and 75, respectively. 
Investigation of Tables 6.10 through 6.12 yielded the following general 
conclusions concerning the relative efficiency of a single application of a circular BS A 
with respect to simple random sampling and systematic sampling: 
1) Regardless of population size, population structure, and sampling plan, a 
single application of a circular BSA was typically more efficient than simple 
random sampling. The only exceptions were under populations with no trend 
for N = 25 and 50, and the population exhibiting quadratic trend with large 
variance structure and N = 25. 
2) The performance of a single application of a circular BSA was somewhat 
erratic with respect to systematic sampling. In some situations, systematic 
sampling was much more efficient than a single application of a circular BSA, 
while the opposite was true in other situations. However, while systematic 
sampling may be more efficient in some scenarios, as noted earlier, the 
performance of the utilized variance estimator under systematic sampling 
plans is not consistent. As a result, if the performance of the proposed 
variance estimators under a single application of a circular BSA is more 
accurate, precise, and/or consistent than that under systematic sampling, then 
use of a single circular BSA would be preferable than systematic sampling. 
Investigation of Tables 6.13 through 6.15 yielded the following observations 
concerning the corresponding distributions of relative measures of the variance estimates 
under the three approximation techniques for a single application of a circular BSA: 
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Table 6.10 - Relative Efficiencies for a Single Application of a Circular BSA(25, n, et) 
with Respect to Simple Random and Systematic Sampling 





Circular Ordering, a' = 1, 
Weak Correlation Structure 
2 
1 1.040 1.585 
2 1.085 1.652 
3 1.097 1.672 
3 
1 1.088 0.630 
2 1.195 0.692 
3 1.228 0.711 
4 1 1.145 0.529 
2 1.345 0.621 
5 1 1.216 0.560 
Circular Ordering, a' = J, 
Moderate Correlation Structure 
2 
1 1.067 1.785 
2 1.123 1.879 
3 1.147 1.920 
3 
I 1.182 0.448 
2 1.333 0.506 
3 1.404 0.533 
4 1 1.259 0.328 
2 1.563 0.408 
5 1 1.404 0.354 
Circular Ordering, a = I, 
Strong Correlation Structure 
2 
1 1.066 0.405 
2 1.086 0.412 
3 1.048 0.398 
3 
1 1.149 2.652 
2 1.197 2.765 
3 1.106 2.553 
4 1 1.255 0.341 
2 1.350 0.366 
5 1 1.398 0.390 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 
1 1.057 1.645 
2 1.092 1.701 
3 1.115 1.736 
3 
1 1.126 0.539 
2 1.214 0.581 
3 1.275 0.610 
4 1 1.214 0.451 2 1.383 0.514 
5 1 1.328 0.493 
Circular Ordering, a — 2, 
Moderate Correlation Structure 
2 
1 1.062 1.898 
2 1.129 2.018 
3 1.159 2.072 
3 
1 1.171 0.368 
2 1.355 0.425 
3 1.448 0.455 
4 1 1.297 0.266 
2 1.699 0.348 
5 1 1.472 0.391 
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Table 6.10 (continued) 





Circular Ordering, or* = 2, 
Strong Correlation Structure 
2 
1 1.064 0.361 
2 1.091 0.370 
3 1.050 0.356 
3 
1 1.144 2.710 
2 1.211 2.869 
3 1.111 2.632 
4 I 1.247 0.261 
2 1.378 0.288 
5 1 1.384 0.280 
Linear Ordering, or" = 1, 
Weak Correlation Structure 
2 
1 1.034 1.361 
2 1.061 1.397 
3 1.071 1.409 
3 
1 1.073 0.765 
2 1.137 0.811 
3 1.160 0.827 
4 1 1.119 1.074 
2 1.233 1.184 
5 1 1.176 0.659 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
2 
1 1.055 1.496 
2 1.095 1.553 
3 1.107 1.570 
3 
1 1.121 0.533 
2 1.221 0.581 
3 1.253 0.596 
4 1 1.205 0.745 
2 1.398 0.864 
5 1 1.313 0.493 
Linear Ordering, a = I, 
Strong Correlation Structure 
2 
1 1.065 1.424 
2 1.089 1.456 
3 1.077 1.441 
3 
1 1.146 0.989 
2 1.206 1.040 
3 1.177 1.016 
4 1 1.250 0.788 
2 1.366 0.862 
5 1 1.389 0.463 
Linear Ordering, or" = 2, 
Weak Correlation Structure 
2 
1 1.050 1.369 
2 1.075 1.401 
3 1.071 1.396 
3 
1 1.111 0.687 
2 1.170 0.723 
3 1.161 0.718 
4 1 1.187 0.579 
2 1.296 0.633 
5 1 1.283 0.773 
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Table 6.10 (continued) 





Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 
1 1.062 1.618 
2 1.113 1.696 
3 1.128 1.720 
3 
1 1.138 0.653 
2 1.268 0.727 
3 1.312 0.752 
4 1 1.236 0.612 2 1.498 0.742 
5 1 1.364 0.420 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 
1 1.057 1.495 
2 1.099 1.553 
3 1.092 1.544 
3 
1 1.128 0.847 
2 1.231 0.925 
3 1.215 0.913 
4 1 1.216 0.673 2 1.418 0.785 
5 1 1.331 0.488 
Linear Trend, 
Small Variance Structure 
2 
1 1.084 0.552 
2 1.174 0.598 
3 1.269 0.646 
3 
1 1.192 0.429 
2 1.448 0.521 
3 1.797 0.647 
4 1 1.340 0.395 2 1.945 0.574 
5 1 1.550 0.379 
Linear Trend, 
Large Variance Structure 
2 
1 1.074 0.459 
2 1.154 0.493 
3 1.249 0.534 
3 
1 1.169 0.528 
2 1.387 0.626 
3 1.715 0.774 
4 1 1.294 0.356 2 1.782 0.490 
5 1 1.466 0.299 
Quadratic Trend, 
Small Variance Structure 
2 
1 1.033 0.543 
2 1.109 0.583 
3 1.165 0.613 
3 
1 1.072 0.683 
2 1.259 0.802 
3 1.421 0.906 
4 1 1.117 0.623 2 1.477 0.823 
5 1 1.172 0.322 
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Large Variance Structure 
2 
1 0.980 1.117 
2 0.974 1.111 
3 1.006 1.147 
3 
1 0.960 0.658 
2 0.948 0.650 
3 1.013 0.695 
4 1 0.938 1.133 
2 0.921 1.112 
5 1 0.915 1.413 
No Trend 
2 
1 0.975 0.878 
2 1.007 0.906 
3 0.990 0.891 
3 
1 0.949 1.162 
2 1.014 1.242 
3 0.980 1.200 
4 1 0.922 0.975 2 1.022 1.081 
5 1 0.894 | 0.453 
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Table 6.11 - Relative Efficiencies for a Single Application of a Circular BSA(50, n, à) 
with Respect to Simple Random and Systematic Sampling 





Circular Ordering, a = 1, 
Weak Correlation Structure 
2 
1 1.015 1.241 
2 1.011 1.236 
3 1.003 1.226 
5 
1 1.068 0.774 
2 1.048 0.759 
3 1.013 0.734 
8 1 1.135 2.804 2 1.093 2.700 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
2 
1 1.023 1.206 
2 1.025 1.208 
3 1.019 1.202 
5 
1 1.105 0.900 
2 1.115 0.908 
3 1.088 0.886 
8 1 1.218 2.738 2 1.239 2.785 
Circular Ordering, a = I, 
Strong Correlation Structure 
2 
1 1.032 1.191 
2 1.049 1.210 
3 1.060 1.223 
5 
1 1.152 0.355 
2 1.247 0.384 
3 1.318 0.406 
8 1 1.328 2.205 2 1.591 2.641 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 
1 1.014 1.144 
2 1.022 1.152 
3 1.014 1.144 
5 
1 1.063 0.896 
2 1.099 0.926 
3 1.063 0.896 
8 1 1.125 2.471 2 1.203 2.642 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
2 
1 1.022 1.050 
2 1.039 1.068 
3 1.043 1.071 
5 
1 1.102 1.078 
2 1.193 1.167 
3 1.212 1.186 
8 1 1.211 1.943 2 1.436 2.304 
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Circular Ordering, a' = 2, 
Strong Correlation Structure 
1 1.032 0.937 
2 2 1.058 0.960 
3 1.077 0.978 
5 
1 1.150 0.496 
2 1.303 0.562 
3 1.437 0.619 
8 1 1.324 1.900 2 1.775 2.547 
Linear Ordering, or* = 1, 
Weak Correlation Structure 
2 
1 1.015 1.077 
2 1.013 1.074 
3 1.007 1.068 
5 
1 1.069 0.847 
2 1.057 0.837 
3 1.031 0.817 
8 1 1.138 2.113 2 1.112 2.064 
Linear Ordering, a' = 1, 
Moderate Correlation Structure 
2 
1 1.023 0.945 
2 1.026 0.948 
3 1.022 0.944 
5 
1 1.104 1.025 
2 1.119 1.039 
3 1.100 1.021 
8 1 1.215 2.287 2 1.250 2.352 
Linear Ordering, a' = I, 
Strong Correlation Structure 
2 
1 1.033 1.019 
2 1.052 1.037 
3 1.064 1.050 
5 
1 1.155 0.181 
2 1.264 0.198 
3 1.347 0.211 
8 1 1.337 1.720 2 1.645 2.115 
Linear Ordering, a' — 2, 
Weak Correlation Structure 
2 
1 1.012 0.782 
2 1.023 0.790 
3 1.016 0.784 
5 
1 1.054 0.673 
2 1.105 0.705 
3 1.072 0.684 
8 1 1.106 1.503 2 1.216 1.652 
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1 1.025 0.635 
2 2 1.040 0.645 
3 1.040 0.645 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
1 1.115 0.869 
5 2 1.194 0.931 
3 1.198 0.935 
g 1 1.239 1.243 
2 1.438 1.442 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 
1 1.031 0.769 
2 1.060 0.790 
3 1.080 0.805 
5 
1 1.146 0.473 
2 1.316 0.543 
3 1.460 0.602 
8 1 1.314 1.407 2 1.820 1.949 
Linear Trend, 
Small Variance Structure 
2 
1 1.041 0.527 
2 1.084 0.549 
3 1.128 0.571 
5 
1 1.202 0.259 
2 1.491 0.321 
3 1.935 0.416 
8 1 1.460 0.192 2 2.613 0.343 
Linear Trend, 
Large Variance Structure 
2 
1 1.038 0.612 
2 1.078 0.636 
3 1.120 0.661 
5 
1 1.187 0.337 
2 1.448 0.411 
3 1.844 0.523 
8 1 1.419 0.297 2 2.382 0.499 
Quadratic Trend, 
Small Variance Structure 
2 
1 1.039 0.238 
2 1.087 0.249 
3 1.139 0.261 
5 
I 1.192 0.206 
2 1.520 0.262 
3 2.088 0.360 
8 1 1.432 0.141 2 2.788 0.275 
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Large Variance Structure 
2 
1 1.013 0.594 
2 1.036 0.608 
3 1.058 0.621 
5 
L 1.058 0.842 
2 1.173 0.934 
3 1.308 1.041 
8 1 1.114 0.747 2 1.381 0.926 
No Trend 
2 
1 0.990 1.192 
2 1.001 1.206 
3 0.991 1.193 
5 
I 0.958 1.509 
2 1.005 1.583 
3 0.962 1.516 
8 1 0.924 0.806 2 1.009 0.880 
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Table 6.12 - Relative Efficiencies for a Single Application of a Circular BSA(75, n, à) 
with Respect to Simple Random and Systematic Sampling 





Circular Ordering, a = 1, 
Weak Correlation Structure 
2 
I 1.011 0.725 
2 1.014 0.726 
3 1.010 0.724 
5 
1 1.048 1.042 
2 1.059 1.053 
3 1.045 1.039 
8 
1 1.092 1.020 
2 1.114 1.040 
3 1.086 1.014 
Circular Ordering, a = I, 
Moderate Correlation Structure 
2 
1 1.017 0.662 
2 1.023 0.666 
3 1.025 0.667 
5 
I 1.075 0.829 
2 1.106 0.852 
3 1.113 0.858 
8 
1 1.147 0.933 
2 1.212 0.986 
3 1.229 1.000 
Circular Ordering, a - I, 
Strong Correlation Structure 
2 
1 1.024 0.649 
2 1.042 0.661 
3 1.059 0.671 
5 
1 1.108 0.540 
2 1.204 0.587 
3 1.300 0.634 
8 
1 1.216 0.575 
2 1.449 0.685 
3 1.731 0.819 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 
1 1.012 0.748 
2 1.020 0.754 
3 1.021 0.755 
5 
1 1.051 0.812 
2 1.090 0.842 
3 1.094 0.845 
8 
1 1.097 0.978 
2 1.178 1.051 
3 1.185 1.057 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 
1 1.018 0.611 
2 1.033 0.621 
3 1.039 0.624 
5 
1 1.078 0.677 
2 1.155 0.725 
3 1.187 0.746 
8 
1 1.152 0.938 
2 1.324 1.078 
3 1.405 1.144 
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Circular Ordering, a' - 2, 
Strong Correlation Structure 
2 
1 1.023 0.654 
2 1.045 0.668 
3 1.064 0.680 
5 
1 1.104 0.308 
2 1.220 0.340 
3 1.335 0.372 
8 
1 1.208 0.395 
2 1.491 0.487 
3 1.846 0.604 
Linear Ordering, a - I, 
Weak Correlation Structure 
2 
1 1.011 0.750 
2 1.013 0.751 
3 1.010 0.749 
5 
1 1.048 1.087 
2 1.057 1.096 
3 1.042 1.080 
8 
1 1.092 0.953 
2 1.110 0.969 
3 1.079 0.941 
Linear Ordering, a = /, 
Moderate Correlation Structure 
2 
1 1.017 0.794 
2 1.023 0.799 
3 1.024 0.800 
5 
1 1.075 0.921 
2 1.105 0.947 
3 1.110 0.951 
8 
1 1.146 0.947 
2 1.211 1.000 
3 1.222 1.009 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
2 
1 1.023 0.540 
2 1.041 0.549 
3 1.056 0.557 
5 
1 1.106 0.518 
2 1.198 0.562 
3 1.283 0.601 
8 
1 1.212 0.661 
2 1.434 0.782 
3 1.675 0.913 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 
1 1.011 0.830 
2 1.020 0.837 
3 1.020 0.837 
5 
1 1.047 0.582 
2 1.088 0.605 
3 1.087 0.604 
8 
1 1.090 1.140 
2 1.174 1.228 
3 1.172 1.226 
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Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 
1 1.017 0.704 
2 1.033 0.714 
3 1.038 0.718 
5 
1 1.077 0.433 
2 1.153 0.464 
3 1.183 0.476 
8 
1 1.150 0.814 
2 1.320 0.934 
3 1.394 0.986 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 
I 1.023 0.652 
2 1.045 0.665 
3 1.062 0.676 
5 
1 1.105 0.631 
2 1.217 0.696 
3 1.321 0.755 
8 
1 1.210 0.363 
2 1.485 0.446 
3 1.801 0.541 
Linear Trend, 
Small Variance Structure 
2 
1 1.027 0.518 
2 1.055 0.532 
3 1.083 0.546 
5 
1 1.123 0.243 
2 1.276 0.276 
3 1.470 0.318 
8 
1 1.251 0.177 
2 1.655 0.234 
3 2.409 0.341 
Linear Trend, 
Large Variance Structure 
2 
1 1.026 0.529 
2 1.053 0.543 
3 1.081 0.557 
5 
1 1.120 0.344 
2 1.269 0.390 
3 1.456 0.447 
8 
1 1.244 0.166 
2 1.632 0.218 
3 2.339 0.312 
Quadratic Trend, 
Small Variance Structure 
2 
1 1.029 0.182 
2 1.060 0.187 
3 1.094 0.194 
5 
1 1.131 0.059 
2 1.307 0.068 
3 1.560 0.082 
8 
1 1.268 0.044 
2 1.754 0.061 
3 2.910 0.102 
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Large Variance Structure 
2 
1 1.022 0.302 
2 1.047 0.310 
3 1.072 0.317 
5 
1 1.098 0.365 
2 1.229 0.408 
3 1.391 0.462 
8 
1 1.195 0.200 
2 1.517 0.253 
3 2.058 0.344 
No Trend 
2 
1 1.004 1.052 
2 1.000 1.048 
3 1.000 1.048 
5 
1 1.016 1.545 
2 1.000 1.521 
3 1.002 1.524 
8 
1 1.030 0.902 
2 1.000 0.876 
3 1.004 0.879 
1) Approximation 1 generally did not yield accurate estimates of the true 
variance as a increases with n = 5 and 8 for N = 50 and 75, and general n for 
N = 25, regardless of population structure. As noted in Section 5.2, this may 
be due to the fact that as or increases for fixed n, the number of pairs of 
adjacent units also increases. In turn, the corresponding estimates obtained 
under Approximation 1 will steadily decrease. 
2) Regardless of population size, the distributions appear to be similar for given 
population structure with n-2 across the three approximation techniques 
when N = 50 and 75 and for the truncated variance estimator and 
Approximation 2 when N= 25. Specifically, regardless of a, the 
approximations generally underestimate the true variance. 
3) The 90th percentiles of the distributions of relative measures under 
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Table 6.13 - Modified 5-Number Summaries for Relative Measures for a Single 
Application of a Circular BSA(25, n, a) and Various 
Variance Approximation Techniques 
Population 
Structure n a Truncated HT Approx 1 Approx 2 
Circular 
Ordering, 





1 -1.89 -0.29 0.48 0.88 0.98 
-1.61 -0.17 0.53 0.90 0.98 
-1.91 -0.30 0.50 0.89 0.98 
2 -1.82 -0.27 0.51 0.89 0.99 
-1.23 0.00 0.61 0.91 0.99 
-1.69 -0.21 0.55 0.90 0.99 
3 -1.66 -0.12 0.56 0.90 0.98 
-0.72 0.27 0.72 0.94 0.99 
-1.49 -0.05 0.63 0.91 0.98 
3 
1 -1.45 -0.50 0.25 0.65 0.88 
-0.96 -0.20 0.40 0.72 0.91 
-1.21 -0.40 0.29 0.67 0.89 
2 -1.44 -0.62 0.23 0.65 0.88 
-0.35 0.10 0.57 0.81 0.93 
-1.04 -0.43 0.36 0.73 0.90 
3 -1.35 -0.42 0.29 0.66 0.87 0.41 0.65 0.82 0.92 0.97 
-0.76 -0.22 0.52 0.79 0.92 
4 1 -1.11 -0.60 0.12 0.50 0.73 -0.45 -0.09 0.40 0.66 0.81 -0.73 -0.34 0.23 0.56 0.76 2 -1.28 -0.81 0.03 0.51 0.71 0.33 0.47 0.71 0.86 0.92 
-0.79 -0.25 0.32 0.69 0.87 
5 1 -0.98 -0.61 -0.06 0.41 0.62 
-0.10 0.10 0.41 0.67 0.79 
-0.49 -0.22 0.16 0.52 0.71 
Circular 
Ordering, 





1 -1.57 -0.44 0.42 0.86 0.98 
-1.33 -0.30 0.47 0.87 0.98 
-1.51 -0.45 0.42 0.86 0.98 
2 -1.57 -0.43 0.48 0.87 0.98 
-1.03 -0.13 0.59 0.90 0.99 
-1.74 -0.39 0.48 0.88 0.98 
3 -1.49 -0.38 0.47 0.88 0.98 
-0.61 0.10 0.66 0.92 0.99 
-1.83 -0.29 0.53 0.90 0.99 
3 
1 -1.41 -0.46 0.16 0.58 0.83 
-0.93 -0.17 0.33 0.66 0.86 
-1.16 -0.35 0.19 0.61 0.83 
2 -1.53 -0.64 0.11 0.59 0.83 
-0.40 0.09 0.51 0.77 0.90 
-1.15 -0.32 0.23 0.67 0.87 
3 -1.46 -0.37 0.02 0.58 0.82 0.39 0.66 0.76 0.90 0.95 
-1.28 -0.23 0.37 0.74 0.89 
4 1 -1.27 -0.72 0.01 0.39 0.64 -0.55 -0.17 0.32 0.58 0.75 -0.86 -0.43 0.13 0.46 0.68 2 -1.57 -0.98 -0.14 0.33 0.64 0.24 0.42 0.67 0.80 0.89 
-1.42 -0.38 0.18 0.55 0.78 
5 1 -1.24 -0.79 -0.18 0.23 0.49 
-0.24 0.01 0.34 0.57 0.71 
-0.67 -0.32 0.07 0.39 0.59 
Circular 
Ordering, 





1 -2.01 -0.41 0.45 0.87 0.98 
-1.72 -0.28 0.50 0.88 0.98 
-1.87 -0.47 0.44 0.86 0.98 
2 -1.77 -0.39 0.52 0.89 0.98 
-1.19 -0.10 0.62 0.92 0.99 
-1.60 -0.33 0.49 0.90 0.98 
3 -1.30 -0.11 0.60 0.91 0.99 
-0.49 0.28 0.74 0.94 0.99 
-1.11 -0.01 0.66 0.92 0.99 
3 
1 -1.44 -0.71 0.12 0.58 0.81 
-0.95 -0.37 0.30 0.66 0.85 
-1.21 -0.52 0.17 0.62 0.82 
2 -1.26 -0.58 0.13 0.62 0.84 
-0.25 0.12 0.52 0.79 0.91 
-1.07 -0.40 0.25 0.66 0.87 
3 -0.71 -0.33 0.32 0.77 0.86 0.57 0.67 0.83 0.94 0.97 
-1.07 0.12 0.55 0.83 0.92 
4 I -1.29 -0.69 -0.06 0.40 0.69 -0.56 -0.15 0.27 0.59 0.79 -0.98 -0.44 0.08 0.48 0.73 2 -1.16 -0.57 -0.10 0.40 0.70 0.37 0.54 0.68 0.82 0.91 
-0.89 -0.31 0.13 0.55 0.80 
5 1 -1.24 -0.81 -0.25 0.20 0.54 
-0.24 -0.01 0.30 0.56 0.74 
-0.84 -0.43 0.01 0.37 0.63 
Circular 
Ordering, 





1 -1.72 -0.46 0.51 0.88 0.97 
-1.46 -0.32 0.55 0.89 0.98 
-1.59 -0.43 0.53 0.87 0.98 
2 -1.65 -0.42 0.56 0.89 0.98 
-1.10 -0.12 0.65 0.91 0.98 
-1.46 -0.33 0.58 0.89 0.97 
3 -1.36 -0.33 0.57 0.89 0.98 
-0.53 0.14 0.72 0.93 0.99 
-1.44 -0.20 0.64 0.90 0.98 
3 
1 -1.34 -0.54 0.19 0.67 0.86 
-0.87 -0.23 0.35 0.73 0.89 
-1.15 -0.42 0.23 0.70 0.87 
2 -1.47 -0.57 0.16 0.70 0.87 
-0.37 0.13 0.54 0.83 0.93 
-1.26 -0.27 0.31 0.76 0.89 
3 -1.65 -0.39 0.28 0.67 0.88 0.34 0.65 0.82 0.92 0.97 
-0.75 -0.18 0.45 0.84 0.92 
4 1 -1.23 -0.56 0.00 0.49 0.76 -0.52 -0.07 0.32 0.65 0.83 -0.95 -0.33 0.13 0.55 0.79 2 -1.36 -0.73 -0.06 0.49 0.79 0.31 0.49 0.69 0.85 0.94 
-1.12 -0.25 0.30 0.66 0.87 
6 1 -1.35 -0.70 -0.15 0.32 0.64 
-0.31 0.06 0.36 0.62 0.80 








1 -1.81 -0.67 0.42 0.87 0.98 
-1.54 -0.51 0.48 0.89 0.98 
-1.71 -0.63 0.43 0.88 0.98 
2 -1.74 -0.69 0.39 0.86 0.98 
-1.16 -0.33 0.52 0.89 0.98 
-1.66 -0.66 0.40 0.87 0.98 
3 -1.62 -0.64 0.38 0.87 0.97 
-0.70 -0.06 0.60 0.92 0.98 
-1.34 -0.47 0.43 0.89 0.98 
3 
1 -1.24 -0.75 -0.05 0.55 0.81 
-0.79 -0.40 0.16 0.64 0.85 
-1.03 -0.56 0.05 0.59 0.83 
2 -1.34 -0.84 -0.16 0.47 0.79 
-0.30 -0.02 036 0.70 0.88 
-0.98 -0.47 0.03 0.58 0.83 
3 -1.30 -0.75 -0.27 0.56 0.71 0.42 0.56 0.68 0.89 0.93 
-1.10 -0.19 0.19 0.66 0.82 
4 1 -1.04 -0.69 -0.28 0.26 0.63 -0.39 -0.16 0.13 0.50 0.75 -0.72 -039 -0.03 0.38 0.68 2 -1.40 -1.00 -0.55 0.05 0.51 0.29 0.41 0.54 0.72 0.86 
-1.16 -0.47 -0.03 0.42 0.77 
5 1 -1.13 -0.78 -0.42 -0.04 0.35 
-0.18 0.01 0.21 0.42 0.64 
-0.64 -034 -0.02 0.26 0.53 
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Population 
Structure n or Truncated HT Approx 1 Approx 2 
Circular 
Ordering, 





1 -1.79 -0.57 0.46 0.88 0.98 -1.52 -0.42 0.51 0.89 0.98 -1.72 -0.58 0.47 0.88 0.97 
2 -1.75 -0.45 0.52 0.89 0.99 -1.17 -0.15 0.62 0.91 0.99 -1.68 -0.40 0.53 0.90 0.99 
3 -1.28 -0.25 0.60 0.91 0.99 -0.47 0.19 0.74 0.94 0.99 -1.38 -0.09 0.66 0.92 0.99 
3 
1 -1.43 -0.60 0.09 0.59 0.81 -0.95 -0.28 0.27 0.67 0.85 -1.20 -0.52 0.16 0.63 0.83 
2 -1.36 -0.65 0.12 0.61 0.83 -0.31 0.08 0.51 0.78 0.90 -1.12 -0.42 0.24 0.67 0.87 
3 -0.92 -0.20 0.28 0.74 0.88 0.52 0.70 0.82 0.93 0.97 
-1.32 -0.03 0.53 0.84 0.93 
4 1 -1.16 -0.72 -0.12 0.39 0.68 -0.48 -0.18 0.23 0.58 0.78 -0.84 -0.49 0.00 0.47 0.72 2 -1.19 -0.75 -0.11 0.46 0.69 0.36 0.48 0.67 0.84 0.91 -1.39 -0.40 0.14 0.58 0.80 
5 1 -1.12 -0.75 -0.28 0.21 0.53 -0.18 0.03 0.29 0.56 0.74 
-0.69 -0.38 -0.04 0.38 0.62 
Linear 
Ordering, 





1 -1.78 -0.50 0.62 0.90 0.99 -1.51 -0.36 0.66 0.91 0.99 -1.72 -0.43 0.60 0.89 0.99 
2 -1.64 -0.40 0.64 0.90 0.99 -1.09 -0.10 0.71 0.92 0.99 -1.53 -0.29 0.67 0.90 0.99 
3 -1.44 -0.26 0.67 0.90 0.99 -0.58 0.18 0.79 0.94 1.00 -1.10 -0.14 0.65 0.91 0.99 
3 
1 -1.22 -0.57 0.24 0.78 0.91 
-0.78 -0.26 0.39 0.83 0.93 -1.18 -0.45 0.32 0.78 0.92 
2 -1.23 -0.50 0.25 0.78 0.92 -0.24 0.17 0.58 0.88 0.95 -0.88 -0.28 0.41 0.82 0.93 
3 -0.87 -0.35 0.26 0.72 0.90 0.53 0.66 0.81 0.93 0.98 -1.19 0.07 0.58 0.82 0.94 
4 1 -1.06 -0.51 0.10 0.61 0.86 -0.41 -0.03 0.38 0.73 0.90 -0.83 -0.29 0.21 0.66 0.87 2 -1.10 -0.49 0.08 0.59 0.88 0.38 0.56 0.73 0.88 0.97 -0.51 -0.05 0.40 0.78 0.92 
5 1 -0.98 -0.47 0.00 0.45 0.73 -0.10 0.19 0.44 0.70 0.85 -0.67 -0.19 0.20 0.61 0.80 
Linear 
Ordering, 





I -1.72 -0.49 0.49 0.86 0.98 -1.46 -0.35 0.54 0.88 0.98 -1.64 -0.46 0.47 0.87 0.98 
2 -1.57 -0.40 0.48 0.87 0.98 -1.03 -0.10 0.59 0.90 0.99 -1.33 -0.31 0.48 0.88 0.98 
3 -1.31 -0.29 0.52 0.90 0.98 -0.50 0.17 0.69 0.94 0.99 -1.03 -0.18 0.57 0.90 0.99 
3 
1 -1.43 -0.50 0.18 0.63 0.85 -0.94 -0.20 0.34 0.70 0.88 -1.20 -0.42 0.26 0.66 0.86 
2 -1.43 -0.56 0.16 0.63 0.84 -0.35 0.14 0.53 0.80 0.91 -1.06 -0.17 0.32 0.67 0.87 
3 -1.12 -0.30 0.21 0.60 0.86 0.47 0.68 0.80 0.90 0.97 -0.68 -0.03 0.39 0.75 0.91 
4 1 -1.26 -0.60 -0.02 0.44 0.75 -0.55 -0.09 0.30 0.61 0.83 -0.90 -0.42 0.14 0.53 0.78 2 -1.37 -0.75 -0.08 0.38 0.68 0.30 0.49 0.6S 0.82 0.91 -0.93 -0.15 0.30 0.61 0.82 
5 1 -1.13 -0.67 -0.14 0.29 0.59 -0.18 0.07 0.37 0.60 0.77 -0.68 -0.32 0.10 0.47 0.68 
Linear 
Ordering, 





1 -1.67 -0.37 0.48 0.88 0.97 -1.42 -0.24 0.53 0.89 0.97 -1.67 -0.35 0.51 0.88 0.97 
2 -1.63 -0.31 0.56 0.90 0.98 -1.07 -0.04 0.65 0.92 0.98 -1.60 -0.20 0.59 0.90 0.98 
3 -1.19 -0.15 0.61 0.92 0.98 -0.42 0.26 0.75 0.95 0.99 -1.32 0.04 0.63 0.92 0.98 
3 
I -1.52 -0.57 0.22 0.67 0.86 -1.02 -0.26 0.38 0.74 0.89 -1.30 -0.45 0.27 0.69 0.87 
2 -1.39 -0.51 0.24 0.71 0.88 -0.33 0.16 0.58 0.84 0.93 -1.40 -0.31 0.40 0.75 0.90 
3 -1.09 -0.30 0.34 0.74 0.87 0.48 0.68 0.83 0.94 0.97 -0.82 -0.28 0.56 0.83 0.93 
4 1 -1.39 -0.74 0.05 0.47 0.73 -0.64 -0.19 0.35 0.64 0.81 -1.09 -0.47 0.18 0.51 0.76 2 -1.49 -0.59 0.01 0.47 0.76 0.27 0.53 0.71 0.84 0.93 -1.32 -0.40 0.34 0.67 0.87 
5 1 -1.43 -0.77 -0.14 0.32 0.57 -0.35 0.02 0.37 0.62 0.76 -0.94 -0.41 0.09 0.45 0.64 
Linear 
Ordering, 





1 -1.47 -0.44 0.53 0.89 0.98 -1.24 -0.30 0.57 0.90 0.98 -1.51 -0.42 0.53 0.89 0.98 
2 -1.34 -0.34 0.56 0.90 0.98 -0.84 -0.06 0.65 0.92 0.99 -1.25 -0.27 0.53 0.91 0.98 
3 -1.04 -0.24 0.61 0.92 0.98 -0.32 0.20 0.75 0.95 0.99 -1.05 -0.17 0.62 0.92 0.99 
3 
1 -1.02 -0.42 0.15 0.61 0.85 -0.61 -0.14 0.32 0.69 0.88 -1.04 -0.35 0.22 0.64 0.86 
2 -1.00 -0.36 0.21 0.63 0.87 -0.11 0.24 0.56 0.80 0.93 -0.98 -0.10 0.31 0.68 0.89 
3 -0.86 -0.12 0.20 0.65 0.90 0.53 0.72 0.80 0.91 0.98 -0.74 0.22 0.47 0.85 0.92 
4 1 -1.47 -0.39 0.02 0.42 0.70 -0.69 0.05 0.33 0.60 0.80 -1.07 -0.25 0.16 0.50 0.75 2 -1.54 -0.37 0.05 0.44 0.71 0.25 0.60 0.72 0.84 0.92 -1.00 0.02 0.35 0.62 0.83 
5 1 -1.37 -0.43 -0.02 0.29 0.55 -0.31 0.21 0.44 0.60 0.75 -0.78 -025 0.18 0.44 0.65 
Linear 
Ordering, 





1 -1.86 -0.3 1 0.58 0.90 0.99 -1.58 -0.18 0.62 0.91 0.99 -1.78 -0.28 0.57 0.91 0.99 
2 -1.75 -0.23 0.63 0.91 0.99 -1.17 0.03 0.71 0.93 0.99 -1.53 -0.33 0.61 0.92 0.99 
3 -1.51 -0.14 0.67 0.92 0.99 -0.63 0.26 0.79 0.95 0.99 -1.21 -0.29 0.71 0.93 0.99 
3 
1 -1.85 -0.52 0.30 0.77 0.90 -1.28 -0.22 0.44 0.82 0.92 -1.61 -0.41 036 0.78 0.91 
2 -1.95 -0.56 0.32 0.74 0.89 -0.64 0.13 0.62 0.86 0.94 -135 -0.35 039 0.78 0.92 
3 -1.33 -0.55 0.32 0.82 0.92 0.42 0.61 0.83 0.95 0.98 -1.02 -0.02 0.43 0.89 0.95 
4 1 -1.65 -0.62 0.08 0.61 0.82 -0.81 -0.11 0.37 0.73 0.88 -1.24 -0.43 0.21 0.67 0.84 2 -1.96 -0.90 -0.04 0.57 0.79 0.13 0.44 0.69 0.87 0.94 
-1.32 -0.30 0.26 0.66 0.85 
5 1 -1.58 -0.85 -0.01 0.45 0.73 
-0.44 -0.03 0.44 0.69 0.85 -0.96 -0.37 0.22 0.57 0.79 
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Table 6.13 (continued) 
Population 
Structure n a Truncated HT Approx 1 Approx 2 
Linear 
Ordering, 





1 -1.63 -0.44 0.45 0.86 0.97 -1.38 -0.30 0.50 0.87 0.98 -1.62 -0.40 0.47 0.87 0.98 
2 -1.59 -0.31 0.49 0.87 0.98 -1.05 -0.03 0.60 0.90 0.98 -1.57 -0.37 0.54 0.88 0.98 
3 -1.31 -0.17 0.59 0.89 0.98 -0.49 0.25 0.74 0.93 0.99 -1.13 -0.10 0.60 0.90 0.98 
3 
1 -1.39 -0.56 0.22 0.67 0.86 
-0.91 -0.25 0.38 0.74 0.89 -1.26 -0.46 0.29 0.69 0.87 
2 -1.48 -0.52 0.23 0.65 0.85 -0.38 0.15 0.57 0.80 0.92 -1.06 -0.28 0.27 0.72 0.89 
3 -1.06-0.44 0.26 0.72 0.87 0.49 0.64 0.82 0.93 0.97 -0.78 -0.04 0.54 0.79 0.90 
4 1 -1.39 -0.61 0.04 0.49 0.73 -0.64-0.10 0.34 0.65 0.82 -1.01 -0.39 0.17 0.57 0.77 2 -1.55 -0.73 -0.04 0.47 0.70 0.25 0.49 0.69 0.85 0.91 -0.95 -0.20 0.27 0.59 0.82 







1 -1.85 -0.63 0.36 0.81 0.93 -1.58 -0.48 0.42 0.83 0.94 -1.71 -0.55 0.39 0.82 0.92 
2 -1.71 -0.62 0.28 0.73 0.88 -1.14-0.28 0.43 0.78 0.90 -1.43 -0.45 0.36 0.76 0.85 
3 -1.62-0.65 0.20 0.66 0.82 -0.70-0.07 0.48 0.78 0.88 -1.16-0.36 0.34 0.65 0.78 
3 
t -1.19-0.62-0.13 0.37 0.86 -0.75 -0.30 0.09 0.49 0.89 -0.95 -0.46 -0.02 0.43 0.88 
2 -1.43 -0.89 -0.26 0.22 0.56 -0.35 -0.05 0.30 0.57 0.75 -0.85-0.35 0.13 0.49 0.72 
3 -1.45 -1.06 -0.52 -0.07 0.25 0.39 0.49 0.62 0.73 0.81 -0.53 -0.15 0.14 0.62 0.72 
4 1 -1.08 -0.73 -0.27 0.18 0.46 -0.43 -0.18 0.13 0.44 0.63 -0.66-0.35 0.03 0.38 0.63 2 -1.52 -1.25 -0.83 -0.34 0.04 0.26 0.34 0.46 0.61 0.70 -0.76 -0.35 0.02 0.58 0.77 
5 1 -1.13-0.85-0.48-0.13 0.19 -0.18 -0.03 0.18 0.37 0.55 







1 -1.89-0.49 0.45 0.87 0.97 -1.61 -0.34 0.50 0.88 0.98 -1.75 -0.42 0.47 0.85 0.98 
2 -1.88 -0.55 0.44 0.82 0.97 -1.28 -0.23 0.56 0.86 0.98 -1.63 -0.39 0.48 0.83 0.96 
3 -1.79-0.66 0.30 0.80 0.96 -0.81 -0.08 0.55 0.87 0.97 -1.51 -0.38 0.37 0.83 0.96 
3 
1 -1.50-0.69 0.12 0.59 0.84 -1.00-0.35 0.29 0.67 0.87 -1.24-0.53 0.21 0.63 0.82 
2 -1.63 -0.89 -0.08 0.49 0.73 -0.46 -0.05 0.40 0.72 0.85 -1.06 -0.38 0.27 0.63 0.80 
3 -2.16-1.14-0.27 0.32 0.62 0.21 0.46 0.68 0.83 0.91 -1.18 -0.41 0.28 0.70 0.89 
4 1 -1.33-0.75-0.13 0.38 0.67 -0.59 -0.20 0.23 0.58 0.78 -0.92-0.39 0.13 0.52 0.74 2 -1.90-1.21 -0.51 0.07 0.47 0.15 0.35 0.55 0.73 0.84 -0.98 -0.43 0.23 0.64 0.83 







1 -2.06 -0.35 0.55 0.91 0.99 -1.77 -0.22 0.60 0.92 0.99 -1.93 -0.34 0.56 0.91 0.99 
2 -2.00 -0.45 0.55 0.90 0.99 -1.37 -0.14 0.65 0.92 0.99 -1.74-0.31 0.53 0.90 0.98 
3 -1.87 -0.38 0.49 0.89 0.98 -0.86 0.11 0.67 0.93 0.99 -1.60-0.44 0.54 0.90 0.98 
3 
1 -1.35-0.63 0.30 0.67 0.89 -0.88 -0.30 0.44 0.74 0.91 -1.12-0.49 0.34 0.66 0.91 
2 -1.57-0.77 0.18 0.63 0.87 -0.43 0.02 0.55 0.79 0.93 -1.12-0.36 0.35 0.72 0.90 
3 -1.53 -0.98 0.16 0.58 0.83 0.37 0.51 0.79 0.89 0.96 -0.68-0.13 0.48 0.75 0.92 
4 1 -1.06 -0.58 0.09 0.58 0.78 -0.41 -0.08 0.38 0.72 0.85 -0.62-0.27 0.25 0.65 0.80 2 -1.47 -0.92 -0.23 0.40 0.67 0.27 0.43 0.64 0.82 0.90 -0.71 -0.20 0.35 0.69 0.86 







1 -1.47-0.09 0.69 0.94 0.99 -1.24 0.01 0.72 0.94 0.99 -1.36-0.18 0.71 0.94 0.99 
2 -1.35-0.07 0.73 0.94 0.99 -0.85 0.15 0.79 0.96 0.99 -1.25 -0.06 0.73 0.95 0.99 
3 -1.17 0.01 0.75 0.96 0.99 -0.40 0.36 0.84 0.97 1.00 -1.03 0.12 0.79 0.96 0.99 
3 
1 -1.05-0.34 0.47 0.83 0.94 -0.64-0.07 0.57 0.86 0.95 -0.92-0.22 0.47 0.84 0.94 
2 -0.85 -0.19 0.53 0.85 0.95 -0.03 0.34 0.74 0.92 0.97 -0.55 0.01 0.59 0.88 0.97 
3 -0.81 -0.15 0.58 0.86 0.95 0.55 0.71 0.89 0.97 0.99 -0.79 0.18 0.72 0.91 0.97 
4 1 -0.82-0.18 0.40 0.71 0.89 -0.25 0.19 0.59 0.80 0.93 -0.53 -0.02 0.42 0.74 0.91 2 -0.48 -0.04 0.46 0.76 0.92 0.57 0.70 0.84 0.93 0.98 
-0.02 0.28 0.59 0.85 0.95 
5 1 -0.69 -0.16 0.28 0.66 0.85 0.06 0.35 0.60 0.81 0.92 -0.32 0.10 0.43 0.72 0.88 
No Trend 
2 
1 -1.57 -0.29 0.60 0.91 0.99 -1.32-0.17 0.64 0.92 0.99 -1.45-0.26 0.62 0.92 0.99 
2 -1.45-0.11 0.62 0.92 0.99 -0.93 0.13 0.70 0.94 0.99 -1.27 -0.17 0.64 0.93 0.99 
3 -1.16 -0.09 0.67 0.93 0.99 -0.40 0.29 0.79 0.95 0.99 -0.79 -0.01 0.70 0.94 0.99 
3 
1 -0.89 -0.33 0.38 0.76 0.91 -0.51 -0.06 0.51 0.81 0.93 -0.77 -0.22 0.42 0.76 0.91 
2 -0.89 -0.28 038 0.73 0.90 -0.05 0.29 0.65 0.85 0.95 -0.85 -0.08 0.48 0.79 0.92 
3 -0.65 -0.18 0.52 0.76 0.89 0.59 0.71 0.88 0.94 0.97 
-0.03 030 0.67 0.88 0.95 
4 1 -0.57 -0.18 0.26 0.66 0.84 -0.08 0.19 0.49 0.77 0.89 -0.34 0.02 036 0.71 0.86 2 -0.61 -0.18 0.26 0.63 0.81 0.53 0.65 0.78 0.89 0.94 -0.51 0.07 0.47 0.79 0.90 
5 1 -0.41 -0.10 0.21 0.60 0.78 0.22 0.39 0.56 0.78 0.88 
-0.08 0.17 0.42 0.67 0.83 
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Table 6.14 - Modified 5-Number Summaries for Relative Measures for a Single 
Application of a Circular BSA(50, n, ci) and Various 
Variance Approximation Techniques 
Population 
Structure n a Truncated HT Approx 1 Approx 2 
Circular 
Ordering, 





1 -1.71 -0.31 0.54 0.90 0.98 -1.59 -0.25 0.56 0.90 0.98 -1.73 -0.31 0.54 0.90 0.98 
2 -1.55 -0.29 0.53 0.90 0.98 -1.32-0.17 0.57 0.91 0.99 -1.50-0.26 0.54 0.90 0.98 
3 -1.46-0.21 0.57 0.91 0.99 -1.11 -0.04 0.63 0.92 0.99 
-1.46-0.16 0.59 0.91 0.99 
5 
1 -0.94-0.40 0.11 0.49 0.70 -0.58 -0.14 0.27 0.58 0.76 -0.82 -0.30 0.17 0.53 0.73 
2 -0.80-0.36 0.15 0.52 0.74 -0.10 0.17 0.48 0.71 0.84 
-0.63-0.16 0.25 0.62 0.78 
3 -0.63 -0.19 0.26 0.56 0.75 0.37 0.54 0.72 0.83 0.91 
-0.54 0.07 0.46 0.72 0.87 
8 I -0.82 -0.43 -0.04 0.32 0.54 -0.18 0.07 0.33 0.56 0.70 -0.58 -0.21 0.13 0.41 0.61 2 -0.63 -0.30 0.05 0.37 0.58 0.57 0.66 0.75 0.84 0.89 -0.36 0.03 0.36 0.61 0.75 
Circular 
Ordering, 





1 -1.86 -0.34 0.56 0.90 0.99 -1.74-0.28 0.58 0.91 0.99 
-1.81 -0.34 0.57 0.90 0.99 
2 -1.75 -0.28 0.56 0.90 0.98 -1.50-0.16 0.60 0.90 0.98 
-1.65 -0.24 0.56 0.89 0.98 
3 -1.59 -0.22 0.60 0.90 0.99 -1.22-0.05 0.65 0.91 0.99 
-1.51 -0.17 0.61 0.90 0.98 
5 
1 -1.09 -0.50 0.07 0.50 0.72 -0.70-0.22 0.24 0.59 0.77 -0.97 -0.38 0.13 0.54 0.75 
2 -1.01 -0.37 0.15 0.50 0.72 -0.22 0.17 0.48 0.69 0.83 -0.74-0.15 0.32 0.61 0.78 
3 -0.83 -0.33 0.18 0.55 0.75 0.30 0.49 0.68 0.83 0.91 -0.68 0.01 0.43 0.72 0.87 
8 1 -0.99 -0.56 -0.13 0.27 0.54 -0.29 -0.02 0.26 0.52 0.70 -0.71 -0.32 0.06 0.40 0.63 2 -0.92 -0.49 -0.09 0.30 0.56 0.49 0.61 0.71 0.82 0.88 -0.46 -0.03 0.29 0.59 0.77 
Circular 
Ordering, 





1 -1.90-0.45 0.46 0.89 0.98 -1.77 -0.39 0.49 0.89 0.98 
-1.86 -0.44 0.47 0.89 0.98 
2 -1.88 -0.43 0.44 0.88 0.98 -1.62-0.30 0.49 0.89 0.98 -1.94-0.41 0.46 0.89 0.98 
3 -1.72 -0.39 0.47 0.89 0.98 
-1.33-0.19 0.54 0.91 0.99 -1.63 -0.34 0.49 0.90 0.99 
5 
1 -1.03 -0.56 -0.05 0.36 0.60 -0.65 -0.27 0.15 0.48 0.67 -0.82 -0.42 0.04 0.41 0.64 
2 -1.09-0.58-0.10 0.31 0.57 -0.28 0.04 0.33 0.58 0.74 
-0.76 -0.32 0.13 0.49 0.66 
3 -1.12 -0.64 -0.13 0.32 0.59 0.19 0.37 0.56 0.74 0.84 -0.65-0.15 0.27 0.61 0.86 
8 1 -1.00 -0.64 -0.28 0.07 0.32 -0.30-0.07 0.17 0.39 0.56 -0.63 -0.30 0.00 0.28 0.46 2 -1.30 -0.91 -0.46 -0.08 0.19 0.40 0.50 0.62 0.72 0.79 -0.56-0.24 0.08 0.40 0.67 
Circular 
Ordering, 





1 -1.73 -0.33 0.56 0.90 0.98 -1.61 -0.27 0.58 0.90 0.98 -1.74-0.33 0.57 0.90 0.98 
2 -1.67 -0.23 0.59 0.90 0.98 -1.43-0.12 0.63 0.91 0.98 -1.59 -0.22 0.59 0.90 0.98 
3 -1.52 -0.22 0.59 0.90 0.98 
-1.16-0.05 0.65 0.91 0.98 -1.48 -0.20 0.61 0.90 0.98 
5 
I -0.99 -0.44 0.08 0.49 0.73 -0.62-0.17 0.25 0.58 0.78 
-0.82 -0.33 0.15 0.52 0.75 
2 -0.97 -0.43 0.13 0.52 0.73 
-0.20 0.13 0.47 0.71 0.83 -0.75 -0.18 0.32 0.61 0.79 
3 -0.75 -0.29 0.18 0.54 0.77 0.33 0.50 0.68 0.82 0.91 
-0.47 0.01 0.40 0.71 0.88 
8 1 -0.81 -0.40-0.04 0.30 0.54 -0.18 0.09 0.32 0.55 0.70 -0.48 -0.16 0.14 0.42 0.62 2 -0.83 -0.46 -0.03 0.32 0.57 0.52 0.62 0.73 0.82 0.89 -0.46 -0.03 0.32 0.58 0.77 
Circular 
Ordering, 





1 -1.80 -0.39 0.52 0.89 0.98 -1.68 -0.33 0.54 0.90 0.98 -1.77-0.40 0.51 0.89 0.98 
2 -1.72-0.33 0.53 0.90 0.98 -1.47 -0.21 0.57 0.91 0.98 -1.71 -0.34 0.51 0.91 0.98 
3 -1.58 -0.26 0.55 0.91 0.98 -1.21 -0.08 0.62 0.92 0.99 
-1.57-0.24 0.57 0.91 0.98 
5 
1 -1.06-0.43 0.05 0.44 0.67 
-0.68 -0.16 0.23 0.55 0.73 -0.84-0.29 0.14 0.49 0.71 
2 -1.09-0.57 0.00 0.45 0.65 -0.28 0.04 0.39 0.66 0.79 
-0.88 -0.30 0.19 0.53 0.74 
3 -1.13 -0.46 0.03 0.46 0.71 0.18 0.44 0.63 0.79 0.89 
-0.84 -0.21 0.32 0.66 0.83 
8 1 -0.90 -0.55 -0.12 0.22 0.47 -0.23 0.00 0.27 0.49 0.66 -0.51 -0.21 0.11 0.37 0.59 2 -1.12 -0.76 -0.30 0.09 038 0.44 0.54 0.66 0.76 0.84 
-0.51 -0.15 0.17 0.44 0.64 
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Table 6.14 (continued) 
Population 
Structure Truncated HT Approx I Approx 2 
Circular 
Ordering, 




-1.81 -0.40 0.51 0.89 0.98 
-1.69 -0.34 0.53 0.89 0.99 -1.77 -0.38 0.51 0.89 0.98 
-1.74-0.38 0.49 0.88 0.99 -1.49 -0.25 0.53 0.90 0.99 -1.64 -0.36 0.51 0.88 0.99 
-1.70-0.38 0.50 0.88 0.99 
-1.32-0.19 0.57 0.90 0.99 -1.62-0.31 0.52 0.89 0.99 
-1.15-0.58-0.01 0.43 0.66 
-0.75 -0.29 0.18 0.53 0.72 -0.91 -0.44 0.09 0.48 0.69 
-1.39 -0.72-0.11 0.38 0.61 -0.45 -0.05 0.32 0.62 0.76 -1.01 -0.39 0.15 0.50 0.71 
-1.44 -0.83 -0.20 0.33 0.61 0.06 0.30 0.54 0.74 0.85 -0.72 -0.23 0.27 0.63 0.87 
-1.05 -0.70 -0.26 0.15 0.41 
-0.33 -0.10 0.18 0.45 0.62 -0.55 -0.28 0.05 0.35 0.56 
-1.62-1.20-0.65-0.17 0.25 0.31 0.42 0.57 0.69 0.80 -0.72 -0.34 0.08 0.46 0.75 
Linear 
Ordering, 




-1.69-0.41 0.52 0.89 0.99 
-1.57 -0.35 0.54 0.90 0.99 -1.76-0.38 0.53 0.89 0.99 
-1.33 -0.28 0.55 0.90 0.99 -1.12-0.16 0.59 0.91 0.99 -1.47 -0.23 0.56 0.90 0.99 
-1.29-0.23 0.57 0.89 0.99 -0.97 -0.06 0.63 0.91 0.99 -1.40-0.19 0.59 0.90 0.99 
-0.98 -0.36 0.13 0.45 0.68 -0.61 -0.11 0.29 0.55 0.74 -0.82-0.29 0.20 0.50 0.71 
-0.87 -0.33 0.17 0.49 0.69 -0.14 0.19 0.49 0.69 0.81 -0.59-0.17 0.30 0.61 0.78 
-0.77 -0.23 0.26 0.52 0.71 0.32 0.53 0.72 0.82 0.89 -0.53 -0.02 0.44 0.68 0.84 
-0.85 -0.45 -0.01 0.28 0.51 -0.20 0.06 0.34 0.53 0.68 -0.61 -0.23 0.13 0.40 0.59 
-0.71 -0.34 0.07 0.36 0.53 0.55 0.65 0.76 0.83 0.88 -0.32 0.06 0.38 0.59 0.73 
Linear 
Ordering, 




-1.67 -0.43 0.50 0.89 0.98 
-1.55 -0.37 0.52 0.89 0.98 -1.65 -0.42 0.49 0.89 0.98 
-1.54-0.33 0.55 0.90 0.99 -1.31 -0.21 0.59 0.91 0.99 
-1.58-0.31 0.56 0.91 0.99 
-1.47 -0.30 0.56 0.90 0.98 
-1.12-0.12 0.63 0.91 0.99 -1.47 -0.26 0.57 0.90 0.98 
-1.03 -0.48 0.07 0.43 0.70 
-0.65 -0.20 0.24 0.54 0.75 -0.89 -0.37 0.15 0.47 0.72 
-1.00-0.52 0.10 0.45 0.70 -0.22 0.08 0.45 0.66 0.82 -0.76 -0.30 0.19 0.56 0.77 
-0.88-0.33 0.16 0.51 0.73 
-0.93 -0.55 -0.14 0.23 0.48 
-0.88 -0.49 -0.10 0.23 0.49 
0.28 0.49 0.68 0.81 0.90 -0.56 -0.03 0.37 0.66 0.83 
-0.26 -0.01 0.26 0.50 0.66 -0.65 -0.32 0.04 0.37 0.58 
0.50 0.61 0.71 0.80 0.87 -0.44-0.07 0.27 0.51 0.70 
Linear 
Ordering, 




-1.88 -0.40 0.49 0.88 0.98 -1.75-0.34 0.51 0.89 0.98 -1.86 -0.40 0.49 0.88 0.98 
-1.73 -0.35 0.50 0.87 0.98 -1.48-0.23 0.55 0.88 0.98 -1.69-0.36 0.51 0.88 0.98 
-1.64-0.32 0.50 0.89 0.99 -1.26-0.13 0.57 0.90 0.99 -1.61 -0.29 0.53 0.89 0.99 
-1.17 -0.50 0.01 0.42 0.65 -0.77 -0.22 0.19 0.53 0.71 -0.95 -0.37 0.09 0.48 0.69 
-1.34 -0.61 -0.10 0.33 0.66 -0.43 0.02 0.33 0.59 0.79 -1.03-0.35 0.13 0.50 0.71 
-1.30 -0.66 -0.08 0.34 0.61 0.11 0.36 0.58 0.75 0.85 -0.69 -0.19 0.27 0.61 0.82 
-1.11 -0.62 -0.23 0.11 0.36 -0.37 -0.05 0.20 0.42 0.58 -0.65 -0.29 0.03 0.31 0.54 
-1.47 -0.95 -0.46 -0.09 0.23 0.35 0.49 0.61 0.71 0.80 -0.62 -0.23 0.12 0.40 0.67 
Linear 
Ordering, 




-1.76-0.36 0.53 0.90 0.98 -1.64-0.30 0.55 0.90 0.98 -1.74-0.35 0.53 0.90 0.98 
-1.70-0.31 0.55 0.90 0.98 -1.46-0.19 0.59 0.91 0.98 -1.72-0.33 0.55 0.91 0.98 
-1.50 -0.22 0.56 0.91 0.98 -1.15 -0.05 0.63 0.92 0.98 -1.39 -0.18 0.58 0.91 0.98 
-0.91 -0.40 0.11 0.50 0.74 -0.56-0.14 0.28 0.60 0.79 -0.75 -0.30 0.18 0.55 0.76 
-0.98-0.42 0.11 0.48 0.70 -0.20 0.13 0.46 0.68 0.82 -0.68 -0.16 0.25 0.56 0.76 
-0.74-0.35 0.18 0.54 0.75 0.33 0.48 0.68 0.82 0.90 -0.60 0.01 0.45 0.72 0.87 
-0.77 -0.40 -0.03 0.34 0.57 
-0.15 0.09 0.33 0.57 0.72 -0.51 -0.15 0.19 0.47 0.67 
-0.81 -0.45 -0.08 0.27 0.53 0.52 0.62 0.72 0.81 0.88 -0.39 -0.03 0.27 0.55 0.74 
Linear 
Ordering, 




-1.82-0.53 0.40 0.90 0.99 -1.70-0.46 0.42 0.91 0.99 -1.79-0.53 0.40 0.90 0.99 
-1.77 -0.44 0.42 0.90 0.99 
-1.52-0.31 0.48 0.91 0.99 -1.72-0.41 0.44 0.90 0.99 
-1.54-0.38 0.45 0.91 0.99 -1.18 -0.18 0.53 0.92 0.99 -1.53 -0.35 0.47 0.91 0.99 
-0.80 -0.42 -0.04 0.31 0.56 -0.47 -0.16 0.16 0.44 0.65 -0.65 -0.29 0.05 0.37 0.60 
-0.82 -0.49 -0.06 0.27 0.49 -0.11 0.09 0.35 0.56 0.69 -0.68 -0.26 0.14 0.41 0.63 
-0.80 -0.44 -0.03 0.32 0.54 0.31 0.45 0.60 0.74 0.82 -0.74 -0.14 0.25 0.55 0.76 
-0.75 -0.48 -0.18 0.09 0.32 -0.14 0.04 0.23 0.41 0.56 -0.43 -0.20 0.05 0.29 0.48 
-0.97 -0.66 -0.31 -0.01 0.21 0.48 0.56 0.66 0.73 0.79 
-0.52 -0.18 0.15 0.40 0.61 
159 












1 -1.67 -0.56 0.43 0.87 0.98 -1.56-0.49 0.46 0.88 0.98 -1.61 -0.54 0.43 0.87 0.98 
2 -1.61 -0.51 0.44 0.88 0.98 -1.38 -0.37 0.49 0.89 0.98 -1.67-0.49 0.45 0.88 0.98 
3 -1.72 -0.52 0.43 0.86 0.97 -1.33 -0.30 0.51 0.88 0.98 -1.62-0.46 0.46 0.87 0.97 
5 
1 -0.93 -0.48 -0.05 0.33 0.59 -0.57 -0.20 0.14 0.45 0.67 -0.73 -0.32 0.05 0.39 0.63 
2 -1.17-0.62-0.18 0.22 0.48 -0.32 0.01 0.28 0.53 0.68 -0.76 -0.33 0.05 0.41 0.63 
3 -1.32 -0.74 -0.24 0.16 0.46 0.11 0.33 0.52 0.68 0.79 -0.69-0.21 0.19 0.54 0.86 







1 -1.82-0.56 0.43 0.85 0.96 -1.70-0.49 0.46 0.86 0.97 
-1.76-0.52 0.45 0.85 0.96 
2 -1.84-0.61 0.37 0.81 0.94 -1.58-0.46 0.42 0.83 0.94 -1.71 -0.53 0.39 0.82 0.94 
3 -1.83 -0.67 0.32 0.78 0.91 -1.43 -0.43 0.42 0.81 0.93 -1.63 -0.55 0.37 0.79 0.91 
5 
1 -0.83 -0.55 -0.22 0.27 0.51 -0.49 -0.26 0.00 0.40 0.60 -0.60 -0.36 -0.09 0.35 0.59 
2 -1.17-0.76-0.39-0.05 0.13 -0.32-0.07 0.15 0.36 0.47 -0.51 -0.35 -0.08 0.28 0.44 
3 -1.58 -1.27-0.86-0.41 -0.10 0.01 0.13 0.28 0.46 0.58 -0.76-0.47-0.15 0.43 1.25 







1 -1.87 -0.52 0.43 0.86 0.97 -1.75 -0.45 0.46 0.86 0.97 -1.81 -0.49 0.44 0.85 0.97 
2 -1.85 -0.59 0.38 0.82 0.96 -1.59-0.44 0.44 0.83 0.96 -1.72-0.52 0.41 0.82 0.96 
3 -1.83 -0.61 0.31 0.78 0.94 -1.43 -0.38 0.41 0.81 0.95 -1.63-0.49 0.35 0.79 0.94 
5 
1 -0.87 -0.53 -0.19 0.25 0.53 -0.52 -0.25 0.03 0.39 0.62 -0.61 -0.35 -0.06 0.34 0.60 
2 -1.10 -0.75-0.40 -0.02 0.25 -0.28 -0.07 0.15 0.38 0.55 -0.52-0.31 -0.04 0.31 0.50 
3 -1.47-1.14-0.77-0.33 0.03 0.05 0.18 0.32 0.49 0.63 -0.71 -0.41 -0.08 0.50 1.17 







1 -1.79-0.53 0.49 0.90 0.99 -1.67 -0.47 0.51 0.90 0.99 -1.73 -0.50 0.50 0.90 0.99 
2 -1.87-0.60 0.43 0.86 0.98 -1.61 -0.45 0.48 0.87 0.98 -1.74-0.54 0.44 0.86 0.98 
3 -2.08 -0.73 0.36 0.83 0.97 -1.64-0.48 0.45 0.86 0.98 -1.86 -0.64 0.39 0.84 0.98 
5 
1 -0.99 -0.56 -0.15 0.27 0.61 -0.62 -0.27 0.06 0.40 0.69 -0.75 -0.38 -0.01 0.36 0.67 
2 -1.38 -0.91 -0.43 -0.06 0.30 -0.45 -0.17 0.13 0.35 0.57 -0.86 -0.46 -0.08 0.24 0.61 
3 -2.19 -1.58 -0.97 -0.45 0.05 -0.23 0.01 0.24 0.44 0.63 -1.03 -0.57 -0.14 0.45 1.10 







1 -1.69 -0.28 0.58 0.91 0.99 -1.58 -0.23 0.60 0.91 0.99 -1.65 -0.28 0.58 0.91 0.99 
2 -1.63 -0.27 0.58 0.91 0.98 -1.40-0.15 0.62 0.92 0.99 -1.61 -0.26 0.59 0.92 0.99 
3 -1.65-0.30 0.57 0.91 0.98 -1.27-0.11 0.63 0.92 0.99 -1.64 -0.26 0.59 0.91 0.98 
5 
I -1.07 -0.41 0.18 0.54 0.78 -0.68 -0.14 0.33 0.63 0.82 -0.86 -0.28 0.25 0.59 0.80 
2 -1.09 -0.55 0.08 0.50 0.72 -0.28 0.05 0.44 0.69 0.83 -0.75 -0.22 0.26 0.60 0.80 
3 -1.43 -0.67 0.01 0.44 0.72 0.07 0.36 0.62 0.78 0.89 -0.66-0.11 0.36 0.70 0.89 
8 1 -0.90 -0.40 0.02 0.37 0.60 -0.23 0.09 0.37 0.59 0.74 -0.46 -0.07 0.25 0.53 0.70 2 -1.25-0.70-0.17 0.25 0.50 0.41 0.55 0.69 0.80 0.87 -0.34 0.02 0.38 0.66 0.88 
No Trend 
2 
1 -1.46-0.28 0.56 0.90 0.98 -1.35-0.22 0.58 0.90 0.98 -1.44 -0.26 0.56 0.90 0.98 
2 -1.40-0.23 0.57 0.89 0.98 -1.18 -0.12 0.61 0.90 0.98 
-1.41 -0.23 0.58 0.90 0.98 
3 -1.25-0.16 0.59 0.89 0.98 -0.93 0.01 0.65 0.91 0.98 -1.22-0.10 0.60 0.90 0.98 
5 
1 -0.75 -0.23 0.20 0.52 0.73 -0.43 0.00 0.35 0.61 0.78 -0.59 -0.13 0.27 0.56 0.75 
2 -0.75 -0.19 0.20 0.52 0.73 -0.07 0.27 0.51 0.71 0.83 
-0.59-0.08 031 0.61 0.78 
3 -0.55-0.11 0.29 0.55 0.73 0.41 0.57 0.73 0.83 0.90 
-0.34 0.06 0.45 0.69 0.84 
8 1 -0.41 -0.11 0.19 0.43 0.59 0.08 0.28 0.47 0.63 0.73 -0.18 0.07 035 0.54 0.68 2 -0.48 -0.17 0.15 0.39 0.59 0.61 0.69 0.78 0.84 0.89 
-0.24 0.17 0.42 0.61 0.78 
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Table 6.15 — Modified 5-Number Summaries for Relative Measures for a Single 
Application of a Circular BSA(75, n, a) and Various 
Variance Approximation Techniques 
Population 
Structure n a Truncated HT Approx I Approx 2 
Circular 
Ordering, 





I -1.68 -0.32 0.57 0.91 0.98 
-1.61 -0.28 0.58 0.91 0.98 
-1.71 -0.32 0.57 0.91 0.98 
2 -1.62 -0.26 0.57 0.91 0.98 
-1.46-0.19 0.60 0.92 0.98 
-1.64-0.25 0.57 0.91 0.98 
3 -1.48 -0.22 0.60 0.92 0.99 
-1.26 -0.11 0.64 0.92 0.99 
-1.48 -0.23 0.61 0.92 0.99 
5 
1 -1.07 -0.43 0.15 0.52 0.78 
-0.82 -0.26 0.25 0.58 0.81 
-0.98 -0.35 0.19 0.55 0.79 
2 
-0.99-0.42 0.12 0.53 0.78 
-0.50-0.07 0.34 0.64 0.83 
-0.85 -0.27 0.22 0.57 0.81 
3 -0.91 -0.36 0.19 0.53 0.78 
-0.20 0.15 0.49 0.71 0.86 
-0.63 -0.12 0.35 0.65 0.84 
8 
1 -0.85 -0.42 0.01 0.34 0.59 
-0.45 -0.12 0.22 0.48 0.68 
-0.70 -0.27 0.12 0.43 0.64 
2 
-0.84 -0.38 0.02 0.34 0.56 
-0.02 0.23 0.45 0.63 0.76 
-0.53 -0.15 0.23 0.53 0.70 
3 -0.70 -0.33 0.06 0.39 0.60 0.47 0.59 0.71 0.81 0.88 
-0.31 0.09 0.41 0.64 0.82 
Circular 
Ordering, 





I -1.80-0.30 0.56 0.89 0.98 
-1.72-0.27 0.57 0.90 0.98 
-1.78 -0.29 0.56 0.89 0.98 
2 -1.72-0.29 0.56 0.89 0.98 
-1.56-0.22 0.58 0.90 0.98 
-1.70-0.28 0.57 0.89 0.98 
3 -1.55-0.26 0.57 0.90 0.98 
-1.32 -0.15 0.61 0.90 0.98 
-1.58 -0.23 0.58 0.90 0.98 
5 
1 
-1.12 -0.45 0.13 0.52 0.72 
-0.87 -0.28 0.23 0.58 0.75 
-1.04-0.38 0.19 0.55 0.74 
2 
-1.19-0.45 0.11 0.49 0.71 
-0.66 -0.10 0.32 0.62 0.78 
-1.07 -0.30 0.20 0.56 0.74 
3 
-1.02 -0.39 0.14 0.53 0.75 
-0.26 0.13 0.47 0.71 0.84 
-0.84 -0.21 0.32 0.64 0.82 
8 
1 
-0.94 -0.50 -0.01 0.34 0.56 
-0.53-0.18 0.21 0.48 0.66 
-0.77 -0.34 0.12 0.43 0.64 
2 
-1.04 -0.56 -0.06 0.34 0.51 
-0.14 0.13 0.41 0.64 0.73 
-0.68 -0.21 0.16 0.49 0.68 
3 -0.98 -0.48 -0.05 0.30 0.54 0.38 0.54 0.67 0.78 0.86 
-0.54 -0.09 0.32 0.60 0.79 
Circular 
Ordering, 





1 -1.77-0.42 0.46 0.88 0.98 
-1.69-0.38 0.48 0.88 0.98 
-1.73 -0.40 0.46 0.88 0.98 
2 
-1.78 -0.45 0.46 0.89 0.98 
-1.62-0.37 0.49 0.89 0.98 
-1.73 -0.44 0.47 0.89 0.98 
3 -1.77 -0.47 0.46 0.88 0.98 
-1.53 -0.34 0.51 0.89 0.98 
-1.73 -0.44 0.47 0.88 0.98 
5 
1 -0.98 -0.45 0.01 0.39 0.63 
-0.74 -0.28 0.13 0.46 0.67 
-0.84 -0.35 0.09 0.43 0.65 
2 
-1.12-0.59-0.03 0.31 0.58 
-0.60 -0.20 0.22 0.48 0.68 
-0.87 -0.41 0.08 0.41 0.64 
3 
-1.22-0.64-0.14 0.27 0.55 
-0.39 -0.03 0.29 0.54 0.72 
-0.79 -0.30 0.13 0.47 0.73 
8 
1 -0.92 -0.47 -0.17 0.14 0.40 
-0.51 -0.15 0.08 0.33 0.53 
-0.64 -0.27 0.03 0.27 0.48 
2 
-1.23-0.81 -0.35-0.01 0.30 
-0.24-0.01 0.25 0.44 0.61 
-0.65 -0.27 0.07 0.37 0.55 
3 -1.61 -1.07 -0.56 -0.17 0.14 0.19 0.35 0.51 0.64 0.73 
-0.74-0.30 0.10 0.46 0.79 
Circular 
Ordering, 






-1.70-0.35 0.57 0.90 0.99 
-1.62-0.31 0.58 0.90 0.99 
-1.67 -0.34 0.57 0.90 0.99 
2 -1.87 -0.39 0.58 0.91 0.99 
-1.70-0.31 0.60 0.92 0.99 
-1.85 -0.36 0.57 0.91 0.99 
3 
-1.60 -0.32 0.58 0.92 0.99 
-1.37 -0.20 0.61 0.92 0.99 
-1.69 -0.30 0.58 0.92 0.99 
5 
1 
-0.98 -0.46 0.09 0.52 0.75 
-0.75 -0.29 0.20 0.58 0.78 
-0.87 -0.37 0.15 0.54 0.76 
2 -0.94 -0.41 0.08 0.49 0.69 
-0.47-0.07 0.31 0.61 0.76 
-0.81 -0.28 0.19 0.54 0.71 
3 
-0.93 -0.40 0.11 0.52 0.75 
-0.21 0.12 0.45 0.70 0.84 
-0.70-0.18 0.28 0.61 0.82 
8 
1 
-0.73 -0.40 -0.06 0.34 0.59 
-0.36-0.10 0.17 0.48 0.68 
-0.55 -0.22 0.08 0.41 0.64 
2 
-0.88 -0.44 -0.10 0.3 1 0.53 
-0.04 0.20 0.39 0.62 0.74 
-0.56-0.19 0.20 0.50 0.66 
3 
-0.83 -0.44 -0.03 0.31 0.55 0.43 0.55 0.68 0.78 0.86 
-0.41 -0.01 0.32 0.59 0.78 
Circular 
Ordering, 






-1.76 -0.32 0.55 0.90 0.98 
-1.68 -0.29 0.57 0.90 0.98 
-1.74-0.32 0.55 0.90 0.98 
2 
-1.84 -0.35 0.52 0.89 0.98 
-1.67 -0.27 0.55 0.90 0.98 
-1.84 -0.33 0.53 0.90 0.98 
3 
-1.72 -0.28 0.55 0.89 0.98 
-1.47 -0.17 0.59 0.90 0.98 
-1.73 -0.25 0.55 0.90 0.98 
5 
1 -1.14-0.44 0.09 0.48 0.70 
-0.89 -0.27 0.19 0.54 0.74 
-0.96 -0.35 0.14 0.51 0.72 
2 
-1.16-0.53 0.04 0.44 0.66 
-0.64-0.16 0.28 0.58 0.74 
-1.01 -0.40 0.13 0.51 0.71 
3 
-1.22 -0.55 0.03 0.44 0.68 
-0.39 0.03 0.39 0.65 0.80 
-0.91 -0.32 021 0.57 0.77 
8 
1 
-0.92 -0.53 -0.06 0.26 0.53 
-0.51 -0.20 0.17 0.42 0.63 
-0.61 -0.30 0.07 0.36 0.58 
2 -1.16 -0.69-0.20 0.18 0.42 
-0.20 0.06 0.33 0.54 0.68 
-0.68 -031 0.09 0.38 0.59 
3 
-1.16 -0.72 -0.25 0.15 0.43 0.33 0.47 0.61 0.74 0.82 
-0.66-0.21 0.18 0.51 0.76 
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Table 6.15 (continued) 
Population 
Structure n a Truncated HT Approx 1 Approx 2 
Circular 
Ordering, 





1 -1.63 -0.42 0.46 0.89 0.98 -1.55 -0.38 0.47 0.89 0.98 
-1.60-0.40 0.47 0.89 0.98 
2 -1.66-0.43 0.43 0.88 0.98 -1.51 -0.34 0.46 0.89 0.98 -1.62-0.41 0.43 0.88 0.98 
3 -1.67 -0.45 0.44 0.89 0.98 -1.43 -0.32 0.49 0.90 0.98 
-1.66-0.42 0.45 0.89 0.98 
5 
1 -1.00 -0.49 0.05 0.38 0.62 -0.77 -0.31 0.16 0.46 0.66 -0.84-0.36 0.13 0.43 0.64 
2 -1.18 -0.63 -0.04 0.30 0.56 -0.65 -0.23 0.21 0.47 0.66 
-0.94 -0.44 0.05 0.39 0.63 
3 -1.33 -0.71 -0.13 0.26 0.55 -0.46 -0.07 0.29 0.54 0.72 -0.79-0.33 0.15 0.50 0.74 
8 
1 -0.89-0.50 -0.13 0.21 0.40 -0.48-0.17 0.11 0.38 0.53 -0.61 -0.27 0.07 0.34 0.50 
2 -1.20 -0.82 -0.36 -0.03 0.21 -0.22 -0.01 0.24 0.43 0.56 -0.59-0.31 0.05 0.37 0.59 
3 -1.69 -1.23 -0.73 -0.28 0.05 0.16 0.30 0.46 0.60 0.70 
-0.75 -0.38 0.03 0.44 0.85 
Linear 
Ordering, 





1 -1.78 -0.33 0.55 0.91 0.99 -1.70-0.30 0.56 0.91 0.99 
-1.76-0.33 0.56 0.91 0.99 
2 -1.70-0.32 0.54 0.91 0.99 -1.54-0.24 0.56 0.91 0.99 
-1.66-0.30 0.54 0.91 0.99 
3 -1.59 -0.25 0.56 0.91 0.99 -1.36-0.13 0.60 0.92 0.99 -1.54-0.22 0.57 0.91 0.99 
5 
1 -0.99 -0.39 0.14 0.52 0.74 -0.75 -0.23 0.24 0.58 0.77 -0.90 -0.32 0.18 0.54 0.76 
2 -1.07-0.36 0.16 0.53 0.76 -0.57 -0.03 0.37 0.65 0.82 -0.82 -0.25 0.25 0.58 0.77 
3 -0.86-0.30 0.19 0.54 0.76 -0.16 0.19 0.49 0.71 0.85 
-0.66-0.12 0.34 0.65 0.82 
8 
1 -0.77 -0.40 0.00 0.34 0.58 -0.39-0.10 0.21 0.48 0.67 -0.66-0.26 0.11 0.41 0.62 
2 -0.84 -0.39 0.04 0.34 0.57 -0.02 0.23 0.47 0.63 0.76 -0.51 -0.12 0.24 0.50 0.70 
3 -0.67 -0.28 0.08 0.38 0.59 0.48 0.60 0.71 0.81 0.87 
-0.30 0.07 0.38 0.64 0.81 
Linear 
Ordering, 





1 -1.65 -0.33 0.53 0.89 0.98 -1.57 -0.29 0.55 0.90 0.98 
-1.64-0.32 0.53 0.89 0.98 
2 -1.69-0.28 0.55 0.90 0.98 -1.54-0.21 0.58 0.91 0.99 -1.71 -0.28 0.56 0.90 0.98 
3 -1.49 -0.23 0.57 0.90 0.98 -1.27-0.12 0.61 0.91 0.98 -1.45 -0.23 0.58 0.90 0.98 
5 
1 -1.15-0.39 0.15 0.49 0.70 -0.90-0.23 0.25 0.55 0.74 -1.06-0.32 0.19 0.52 0.72 
2 -1.19-0.43 0.18 0.48 0.72 -0.66 -0.08 0.38 0.60 0.79 -1.07-0.31 0.26 0.53 0.75 
3 -1.19-0.32 0.18 0.51 0.71 -0.37 0.18 0.49 0.69 0.82 -0.89-0.12 0.33 0.62 0.81 
8 
1 -1.04 -0.46 0.00 0.32 0.54 -0.60 -0.15 0.22 0.47 0.64 -0.76-0.31 0.13 0.41 0.58 
2 -1.13 -0.50 -0.01 0.30 0.51 -0.18 0.16 0.44 0.61 0.73 -0.72-0.31 0.19 0.49 0.66 
3 -1.10-0.48 0.03 0.32 0.53 0.35 0.54 0.70 0.79 0.85 -0.62 -0.07 0.37 0.61 0.79 
Linear 
Ordering, 





1 -1.69 -0.43 0.48 0.89 0.98 -1.61 -0.39 0.50 0.89 0.98 -1.67 -0.42 0.48 0.89 0.98 
2 -1.73 -0.48 0.42 0.88 0.98 -1.57 -0.40 0.45 0.89 0.98 -1.70-0.46 0.42 0.88 0.98 
3 -1.70-0.42 0.47 0.88 0.98 -1.46-0.29 0.52 0.89 0.98 -1.66-0.37 0.47 0.88 0.98 
5 
1 -0.94 -0.47 -0.01 0.36 0.61 -0.71 -0.30 0.11 0.44 0.65 -0.79 -0.37 0.06 0.41 0.63 
2 -1.13 -0.58 -0.07 0.32 0.60 -0.61 -0.19 0.19 0.49 0.69 -0.87 -0.38 0.05 0.40 0.64 
3 -1.19-0.65-0.15 0.28 0.55 -0.37 -0.03 0.28 0.55 0.72 -0.80 -0.33 0.12 0.48 0.72 
8 
1 -0.85-0.50-0.16 0.12 0.36 -0.45-0.18 0.09 0.31 0.50 -0.55-0.27 0.01 0.23 0.45 
2 -1.13-0.75-0.39 -0.03 0.27 •0.18 0.03 0.23 0.43 0.60 -0.63 -0.29 0.05 0.32 0.56 








1 -1.65-0.43 0.44 0.91 0.99 -1.58 -0.39 0.46 0.91 0.99 -1.66-0.43 0.44 0.91 0.99 
2 -1.50-0.37 0.48 0.90 0.99 -1.36 -0.29 0.51 0.91 0.99 -1.49-0.34 0.49 0.90 0.99 
3 -1.49 -0.35 0.49 0.90 0.99 -1.26-0.23 0.54 0.91 0.99 -1.53 -0.33 0.51 0.91 0.99 
5 
1 -0.87 -0.39 0.08 0.42 0.67 -0.65 -0.22 0.18 0.48 0.71 -0.77 -0.30 0.14 0.45 0.69 
2 -0.34 -0.43 0.09 0.38 0.63 -0.39-0.08 0.31 0.53 0.72 -0.72 -0.32 0.18 0.44 0.67 
3 -0.83 -0.38 0.10 0.42 0.66 -0.14 0.14 0.44 0.64 0.78 
-0.62-0.17 026 0.56 0.77 
8 
1 -0.71 -0.37 0.00 0.26 0.50 -0.35 -0.07 0.22 0.42 0.61 -0.53 -0.20 0.13 035 0.56 
2 -0.72 -0.43 -0.08 0.20 0.49 0.04 0.20 0.40 0.56 0.72 
-0.52-0.14 0.14 0.43 0.63 
3 -0.68 -0.36 -0.04 0.24 0.45 0.48 0.57 0.68 0.76 0.83 








1 -1.77 -0.37 0.49 0.89 0.98 -1.70-0.33 0.51 0.89 0.98 
-1.76-0.37 0.50 0.88 0.98 
2 -1.75-0.39 0.50 0.89 0.98 -1.59-0.30 0.53 0.90 0.99 -L71 -0.35 0.51 0.89 0.99 
3 -1.68-0.32 0.50 0.90 0.99 -1.44-0.20 0.54 0.91 0.99 
-1.64-0.31 031 0.90 0.99 
5 
1 -0.99 -0.42 0.05 0.43 0.67 -0.76-0.25 0.16 0.49 0.71 
-0.84-0.32 0.11 0.46 0.69 
2 -1.14-0.52 0.00 0.40 0.64 -0.62-0.15 0.24 0.55 0.73 
-0.94 -0.37 0.14 0.48 0.67 
3 -1.09 -0.50 0.01 0.40 0.65 -0.31 0.06 0.38 0.62 0.78 -0.85 -0.27 0.19 0.54 0.76 
8 
1 -0.85-0.44-0.06 0.23 0.46 -0.45 -0.13 0.17 0.40 0.58 
-0.57 -0.24 0.06 032 0.53 
2 -1.02-0.66 -0.22 0.12 0.37 
-0.12 0.08 0.32 0.51 0.65 -0.62 -032 0.07 0.37 0.60 
3 -1.10 -0.68 -0.27 0.11 037 0.35 0.48 0.61 0.72 0.80 
-0.58 -0.19 0.16 0.47 0.70 
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Table 6.15 (continued) 
Population 








1 -1.81 -0.49 0.45 0.88 0.98 -1.73-0.45 0.47 0.88 0.98 -1.77-0.47 0.45 0.88 0.98 
2 -1.79 -0.46 0.42 0.87 0.98 -1.63 -0.38 0.46 0.88 0.98 
-1.74-0.46 0.44 0.87 0.98 
3 -1.75 -0.49 0.43 0.87 0.98 -1.51 -0.35 0.48 0.88 0.98 -1.66-0.44 0.44 0.87 0.98 
5 
I -0.92 -0.48 -0.04 0.34 0.60 -0.69-0.31 0.08 0.42 0.65 -0.76 -0.37 0.04 0.39 0.63 
2 -1.02-0.64 -0.13 0.26 0.57 -0.53 -0.24 0.14 0.44 0.68 -0.81 -0.42 -0.01 0.34 0.63 
3 -1.17-0.68-0.21 0.22 0.51 -0.36-0.05 0.24 0.51 0.69 -0.74-0.31 0.10 0.47 0.71 
8 
1 -0.80 -0.49 -0.18 0.12 0.35 -0.42-0.17 0.07 0.31 0.49 -0.53 -0.26 0.01 0.27 0.45 
2 -1.11 -0.83 -0.46 -0.07 0.20 -0.17-0.02 0.19 0.41 0.56 
-0.63 -0.31 0.01 0.34 0.57 







1 -1.77 -0.53 0.44 0.87 0.97 -1.70-0.49 0.46 0.87 0.97 -1.74-0.51 0.45 0.87 0.97 
2 -1.85 -0.59 0.39 0.84 0.96 -1.69 -0.50 0.43 0.85 0.96 -1.77 -0.55 0.41 0.84 0.96 
3 -1.82-0.62 0.38 0.82 0.95 -1.57 -0.48 0.43 0.84 0.95 -1.69-0.55 0.40 0.83 0.95 
5 
1 -0.83 -0.51 -0.11 0.32 0.56 -0.61 -0.33 0.02 0.40 0.61 
-0.67 -0.37 0.00 0.38 0.60 
2 -0.76 -0.53 -0.33 -0.15 0.92 -0.34 -0.16-0.01 0.13 0.94 -0.54 -0.34 -0.17 -0.01 0.93 
3 -1.16-0.87-0.45 0.03 0.28 -0.35-0.17 0.09 0.39 0.55 -0.71 -0.43 -0.06 0.49 1.03 
8 
I -0.75 -0.55 -0.27 0.02 0.41 -0.37 -0.22 0.00 0.23 0.53 -0.45 -0.23 -0.07 0.22 0.48 
2 -1.12 -0.93 -0.68 -0.41 0.03 -0.18-0.07 0.07 0.21 0.46 
-0.71 -0.34 0.03 0.44 0.73 







1 -1.77 -0.52 0.43 0.87 0.97 -1.69 -0.48 0.45 0.88 0.98 -1.73-0.50 0.44 0.87 0.97 
2 -1.83 -0.58 0.40 0.84 0.97 -1.67 -0.48 0.43 0.85 0.97 -1.75-0.53 0.41 0.84 0.97 
3 -1.82 -0.60 0.37 0.82 0.96 -1.57 -0.46 0.42 0.84 0.96 -1.70-0.53 0.40 0.83 0.95 
5 
1 -0.83 -0.49 -0.08 0.32 0.56 -0.61 -0.31 0.04 0.40 0.62 -0.67 -0.35 0.02 0.38 0.60 
2 -0.80 -0.56 -0.32 -0.08 0.86 -0.36-0.18 0.00 0.18 0.89 -0.57 -0.36 -0.16 0.05 0.88 
3 -1.19-0.82-0.42 0.02 0.31 -0.37-0.14 0.11 0.39 0.57 -0.74-0.41 -0.03 0.51 1.02 
8 
1 -0.76 -0.53 -0.27 0.03 0.39 -0.38 -0.20 0.01 0.24 0.52 -0.47 -0.25 -0.02 0.24 0.47 
2 -1.13 -0.93 -0.63 -0.36 0.10 -0.18-0.07 0.09 0.25 0.50 -0.74 -0.36 0.04 0.46 0.69 







1 -1.99-0.52 0.49 0.91 0.99 -1.90-0.47 0.50 0.92 0.99 -1.94 -0.50 0.49 0.91 0.99 
2 -1.94-0.53 0.47 0.90 0.98 -1.77-0.44 0.50 0.91 0.98 -1.85-0.48 0.48 0.90 0.98 
3 -2.08 -0.60 0.44 0.89 0.98 -1.80-0.46 0.49 0.90 0.98 -1.94-0.54 0.45 0.88 0.98 
5 
1 -1.00 -0.60 -0.07 0.37 0.68 -0.76 -0.41 0.06 0.45 0.72 -0.82-0.46 0.03 0.43 0.71 
2 -1.18 -0.81 -0.24 0.16 0.65 -0.65 -0.37 0.06 0.36 0.73 -0.92 -0.59 -0.09 0.26 0.69 
3 -1.56-1.10-0.49 0.06 0.44 -0.60-0.31 0.07 0.41 0.65 -0.88 -0.47 0.08 0.60 0.93 
8 
1 -0.95 -0.63 -0.27 0.09 0.47 -0.53 -0.28 0.01 0.29 0.59 -0.59 -0.33 -0.01 0.27 0.56 
2 -1.55-1.19 -0.79-0.33 0.16 -0.41 -0.22 0.01 0.26 0.53 -0.77 -0.37 0.03 0.52 0.77 







1 -1.76-0.51 0.49 0.88 0.98 -1.68 -0.47 0.50 0.89 0.98 -1.72-0.49 0.49 0.88 0.98 
2 -1.80-0.48 0.48 0.88 0.98 -1.64-0.40 0.51 0.89 0.98 -1.73 -0.46 0.49 0.88 0.98 
3 -1.83 -0.55 0.47 0.87 0.98 -1.58 -0.41 0.52 0.88 0.98 -1.76-0.49 0.48 0.87 0.98 
5 
1 -1.00-0.51 -0.01 0.42 0.68 -0.77 -0.33 0.11 0.48 0.72 -0.83 -0.38 0.07 0.46 0.71 
2 -1.09 -0.69 -0.16 0.31 0.61 -0.58 -0.28 0.12 0.48 0.71 -0.83 -0.48 -0.02 0.37 0.68 
3 -1.34 -0.83 -0.29 0.22 0.55 -0.47 -0.14 0.20 0.51 0.72 -0.73 -0.33 0.16 0.57 0.83 
8 
1 -0.85 -0.52 -0.13 0.20 0.45 -0.46 -0.19 0.12 0.37 0.57 -0.54 -0.28 0.06 0.32 0.53 
2 -1.26 -0.88 -0.49 -0.05 0.28 -0.25 -0.04 0.17 0.42 0.60 -0.60 -0.26 0.14 0.47 0.67 
3 -1.91 -l.45-O.97-O.5O-O.il 0.09 0.24 0.39 0.53 0.65 -0.73 -0.41 -0.01 0.48 1.16 
No Trend 
2 
1 -1.69 -0.35 0.53 0.88 0.98 -1.62-0.31 0.54 0.89 0.98 -1.71 -0.34 0.53 0.88 0.98 
2 -1.59 -0.32 0.55 0.90 0.98 -1.44-0.24 0.58 0.90 0.99 
-1.56 -0.34 036 0.90 0.98 
3 -1.53 -0.33 0.56 0.90 0.99 -1.31 -0.21 0.60 0.91 0.99 -1.55 -0.29 0.57 0.90 0.99 
5 
1 -0.85-0.31 0.13 0.47 0.69 -0.63 -0.16 0.23 033 0.73 -0.78 -0.28 0.16 030 0.70 
2 -0.76 -023 0.19 0.46 0.70 -0.34 0.07 0.38 0.59 0.78 
-0.57 -0.09 0.27 0.52 0.74 
3 -0.72 -0.21 0.20 0.52 0.71 -0.08 0.24 0.50 0.70 0.82 
-0.54-0.06 035 0.63 0.80 
8 
1 -0.61 -0.26 0.07 0.32 0.56 -0.27 0.01 0.27 0.46 0.65 -0.50 -0.16 0.12 0.39 0.60 
2 -0.56 -0.18 0.13 037 0.55 0.14 0.34 0.52 0.65 0.75 
-0.32 0.03 0.32 033 0.68 
3 -0.50 -0.16 0.16 0.39 0.57 0.53 0.64 0.74 0.81 0.87 
-0.20 0.15 0.44 0.65 0.81 
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Approximation 2 are typically greater than 1 under populations exhibiting 
linear trend with n = 5 and 8 and a- 3 for N - 50 and 75, and quadratic trend 
populations with n — 8 and a= 2 for N= 50 and tir= 3 for N = 75 — indicating 
that at least 10% of the corresponding variance estimates are negative. In 
general, negative estimates tend to be obtained under Approximation 2 when 
N is "close" to (2 a + J)n. 
4) For circularly and linearly ordered populations with strong correlation 
structure, regardless of a , the truncated variance estimator typically is not 
very accurate overestimates the true variance when a > 2 for N= 50 and 75. 
Specifically, the 75th percentiles of the corresponding distributions of relative 
measures of variance estimates were generally negative. A similar trend is 
noted under population exhibiting a linear trend, regardless of variance 
structure when n = 5 and 8 with or > 2 and N - 50 and 75, and n - 8 with 
a- 1 and N — 50. Furthermore, a similar pattern is observed under quadratic 
trend populations, regardless of variance structure, when n = 8 with a > 2 and 
N = 75, and when n = 8 with a= 2,N- 50, and small variance structure. 
5) Typically, the medians of the distributions of relative measures of variance 
estimates generally increases under Approximation 2 as «increases with 
N -25 and n = 3, regardless of population structure. 
6) Under circularly ordered populations, regardless of correlation structure and 
a , with N = 25, Approximation 2 appears to generally yield more accurate 
estimates than the truncated variance estimator when n — 5 and a— 1. The 
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pattern was not as consistent when n = 4 under circularly ordered populations. 
While the techniques appear to be comparable under moderate and strong 
correlation structures with a - 1, the truncated variance estimator performed 
better under the weak correlation structure, regardless of a , and 
Approximation 2 performed better under moderate and strong correlation 
structures with a - 2. 
7) Under linearly ordered populations with N = 25, the truncated variance 
estimator was more accurate than Approximation 2, regardless of a with 
n > 4. Furthermore, while Approximation 2 performed better than the 
truncated variance estimator under populations exhibiting linear trend, 
regardless of variance structure, the truncated variance estimator appears more 
accurate under the quadratic trend populations and the population without 
trend due to the tendency of Approximation 2 to underestimate the true 
variance with n > 4. 
8) For N s 50 under circularly and linearly ordered populations with weak and 
moderate correlation structure, regardless of ot , the quadratic trend 
population with large variance structure, and the population with no trend, the 
truncated variance estimator appears to be fairly accurate when n — 5 and 8, 
regardless of a. Furthermore, the truncated variance estimator appears to 
work reasonably well under circularly and linearly ordered populations with 
strong correlation structure when n = 5, regardless of a. Approximation 1 
appears to be a viable option under populations exhibiting linear trend, 
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regardless of variance structure, when n = 5 and a=l, and under the quadratic 
t r e n d  p o p u l a t i o n  w i t h  s m a l l  v a r i a n c e  s t r u c t u r e  w h e n  n  =  5  a n d  a  < 2 .  
Approximation 2 is fairly accurate under circularly and linearly ordered 
populations with strong correlation structure when n = 8, regardless of or and 
a , and under linear trend populations, regardless of variance structure, and 
the quadratic trend population with small variance structure when n — 5 and 
a  < 2 .  
9) For N =15 under circularly and linearly ordered populations with weak and 
moderate correlation structures with a = 1 and weak correlation structure 
with a = 2, and the population exhibiting no trend, the truncated variance 
estimator appears to be fairly accurate when n = 5 and 8, regardless of a. 
Under circularly and linearly ordered populations with a moderate correlation 
structure with a = 2 and a strong correlation structure, regardless of a , the 
truncated variance estimator generally appears to be fairly accurate when n = 
5, regardless of a, and 8 with a- 1. Furthermore, the truncated variance 
estimator performs adequately under linear and quadratic trend populations, 
regardless of variance structure, when n = 5 with a= 1. Approximation 1 
generally appears to perform adequately under circularly and linearly ordered 
populations with strong correlation structure when n = 5 and 8 with a= 1, and 
under linear and quadratic trend populations, regardless of variance structure, 
when % = 5 and 8, regardless of CL Approximation 2 generally works well 
under circularly and linearly ordered populations with strong correlation 
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structure, regardless of a , and under linear and quadratic populations, 
regardless of variance structure, when n = 5 and 8, regardless of a. 
Investigation of Table 6.16 yielded the following general conclusions concerning 
the empirical coverage probabilities of desired 95% confidence intervals using the three 
various estimators under a single application of a circular BSA(25, n, a): 
1) Under circularly and linearly ordered populations, the adequacy of the 
obtained empirical coverage probabilities are dependent upon n, a, a , and 
the correlation structure. 
2) Under circularly and linearly ordered populations, Approximation 1 yielded 
lower empirical coverage probabilities than the truncated variance estimator 
and Approximation 2 for n = 5. 
3) Regardless of whether the population was circularly or linearly ordered with 
a = 1 and n = 2, all three variance approximations provided desired 
empirical coverage probabilities with the only exceptions being noted with 
Approximation 1 under a circularly ordered population with moderate 
correlation structure and a > 2, which yielded a slightly lower than desired 
empirical coverage probability. However, very different results were obtained 
under circularly and linearly ordered populations with a = 2 and n = 2. 
Under circularly ordered populations, the variance estimation techniques 
typically provided lower than desired empirical coverage probabilities for the 
moderate correlation structure and adequate empirical coverage probabilities 
for the strong correlation structure, regardless of a. While the truncated 
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Table 6.16 - Desired 95% Confidence Interval Coverage Probabilities Under a Single 
Application of a Circular BSA(25, n, ct) and Various 
Variance Approximation Techniques 
Population 
Structure n a Truncated HT Approx I Approx 2 
Circular 
Ordering, 





1 0.9522 0.9489 0.9522 
2 0.9489 0.9403 0.9489 
3 0.9584 0.9429 0.9464 
3 
1 0.9592 0.9537 0.9567 
2 0.9630 0.9430 0.9547 
3 0.9729 0.8724 0.9470 
4 1 0.9718 0.9513 0.9623 2 0.9650 0.8484 0.9285 
5 1 0.9705 0.9062 0.9476 
Circular 
Ordering, 





1 0.9523 0.9482 0.9523 
2 0.9467 0.9382 0.9432 
3 0.9452 0.9373 0.9452 
3 
1 0.9619 0.9556 0.9597 
2 0.9526 0.9141 0.9456 
3 0.9598 0.8678 0.9336 
4 1 0.9679 0.9488 0.9638 2 0.9678 0.8811 0.9469 
5 1 0.9805 0.9484 0.9692 
Circular 
Ordering, 





1 0.9562 0.9562 0.9562 
2 0.9579 0.9579 0.9579 
3 0.9540 0.9414 0.9499 
3 
1 0.9701 0.9630 0.9669 
2 0.9678 0.9558 0.9608 
3 0.9305 0.8236 0.9189 
4 1 0.9763 0.9588 0.9705 2 0.9749 0.8420 0.9480 
5 1 0.9814 0.9326 0.9669 
Circular 
Ordering, 





1 0.9662 0.9592 0.9620 
2 0.9635 0.9594 0.9665 
3 0.9647 0.9507 0.9604 
3 
1 0.9816 0.9626 0.9776 
2 0.9764 0.9369 0.9616 
3 0.9717 0.8433 0.9464 
4 1 0.9757 0.9536 0.9692 2 0.9667 0.8631 0.9253 
5 1 0.9750 0.9342 0.9626 
Circular 
Ordering, 





1 0.9192 0.9111 0.9287 
2 0.9241 0.9241 0.9283 
3 0.9292 0.9110 0.9304 
3 
1 0.9442 0.9367 0.9420 
2 0.9583 0.9249 0.9548 
3 0.9493 0.8569 0.9226 
4 I 0.9521 0.9262 0.9413 2 05635 0.8836 0.9323 
5 1 0.9666 0.9332 0.9506 
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Table 6.16 (continued) 
Population 
Structure n ar Truncated HT Approx I Approx 2 
Circular 
Ordering, 





1 0.9569 0.9530 0.9569 
2 0.9543 0.9543 0.9543 
3 0.9453 0.9296 0.9453 
3 
1 0.9650 0.9551 0.9605 
2 0.9705 0.9409 0.9564 
3 0.9439 0.7995 0.8820 
4 1 0.9666 0.9351 0.9571 2 0.9682 0.8392 0.9471 
5 1 0.9639 0.9166 0.9559 
Linear 
Ordering, 





1 0.9411 0.9411 0.9411 
2 0.9441 0.9401 0.9441 
3 0.9452 0.9361 0.9404 
3 
1 0.9242 0.9171 0.9240 
2 0.9284 0.8962 0.9205 
3 0.9598 0.8270 0.9068 
4 1 0.9395 0.9116 0.9262 2 0.9375 0.7958 0.8843 
5 1 0.9396 0.8926 0.9227 
Linear 
Ordering, 





1 0.9586 0.9556 0.9556 
2 0.9507 0.9476 0.9553 
3 0.9566 0.9516 0.9516 
3 
1 0.9742 0.9693 0.9709 
2 0.9730 0.9425 0.9683 
3 1.0000 0.8441 0.9738 
4 1 0.9771 0.9522 0.9663 2 0.9796 0.8485 0.9236 








1 0.9592 0.9592 0.9592 
2 0.9603 0.9565 0.9603 
3 0.9587 0.9480 0.9634 
3 
1 0.9608 0.9527 0.9584 
2 0.9545 0.9295 0.9541 
3 0.9734 0.8564 0.9217 
4 1 0.9664 0.9361 0.9565 2 0.9614 0.8255 0.9358 
5 1 0.9663 0.9290 0.9590 
Linear 
Ordering, 





1 0.9295 0.9254 0.9295 
2 0.9251 0.9251 0.9285 
3 0.9231 0.9114 0.9231 
3 
1 0.9482 0.9292 0.9428 
2 0.9364 0.8937 0.9245 
3 0.9324 0.7988 0.9056 
4 1 0.9515 0.9301 0.9445 2 0.9404 0.8536 0.9214 








1 0.9718 0.9718 0.9718 
2 0.9667 0.9572 0.9667 
3 0.9636 0.9500 0.9544 
3 
1 0.9715 0.9610 0.9719 
2 0.9734 0.9509 0.9617 
3 0.9606 0.8837 0.9243 
4 1 0.9795 0.9677 0.9756 2 0.9926 0.8852 0.9824 
5 1 0.9891 0.9481 0.9755 
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Table 6.16 (continued) 
Population 








1 0.9642 0.9575 0.9605 
2 0.9621 0.9583 0.9662 
3 0.9684 0.9684 0.9684 
3 
1 0.9779 0.9730 0.9783 
2 0.9768 0.9427 0.9652 
3 0.9862 0.8670 0.9744 
4 1 0.9792 0.9580 0.9744 2 0.9854 0.8663 0.9567 







1 0.9929 0.9887 0.9929 
2 1.0000 1.0000 1.0000 
3 1.0000 1.0000 1.0000 
3 
1 0.9332 0.9199 0.9209 
2 1.0000 0.9655 0.9842 
3 1.0000 0.9609 0.9886 
4 1 0.9706 0.9545 0.9563 2 1.0000 0.9494 0.9049 







1 0.9387 0.9387 0.9417 
2 0.9418 0.9383 0.9418 
3 0.9381 0.9344 0.9381 
3 
1 0.9387 0.9320 0.9449 
2 0.9606 0.9540 0.9601 
3 0.9857 0.9373 0.9333 
4 1 0.9595 0.9460 0.9557 2 0.9939 0.8893 0.9079 







1 0.9372 0.9296 0.9333 
2 0.9365 0.9329 0.9414 
3 0.9478 0.9319 0.9443 
3 
1 0.9260 0.9163 0.9169 
2 0.9351 0.9241 0.9315 
3 0.9456 0.9036 0.9313 
4 1 0.9475 0.9251 0.9465 2 0.9776 0.8453 0.9195 







1 0.9610 0.9610 0.9610 
2 0.9562 0.9562 0.9562 
3 0.9491 0.9437 0.9437 
3 
I 0.9790 0.9699 0.9740 
2 0.9753 0.9396 0.9521 
3 0.9864 0.8773 0.9587 
4 1 0.9727 0.9448 0.9674 2 0.9601 0.7415 0.9152 
5 1 0.9627 0.8847 0.9485 
^ f o  T r e n d  
2 
1 0.9520 0.9520 0.9520 
2 0.9580 0.9492 0.9580 
3 0.9633 0.9255 0.9437 
3 
1 0.9181 0.9031 0.9155 
2 0.9116 0.8820 0.9054 
3 0.8949 0.7504 0.8411 
4 1 0.8992 0.8659 0.8913 2 0.9113 0.7663 0.8698 
5 1 0.9101 0.8373 0.8836 
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Table 6.17 - Desired 95% Confidence Interval Coverage Probabilities Under a Single 
Application of a Circular BSA(50, n, ct) and Various 
Variance Approximation Techniques 
Population 
Structure n a Truncated HT Approx I Approx 2 
1 0.9468 0.9455 0.9470 
Circular 
Ordering, 




2 2 0.9466 0.9445 0.9456 
3 0.9476 0.9438 0.9465 
1 0.9488 0.9336 0.9423 
5 2 0.9527 0.8944 0.9301 
3 0.9349 0.8193 0.8669 
8 1 0.9533 0.9017 0.9352 2 0.9491 0.7268 0.8974 
1 0.9417 0.9405 0.9420 
Circular 
Ordering, 




2 2 0.9502 0.9487 0.9513 
3 0.9440 0.9412 0.9461 
1 0.9690 0.9548 0.9651 
5 2 0.9725 0.9237 0.9569 
3 0.9667 0.8549 0.9002 
8 1 0.9721 0.9295 0.9518 2 0.9753 0.7690 0.9087 
1 0.9358 0.9331 0.9349 
Circular 
Ordering, 




2 2 0.9350 0.9341 0.9355 
3 0.9342 0.9270 0.9352 
1 0.9551 0.9399 0.9499 
5 2 0.9665 0.9265 0.9415 
3 0.9509 0.8605 0.8623 
8 1 0.9676 0.9401 0.9552 2 0.9838 0.8269 0.9040 
1 0.9682 0.9655 0.9677 
Circular 
Ordering, 




2 2 0.9679 0.9659 0.9670 
3 0.9660 0.9627 0.9649 
I 0.9663 0.9452 0.9605 
5 2 0.9676 0.9159 0.9508 
3 0.9548 0.8259 0.8935 
8 1 0.9692 0.9215 0.9466 2 0.9582 0.7413 0.8831 
I 0.9567 0.9550 0.9556 
Circular 
Ordering, 




2 2 0.9513 0.9513 0.9513 
3 0.9499 0.9452 0.9508 
1 0.9605 0.9449 0.9554 
5 2 0.9806 0.9471 0.9675 
3 0.9612 0.8506 0.9074 
8 1 0.9719 0.9376 0.9519 2 0.9732 0.8029 0.9391 
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Truncated HT Approx I Approx 2 
1 0.9437 0.9423 0.9429 
Circular 2 2 0.9395 0.9375 0.9382 
Ordering, 3 0.9443 0.9437 0.9443 
a  = 2 .  1 0.9623 0.9465 0.9551 
Strong 5 2 0.9702 0.9429 0.9619 
Correlation 3 0.9757 0.8970 0.8948 
Structure 8 1 0.9673 0.9346 0.9509 2 0.9844 0.8408 0.8962 
1 0.9361 0.9330 0.9352 
Linear 2 2 0.9315 0.9262 0.9314 
Ordering, 3 0.9318 0.9238 0.9294 
a' = J, 1 0.9478 0.9351 0.9427 
Weak 5 2 0.9514 0.9039 0.9362 
Correlation 3 0.9277 0.8292 0.8795 
Structure 8 1 0.9564 0.9155 0.9398 2 0.9600 0.7457 0.8930 
1 0.9603 0.9585 0.9595 
Linear 2 2 0.9541 0.9521 0.9534 
Ordering, 3 0.9536 0.9493 0.9501 
a' = 1, 1 0.9601 0.9460 0.9568 
Moderate 5 2 0.9423 0.9092 0.9398 
Correlation 3 0.9480 0.8332 0.9083 
Structure 8 1 0.9583 0.9136 0.9399 2 0.9656 0.7557 0.9219 
1 0.9531 0.9531 0.9545 
Linear 2 2 0.9541 0.9541 0.9541 
Ordering, 3 0.9523 0.9523 0.9536 
a' = l. 1 0.9599 0.9458 0.9551 
Strong 5 2 0.9708 0.9298 0.9544 
Correlation 3 0.9671 0.8741 0.8998 
Structure 8 I 0.9697 0.9367 0.9483 2 0.9866 0.8285 0.9073 
1 0.9541 0.9541 0.9541 
Linear 2 2 0.9495 0.9467 0.9495 
Ordering, 3 0.9575 0.9492 0.9559 
a  - 2 ,  1 0.9443 0.9242 0.9376 
Weak 5 2 0.9537 0.9267 0.9391 
Correlation 3 0.9379 0.8165 0.8666 
Structure 8 1 0.9482 0.8970 0.9242 2 0.9531 0.7647 0.9022 
1 0.9200 0.9186 0.9221 
Linear 2 2 0.9201 0.9190 0.9203 
Ordering, 3 0.9142 0.9115 0.9155 
a  = 2 .  1 0.9483 0.9389 0.9439 
Moderate 5 2 0.9624 0.9347 0.9593 
Correlation 3 0.9564 0.8624 0.9006 
Structure 8 1 0.9659 0.9300 0.9509 2 0.9760 0.8087 0.9028 
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Truncated HT Approx 1 Approx 2 
Linear 
Ordering, 





I 0.9487 0.9462 0.9491 
2 0.9489 0.9458 0.9488 
3 0.9475 0.9419 0.9487 
5 
1 0.9565 0.9431 0.9498 
2 0.9664 0.9463 0.9539 
3 0.9760 0.8972 0.8732 







1 0.9640 0.9640 0.9662 
2 0.9847 0.9806 0.9934 
3 0.9953 0.9947 0.9987 
5 
1 0.9503 0.9310 0.9331 
2 0.9893 0.9551 0.9650 
3 0.9949 0.9443 0.7758 







I 0.9568 0.9550 0.9593 
2 0.9647 0.9601 0.9688 
3 0.9722 0.9663 0.9764 
5 
1 0.9493 0.9291 0.9334 
2 0.9858 0.9474 0.9603 
3 0.9893 0.9306 0.7935 







I 0.9264 0.9245 0.9311 
2 0.9355 0.9313 0.9336 
3 0.9350 0.9274 0.9373 
5 
1 0.9384 0.9203 0.9278 
2 0.9910 0.9710 0.9608 
3 0.9856 0.9311 0.8383 







1 0.9687 0.9687 0.9687 
2 0.9625 0.9617 0.9617 
3 0.9682 0.9673 0.9692 
5 
1 0.9694 0.9523 0.9611 
2 0.9786 0.9327 0.9572 
3 0.9799 0.8857 0.9098 
8 I 0.9571 0.9165 0.9308 2 0.9808 0.7780 0.8535 
No Trend 
2 
1 0.9482 0.9482 0.9482 
2 0.9476 0.9439 0.9473 
3 0.9466 0.9407 0.9455 
5 
1 0.9324 0.9115 0.9246 
2 0.9340 0.8790 0.9066 
3 0.9323 0.8068 0.8761 
8 I 0.9328 0.8746 0.9105 2 0.9371 0.7181 0.8798 
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Table 6.18- Desired 95% Confidence Interval Coverage Probabilities Under a Single 
Application of a Circular BSA(75, n, ci) and Various 
Variance Approximation Techniques 
Population 
Structure n a Truncated HT Approx 1 Approx 2 
Circular 
Ordering, 





1 0.9536 0.9533 0.9536 
2 0.9573 0.9560 0.9579 
3 0.9555 0.9532 0.9561 
5 
1 0.9622 0.9538 0.9569 
2 0.9662 0.9422 0.9579 
3 0.9556 0.9081 0.9227 
8 
1 0.9565 0.9218 0.9410 
2 0.9592 0.8984 0.9208 
3 0.9494 0.7788 0.8661 
Circular 
Ordering, 





1 0.9575 0.9562 0.9567 
2 0.9577 0.9573 0.9580 
3 0.9582 0.9565 0.9587 
5 
1 0.9633 0.9569 0.9610 
2 0.9717 0.9582 0.9682 
3 0.9666 0.9300 0.9413 
8 
1 0.9768 0.9484 0.9552 
2 0.9685 0.9088 0.9490 
3 0.9734 0.8049 0.8942 
Circular 
Ordering, 





I 0.9465 0.9452 0.9457 
2 0.9447 0.9431 0.9442 
3 0.9455 0.9422 0.9447 
5 
1 0.9465 0.9393 0.9432 
2 0.9595 0.9421 0.9490 
3 0.9653 0.9366 0.9326 
8 
I 0.9661 0.9465 0.9536 
2 0.9757 0.9246 0.9445 
3 0.9864 0.8833 0.8781 
Circular 
Ordering, 





1 0.9543 0.9537 0.9537 
2 0.9533 0.9531 0.9533 
3 0.9495 0.9473 0.9488 
5 
1 0.9544 0.9439 0.9500 
2 0.9681 0.9503 0.9609 
3 0.9548 0.9158 0.9277 
8 
I 0.9610 0.9425 0.9509 
2 0.9622 0.9002 0.9252 
3 0.9564 0.7763 0.8847 
Circular 
Ordering, 





1 0.9508 0.9503 0.9511 
2 0.9509 0.9500 0.9500 
3 0.9522 0.9498 0.9510 
5 
1 0.9548 0.9472 0.9515 
2 0.9501 0.9301 0.9425 
3 0.9548 0.9151 0.9266 
8 
1 0.9528 0.9322 0.9453 
2 0.9578 0.9152 0.9299 
3 0.9657 0.8217 0.8859 
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Table 6.18 (continued) 
Population 
Structure n a Truncated HT Approx I Approx 2 
Circular 
Ordering, 





1 0.9438 0.9408 0.9420 
2 0.9422 0.9400 0.9420 
3 0.9435 0.9400 0.9436 
5 
1 0.9529 0.9446 0.9492 
2 0.9564 0.9422 0.9474 
3 0.9627 0.9331 0.9186 
8 
1 0.9559 0.9311 0.9423 
2 0.9789 0.9418 0.9363 
3 0.9889 0.8943 0.8731 
Linear 
Ordering, 





1 0.9585 0.9582 0.9582 
2 0.9589 0.9573 0.9580 
3 0.9576 0.9545 0.9554 
5 
1 0.9576 0.9468 0.9529 
2 0.9617 0.9325 0.9601 
3 0.9537 0.9117 0.9247 
8 
1 0.9625 0.9363 0.9499 
2 0.9597 0.8983 0.9367 
3 0.9498 0.7717 0.8762 
Linear 
Ordering, 





1 0.9525 0.9525 0.9525 
2 0.9518 0.9508 0.9518 
3 0.9491 0.9471 0.9487 
5 
1 0.9537 0.9434 0.9502 
2 0.9499 0.9303 0.9415 
3 0.9521 0.9109 0.9197 
8 
I 0.9660 0.9431 0.9568 
2 0.9508 0.8909 0.9254 
3 0.9614 0.7994 0.8727 
Linear 
Ordering, 





1 0.9485 0.9481 0.9493 
2 0.9476 0.9462 0.9478 
3 0.9452 0.9417 0.9440 
5 
1 0.9520 0.9447 0.9497 
2 0.9564 0.9406 0.9542 
3 0.9657 0.9345 0.9364 
8 
1 0.9690 0.9565 0.9620 
2 0.9725 0.9239 0.9425 
3 0.9831 0.8670 0.8872 
Linear 
Ordering, 





1 0.9483 0.9467 0.9472 
2 0.9441 0.9412 0.9425 
3 0.9463 0.9427 0.9458 
5 
1 0.9546 0.9432 0.9505 
2 0.9654 0.9361 0.9566 
3 0.9537 0.9034 0.9192 
8 
1 0.9446 0.9232 0.9377 
2 0.9495 0.8967 0.9083 
3 0.9646 0.8038 0.8802 
Linear 
Ordering, 





1 0.9491 0.9491 0.9493 
2 0.9473 0.9460 0.9469 
3 0.9455 0.9410 0.9437 
5 
1 0.9598 0.9518 0.9541 
2 0.9727 0.9488 0.9610 
3 0.9611 0.9169 0.9314 
8 
1 0.9624 0.9379 0.9463 
2 0.9721 0.9136 0.9255 
3 0.9673 0.8213 0.8965 
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Table 6.18 (continued) 
Population 
Structure n a Truncated HT Approx 1 Approx 2 
Linear 
Ordering, 





I 0.9431 0.9431 0.9435 
2 0.9467 0.9450 0.9468 
3 0.9469 0.9453 0.9477 
5 
1 0.9531 0.9457 0.9492 
2 0.9434 0.9250 0.9383 
3 0.9690 0.9374 0.9335 
8 
1 0.9566 0.9412 0.9450 
2 0.9801 0.9173 0.9323 







1 0.9540 0.9537 0.9561 
2 0.9727 0.9707 0.9775 
3 0.9856 0.9823 0.9944 
5 
1 0.9534 0.9461 0.9466 
2 0.9054 0.9022 0.9033 
3 0.9869 0.9570 0.7943 
8 
1 0.9527 0.9325 0.9354 
2 0.9668 0.9176 0.8706 







1 0.9458 0.9437 0.9461 
2 0.9560 0.9549 0.9583 
3 0.9654 0.9625 0.9671 
5 
I 0.9553 0.9456 0.9469 
2 0.9128 0.9055 0.9055 
3 0.9844 0.9524 0.8093 
8 
1 0.9465 0.9292 0.9349 
2 0.9679 0.9209 0.8686 







1 0.9241 0.9227 0.9252 
2 0.9280 0.9272 0.9288 
3 0.9355 0.9312 0.9348 
5 
I 0.9259 0.9175 0.9192 
2 0.9031 0.8948 0.8968 
3 0.9628 0.9355 0.8477 
8 
1 0.9274 0.9100 0.9130 
2 0.9444 0.8965 0.8841 







1 0.9484 0.9484 0.9488 
2 0.9480 0.9457 0.9476 
3 0.9493 0.9452 0.9490 
5 
1 0.9498 0.9418 0.9438 
2 0.9263 0.9203 0.9223 
3 0.9705 0.9384 0.9050 
8 
1 0.9476 0.9246 0.9281 
2 0.9654 0.9206 0.8986 
3 0.9890 0.9094 0.8254 
No Trend 
2 
1 0.9405 0.9398 0.9408 
2 0.9367 0.9364 0.9374 
3 0.9329 0.9303 0.9342 
5 
1 0.9484 0.9395 0.9439 
2 0.9431 0.9250 0.9314 
3 0.9387 0.8980 0.9063 
8 
1 0.9541 0.9223 0.9416 
2 0.9470 0.8779 0.9060 
3 0.9392 0.7559 0.8453 
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variance estimator and Approximation 2 provided higher than desired 
empirical coverage probabilities for the weak correlation structure, 
Approximation 1 provided adequate empirical coverage probabilities, 
regardless of a. Under linearly ordered populations, all variance estimation 
techniques typically yielded lower than desired empirical coverage 
probabilities for the weak correlation structure, and higher than desired 
empirical coverage probabilities for the moderate and strong correlation 
structures, regardless of a. However, while the majority of empirical 
coverage probabilities obtained across the variance estimation techniques 
were higher than desired for moderate and strong correlation structures, 
Approximation 1 provided adequate empirical coverage probabilities for the 
moderate correlation structure with a > 2 and the strong correlation structure 
with a < 2, and Approximation 2 yielded an adequate empirical coverage 
probability for a = 3 under the moderate correlation structure. For 
populations exhibiting linear trend, all three estimation techniques provided 
higher than desired empirical coverage probabilities under the small variance 
structure, and slightly lower than desired empirical coverage probabilities 
under the large variance structure, regardless of a. While adequate empirical 
coverage probabilities were typically observed under the populations with no 
trend and quadratic trend with large variance structure, regardless of or and 
variance estimation technique, slightly lower than desired empirical coverage 
probabilities were typically obtained under the population exhibiting quadratic 
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trend with small variance structure - the only exceptions being adequate 
empirical coverage probabilities under the truncated variance estimator with 
a= 3 and under Approximation 2 with a > 2. 
4) The gross underestimation of the true variance as a increases with fixed n by 
Approximation 1 is clearly revealed in a decreasing trend in the empirical 
coverage probabilities for n = 3 and 4, regardless of population structure. 
Under Approximation 1, adequate empirical coverage probabilities, if any 
were obtained under a given population structure, were typically observed 
with n = 3 and a < 2 and n = 4 and a- 1. Furthermore, adequate empirical 
coverage probabilities were observed when n = 5 using Approximation 1 
under the circularly ordered population with moderate correlation structure 
and a - 1, the linearly ordered population with moderate correlation structure 
and a - 2, and the linear trend population with small variance structure. 
Lower than desired empirical coverage probabilities were observed under the 
other populations with n = 5. 
5) The truncated variance estimator typically yielded higher than desired 
empirical coverage probabilities under circularly and linearly ordered 
populations with n > 3. Adequate empirical coverage probabilities were 
obtained when n = 3 under the circularly ordered populations with moderate 
correlation structure, regardless of or and a , and strong correlation structure 
and a = 2 with a— 3, the linearly ordered populations with strong correlation 
structure and a - 1 with a-2 and weak correlation structure and a - 2 with 
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a- 1, and the quadratic trend population with small variance structure with 
a-3. Adequate empirical coverage probabilities were obtained when n = 4 
under the circularly ordered population with moderate correlation structure 
and a —2 with a= 1, the linearly ordered population with weak correlation 
structure and a = 2, regardless of a, and the linear trend population with 
small variance structure with a= 2. Adequate empirical coverage 
probabilities were obtained when n = 5 under the linearly ordered population 
with weak correlation structure and a = 1 and the quadratic trend population 
with small variance structure. Finally, lower than desired empirical coverage 
probabilities were obtained under the population with no trend for n > 3 , 
regardless of a. 
6) Approximation 2 typically provided adequate to slightly higher than desired 
empirical coverage probabilities under circularly ordered populations for n > 
3, regardless of correlation structure, a, and a . Under linearly ordered 
populations with weak correlation structure, the obtained empirical coverage 
probabilities were typically lower than desired, while the obtained empirical 
coverage probabilities were typically higher than desired under the moderate 
correlation structure, regardless of or and a . Adequate empirical coverage 
probabilities were typically obtained under the linearly ordered population 
with strong correlation structure and a — 1, while higher than desired 
empirical coverage probabilities were typically obtained under the linearly 
ordered population with strong correlation structure and a - 2. Furthermore, 
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a general decreasing trend in empirical coverage probabilities corresponding 
with increasing a was noted under circularly and linearly ordered populations, 
regardless of correlation structure and a . Under populations exhibiting 
linear trend, adequate empirical coverage probabilities were obtained when 
n = 3 with a < 2 and n - 4 with a- 1 for the small variance structure, and 
when n =4 with a = 1 for the large variance structure. The other empirical 
coverage probabilities obtained under linear trend populations were typically 
lower than desired. Under populations exhibiting quadratic trend, adequate 
empirical coverage probabilities were obtained when n = 4 with a- 1 for the 
small variance structure, and when n = 3 with a > 2 and n = 5 for the large 
variance structure. The other empirical coverage probabilities obtained under 
quadratic trend populations were typically lower than desired. Furthermore, 
approximately 5% of the estimates obtained under the quadratic population 
with small variance structure when n = 4 with a- 2, and approximately 1% of 
the estimates under the large variance structure when n = 4 and a- 2, were 
negative. Finally, lower than desired empirical coverage probabilities were 
obtained under the population with no trend for n > 3 , regardless of a. 
Investigation of Table 6.17 yielded the following general conclusions concerning 
the empirical coverage probabilities of desired 95% confidence intervals using the three 
various estimators under a single application of a circular BSA(50, n, a): 
1) Under circularly and linearly ordered populations, the adequacy of the 
obtained empirical coverage probabilities are dependent upon n, a, a , and 
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the correlation structure. 
2) Regardless of population structure, Approximation 1 generally yielded lower 
empirical coverage probabilities than the truncated variance estimator and 
Approximation 2 for n = 5 and 8 for given a. 
3) Obtained empirical coverage probabilities were fairly consistent across the 
variance estimators when n- 2 for a given population structure. Adequate 
empirical coverage probabilities were obtained under circularly ordered 
populations with weak and moderate correlation structures, regardless of or* , 
linearly ordered populations with or* = 1, regardless of correlation structure, 
linearly ordered populations with weak and strong correlation structures and 
a - 2, and the population exhibiting no trend. Adequate to slightly higher 
than desired empirical coverage probabilities were obtained under the linear 
trend population with large variance structure. Higher than desired empirical 
coverage probabilities were obtained under the circularly ordered population 
with weak correlation structure and a = 2, the linear trend population with 
small variance structure, and the quadratic trend population with large 
variance structure. Lower than desired empirical coverage probabilities were 
obtained for all other population structures. 
4) The gross underestimation of the true variance as or increases with fixed n by 
Approximation 1 is suggested by a decreasing trend in the empirical coverage 
probabilities for n = 5 and 8, regardless of population structure. Under 
Approximation 1, adequate empirical coverage probabilities, if any were 
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obtained under a given population structure, were typically observed with 
n = 5 and or < 2. 
5) The truncated variance typically yielded adequate empirical coverage 
probabilities for n = 5 and 8, regardless of a, under the circularly ordered 
population with weak correlation structure and a - 1, and linearly ordered 
populations with weak correlation structure, regardless of a - the only 
exception being slightly lower than desired empirical coverage probabilities 
when n = 5 and or= 3. Adequate to slightly higher than desired empirical 
coverage probabilities were obtained under circularly ordered populations 
with strong correlation structure and or* — 1 and weak correlation structure 
with or* = 2, and the linearly ordered population with moderate correlation 
structure and or* — 1, for n - 5 and 8, regardless of a. For all other circularly 
and linearly ordered population structures, the truncated variance estimator 
consistently yielded higher than desired empirical coverage probabilities for 
n = 5 and 8, regardless of a. For populations exhibiting linear and quadratic 
trends, regardless of variance structure, the truncated variance estimator 
yielded higher than desired empirical coverage probabilities for n — 5 and 8 
and a > 2, and adequate empirical coverage probabilities when a- 1. 
Finally, lower than desired empirical coverage probabilities were obtained 
under the population with no trend, regardless of n and a. 
6) A general decreasing trend in the empirical coverage probabilities obtained 
using Approximation 2 corresponding with increasing or for n = 5 and 8 was 
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observed, regardless of population structure. Typically, desirable or slightly 
undesirable empirical coverage probabilities were obtained under circularly 
and linearly ordered populations when n — 5 with a < 2 and n = 8 with cc= 1, 
regardless of correlation structure and a . Under populations with linear and 
quadratic trends, desirable empirical coverage probabilities were generally 
obtained when n = 5 and a < 2, with the other empirical coverage 
probabilities being lower than desirable, regardless of variance structure. 
Lower than desirable empirical coverage probabilities were obtained under the 
population with no trend, regardless of n and a. The percentage of negative 
variance estimates obtained using Approximation 2 warrants consideration. 
As mentioned earlier, Approximation 2 has a tendency to provide negative 
variance estimates when (2a + l)n gets "close" to N. The approximate 
percentages of negative variance estimates for the various populations when 
n = 5 with a- 3 and n = 8 with a- 2 are summarized in Table 6.19. 
Investigation of Table 6.18 yielded the following general conclusions concerning 
the empirical coverage probabilities of desired 95% confidence intervals using the three 
various estimators under a single application of a circular BSA(75, n, a): 
1) Under circularly and linearly ordered populations, the adequacy of the 
obtained empirical coverage probabilities are dependent upon n, a, a , and 
the correlation structure. 
2) Regardless of population structure, Approximation 1 generally yielded lower 
empirical coverage probabilities than the truncated variance estimator and 
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Table 6.19 - Approximate Percentage of Negative Variance Estimates Obtained Using 
Approximation 2 with Circular BSA(50, 5, 3) and 
Circular BSA(50, 8, 2) Sampling Plans 
Population Circular BSA(50, 5, 3) Circular BSA(50, 8. 2) 
Circularly Ordered, a = I, 
Weak Correlation Structure 
3% <1% 
Circularly Ordered, a = 1, 
Moderate Correlation Structure 
3% 1.5% 
Circularly Ordered, a = I, 
Strong Correlation Structure 
5% 4% 
Circularly Ordered, a = 2, 
Weak Correlation Structure 
2% 1.5% 
Circularly Ordered, a = 2, 
Moderate Correlation Structure 
2% < 1% 
Circularly Ordered, a = 2, 
Strong Correlation Structure 
5% 4% 
Linearly Ordered, a = 1, 
Weak Correlation Structure 
2% 1% 
Linearly Ordered, a = 1, 
Moderate Correlation Structure 
1% < 1% 
Linearly Ordered, a = 1, 
Strong Correlation Structure 
3.5% 3% 
Linearly Ordered, a  = 2 ,  
Weak Correlation Structure 
3% 1% 
Linearly Ordered, a = 2, 
Moderate Correlation Structure 
2.5% 3% 
Linearly Ordered, a - 2, 
Strong Correlation Structure 
7% 6% 
Linear Trend, 
Small Variance Structure 20% 15% 
Linear Trend, 
Large Variance Structure 16% 14% 
Quadratic Trend, 
Small Variance Structure 11% 17% 
Quadratic Trend. 
Large Variance Structure 4% 6.5% 
No Trend 1.5% < 1% 
Approximation 2 for n = 5 and 8 for given a. 
3) Obtained empirical coverage probabilities were fairly consistent across the 
variance estimators when n-2 for a given population structure. Adequate 
empirical coverage probabilities were obtained under circularly and linearly 
ordered populations, regardless of correlation structure and a , and 
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populations with linear and quadratic trends with large variance structure. 
Desirable to slightly higher than desired empirical coverage probabilities were 
obtained under the linear trend population with small variance structure, and 
lower than desirable empirical coverage probabilities were obtained under the 
populations exhibiting quadratic trend with small variance structure and no 
trend. 
4) The gross underestimation of the true variance as or increases with fixed n by 
Approximation 1 is clearly revealed in a decreasing trend in the empirical 
coverage probabilities for n = 5 and 8, regardless of population structure. 
Under Approximation 1, desirable empirical coverage probabilities were 
typically observed when n = 5 with a < 2 and n- 8 with a- 1. 
5) The truncated variance typically yielded desirable to slightly higher than 
desirable empirical coverage probabilities for n = 5 and 8, regardless of oc, 
under the circularly and linearly ordered populations, regardless of correlation 
structure and a . For populations exhibiting linear and quadratic trends, 
regardless of variance structure, the truncated variance estimator generally 
yielded higher than desired empirical coverage probabilities for n = 5 and 8 
and a- 1, lower than desirable empirical coverage probabilities for n = 5 with 
a-2, and higher than desirable empirical coverage probabilities otherwise. 
Finally, desirable to slightly lower than desired empirical coverage 
probabilities were obtained under the population with no trend, regardless of n 
and a. 
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6) A general decreasing trend in the empirical coverage probabilities obtained 
using Approximation 2 corresponding with increasing a for n = 5 and 8 was 
observed, regardless of population structure. Typically, desirable or slightly 
undesirable empirical coverage probabilities were obtained under the 
population with no trend and circularly and linearly ordered populations, 
regardless of correlation structure and a , when n~ 5 with a< 2 and n = 8 
with a= 1. Under populations with linear and quadratic trends, desirable 
empirical coverage probabilities were generally obtained when n = 5 and 
a= 1, with the other empirical coverage probabilities being lower than 
desirable, regardless of variance structure. As mentioned earlier, 
Approximation 2 has a tendency to provide negative variance estimates when 
(2a + l)n gets "close" to N. The approximate percentages of negative 
variance estimates for the various populations when n = 5 with a- 3 and n = 
8 with a > 2 are summarized in the following table. 
Unfortunately, a single variance estimator was not identified as "ideal" across the 
considered population structures. However, some general observations were made. 
Overall, a single application of a circular BSA was generally more efficient than simple 
random sampling under the considered populations. Approximation 1 has a tendency to 
underestimate the true variance of the Horvitz-Thompson estimator of population mean 
as «increases for given n. As detailed earlier, under this approximation technique 
yf + y) is used to approximate 2yiyJ, and the difference (y, — y jf ^0. Thus, as the 
number of pairs of adjacent units increases, which corresponds with an increase in a for 
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Table 6.20 - Approximate Percentage of Negative Variance Estimates Obtained Using 
Approximation 2 with Circular BSA(75, 5, 3), Circular BSA(75, 8, 2), 
and Circular BSA(75, 8, 3) Sampling Plans 
Population Circular BSA(75, S, 3) Circular BSA(75, 8, 2) Circular BSA(75, 8, 3) 
Circularly Ordered, a' = 1, 
Weak Correlation Structure 
< 1% <1% 3% 
Circularly Ordered, a = 1, 
Moderate Correlation Structure 
< 1% <1% 3% 
Circularly Ordered, a '  - I ,  
Strong Correlation Structure 
< 1% 1% 5% 
Circularly Ordered, a  = 2 ,  
Weak Correlation Structure 
< 1% < 1% 2% 
Circularly Ordered, a = 2, 
Moderate Correlation Structure 
<1% < 1% 3% 
Circularly Ordered, a = 2. 
Strong Correlation Structure 
< 1% 2% 7.5% 
Linearly Ordered, a = 1, 
Weak Correlation Structure 
< 1% < 1% 2.5% 
Linearly Ordered, ûr'= 1, 
Moderate Correlation Structure 
< 1% < 1% 3% 
Linearly Ordered, a = 1, 
Strong Correlation Structure 
< 1% < 1% 5% 
Linearly Ordered, a  = 2 .  
Weak Correlation Structure 
< 1% < 1% 3% 
Linearly Ordered, a  = 2 ,  
Moderate Correlation Structure 
< 1% < 1% 2.5% 
Linearly Ordered, or'= 2, 
Strong Correlation Structure 
<1% 1.5% 7% 
Linear Trend, 
Small Variance Structure 14% 6% 16% 
Linear Trend. 
Large Variance Structure 12% 6% 15% 
Quadratic Trend, 
Small Variance Structure 7.5% 3.5% 16% 
Quadratic Trend, 
Large Variance Structure 3% 2% 12% 
No Trend < 1% < 1% 3% 
fixed n, the corresponding variance estimates under this approximation technique will 
steadily decrease. Also, it was noted that Approximation 2 has a tendency to produce 
negative variance estimates when N is "close" to (2or+ l)n. Particularly, a fairly large 
percentage of estimates obtained under populations exhibiting linear and quadratic trends, 
regardless of variance structure, were negative. Given the above statements coupled with 
the empirical coverage probabilities obtained under desired 95% confidence intervals for 
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exhibiting linear and quadratic trends, regardless of variance structure. Under the 
population with no trend, the truncated variance estimator and Approximation 2 generally 
yielded distributions of relative measures similar to that under simple random sampling -
the only exception occurred when N = 50 with n = 5 and 8 under Approximation 2. 
Overall, the performance of the truncated variance estimator and Approximation 2 
appear to be comparable under circularly and linearly ordered populations with weak or 
moderate correlation structures, provided that N is not "close" to n(2a + 1). Under the 
strong correlation structure, Approximation 2 appears to be slightly more accurate than 
the truncated variance estimator. Under populations exhibiting linear or quadratic trends. 
Approximation 2 generally appears to be more accurate than the truncated variance 
estimator, regardless of variance structure. Furthermore, after considering the 
corresponding relative efficiencies, a single application of a circular BS A along with 
using the truncated variance estimator or Approximation 2 appear to be favorable options 
when compared to simple random sampling under the conditions detailed above. 
6.4 Results for Multiple Sampling Techniques 
As detailed in Section 5.3, the performance of various multiple sampling 
techniques was investigated. Specifically, two forms of multiple sampling techniques 
were considered — method of independent groups and sample supplementation. 
Under the investigated method of independent groups scenario, k draws using 
independent circular BSA's are obtained, and the collected information from each draw is 
used to individually obtain a Horvitz-Thompson estimate of the population mean. The 
189 
individual estimates of the Horvitz-Thompson estimate of the population mean are then 
averaged to obtain a "grand" estimate of the population mean, 
and an estimate of the variance of the "grand" estimate of the population mean is 
obtained by computing the sample variance within the individual Horvitz-Thompson 
estimates, 
Obviously, a potential drawback with using the proposed method of independent 
groups technique is that some units, and even worse, blocks of units within the 
population, may appear more than once in the "full" sample. However, the method of 
independent groups may be used to obtain a "large" sample from a population when the 
corresponding circular BSA sampling plan does not exist or has yet to be identified. The 
"large" sample size is denoted by n . 
The various method of independent groups combinations considered throughout 
the simulation study were: 
1) Circular BSA(/V, 2, d) and circular BSA(N, 3, ct) for N = 25, 50, and 75, and 
a- 1,2, and 3, 
2) 4 Circular BSA(JV, 2, a)'s for N — 50 and 75, and a— 1, 2, and 3, and 




For all combinations detailed above, nominal 95% confidence intervals of the 
form: 
were obtained for each of the 10,000 repetitions under all combinations of population 
structures and sampling plans. 
Relative efficiencies with respect to simple random sampling and systematic 
sampling for all combinations of population structure and sampling plan are presented in 
Tables 6.21 through 6.23 for M = 25, 50, and 75, respectively. Modified 5-number 
summaries of the relative measures of the variance estimates for all pairwise 
combinations of population structure and sampling plan for the sample augmentation 
schemes are presented in Tables 6.24 through 6.26 for N- 25, 50, and 75, respectively. 
Empirical coverage probabilities for all pairwise combinations of population structure 
and sampling plan for the method of independent groups schemes are presented in Tables 
6.27 through 6.29 for N = 25, 50, and 75, respectively. 
Investigation of Tables 6.21 through 6.23 yielded the following general 
conclusions concerning the relative efficiency of the method of independent groups 
schemes with respect to simple random sampling and systematic sampling: 
1) For iV = 25, only a handful of method of independent groups schemes were as 
efficient or more efficient than simple random sampling. Such schemes were 
comparable or more efficient under circularly ordered populations with 
moderate correlation structure, regardless of a , the linearly ordered 
population with moderate correlation structure with a'=2, linear trend 
(6.4.3) 
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Table 6.21 - Relative Efficiencies for Independent Circular BSA's 
(Circular BSA(25, 2, d) and Circular BSA(25,3, o)) 
for Simulation Population Size = 25 





Circular Ordering, a = 1, 
Weak Correlation Structure 
I 0.899 0.414 
2 0.956 0.440 
3 0.973 0.448 
Circular Ordering, a = I, 
Moderate Correlation Structure 
1 0.933 0.235 
2 1.007 0.254 
3 1.040 0.262 
Circular Ordering, a = I, 
Strong Correlation Structure 
1 0.932 0.260 
2 0.957 0.267 
3 0.909 0.253 
Circular Ordering, a =2,  
Weak Correlation Structure 
I 0.920 0.342 
2 0.966 0.358 
3 0.996 0370 
Circular Ordering, a -2, 
Moderate Correlation Structure 
1 0.943 0.250 
2 1.034 0.275 
3 1.076 0.286 
Circular Ordering, a =2, 
Strong Correlation Structure 
1 0.929 0.188 
2 0.964 0.195 
3 0.912 0.185 
Linear Ordering, a = I, 
Weak Correlation Structure 
1 0.891 0.499 
2 0.926 0.519 
3 0.938 0.526 
Linear Ordering, a = I, 
Moderate Correlation Structure 
1 0.917 0.345 
2 0.969 0.364 
3 0.985 0.370 
Linear Ordering, a - I, 
Strong Correlation Structure 
1 0.930 0.310 
2 0.961 0.321 
3 0.947 0.316 
Linear Ordering, a -2, 
Weak Correlation Structure 
1 0.912 0.549 
2 0.943 0.568 
3 0.939 0.565 
Linear Ordering, a -2, 
Moderate Correlation Structure 
1 0.926 0.285 
2 0.993 0.306 
3 1.014 0.312 
Linear Ordering, a =2, 
Strong Correlation Structure 
1 0.920 0.337 
2 0.974 0.357 
3 0.966 0.354 
Linear Trend, 
Small Variance Structure 
1 0.954 0.233 
2 1.076 0.263 
3 1.218 0.297 
Linear Trend, 
Large Variance Structure 
1 0.942 0.192 
2 1.049 0.214 
3 1.187 0.242 
Quadratic Trend, 
Small Variance Structure 
1 0.890 0.244 
2 0.988 0.271 
3 1.064 0.292 
Quadratic Trend, 
Large Variance Structure 
1 0.826 1.275 
2 0.819 1.264 
3 0.857 1.324 
No Trend 
1 0.820 0.416 
2 0.858 0.435 
3 0.838 0.425 
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Table 6.22 - Relative Efficiencies for Independent Circular BSA's for Simulation 
Population Size = 50 





Circular Ordering, a' = 1, 
Weak Correlation Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50,3, a) 
1 0.930 0.674 
2 0.924 0.669 
3 0.912 0.660 
8 
4 Circular BSA(50,2, a)'s 
1 0.888 2.194 
2 0.884 2.184 
3 0.878 2.168 
2 Circular BSA(50,4, ci)'s 
1 0.958 2.365 
2 0.944 2.332 
3 0.922 2.276 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
5 Circular BSA(50, 2, ti) 
Circular BSA(50, 3, a) 
1 0.939 0.765 
2 0.939 0.765 
3 0.933 0.759 
8 
4 Circular BSA(50, 2, a)'s 
1 0.895 2.012 
2 0.897 2.016 
3 0.891 2.004 
2 Circular BSA(50,4, ti)'s 
1 0.982 2.208 
2 0.987 2.219 
3 0.970 2.182 
Circular Ordering, or* = I, 
Strong Correlation Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, a) 
1 0.953 0.293 
2 0.970 0.299 
3 0.988 0.304 
8 
4 Circular BSA(50,2, o)'s 
1 0.902 1.498 
2 0.918 1.524 
3 0.928 1.540 
2 Circular BSA(50,4, tt)'s 
1 1.011 1.679 
2 1.068 1.773 
3 1.110 1.842 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, a) 
1 0.922 0.777 
2 0.936 0.789 
3 0.929 0.783 
8 
4 Circular BSA(50,2, ti)'s 
1 0.887 1.949 
2 0.894 1.963 
3 0.887 1.949 
2 Circular BSA(50,4, û)'s 
1 0.955 2.098 
2 0.977 2.147 
3 0.955 2.098 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
5 Circular BSA(50,2, a) 
Circular BS A(50, 3, a) 
1 0.933 0.912 
2 0.956 0.935 
3 0.965 0.943 
8 
4 Circular BSA(50,2, û)'s 
1 0.895 1.435 
2 0.909 1.459 
3 0.912 1.463 
2 Circular BSA(50,4, a)'s 
1 0.979 1.571 
2 1.036 1.662 
3 1.047 1.680 
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Circular Ordering, a' = 2, 
Strong Correlation Structure 
5 
1 0.947 0.408 
circular UoApu, A u) 2 0.986 0.425 Circular BoA(5U, 3, a) 3 1.007 0.434 
8 
1 0.903 1.296 
4 Circular BSA(50, 2, a)'s 2 0.925 1.328 
3 0.942 1.353 
2 Circular BSA(50,4, a)'s 
1 1.009 1.448 
2 1.100 1.579 
3 1.175 1.686 
Linear Ordering, a — I, 
Weak Correlation Structure 
5 Circular BSA(50, 2, a) 
Circular BSA(50, 3, ci) 
1 0.930 0.737 
2 0.924 0.732 
3 0.918 0.727 
8 
4 Circular BSA(50, 2, a)'s 
1 0.889 1.650 
2 0.887 1.646 
3 0.882 1.637 
2 Circular BSA(50,4, d)'s 
1 0.959 1.779 
2 0.951 1.765 
3 0.934 1.734 
Linear Ordering, a* = 1, 
Moderate Correlation Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, ci) 
1 0.940 0.873 
2 0.940 0.873 
3 0.933 0.867 
8 
4 Circular BSA(50,2, û)'s 
1 0.895 1.685 
2 0.897 1.689 
3 0.894 1.683 
2 Circular BSA(50,4, ci)'s 
1 0.981 1.845 
2 0.991 1.865 
3 0.978 1.841 
Linear Ordering, a = 1, 
Strong Correlation Structure 
5 Circular BSA(50, 2, ti) 
Circular BSA(50, 3, ci) 
1 0.953 0.149 
2 0.978 0.153 
3 0.996 0.156 
8 
4 Circular BSA(50,2, a)'s 
1 0.904 1.162 
2 0.920 1.182 
3 0.932 1.198 
2 Circular BS A(50,4, <3)'s 
1 1.014 1.303 
2 1.078 1.386 
3 1.125 1.446 
Linear Ordering, a' - 2, 
Weak Correlation Structure 
5 Circular BSA(50, 2, d) 
Circular BSA(50, 3, ci) 
1 0.924 0.590 
2 0.938 0.599 
3 0.931 0.594 
8 
4 Circular BSA(50,2, û)'s 
1 0.886 1.204 
2 0.895 1.215 
3 0.889 1.208 
2 Circular BSA(50,4, ti)'s 
1 0.949 1.289 
2 0.981 1.333 
3 0.960 1.304 
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Linear Ordering, a' = 2, 
Moderate Correlation Structure 
5 Circular BSA(50, 2, a) 
Circular BSA(50, 3, Q) 
1 0.936 0.730 
2 0.960 0.748 
3 0.960 0.748 
8 
4 Circular BSA(50,2, tt)'s 
1 0.897 0.899 
2 0.910 0.912 
3 0.910 0.912 
2 Circular BS A(50,4, ti)'s 
1 0.987 0.990 
2 1.036 1.039 
3 1.039 1.042 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
5 Circular BSA(50, 2, # 
Circular BSA(50, 3, ti) 
1 0.952 0.393 
2 0.988 0.408 
3 1.017 0.420 
8 
4 Circular BSA(50,2, a)'s 
1 0.902 0.966 
2 0.927 0.992 
3 0.944 1.011 
2 Circular BSA(50,4, ti)'s 
1 1.007 1.078 
2 1.108 1.187 
3 1.187 1.271 
Linear Trend, 
Small Variance Structure 
5 Circular BSA(50, 2, û) 
Circular BSA(50, 3, a) 
1 0.961 0.207 
2 1.019 0.219 
3 1.080 0.232 
8 
4 Circular BSA(50,2, <2)'s 
1 0.911 0.120 
2 0.948 0.125 
3 0.987 0.130 
2 Circular BSA(50,4, a)'s 
1 1.041 0.137 
2 1.204 0.158 
3 1.415 0.186 
Linear Trend, 
Large Variance Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, Q) 
1 0.957 0.272 
2 1.011 0.287 
3 1.070 0.304 
8 
4 Circular BSA(50,2, tt)'s 
1 0.909 0.190 
2 0.943 0.198 
3 0.980 0.205 
2 Circular BSA(50,4, ct)'s 
1 1.032 0.216 
2 1.181 0.247 
3 1.375 0.288 
Quadratic Trend, 
Small Variance Structure 
5 Circular BSA(50,2, o) 
Circular BSA(50,3, a) 
1 0.958 0.165 
2 1.024 0.177 
3 1.097 0.189 
8 
4 Circular BSA(50,2, ct)'s 
1 0.909 0.090 
2 0.951 0.094 
3 0.997 0.098 
2 Circular BSA(50,4, Q)'s 
1 1.035 0.102 
2 1.219 0.120 
3 1.478 0.146 
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Large Variance Structure 
5 Circular BSA(50,2, a) Circular BSA(50, 3, ti) 
1 0.924 0.736 
2 0.954 0.760 
3 0.984 0.784 
8 
4 Circular BSA(50,2, o)'s 
I 0.886 0.594 
2 0.906 0.607 
3 0.926 0.621 
2 Circular BSA(50,4, a)'s 
1 0.951 0.638 
2 1.024 0.686 
3 1.104 0.740 
No Trend 
5 Circular BSA(50, 2, a) Circular BSA(50, 3, a) 
1 0.895 1.410 
2 0.911 1.435 
3 0.895 1.410 
8 
4 Circular BSA(50,2, a)'s 
1 0.866 0.756 
2 0.876 0.764 
3 0.867 0.757 
2 Circular BSA(50,4, à)'s 
1 0.885 0.772 
2 0.917 0.799 
3 0.888 0.774 
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Table 6.23 - Relative Efficiencies for Independent Circular BSA's for Simulation 
Population Size = 75 





Circular Ordering, a' = I, 
Weak Correlation Structure 
5 Circular BSA(75, 2, a) 
Circular BSA(75, 3, a) 
1 0.941 0.936 
2 0.941 0.936 
3 0.941 0.936 
8 
4 Circular BSA(75,2, a)'s 
1 0.931 0.869 
2 0.931 0.869 
3 0.931 0.869 
2 Circular BSA(75,4, o)'s 
1 0.980 0.915 
2 0.980 0.915 
3 0.980 0.915 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
5 Circular BSA(75, 2, a) Circular BSA(75, 3, a) 
1 0.950 0.732 
2 0.956 0.736 
3 0.956 0.736 
8 
4 Circular BSA(75, 2, a)'s 
1 0.932 0.758 
2 0.941 0.766 
3 0.941 0.766 
2 Circular BSA(75,4, <a)'s 
1 0.991 0.806 
2 1.013 0.824 
3 1.024 0.833 
Circular Ordering, a' = I, 
Strong Correlation Structure 
5 Circular BSA(75, 2, a) 
Circular BSA(75, 3, a) 
1 0.960 0.468 
2 0.983 0.479 
3 1.002 0.488 
8 
4 Circular BSA(75, 2, a)'s 
1 0.940 0.444 
2 0.959 0.453 
3 0.968 0.458 
2 Circular BSA(75, 4, o)'s 
1 1.020 0.482 
2 1.077 0.509 
3 1.141 0.540 
Circular Ordering, a = 2, 
Weak Correlation Structure 
5 Circular BSA(75, 2, a) 
Circular BSA(75, 3, or) 
1 0.939 0.726 
2 0.951 0.735 
3 0.951 0.735 
8 
4 Circular BSA(75,2, a)'s 
1 0.927 0.827 
2 0.937 0.836 
3 0.937 0.836 
2 Circular BSA(75,4, o)*s 
1 0.976 0.871 
2 1.008 0.899 
3 1.008 0.899 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, a) 
1 0.947 0.595 
2 0.971 0.610 
3 0.977 0.614 
8 
4 Circular BSA(75,2, ct)'s 
1 0.934 0.761 
2 0.944 0.769 
3 0.954 0.777 
2 Circular BSA(75,4, a)'s 
1 0.996 0.811 
2 1.042 0.848 
3 1.066 0.868 
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Circular Ordering, a' = 2, 
Strong Correlation Structure 
5 
1 0.958 0.267 Circular doA(75, 2, u) 2 0.987 0.275 
Circular BSA(7j, û) 3 1.013 0.282 
8 
1 0.942 0.308 
4 Circular BSA(75,2, a)'s 2 0.961 0.314 
3 0.980 0.321 
2 Circular BSA(75,4, o)'s 
1 1.012 0.331 
2 1.093 0.357 
3 1.160 0.379 
Linear Ordering, a' = I, 
Weak Correlation Structure 
5 
1 0.938 0.972 Circular B»A(75,2, a) 
Circular BSA(75, 3, a) 2 0.943 0.978 3 0.938 0.972 
8 
4 Circular BSA(75, 2, a)'s 
1 0.924 0.806 
2 0.933 0.814 
3 0.924 0.806 
2 Circular BSA(75,4, a)'s 
1 0.982 0.857 
2 0.982 0.857 
3 0.971 0.848 
Linear Ordering, a — 1, 
Moderate Correlation Structure 
5 Circular BSA(75,2, a) Circular BSA(75, 3, ci) 
1 0.947 0.812 
2 0.959 0.822 
3 0.959 0.822 
8 
4 Circular BSA(75,2, o)'s 
1 0.935 0.772 
2 0.935 0.772 
3 0.944 0.780 
2 Circular BSA(75,4, a)'s 
1 0.995 0.822 
2 1.016 0.839 
3 1.016 0.839 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
5 Circular BS A(75,2, a) Circular BSA(75,3, <a) 
1 0.955 0.448 
2 0.978 0.459 
3 1.002 0.470 
8 
4 Circular BSA(75,2, û)'s 
1 0.943 0.514 
2 0.952 0.519 
3 0.971 0.530 
2 Circular BSA(75,4, û)'s 
1 1.012 0.552 
2 1.079 0.588 
3 1.129 0.616 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
5 Circular BSA(75,2, û) Circular BSA(75,3, ci) 
1 0.941 0.523 
2 0.953 0.529 
3 0.953 0.529 
8 
4 Circular BSA(75,2, a)'s 
1 0.929 0.972 
2 0.939 0.982 
3 0.939 0.982 
2 Circular BSA(75,4, û)'s 
1 0.978 1.023 
2 0.999 1.045 
3 0.999 1.045 
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Linear Ordering, Ct = 2, 
Moderate Correlation Structure 
5 
I 0.946 0.381 
circular oaA(/o, z, u) 2 0.970 0.390 
circular no A( / 3, j, u) 3 0.976 0.393 
8 
1 0.929 0.658 
4 Circular BSA(75,2, ti)'s 2 0.949 0.671 
3 0.949 0.671 
1 1.001 0.708 
2 Circular BSA(75,4, û)'s 2 1.047 0.741 
3 1.072 0.758 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
5 Circular BSA(75,2, ci) Circular BSA(75, 3, ci) 
I 0.959 0.548 
2 0.988 0.565 
3 1.006 0.575 
8 
4 Circular BSA(75,2, a)'s 
1 0.940 0.282 
2 0.958 0.288 
3 0.977 0.293 
2 Circular BSA(75,4, ci)'s 
1 1.017 0.306 
2 1.084 0.326 
3 1.147 0.345 
Linear Trend, 
Small Variance Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, ci) 
1 0.961 0.208 
2 0.999 0.216 
3 1.038 0.224 
8 
4 Circular BSA(75,2, d)'s 
I 0.943 0.133 
2 0.968 0.137 
3 0.994 0.141 
2 Circular BSA(75,4, d)'s 
1 1.027 0.145 
2 1.123 0.159 
3 1.236 0.175 
Linear Trend, 
Large Variance Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, a) 
1 0.960 0.295 
2 0.997 0.306 
3 1.035 0.318 
8 
4 Circular BSA(75, 2, o)'s 
1 0.942 0.126 
2 0.967 0.129 
3 0.992 0.133 
2 Circular BSA(75,4, ci)'s 
1 1.025 0.137 
2 1.119 0.149 
3 1.228 0.164 
Quadratic Trend, 
Small Variance Structure 
5 Circular BSA(75, 2, û) Circular BSA(75, 3, ci) 
1 0.963 0.050 
2 1.005 0.053 
3 1.053 0.055 
8 
4 Circular BS A(75,2, ci)'s 
1 0.944 0.033 
2 0.973 0.034 
3 1.004 0.035 
2 Circular BSA(75,4, o)'s 
1 1.032 0.036 
2 1.142 0.040 
3 1.285 0.045 
199 
Table 6.23 (continued) 






Large Variance Structure 
5 Circular BSA(75,2, ci) 
Circular BSA(75, 3, ci) 
1 0.954 0.317 
2 0.988 0.328 
3 1.023 0.340 
8 
4 Circular BSA(75, 2, ci)'s 
1 0.938 0.157 
2 0.961 0.160 
3 0.984 0.164 
2 Circular BSA(75, 4, ti)'s 
1 1.010 0.169 
2 1.094 0.183 
3 1.192 0.199 
No Trend 
5 Circular BSA(75,2, ci) 
Circular BSA(75, 3, ci) 
1 0.931 1.416 
2 0.926 1.408 
3 0.926 1.408 
8 
4 Circular BSA(75, 2, a)'s 
1 0.923 0.809 
2 0.915 0.801 
3 0.915 0.801 
2 Circular BSA(75, 4, o)'s 
1 0.958 0.839 
2 0.940 0.824 
3 0.949 0.831 
populations, regardless of variance structure, and the quadratic trend 
population with small variance structure with a > 2. 
2) For N = 50, the method of independent groups schemes utilizing 4 circular 
BSA(50, 2, a)'s were generally much less efficient than simple random 
sampling, regardless of population structure and a. Schemes utilizing a 
circular BSA(50, 2, a) with a circular BSA(50, 3, ct) were typically less 
efficient than simple random sampling. However, such schemes were 
generally as or more efficient than simple random sampling under circularly 
and linearly ordered populations with strong correlation structure, regardless 
of a , linear trend populations, regardless of variance structure, and the 
q u a d r a t i c  t r e n d  p o p u l a t i o n  w i t h  s m a l l  v a r i a n c e  s t r u c t u r e ,  f o r  a  > 2 .  
Method of independent groups schemes utilizing 2 circular BSA(50,4, o)'s 
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were generally as efficient or more efficient that simple random sampling 
under circularly and linearly ordered populations with moderate and strong 
correlation structures, regardless of a , and linear and quadratic trend 
populations, regardless of variance structure and a- the only exception was 
under the quadratic trend population with large variance structure with <2= 1. 
3) For N = 75, method of independent groups schemes utilizing 4 circular 
BSA(75, 2, a)'s were generally much less efficient than simple random 
sampling, regardless of population structure and a: Schemes utilizing a 
circular BSA(75, 2, a) with a circular BSA(75, 3, or) were typically less 
efficient than simple random sampling. However, such schemes were 
generally as or more efficient than simple random sampling under circularly 
and linearly ordered populations with strong correlation structure, regardless 
of a , linear trend populations, regardless of variance structure, and the 
quadratic trend population with small variance structure, for a >2. Method 
of independent groups schemes utilizing 2 circular BSA(75,4, a)'s were 
generally as efficient or more efficient than simple random sampling with the 
exception of the population without trend, regardless of a. 
4) The performance of the method of independent group schemes was somewhat 
erratic with respect to systematic sampling. In some situations, systematic 
sampling was much more efficient than the method of independent groups 
schemes, while the opposite was true in other situations. However, while 
systematic sampling may be more efficient in some scenarios, as noted earlier, 
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the performance of the utilized variance estimator under systematic sampling 
plans is not consistent. 
Investigation of Tables 6.24 through 6.26 yielded the following observations 
concerning the corresponding distributions of the relative measures of the variance 
estimates under the various method of independent groups schemes: 
1) For N = 25, the distributions of relative measures were similar within a given 
population structure, regardless of a. Specifically, under circularly and 
linearly ordered populations with moderate correlation structure and a - 1, 
the corresponding variance estimator appears to be the most accurate; 
however, as expected with only using two independent groups, the 
distributions of relative measures have a fairly large amount of spread. Under 
circularly and linearly ordered populations with strong correlation structure 
and a - 1, the corresponding estimates were not accurate. Specifically, the 
25th percentiles of the corresponding distributions of relative measures of 
variance estimates were positive. For all other population structures, the 
corresponding estimators typically underestimate the true variance. Under 
such populations, the median of the obtained variance estimates is roughly 
half of the corresponding true variance. 
2) For N — 50 and 75, the distributions of relative measures were similar within a 
given population structure, regardless of a Under schemes involving 2 
circular BSA's, regardless of population structure and n , the corresponding 
estimators typically underestimate the true variance. Under such schemes, the 
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Table 6.24 — Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Independent Circular BSA's (Circular BSA(25, 2, d) and 
Circular BSA(25, 3, a)) for Simulation Population Size of 25 
Population Structure a Modified 5-Number Summary 
Circular Ordering, a -1, 
Weak Correlation Structure 
1 -1.70 -0.38 0.51 0.89 0.98 
2 -1.83 -0.34 0.52 0.89 0.98 
3 -1.68 -0.39 0.52 0.89 0.98 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
1 -4.27 -1.60 0.09 0.79 0.97 
2 -4.06 -1.55 0.11 0.80 0.97 
3 -3.55 -1.24 0.20 0.82 0.97 
Circular Ordering, a = 1, 
Strong Correlation Structure 
1 -0.34 0.34 0.77 0.95 0.99 
2 -0.39 0.29 0.75 0.94 0.99 
3 -0.56 0.22 0.72 0.94 0.99 
Circular Ordering, a —2, 
Weak Correlation Structure 
1 -1.90 -0.46 0.51 0.89 0.98 
2 -1.89 -0.44 0.49 0.89 0.98 
3 -1.88 -0.45 0.50 0.89 0.98 
Circular Ordering, a -2, 
Moderate Correlation Structure 
1 -1.77 -0.40 0.51 0.89 0.98 
2 -1.52 -0.27 0.55 0.90 0.98 
3 -1.51 -0.29 0.55 0.90 0.99 
Circular Ordering, a —2, 
Strong Correlation Structure 
1 -1.65 -0.33 0.53 0.89 0.98 
2 -1.68 -0.33 0.53 0.89 0.98 
3 -1.75 -0.36 0.52 0.90 0.98 
Linear Ordering, a - I, 
Weak Correlation Structure 
1 -1.64 -0.28 0.55 0.90 0.98 
2 -1.73 -0.37 0.51 0.89 0.98 
3 -1.80 -0.37 0.50 0.89 0.98 
Linear Ordering, a = I, 
Moderate Correlation Structure 
1 -4.12 -1.60 0.11 0.80 0.97 
2 -3.95 -1.54 0.10 0.79 0.97 
3 -3.85 -1.60 0.10 0.79 0.97 
Linear Ordering, a - I, 
Strong Correlation Structure 
1 -0.44 0.27 0.74 0.94 0.99 
2 -0.55 0.21 0.73 0.94 0.99 
3 -0.62 0.19 0.72 0.94 0.99 
Linear Ordering, a — 2, 
Weak Correlation Structure 
1 -1.89 -0.43 0.50 0.89 0.98 
2 -1.93 -0.45 0.50 0.89 0.98 
3 -2.10 -0.52 0.50 0.89 0.98 
Linear Ordering, a* = 2, 
Moderate Correlation Structure 
1 -1.51 -0.19 0.61 0.91 0.99 
2 -1.36 -0.15 0.62 0.91 0.99 
3 -1.43 -0.12 0.63 0.92 0.99 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
1 -1.75 -0.36 0.54 0.90 0.99 
2 -1.78 -0.35 0.54 0.90 0.99 
3 -1.75 -0.36 0.51 0.89 0.98 
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Table 6.24 (continued) 
Population Structure a Modified 5-Number Summary 
Linear Trend, 
Small Variance Structure 
1 -1.72 -0.38 0.52 0.89 0.98 
2 -1.79 -0.44 0.50 0.88 0.98 
3 -1.76 -0.41 0.50 0.89 0.98 
Linear Trend, 
Large Variance Structure 
1 -1.72 -0.36 0.54 0.90 0.98 
2 -1.71 -0.38 0.52 0.89 0.98 
3 -1.73 -0.40 0.51 0.89 0.98 
Quadratic Trend, 
Small Variance Structure 
1 -1.68 -0.33 0.53 0.89 0.98 
2 -1.75 -0.37 0.53 0.89 0.98 
3 -1.73 -0.36 0.52 0.90 0.98 
Quadratic Trend, 
Large Variance Structure 
1 -1.82 -0.31 0.58 0.91 0.98 
2 -1.70 -0.31 0.56 0.90 0.98 
3 -1.67 -0.31 0.57 0.91 0.99 
No Trend 
1 -1.69 -0.34 0.52 0.89 0.98 
2 -1.72 -0.35 0.52 0.89 0.98 
3 -1.71 -0.38 0.52 0.89 0.98 
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Table 6.25 — Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Independent Circular BSA's for Simulation Population Size of 50 
Population Structure n' Sampling Plans a Modified 5-Number Summary 
Circular Ordering, a' = I, 
Weak Correlation Structure 
5 Circular BSA(50, 2, ci) 
Circular BSA(50,3, ci) 
1 -1.73 -0.34 0.55 0.90 0.99 
2 -1.75 -0.32 0.53 0.90 0.98 
3 -1.71 -0.31 0.55 0.90 0.98 
8 
4 Circular BSA(50,2, ci)'s 
1 -1.08 -0.38 0.20 0.58 0.80 
2 
-1.11 -0.39 0.20 0.58 0.80 
3 -1.08 -0.39 0.20 0.58 0.79 
2 Circular BSA(50,4, ci)'s 
1 -1.75 -0.33 0.54 0.90 0.98 
2 
-1.68 -0.34 0.54 0.90 0.98 
3 -1.68 -0.35 0.55 0.90 0.98 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
5 Circular BSA(50, 2, ci) 
Circular BSA(50, 3, ci) 
1 -2.31 -0.58 0.46 0.88 0.98 
2 -2.31 -0.64 0.45 0.88 0.98 
3 -2.50 -0.72 0.40 0.87 0.98 
8 
4 Circular BSA(50,2, o)'s 
1 -1.48 -0.64 0.05 0.51 0.76 
2 
-1.53 -0.65 0.05 0.51 0.76 
3 -1.59 -0.68 0.04 0.52 0.78 
2 Circular BSA(50,4, a)'s 
1 -2.21 -0.57 0.48 0.88 0.98 
2 
-2.51 -0.73 0.40 0.87 0.98 
3 -2.63 -0.78 0.38 0.87 0.98 
Circular Ordering, a - I, 
Strong Correlation Structure 
5 Circular BSA(50, 2, ci) 
Circular BSA(50, 3, d) 
1 -1.49 -0.27 0.55 0.90 0.98 
2 -1.48 -0.23 0.56 0.90 0.98 
3 -1.56 -0.26 0.55 0.90 0.98 
8 
4 Circular BSA(50,2, ci)'s 
1 -0.92 -0.30 0.22 0.59 0.80 
2 
-0.91 -0.30 0.22 0.58 0.80 
3 -0.87 -0.27 0.25 0.60 0.80 
2 Circular BSA(50,4, ci)'s 
1 -1.46 -0.24 0.58 0.90 0.98 
2 
-1.54 -0.26 0.57 0.90 0.98 
3 -1.35 -0.17 0.59 0.90 0.98 
Circular Ordering, a = 2, 
Weak Correlation Structure 
5 Circular BSA(50,2, ci) 
Circular BSA(50,3, ci) 
1 -1.82 -0.41 0.52 0.90 0.98 
2 -1.74 -0.41 0.53 0.89 0.98 
3 -1.75 -0.40 0.53 0.89 0.98 
8 
4 Circular BSA(50,2, à)'s 
1 -1.17 -0.40 0.19 0.59 0.81 
2 
-1.11 -0.41 0.18 0.59 0.80 
3 -1.11 -0.40 0.19 0.58 0.80 
2 Circular BSA(50,4, ci)'s 
1 -1.83 -0.40 0.52 0.89 0.98 
2 
-1.76 -0.40 0.52 0.89 0.98 
3 -1.76 -0.34 0.55 0.89 0.98 
Circular Ordering, a — 2, 
Moderate Correlation Structure 
5 Circular BSA(50,2, ci) 
Circular BSA(50, 3, ci) 
1 -1.42 -0.18 0.59 0.91 0.99 
2 -1.33 -0.17 0.60 0.90 0.98 
3 -1.31 -0.16 0.61 0.91 0.99 
8 
4 Circular BSA(50,2, Q)'s 
1 -0.78 -0.21 0.29 0.64 0.82 
2 
-0.80 -0.20 0.29 0.64 0.83 
3 -0.78 -0.19 0.31 0.65 0.83 
2 Circular BSA(50,4, o)'s 
1 -1.30 -0.12 0.61 0.91 0.99 
2 
-1.24 -0.13 0.60 0.91 0.99 
3 -1.14 -0.07 0.64 0.92 0.99 
205 
Table 6.25 (continued) 
Population Structure n Sampling Plans or Modified 5-Number Summary 
Circular Ordering, a = 2, 
Strong Correlation Structure 
5 Circular BSA(50,2, ci) 
Circular BSA(50, 3, ci) 
1 -1.63 -0.31 0.57 0.90 0.99 
2 -1.64 -0.32 0.54 0.89 0.98 
3 -1.71 -0.34 0.54 0.89 0.98 
8 
4 Circular BSA(50, 2, ci)'s 
1 -1.11 -0.40 0.21 0.59 0.80 
2 -1.05 -0.39 0.19 0.58 0.80 
3 -1.05 -0.37 0.20 0.59 0.80 
2 Circular BSA(50,4, ti)'s 
1 -1.66 -0.32 0.54 0.89 0.98 
2 
-1.72 -0.31 0.54 0.89 0.99 
3 -1.67 -0.31 0.55 0.90 0.99 
Linear Ordering, a' = I, 
Weak Correlation Structure 
5 Circular BSA(50, 2, ci) 
Circular BSA(50, 3, ci) 
1 -1.66 -0.35 0.53 0.90 0.98 
2 -1.66 -0.31 0.54 0.90 0.98 
3 -1.76 -0.35 0.54 0.90 0.98 
8 
4 Circular BSA(50, 2, ci)'s 
1 -1.08 -0.38 0.20 0.58 0.79 
2 
-1.09 -0.38 0.20 0.59 0.80 
3 -1.06 -0.37 0.18 0.58 0.79 
2 Circular BSA(50,4, a)'s 
1 -1.71 -0.36 0.54 0.90 0.98 
2 -1.73 -0.34 0.54 0.89 0.98 
3 -1.71 -0.37 0.52 0.89 0.98 
Linear Ordering, a' = V, 
Moderate Correlation Structure 
5 Circular BSA(50,2, ci) 
Circular BSA(50, 3, a) 
1 -2.12 -0.58 0.44 0.87 0.98 
2 -2.21 -0.59 0.44 0.88 0.98 
3 -2.33 -0.63 0.42 0.88 0.98 
8 
4 Circular BSA(50,2, a)'s 
1 -1.42 -0.61 0.05 0.50 0.77 
2 
-1.45 -0.62 0.07 0.51 0.76 
3 -1.49 -0.65 0.05 0.51 0.76 
2 Circular BSA(50, 4, d)'s 
1 -2.24 -0.61 0.44 0.88 0.98 
2 
-2.49 -0.71 0.41 0.86 0.98 
3 -2.51 -0.76 0.36 0.85 0.98 
Linear Ordering, a' = I, 
Strong Correlation Structure 
5 Circular BS A(50, 2, ci) 
Circular BSA(50, 3, ci) 
1 -1.68 -0.30 0.54 0.90 0.98 
2 -1.55 -0.27 0.55 0.90 0.98 
3 -1.53 -0.28 0.55 0.90 0.98 
8 
4 Circular BSA(50,2, o)'s 
1 -0.95 -0.32 0.22 0.59 0.80 
2 -0.95 -0.32 0.22 0.59 0.80 
3 -0.98 -0.31 0.23 0.60 0.81 
2 Circular BSA(50,4, d)'s 
1 -1.51 -0.25 0.56 0.90 0.98 
2 
-1.55 -0.26 0.56 0.90 0.98 
3 -1.44 -0.23 0.59 0.90 0.99 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
5 Circular BS A(50,2, <a) 
Circular BSA(50,3, o) 
1 -1.72 -0.37 0.51 0.89 0.98 
2 -1.69 -0.31 0.54 0.90 0.99 
3 -1.73 -0.38 0.53 0.89 0.98 
8 
4 Circular BSA(50,2, a)'s 
1 -1.15 -0.42 0.17 0.57 0.79 
2 
-1.14 -0.42 0.17 0.57 0.80 
3 -1.14 -0.40 0.19 0.58 0.79 
2 Circular BSA(50,4, 
1 -1.73 -0.37 0.53 0.89 0.98 
2 
-1.83 -0.36 0.54 0.90 0.98 
3 -1.69 -0.31 0.53 0.89 0.98 
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Table 6.25 (continued) 
Population Structure n" Sampling Plans ar Modified 5-Number Summary 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
5 Circular BSA(50,2, û) 
Circular BSA(50, 3, a) 
I -1.34 -0.18 0.58 0.91 0.99 
2 -1.33 -0.17 0.59 0.91 0.99 
3 -1.38 -0.16 0.59 0.91 0.99 
8 
4 Circular BSA(50,2, o)'s 
I -0.79 -0.22 0.27 0.61 0.81 
2 
-0.78 -0.22 0.28 0.62 0.82 
3 -0.76 -0.21 0.28 0.63 0.81 
2 Circular BSA(50,4, a)'s 
1 -1.31 -0.12 0.60 0.91 0.99 
2 
-1.35 -0.15 0.59 0.91 0.99 
3 -1.23 -0.09 0.62 0.91 0.99 
Linear Ordering, a = 2, 
Strong Correlation Structure 
5 Circular BSA(50, 2, 0) 
Circular BSA(50, 3, a) 
1 -1.78 -0.35 0.53 0.90 0.98 
2 -1.77 -0.40 0.54 0.89 0.98 
3 -1.77 -0.39 0.51 0.89 0.98 
8 
4 Circular BSA(50,2, o)'s 
1 -1.05 -0.38 0.18 0.57 0.79 
2 
-1.04 -0.37 0.18 0.58 0.80 
3 -1.02 -0.38 0.19 0.56 0.79 
2 Circular BSA(50,4, a)'s 
I -1.68 -0.34 0.55 0.90 0.99 
2 
-1.76 -0.35 0.54 0.90 0.98 
3 -1.76 -0.35 0.54 0.89 0.98 
Linear Trend, 
Small Variance Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, a) 
I -1.71 -0.35 0.53 0.90 0.98 
2 -1.65 -0.38 0.52 0.89 0.98 
3 -1.66 -0.40 0.50 0.89 0.98 
8 
4 Circular BSA(50,2, o)'s 
1 -1.00 -0.40 0.15 0.55 0.78 
2 
-1.04 -0.40 0.16 0.56 0.78 
3 -1.00 -0.38 0.15 0.55 0.78 
2 Circular BSA(50,4, o)'s 
1 -1.70 -0.30 0.54 0.90 0.98 
2 
-1.67 -0.30 0.55 0.90 0.99 
3 -1.71 -0.38 0.53 0.89 0.98 
Linear Trend, 
Large Variance Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, a) 
1 -1.69 -0.35 0.53 0.90 0.98 
2 -1.67 -0.36 0.52 0.89 0.98 
3 -1.72 -0.39 0.51 0.89 0.98 
8 
4 Circular BSA(50,2, a)'s 
I -1.01 -0.40 0.16 0.55 0.78 
2 
-1.03 -0.41 0.16 0.56 0.78 
3 -1.01 -0.39 0.16 0.55 0.78 
2 Circular BS A(50,4, û)*s 
1 -1.67 -0.29 0.54 0.89 0.98 
2 
-1.67 -0.29 0.56 0.91 0.99 
3 -1.72 -0.39 0.53 0.90 0.98 
Quadratic Trend, 
Small Variance Structure 
5 Circular BSA(50,2, a) 
Circular BSA(50, 3, d) 
1 -1.57 -0.29 0.54 0.90 0.98 
2 -1.69 -0.35 0.53 0.89 0.98 
3 -1.63 -0.36 031 0.89 0.98 
8 
4 Circular BSA(50,2, o)'s 
1 -1.05 -0.39 0.17 0.57 0.79 
2 
-1.04 -0.41 0.16 0.56 0.79 
3 -1.01 -0.38 0.17 0.56 0.78 
2 Circular BSA(50,4, <a)'s 
1 -1.82 -0.39 0.52 0.89 0.98 
2 
-1.63 -0.25 0.57 0.90 0.98 
3 -1.72 -0.36 0.53 0.89 0.98 
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Table 6.25 (continued) 
Population Structure n Sampling Plans or Modified 5-Number Summary 
Quadratic Trend, 
Large Variance Structure 
5 Circular BSA(50, 2, 0) Circular BSA(50, 3, o) 
1 -1.69 -0.27 0.57 0.90 0.98 
2 -1.72 -0.26 0.56 0.91 0.99 
3 -1.74 -0.31 0.57 0.90 0.99 
8 
4 Circular BSA(50,2, a)'s 
1 -1.16 -0.35 0.25 0.62 0.82 
2 
-1.17 -0.39 0.22 0.61 0.82 
3 -1.13 -0.36 0.23 0.63 0.82 
2 Circular BS A(50,4, o)'s 
1 -1.74 -0.35 0.54 0.90 0.98 
2 -1.64 -0.26 0.58 0.91 0.99 
3 -1.72 -0.32 0.55 0.90 0.98 
No Trend 
5 Circular BSA(50,2, a) Circular BSA(50, 3, a) 
1 -1.67 -0.37 0.53 0.89 0.98 
2 -1.71 -0.36 0.54 0.90 0.98 
3 -1.61 -0.31 0.55 0.90 0.98 
8 
4 Circular BS A(50, 2, ti)'s 
1 -1.05 -0.36 0.20 0.58 0.79 
2 -1.07 -0.38 0.18 0.57 0.80 
3 -1.03 -0.38 0.19 0.58 0.79 
2 Circular BSA(50, 4, ti)'s 
1 -1.71 -0.36 0.54 0.89 0.98 
2 
-1.66 -0.33 0.53 0.90 0.98 
3 -1.79 -0.37 0.52 0.89 0.98 
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Table 6.26 - Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Independent Circular BSA's for Simulation Population Size of 75 
Population Structure n' Sampling Plans a Modified 5-Number Summary 
Circular Ordering, a' = 1, 
Weak Correlation Structure 
5 Circular BSA(75, 2, ci) 
Circular BSA(75, 3, ci) 
1 -1.75 -0.34 0.54 0.90 0.98 
2 -1.71 -0.34 0.52 0.89 0.98 
3 -1.72 -0.33 0.55 0.90 0.98 
8 
4 Circular BSA(75,2, û)'s 
1 -1.11 -0.38 0.22 0.61 0.82 
2 
-1.10 -0.39 0.20 0.59 0.81 
3 -1.14 -0.41 0.20 0.60 0.81 
2 Circular BSA(75,4, ti)'s 
1 -1.62 -0.30 0.54 0.90 0.99 
2 
-1.73 -0.32 0.55 0.90 0.98 
3 -1.71 -0.34 0.54 0.89 0.98 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
5 Circular BS A(75, 2, a) 
Circular BSA(75, 3, ci) 
1 -1.65 -0.27 0.57 0.90 0.99 
2 -1.70 -0.27 0.56 0.90 0.99 
3 -1.71 -0.29 0.56 0.90 0.98 
8 
4 Circular BSA(75,2, ti)'s 
1 -1.07 -0.34 0.24 0.61 0.81 
2 
-1.09 -0.37 0.23 0.61 0.81 
3 -1.15 -0.39 0.23 0.61 0.81 
2 Circular BSA(75,4, o)'s 
I -1.71 -0.36 0.54 0.90 0.98 
2 
-1.75 -0.33 0.56 0.90 0.99 
3 -1.92 -0.44 0.51 0.89 0.98 
Circular Ordering, a' = I, 
Strong Correlation Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, d) 
1 -1.82 -0.42 0.51 0.89 0.98 
2 -1.83 -0.42 0.50 0.89 0.98 
3 -1.76 -0.35 0.53 0.89 0.98 
8 
4 Circular BSA(75, 2, o)'s 
1 -1.13 -0.43 0.15 0.57 0.79 
2 
-1.14 -0.45 0.16 0.56 0.79 
3 -1.17 -0.44 0.15 0.55 0.79 
2 Circular BSA(75,4, d)'s 
1 -1.82 -0.36 0.54 0.90 0.98 
2 
-1.74 -0.33 0.53 0.90 0.98 
3 -1.71 -0.30 0.55 0.91 0.98 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
5 Circular BSA(75, 2, ci) 
Circular BSA(75, 3, ci) 
1 -1.76 -0.35 0.53 0.90 0.98 
2 -1.68 -0.32 0.53 0.90 0.99 
3 -1.72 -0.33 0.54 0.90 0.98 
8 
4 Circular BSA(75,2, a)'s 
1 -1.08 -0.38 0.22 0.60 0.81 
2 
-1.08 -0.37 0.20 0.59 0.80 
3 -1.04 -0.37 0.19 0.59 0.80 
2 Circular BSA(75,4, o)'s 
1 -1.78 -0.33 0.54 0.90 0.99 
2 
-1.73 -0.36 0.53 0.90 0.98 
3 -1.73 -0.37 0.53 0.90 0.98 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
5 Circular BS A(75, 2, a) 
Circular BS A(75, 3, ci) 
1 -1.72 -0.31 0.55 0.90 0.99 
2 -1.65 -0.30 0.54 0.90 0.98 
3 -1.64 -0.32 0.55 0.90 0.99 
8 
4 Circular BSA(75,2, a)'s 
1 -1.02 -0.34 0.24 0.61 0.81 
2 
-1.03 -0.33 0.23 0.61 0.81 
3 -0.99 -0.31 0.24 0.61 0.81 
2 Circular BSA(75,4, û)'s 
1 -1.56 -0.22 0.59 0.91 0.99 
2 
-1.57 -0.24 0.56 0.90 0.99 
3 -1.61 -0.28 0.57 0.90 0.98 
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Table 6.26 (continued) 
Population Structure n Sampling Plans a Modified 5-Number Summary 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
5 Circular BSA(75,2, d) 
Circular BSA(75, 3, o) 
1 -1.78 -0.33 0.54 0.90 0.98 
2 -1.67 -0.31 0.55 0.89 0.98 
3 -1.75 -0.38 0.52 0.89 0.98 
8 
4 Circular BSA(75,2, û)'s 
I -1.05 -0.38 0.18 0.57 0.79 
2 
-1.05 -0.38 0.19 0.57 0.79 
3 -1.08 -0.39 0.17 0.58 0.79 
2 Circular BSA(75,4, û)'s 
1 -1.65 -0.25 0.58 0.91 0.99 
2 -1.65 -0.27 0.56 0.90 0.98 
3 -1.67 -0.29 0.54 0.90 0.98 
Linear Ordering, a' = J, 
Weak Correlation Structure 
5 Circular BSA(75, 2, a) 
Circular BSA(75, 3, a) 
1 -1.80 -0.33 0.55 0.90 0.98 
2 -1.70 -0.32 0.53 0.90 0.99 
3 -1.76 -0.31 0.55 0.90 0.98 
8 
4 Circular BSA(75, 2, o)'s 
I -1.09 -0.35 0.22 0.61 0.81 
2 
-1.07 -0.35 0.22 0.60 0.81 
3 -1.13 -0.40 0.19 0.59 0.80 
2 Circular BSA(75,4, û)'s 
1 -1.76 -0.31 0.56 0.90 0.99 
2 -1.70 -0.39 0.52 0.90 0.98 
3 -1.71 -0.31 0.54 0.90 0.98 
Linear Ordering, a' — 1, 
Moderate Correlation Structure 
5 Circular BSA(75,2, û) 
Circular BSA(75, 3, a) 
I -1.58 -0.29 0.57 0.91 0.99 
2 -1.61 -0.26 0.57 0.90 0.98 
3 -1.69 -0.32 0.56 0.90 0.98 
8 
4 Circular BSA(75, 2, ti)'s 
1 -1.07 -0.35 0.23 0.61 0.81 
2 
-1.07 -0.34 0.25 0.61 0.81 
3 -1.10 -0.35 0.21 0.60 0.81 
2 Circular BSA(75,4, o)'s 
1 -1.64 -0.31 0.55 0.90 0.98 
2 
-1.72 -0.35 0.53 0.89 0.98 
3 -1.91 -0.47 0.51 0.89 0.98 
Linear Ordering, a' = I, 
Strong Correlation Structure 
5 Circular BSA(75,2, d) 
Circular BSA(75, 3, a) 
1 -1.86 -0.38 0.52 0.90 0.98 
2 -1.87 -0.47 0.49 0.89 0.98 
3 -1.78 -0.41 0.51 0.89 0.98 
8 
4 Circular BSA(75, 2, ti)'s 
1 -1.13 -0.46 0.14 065 0.79 
2 -1.13 -0.48 0.12 0.53 0.77 
3 -1.14 -0.47 0.14 0.56 0.78 
2 Circular BSA(?5,4, d)'s 
1 -1.90 -0.39 0.53 0.90 0.98 
2 
-1.82 -0.38 0.52 0.89 0.98 
3 -1.84 -0.41 0.53 0.89 0.98 
Linear Ordering, a' — 2, 
Weak Correlation Structure 
5 Circular BSA(75, 2, Ct) 
Circular BSA(75, 3, d) 
1 -1.67 -0.30 0.54 0.90 0.98 
2 -1.67 -0.31 0.54 0.90 0.98 
3 -1.77 -0.37 0.53 0.90 0.98 
8 
4 Circular BSA(75,2, tf)'s 
I -1.05 -0.41 0.16 0.57 0.80 
2 
-1.06 -0.39 0.17 0.58 0.79 
3 -1.05 -0.39 0.17 0.58 0.79 
2 Circular BSA(75,4, d)'s 
1 -1.72 -0.37 0.53 0.90 0.98 
2 
-1.64 -0.35 0.52 0.90 0.98 
3 -1.79 -0.38 0.53 0.89 0.98 
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Table 6.26 (continued) 
Population Structure n Sampling Plans a Modified 5-Number Summary 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
5 Circular BSA(75, 2, ci) 
Circular BSA(75, 3, ci) 
1 -1.59 -0.28 0.55 0.90 0.98 
2 -1.64 -0.31 0.55 0.90 0.98 
3 -1.57 -0.27 0.56 0.90 0.99 
8 
4 Circular BSA(75,2, ci)'s 
1 -1.03 -0.38 0.19 0.58 0.79 
2 
-1.03 -0.35 0.22 0.60 0.81 
3 -1.00 -0.35 0.20 0.59 0.81 
2 Circular BSA(75,4, o)'s 
I -1.57 -0.27 0.58 0.91 0.99 
2 
-1.52 -0.28 0.55 0.90 0.99 
3 -1.48 -0.27 0.56 0.91 0.99 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, ci) 
1 -1.76 -0.33 0.53 0.89 0.98 
2 -1.75 -0.36 0.52 0.90 0.98 
3 -1.66 -0.34 0.53 0.90 0.98 
8 
4 Circular BSA(75, 2, ci)'s 
1 -1.05 -0.40 0.17 0.57 0.79 
2 -1.04 -0.39 0.17 0.57 0.80 
3 -1.02 -0.39 0.18 0.56 0.79 
2 Circular BSA(75, 4, ci)'s 
1 -1.70 -0.27 0.56 0.90 0.99 
2 
-1.69 -0.35 0.55 0.89 0.98 
3 -1.74 -0.38 0.53 0.90 0.99 
Linear Trend, 
Small Variance Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, ci) 
1 -1.79 -0.38 0.53 0.89 0.98 
2 -1.71 -0.40 0.50 0.88 0.98 
3 -1.73 -0.38 0.52 0.89 0.98 
8 
4 Circular BSA(75,2, ci)'s 
1 -1.00 -0.40 0.16 0.56 0.79 
2 -1.03 -0.40 0.15 0.56 0.79 
3 -1.01 -0.43 0.16 0.56 0.78 
2 Circular BSA(75, 4, ti)'s 
1 -1.75 -0.18 0.61 0.91 0.99 
2 
-1.72 -0.27 0.58 0.91 0.99 
3 -1.80 -0.31 0.58 0.91 0.98 
Linear Trend, 
Large Variance Structure 
5 Circular BSA(75, 2, ci) 
Circular BSA(75, 3, ci) 
1 -1.78 -0.37 0.53 0.89 0.98 
2 -1.72 -0.39 0.51 0.89 0.98 
3 -1.79 -0.39 0.52 0.89 0.98 
8 
4 Circular BSA(75, 2, o)'s 
1 -1.01 -0.39 0.16 0.57 0.79 
2 
-1.03 -0.40 0.15 0.56 0.79 
3 -1.03 -0.42 0.16 0.56 0.78 
2 Circular BSA(75,4, a)'s 
1 -1.74 -0.19 0.61 0.91 0.99 
2 -1.72 -0.27 0.58 0.91 0.99 
3 -1.76 -0.30 0.57 0.91 0.99 
Quadratic Trend, 
Small Variance Structure 
5 Circular BSA(75,2, d) 
Circular BSA(75,3, d) 
1 -1.67 -0.36 0.54 0.89 0.98 
2 -1.67 -0.34 0.52 0.89 0.98 
3 -1.72 -0.36 0.51 0.89 0.98 
8 
4 Circular BSA(75, 2, û)'s 
1 -1.06 -0.39 0.18 036 0.79 
2 
-1.07 -0.41 0.17 0.57 0.79 
3 -1.03 -0.39 0.17 035 0.78 
2 Circular BSA(75,4, ci)'s 
1 -1.75 -0.09 0.68 0.93 0.99 
2 
-1.65 -0.14 0.63 0.92 0.99 
3 -1.76 -0.21 0.62 0.92 0.99 
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Table 6.26 (continued) 
Population Structure n' Sampling Plans a Modified 5-Number Summary 
Quadratic Trend, 
Large Variance Structure 
5 Circular BSA(75,2, a) 
Circular BSA(75, 3, a) 
1 -1.72 -0.33 0.52 0.90 0.98 
2 -1.73 -0.37 0.53 0.89 0.98 
3 -1.68 -0.35 0.52 0.90 0.98 
8 
4 Circular BSA(75,2, a)'s 
1 -1.04 -0.38 0.17 0.57 0.79 
2 -1.05 -0.40 0.18 0.57 0.79 
3 -1.04 -0.40 0.17 0.57 0.79 
2 Circular BSA(75,4, a)'s 
1 -1.65 -0.19 0.62 0.92 0.99 
2 -1.75 -0.23 0.59 0.91 0.99 
3 -1.77 -0.32 0.58 0.91 0.99 
No Trend 
5 Circular BSA(75, 2, d) 
Circular BSA(75, 3, ct) 
1 -1.83 -0.39 0.51 0.89 0.98 
2 -1.70 -0.38 0.52 0.89 0.98 
3 -1.74 -0.38 0.54 0.89 0.98 
8 
4 Circular BSA(75,2, a)'s 
1 -1.07 -0.39 0.17 0.57 0.79 
2 -1.07 -0.39 0.19 0.58 0.80 
3 -1.03 -0.35 0.21 0.58 0.80 
2 Circular BSA(75,4, a)'s 
1 -1.67 -0.34 0.54 0.90 0.98 
2 
-1.69 -0.33 0.54 0.90 0.98 
3 -1.78 -0.35 0.54 0.90 0.98 
median of the obtained variance estimates is roughly half of the corresponding 
true variance. Under schemes involving 4 circular BSA(iV, 2, a)'s, the 
corresponding estimators yielded slightly more accurate estimates, and, as 
expected, the distributions of relative measures were less variable. However, 
one should note that such method of independent groups schemes have been 
previously shown to be very inefficient with respect to simple random 
sampling. 
Investigation of Tables 6.27 through 6.29 revealed that desirable empirical 
coverage probabilities were obtained under desired 95% confidence intervals, regardless 
of N, method of independent groups scheme, and population structure. 
Overall, even thought desirable empirical coverage probabilities were generally 
obtained under the method of independent groups, not only were such plans typically less 
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efficient than simple random sampling, but the distributions of relative measures of 
variance estimates under the method of independent groups did not compare favorably to 
that under simple random sampling. Specifically, the distributions under the method of 
independent groups generally indicated that not only the median relative measure was 
larger in magnitude than that under simple random sampling, but the relative measures 
were also more dispersed. Thus, the method of independent groups does not appear to be 
a favorable option to either simple random sampling or a single application of a circular 
BSA using an appropriate variance estimator. 
As a reminder, a possible improvement in terms of variance estimation under the 
method of independent groups schemes may be obtained as follows. The Method of 
Random Groups was initially developed to simplify variance estimation in complex 
surveys; however, while variance estimation under a circular BSA fails to yield an 
unbiased estimate, it is not very complicated - one may use an approximation technique 
investigated in Section 6.3. Further investigation is warranted to determine whether such 
a modification significantly improves the performance of augmentation schemes in terms 
of variance estimation. 
Under the investigated sample supplementation scenario, a sample obtained 
through a circular BSA sampling plan is supplemented by a simple random sample from 
the remaining units. By supplementing a circular BSA(N, n/, ct) with a simple random 
sample of rt2 units from the remaining N -n, units, first- and second-order inclusion 
probabilities attain the following general forms: 
n* ~ n' *nz for i ~ l.—.N, (6.4.4) N 
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Table 6.27 - Desired 95% Confidence Interval Coverage Probabilities under Independent 
Circular BSA's (Circular BSA(25, 2, ct) and Circular BSA(25, 3, a)) for 
Simulation Population Size = 25 
Population Structure a 
Coverage 
Probability Population Structure a 
Coverage 
Probability 
Circular Ordering, a = 1, 
Weak Correlation Structure 
I 0.9488 
Linear Ordering, a = 1, 
Weak Correlation Structure 
1 0.9477 
2 0.9518 2 0.9521 
3 0.9405 3 0.9491 
Circular Ordering, a = 1, 1 0.9484 Linear Ordering, a = 1, 1 0.9500 
Moderate Correlation 2 0.9517 Moderate Correlation 2 0.9512 
Structure 3 0.9455 Structure 3 0.9486 
Circular Ordering, a = 1, 1 0.9472 Linear Ordering, a = I, 1 0.9528 
Strong Correlation 2 0.9528 Strong Correlation 2 0.9488 
Structure 3 0.9504 Structure 3 0.9503 
Circular Ordering, a - 2, 
Weak Correlation Structure 
1 0.9481 
Linear Ordering, a = 2, 
Weak Correlation Structure 
1 0.9484 
2 0.9484 2 0.9519 
3 0.9499 3 0.9498 
Circular Ordering, a = 2, 1 0.9481 Linear Ordering, a = 2, 1 0.9524 
Moderate Correlation 2 0.9513 Moderate Correlation 2 0.9539 
Structure 3 0.9464 Structure 3 0.9539 
Circular Ordering, a - 2, 1 0.9498 Linear Ordering, a = 2, 1 0.9504 
Strong Correlation 2 0.9507 Strong Correlation 2 0.9509 
Structure 3 0.9467 Structure 3 0.9493 
Linear Trend, 
Small Variance Structure 
1 0.9519 Quadratic Trend, 
Small Variance Structure 
1 0.9476 
2 0.9543 2 0.9476 
3 0.9495 3 0.9463 
Linear Trend, 
Large Variance Structure 
1 0.9486 Quadratic Trend, 
Large Variance Structure 
I 0.9549 
2 0.9491 2 0.9562 
3 0.9497 3 0.9562 
1 0.9476 
No Trend 2 0.9476 
3 0.9458 
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Table 6.28 — Desired 95% Confidence Interval Coverage Probabilities under Independent 
Circular BSA's for Simulation Population Size = 50 
Population Structure n Sampling Plans or 
Coverage 
Probability 
Circular Ordering, a = I, 
Weak Correlation Structure 
5 Circular BSA(50,2, a) 













Circular Ordering, a' = /, 
Moderate Correlation Structure 
5 Circular BSA(50,2, a) 













Circular Ordering, a' = 1, 
Strong Correlation Structure 
5 Circular BSA(50,2, a) 













Circular Ordering, a' = 2, 
Weak Correlation Structure 
5 Circular BS A(50,2, a) 













Circular Ordering, a = 2, 
Moderate Correlation Structure 
5 Circular BS A(50,2, ci) 














Table 6.28 (continued) 




1 0.9478 Circular BbA(5U, 2, a) 2 0.9475 
Circular BSA(5Ut 3, u) 3 0.9496 
Circular Ordering, a = 2, 
Strong Correlation Structure 
8 
1 0.9441 
4 Circular BSA(50, 2, a)'s 2 0.9496 
3 0.9485 
1 0.9530 
2 Circular BSA(50,4, ti)'s 2 0.9446 
3 0.9464 
Linear Ordering, a = 1, 
Weak Correlation Structure 
5 
1 0.9517 
circular doA(jU, 2, u) 2 0.9520 Circular BSA(50, 3, a) 3 0.9487 
8 
1 0.9522 
4 Circular BSA(50,2, d)'s 2 0.9483 
3 0.9506 




Linear Ordering, a = 1, 
Moderate Correlation Structure 
5 Circular BSA(50,2, <a) 













Linear Ordering, a = I, 
Strong Correlation Structure 













Linear Ordering, a - 2, 
Weak Correlation Structure 
5 Circular BS A(50,2, ci) 














Table 6.28 (continued) 
Population Structure n Sampling Plans a 
Coverage 
Probability 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
5 Circular BSA(50,2, ct) 













Linear Ordering, a' = 2, 
Strong Correlation Structure 
5 Circular BSA(50,2, ct) 














Small Variance Structure 
5 Circular BSA(50,2, 0) 














Large Variance Structure 
5 Circular BSA(50,2, a) 














Small Variance Structure 
5 Circular BSA(50,2, a) 














Table 6.28 (continued) 




Large Variance Structure 
5 Circular BSA(50,2, ct) 














5 Circular BSA(50,2, ct) 














Table 6.29 - Desired 95% Confidence Interval Coverage Probabilities under Independent 
Circular BSA's for Simulation Population Size = 75 
Population Structure n Sampling Plans a 
Coverage 
Probability 
Circular Ordering, a' = ], 
Weak Correlation Structure 
5 Circular BSA(75, 2, a) 













Circular Ordering, a = I, 
Moderate Correlation Structure 
5 Circular BSA(75,2, ct) 













Circular Ordering, a' = I, 
Strong Correlation Structure 
5 Circular BSA(75, 2, ct) 













Circular Ordering, a = 2, 
Weak Correlation Structure 
5 Circular BSA(75, 2, ct) 













Circular Ordering, a = 2, 
Moderate Correlation Structure 
5 Circular BSA(75, 2, ct) 














Table 6.29 (continued) 
Population Structure n Sampling Plans a 
Coverage 
Probability 
Circular Ordering, a = 2, 
Strong Correlation Structure 
5 Circular BSA(75,2, ct) 













Linear Ordering, a = I, 
Weak Correlation Structure 
5 Circular BSA(75, 2, ct) 













Linear Ordering, a = I, 
Moderate Correlation Structure 
5 Circular BSA(75,2, ct) 













Linear Ordering, a = I, 
Strong Correlation Structure 
5 Circular BSA(75,2, ct) 













Linear Ordering, a = 2, 
Weak Correlation Structure 
5 Circular BSA(75, 2, ct) 














Table 6.29 (continued) 
Population Structure n Sampling Plans a 
Coverage 
Probability 
Linear Ordering, a = 2, 
Moderate Correlation Structure 













Linear Ordering, a = 2, 
Strong Correlation Structure 
5 Circular BSA(75,2, a) 














Small Variance Structure 














Large Variance Structure 
5 Circular BSA(75,2, û) 














Small Variance Structure 














Table 6.29 (continued) 




Large Variance Structure 
5 Circular BSA(75,2, a) 














5 Circular BSA(75,2, a) 














* i j = <  
"2 ("2 ~t) 




N { N - { 2 a + l ) )  
C 
"2 ("2 -1) 
+ 2 n, 
N
~




N - n ,  
n, {n , - l )  
O v )  ~ y  = - l , . . ; ± o c ( m o d  N )  
^ N(N ~ (2a+l))y 
(6.4.5) 
N — 2n, | n , ( n , - l )  
otherwise {{N- n ^N- n , - ! ) )  N N{N-{2CC+1)), 
Note that (6.4.5) always yields positive second-order inclusion probabilities, thus, the 
Sen-Yates-Grundy estimator (2.1.14) may be used to obtain an unbiased estimate of the 
variance of the Horvitz-Thompson estimator of the population mean. 
The various sampling supplementation combinations considered throughout the 
simulation study were: 
1) Circular BSA(N, 2, ct) supplemented with a SRS(N - 2,3) and circular 
BSA(M 3, a) supplemented with a SRS(N- 3,2) for N - 25, 50, and 75, and 
222 
a- 1, 2, and 3, and 
2) Circular BSA(M 3, ct) supplemented with a SRS(iV- 3, 5), circular 
BSA(M 4, ct) supplemented with a SRS(Ar-4,4), and circular BSA(JV, 5, ct) 
supplemented with a SRS(JV- 5, 3), for N= 50 and 75, and a= 1, 2, and 3. 
For all combinations detailed above, 95% nominal confidence intervals of the 
form: 
were obtained for each of the 10,000 repetitions under all combinations of population 
structures and sampling plans. 
Relative efficiencies with respect to simple random sampling and systematic 
sampling for all combinations of population structure and sampling plan are presented in 
Tables 6.30 through 6.32 for N = 25, 50, and 75, respectively. Modified 5-number 
summaries of the relative measures of the variances estimates for all pairwise 
combinations of population structure and sampling plan for the sample supplementation 
schemes are presented in Tables 6.33 through 6.35 for TV = 25, 50, and 75, respectively. 
Empirical coverage probabilities for all pairwise combinations of population structure 
and sampling plan for the sample supplementation schemes are presented in Tables 6.36 
through 6.38 for N = 25, 50, and 75, respectively. 
Investigation of Tables 6.30 through 6.32 yielded the following general 
conclusions concerning the relative efficiency of the sample supplementation schemes 
with respect to simple random sampling and systematic sampling: 
(6.4.6) 
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Table 6.30 - Relative Efficiencies for Circular BSA(25,Supplemented with an 
SRS(25 - nt, n2) for Simulation Population Size = 25 





Circular Ordering, a' = I, 
2 
1 1.014 0.467 
3 2 1.028 0.473 
3 1.032 0.475 
Weak Correlation Structure 
3 2 
1 1.045 0.482 
2 1.097 0.506 
3 1.112 0.512 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
2 3 
1 1.023 0.258 
2 1.039 0.262 
3 1.046 0.264 
3 2 
1 1.077 0.272 
2 1.142 0.288 
3 1.171 0.296 
Circular Ordering, a' = 1, 
Strong Correlation Structure 
2 3 
1 1.022 0.285 
2 1.028 0.286 
3 1.016 0.283 
3 2 
1 1.076 0.300 
2 1.099 0.306 
3 1.056 0.294 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 3 
1 1.019 0.378 
2 1.030 0.382 
3 1.037 0.385 
3 2 
1 1.064 0.395 
2 1.106 0.410 
3 1.132 0.420 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 3 
1 1.025 0.272 
2 1.045 0.277 
3 1.054 0.280 
3 2 
1 1.086 0.288 
2 1.166 0.310 
3 1.202 0.319 
Circular Ordering, or* = 2, 
Strong Correlation Structure 
2 3 
1 1.021 0.207 
2 1.029 0.209 
3 1.017 0.206 
3 2 
1 1.074 0.218 
2 1.104 0.224 
3 1.057 0.214 
Linear Ordering, a' = J, 
Weak Correlation Structure 
2 3 
1 1.012 0.567 
2 1.020 0.572 
3 1.023 0.574 
3 2 
1 1.039 0.582 
2 I 1.070 0.600 
3 | 1.081 0.606 
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Table 6.30 (continued) 





Linear Ordering, a = /, 
Moderate Correlation Structure 
2 3 
1 1.018 0.383 
2 1.031 0.387 
3 1.034 0.389 
3 2 
1 1.063 0.399 
2 1.109 0.417 
3 1.123 0.422 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
2 3 
1 1.021 0.341 
2 1.030 0.344 
3 1.026 0.342 
3 2 
1 1.074 0.358 
2 1.101 0.367 
3 1.088 0.363 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 3 
1 1.017 0.612 
2 1.025 0.617 
3 1.024 0.617 
3 2 
1 1.058 0.637 
2 1.086 0.654 
3 1.082 0.651 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 3 
1 1.020 0.314 
2 1.036 0.319 
3 1.041 0.321 
3 2 
1 1.070 0.330 
2 1.129 0.348 
3 1.148 0.353 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 3 
1 1.020 0.374 
2 1.031 0.378 
3 1.029 0.378 
3 2 
1 1.066 0.391 
2 1.114 0.408 
3 1.107 0.406 
Linear Trend 
Small Variance Structure 
2 3 
1 1.027 0.251 
2 1.054 0.257 
3 1.079 0.264 
3 2 
1 1.096 0.268 
2 1.202 0.293 
3 1.317 0.322 
Linear Trend 
Large Variance Structure 
2 3 
1 1.024 0.209 
2 1.048 0.214 
3 1.074 0.219 
3 2 
1 1.085 0.221 
2 1.179 0.240 
3 1.293 0.264 
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Table 6.30 (continued) 






Small Variance Structure 
2 3 
1 1.011 0.278 
2 1.035 0.284 
3 1.052 0.289 
3 2 
1 1.038 0.285 
2 1.125 0.309 
3 1.191 0.327 
Quadratic Trend 
Large Variance Structure 
2 3 
1 0.993 1.533 
2 0.991 1.530 
3 1.002 1.547 
3 2 
1 0.978 1.509 
2 0.971 1.499 
3 1.007 1.555 
No Trend 
2 3 
1 0.991 0.503 
2 1.003 0.508 
3 0.997 0.505 
3 2 
1 0.971 0.492 
2 1.008 0.511 
3 0.989 0.501 
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Table 6.31 - Relative Efficiencies for Circular BSA(50, nh df s Supplemented with an 
SRS(50 — nh n2) for Simulation Population Size = 50 





Circular Ordering, a = I, 
Weak Correlation Structure 
5 
2 3 
1 1.004 0.727 
2 1.004 0.727 
3 1.004 0.727 
3 2 
1 1.019 0.738 
2 1.011 0.733 
3 1.004 0.727 
8 
3 5 
1 1.010 2.495 
2 1.008 2.489 
3 1.003 2.477 
4 4 
1 1.022 2.524 
2 1.015 2.508 
3 1.005 2.483 
5 3 
I 1.039 2.566 
2 1.028 2.540 
3 1.008 2.489 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
5 
2 3 
1 1.006 0.819 
2 1.006 0.819 
3 1.006 0.819 
3 2 
1 1.030 0.839 
2 1.030 0.839 
3 1.022 0.832 
8 
3 5 
1 1.015 2.283 
2 1.017 2.286 
3 1.014 2.280 
4 4 
1 1.032 2.321 
2 1.035 2.327 
3 1.029 2.314 
5 3 
1 1.059 2.380 
2 1.065 2.394 
3 1.050 2.360 
Circular Ordering, a = 1, 
Strong Correlation Structure 
5 
2 3 
1 1.016 0.313 
2 1.016 0.313 
3 1.025 0.316 
3 2 
1 1.035 0.319 
2 1.055 0.325 
3 1.066 0.328 
8 
3 5 
1 1.021 1.695 
2 1.033 1.715 
3 1.040 1.726 
4 4 
1 1.047 1.737 
2 1.072 1.779 
3 1.090 1.810 
5 3 
1 1.083 1.797 
2 1.132 1.878 
3 1.165 1.934 
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Table 6.31 (continued) 





Circular Ordering, a = 2, 
Weak Correlation Structure 
5 
2 3 
1 1.009 0.850 
2 1.009 0.850 
3 1.009 0.850 
3 2 
1 1.017 0.857 
2 1.025 0.864 
3 1.017 0.857 
8 
3 5 
1 1.010 2.218 
2 1.014 2.227 
3 1.010 2.218 
4 4 
1 1.019 2.239 
2 1.032 2.267 
3 1.022 2.246 
5 3 
1 1.036 2.276 
2 1.056 2.321 
3 1.036 2.276 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
5 
2 3 
1 1.007 0.985 
2 1.016 0.994 
3 1.016 0.994 
3 2 
1 1.025 1.003 
2 1.044 1.021 
3 1.054 1.031 
8 
3 5 
I 1.015 1.629 
2 1.026 1.646 
3 1.029 1.651 
4 4 
1 1.033 1.656 
2 1.057 1.696 
3 1.064 1.707 
5 3 
1 1.057 1.696 
2 1.105 1.772 
3 1.114 1.787 
Circular Ordering, a = 2, 
Strong Correlation Structure 
5 
2 3 
1 1.007 0.434 
2 1.018 0.439 
3 1.028 0.443 
3 2 
1 1.040 0.448 
2 1.063 0.458 
3 1.087 0.469 
8 
3 5 
1 1.022 1.466 
2 1.039 1.491 
3 1.051 1.508 
4 4 
1 1.045 1.499 
2 1.085 1.558 
3 1.116 1.601 
5 3 
1 1.083 1.555 
2 1.158 1.661 
3 1.216 1.744 
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Table 6.31 (continued) 





Linear Ordering, a' = I, 
Weak Correlation Structure 
5 
2 3 
1 1.005 0.796 
2 1.005 0.796 
3 1.005 0.796 
3 2 
I 1.020 0.808 
2 1.013 0.802 
3 1.005 0.796 
8 
3 5 
1 1.010 1.876 
2 1.008 1.871 
3 1.005 1.866 
4 4 
1 1.022 1.897 
2 1.018 1.890 
3 1.012 1.878 
5 3 
1 1.039 1.929 
2 1.032 1.917 
3 1.019 1.892 
Linear Ordering, a' = 1, 
Moderate Correlation Structure 
5 
2 3 
1 1.007 0.935 
2 1.007 0.935 
3 1.007 0.935 
3 2 
1 1.023 0.950 
2 1.032 0.958 
3 1.023 0.950 
8 
3 5 
1 1.015 1.911 
2 1.017 1.914 
3 1.015 1.911 
4 4 
1 1.032 1.943 
2 1.037 1.951 
3 1.032 1.943 
5 3 
1 1.059 1.993 
2 1.067 2.008 
3 1.056 1.988 
Linear Ordering, a = 1, 
Strong Correlation Structure 
5 
2 3 
1 1.014 0.159 
2 1.023 0.160 
3 1.023 0.160 
3 2 
1 1.042 0.163 
2 1.063 0.166 
3 1.073 0.168 
8 
3 5 
1 1.022 1.314 
2 1.035 1.330 
3 1.043 1.341 
4 4 
1 1.046 1.345 
2 1.076 1.384 
3 1.096 1.410 
5 3 
1 1.085 1.395 
2 1.139 1.464 
3 1.176 1.512 
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Table 6.31 (continued) 





Linear Ordering, a' = 2, 
Weak Correlation Structure 
5 
2 3 
1 1.004 0.641 
2 1.012 0.646 
3 1.004 0.641 
3 2 
1 1.012 0.646 
2 1.028 0.656 
3 1.020 0.651 
8 
3 5 
I 1.009 1.371 
2 1.016 1.380 
3 1.012 1.374 
4 4 
1 1.017 1.382 
2 1.033 1.403 
3 1.024 1.391 
5 3 
1 1.031 1.401 
2 1.059 1.439 
3 1.041 1.415 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
5 
2 3 
I 1.011 0.788 
2 1.011 0.788 
3 1.011 0.788 
3 2 
1 1.029 0.802 
2 1.048 0.817 
3 1.048 0.817 
8 
3 5 
1 1.017 1.020 
2 1.027 1.029 
3 1.028 1.031 
4 4 
1 1.036 1.039 
2 1.058 1.060 
3 1.061 1.064 
5 3 
1 1.064 1.067 
2 1.105 1.108 
3 1.107 1.110 
Linear Ordering, a = 2, 
Strong Correlation Structure 
5 
2 3 
1 1.007 0.416 
2 1.017 0.420 
3 1.027 0.424 
3 2 
1 1.037 0.428 
2 1.070 0.441 
3 1.092 0.451 
8 
3 5 
1 1.021 1.093 
2 1.040 1.113 
3 1.052 1.127 
4 4 
1 1.043 1.117 
2 1.088 1.166 
3 1.119 1.198 
5 3 
1 1.081 1.157 
2 1.164 1.246 
3 1.225 1.312 
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Small Variance Structure 
5 
2 3 
1 1.015 0.218 
2 1.030 0.222 
3 1.044 0.225 
3 2 
1 1.049 0.226 
2 1.100 0.237 
3 1.153 0.248 
8 
3 5 
1 1.028 0.135 
2 1.055 0.139 
3 1.084 0.142 
4 4 
1 1.059 0.139 
2 1.124 0.148 
3 1.195 0.157 
5 3 
1 1.109 0.146 
2 1.238 0.163 
3 1.393 0.183 
Linear Trend 
Large Variance Structure 
5 
2 3 
1 1.014 0.288 
2 1.028 0.292 
3 1.042 0.296 
3 2 
1 1.045 0.297 
2 1.093 0.310 
3 1.144 0.325 
8 
3 5 
1 1.026 0.215 
2 1.052 0.220 
3 1.079 0.226 
4 4 
1 1.055 0.221 
2 1.116 0.234 
3 1.183 0.248 
5 3 
1 1.101 0.231 
2 1.221 0.256 
3 1.365 0.286 
Quadratic Trend 
Small Variance Structure 
5 
2 3 
1 1.014 0.175 
2 1.031 0.178 
3 1.048 0.181 
3 2 
1 1.047 0.181 
2 1.104 0.191 
3 1.167 0.201 
8 
3 5 
1 1.026 0.101 
2 1.058 0.104 
3 1.091 0.108 
4 4 
1 1.057 0.104 
2 1.129 0.111 
3 1.213 0.120 
5 3 
1 1.104 0.109 
2 1.250 0.123 
3 1.437 0.142 
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Large Variance Structure 
5 
2 3 
1 1.005 0.800 
2 1.013 0.807 
3 1.021 0.813 
3 2 
1 1.015 0.809 
2 1.042 0.830 
3 1.069 0.851 
8 
3 5 
1 1.009 0.676 
2 1.024 0.686 
3 1.039 0.697 
4 4 
1 1.018 0.683 
2 1.052 0.705 
3 1.087 0.729 
5 3 
1 1.033 0.692 
2 1.095 0.734 




1 0.999 1.574 
2 0.999 1.574 
3 0.999 1.574 
3 2 
1 0.987 1.554 
2 0.999 1.574 
3 0.987 1.554 
8 
3 5 
1 0.993 0.866 
2 1.001 0.873 
3 0.994 0.867 
4 4 
1 0.985 0.860 
2 1.002 0.874 
3 0.989 0.862 
5 3 
1 0.976 0.851 
2 1.003 0.875 
3 0.978 0.853 
Table 6.32 - Relative Efficiencies for Circular BSA(75, nh eft's Supplemented with an 
SRS(75 -n,, n2) 





Circular Ordering, a = I, 
Weak Correlation Structure 
5 
2 3 
1 1.001 0.996 
2 1.008 1.002 
3 1.001 0.996 
3 2 
1 1.014 1.008 
2 1.014 1.008 
3 1.014 1.008 
8 
3 5 
1 1.011 0.944 
2 1.011 0.944 
3 1.001 0.934 
4 4 
1 1.011 0.944 
2 1.022 0.954 
3 1.011 0.944 
5 3 
I 1.022 0.954 
2 1.034 0.965 
3 1.022 0.954 
Circular Ordering, a - 1, 
Moderate Correlation Structure 
5 
2 3 
1 1.005 0.774 
2 1.012 0.779 
3 1.012 0.779 
3 2 
1 1.018 0.785 
2 1.025 0.790 
3 1.032 0.795 
8 
3 5 
1 1.013 0.824 
2 1.013 0.824 
3 1.013 0.824 
4 4 
1 1.024 0.833 
2 1.035 0.842 
3 1.035 0.842 
5 3 
1 1.047 0.852 
2 1.059 0.861 
3 1.059 0.861 
Circular Ordering, a' = 1, 
Strong Correlation Structure 
5 
2 3 
1 1.008 0.491 
2 1.014 0.494 
3 1.021 0.498 
3 2 
1 1.027 0.501 
2 1.047 0.511 
3 1.068 0.521 
8 
3 5 
1 1.020 0.482 
2 1.031 0.487 
3 1.042 0.493 
4 4 
1 1.031 0.487 
2 1.065 0.504 
3 1.089 0.515 
5 3 
1 1.065 0.504 
2 1.115 0.527 
3 1.155 0.546 
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Circular Ordering, a' = 2, 
Weak Correlation Structure 
5 
2 3 
1 1.007 0.778 
2 1.007 0.778 
3 1.007 0.778 
3 2 
1 1.013 0.783 
2 1.027 0.793 
3 1.027 0.793 
8 
3 5 
1 1.008 0.899 
2 1.008 0.899 
3 1.008 0.899 
4 4 
1 1.019 0.909 
2 1.030 0.919 
3 1.030 0.919 
5 3 
1 1.030 0.919 
2 1.054 0.940 
3 1.054 0.940 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
5 
2 3 
1 1.010 0.634 
2 1.010 0.634 
3 1.017 0.638 
3 2 
1 1.023 0.643 
2 1.037 0.652 
3 1.045 0.656 
8 
3 5 
1 1.018 0.829 
2 1.018 0.829 
3 1.030 0.839 
4 4 
1 1.018 0.829 
2 1.054 0.858 
3 1.054 0.858 
5 3 
1 1.042 0.848 
2 1.092 0.889 
3 1.105 0.900 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
5 
2 3 
1 1.006 0.280 
2 1.019 0.284 
3 1.026 0.286 
3 2 
1 1.026 0.286 
2 1.053 0.293 
3 1.074 0.299 
8 
3 5 
1 1.023 0.334 
2 1.034 0.338 
3 1.045 0.342 
4 4 
1 1.034 0.338 
2 1.069 0.349 
3 1.093 0.357 
5 3 
1 1.057 0.345 
2 1.119 0.366 
3 1.174 0.384 
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Linear Ordering, a' = I, 
Weak Correlation Structure 
5 
2 3 
1 1.003 1.040 
2 1.003 1.040 
3 1.003 1.040 
3 2 
1 1.016 1.054 
2 1.016 1.054 
3 1.010 1.047 
8 
3 5 
1 1.013 0.884 
2 1.002 0.875 
3 1.002 0.875 
4 4 
L 1.013 0.884 
2 1.024 0.894 
3 1.013 0.884 
5 3 
1 1.024 0.894 
2 1.035 0.904 
3 1.024 0.894 
Linear Ordering, a' = 1, 
Moderate Correlation Structure 
5 
2 3 
1 1.008 0.864 
2 1.008 0.864 
3 1.008 0.864 
3 2 
1 1.022 0.875 
2 1.028 0.881 
3 1.028 0.881 
8 
3 5 
1 1.016 0.839 
2 1.016 0.839 
3 1.016 0.839 
4 4 
1 1.027 0.849 
2 1.039 0.858 
3 1.039 0.858 
5 3 
1 1.039 0.858 
2 1.062 0.878 
3 1.062 0.878 
Linear Ordering, a = 1, 
Strong Correlation Structure 
5 
2 3 
1 1.008 0.473 
2 1.015 0.476 
3 1.021 0.479 
3 2 
1 1.028 0.482 
2 1.047 0.491 
3 1.068 0.501 
8 
3 5 
1 1.022 0.557 
2 1.022 0.557 
3 1.033 0.563 
4 4 
1 1.033 0.563 
2 1.056 0.576 
3 1.079 0.588 
5 3 
1 1.056 0.576 
2 1.116 0.609 
3 1.156 0.630 
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Linear Ordering, a = 2, 
Weak Correlation Structure 
5 
2 3 
1 1.002 0.557 
2 1.009 0.560 
3 1.009 0.560 
3 2 
1 1.015 0.564 
2 1.022 0.568 
3 1.022 0.568 
8 
3 5 
1 1.010 1.057 
2 1.010 1.057 
3 1.010 1.057 
4 4 
1 1.010 1.057 
2 1.032 1.080 
3 1.032 1.080 
5 3 
1 1.021 1.068 
2 1.056 1.105 
3 1.044 1.092 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
5 
2 3 
1 1.008 0.406 
2 1.015 0.409 
3 1.015 0.409 
3 2 
1 1.022 0.411 
2 1.036 0.417 
3 1.043 0.420 
8 
3 5 
1 1.012 0.716 
2 1.023 0.724 
3 1.023 0.724 
4 4 
1 1.023 0.724 
2 1.047 0.741 
3 1.059 0.750 
5 3 
1 1.047 0.741 
2 1.084 0.767 
3 1.097 0.777 
Linear Ordering, a = 2, 
Strong Correlation Structure 
5 
2 3 
1 1.012 0.578 
2 1.018 0.582 
3 1.024 0.586 
3 2 
1 1.024 0.586 
2 1.051 0.601 
3 1.071 0.612 
8 
3 5 
1 1.017 0.306 
2 1.028 0.309 
3 1.039 0.312 
4 4 
1 1.028 0.309 
2 1.061 0.319 
3 1.096 0.329 
5 3 
1 1.061 0.319 
2 1.121 0.337 
3 1.175 0.353 
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Small Variance Structure 
5 
2 3 
1 1.010 0.219 
2 1.021 0.221 
3 1.030 0.223 
3 2 
1 1.032 0.223 
2 1.065 0.230 
3 1.100 0.238 
8 
3 5 
1 1.022 0.145 
2 1.035 0.147 
3 1.055 0.149 
4 4 
1 1.037 0.147 
2 1.082 0.153 
3 1.126 0.159 
5 3 
1 1.069 0.151 
2 1.150 0.163 
3 1.235 0.175 
Linear Trend 
Large Variance Structure 
5 
2 3 
I 1.010 0.310 
2 1.020 0.313 
3 1.030 0.316 
3 2 
1 1.031 0.317 
2 1.064 0.327 
3 1.098 0.337 
8 
3 5 
1 1.022 0.136 
2 1.034 0.138 
3 1.054 0.141 
4 4 
1 1.036 0.138 
2 1.080 0.144 
3 1.123 0.150 
5 3 
1 1.067 0.142 
2 1.146 0.153 
3 1.229 0.164 
Quadratic Trend 
Small Variance Structure 
5 
2 3 
1 1.011 0.053 
2 1.023 0.053 
3 1.034 0.054 
3 2 
1 1.034 0.054 
2 1.071 0.056 
3 1.114 0.058 
8 
3 5 
1 1.023 0.036 
2 1.038 0.036 
3 1.063 0.037 
4 4 
1 1.039 0.036 
2 1.089 0.038 
3 1.143 0.040 
5 3 
1 1.073 0.037 
2 1.165 0.041 
3 1.272 0.044 
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Large Variance Structure 
5 
2 3 
1 1.008 0.335 
2 1.018 0.338 
3 1.027 0.341 
3 2 
1 1.026 0.341 
2 1.056 0.351 
3 1.087 0.361 
8 
3 5 
1 1.018 0.170 
2 1.030 0.172 
3 1.048 0.175 
4 4 
1 1.029 0.172 
2 1.069 0.179 
3 1.109 0.185 
5 3 
1 1.055 0.176 
2 1.126 0.188 




1 1.002 1.523 
2 1.002 1.523 
3 1.002 1.523 
3 2 
I 1.002 1.523 
2 1.002 1.523 
3 1.002 1.523 
8 
3 5 
1 1.005 0.880 
2 0.995 0.871 
3 0.995 . 0.871 
4 4 
1 1.005 0.880 
2 1.005 0.880 
3 1.005 0.880 
5 3 
1 1.005 0.880 
2 1.005 0.880 
3 1.005 0.880 
1) In general, the investigated supplementation schemes were as efficient or 
more efficient than simple random sampling, regardless of population 
structure. Also, the efficiency of the sample supplementation schemes 
general ly  increased  as  n,  increased  for  f ixed  n ( +n 2 .  
2) The performance of the supplementation schemes was somewhat erratic with 
respect to systematic sampling. In some situations, systematic sampling was 
much more efficient than the supplementation schemes, while the opposite 
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was true in other situations. However, while systematic sampling may be 
more efficient in some scenarios, as noted earlier, the performance of the 
utilized variance estimator under systematic sampling plans is not consistent, 
was true in other situations. However, while systematic sampling may be 
more efficient in some scenarios, as noted earlier, the performance of the 
utilized variance estimator under systematic sampling plans is not consistent. 
Investigation of Tables 6.33 through 6.35 yielded the following observations 
concerning the corresponding distributions of the relative measures of the variance 
estimates under the various supplementation schemes: 
1) For N = 25, the distributions of relative measures were similar within a given 
population structure, regardless of a, m, and «2- Specifically, under circularly 
and linearly ordered populations with moderate correlation structure and 
a — 1, the corresponding estimator grossly overestimates the true variance. 
Under circularly and linearly ordered populations with strong correlation 
structure and a - 1, the corresponding estimator grossly underestimates the 
true variance. For the linearly ordered population with moderate correlation 
structure and a = 2 and the population exhibiting quadratic trend with large 
variance structure, the corresponding estimators appear to slightly 
underestimate the true variance. For all other population structures, the 
variance estimators appear to provide very accurate and fairly consistent 
estimates. 
2) For N — 50 and 75, the distributions of relative measures were similar within a 
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given population structure and value of nj + «2, regardless of a. Specifically, 
for circularly and linearly ordered populations, regardless of correlation 
structure and a , and the population with no trend, the variance estimates 
were generally more accurate and precise when m + ri2 = 8 compared to when 
m +•112 = 5. For all other population structures, increasing nj + m from 5 to 8 
only resulted in an increase in precision. However, regardless of population 
structure, a, and value of nj + «2, sample supplementation generally provided 
fairly accurate estimates of the true variance. 
Investigation of Tables 6.36 through 6.38 yielded the following general 
conclusions concerning the empirical coverage probabilities of desired 95% confidence 
intervals under the various supplementation schemes: 
1) Regardless of N, a, and population structure, the obtained empirical coverage 
probabilities were consistent within fixed values of nj + n2. 
2) For N = 25, while higher than desired empirical coverage probabilities were 
generally obtained under the circularly ordered population with weak 
correlation structure and a = 2, the linearly ordered population with moderate 
correlation structure and a = 2, and the quadratic trend population with large 
variance structure, lower than desired empirical coverage probabilities were 
noted under the population with no trend. The circularly ordered population 
with weak correlation structure and a = 1, and the linearly ordered 
populations with moderate correlation structure and a — 1 and strong 
correlation structure and a = 2 typically yielded slightly higher than desired 
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Table 6.33 - Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Circular BSA(25, nhct? s Supplemented with an 
SRS(25 - n,, n2) for Simulation Population Size = 25 
Population Structure n, n2 or Modified 5-Number Summary 
Circular Ordering, a' = I, 
Weak Correlation Structure 
2 3 
1 -0.78 -0.41 0.10 0.46 0.65 
2 -0.77 -0.41 0.07 0.45 0.65 
3 -0.76 -0.40 0.07 0.46 0.66 
3 2 
1 -0.77 -0.42 0.07 0.44 0.67 
2 -0.72 -0.39 0.06 0.45 0.69 
3 -0.80 -0.36 0.07 0.46 0.71 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
2 3 
1 -2.43 -1.68 -0.70 -0.07 0.33 
2 -2.38 -1.64 -0.70 -0.09 0.32 
3 -2.33 -1.59 -0.66 -0.07 0.32 
3 2 
1 -2.54 -1.69 -0.73 -0.08 0.30 
2 -2.33 -1.49 -0.70 -0.06 0.35 
3 -2.32 -1.25 -0.54 0.02 0.40 
Circular Ordering, a' = I, 
Strong Correlation Structure 
2 3 
I 0.16 0.33 0.54 0.72 0.84 
2 0.14 0.33 0.55 0.71 0.83 
3 0.11 0.32 0.54 0.71 0.83 
3 2 
1 0.16 0.34 0.53 0.71 0.83 
2 0.11 0.32 0.53 0.70 0.82 
3 -0.03 0.31 0.52 0.70 0.83 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 3 
1 -0.94 -0.41 0.06 0.44 0.69 
2 -0.94 -0.41 0.05 0.42 0.68 
3 -0.94 -0.41 0.06 0.44 0.69 
3 2 
1 -0.93 -0.41 0.05 0.43 0.68 
2 -0.97 -0.42 0.04 0.41 0.70 
3 -1.04 -0.47 0.06 0.45 0.68 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
2 3 
1 -0.59 -0.32 -0.03 0.30 0.62 
2 -0.56 -0.31 -0.01 0.31 0.63 
3 -0.57 -0.31 -0.02 0.30 0.61 
3 2 
1 -0.57 -0.30 -0.02 0.29 0.60 
2 -0.50 -0.22 0.05 0.33 0.60 
3 -0.59 -0.21 0.10 0.36 0.62 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
2 3 
1 -0.68 -0.37 0.03 0.40 0.65 
2 -0.66 -0.37 0.02 0.40 0.66 
3 -0.69 -0.37 0.04 0.43 0.67 
3 2 
1 -0.66 -0.35 0.04 0.41 0.65 
2 -0.67 -0.35 0.02 0.41 0.66 
3 -0.85 -0.31 0.09 0.46 0.70 
Linear Ordering, a' = I, 
Weak Correlation Structure 
2 3 
1 -0.80 -0.35 0.08 0.47 0.75 
2 -0.83 -0.37 0.08 0.48 0.74 
3 -0.80 -0.36 0.05 0.47 0.73 
3 2 
1 -0.80 -0.36 0.04 0.49 0.75 
2 -0.88 -0.34 0.06 0.48 0.75 
3 -0.84 -0.30 0.12 0.49 0.76 
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Table 6.33 (continued) 
Population Structure n, "2 cc Modified 5-Number Summary 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
2 3 
1 -2.33 -1.52 -0.70 -0.05 0.41 
2 -2.34 -1.53 -0.72 -0.05 0.39 
3 -2.38 -1.52 -0.70 -0.07 0.37 
3 2 
1 -2.35 -1.58 -0.76 -0.11 0.37 
2 -2.26 -1.52 -0.71 -0.02 0.36 
3 -2.35 -1.39 -0.54 0.06 0.41 
Linear Ordering, a = 1, 
Strong Correlation Structure 
2 3 
1 -0.03 0.25 0.55 0.73 0.83 
2 -0.05 0.23 0.53 0.72 0.83 
3 -0.09 0.22 0.53 0.72 0.83 
3 2 
1 -0.03 0.25 0.53 0.71 0.82 
2 -0.05 0.25 0.52 0.70 0.83 
3 -0.17 0.22 0.53 0.72 0.84 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
2 3 
1 -1.16 -0.30 0.08 0.38 0.61 
2 -1.19 -0.32 0.07 0.37 0.61 
3 -1.17 -0.33 0.07 0.36 0.61 
3 2 
1 -1.15 -0.34 0.07 0.36 0.58 
2 -1.08 -0.46 0.06 0.38 0.60 
3 -1.09 -0.41 0.09 0.38 0.60 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
2 3 
1 -0.93 -0.30 0.28 0.66 0.83 
2 -0.90 -0.32 0.29 0.67 0.83 
3 -0.92 -0.31 0.27 0.66 0.83 
3 2 
1 -0.94 -0.29 0.29 0.65 0.82 
2 -0.88 -0.23 0.33 0.67 0.82 
3 -0.83 -0.16 0.31 0.67 0.84 
Linear Ordering, a = 2, 
Strong Correlation Structure 
2 3 
1 -0.90 -0.34 0.12 0.51 0.71 
2 -0.90 -0.36 0.09 0.50 0.71 
3 -0.88 -0.35 0.10 0.49 0.71 
3 2 
1 -0.89 -0.38 0.09 0.50 0.71 
2 -0.86 -0.40 0.11 0.52 0.71 
3 -0.86 -0.32 0.16 0.51 0.73 
Linear Trend 
Small Variance Structure 
2 3 
1 -0.63 -0.31 0.03 0.35 0.58 
2 -0.65 -0.28 0.04 0.35 0.58 
3 -0.70 -0.26 0.08 0.36 0.57 
3 2 
1 -0.54 -0.26 0.05 0.33 0.56 
2 -0.47 -0.15 0.11 0.36 0.55 
3 -1.50 0.02 0.24 0.41 0.55 
Linear Trend 
Large Variance Structure 
2 3 
1 -0.78 -0.40 0.05 0.45 0.70 
2 -0.80 -0.39 0.06 0.46 0.70 
3 -0.79 -0.36 0.08 0.46 0.70 
3 2 
I -0.78 -0.39 0.07 0.45 0.69 
2 -0.77 -0.35 0.09 0.47 0.69 
3 -0.91 -0.27 0.15 0.48 0.68 
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Table 6.33 (continued) 
Population Structure n, «2 a Modified 5-Number Summary 
Quadratic Trend 
Small Variance Structure 
2 3 
1 -0.74 -0.44 0.01 0.53 0.73 
2 -0.72 -0.43 -0.01 0.52 0.72 
3 -0.71 -0.43 -0.02 0.51 0.71 
3 2 
1 -0.77 -0.46 0.03 0.53 0.72 
2 -0.75 -0.43 0.02 0.48 0.69 
3 -0.79 -0.40 0.06 0.51 0.72 
Quadratic Trend 
Large Variance Structure 
2 3 
1 -1.13 -0.41 0.14 0.61 0.84 
2 -1.11 -0.38 0.15 0.60 0.84 
3 -1.20 -0.41 0.14 0.58 0.83 
3 2 
1 -1.12 -0.38 0.19 0.63 0.83 
2 -1.13 -0.35 0.21 0.62 0.83 
3 -1.07 -0.32 0.22 0.64 0.85 
No Trend 
2 3 
1 -0.79 -0.39 0.04 0.49 0.73 
2 -0.80 -0.39 0.04 0.48 0.72 
3 -0.82 -0.41 0.05 0.47 0.73 
3 2 
1 -0.92 -0.33 0.11 0.50 0.75 
2 -0.97 -0.31 0.13 0.47 0.73 
3 -1.04 -0.39 0.18 0.52 0.76 
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Table 6.34 (continued) 
Population Structure n, + n2 n, n, or Modified 5-Number Summary 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
5 
2 3 
1 -0.93 -0.40 0.11 0.48 0.72 
2 -0.93 -0.41 0.12 0.49 0.72 
3 -0.94 -0.39 0.12 0.49 0.72 
3 2 
1 -0.94 -0.39 0.12 0.49 0.73 
2 -0.93 -0.41 0.11 0.49 0.74 
3 -0.94 -0.38 0.12 0.50 0.75 
8 
3 5 
1 -0.67 -0.31 0.05 0.35 0.56 
2 -0.65 -0.30 0.05 0.35 0.56 
3 -0.69 -0.33 0.04 0.33 0.56 
4 4 
1 -0.69 -0.33 0.04 0.34 0.56 
2 -0.65 -0.30 0.04 0.35 0.57 
3 -0.71 -0.30 0.05 0.35 0.57 
5 3 
1 -0.72 -0.33 0.03 0.34 0.57 
2 -0.69 -0.33 0.04 0.35 0.57 
3 -0.77 -0.31 0.09 0.38 0.58 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
5 
2 3 
1 -0.69 -0.19 0.22 0.56 0.75 
2 -0.66 -0.16 0.23 0.56 0.76 
3 -0.65 -0.18 0.22 0.56 0.75 
3 2 
1 -0.69 -0.18 0.23 0.56 0.75 
2 -0.64 -0.16 0.24 0.57 0.76 
3 -0.63 -0.17 0.24 0.56 0.76 
8 
3 5 
1 -0.45 -0.14 0.17 0.42 0.61 
2 -0.42 -0.12 0.19 0.44 0.62 
3 -0.43 -0.13 0.17 0.43 0.62 
4 4 
1 -0.42 -0.13 0.18 0.43 0.61 
2 -0.39 -0.10 0.19 0.43 0.61 
3 -0.37 -0.09 0.20 0.45 0.63 
5 3 
1 -0.42 -0.12 0.18 0.41 0.60 
2 -0.38 -0.08 0.21 0.44 0.62 
3 -0.40 -0.07 0.24 0.49 0.66 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
5 
2 3 
1 -0.89 -0.38 0.13 0.51 0.72 
2 -0.89 -0.38 0.11 0.50 0.72 
3 -0.92 -0.40 0.11 0.51 0.72 
3 2 
1 -0.92 -0.40 0.11 0.50 0.71 
2 -0.86 -0.38 0.11 0.51 0.71 
3 -0.88 -0.37 0.12 0.51 0.72 
8 
3 5 
1 -0.61 -0.30 0.04 0.36 0.57 
2 -0.60 -0.30 0.04 0.36 0.57 
3 -0.61 -0.30 0.04 0.36 0.57 
4 4 
1 -0.60 -0.30 0.04 0.35 0.57 
2 -0.60 -0.31 0.04 0.35 0.56 
3 -0.62 -0.31 0.03 0.34 0.56 
5 3 
1 -0.61 -0.30 0.04 0.35 0.56 
2 -0.62 -0.32 0.03 0.34 0.55 
3 -0.64 -0.30 0.05 0.36 0.58 
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Table 6.34 (continued) 
Population Structure n, + nz n, «2 a Modified 5-Number Summary 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
5 
2 3 
1 -0.89 -0.34 0.16 0.47 0.69 
2 -0.91 -0.35 0.14 0.47 0.69 
3 -0.90 -0.35 0.14 0.47 0.69 
3 2 
1 -0.93 -0.34 0.16 0.48 0.69 
2 -0.91 -0.34 0.16 0.49 0.70 
3 -0.92 -0.35 0.17 0.51 0.72 
8 
3 5 
1 -0.65 -0.28 0.07 0.36 0.54 
2 -0.67 -0.29 0.07 0.36 0.54 
3 -0.66 -0.29 0.07 0.36 0.54 
4 4 
1 -0.65 -0.30 0.06 0.36 0.54 
2 -0.65 -0.29 0.07 0.37 0.55 
3 -0.69 -0.28 0.07 0.37 0.56 
5 3 
1 -0.67 -0.30 0.08 0.37 0.54 
2 -0.69 -0.28 0.09 0.39 0.58 
3 -0.73 -0.30 0.10 0.42 0.60 
Linear Ordering, a' = J, 
Moderate Correlation Structure 
5 
2 3 
1 -1.17 -0.57 -0.02 0.40 0.67 
2 -1.20 -0.63 -0.04 0.39 0.66 
3 -1.16 -0.61 -0.03 0.38 0.67 
3 2 
I -1.19 -0.57 -0.02 0.39 0.67 
2 -1.25 -0.63 -0.02 0.39 0.67 
3 -1.31 -0.66 -0.04 0.39 0.67 
8 
3 5 
1 -0.87 -0.50 -0.09 0.24 0.48 
2 -0.90 -0.52 -0.11 0.24 0.47 
3 -0.90 -0.52 -0.13 0.22 0.47 
4 4 
1 -0.88 -0.51 -0.11 0.22 0.46 
2 -0.93 -0.54 -0.13 0.21 0.45 
3 -0.99 -0.59 -0.15 0.20 0.45 
5 3 
1 -0.91 -0.52 -0.12 0.21 0.45 
2 -1.03 -0.57 -0.14 0.22 0.45 
3 -1.17 -0.67 -0.18 0.20 0.47 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
5 
2 3 
1 -0.82 -0.30 0.16 0.49 0.71 
2 -0.80 -0.30 0.16 0.50 0.71 
3 -0.83 -0.31 0.16 0.49 0.70 
3 2 
1 -0.81 -0.29 0.16 0.50 0.70 
2 -0.78 -0.29 0.17 0.49 0.71 
3 -0.78 -0.28 0.18 0.51 0.71 
8 
3 5 
1 -0.58 -0.23 0.10 0.37 0.57 
2 -0.57 -0.24 0.11 0.37 0.56 
3 -0.54 -0.21 0.10 0.37 0.56 
4 4 
1 -0.55 -0.23 0.10 0.37 0.56 
2 -0.55 -0.22 0.10 0.37 0.56 
3 -0.52 -0.21 0.11 0.37 0.56 
5 3 
1 -0.53 -0.22 0.11 0.37 0.56 
2 -0.51 -0.20 0.12 0.38 0.57 
3 -0.52 -0.18 0.17 0.42 0.59 
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Table 6.34 (continued) 
Population Structure n, + nt 1; «J or Modified 5-Number Summary 
Linear Ordering, a' = 2, 




-0.93 -0.43 0.11 0.50 0.74 
2 -0.91 -0.42 0.11 0.51 0.75 
3 -0.91 -0.43 0.11 0.51 0.74 
3 2 
1 -0.92 -0.42 0.10 0.50 0.75 
2 -0.96 -0.41 0.13 0.51 0.73 
3 -0.96 -0.39 0.13 0.53 0.75 
8 
3 5 
1 -0.65 -0.32 0.02 0.35 0.58 
2 -0.68 -0.32 0.02 0.35 0.57 
3 -0.66 -0.30 0.03 0.36 0.58 
4 4 
1 -0.70 -0.36 0.01 0.34 0.57 
2 -0.70 -0.33 0.02 0.34 0.58 
3 -0.69 -0.31 0.04 0.37 0.59 
5 3 
1 -0.73 -0.35 0.01 0.34 0.57 
2 -0.72 -0.33 0.05 0.37 0.59 
3 -0.81 -0.33 0.08 0.41 0.63 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
5 
2 3 
1 -0.47 -0.17 0.15 0.45 0.65 
2 -0.50 -0.18 0.16 0.45 0.64 
3 -0.47 -0.16 0.18 0.45 0.65 
3 2 
1 -0.46 -0.16 0.17 0.44 0.64 
2 -0.48 -0.17 0.17 0.46 0.64 
3 -0.48 -0.13 0.21 0.48 0.66 
8 
3 5 
1 -0.29 -0.08 0.13 0.34 0.50 
2 -0.28 -0.08 0.13 0.34 0.50 
3 -0.28 -0.08 0.14 0.35 0.52 
4 4 
1 -0.27 -0.08 0.14 0.34 0.51 
2 -0.28 -0.07 0.14 0.34 0.51 
3 -0.29 -0.06 0.17 0.37 0.53 
5 3 
1 -0.25 -0.06 0.15 0.35 0.51 
2 -0.28 -0.05 0.18 0.38 0.53 
3 -0.34 -0.03 0.22 0.43 0.59 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
5 
2 3 
1 -0.77 -0.32 0.09 0.42 0.65 
2 -0.73 -0.31 0.10 0.41 0.65 
3 -0.74 -0.31 0.09 0.41 0.65 
3 2 
1 -0.77 -0.33 0.09 0.42 0.64 
2 -0.72 -0.31 0.08 0.40 0.63 
3 -0.73 -0.30 0.09 0.42 0.64 
8 
3 5 
1 -0.55 -0.25 0.05 0.30 0.48 
2 -0.53 -0.23 0.04 0.29 0.47 
3 -0.53 -0.23 0.05 0.29 0.46 
4 4 
1 -0.53 -0.23 0.04 0.29 0.48 
2 -0.53 -0.24 0.03 0.26 0.45 
3 -0.53 -0.25 0.04 0.28 0.46 
5 3 
1 -0.52 -0.24 0.05 0.28 0.47 
2 -0.51 -0.23 0.05 0.28 0.46 
3 -0.55 -0.24 0.05 0.30 0.49 
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Table 6.34 (continued) 
Population Structure n, + n2 n, ÛT Modified 5-Number Summary 
Linear Trend 
Small Variance Structure 
5 
2 3 
1 -0.64 -0.33 0.04 0.37 0.62 
2 -0.65 -0.32 0.04 0.37 0.61 
3 -0.65 -0.31 0.03 0.37 0.60 
3 2 
1 -0.62 -0.30 0.04 0.36 0.61 
2 -0.57 -0.28 0.06 0.36 0.60 
3 -0.52 -0.23 0.06 0.34 0.57 
8 
3 5 
I -0.45 -0.23 0.01 0.24 0.44 
2 -0.44 -0.21 0.03 0.25 0.44 
3 -0.46 -0.21 0.03 0.24 0.43 
4 4 
I -0.44 -0.22 0.01 0.23 0.42 
2 -0.44 -0.19 0.04 0.25 0.42 
3 -0.52 -0.16 0.06 0.25 0.42 
5 3 
1 -0.41 -0.20 0.02 0.23 0.42 
2 -0.37 -0.14 0.06 0.24 0.40 
3 -0.33 -0.07 0.11 0.27 0.41 
Linear Trend 
Large Variance Structure 
5 
2 3 
1 -0.65 -0.32 0.04 0.39 0.64 
2 -0.67 -0.32 0.04 0.38 0.62 
3 -0.66 -0.31 0.04 0.38 0.61 
3 2 
1 -0.62 -0.31 0.04 0.38 0.61 
2 -0.58 -0.27 0.05 0.38 0.61 
3 -0.54 -0.23 0.07 0.35 0.58 
8 
3 5 
1 -0.46 -0.24 0.01 0.24 0.44 
2 -0.45 -0.21 0.02 0.26 0.45 
3 -0.47 -0.21 0.04 0.25 0.44 
4 4 
1 -0.45 -0.21 0.02 0.24 0.43 
2 -0.44 -0.19 0.03 0.24 0.42 
3 -0.52 -0.17 0.06 0.26 0.43 
5 3 
1 -0.42 -0.21 0.03 0.24 0.43 
2 -0.37 -0.14 0.06 0.25 0.40 
3 -0.35 -0.07 0.12 0.28 0.41 
Quadratic Trend 
Small Variance Structure 
5 
2 3 
1 -0.74 -0.34 0.05 0.43 0.68 
2 -0.74 -0.34 0.05 0.43 0.69 
3 -0.71 -0.33 0.03 0.41 0.68 
3 2 
1 -0.72 -0.34 0.03 0.40 0.67 
2 -0.69 -0.32 0.04 0.40 0.66 
3 -0.69 -0.33 0.02 0.34 0.62 
8 
3 5 
1 -0.54 -0.27 0.03 0.27 0.49 
2 -0.50 -0.24 0.03 0.27 0.49 
3 -0.50 -0.25 0.02 026 0.48 
4 4 
1 -0.52 -0.25 0.02 0.26 0.48 
2 -0.48 -0.23 0.03 0.26 0.45 
3 -0.46 -0.23 0.03 0.25 0.44 
5 3 
1 -0.50 -0.25 0.02 0.26 0.46 
2 -0.47 -0.23 0.03 0.24 0.41 
3 -0.44 -0.22 0.02 0.23 0.40 
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Table 6.34 (continued) 
Population Structure n, + n2 n, m a Modified 5-Number Summary 
Quadratic Trend 
Large Variance Structure 
5 
2 3 
1 -1.04 -0.40 0.17 0.55 0.78 
2 -1.02 -0.40 0.17 0.55 0.78 
3 -1.04 -0.39 0.16 0.54 0.78 
3 2 
1 -1.02 -0.39 0.18 0.55 0.78 
2 -1.02 -0.36 0.19 0.56 0.78 
3 -1.04 -0.39 0.16 0.55 0.78 
8 
3 5 
1 -0.75 -0.32 0.09 0.41 0.62 
2 -0.75 -0.32 0.09 0.41 0.62 
3 -0.77 -0.33 0.08 0.40 0.62 
4 4 
1 -0.76 -0.32 0.08 0.41 0.62 
2 -0.75 -0.31 0.08 0.40 0.62 
3 -0.74 -0.32 0.09 0.41 0.62 
5 3 
1 -0.79 -0.36 0.07 0.41 0.63 
2 -0.78 -0.31 0.10 0.41 0.62 




1 -0.87 -0.34 0.12 0.45 0.67 
2 -0.86 -0.32 0.12 0.45 0.68 
3 -0.87 -0.35 0.11 0.45 0.68 
3 2 
1 -0.86 -0.33 0.13 0.48 0.69 
2 -0.90 -0.34 0.15 0.47 0.69 
3 -0.93 -0.34 0.15 0.49 0.70 
8 
3 5 
1 -0.62 -0.27 0.06 0.33 0.52 
2 -0.62 -0.27 0.07 0.34 0.53 
3 -0.64 -0.28 0.06 0.34 0.53 
4 4 
1 -0.62 -0.29 0.07 0.34 0.53 
2 -0.64 -0.28 0.06 0.34 0.53 
3 -0.64 -0.28 0.07 0.35 0.54 
5 3 
1 -0.66 -0.30 0.09 0.36 0.56 
2 -0.68 -0.29 0.08 0.37 0.56 
3 -0.74 -0.29 0.11 0.40 0.59 
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Table 6.35 — Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Circular BSA(75, n,, a)'s Supplemented with an 
SRS(75 - nh n2) for Simulation Population Size = 75 
Population Structure n , + n 2  n, n2 a Modified 5-Number Summary 
Circular Ordering, a' = 1, 
Weak Correlation Structure 
5 
2 3 
1 -0.98 -0.37 0.17 0.52 0.75 
2 -0.96 -0.37 0.16 0.52 0.76 
3 -0.97 -0.38 0.17 0.52 0.75 
3 2 
I -0.97 -0.39 0.16 0.52 0.76 
2 -0.98 -0.38 0.16 0.52 0.77 
3 -0.93 -0.36 0.17 0.53 0.77 
8 
3 5 
I -0.74 -0.31 0.09 0.39 0.59 
2 -0.76 -0.34 0.06 0.38 0.60 
3 -0.71 -0.29 0.10 0.40 0.60 
4 4 
1 -0.70 -0.31 0.08 0.40 0.60 
2 -0.74 -0.30 0.08 0.40 0.61 
3 -0.71 -0.28 0.11 0.41 0.62 
5 3 
1 -0.71 -0.31 0.08 0.40 0.61 
2 -0.71 -0.29 0.10 0.41 0.62 
3 -0.71 -0.28 0.11 0.42 0.63 
Circular Ordering, a = I, 
Moderate Correlation Structure 
5 
2 3 
1 -0.93 -0.32 0.20 0.56 0.76 
2 -0.95 -0.33 0.20 0.56 0.75 
3 -0.97 -0.34 0.19 0.56 0.76 
3 2 
1 -0.97 -0.35 0.21 0.56 0.75 
2 -1.00 -0.35 0.19 0.55 0.75 
3 -1.05 -0.34 0.19 0.55 0.75 
8 
3 5 
1 -0.68 -0.28 0.12 0.44 0.62 
2 -0.73 -0.29 0.12 0.42 0.62 
3 -0.74 -0.31 0.10 0.40 0.61 
4 4 
1 -0.71 -0.29 0.12 0.42 0.62 
2 -0.75 -0.31 0.11 0.41 0.61 
3 -0.78 -0.35 0.10 0.40 0.61 
5 3 
1 -0.71 -0.30 0.11 0.42 0.62 
2 -0.83 -0.35 0.10 0.41 0.61 
3 -0.91 -0.35 0.09 0.41 0.61 
Circular Ordering, a' — 1, 
Strong Correlation Structure 
5 
2 3 
1 -0.93 -0.40 0.08 0.42 0.65 
2 -0.90 -0.38 0.07 0.42 0.65 
3 -0.92 -0.40 0.07 0.42 0.65 
3 2 
1 -0.91 -0.37 0.07 0.42 0.65 
2 -0.90 -0.37 0.08 0.41 0.64 
3 -0.82 -0.35 0.08 0.43 0.64 
8 
3 5 
1 -0.68 -0.32 0.02 0.29 0.49 
2 -0.68 -0.32 0.02 0.29 0.48 
3 -0.67 -0.31 0.02 0.29 0.49 
4 4 
1 -0.66 -0.31 0.03 0.29 0.49 
2 -0.67 -0.32 0.01 0.28 0.48 
3 -0.64 -0.29 0.04 0.29 0.49 
5 3 
1 -0.67 -0.32 0.02 0.30 0.48 
2 -0.64 -0.30 0.02 0.29 0.48 
3 -0.59 -0.26 0.04 0.30 0.48 
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Table 6.35 (continued) 
Population Structure nt + nz n, n2 Of Modified 5-Number Summary 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
5 
2 3 
1 -0.93 -0.38 0.14 0.53 0.75 
2 -0.93 -0.38 0.12 0.52 0.76 
3 -0.93 -0.38 0.13 0.53 0.75 
3 2 
1 -0.94 -0.39 0.13 0.51 0.75 
2 -0.88 -0.38 0.14 0.52 0.74 
3 -0.92 -0.37 0.13 0.52 0.75 
8 
3 5 
1 -0.67 -0.30 0.07 0.38 0.60 
2 -0.68 -0.30 0.06 0.37 0.60 
3 -0.68 -0.30 0.06 0.37 0.60 
4 4 
1 -0.69 -0.31 0.06 0.38 0.59 
2 -0.69 -0.31 0.05 0.36 0.59 
3 -0.69 -0.32 0.07 0.39 0.60 
5 3 
1 -0.72 -0.32 0.04 0.37 0.60 
2 -0.70 -0.30 0.07 0.37 0.59 
3 -0.72 -0.29 0.09 0.39 0.59 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
5 
2 3 
I -0.95 -0.32 0.17 0.52 0.73 
2 -0.90 -0.34 0.16 0.51 0.71 
3 -0.91 -0.32 0.18 0.52 0.73 
3 2 
1 -0.91 -0.31 0.17 0.51 0.72 
2 -0.86 -0.29 0.19 0.52 0.73 
3 -0.87 -0.30 0.18 0.52 0.73 
8 
3 5 
1 -0.67 -0.28 0.12 0.40 0.59 
2 -0.63 -0.25 0.12 0.40 0.58 
3 -0.62 -0.25 0.13 0.40 0.59 
4 4 
1 -0.67 -0.28 0.10 0.38 0.58 
2 -0.62 -0.26 0.12 0.39 0.58 
3 -0.61 -0.25 0.12 0.40 0.58 
5 3 
1 -0.62 -0.26 0.11 0.39 0.59 
2 -0.56 -0.22 0.12 0.40 0.59 
3 -0.55 -0.21 0.14 0.41 0.60 
Circular Ordering, a = 2, 
Strong Correlation Structure 
5 
2 3 
I -0.86 -0.35 0.14 0.45 0.67 
2 -0.88 -0.36 0.14 0.44 0.67 
3 -0.86 -0.36 0.13 0.45 0.66 
3 2 
1 -0.86 -0.37 0.14 0.45 0.67 
2 -0.85 -0.36 0.13 0.44 0.66 
3 -0.81 -0.34 0.13 0.44 0.65 
8 
3 5 
1 -0.62 -0.31 0.04 0.34 0.52 
2 -0.61 -0.30 0.06 0.34 0.52 
3 -0.61 -0.29 0.06 0.33 0.52 
4 4 
1 -0.60 -0.29 0.06 0.34 0.51 
2 -0.59 -0.29 0.05 0.33 0.51 
3 -0.60 -0.29 0.05 0.33 0.51 
5 3 
1 -0.59 -0.28 0.06 0.34 0.51 
2 -0.57 -0.26 0.05 0.32 0.50 
3 -0.57 -0.26 0.05 0.32 0.50 
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Table 6.35 (continued) 
Population Structure n, + n2 n, «2 ÛT Modified 5-Number Summary 
Linear Ordering, a' = I, 
Weak Correlation Structure 
5 
2 3 
1 -0.95 -0.36 0.17 0.54 0.75 
2 -0.93 -0.35 0.17 0.54 0.75 
3 -0.96 -0.34 0.17 0.54 0.74 
3 2 
1 -1.00 -0.40 0.15 0.53 0.75 
2 -0.96 -0.36 0.16 0.54 0.76 
3 -0.95 -0.36 0.17 0.54 0.76 
8 
3 5 
1 -0.73 -0.33 0.06 0.38 0.59 
2 -0.68 -0.30 0.08 0.39 0.61 
3 -0.70 -0.30 0.08 0.39 0.60 
4 4 
1 -0.69 -0.31 0.08 0.39 0.60 
2 -0.72 -0.30 0.08 0.39 0.60 
3 -0.72 -0.29 0.08 0.40 0.61 
5 3 
1 -0.71 -0.29 0.08 0.40 0.61 
2 -0.76 -0.33 0.09 0.42 0.62 
3 -0.76 -0.27 0.12 0.43 0.62 
Linear Ordering, a' - I, 
Moderate Correlation Structure 
5 
2 3 
1 -0.95 -0.23 0.23 0.54 0.74 
2 -0.97 -0.25 0.24 0.55 0.74 
3 -1.00 -0.25 0.23 0.53 0.73 
3 2 
1 -1.02 -0.26 0.23 0.54 0.73 
2 -1.06 -0.26 0.21 0.52 0.72 
3 -1.08 -0.28 0.22 0.54 0.73 
8 
3 5 
1 -0.75 -0.24 0.16 0.43 0.60 
2 -0.79 -0.26 0.16 0.42 0.59 
3 -0.79 -0.27 0.15 0.42 0.60 
4 4 
1 -0.76 -0.25 0.16 0.43 0.60 
2 -0.76 -0.27 0.14 0.41 0.59 
3 -0.81 -0.31 0.14 0.41 0.59 
5 3 
1 -0.75 -0.24 0.16 0.43 0.60 
2 -0.85 -0.32 0.14 0.40 0.58 
3 -0.91 -0.39 0.11 0.41 0.59 
Linear Ordering, a - 1, 
Strong Correlation Structure 
5 
2 3 
1 -0.91 -0.43 0.04 0.40 0.64 
2 -0.91 -0.45 0.03 0.39 0.63 
3 -0.88 -0.42 0.05 0.40 0.64 
3 2 
1 -0.89 -0.44 0.03 0.39 0.64 
2 -0.87 -0.43 0.04 0.40 0.63 
3 -0.88 -0.42 0.05 0.40 0.64 
8 
3 5 
I -0.65 -0.35 -0.01 0.27 0.47 
2 -0.65 -0.34 -0.02 0.26 0.46 
3 -0.65 -0.34 -0.01 0.27 0.47 
4 4 
1 -0.64 -0.34 -0.02 0.27 0.47 
2 -0.63 -0.33 -0.02 0.26 0.46 
3 -0.61 -0.32 -0.01 0.27 0.46 
5 3 
1 -0.63 -0.33 -0.01 0.26 0.47 
2 -0.60 -0.31 0.01 0.27 0.48 
3 -0.56 -0.28 0.02 0.28 0.48 
252 
Table 6.35 (continued) 
Population Structure n, + n2 n, Mz a Modified 5-Number Summary 
Linear Ordering, a = 2, 
Weak Correlation Structure 
5 
2 3 
1 -0.83 -0.36 0.10 0.44 0.68 
2 -0.80 -0.34 0.12 0.45 0.68 
3 -0.82 -0.35 0.11 0.43 0.66 
3 2 
1 -0.82 -0.38 0.10 0.44 0.67 
2 -0.84 -0.36 0.10 0.44 0.67 
3 -0.78 -0.31 0.13 0.45 0.68 
8 
3 5 
1 -0.57 -0.27 0.05 0.32 0.52 
2 -0.59 -0.29 0.03 0.30 0.51 
3 -0.57 -0.27 0.04 0.32 0.52 
4 4 
1 -0.57 -0.28 0.03 0.31 0.51 
2 -0.58 -0.28 0.04 0.32 0.51 
3 -0.59 -0.26 0.05 0.32 0.52 
5 3 
1 -0.60 -0.28 0.04 0.32 0.52 
2 -0.61 -0.27 0.06 0.33 0.52 
3 -0.64 -0.25 0.08 0.34 0.53 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
5 
2 3 
1 -0.85 -0.31 0.15 0.48 0.71 
2 -0.80 -0.29 0.15 0.49 0.71 
3 -0.81 -0.31 0.15 0.49 0.71 
3 2 
1 -0.82 -0.31 0.14 0.48 0.69 
2 -0.80 -0.31 0.15 0.49 0.69 
3 -0.80 -0.30 0.16 0.49 0.70 
8 
3 5 
1 -0.59 -0.24 0.10 0.36 0.56 
2 -0.59 -0.25 0.08 0.35 0.54 
3 -0.57 -0.23 0.10 0.36 0.56 
4 4 
1 -0.57 -0.24 0.09 0.36 0.56 
2 -0.55 -0.23 0.10 0.36 0.55 
3 -0.53 -0.23 0.09 0.37 0.57 
5 3 
1 -0.54 -0.22 0.10 0.36 0.55 
2 -0.53 -0.22 0.09 0.36 0.55 
3 -0.50 -0.19 0.13 0.39 0.58 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
5 
2 3 
1 -0.75 -0.35 0.08 0.43 0.66 
2 -0.74 -0.35 0.07 0.41 0.65 
3 -0.77 -0.36 0.07 0.42 0.66 
3 2 
1 -0.72 -0.33 0.09 0.42 0.66 
2 -0.73 -0.34 0.08 0.42 0.65 
3 -0.72 -0.33 0.08 0.41 0.64 
8 
3 5 
1 -0.52 -0.25 0.04 0.30 0.49 
2 -0.52 -0.25 0.03 0.29 0.49 
3 -0.51 -0.24 0.04 0.29 0.49 
4 4 
1 -0.52 -0.25 0.03 0.29 0.48 
2 -0.51 -0.25 0.02 0.28 0.48 
3 -0.51 -0.25 0.03 0.28 0.48 
5 3 
1 -0.51 -0.25 0.02 0.29 0.49 
2 -0.49 -0.24 0.02 0.27 0.47 
3 -0.51 -0.24 0.03 0.27 0.47 
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Table 6.35 (continued) 
Population Structure n, + n2 n, flz a Modified 5-Number Summary 
Linear Trend 
Small Variance Structure 
5 
2 3 
1 -0.66 -0.33 0.04 0.38 0.63 
2 -0.66 -0.33 0.03 0.37 0.62 
3 -0.64 -0.32 0.04 0.37 0.62 
3 2 
1 -0.62 -0.31 0.02 0.37 0.62 
2 -0.61 -0.29 0.04 0.36 0.61 
3 -0.58 -0.29 0.04 0.35 0.60 
8 
3 5 
1 -0.45 -0.23 0.01 0.25 0.45 
2 -0.45 -0.23 0.02 0.25 0.44 
3 -0.45 -0.21 0.03 0.25 0.44 
4 4 
1 -0.44 -0.22 0.01 0.22 0.42 
2 -0.43 -0.21 0.01 0.23 0.42 
3 -0.46 -0.19 0.03 0.24 0.43 
5 3 
1 -0.44 -0.22 0.02 0.25 0.44 
2 -0.36 -0.16 0.03 0.20 0.37 
3 -0.38 -0.16 0.05 0.24 0.42 
Linear Trend 
Large Variance Structure 
5 
2 3 
1 -0.67 -0.32 0.04 0.38 0.63 
2 -0.67 -0.33 0.03 0.37 0.62 
3 -0.65 -0.31 0.04 0.38 0.62 
3 2 
1 -0.63 -0.31 0.03 0.37 0.62 
2 -0.62 -0.29 0.04 0.37 0.61 
3 -0.61 -0.28 0.05 0.36 0.60 
8 
3 5 
1 -0.46 -0.23 0.02 0.25 0.45 
2 -0.46 -0.23 0.02 0.25 0.44 
3 -0.46 -0.21 0.03 0.26 0.44 
4 4 
1 -0.45 -0.22 0.01 0.23 0.42 
2 -0.45 -0.21 0.02 0.24 0.43 
3 -0.46 -0.20 0.03 0.24 0.42 
5 3 
1 -0.44 -0.23 0.02 0.25 0.44 
2 -0.38 -0.17 0.03 0.21 0.38 
3 -0.39 -0.16 0.05 0.25 0.42 
Quadratic Trend 
Small Variance Structure 
5 
2 3 
1 -0.81 -0.43 0.07 0.45 0.72 
2 -0.80 -0.41 0.08 0.45 0.71 
3 -0.80 -0.41 0.07 0.45 0.71 
3 2 
1 -0.79 -0.42 0.07 0.43 0.70 
2 -0.77 -0.42 0.07 0.43 0.69 
3 -0.76 -0.42 0.06 0.42 0.68 
8 
3 5 
1 -0.55 -0.29 0.01 0.32 0.54 
2 -0.55 -0.29 0.01 0.31 0.54 
3 -0.54 -0.28 0.01 0.32 0.54 
4 4 
1 -0.54 -0.28 0.00 0.30 0.52 
2 -0.52 -0.28 0.00 0.30 0.51 
3 -0.53 -0.28 0.00 0.30 0.52 
5 3 
1 -0.56 -0.29 0.01 0.31 0.53 
2 -0.49 -0.26 -0.01 0.27 0.47 
3 -0.49 -0.26 0.01 0.29 0.49 
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Table 6.35 (continued) 
Population Structure n, + ni n, «2 a Modified 5-Number Summary 
Quadratic Trend 
Large Variance Structure 
5 
2 3 
1 -0.82 -0.40 0.08 0.47 0.71 
2 -0.81 -0.39 0.08 0.47 0.71 
3 -0.80 -0.38 0.07 0.46 0.70 
3 2 
1 -0.81 -0.38 0.07 0.46 0.71 
2 -0.77 -0.35 0.07 0.46 0.70 
3 -0.78 -0.37 0.07 0.44 0.69 
8 
3 5 
1 -0.58 -0.28 0.02 0.32 0.54 
2 -0.56 -0.27 0.03 0.31 0.54 
3 -0.56 -0.27 0.03 0.31 0.53 
4 4 
1 -0.56 -0.28 0.02 0.31 0.52 
2 -0.55 -0.27 0.02 0.31 0.53 
3 -0.54 -0.26 0.03 0.30 0.52 
5 3 
1 -0.57 -0.28 0.03 0.31 0.53 
2 -0.53 -0.26 0.03 0.29 0.50 




1 -0.88 -0.32 0.13 0.46 0.70 
2 -0.83 -0.31 0.13 0.46 0.68 
3 -0.88 -0.35 0.11 0.45 0.68 
3 2 
1 -0.85 -0.32 0.13 0.46 0.69 
2 -0.89 -0.34 0.13 0.47 0.70 
3 -0.88 -0.33 0.16 0.48 0.70 
8 
3 5 
1 -0.63 -0.26 0.08 0.33 0.53 
2 -0.63 -0.26 0.07 0.34 0.53 
3 -0.61 -0.25 0.08 0.34 0.53 
4 4 
1 -0.64 -0.27 0.07 0.34 0.52 
2 -0.66 -0.27 0.07 0.34 0.54 
3 -0.64 -0.27 0.08 0.35 0.55 
5 3 
1 -0.61 -0.26 0.08 0.34 0.54 
2 -0.67 -0.28 0.09 0.37 0.55 
3 -0.69 -0.29 0.09 0.38 0.57 
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Table 6.36 - Desired 95% Confidence Interval Coverage Probabilities under Circular 
BSA(25, ni,a)'s Supplemented with an SRS(25 - ni, n2) for 
Simulation Population Size = 25 
Population Structure «/  "2 or Coverage Probability 
Circular Ordering, a' = /, 
Weak Correlation Structure 
2 
1 0.9648 






Circular Ordering, a - I, 









Circular Ordering, a = 1, 









Circular Ordering, a = 2, 









Circular Ordering, a = 2, 









Circular Ordering, a = 2, 









Linear Ordering, a = I, 










Table 6.36 (continued) 
Population Structure ni «2 or Coverage Probability 
Linear Ordering, a = 1, 









Linear Ordering, a = I, 









Linear Ordering, a' = 2, 









Linear Ordering, a = 2, 









Linear Ordering, a = 2, 






























Table 6.36 (continued) 
Population Structure «2 Of Coverage Probability 
Quadratic Trend 





























Table 6.37 - Desired 95% Confidence Interval Coverage Probabilities under Circular 
BSA(50, n j ,  a)'s Supplemented with an SRS(50 - n j ,  nz )  for 
Simulation Population Size = 50 








2 2 0.9663 
3 0.9656 
Circular Ordering, a = I, 
Weak Correlation Structure 
3 
1 0.9539 










Circular Ordering, a = 1, 























Circular Ordering, a = I, 
























Table 6.37 (continued) 
Population Structure nt + n2 ni "2 a Coverage Probability 
Circular Ordering, a = 2, 























Circular Ordering, a = 2, 























Circular Ordering, a — 2, 
























Table 6.37 (continued) 
Population Structure n, + n2 "2 a Coverage Probability 
Linear Ordering, a = 1, 























Linear Ordering, a = I, 























Linear Ordering, a = 1, 
























Table 6.37 (continued) 









2 2 0.9612 
3 0.9587 
Linear Ordering, a = 2, 
Weak Correlation Structure 
3 
1 0.9447 








3 2 0.9487 
3 0.9400 
Linear Ordering, a = 2, 























Linear Ordering, a — 2, 
























Table 6.37 (continued) 
Population Structure m + n? ni «2 or Coverage Probability 
Linear Trend 








































































Table 6.37 (continued) 
Population Structure nt + n2 ni «2 a Coverage Probability 
Quadratic Trend 















































Table 6.38 - Desired 95% Confidence Interval Coverage Probabilities under Circular 
BSA(75, m, ctys Supplemented with an SRS(75 - n/, ni) for 
Simulation Population Size = 75 
Population Structure n, + n2 «/ "2 or Coverage Probability 
Circular Ordering, a = I, 























Circular Ordering, a = I, 























Circular Ordering, a = 1, 
























Table 6.38 (continued) 
Population Structure n, + n2 "2 or Coverage Probability 
Circular Ordering, a' = 2, 























Circular Ordering, a = 2, 























Circular Ordering, a' = 2, 
























Table 6.38 (continued) 
Population Structure "/ + "2 i/ "2 a Coverage Probability 
Linear Ordering, a - 1, 























Linear Ordering, a' = 1, 























Linear Ordering, a = I, 
























Table 6.38 (continued) 
Population Structure n, + n2 11 "2 Of Coverage Probability 
Linear Ordering, a = 2, 























Linear Ordering, a = 2, 























Linear Ordering, a = 2, 
























Table 6.38 (continued) 
Population Structure "/ + "2 «2 a Coverage Probability 
Linear Trend 








































































Table 6.38 (continued) 
Population Structure n, + n2 «2 a Coverage Probability 
Quadratic Trend 














































empirical coverage probabilities. Slightly lower than desired empirical 
coverage probabilities were typically obtained under the circularly ordered 
population with moderate correlation structure and a = 2, the linear trend 
population with large variance structure, and the quadratic trend population 
with small variance structure. Desirable empirical coverage probabilities were 
obtained under all other populations. 
3) For N = 50 and nj + ri2 = 5, higher than desired empirical coverage 
270 
probabilities were generally obtained under circularly ordered populations, 
regardless of correlation structure and a , linearly ordered populations with 
a = 1, regardless of correlation structure, and the quadratic trend population 
with large variance structure. The only exception was under the circularly 
ordered population with strong correlation structure and a ~ 1, which 
generally yielded desirable empirical coverage probabilities. Desirable 
empirical coverage probabilities were obtained under all other populations. 
4) For N = 50 and »/ + »? = 8, desirable empirical coverage probabilities were 
obtained regardless of population structure. 
5) For N = 75, desirable empirical coverage probabilities were generally obtained 
regardless of population structure and value of nj + /%%. The only exception 
was lower than desired empirical coverage probabilities obtained under the 
quadratic trend population with small variance structure, regardless of the 
Value Of My + »2 
While generally more efficient than simple random sampling, sample 
supplementation was typically less efficient than a single application of a circular BS A. 
The only exception occurred under populations with no trend where sample 
supplementation was as efficient as simple random sampling and a single application of a 
circular BS A. The distributions of relative measures of variance estimates under sample 
supplementation were comparable to those under simple random sampling, and desirable 
empirical coverage probabilities were generally obtained using desired 95% confidence 
intervals for the population mean. Overall, sample supplementation appears to be 
preferable to simple random sampling, while a single application of a circular BS A with 
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an appropriate variance estimator appears to be preferable to sample supplementation. 
As previously detailed, another method of obtaining an unbiased estimate of the 
variance of the Horvitz-Thompson estimator of the population mean is by using a 
sampling plan consisting of a convex combination of simple random sampling and 
various circular BSA's. Let da , a- 0,1, be a circular BSA(M n, ci), where 0 
reduces to a simple random sampling plan. A convex combination of these plans 
where ^coa= 1 and coa>0 denotes a plan that can be implemented by first selecting a 
number from 0,1,..., such that oris selected with probability cua, and then, using the 
corresponding circular BSA(JV, n, ct) plan. 
Under the convex combination of plans, 
6.5 Results for Convex Combination Sampling Plans 
d = 2^o)ada, (6.5.1) 
i t i=— for i  = (6.5.2) 
and 
_^(oan{n-l)Sa(i, j) 
, y  h N{N-2a-l) '  
(6.5.3) 
where S0 (i, j) = 1 for all z * j , and for a > I, 




Note that by altering the values of œa and a0, one may influence the values of 
the second-order inclusion probabilities. Specifically, if (o0 > 0, then all second-order 
inclusion probabilities are positive and an unbiased estimate of the variance of the 
Horvitz-Thompson estimator of the population mean can be obtained through the Sen-
Yates-Grundy estimator. 
Two weighting mechanisms were investigated: assignment of equal weights and 
assignment of simplifying weights suggested by Stufken (1993). While the weighting 
mechanisms are similar, Stufken's proposal assigns weights that slightly decrease as a 
increases. Specifically, under Stufken's proposal, 
N — 2a — 1 
m
°  =  ( a0 +  l l N - a 0 - t y  (65'6) 
The various convex combinations considered throughout the simulation study 
consisted of: 
1) SRS(JV, n), circular BSA(M n, 1), and circular BSA(N, n, 2) for N = 25 with n 
= 4 and 5 and N = 50 with n = 8, and 
2) SRS(M n), circular BSA(M rt, 1), circular BSA(M n, 2), and circular 
BSA(JV, n, 3) for N = 25 with n = 2 and 3,N=50 with n = 2 and 5, and TV = 75 
with n = 2, 5, and 8. 
For all combinations detailed above, desired 95% confidence intervals of the 
form: 
ft HT — t(n—l):0.975 V ^ (^HT ) (6-5.7) 
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were obtained for each of the 10,000 repetitions under all combinations of population 
structures and sampling plans, and empirical coverage probabilities for all combinations 
of population structure and convex combination sampling scheme under the various 
weighting mechanisms were obtained. 
Relative efficiencies with respect to simple random sampling and systematic 
sampling for all combinations of population structure and convex combination sampling 
plans using the equal weighting mechanism are presented in Tables 6.39 through 6.41 for 
N= 25, 50, and 75, respectively. Relative efficiencies with respect to simple random 
sampling and systematic sampling for all combinations of population structure and 
convex combination sampling plans using the simplifying weighting mechanism are 
presented in Tables 6.42 through 6.44 for N = 25, 50, and 75, respectively. Modified 5-
number summaries of the relative measures of the variance estimates for all pairwise 
combinations of population structure and sampling plan for the convex combination 
scheme under both weighting mechanisms are presented in Tables 6.45 through 6.47 for 
N = 25, 50, and 75, respectively. Empirical coverage probabilities for all pairwise 
combinations of population structure and sampling plan for the convex combination 
schemes are presented in Tables 6.48 through 6.50 under the equal weighting mechanism 
and Tables 6.51 through 6.53 under the simplifying weighting mechanism for N = 25, 50, 
and 75, respectively. 
Investigation of Tables 6.39 through 6.44 yielded the following general 
conclusions concerning the relative efficiency of the convex combination schemes with 
respect to simple random sampling and systematic sampling: 
1) In general, the investigated convex combination schemes were as efficient or 
274 
Table 6.39 - Relative Efficiencies for Convex Combination Sampling Plans with Equal 


















Circular Ordering, a' = I, 
Weak Correlation Structure 
1.054 1.606 1.121 0.649 1.147 0.530 1.218 0.561 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
1.082 1.811 1.218 0.462 1.232 0.321 1.358 0.343 
Circular Ordering, or" = 1, 
Strong Correlation Structure 
1.048 0.398 1.108 2.559 1.182 0.321 1.275 0.355 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
1.066 1.659 1.144 0.548 1.178 0.438 1.268 0.471 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
1.080 1.930 1.218 0.383 1.271 0.261 1.427 0.379 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
1.048 0.355 I.Ill 2.632 1.187 0.248 1.283 0.260 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
1.041 1.370 1.089 0.777 1.109 1.065 1.160 0.650 
Linear Ordering, a = 1, 
Moderate Correlation Structure 
1.062 1.506 1.140 0.542 1.179 0.729 1.269 0.477 
Linear Ordering, a = I, 
Strong Correlation Structure 
1.057 1.414 1.126 0.972 1.186 0.748 1.280 0.427 
Linear Ordering, a = 2, 
Weak Correlation Structure 
1.047 1.365 1.106 0.684 1.148 0.560 1.219 0.734 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
1.074 1.636 1.167 0.669 1.211 0.600 1.323 0.408 
Linear Ordering, a = 2, 
Strong Correlation Structure 
1.058 1.496 1.136 0.853 1.187 0.657 1.281 0.470 
Linear Trend, 
Small Variance Structure 1.123 0.572 1.296 0.467 1.327 0.391 1.527 0.373 
Linear Trend, 
Large Variance Structure 1.112 0.475 1.266 0.572 1.285 0.353 1.451 0.296 
Quadratic Trend, 
Small Variance Structure 1.073 0.564 1.166 0.743 1.166 0.650 1.249 0.343 
Quadratic Trend, 
Large Variance Structure 0.990 1.129 0.979 0.672 0.952 1.150 0.934 1.441 
No Trend 0.994 0.894 0.985 1.207 0.979 1.036 0.971 0.492 
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Table 6.40 - Relative Efficiencies for Convex Combination Sampling Plans with Equal 














Circular Ordering, a = I, 
Weak Correlation Structure 
1.007 1.231 1.034 0.749 1.073 2.651 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
1.017 1.199 1.074 0.874 1.141 2.566 
Circular Ordering, a = I, 
Strong Correlation Structure 
1.036 1.196 1.170 0.360 1.259 2.089 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
1.013 1.143 1.058 0.892 1.103 2.423 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
1.025 1.053 1.116 1.091 1.190 1.909 
Circular Ordering, a = 2, 
Strong Correlation Structure 
1.041 0.945 1.196 0.516 1.295 1.858 
Linear Ordering, a = /, 
Weak Correlation Structure 
1.009 1.070 1.035 0.820 1.080 2.004 
Linear Ordering, a' = 1, 
Moderate Correlation Structure 
1.016 0.939 1.075 0.999 1.144 2.153 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
1.038 1.024 1.176 0.184 1.274 1.638 
Linear Ordering, a = 2, 
Weak Correlation Structure 
1.014 0.783 1.053 0.672 1.101 1.496 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
1.026 0.636 1.120 0.873 1.198 1.201 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
1.040 0.776 1.206 0.498 1.299 1.391 
Linear Trend, 
Small Variance Structure 1.061 0.537 1.325 0.285 1.451 0.191 
Linear Trend, 
Large Variance Structure 1.057 0.623 1.301 0.369 1.412 0.296 
Quadratic Trend, 
Small Variance Structure 1.064 0.244 1.344 0.232 1.459 0.144 
Quadratic Trend, 
Large Variance Structure 1.026 0.602 1.123 0.894 1.144 0.767 
No Trend 0.995 1.199 0.980 1.544 0.976 0.851 
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Table 6.41 - Relative Efficiencies for Convex Combination Sampling Plans with Equal 














Circular Ordering, a' = 1, 
Weak Correlation Structure 
1.010 0.724 1.034 1.028 1.069 0.998 
Circular Ordering, a* = I, 
Moderate Correlation Structure 
1.015 0.661 1.074 0.828 1.136 0.925 
Circular Ordering, a = 1, 
Strong Correlation Structure 
1.032 0.654 1.145 0.558 1.296 0.613 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
1.013 0.749 1.054 0.815 1.104 0.985 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
1.023 0.615 1.098 0.689 1.192 0.971 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
1.034 0.661 1.152 0.321 1.321 0.432 
Linear Ordering, a' = J, 
Weak Correlation Structure 
1.009 0.748 1.036 1.075 1.071 0.935 
Linear Ordering, a = I, 
Moderate Correlation Structure 
1.016 0.794 1.071 0.917 1.140 0.942 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
1.030 0.543 1.135 0.532 1.278 0.697 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
1.012 0.831 1.057 0.587 1.106 1.157 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
1.023 0.708 1.095 0.441 1.198 0.848 
Linear Ordering, a = 2, 
Strong Correlation Structure 
1.031 0.657 1.145 0.655 1.316 0.395 
Linear Trend, 
Small Variance Structure 1.040 0.525 1.193 0.258 1.419 0.201 
Linear Trend, 
Large Variance Structure 1.039 0.535 1.188 0.365 1.406 0.188 
Quadratic Trend, 
Small Variance Structure 1.044 0.185 1.216 0.064 1.480 0.052 
Quadratic Trend, 
Large Variance Structure 1.035 0.306 1.162 0.386 1.341 0.224 
No Trend 1.001 | 1.049 1.002 | 1.523 1.005 0.880 
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Table 6.42 - Relative Efficiencies for Convex Combination Sampling Plans with 


















Circular Ordering, a = 1, 
Weak Correlation Structure 
1.051 1.601 1.111 0.644 1.137 0.525 1.202 0.554 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
1.075 1.799 1.203 0.456 1.216 0.317 1.332 0.336 
Circular Ordering, a' = I, 
Strong Correlation Structure 
1.048 0.398 1.103 2.547 1.172 0.318 1.257 0.350 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
1.059 1.650 1.133 0.542 1.167 0.433 1.250 0.464 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
1.073 1.919 1.200 0.377 1.251 0.257 1.391 0.369 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
1.048 0.355 1.107 2.621 1.176 0.246 1.264 0.256 
Linear Ordering, a - 1, 
Weak Correlation Structure 
1.038 1.366 1.082 0.772 1.102 1.058 1.150 0.645 
Linear Ordering, a' = /, 
Moderate Correlation Structure 
1.058 1.501 1.129 0.537 1.167 0.721 1.250 0.470 
Linear Ordering, a' = I, 
Strong Correlation Structure 
1.050 1.405 1.119 0.966 1.173 0.740 1.261 0.421 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
1.044 1.361 1.099 0.679 1.138 0.556 1.205 0.726 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
1.070 1.630 1.153 0.661 1.196 0.593 1.299 0.400 
Linear Ordering, a = 2, 
Strong Correlation Structure 
1.058 1.496 1.127 0.847 1.174 0.649 1.264 0.463 
Linear Trend, 
Small Variance Structure 1.112 0.566 1.267 0.456 1.302 0.384 1.480 0.361 
Linear Trend, 
Large Variance Structure 1.102 0.471 1.240 0.560 1.264 0.347 1.413 0.288 
Quadratic Trend, 
Small Variance Structure 1.066 0.560 1.149 0.733 1.153 0.643 1.228 0.337 
Quadratic Trend, 
Large Variance Structure 0.990 1.128 0.979 0.672 0.954 1.152 0.937 1.446 
No Trend 0.994 0.894 0.985 1.207 0.979 1.036 0.971 0.492 
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Table 6.43 - Relative Efficiencies for Convex Combination Sampling Plans with 














Circular Ordering, a = 1, 
Weak Correlation Structure 
1.007 1.231 1.034 0.749 1.072 2.648 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
1.017 1.199 1.074 0.874 1.138 2.558 
Circular Ordering, a' = 1, 
Strong Correlation Structure 
1.033 1.192 1.158 0.356 1.251 2.077 
Circular Ordering, a = 2, 
Weak Correlation Structure 
1.013 1.143 1.050 0.885 1.100 2.416 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
1.025 1.053 1.116 1.091 1.183 1.899 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
1.041 0.945 1.196 0.516 1.283 1.841 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
1.009 1.070 1.035 0.820 1.078 2.002 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
1.016 0.939 1.075 0.999 1.141 2.147 
Linear Ordering, a = I, 
Strong Correlation Structure 
1.034 1.020 1.176 0.184 1.264 1.625 
Linear Ordering, a = 2, 
Weak Correlation Structure 
1.011 0.781 1.053 0.672 1.098 1.491 
Linear Ordering, or" = 2, 
Moderate Correlation Structure 
1.026 0.636 1.120 0.873 1.192 1.195 
Linear Ordering, or" = 2, 
Strong Correlation Structure 
1.040 0.776 1.192 0.492 1.288 1.379 
Linear Trend, 
Small Variance Structure 1.059 0.536 1.310 0.282 1.433 0.188 
Linear Trend, 
Large Variance Structure 1.055 0.622 1.287 0.365 1.396 0.292 
Quadratic Trend, 
Small Variance Structure 1.061 0.243 1.328 0.229 1.439 0.142 
Quadratic Trend, 
Large Variance Structure 1.025 0.602 1.117 0.890 1.139 0.764 
No Trend 0.995 1.199 0.980 1.544 0.976 0.851 
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Table 6.44 - Relative Efficiencies for Convex Combination Sampling Plans with 














Circular Ordering, a = 1, 
Weak Correlation Structure 
1.010 0.724 1.034 1.028 1.069 0.998 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
1.015 0.661 1.067 0.822 1.136 0.925 
Circular Ordering, a' = I, 
Strong Correlation Structure 
1.029 0.653 1.137 0.554 1.278 0.604 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
1.013 0.749 1.054 0.815 1.104 0.985 
Circular Ordering, a' = 2, 
Moderate Correlation Structure 
1.023 0.615 1.098 0.689 1.192 0.971 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
1.031 0.659 1.144 0.319 1.303 0.426 
Linear Ordering, a = I, 
Weak Correlation Structure 
1.009 0.748 1.036 1.075 1.071 0.935 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
1.016 0.794 1.071 0.917 1.140 0.942 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
1.030 0.543 1.135 0.532 1.278 0.697 
Linear Ordering, a = 2, 
Weak Correlation Structure 
1.012 0.831 1.057 0.587 1.106 1.157 
Linear Ordering, a' = 2, 
Moderate Correlation Structure 
1.020 0.706 1.095 0.441 1.198 0.848 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
1.031 0.657 1.145 0.655 1.298 0.390 
Linear Trend, 
Small Variance Structure 1.039 0.524 1.187 0.257 1.405 0.199 
Linear Trend, 
Large Variance Structure 1.038 0.535 1.183 0.363 1.393 0.186 
Quadratic Trend, 
Small Variance Structure 1.043 0.185 1.210 0.063 1.463 0.051 
Quadratic Trend, 
Large Variance Structure 1.034 0.306 1.157 0.385 1.330 0.222 
Ato Trend 1.001 1.049 1.002 1.523 1.005 0.880 
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more efficient than simple random sampling, regardless of population 
structure and weighting mechanism. 
2) The performance of the convex combination schemes was somewhat erratic 
with respect to systematic sampling, regardless of weighting mechanism. In 
some situations, systematic sampling was much more efficient than the 
convex combination scheme, while the opposite was true in other situations. 
However, while systematic sampling may be more efficient in some scenarios, 
as noted earlier, the performance of the utilized variance estimator under 
systematic sampling plans is not consistent. 
Investigation of Tables 6.45 through 6.47 yielded the following observations 
concerning the corresponding distributions of the relative measures of the variance 
estimates under the various convex combination schemes: 
1) Regardless of N and population structure, the accuracy and precision of the 
corresponding variance estimators generally increased as n increased, 
regardless of weighting mechanism. 
2) Regardless of N, the distributions of relative measures under a given 
population structure and n, appear to be somewhat similar across weighting 
mechanisms. For N - 25, regardless of population structure, n, and weighting 
mechanism, the corresponding variance estimators were generally not very 
accurate. In some cases, the 25th percentiles of the distributions of relative 
measures were positive. Furthermore, the corresponding variance estimators 
appear to be somewhat accurate for n = 5 and 8 regardless of population 
structure for N = 50 and 75. In particular, the corresponding estimators were 
281 
Table 6.45 - Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Convex Combination Sampling Plans with Various Weighting 
Mechanisms for Simulation Population Size of 25 
Population Structure n Equal Weights Simplifying Weights 
Circular Ordering, a' = 1, 
Weak Correlation Structure 
2 -1.92 -0.20 0.55 0.91 0.99 -2.00 -0.23 0.53 0.90 0.99 
3 -1.07 -0.39 0.41 0.74 0.90 -1.10 -0.49 0.40 0.72 0.90 
4 -0.89 -0.30 0.24 0.64 0.82 -0.85 -0.29 0.25 0.64 0.82 
5 -1.02 -0.19 0.21 0.53 0.79 -1.00 -0.21 0.19 0.52 0.78 
Circular Ordering, a' = I, 
Moderate Correlation Structure 
2 -4.35 -1.57 0.02 0.78 0.97 -3.70 -1.62 0.01 0.78 0.97 
3 -2.97 -1.40 -0.28 0.42 0.75 -3.01 -1.42 -0.34 0.40 0.75 
4 -2.49 -1.53 -0.46 0.12 0.52 -2.62 -1.65 -0.61 0.07 0.51 
5 -2.52 -1.46 -0.56 0.11 0.37 -2.29 -1.35 -0.55 0.12 0.37 
Circular Ordering, a = 1, 
Strong Correlation Structure 
2 -0.26 0.37 0.76 0.94 0.99 -0.29 0.36 0.77 0.95 0.99 
3 -0.13 0.33 0.65 0.85 0.94 -0.07 0.34 0.63 0.84 0.93 
4 0.03 0.34 0.57 0.76 0.88 0.06 0.34 0.56 0.75 0.88 
5 -0.02 0.36 0.58 0.72 0.84 0.01 0.34 0.56 0.72 0.84 
Circular Ordering, a' = 2, 
Weak Correlation Structure 
2 -1.76 -0.42 0.57 0.89 0.97 -1.79 -0.44 0.56 0.88 0.98 
3 -1.65 -0.40 0.31 0.72 0.90 -1.51 -0.44 0.28 0.71 0.89 
4 -1.19 -0.45 0.12 0.55 0.82 -1.20 -0.46 0.11 0.54 0.81 
5 -1.25 -0.41 0.14 0.47 0.72 -1.11 -0.35 0.14 0.48 0.71 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
2 -1.47 -0.53 0.45 0.89 0.98 -1.52 -0.56 0.42 0.88 0.97 
3 -0.70 -0.20 0.16 0.66 0.85 -0.73 -0.25 0.16 0.64 0.85 
4 -0.47 -0.15 0.15 0.46 0.71 -0.42 -0.11 0.19 0.49 0.72 
5 -0.45 -0.05 0.22 0.44 0.59 -0.55 -0.10 0.19 0.42 0.57 
Circular Ordering, a - 2. 
Strong Correlation Structure 
2 -1.90 -0.38 0.51 0.90 0.98 -1.90 -0.38 0.50 0.90 0.98 
3 -1.17 -0.33 0.33 0.73 0.89 -1.18 -0.40 0.29 0.72 0.88 
4 -0.86 -0.37 0.10 0.54 0.75 -0.84 -0.40 0.07 0.52 0.74 
5 -0.84 -0.25 0.14 0.50 0.76 -0.79 -0.31 0.09 0.47 0.75 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
2 -1.51 -0.33 0.58 0.89 0.99 -1.52 -0.35 0.59 0.89 0.99 
3 -1.19 -0.25 0.40 0.79 0.93 -1.23 -0.29 0.37 0.78 0.93 
4 -1.19 -0.33 0.24 0.66 0.88 -1.14 -0.34 0.24 0.66 0.87 
5 -1.36 -0.35 0.27 0.62 0.83 -1.24 -0.38 0.23 0.59 0.82 
Linear Ordering, a' = I, 
Moderate Correlation Structure 
2 -3.42 -1.35 0.02 0.78 0.96 -3.52 -1.44 0.05 0.77 0.96 
3 -2.84 -1.21 -0.22 0.43 0.76 -3.02 -1.23 -0.21 0.42 0.77 
4 -2.80 -1.48 -0.43 0.22 0.62 -2.70 -1.47 -0.40 0.24 0.62 
5 -3.20 -1.36 -0.47 0.18 0.45 -2.96 -1.47 -0.56 0.12 0.41 
Linear Ordering, a' = I, 
Strong Correlation Structure 
2 -0.60 0.31 0.76 0.94 0.99 -0.50 0.30 0.75 0.94 0.99 
3 -0.30 0.26 0.66 0.86 0.94 -0.32 0.23 0.65 0.86 0.94 
4 -0.13 0.28 0.58 0.77 0.89 -0.14 0.26 0.58 0.77 0.89 
5 -0.28 0.19 0.57 0.73 0.84 -0.23 0.18 0.55 0.71 0.84 
Linear Ordering, a = 2, 
Weak Correlation Structure 
2 -1.51 -0.39 0.46 0.90 0.98 -1.65 -0.40 0.45 0.89 0.98 
3 -1.63 -0.23 0.26 0.68 0.89 -1.57 -0.26 0.26 0.66 0.88 
4 -1.33 -0.44 0.18 0.53 0.76 -1.24 -036 0.18 0.53 0.76 
5 -1.11 -0.33 0.24 0.51 0.67 -1.21 -0.44 0.19 0.47 0.65 
Linear Ordering, a' = 2. 
Moderate Correlation Structure 
2 -1.20 -0.14 0.65 0.93 0.99 -1.26 -0.14 0.65 0.93 0.99 
3 -0.94 -0.03 0.48 0.84 0.94 -0.98 -0.08 0.49 0.83 0.94 
4 -0.69 -0.12 0.44 0.75 0.88 -0.65 -0.06 0.46 0.77 0.88 
5 -0.70 -0.07 0.44 0.68 0.83 -0.83 -0.17 0.38 0.66 0.83 
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Table 6.45 (continued) 
Population Structure n Equal Weights Simplifying Weights 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 -1.55 -0.30 0.55 0.89 0.98 -1.70 -0.33 0.53 0.88 0.98 
3 -1.03 -0.24 0.34 0.74 0.89 -1.03 -0.26 0.34 0.73 0.89 
4 -0.91 -0.27 0.26 0.62 0.79 -0.93 -0.26 0.26 0.62 0.79 
5 -0.91 -0.29 0.18 0.60 0.74 -0.96 -0.33 0.14 0.58 0.73 
Linear Trend, 
Small Variance Structure 
2 -1.22 -0.32 0.47 0.81 0.88 -1.37 -0.37 0.44 0.80 0.88 
3 -0.45 -0.13 0.22 0.54 0.73 -0.51 -0.16 0.21 0.54 0.73 
4 -0.31 -0.10 0.18 0.46 0.64 -0.33 -0.11 0.19 0.47 0.67 
5 -0.06 0.10 0.21 0.37 0.57 -0.14 0.06 0.18 0.34 0.55 
Linear Trend, 
Large Variance Structure 
2 -1.35 -0.27 0.51 0.84 0.97 -1.54 -0.42 0.50 0.84 0.97 
3 -0.88 -0.28 0.29 0.64 0.80 -0.92 -0.31 0.27 0.64 0.81 
4 -0.70 -0.22 0.21 0.56 0.75 -0.72 -0.23 0.21 0.57 0.75 
5 -0.54 -0.12 0.25 0.49 0.69 -0.60 -0.14 0.23 0.47 0.70 
Quadratic Trend, 
Small Variance Structure 
2 -1.64 -0.31 0.53 0.90 0.99 -1.89 -0.39 0.54 0.90 0.98 
3 -0.95 -0.32 0.39 0.73 0.90 -1.00 -0.38 0.35 0.72 0.89 
4 -0.70 -0.29 0.21 0.63 0.80 -0.72 -0.31 0.20 0.61 0.80 
5 -0.65 -0.09 0.25 0.56 0.75 -0.73 -0.17 0.21 0.55 0.74 
Quadratic Trend, 
Large Variance Structure 
2 -1.40 -0.16 0.71 0.95 0.99 -1.47 -0.22 0.69 0.94 0.99 
3 -0.84 -0.05 0.58 0.88 0.96 -0.95 -0.11 0.51 0.87 0.96 
4 -0.79 -0.07 0.41 0.75 0.91 -0.77 -0.10 0.40 0.75 0.92 
5 -0.69 0.09 0.49 0.77 0.88 -1.03 0.05 0.46 0.75 0.87 
No Trend 
2 -1.38 -0.28 0.63 0.91 0.98 -1.45 -0.32 0.63 0.93 0.98 
3 -0.97 -0.07 0.45 0.80 0.92 -0.93 -0.11 0.42 0.78 0.92 
4 -0.63 -0.06 0.34 0.69 0.85 -0.65 -0.07 0.33 0.68 0.84 
5 -0.85 0.07 0.45 0.64 0.81 -1.05 0.02 0.41 0.62 0.80 
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Table 6.46 - Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Convex Combination Sampling Plans with Various Weighting 
Mechanisms for Simulation Population Size of SO 
Population Structure n Equal Weights Simplifying Weights 
Circular Ordering, a = /, 
Weak Correlation Structure 
2 -1.79 -0.27 0.55 0.91 0.99 -1.67 -0.24 0.55 0.91 0.98 
5 -1.00 -0.19 0.27 0.61 0.78 -0.95 -0.20 0.25 0.60 0.78 
8 -0.91 -0.24 0.20 0.48 0.67 -0.88 -0.25 0.19 0.48 0.66 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
2 -2.25 -0.5 1 0.49 0.88 0.98 -2.33 -0.53 0.50 0.88 0.98 
5 -1.57 -0.59 0.06 0.50 0.72 -1.56 -0.63 0.04 0.50 0.73 
8 -1.50 -0.63 -0.08 0.30 0.57 -1.38 -0.65 -0.09 0.30 0.57 
Circular Ordering, a = 1, 
Strong Correlation Structure 
2 -1.56 -0.30 0.51 0.90 0.99 -1.59 -0.30 0.50 0.90 0.99 
5 -0.60 -0.19 0.20 0.54 0.71 -0.61 -0.19 0.19 0.52 0.70 
8 -0.46 -0.10 0.19 0.41 0.59 -0.47 -0.13 0.17 0.40 0.57 
Circular Ordering, a =2, 
Weak Correlation Structure 
2 -1.69 -0.33 0.55 0.90 0.98 -1.70 -0.31 0.55 0.89 0.98 
5 -1.06 -0.29 0.25 0.60 0.78 -1.07 -0.32 0.23 0.59 0.77 
8 -0.87 -0.30 0.12 0.44 0.65 -0.83 -0.30 0.12 0.43 0.65 
Circular Ordering, a =2, 
Moderate Correlation Structure 
2 -1.28 -0.13 0.60 0.91 0.98 -1.37 -0.16 0.58 0.91 0.98 
5 -0.64 -0.10 0.33 0.62 0.79 -0.60 -0.09 0.34 0.62 0.79 
8 -0.44 -0.02 0.29 0.53 0.68 -0.43 -0.02 0.28 0.52 0.68 
Circular Ordering, a =2, 
Strong Correlation Structure 
2 -1.66 -0.33 0.53 0.89 0.99 -1.68 -0.36 0.52 0.88 0.98 
5 -0.82 -0.32 0.15 0.52 0.72 -0.83 -0.34 0.14 0.52 0.72 
8 -0.60 -0.25 0.08 0.37 0.57 -0.59 -0.26 0.06 0.36 0.56 
Linear Ordering, a = 1, 
Weak Correlation Structure 
2 -1.76 -0.29 0.56 0.89 0.99 -1.71 -0.32 0.56 0.90 0.99 
5 -0.87 -0.20 0.29 0.60 0.76 -0.91 -0.22 0.28 0.58 0.75 
8 -0.88 -0.22 0.22 0.49 0.64 -0.95 -0.25 0.20 0.48 0.65 
Linear Ordering, a = 1, 
Moderate Correlation Structure 
2 -2.08 -0.60 0.46 0.87 0.98 -2.14 -0.61 0.44 0.88 0.98 
5 -1.33 -0.60 0.02 0.44 0.71 -1.39 -0.63 0.00 0.44 0.70 
8 -1.32 -0.62 -0.10 0.27 0.53 -1.34 -0.63 -0.11 0.27 0.52 
Linear Ordering, a - I, 
Strong Correlation Structure 
2 -1.58 -0.34 0.53 0.89 0.98 -1.56 -0.28 0.53 0.89 0.99 
5 -0.76 -0.20 0.24 0.54 0.73 -0.78 -0.22 0.23 0.53 0.73 
8 -0.54 -0.16 0.19 0.43 0.59 -0.53 -0.16 0.18 0.41 0.59 
Linear Ordering, a =2, 
Weak Correlation Structure 
2 -1.80 -0.32 0.55 0.91 0.98 -1.65 -0.31 0.55 0.90 0.98 
5 -0.99 -0.22 0.24 0.60 0.77 -1.04 -0.26 0.22 0.58 0.76 
8 -1.07 -0.27 0.16 0.46 0.66 -1.10 -0.27 0.15 0.44 0.66 
Linear Ordering, a =2, 
Moderate Correlation Structure 
2 -1.33 -0.25 0.52 0.91 0.99 -1.28 -0.20 0.51 0.91 0.99 
5 -0.46 -0.01 0.30 0.55 0.70 -0.49 -0.03 0.29 0.54 0.69 
8 -0.37 0.05 0.29 0.48 0.61 -0.37 0.03 0.27 0.47 0.60 
Linear Ordering, a -2, 
Strong Correlation Structure 
2 -1.64 -0.50 0.45 0.87 0.97 -1.51 -0.44 0.46 0.89 0.98 
5 -0.73 -0.26 0.13 0.43 0.63 -0.74 -0.27 0.12 0.43 0.63 
8 -0.56 -0.18 0.10 0.32 0.48 -0.57 -0.20 0.09 0.32 0.47 
Linear Trend, 
Small Variance Structure 
2 -1.61 -0.44 0.44 0.84 0.95 -1.70 -0.51 0.43 0.84 0.95 
5 -0.39 -0.16 0.09 0.35 0.55 -0.40 -0.17 0.07 0.35 0.55 
8 -0.22 -0.07 0.07 0.24 0.43 -0.25 -0.09 0.06 0.23 0.42 
Linear Trend, 
Large Variance Structure 
2 -1-58 -0.41 0.46 0.83 0.96 -1.67 -0.47 0.43 0.83 0.96 
5 -0.41 -0.16 0.09 0.35 0.55 -0.43 -0.17 0.08 0.35 0.56 
8 -0.26 -0.07 0.09 0.26 0.42 -0.28 -0.09 0.07 0.24 0.42 
Quadratic Trend, 
Small Variance Structure 
2 -1.77 -0.52 0.46 0.88 0.98 -1.70 -0.49 0.46 0.88 0.98 
5 -0.61 -0.27 0.04 0.33 0.60 -0.63 -0.28 0.03 0.32 0.59 
8 -0.44 -0.20 0.02 0.24 0.42 -0.47 -0.21 0.02 0.24 0.42 
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Table 6.46 (continued) 
Population Structure n Equal Weights Simplifying Weights 
Quadratic Trend, 
Large Variance Structure 
2 -1.65 -0.25 0.60 0.91 0.98 -1.63 -0.24 0.59 0.91 0.98 
5 -0.95 -0.23 0.28 0.61 0.79 -0.96 -0.25 0.27 0.60 0.80 
8 -0.91 -0.23 0.20 0.50 0.69 -0.92 -0.24 0.20 0.50 0.70 
No Trend 
2 -1.45 -0.27 0.54 0.89 0.98 -1.57 -0.28 0.55 0.89 0.98 
5 -0.87 -0.11 0.32 0.60 0.77 -0.88 -0.13 0.30 0.59 0.77 
8 -1.10 -0.13 0.29 0.52 0.68 -1.06 -0.14 0.28 0.52 0.67 
285 
Table 6.47 - Modified 5-Number Summaries for Relative Measures of Variance 
Estimates Under Convex Combination Sampling Plans with Various Weighting 
Mechanisms for Simulation Population Size of 75 
Population Structure n Equal Weights Simplifying Weights 
Circular Ordering, a = J, 
Weak Correlation Structure 
2 -1.66 -0.27 0.57 0.91 0.99 -1.61 -0.27 0.58 0.91 0.99 
5 -0.96 -0.30 0.24 0.58 0.80 -0.92 -0.30 0.24 0.58 0.80 
8 -0.82 -0.20 0.20 0.49 0.68 -0.86 -0.22 0.20 0.49 0.68 
Circular Ordering, a = I, 
Moderate Correlation Structure 
2 -1.66 -0.25 0.56 0.89 0.98 -1.67 -0.26 0.58 0.90 0.98 
5 -1.13 -0.36 0.19 0.56 0.74 -1.09 -0.33 0.20 0.56 0.75 
8 -1.05 -0.37 0.13 0.43 0.62 -1.01 -0.38 0.12 0.43 0.62 
Circular Ordering, a = I, 
Strong Correlation Structure 
2 -1.80 -0.5 1 0.44 0.87 0.98 -1.74 -0.45 0.46 0.88 0.98 
5 -0.83 -0.32 0.11 0.43 0.65 -0.83 -0.35 0.11 0.42 0.64 
8 -0.54 -0.21 0.10 0.35 0.53 -0.57 -0.23 0.09 0.34 0.53 
Circular Ordering, a = 2, 
Weak Correlation Structure 
2 -1.84 -0.33 0.56 0.90 0.99 -1.83 -0.34 0.53 0.90 0.99 
5 -0.98 -0.33 0.17 0.55 0.75 -0.98 -0.31 0.17 0.55 0.75 
8 -0.77 -0.22 0.16 0.46 0.64 -0.80 -0.24 0.14 0.46 0.64 
Circular Ordering, a =2, 
Moderate Correlation Structure 
2 -1.72 -0.27 0.56 0.90 0.98 -1.72 -0.29 0.55 0.90 0.98 
5 -0.84 -0.27 0.21 0.55 0.74 -0.81 -0.25 0.22 0.55 0.74 
8 -0.52 -0.16 0.19 0.46 0.63 -0.49 -0.13 0.20 0.47 0.63 
Circular Ordering, a =2, 
Strong Correlation Structure 
2 -1.57 -0.41 0.46 0.88 0.98 -1.51 -0.37 0.46 0.89 0.98 
5 -0.81 -0.34 0.13 0.44 0.65 -0.80 -0.34 0.14 0.45 0.65 
8 -0.56 -0.23 0.07 0.32 0.49 -0.52 -0.22 0.08 0.34 0.50 
Linear Ordering, a - I, 
Weak Correlation Structure 
2 -1.66 -0.29 0.55 0.91 0.99 -1.67 -0.28 0.56 0.91 0.99 
5 -0.95 -0.29 0.22 0.57 0.78 -0.94 -0.30 0.23 0.58 0.77 
8 -0.82 -0.21 0.23 0.50 0.67 -0.83 -0.21 0.20 0.49 0.66 
Linear Ordering, a = I, 
Moderate Correlation Structure 
2 -1.53 -0.25 0.57 0.90 0.98 -1.56 -0.25 0.57 0.90 0.99 
5 -1.13 -0.29 0.25 0.54 0.75 -1.09 -0.30 0.24 0.54 0.74 
8 -0.92 -0.38 0.13 0.44 0.62 -0.99 -0.40 0.11 0.42 0.61 
Linear Ordering, a - I, 
Strong Correlation Structure 
2 -1.76 -0.47 0.45 0.88 0.98 -1.80 -0.52 0.45 0.88 0.98 
5 -0.83 -0.37 0.06 0.41 0.64 -0.80 -0.37 0.06 0.40 0.65 
8 -0.54 -0.24 0.06 0.31 0.49 -0.54 -0.25 0.05 0.31 0.49 
Linear Ordering, a = 2, 
Weak Correlation Structure 
2 -1.55 -0.37 0.47 0.90 0.99 -1.54 -0.37 0.47 0.90 0.99 
5 -0.81 -0.30 0.16 0.47 0.69 -0.78 -0.27 0.17 0.48 0.70 
8 -0.78 -0.18 0.16 0.40 0.58 -0.79 -0.20 0.15 0.40 039 
Linear Ordering, a =2, 
Moderate Correlation Structure 
2 -139 -0.28 0.53 0.90 0.99 -1.61 -0.30 0.52 0.90 0.99 
5 -0.81 -0.28 0.19 0.51 0.71 -0.78 -0.26 0.19 031 0.71 
8 -0.49 -0.12 0.18 0.43 0.62 -0.53 -0.16 0.16 0.41 0.61 
Linear Ordering, a' = 2, 
Strong Correlation Structure 
2 -1.65 -0.40 0.47 0.87 0.98 -1.63 -0.41 0.46 0.87 0.98 
5 -0.73 -0.34 0.06 0.39 0.63 -0.70 -0.33 0.06 0.40 0.63 
8 -0.53 -0.21 0.05 0.28 0.47 -0.51 -0.21 0.06 0.29 0.49 
Linear Trend, 
Small Variance Structure 
2 -1.79 -0.45 0.45 0.86 0.96 -1.65 -0.43 0.47 0.87 0.97 
5 -031 -0.26 0.01 0.32 0.59 -0.50 -0.24 0.02 0.32 0.61 
8 -0.29 -0.13 0.05 0.23 0.44 -0.27 -0.11 0.06 025 030 
Linear Trend, 
Large Variance Structure 
2 -1.80 -0.44 0.44 0.86 0.97 -1.65 -0.43 0.46 0.86 0.97 
5 -0.54 -0.25 0.02 0.32 039 -031 -0.24 0.03 0.33 0.60 
8 -0.31 -0.13 0.06 0.25 0.46 -0.31 -0.11 0.07 0.26 0.48 
Quadratic Trend, 
Small Variance Structure 
2 -1.79 -0.53 030 0.90 0.99 -1.79 -0.46 0.49 0.90 0.98 
5 -0.73 -0.39 0.05 0.40 0.68 -0.72 -0.39 0.05 0.40 0.68 
8 -0.46 -0.25 -0.01 0.26 0.49 -0.46 -0.26 0.00 0.27 032 
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Table 6.47 (continued) 
Population Structure n Equal Weights Simplifying Weights 
Quadratic Trend, 
Large Variance Structure 
2 -1.69 -0.50 0.49 0.88 0.98 -1.68 -0.47 0.50 0.88 0.98 
5 -0.74 -0.34 0.07 0.43 0.67 -0.75 -0.35 0.06 0.42 0.67 
8 -0.53 -0.24 0.04 0.30 0.50 -0.52 -0.24 0.05 0.31 0.52 
No Trend 
2 -1.57 -0.34 0.54 0.90 0.99 -1.71 -0.37 033 0.89 0.98 
5 -0.93 -0.24 0.22 0.52 0.73 -0.85 -0.22 0.23 0.53 0.73 
8 -0.85 -0.18 0.24 0.49 0.65 -0.75 -0.16 0.24 0.49 0.65 
very accurate under linearly ordered populations, regardless of variance 
structure. 
Investigation of Tables 6.48 and 6.51 yielded the following general conclusions 
concerning the empirical coverage probabilities of desired 95% confidence intervals 
under the various convex combination schemes and weighting mechanisms for simulated 
population with N = 25. 
1) Under circularly ordered populations with a - 1, higher than desired 
empirical coverage probabilities were typically obtained when n > 4, and 
des i rable  empir ica l  coverage  probabi l i t ies  were  typica l ly  observed  when n  <  
3, regardless of correlation structure. Exceptions were a higher than desired 
empirical coverage probability when n = 3 and an desirable empirical 
coverage probability when n = 5 under the weak correlation structure, 
regardless of weighting mechanism, and desirable empirical coverage 
probabilities when n = 4 under the weak correlation structure and n = 5 under 
the strong correlation structure using simplifying weights. Under circularly 
ordered populations with a = 2, higher than desired empirical coverage 
probabilities were obtained under the weak correlation structure and desirable 
empirical coverage probabilities were obtained under the strong correlation 
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structure, regardless of zz and weighting mechanism. Lower than desired 
empirical coverage probabilities were observed under the moderate correlation 
structure with n = 2, regardless of weighting mechanism, and when n = 5 
using equal weights. All other empirical coverage probabilities under the 
moderate correlation structure were desirable, regardless of n and weighting 
mechanism. 
2) Under linearly ordered populations with a = 1, lower than desired 
empirical coverage probabilities were obtained with n  > 3 under the weak 
correlation structure, and higher than desired empirical coverage probabilities 
were observed under the moderate correlation structure with n = 3 and 4 and 
under the strong correlation structure with n = 2, regardless of weighting 
mechanism. All other empirical coverage probabilities were desirable with 
the only exception occurring under the strong correlation structure with n = 5 
using simplifying weights, which was higher than desired. Under linearly 
ordered populations with a = 2, lower than desired empirical coverage 
probabilities were typically obtained under the weak correlation structure, 
while higher than desired empirical coverage probabilities were observed 
under the strong correlation structure, regardless of n and weighting 
mechanism. The only exception was a desirable empirical coverage 
probability obtained under the weak correlation structure with n- 5 using 
simplifying weights. Under the moderate correlation structure, desirable 
empirical coverage probabilities were observed with n — 3 and 5 and higher 
than desirable empirical coverage probabilities were observed with n— 2 and 
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Table 6.48 - Desired 95% Confidence Interval Coverage Probabilities under Convex 
Combination Sampling Plan Utilizing Equal Weights 
for Simulation Population Size = 25 
Population Structure n — 2 
Sampl 
n — 3 
e Size 
n = 4 n = 5  
Circular Ordering, a = 1, 
Weak Correlation Structure 
0.9457 0.9647 0.9616 0.9536 
Circular Ordering, a' = 1, 
Moderate Correlation Structure 
0.9466 0.9549 0.9634 0.9737 
Circular Ordering, a = I, 
Strong Correlation Structure 
0.9585 0.9495 0.9678 0.9602 
Circular Ordering, a = 2, 
Weak Correlation Structure 
0.9686 0.9623 0.9620 0.9616 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
0.9244 0.9416 0.9454 0.9314 
Circular Ordering, a = 2, 
Strong Correlation Structure 
0.9522 0.9423 0.9542 0.9540 
Linear Ordering, a -1, 
Weak Correlation Structure 
0.9408 0.9261 0.9281 0.8994 
Linear Ordering, a = 1, 
Moderate Correlation Structure 
0.9567 0.9749 0.9629 0.9568 
Linear Ordering, a' - I, 
Strong Correlation Structure 
0.9617 0.9565 0.9512 0.9579 
Linear Ordering, a' = 2, 
Weak Correlation Structure 
0.9297 0.9224 0.9380 0.9386 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
0.9634 0.9568 0.9769 0.9484 
Linear Ordering, a = 2, 
Strong Correlation Structure 
0.9656 0.9747 0.9694 0.9615 
Linear Trend, 
Small Variance Structure 
0.9974 0.9714 0.9601 0.9466 
Linear Trend, 
Large Variance Structure 
0.9379 0.9675 0.9656 0.9398 
Quadratic Trend, 
Small Variance Structure 0.9412 0.9335 0.9511 0.9213 
Quadratic Trend, 
Large Variance Structure 
0.9584 0.9707 0.9548 0.9146 
No Trend 0.9559 0.9040 0.8981 0.8838 
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Table 6.49 - Desired 95% Confidence Interval Coverage Probabilities under Convex 
Combination Sampling Plan Utilizing Equal Weights 
for Simulation Population Size = 50 
Population Structure n — 2  
Sample Size 
n = 5 n = 8 
Circular Ordering, a = 1, 
Weak Correlation Structure 
0.9463 0.9253 0.9339 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
0.9458 0.9509 0.9491 
Circular Ordering, a = 1, 
Strong Correlation Structure 
0.9347 0.9419 0.9512 
Circular Ordering, a = 2, 
Weak Correlation Structure 
0.9630 0.9467 0.9400 
Circular Ordering, a - 2, 
Moderate Correlation Structure 
0.9529 0.9543 0.9514 
Circular Ordering, a = 2, 
Strong Correlation Structure 
0.9366 0.9618 0.9581 
Linear Ordering, a = 1, 
Weak Correlation Structure 
0.9358 0.9279 0.9326 
Linear Ordering, a - I, 
Moderate Correlation Structure 
0.9540 0.9433 0.9352 
Linear Ordering, a = I, 
Strong Correlation Structure 
0.9522 0.9556 0.9573 
Linear Ordering, a' — 2, 
Weak Correlation Structure 
0.9558 0.9371 0.9388 
Linear Ordering, a — 2, 
Moderate Correlation Structure 
0.9198 0.9487 0.9462 
Linear Ordering, a -2, 
Strong Correlation Structure 
0.9460 0.9565 0.9590 
Linear Trend, 
Small Variance Structure 
0.9852 0.9533 0.9430 
Linear Trend, 
Large Variance Structure 
0.9629 0.9513 0.9479 
Quadratic Trend, 
Small Variance Structure 
0.9330 0.9529 0.9428 
Quadratic Trend, 
Large Variance Structure 
0.9639 0.9588 0.9479 
No Trend 0.9472 0.9185 0.9155 
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Table 6.50 - Desired 95% Confidence Interval Coverage Probabilities under Convex 
Combination Sampling Plan Utilizing Equal Weights 
for Simulation Population Size = 75 
Population Structure n = 2 
Sample Size 
n = 5 n = 8 
Circular Ordering, a = I, 
Weak Correlation Structure 
0.9582 0.9502 0.9269 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
0.9564 0.9610 0.9461 
Circular Ordering, a = 1, 
Strong Correlation Structure 
0.9448 0.9536 0.9560 
Circular Ordering, a = 2, 
Weak Correlation Structure 
0.9544 0.9546 0.9445 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
0.9501 0.9458 0.9439 
Circular Ordering, a = 2, 
Strong Correlation Structure 
0.9415 0.9488 0.9547 
Linear Ordering, a = 1, 
Weak Correlation Structure 
0.9521 0.9492 0.9344 
Linear Ordering, a - 1, 
Moderate Correlation Structure 
0.9541 0.9459 0.9424 
Linear Ordering, a' = 1, 
Strong Correlation Structure 
0.9493 0.9503 0.9588 
Linear Ordering, a = 2, 
Weak Correlation Structure 
0.9458 0.9474 0.9357 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
0.9442 0.9560 0.9413 
Linear Ordering, a = 2, 
Strong Correlation Structure 
0.9435 0.9525 0.9481 
Linear Trend, 
Small Variance Structure 
0.9690 0.9347 0.9409 
Linear Trend, 
Large Variance Structure 
0.9557 0.9377 0.9392 
Quadratic Trend, 
Small Variance Structure 
0.9238 0.9240 0.9238 
Quadratic Trend, 
Large Variance Structure 
0.9457 0.9439 0.9403 
No Trend 0.9385 0.9367 0.9335 
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Table 6.51 — Desired 95% Confidence Interval Coverage Probabilities under Convex 
Combination Sampling Plan Utilizing Simplifying Weights 
for Simulation Population Size = 25 
Population Structure n = 2 
Sampl 
n = 3 
e Size 
n — 4  n — 5 
Circular Ordering, a - 1, 
Weak Correlation Structure 
0.9488 0.9607 0.9572 0.9492 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
0.9412 0.9475 0.9614 0.9754 
Circular Ordering, a = 1, 
Strong Correlation Structure 
0.9548 0.9519 0.9683 0.9568 
Circular Ordering, a = 2, 
Weak Correlation Structure 
0.9699 0.9634 0.9604 0.9614 
Circular Ordering, a - 2, 
Moderate Correlation Structure 
0.9302 0.9448 0.9414 0.9492 
Circular Ordering, a' = 2, 
Strong Correlation Structure 
0.9540 0.9457 0.9560 0.9491 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
0.9450 0.9327 0.9301 0.9129 
Linear Ordering, a - 1, 
Moderate Correlation Structure 
0.9565 0.9702 0.9632 0.9578 
Linear Ordering, a = 1, 
Strong Correlation Structure 
0.9613 0.9573 0.9543 0.9610 
Linear Ordering, a = 2, 
Weak Correlation Structure 
0.9290 0.9236 0.9389 0.9426 
Linear Ordering, a - 2, 
Moderate Correlation Structure 
0.9718 0.9545 0.9762 0.9517 
Linear Ordering, a = 2, 
Strong Correlation Structure 
0.9663 0.9730 0.9710 0.9609 
Linear Trend, 
Small Variance Structure 
0.9690 0.9553 0.9449 0.9399 
Linear Trend, 
Large Variance Structure 
0.9399 0.9665 0.9630 0.9356 
Quadratic Trend, 
Small Variance Structure 
0.9397 0.9347 0.9527 0.9424 
Quadratic Trend, 
Large Variance Structure 
0.9611 0.9651 0.9609 0.9282 
No Trend 0.9580 0.9055 0.9100 0.8880 
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Table 6.52 - Desired 95% Confidence Interval Coverage Probabilities under Convex 
Combination Sampling Plan Utilizing Simplifying Weights 
for Simulation Population Size = 50 
Population Structure n = 2 
Sample Size 
n = 5 n = 8 
Circular Ordering, a = I, 
Weak Correlation Structure 
0.9462 0.9276 0.9343 
Circular Ordering, a — I, 
Moderate Correlation Structure 
0.9469 0.9552 0.9515 
Circular Ordering, a = 1, 
Strong Correlation Structure 
0.9371 0.9460 0.9550 
Circular Ordering, a = 2, 
Weak Correlation Structure 
0.9638 0.9458 0.9431 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
0.9562 0.9572 0.9502 
Circular Ordering, a = 2, 
Strong Correlation Structure 
0.9418 0.9603 0.9528 
Linear Ordering, a' = 1, 
Weak Correlation Structure 
0.9306 0.9323 0.9334 
Linear Ordering, a - 1, 
Moderate Correlation Structure 
0.9529 0.9435 0.9425 
Linear Ordering, a = 1, 
Strong Correlation Structure 
0.9494 0.9541 0.9561 
Linear Ordering, a =2, 
Weak Correlation Structure 
0.9523 0.9355 0.9346 
Linear Ordering, a - 2, 
Moderate Correlation Structure 
0.9206 0.9468 0.9479 
Linear Ordering, a — 2, 
Strong Correlation Structure 
0.9417 0.9578 0.9609 
Linear Trend, 
Small Variance Structure 
0.9827 0.9504 0.9423 
Linear Trend, 
Large Variance Structure 
0.9628 0.9495 0.9436 
Quadratic Trend, 
Small Variance Structure 
0.9326 0.9495 0.9413 
Quadratic Trend, 
Large Variance Structure 
0.9659 0.9647 0.9462 
No Trend 0.9477 0.9255 0.9149 
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Table 6.53 - Desired 95% Confidence Interval Coverage Probabilities under Convex 
Combination Sampling Plan Utilizing Simplifying Weights 
for Simulation Population Size = 75 
Population Structure n = 2 
Sample Size 
n = 5 n = 8 
Circular Ordering, a = 1, 
Weak Correlation Structure 
0.9582 0.9502 0.9286 
Circular Ordering, a = 1, 
Moderate Correlation Structure 
0.9542 0.9588 0.9503 
Circular Ordering, a — I, 
Strong Correlation Structure 
0.9484 0.9464 0.9524 
Circular Ordering, a — 2, 
Weak Correlation Structure 
0.9588 0.9518 0.9405 
Circular Ordering, a = 2, 
Moderate Correlation Structure 
0.9522 0.9490 0.9417 
Circular Ordering, a = 2, 
Strong Correlation Structure 
0.9434 0.9512 0.9528 
Linear Ordering, a = 1, 
Weak Correlation Structure 
0.9575 0.9539 0.9384 
Linear Ordering, a = 1, 
Moderate Correlation Structure 
0.9476 0.9467 0.9385 
Linear Ordering, a = 1, 
Strong Correlation Structure 
0.9450 0.9552 0.9572 
Linear Ordering, a = 2, 
Weak Correlation Structure 
0.9490 0.9469 0.9331 
Linear Ordering, a = 2, 
Moderate Correlation Structure 
0.9458 0.9558 0.9438 
Linear Ordering, a = 2, 
Strong Correlation Structure 
0.9462 0.9514 0.9465 
Linear Trend, 
Small Variance Structure 
0.9665 0.9347 0.9365 
Linear Trend, 
Large Variance Structure 
0.9568 0.9353 0.9352 
Quadratic Trend, 
Small Variance Structure 
0.9274 0.9239 0.9169 
Quadratic Trend, 
Large Variance Structure 
0.9523 0.9473 0.9417 
No Trend 0.9381 0.9384 0.9305 
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4, regardless of weighting mechanism. 
3) Under populations with linear trend desirable empirical coverage probabilities 
were obtained with n > 3 using simplifying weights and with n = 5 using 
equal weights, regardless of variance structure. All other empirical coverage 
probabilities were generally higher than desired. 
4) Under populations exhibiting quadratic trend with large variance structure, 
desirable empirical coverage probabilities were generally observed with n < 
4, and lower than desired empirical coverage probabilities were observed with 
n = 5, regardless of weighting mechanism. While the simplifying weighting 
scheme yielded lower than desired empirical coverage probabilities with n < 
3 and desirable empirical coverage probabilities with n > 4 under the small 
variance structure, desirable empirical coverage probabilities were obtained 
with n — 2 and 4 and lower than desired empirical coverage probabilities 
were obtained with n — 3 and 5 using the equal weighting scheme. 
5) Under the population with no trend, lower than desired empirical coverage 
probabilities were obtained with n > 3, while desirable empirical coverage 
probabilities were observed with n = 2, regardless of weighting mechanism. 
Investigation of Tables 6.49 and 6.52 yielded the following general conclusions 
concerning the appropriateness of convex combination sampling plans under simulated 
populations with N = 50. 
1) Desirable empirical coverage probabilities were typically obtained under 
circularly order populations, regardless of n, a', correlation structure, and 
weighting mechanism. The only exceptions were lower than desired 
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empirical coverage probabilities obtained when a = 1 with n = 2 under the 
strong correlation structure and n = 5 and 8 under the weak correlation 
structure, and higher than desired empirical coverage probabilities obtained 
when a' = 2 with n = 2 under the weak correlation structure and with n = 5 
under the strong correlation structure, regardless of weighting mechanism. 
2) Lower than desired empirical coverage probabilities were typically obtained 
under linearly ordered populations with weak correlation structure, regardless 
of n, a , and weighting mechanism. The only exception was a desirable 
empirical coverage probability obtained when a = 2 with n = 2, regardless of 
weighting mechanism. Desirable empirical coverage probabilities were 
typically obtained under linearly ordered populations with moderate and 
strong correlation structures, regardless of n, a , and weighting mechanism. 
The only exception was a lower than desired empirical coverage probability 
obtained when a = 2 with n- 2 under the moderate correlation structure, 
regardless of weighting mechanism. 
3) Under populations exhibiting linear or quadratic trends, desirable empirical 
coverage probabilities were obtained with n = 5 and 8, regardless of variance 
structure and weighting mechanism. While higher than desired empirical 
coverage probabilities were observed with n — 2 under the populations 
exhibiting linear trend, lower than desired empirical coverage probabilities 
were obtained with n = 2 under the population exhibiting quadratic trend with 
small variance structure and higher than desired empirical coverage 
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probabilities were obtained with n = 2 under the population exhibiting 
quadratic trend with large variance structure. 
4) Under the population with no trend, desirable empirical coverage probabilities 
were obtained with n-2 and lower than desired empirical coverage 
probabilities were observed with n = 5 and 8, regardless of weighting 
mechanism. 
Investigation of Tables 6.50 and 6.53 yielded the following general conclusions 
concerning the appropriateness of convex combination sampling plans under simulated 
populations with N = 75. 
1) Desirable empirical coverage probabilities were typically obtained under 
circularly and linearly ordered populations, regardless of n, a , correlation 
structure, and weighting mechanism. Exceptions were lower than desired 
empirical coverage probabilities obtained under circularly and linearly ordered 
populations when a - 1 under the weak correlation structure, and under 
linearly ordered populations with weak correlation structure when a = 2, 
regardless of weighting mechanism with n- 8. Furthermore, a lower than 
desired empirical coverage probability was observed under the linearly 
ordered population with moderate correlation structure when a - I with n = 
8 using simplifying weights, while a slightly higher than desired empirical 
coverage probability was obtained under the circularly ordered population 
with moderate correlation structure when a' = 1 with n — 5 using equal 
weights. 
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2) Typically, lower than desired empirical coverage probabilities were obtained 
under populations exhibiting linear or quadratic trends with n-5 and 8, 
regardless of variance structure and weighting mechanism. The only 
exceptions were desirable empirical coverage probabilities observed with 
n = 8 using equal weights under the population exhibiting linear trend with 
small variance structure, and with n = 5 and 8 under the quadratic trend 
population with large variance structure, regardless of weighting mechanism. 
Higher than desired empirical coverage probabilities were obtained with n = 2 
under the population exhibiting linear trend with small variance structure, and 
somewhat desirable empirical coverage probabilities were observed under the 
population exhibiting linear trend with large variance structure, while 
desirable empirical coverage probabilities were observed under the population 
exhibiting quadratic trend with large variance structure and lower than desired 
empirical coverage probabilities were observed under the population 
exhibiting quadratic trend with small variance structure, regardless of 
weighting mechanism. 
3) Under the population with no trend, lower than desired empirical coverage 
probabilities were observed, regardless of n and weighting mechanism. 
While generally more efficient than simple random sampling, convex 
combination sampling plans were typically less efficient than a single application of a 
circular BS A, regardless of weighting mechanism. The only exception occurred under 
populations with no trend where the convex combination plans were as efficient as 
simple random sampling and a single application of a circular BS A. The distributions of 
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relative measures of variance estimates under convex combination plans were generally 
comparable to those under simple random sampling, and desirable empirical coverage 
probabilities were typically obtained using desired 95% confidence intervals for the 
population mean. Overall, convex combination plans appear to be preferable to simple 
random sampling, while a single application of a circular BSA with an appropriate 
variance estimator appears to be preferable to a convex combination plan, regardless of 
weighting mechanism. However, further investigation is warranted to determine the 
effect of other weighting mechanisms on the precision of inferential techniques when 
using convex combination sampling plans. 
6.6 Overall Performance Summary of Techniques 
In general, the performance of systematic sampling was somewhat erratic under 
the investigated populations with respect to the various sampling plans. Furthermore, the 
considered estimator under systematic sampling was not precise and/or accurate in most 
cases. For "large" circularly or linearly ordered populations, simple random sampling 
yielded adequate results. However, other sampling schemes have been shown to be 
preferable to simple random sampling when sampling from populations with structure. 
Specifically, while the method of independent groups has been shown to be a 
fairly poor sampling scheme when compared to simple random sampling under such 
populations, a single application of a circular BSA with an appropriate variance 
estimator, sample supplementation schemes, and convex combination sampling plans 
have been shown to be typically as efficient or more efficient than simple random 
sampling, with a single application of a circular BSA being the most efficient. 
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Furthermore, such sampling plans typically yielded distributions of relative measures of 
variance estimates that were comparable to those obtained under simple random 
sampling. Thus, when sampling from a population exhibiting a linear or circular ordering 
of units, a single application of a circular BSA with an appropriate variance estimator 
appears to be the best alternative of the investigated sampling plans. While sample 
supplementation and convex combination sampling plans were preferable to simple 
random sampling, such was not true when compared to a single application of a circular 
BSA with an appropriate variance estimator. 
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APPENDIX A. SIMULATED POPULATIONS 
As detailed in Chapter 6, a simulation study was performed to gauge the 
appropriateness of various variance estimation techniques. Simulated populations of 
sizes 25, 50, and 75 were developed for each of 17 populations structures: 
1) Circular and linear ordering of units with weak, moderate, and strong 
correlation structures when a = 1 and 2, 
2) Linear and quadratic trend with small and large variance structures, and 
3) No trend within units. 
The following tables and figures provide the responses and graphical 
representations of all simulated populations used throughout the variance estimation 
simulation study. 
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Table Al l - Circularly Ordered Population with Weak Correlation Structure 
and a — 1 for N — 25 
Index Response Index Response Index Response Index Response 
1 9.3867 8 11.7873 15 8.9767 22 11.3086 
2 11.1459 9 10.7196 16 8.9051 23 11.5177 
3 10.3303 10 11.7118 17 10.8136 24 10.0407 
4 9.3503 11 10.4145 18 10.2499 25 10.3049 
5 10.6858 12 10.4627 19 11.5981 
6 10.8029 13 10.256 20 11.5785 
7 10.8899 14 10.3343 21 12.0587 
Circularly Ordered Population with Weak Correlation Structure and a = 1 
Population Size = 25 
12 -
0 5 10 15 20 25 
Index 
Figure Al l - Graphical Representation of Circularly Ordered Population with 
Weak Correlation Structure and a = 1 for N — 25 
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Table A 1.2 - Circularly Ordered Population with Moderate Correlation Structure 
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Figure A1.2 - Graphical Representation of Circularly Ordered Population with 
Moderate Correlation Structure and a' —I for N = 25 
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Table A 1.3 - Circularly Ordered Population with Strong Correlation Structure 
and a = 1 for N = 25 
Index Response Index Response Index Response Index Response 
1 12.0309 8 11.2102 15 10.6989 22 9.9383 
2 12.2106 9 11.2207 16 10.4574 23 10.4393 
3 12.0418 10 11.957 17 11.4883 24 10.3532 
4 10.955 11 11.5686 18 11.4851 25 11.1745 
5 10.054 12 10.982 19 11.1453 
6 10.6387 13 11.0518 20 10.9351 
7 10.9876 14 10.6564 21 10.3177 
Circularly Ordered Population with Strong Correlation Structure and a 
Papulation Size = 25 
= 1 
12.0 - A 
o 11.5 - \ A n 
1 I / \ \ Î 
3 11.0 - 1 / Va / X / 
I \ / \ \ CO \ T I \ / 
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\ \ 1 
10.0 - v V 
i i t i i i 
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Index 
Figure A 1.3 — Graphical Representation of Circularly Ordered Population with 
Strong Correlation Structure and a* = 1 for N = 25 
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Table Al.4 - Circularly Ordered Population with Weak Correlation Structure 






























Circularly Ordered Population with Weak Correlation Structure and a = 2 
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Figure Al.4 — Graphical Representation of Circularly Ordered Population with 
Weak Correlation Structure and a' = 2 for N = 25 
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Table Al.5 - Circularly Ordered Population with Moderate Correlation Structure 






























Circularly Ordered Population with Moderate Correlation Structure and a = 2 


















Figure A1.5 — Graphical Representation of Circularly Ordered Population with 
Moderate Correlation Structure and a -2 for N — 25 
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Table A1.6 - Circularly Ordered Population with Strong Correlation Structure 






























Circularly Ordered Population with Strong Correlation Structure and a* = 2 

















Figure A1.6 - Graphical Representation of Circularly Ordered Population with 
Strong Correlation Structure and a - 2 for N - 25 
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Table A1.7 - Linearly Ordered Population with Weak Correlation Structure 
and oc' -\ for N - 25 
Index Response Index Response Index Response Index Response 
1 10.1851 8 10.2922 15 10.1888 22 12.3571 
2 10.6444 9 10.3517 16 10.8095 23 11.3153 
3 11.7936 10 11.2981 17 9.5848 24 12.2871 
4 10.1715 11 10.1938 18 10.2196 25 11.3142 
5 10.7656 12 10.6949 19 8.802 
6 10.0489 13 11.8249 20 9.8651 
7 9.6624 14 10.4382 21 10.6696 
Linearly Ordered Population with Weak Correlation Structure and a = 1 
Papulation Size = 25 
12 -
55 10 " 
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Index 
Figure A 1.7 - Graphical Representation of Linearly Ordered Population with 
Weak Correlation Structure and a — 1 for N — 25 
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Table Al.8 - Linearly Ordered Population with Moderate Correlation Structure 






























Linearly Ordered Population with Moderate Correlation Structure and a = 1 







Figure A1.8 — Graphical Representation of Linearly Ordered Population with 
Moderate Correlation Structure and a — 1 for N = 25 
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Table A 1.9 — Linearly Ordered Population with Strong Correlation Structure 






























Linearly Ordered Population with Strong Correlation Structure and a 






















Figure A1.9 — Graphical Representation of Linearly Ordered Population with 
Strong Correlation Structure and a = 1 for N = 25 
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Table A1.10-Linearly Ordered Population with Weak Correlation Structure 






























Linearly Ordered Population with Weak Correlation Structure and a - 2 
Population Size = 25 
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Figure ALIO — Graphical Representation of Linearly Ordered Population with 
Weak Correlation Structure and a = 2 for N = 25 
311 
Table Al.ll - Linearly Ordered Population with Moderate Correlation Structure 
and a = 2 for N = 25 
Index Response Index Response Index Response Index Response 
1 10.5492 8 9.9939 15 11.0493 22 10.6867 
2 11.1946 9 10.5324 16 11.2699 23 13.0527 
3 10.9922 10 10.6428 17 10.3591 24 12.1925 
4 11.0107 11 11.0677 18 10.0079 25 11.9701 
5 10.406 12 11.1566 19 9.5356 
6 10.2448 13 11.357 20 9.2104 
7 10.5492 14 11.0007 21 10.6366 
Linearly Ordered Population with Moderate Correlation Structure and or' = 2 
Population Size = 25 
Index 
Figure Al.ll - Graphical Representation of Linearly Ordered Population with 
Moderate Correlation Structure and a — 2 for N = 25 
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Table Al.12-Linearly Ordered Population with Strong Correlation Structure 






























Linearly Ordered Population with Strong Correlation Structure and a - 2 
Population Size =25 
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Figure A1.12 - Graphical Representation of Linearly Ordered Population with 
Strong Correlation Structure and a  -  2  f o x  N -  25 
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Table Al.13 - Linear Trend Population with Small Variance Structure for N = 25 
Index Response Index Response Index Response Index Response 
1 6.93577 8 20.80251 15 35.97312 22 49.43595 
2 9.81713 9 23.27428 16 37.24519 23 50.71376 
3 11.39907 10 25.90515 17 38.56053 24 52.89848 
4 12.08614 11 26.62382 18 41.72406 25 53.62045 
5 16.96575 12 28.96053 19 43.27270 
6 18.03301 13 33.24391 20 44.57039 
7 19.35017 14 33.14631 21 46.99201 
Linear Trend Population with Small Variance Structure 
Population Size = 25 
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Figure A1.13 - Graphical Representation of Linear Trend Population with 
Small Variance Structure for N  = 25 
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Table Al.14- Linear Trend Population with Large Variance Structure for N  =  25 
Index Response Index Response Index Response Index Response 
1 2.03100 8 26.68109 15 43.08254 22 44.89656 
2 -9.41052 9 13.65072 16 38.95261 23 52.17503 
3 13.42758 10 25.87634 17 37.74937 24 45.28299 
4 7.92459 11 25.63561 18 53.02284 25 48.44521 
5 -0.93967 12 33.24685 19 46.51626 
6 27.42978 13 33.94969 20 44.59007 
7 21.69275 14 46.16951 21 57.55653 
Linear Trend Popuaition with Large Variance Structure 
Population Size = 25 
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Figure A1.14 - Graphical Representation of Linear Trend Population with 
Large Variance Structure foriV= 25 
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Table Al. 15 - Quadratic Trend Population with Small Variance Structure for N= 25 
Index Response Index Response Index Response Index Response 
1 6.4104 8 3.87804 15 3.24633 22 5.70736 
2 4.78085 9 3.41849 16 3.26786 23 4.52955 
3 4.93783 10 3.82704 17 4.19774 24 6.26792 
4 3.65106 11 3.21128 18 3.81776 25 4.50815 
5 5.97657 12 3.55618 19 3.15239 
6 3.69527 13 4.25582 20 4.62569 
7 4.42689 14 3.16163 21 5.43846 
Quadratic Trend Population with Small Variance Structure 
Population Size = 25 
Figure Al. 15 —Graphical Representation of Quadratic Trend Population with 
Small Variance Structure for N= 25 
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Table Al.16 - Quadratic Trend Population with Large Variance Structure for N = 25 
Index Response Index Response Index Response Index Response 
1 5.92341 8 4.64799 15 3.65649 22 15.13131 
2 4.70100 9 6.62896 16 7.97307 23 1.21272 
3 4.21827 10 6.08155 17 6.85998 24 8.97187 
4 10.85050 11 1.91907 18 4.72256 25 6.36333 
5 -1.47734 12 1.30513 19 7.31640 
6 6.75459 13 5.73083 20 6.60022 
7 13.45748 14 6.66528 21 7.82649 
Quadratic Trend Population with Large Variance Structure 
Population Size = 25 
Figure A1.16 — Graphical Representation of Quadratic Trend Population with 
Large Variance Structure for N = 25 
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Table Al.17 - Population with No Trend for N = 25 
Index Response Index Response Index Response Index Response 
1 11.9964 8 10.0743 15 9.4059 22 11.6105 
2 10.0811 9 9.5585 16 9.3539 23 9.7397 
3 10.5653 10 10.1947 17 10.5085 24 11.8029 
4 9.0614 11 9.4125 18 9.8569 25 9.0874 
5 12.4369 12 9.9081 19 8.7905 
6 9.5279 13 10.8584 20 10.602 
7 10.6843 14 9.3451 21 11.4892 
Population with No Trend 
Population Size = 25 
12 -
0 5 10 15 20 25 
Index 
Figure A 1.17 — Graphical Representation of Population with No Trend for N = 25 
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Table Al.18 - Circularly Ordered Population with Weak Correlation Structure 























































Circularly Ordered Population with Weak Correlation Structure and a = 1 
Papulation Size = 50 
1 1 1 1 1 r-
0 10 20 30 40 50 
Index 
Figure A1.18 — Graphical Representation of Circularly Ordered Population with 
Weak Correlation Structure and a — 1 for N— 50 
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Table A 1.19 — Circularly Ordered Population with Moderate Correlation Structure 























































Circularly Ordered Population with Moderate Correlation Structure and a = 1 


















Figure A1.19 — Graphical Representation of Circularly Ordered Population with 
Moderate Correlation Structure and a - 1 for N = 50 
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Table A 1.20-Circularly Ordered Population with Strong Correlation Structure 
and a = 1 for N = 50 
Index Response Index Response Index Response Index Response 
1 8.4612 14 8.9312 27 10.2051 40 8.3444 
2 9.1206 15 9.5764 28 10.6773 41 8.7831 
3 9.0863 16 10.1138 29 10.4132 42 8.9559 
4 10.1275 17 9.9272 30 10.0433 43 7.842 
5 10.295 18 9.8679 31 10.255 44 8.447 
6 9.6977 19 10.0326 32 10.686 45 9.2612 
7 9.847 20 9.1123 33 10.5278 46 9.2529 
8 9.1972 21 9.0478 34 10.4873 47 9.7748 
9 9.5425 22 9.3968 35 10.4229 48 10.0038 
10 10.5457 23 10.5566 36 10.1796 49 9.1603 
11 10.585 24 10.4654 37 9.5567 50 7.9756 
12 10.099 25 9.4006 38 8.2176 
13 9.4546 26 9.0763 39 8.2404 
Circularly Ordered Population with Strong Correlation Structure and a = 1 



















Figure A 1.20 - Graphical Representation of Circularly Ordered Population with 
Strong Correlation Structure and a = 1 for N = 50 
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Table Al.21 - Circularly Ordered Population with Weak Correlation Structure 























































Circularly Ordered Population with Weak Correlation Structure and a' - 2 
Population Size = 50 
Index 
Figure A 1.21 - Graphical Representation of Circularly Ordered Population with 
Weak Correlation Structure and a'=2 for N = 50 
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Table A 1.22 — Circularly Ordered Population with Moderate Correlation Structure 























































Circularly Ordered Population with Moderate Correlation Structure and a - 2 



















Figure A1.22 — Graphical Representation of Circularly Ordered Population with 
Moderate Correlation Structure and a - 2 for N = 50 
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Table Al.23 — Circularly Ordered Population with Strong Correlation Structure 
and a - 2 for N = 50 
Index Response Index Response Index Response Index Response 
1 9.3003 14 9.5395 27 11.0335 40 9.0072 
2 8.9475 15 10.1383 28 10.8141 41 8.8187 
3 9.3879 16 9.5385 29 10.8949 42 8.5377 
4 8.1923 17 8.8222 30 10.0673 43 8.1114 
5 8.9111 18 9.1765 31 9.5404 44 8.8035 
6 9.2872 19 9.2095 32 10.0808 45 8.565 
7 10.1322 20 9.3355 33 10.3316 46 9.3909 
8 11.016 21 10.1946 34 9.8942 47 9.0826 
9 11.1233 22 10.1101 35 9.6993 48 8.9072 
10 9.8272 23 10.1807 36 9.1582 49 8.889 
11 9.81 24 9.752 37 8.8204 50 8.4363 
12 10.0518 25 9.8514 38 9.3732 
13 9.4478 26 9.3458 39 9.3577 
Circularly Ordered Population with Strong Correlation Structure and a = 2 
Population Size = 50 
Figure A1.23 — Graphical Representation of Circularly Ordered Population with 
Strong Correlation Structure and a = 2 for N - 50 
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Table Al.24 - Linearly Ordered Population with Weak Correlation Structure 























































Linearly Ordered Population with Weak Correlation Structure and a = 1 






















Figure A 1.24 — Graphical Representation of Linearly Ordered Population with 
Weak Correlation Structure and a* = 1 for N= 50 
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Table Al.25 — Linearly Ordered Population with Moderate Correlation Structure 























































Linearly Ordered Population with Moderate Correlation Structure and a - 1 
Population Size =50 
11 
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Figure A1.25 — Graphical Representation of Linearly Ordered Population with 
Moderate Correlation Structure and a — 1 for N = 50 
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Table Al.26 - Linearly Ordered Population with Strong Correlation Structure 























































Linearly Ordered Population with Strong Correlation Structure and a = 
Population Size = SO 
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Figure A 1.26 — Graphical Representation of Linearly Ordered Population with 
Strong Correlation Structure and or* = 1 for N - 50 
327 
Table Al.27 - Linearly Ordered Population with Weak Correlation Structure 
and a - 2 for N = 50 
Index Response Index Response Index Response Index Response 
1 9.3963 14 9.5141 27 10.217 40 8.7404 
2 8.9683 15 9.1131 28 10.1102 41 9.2076 
3 10.687 16 10.8107 29 9.4253 42 9.5262 
4 10.7525 17 9.3477 30 9.579 43 9.1897 
5 10.2111 18 9.8275 31 9.1709 44 11.5517 
6 8.9414 19 9.3628 32 9.2262 45 9.8061 
7 10.3306 20 7.8131 33 8.8215 46 11.6124 
8 9.5287 21 9.2108 34 9.1375 47 10.0751 
9 10.6965 22 10.2596 35 9.7325 48 8.5334 
10 11.2334 23 11.3393 36 9.7222 49 9.74 
11 10.7137 24 9.842 37 8.9629 50 8.5173 
12 10.5194 25 10.0218 38 9.2278 
13 8.7866 26 9.5834 39 8.2902 
Linearly Ordered Population with Weak Correlation Structure and a -2. 
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Figure A1.27 - Graphical Representation of Linearly Ordered Population with 
Weak Correlation Structure and a —2 for N— 50 
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Table A 1.28 - Linearly Ordered Population with Moderate Correlation Structure 























































Linearly Ordered Population with Moderate Correlation Structure and a = 2 
Population Size = 50 
Index 
Figure A1.28 — Graphical Representation of Linearly Ordered Population with 
Moderate Correlation Structure and a — 2 for N = 50 
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Table A 1.29 - Linearly Ordered Population with Strong Correlation Structure 
and a' = 2 for N = 50 
Index Response Index Response Index Response Index Response 
1 10.0927 14 9.8357 27 10.2226 40 8.5454 
2 10.3301 15 10.0096 28 10.2326 41 8.6042 
3 10.7414 16 10.2249 29 9.8295 42 8.6095 
4 10.4382 17 9.721 30 9.0805 43 9.2507 
5 10.5616 18 8.8619 31 9.1771 44 9.8517 
6 10.2859 19 8.9189 32 8.5859 45 10.2606 
7 10.9302 20 9.367 33 9.0756 46 10.9703 
8 9.2249 21 9.4151 34 9.2646 47 10.2761 
9 10.5651 22 10.7435 35 8.9812 48 10.063 
10 9.976 23 9.4205 36 8.3508 49 9.3916 
11 9.9557 24 9.4366 37 8.4024 50 9.5339 
12 9.9954 25 8.7994 38 7.7727 
13 9.8613 26 8.8843 39 8.7265 
Linearly Ordered Population with Strong Correlation Structure and a - 2 
Population Size =50 
-i 1 1 1 1 r-
0 10 20 30 40 50 
Index 
Figure A1.29 - Graphical Representation of Linearly Ordered Population with 
Strong Correlation Structure and a — 2 for N = 50 
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Table A1.30 - Linear Trend Population with Small Variance Structure for TV = 50 
Index Response Index Response Index Response Index Response 
1 7.11434 14 31.33818 27 58.04021 40 83.74335 
2 9.02237 15 34.87795 28 60.12980 41 86.66473 
3 10.87622 1 16 38.07056 29 63.27454 42 89.07801 
4 11.07052 17 39.63627 30 65.79210 43 90.43342 
5 14.40776 18 41.37070 31 65.75274 44 94.24705 
6 16.45042 19 40.74098 32 68.96804 45 95.48044 
7 21.13272 20 44.26838 33 72.02420 46 96.14724 
8 21.07215 21 46.41937 34 72.62806 47 99.44248 
9 23.63107 22 49.76552 35 73.08376 48 100.99819 
10 25.42181 23 50.57326 36 77.99075 49 102.88757 
11 27.06947 24 52.40947 37 77.27723 50 102.49364 
12 27.80882 25 54.60610 38 82.32891 
13 33.34476 26 58.18290 39 83.03119 
Linearly Trend Population with Small Variance Structure 
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Figure A 1.30 - Graphical Representation of Linear Trend Population with 
Small Variance Structure for M = 50 
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Table A1.31 - Linear Trend Population with Large Variance Structure for N = 50 
Index Response Index Response Index Response Index Response 
1 8.74125 14 48.06365 27 58.14415 40 87.06194 
2 16.81181 15 34.41213 28 63.50409 41 84.57806 
3 15.94251 16 29.16454 29 59.87568 42 85.43177 
4 16.38704 17 47.02456 30 65.84031 43 97.74298 
5 19.10453 18 38.55159 31 57.33379 44 94.69831 
6 9.57054 19 39.97033 32 64.32921 45 93.16357 
7 21.88367 20 33.95055 33 72.90950 46 94.05856 
8 24.04314 21 42.40112 34 67.91605 47 95.36441 
9 24.00852 22 51.08776 35 67.99146 48 101.35988 
10 29.17261 23 44.76645 36 66.11407 49 105.82788 
11 30.53055 24 51.61258 37 75.74282 50 106.53518 
12 35.12320 25 65.29258 38 80.82649 
13 19.25249 26 40.90924 39 84.42800 
Linear Trend Population with Large Variance Structure 
Population Size =50 
hdex 
Figure A 1.31 - Graphical Representation of Linear Trend Population with 
Large Variance Structure for N = 50 
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Table Al.32 - Quadratic Trend Population with Small Variance Structure for AT = 50 
Index Response Index Response Index Response Index Response 
1 8.7772 14 5.7636 27 3.7393 40 6.1196 
2 9.7314 15 4.6371 28 2.9119 41 5.6802 
3 8.8623 16 3.5317 29 4.0089 42 6.9785 
4 8.0831 17 2.635 30 3.3621 43 5.8243 
5 8.6442 18 3.9231 31 4.0279 44 7.9255 
6 6.87 19 4.5894 32 3.588 45 8.3754 
7 6.4973 20 4.2889 33 4.9516 46 8.4 
8 6.3694 21 3.5493 34 4.5825 47 8.8232 
9 6.2375 22 4.4788 35 6.1811 48 8.2234 
10 6.7076 23 3.0896 36 4.6887 49 9.0847 
11 4.7857 24 4.7066 37 6.3788 50 10.4048 
12 6.3129 25 2.654 38 4.6625 
13 4.9202 26 4.0119 39 5.4906 
Quadratic Trend Population with Small Variance Structure 












Figure Al.32 — Graphical Representation of Quadratic Trend Population with 
Small Variance Structure for N— 50 
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Table Al.33 - Quadratic Trend Population with Large Variance Structure foriV= 50 
Index Response Index Response Index Response Index Response 
1 10.77300 14 1.10750 27 2.94044 40 8.01019 
2 9.86681 15 7.81663 28 4.70198 41 9.78850 
3 9.83310 16 1.41715 29 7.23659 42 9.66014 
4 13.58662 17 8.82262 30 2.52708 43 10.31953 
5 11.73779 18 5.74545 31 9.43232 44 15.26764 
6 8.27459 19 5.92611 32 4.64323 45 7.82132 
7 11.32809 20 7.96837 33 9.04700 46 8.91440 
8 7.07901 21 -1.06574 34 7.58789 47 18.58345 
9 8.85201 22 3.36820 35 5.66337 48 10.84478 
10 9.43223 23 6.22376 36 2.60601 49 14.20462 
11 6.52457 24 11.51862 37 12.87359 50 13.13884 
12 7.28405 25 4.69676 38 7.73978 
13 7.33525 26 8.09155 39 9.35405 
Quadratic Trend Popualtion with Large Variance Structure 
Population Size = 50 
18 -
r 











Figure A1.33 — Graphical Representation of Quadratic Trend Population with 
Large Variance Structure for N = 50 
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Table Al.34 - Population with No Trend for N = 50 
Index Response Index Response Index Response Index Response 
1 9.1986 14 11.2702 27 10.106 40 10.3447 
2 11.1314 15 10.0248 28 8.9143 41 9.3278 
3 10.5606 16 8.7807 29 10.3097 42 10.6441 
4 10.0849 17 7.7931 30 9.3092 43 8.6021 
5 11.4026 18 9.7459 31 10.0645 44 10.9549 
6 9.5212 19 10.8271 32 9.2908 45 11.0375 
7 9.5162 20 10.568 33 10.9397 46 10.5154 
8 9.8168 21 9.6854 34 10.208 47 10.5076 
9 10.0848 22 11.0427 35 12.122 48 9.0831 
10 11.1433 23 9.2236 36 9.8102 49 9.6161 
11 8.9258 24 11.4605 37 11.7943 50 10.7453 
12 11.366 25 8.6861 38 9.1243 
13 9.813 26 10.5169 39 9.8832 
Population with No Trend 
Population Size = 50 
1 1 1 1 1 r-
0 10 20 30 40 50 
Index 
Figure Al.34 - Graphical Representation of Population with No Trend for N= 50 
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Table A 1.3 5 - Circularly Ordered Population with Weak Correlation Structure 
and a - 1 for N= 75 
Index Response Index Response Index Response Index Response 
1 9.8758 20 10.6152 39 11.8012 58 10.7114 
2 10.1502 21 9.7856 40 10.5548 59 9.8965 
3 8.9212 22 9.7077 41 10.395 60 8.9878 
4 10.273 23 8.6915 42 9.8015 61 9.7436 
5 10.3659 24 10.5488 43 10.2888 62 11.0296 
6 10.067 25 10.1407 44 9.4396 63 10.3065 
7 8.9807 26 10.6776 45 11.0009 64 10.2097 
8 10.6821 27 10.5934 46 9.9189 65 8.8235 
9 9.6129 28 11.1219 47 11.0091 66 10.7355 
10 9.0599 29 9.5903 48 8.895 67 10.8855 
11 10.9681 30 10.0953 49 9.9686 68 10.3561 
12 12.1619 31 10.8379 50 8.8852 69 10.0635 
13 10.3948 32 11.7955 51 8.0629 70 9.1382 
14 9.156 33 10.8959 52 10.3167 71 9.9922 
15 7.609 34 10.4538 53 11.6761 72 9.2524 
16 8.3117 35 11.5955 54 12.0044 73 9.9553 
17 9.6855 36 11.5708 55 10.6335 74 10.3683 
18 10.3514 37 10.2028 56 10.9239 75 10.0825 
19 10.3632 38 11.4303 57 11.1562 
Circularly Ordered Population with Weak Correlation Structure and or* = 1 













Figure A1.35 - Graphical Representation of Circularly Ordered Population with 
Weak Correlation Structure and a — 1 for N — 75 
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Table Al.36 - Circularly Ordered Population with Moderate Correlation Structure 
and a — 1 for N = 75 
Index Response Index Response Index Response Index Response 
1 10.6031 20 10.3768 39 7.5894 58 11.1827 
2 11.4801 21 10.1016 40 8.7272 59 11.1325 
3 12.4782 22 10.7285 41 9.9096 60 11.1065 
4 9.9604 23 11.7792 42 11.547 61 10.6964 
5 9.6708 24 10.1801 43 10.2279 62 10.7934 
6 9.6527 25 8.3405 44 10.9039 63 10.0419 
7 10.4931 26 8.5858 45 10.1243 64 10.3737 
8 10.5526 27 9.8642 46 9.2328 65 9.5547 
9 10.3062 28 10.9497 47 9.8809 66 8.3861 
10 10.6193 29 10.3542 48 9.8547 67 8.9931 
11 10.8876 30 10.546 49 9.8427 68 9.9006 
12 10.6332 31 9.2422 50 9.9266 69 9.8768 
13 9.5978 32 9.3803 51 11.9258 70 10.7266 
14 10.3121 33 9.772 52 12.2479 71 11.2044 
15 10.2334 34 9.4507 53 11.3537 72 10.7746 
16 10.3864 35 9.2864 54 10.6363 73 10.4744 
17 9.4166 36 9.3633 55 10.5711 74 10.7782 
18 9.1362 37 9.872 56 11.3258 75 11.059 
19 9.1372 38 8.8576 57 10.4123 
Circularly Ordered Population with Moderate Correlation Structure and a = 1 
Population SizB = 75 
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Figure A1.36 — Graphical Representation of Circularly Ordered Population with 
Moderate Correlation Structure and a = 1 for TV = 75 
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Table A 1.37 - Circularly Ordered Population with Strong Correlation Structure 
and et = 1 for N = 75 
Index Response Index Response Index Response Index Response 
1 10.7864 20 10.8246 39 10.0954 58 9.2027 
2 10.9923 21 11.2757 40 9.4684 59 10.3946 
3 11.0817 22 10.9363 41 9.3718 60 11.0866 
4 11.7861 23 10.1932 42 9.8112 61 10.8237 
5 12.1269 24 9.9102 43 9.1306 62 9.6247 
6 11.128 25 10.1668 44 8.5176 63 9.3688 
7 11.346 26 10.2719 45 9.6083 64 9.4314 
8 11.8122 27 10.4665 46 9.4072 65 9.2743 
9 11.662 28 10.3742 47 9.4875 66 9.0574 
10 10.429 29 10.7001 48 9.1973 67 8.6208 
11 9.9582 30 11.0156 49 9.8534 68 9.3676 
12 10.5002 31 10.8578 50 10.4266 69 9.7753 
13 10.5607 32 10.6594 51 10.7109 70 9.3035 
14 10.8447 33 10.0719 52 11.616 71 9.4767 
15 11.2103 34 9.7241 53 11.3175 72 10.0485 
16 11.6636 35 9.5505 54 10.8573 73 10.6654 
17 12.1241 36 8.6438 55 10.5653 74 11 
18 11.2244 37 7.8712 56 10.0281 75 11.2966 
19 10.4806 38 8.7867 57 9.1678 
Circularly Ordered Population with Strong Correlation Structure and a = 1 
Population Size = 75 
-i 1 1 r-
10 30 50 70 
Index 
Figure A1.37 - Graphical Representation of Circularly Ordered Population with 
Strong Correlation Structure and a = 1 for TV = 75 
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Table A1.38 — Circularly Ordered Population with Weak Correlation Structure 
and a = 2 for N = 75 
Index Response Index Response Index Response Index Response 
1 11.8907 20 10.5321 39 7.9716 58 11.0631 
2 11.8768 21 11.2407 40 8.8659 59 10.6915 
3 10.354 22 11.0247 41 9.5026 60 10.3576 
4 10.8285 23 9.6441 42 10.3954 61 9.0998 
5 8.7669 24 10.3489 43 9.167 62 9.9915 
6 9.5613 25 10.6768 44 10.6899 63 9.299 
7 9.8729 26 10.1375 45 8.5774 64 10.3276 
8 10.9883 27 11.1534 46 9.7557 65 10.6569 
9 10.3061 28 10.845 47 8.7275 66 9.3313 
10 9.9294 29 11.8222 48 9.3405 67 10.2798 
11 12.1081 30 10.3047 49 10.8297 68 10.3304 
12 10.3538 31 10.4037 50 10.5606 69 10.9022 
13 10.4498 32 9.8946 51 9.9998 70 11.0411 
14 10.7231 33 10.5596 52 9.9342 71 11.2869 
15 10.6549 34 10.836 53 9.6356 72 10.0543 
16 9.3282 35 9.8648 54 9.431 73 8.616 
17 9.9018 36 9.5649 55 11.9511 74 10.1971 
18 9.5024 37 8.045 56 10.4909 75 12.0143 
19 10.3048 38 8.5866 57 10.8336 
Circularly Ordered Population with Weak Correlation Structure and a = 2 
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Figure A1.38 - Graphical Representation of Circularly Ordered Population with 
Weak Correlation Structure and a* = 2 for N =15 
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Table A 1.39 - Circularly Ordered Population with Moderate Correlation Structure 
and a = 2 for N = 75 
Index Response Index Response Index Response Index Response 
1 10.1839 20 8.9496 39 10.7889 58 10.3363 
2 10.669 21 8.9805 40 9.1985 59 10.9223 
3 11.2127 22 10.2021 41 10.2925 60 11.539 
4 11.0611 23 10.1674 42 10.0277 61 10.609 
5 9.9634 24 10.4994 43 11.1996 62 10.0288 
6 9.9111 25 8.4331 44 10.7207 63 11.2474 
7 8.7056 26 9.6948 45 11.2017 64 9.5868 
8 9.1914 27 9.2703 46 10.2759 65 11.156 
9 10.0436 28 8.9511 47 9.7231 66 9.9558 
10 9.8787 29 10.3582 48 9.31 67 11.2791 
11 10.3569 30 9.1531 49 8.776 68 11.5641 
12 10.2846 31 10.0434 50 9.4981 69 11.984 
13 10.518 32 9.7393 51 9.2777 70 12.4192 
14 10.5313 33 9.5784 52 9.7464 71 12.7376 
15 11.1215 34 9.6553 53 9.2671 72 12.1208 
16 11.5015 35 9.3591 54 9.9751 73 10.7746 
17 10.7137 36 11.026 55 10.0583 74 10.2499 
18 9.7792 37 10.8191 56 9.901 75 9.3271 
19 8.8729 38 10.5181 57 9.8589 
Circularly Ordered Population with Moderate Correlation Structure and a = 2 
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Figure A 1.39 — Graphical Representation of Circularly Ordered Population with 
Moderate Correlation Structure and a = 2 for N = 75 
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Table A1.40 — Circularly Ordered Population with Strong Correlation Structure 
and a = 2 for N = 75 
Index Response Index Response Index Response Index Response 
1 9.1046 20 11.691 39 9.593 58 9.1553 
2 9.2138 21 11.9878 40 10.2246 59 9.023 
3 9.6585 22 11.6029 41 9.7681 60 8.8905 
4 10.9067 23 12.2031 42 11.0676 61 9.1423 
5 10.8099 24 12.1215 43 10.823 62 8.3484 
6 10.4657 25 11.0917 44 10.6009 63 9.6202 
7 10.1293 26 11.0704 45 10.7991 64 9.545 
8 9.4506 27 10.8356 46 10.5792 65 9.3183 
9 9.1653 28 10.2897 47 10.7236 66 8.9903 
10 9.8877 29 11.1144 48 11.3009 67 10.0601 
11 10.6525 30 10.9934 49 11.166 68 9.3897 
12 11.3554 31 11.4412 50 10.9168 69 10.2455 
13 11.257 32 10.9055 51 10.9468 70 9.1574 
14 10.7879 33 10.3215 52 9.8239 71 9.7306 
15 10.5365 34 9.4772 53 10.1757 72 9.7098 
16 10.3298 35 9.7411 54 10.3492 73 9.7586 
17 10.8705 36 9.6912 55 10.717 74 9.3302 
18 12.4494 37 9.5699 56 9.337 75 9.1833 
19 12.4545 38 10.0683 57 9.93 
Circularly Ordered Population with Strong Correlation Structure and a = 2 
Population Size = 75 
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Figure A 1.40 - Graphical Representation of Circularly Ordered Population with 
Strong Correlation Structure and a = 2 for N = 75 
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Table A1.41 - Linearly Ordered Population with Weak Correlation Structure 
and or' = 1 for N = 75 
Index Response Index Response Index Response Index Response 
1 10.3067 20 11.0501 39 9.9705 58 9.8566 
2 10.0243 21 12.2923 40 11.1447 59 9.3119 
3 10.0227 22 10.8501 41 10.0844 60 8.6695 
4 8.9425 23 11.1143 42 10.0334 61 9.4643 
5 10.0315 24 8.3719 43 10.7338 62 10.4078 
6 10.7046 25 9.1254 44 10.6586 63 11.5938 
7 9.9847 26 10.2505 45 10.9362 64 11.1328 
8 10.9663 27 10.7711 46 9.8241 65 10.4478 
9 9.7348 28 9.1859 47 9.796 66 9.3466 
10 9.3147 29 11.0096 48 10.9129 67 9.8504 
11 8.6574 30 12.2192 49 10.0423 68 9.6774 
12 10.6934 31 11.57 50 9.6931 69 9.9149 
13 10.211 32 8.9344 51 9.6316 70 10.3025 
14 10.1877 33 10.193 52 8.9811 71 10.6315 
15 10.1581 34 9.9489 53 8.9645 72 10.9895 
16 9.9593 35 9.9899 54 7.6571 73 10.087 
17 11.79 36 10.5643 55 8.6859 74 9.8452 
18 10.6251 37 11.728 56 9.5819 75 9.867 
19 10.5638 38 12.0026 57 11.7894 
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Figure A1.41 — Graphical Representation of Linearly Ordered Population with 
Weak Correlation Structure and a = 1 for N = 75 
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Table A 1.42 - Linearly Ordered Population with Moderate Correlation Structure 
and et = 1 for N = 75 
Index Response Index Response Index Response Index Response 
1 9.863 20 9.9439 39 11.4701 58 9.9724 
2 10.1385 21 9.8166 40 10.7416 59 11.0637 
3 10.74 22 9.0314 41 10.6979 60 10.4746 
4 11.3219 23 9.6482 42 9.3786 61 9.9518 
5 10.5955 24 10.0226 43 9.5356 62 9.8473 
6 10.9225 25 10.8289 44 8.9027 63 10.6704 
7 9.5304 26 11.3853 45 11.2006 64 10.2677 
8 9.7867 27 10.5583 46 11.9041 65 9.5235 
9 9.8408 28 11.8901 47 9.3394 66 8.4625 
10 10.1572 29 11.1032 48 8.9962 67 9.7312 
11 10.3101 30 10.8846 49 9.6836 68 10.2613 
12 11.4046 31 10.7502 50 8.946 69 10.3769 
13 11.1647 32 11.3736 51 7.3683 70 10.0041 
14 10.3724 33 11.2285 52 7.7514 71 10.0937 
15 9.5087 34 10.7108 53 9.5344 72 8.847 
16 8.6571 35 10.098 54 9.7202 73 9.2955 
17 10.0271 36 10.5522 55 10.5154 74 9.7913 
18 11.0881 37 11.467 56 10.9725 75 10.0976 
19 11.5249 38 11.6407 57 10.4283 
Linearly Ordered Population with Moderate Correlation Structure and a* = 1 
Population Size = 75 
Figure A 1.42 - Graphical Representation of Linearly Ordered Population with 
Moderate Correlation Structure and or* = 1 for N = 75 
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Table A1.43 - Linearly Ordered Population with Strong Correlation Structure 
and a = 1 for N = 75 
Index Response Index Response Index Response Index Response 
1 10.9929 20 9.5335 39 11.3942 58 10.9427 
2 10.5617 21 9.3572 40 10.3061 59 10.7784 
3 10.6369 22 8.9079 41 9.3317 60 9.9205 
4 10.6727 23 8.9326 42 9.6587 61 9.3071 
5 10.5335 24 9.2083 43 10.561 62 9.6741 
6 11.0964 25 10.2671 44 10.4472 63 9.774 
7 11.6653 26 10.9068 45 10.5922 64 8.8659 
8 12.1028 27 10.7322 46 10.4202 65 8.8888 
9 10.8325 28 10.4201 47 9.7123 66 9.3441 
10 10.0222 29 11.0176 48 9.4186 67 9.6097 
11 10.4921 30 11.0637 49 10.4822 68 9.252 
12 10.7288 31 11.4439 50 10.2969 69 8.9395 
13 10.4678 32 10.6444 51 9.7025 70 9.2848 
14 10.2689 33 10.8041 52 9.7995 71 9.1214 
15 11.4161 34 11.9366 53 10.0961 72 8.4859 
16 11.6327 35 12.2635 54 8.9237 73 8.5134 
17 11.3319 36 12.1901 55 9.0669 74 9.729 
18 10.8501 37 11.6188 56 9.1943 75 9.7597 
19 10.3907 38 11.595 57 10.1888 
Linearly Ordered Population with Strong Correlation Structure and a' - 1 
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Figure A1.43 — Graphical Representation of Linearly Ordered Population with 
Strong Correlation Structure and a = 1 foriV = 75 
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Table Al.44 - Linearly Ordered Population with Weak Correlation Structure 
and cc' = 2 for N = 75 
Index Response Index Response Index Response Index Response 
1 9.2739 20 10.5343 39 11.3845 58 10.4848 
2 10.4907 21 10.8269 40 11.4279 59 10.3993 
3 9.062 22 8.6839 41 10.4652 60 10.8603 
4 10.5911 23 10.2222 42 9.1617 61 10.3844 
5 10.3998 24 8.6757 43 10.0007 62 10.7332 
6 11.8598 25 10.337 44 10.2235 63 10.5995 
7 11.1459 26 10.7539 45 9.7226 64 10.361 
8 9.012 27 11.277 46 10.2606 65 9.2425 
9 10.1161 28 11.5846 47 10.7548 66 8.9386 
10 10.1294 29 11.0694 48 8.8422 67 9.106 
11 10.6496 30 10.995 49 9.4489 68 10.0795 
12 12.0355 31 11.2779 50 8.8948 69 9.3641 
13 10.3411 32 11.8373 51 8.3797 70 10.1706 
14 9.0915 33 10.7018 52 8.5968 71 9.3931 
15 9.2004 34 10.2479 53 9.3863 72 9.9107 
16 9.2733 35 9.2117 54 10.6616 73 9.9672 
17 10.0846 36 11.2803 55 8.9239 74 10.1364 
18 10.294 37 11.8252 56 10.7079 75 10.9409 
19 12.1802 38 10.6786 57 9.7491 
Linearly Ordered Population with Weak Correlation Structure and a = 2 
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Figure A1.44 — Graphical Representation of Linearly Ordered Population with 
Weak Correlation Structure and a = 2 for N = 75 
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Table A 1.45 - Linearly Ordered Population with Moderate Correlation Structure 
and a = 2 for N = 75 
Index Response Index Response Index Response Index Response 
1 9.8241 20 9.9662 39 11.63 58 10.7813 
2 9.9081 21 10.0195 40 11.4385 59 9.9042 
3 10.2571 22 9.6637 41 10.0111 60 10.9473 
4 11.7305 23 9.2804 42 10.1227 61 10.3572 
5 10.7743 24 10.5659 43 9.1885 62 9.5901 
6 11.5352 25 10.4559 44 10.0332 63 10.4066 
7 9.3766 26 11.4698 45 9.8696 64 9.0235 
8 10.1042 27 10.6735 46 10.814 65 10.1062 
9 9.2868 28 11.2465 47 10.5025 66 9.4259 
10 9.742 29 11.3611 48 9.7627 67 10.0297 
11 10.4456 30 11.5337 49 8.4073 68 10.0302 
12 11.571 31 11.8274 50 8.6128 69 9.6651 
13 11.3272 32 10.5498 51 8.2581 70 10.0632 
14 10.6946 33 11.398 52 7.8562 71 9.4186 
15 9.2003 34 10.3946 53 8.7276 72 8.8276 
16 9.2591 35 10.7432 54 9.2916 73 10.1356 
17 10.1517 36 10.8357 55 10.2671 74 9.2671 
18 10.2844 37 11.1403 56 10.4878 75 10.3944 
19 11.2074 38 11.5379 57 11.5475 
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Figure A1.45 - Graphical Representation of Linearly Ordered Population with 
Moderate Correlation Structure and a = 2 for N = 15 
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Table A1.46 - Linearly Ordered Population with Strong Correlation Structure 
and a = 2 for N = 75 
Index Response Index Response Index Response Index Response 
1 10.4058 20 9.414 39 11.8679 58 9.2635 
2 10.8825 21 9.7621 40 11.4983 59 9.7034 
3 11.3552 22 8.9175 41 11.5296 60 10.0643 
4 11.1477 23 10.0361 42 10.6117 61 10.1363 
5 11.0234 24 9.9832 43 9.6338 62 10.0602 
6 10.8978 25 10.2374 44 8.9056 63 9.3027 
7 10.1817 26 10.5185 45 9.5869 64 9.5606 
8 10.6967 27 11.1548 46 9.9945 65 9.0378 
9 10.9803 28 10.8487 47 10.6669 66 9.3757 
10 11.5994 29 11.0597 48 10.4356 67 8.5044 
11 11.7545 30 11.4859 49 9.9625 68 8.8921 
12 12.0261 31 10.6019 50 10.1735 69 8.9009 
13 11.0713 32 10.9708 51 9.9489 70 9.8577 
14 10.1521 33 11.2848 52 9.194 71 8.6879 
15 10.2887 34 11.8799 53 9.9321 72 8.7438 
16 9.8868 35 11.5731 54 10.4293 73 9.057 
17 10.6046 36 11.6117 55 9.5478 74 8.3345 
18 10.7269 37 11.7946 56 9.9191 75 9.5779 
19 10.9144 38 11.1314 57 8.8284 
Linearly Ordered Population with Strong Correlation Structure and a = 2 
Population Size = 75 
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Figure A1.46 — Graphical Representation of Linearly Ordered Population with 
Strong Correlation Structure and a = 2 for N= 75 
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Table A1.47 — Linear Trend Population with Small Variance Structure for N = 15 
Index Response Index Response Index Response Index Response 
1 6.74322 20 44.31909 39 83.94791 58 122.39743 
2 8.64553 21 46.85449 40 85.19853 59 122.93479 
3 9.95425 22 48.77907 41 85.89351 60 124.79974 
4 13.32602 23 49.51011 42 88.77396 61 127.32783 
5 14.74107 24 54.36644 43 92.20175 62 128.99095 
6 17.48038 25 55.40601 44 91.48229 63 130.07792 
7 18.93221 26 55.80527 45 95.49305 64 131.40010 
8 20.95373 27 59.49416 46 97.81155 65 134.08526 
9 22.33649 28 60.81232 47 100.14609 66 135.95671 
10 26.23402 29 63.39907 48 100.32788 67 137.41014 
11 25.63709 30 65.75870 49 101.15877 68 140.80863 
12 28.81781 31 66.23077 50 105.23878 69 143.51999 
13 30.46674 32 69.17934 51 106.27457 70 144.18034 
14 34.09775 33 70.31323 52 109.02724 71 144.00787 
15 35.82676 34 72.83709 53 109.53597 72 149.45023 
16 37.54592 35 74.71707 54 112.88289 73 151.54547 
17 39.03773 36 75.14647 55 113.86075 74 151.05762 
18 40.98235 37 79.88256 56 118.36686 75 154.43085 
19 42.648 J 3 38 80.43982 57 116.61911 
Linear Trend Population with Small Variance Structure 
Population Size=75 
Figure A1.47 - Graphical Representation of Linear Trend Population with 
Small Variance Structure for TV = 75 
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Table Al.48 - Linear Trend Population with Large Variance Structure for N = 15 
Index Response Index Response Index Response Index Response 
1 4.37832 20 46.82428 39 87.65637 58 118.25253 
2 0.37577 21 51.42674 40 87.80823 59 126.25076 
3 20.38938 22 35.74155 41 90.17124 60 136.18796 
4 19.03523 23 44.60764 42 89.51176 61 115.72307 
5 18.75184 24 55.21081 43 90.99874 62 127.45338 
6 10.58995 25 51.12030 44 79.28358 63 125.56227 
7 24.36666 26 60.77855 45 107.80825 64 127.86538 
8 19.40324 27 53.82050 46 89.39382 65 135.99912 
9 21.08136 28 52.04293 47 95.60901 66 143.19082 
10 29.82329 29 73.92273 48 101.31821 67 133.82129 
11 33.75127 30 68.62438 49 103.21794 68 137.01221 
12 27.21050 31 65.77982 50 100.63900 69 143.98654 
13 31.98482 32 63.59355 51 101.61848 70 141.02282 
14 24.21747 33 72.15697 52 101.05244 71 153.15853 
15 39.71878 34 79.79371 53 107.94213 72 148.69543 
16 30.55367 35 70.87391 54 116.11703 73 161.81004 
17 44.21198 36 82.43583 55 120.07876 74 145.83215 
18 34.65471 37 81.16150 56 121.30865 75 152.73898 
19 39.27818 38 75.99165 57 123.02525 
Linear Trend Population with Large Variance Structure 
Population Size=75 
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Figure A 1.48 - Graphical Representation of Linear Trend Population with 
Large Variance Structure for iV= 75 
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Table Al .49 - Quadratic Trend Population with Small Variance Structure for N = 15 
Index Response Index Response Index Response Index Response 
1 17.569 20 6.4576 39 3.5519 58 8.0255 
2 17.3447 21 5.7437 40 4.729 59 7.9116 
3 14.8702 22 4.2783 41 4.6968 60 9.0551 
4 14.3076 23 5.2198 42 3.2581 61 10.0808 
5 14.8744 24 5.4272 43 3.7919 62 10.5944 
6 14.6705 25 6.271 44 2.9463 63 9.5245 
7 12.2764 26 5.2491 45 3.6996 64 10.0575 
8 11.9525 27 5.3636 46 5.0385 65 12.3137 
9 11.7519 28 4.6026 47 4.8429 66 11.268 
10 11.8357 29 4.6076 48 5.1979 67 12.6504 
11 11.417 30 3.1709 49 4.5247 68 13.2086 
12 9.9216 31 3.8892 50 4.431 69 13.5789 
13 9.6453 32 4.2844 51 5.3826 70 14.0894 
14 10.0289 33 3.2177 52 5.7212 71 13.263 
15 8.0436 34 2.5781 53 6.1584 72 16.9161 
16 8.3129 35 3.8887 54 5.6663 73 16.8889 
17 9.055 36 4.5071 55 7.3407 74 17.0948 
18 7.0704 37 4.3644 56 7.3997 75 19.0106 
19 6.1732 38 4.3671 57 7.7979 
Quadratic Trend Population with Small Variance Structure 
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Figure A 1.49 - Graphical Representation of Quadratic Trend Population with 
Small Variance Structure for N = 15 
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Table A1.50 - Quadratic Trend Population with Large Variance Structure for N=15 
Index Response Index Response Index Response Index Response 
1 7.74543 20 2.40155 39 1.29982 58 3.4106 
2 8.06267 21 1.7936 40 2.73369 59 2.92065 
3 5.55905 22 0.23264 41 2.64383 60 3.98095 
4 5.42145 23 1.65456 42 0.7846 61 4.878 
5 6.67481 24 2.14509 43 1.36696 62 5.12028 
6 6.95113 25 3.41212 44 0.21369 63 3.37257 
7 4.48142 26 2.3375 45 1.03641 64 3.60577 
8 4.57502 27 2.66261 46 2.57239 65 5.97001 
9 4.80577 28 1.87995 47 2.17935 66 4.20274 
10 5.37429 29 2.03538 48 2.45607 67 5.44479 
11 5.30002 30 0.37751 49 1.43475 68 5.64317 
12 3.86743 31 1.38868 50 1.11903 69 5.59081 
13 3.93741 32 1.98067 51 2.08956 70 5.69649 
14 4.81326 33 0.7342 52 2.27939 71 4.11961 
15 2.72039 34 0.00339 53 2.57562 72 8.10872 
16 3.42071 35 1.68646 54 1.69717 73 7.49457 
17 4.69363 36 2.49031 55 3.50208 74 7.15443 
18 2.55188 37 2.32896 56 3.2772 75 8.92868 
19 1.74875 38 2.33236 57 3.45855 
Quadratic Trend Population with Large Variance Structure 
Population Size = 75 
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Figure A 1.50 - Graphical Representation of Quadratic Trend Population with 
Large Variance Structure for N =15 
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Table A1.51 - Population with No Trend for N =15 
Index Response Index Response Index Response Index Response 
1 10.8934 20 9.7029 39 9.8751 58 10.2878 
2 11.5643 21 9.1938 40 11.4199 59 9.5641 
3 9.1517 22 7.637 41 11.2948 60 10.521 
4 9.3089 23 9.3223 42 9.2323 61 11.291 
5 10.973 24 9.9834 43 9.8218 62 11.3382 
6 11.5633 25 11.4818 44 8.5106 63 9.2075 
7 9.1515 26 10.419 45 9.3441 64 9.2268 
8 9.5245 27 10.8727 46 10.946 65 11.5598 
9 10.0379 28 10.11 47 10.4363 66 9.3807 
10 10.9105 29 10.3607 48 10.6476 67 10.4725 
11 11.0735 30 8.626 49 9.435 68 10.4177 
12 9.7469 31 9.7913 50 8.9825 69 10.0806 
13 10.049 32 10.4907 51 9.9229 70 9.9067 
14 11.2204 33 9.1773 52 10.0033 71 7.8899 
15 9.1471 34 8.4169 53 10.1907 72 11.9307 
16 10.1091 35 10.2785 54 9.0887 73 10.9451 
17 11.6862 36 11.1727 55 10.9024 74 10.2492 
18 9.5325 37 11.0058 56 10.4947 75 11.8488 
19 8.8288 38 11.0095 57 10.5207 
Population with No Trend 
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Figure A 1.51 — Graphical Representation of Population with No Trend for N = 15 
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APPENDIX B. COMPUTER PROGRAMS 
For the search algorithms presented in Chapter 4, various computer programs and 
scripts were created. Examples of the following scripts and programs will be presented 
throughout the following pages: 
1) A SyncSort® script used to obtain the unique incidence vectors, and 
2) A FORTRAN 90 program that searchers over the unique incidence vectors 
provided by the SyncSort® script for the generators of a cyclical, circular 
BS A(AT, n, or). Note that during execution of this program, two external 
files are called: arrays and parmdim. 
B.l Example of SyncSort® Script 
Below is a list of user-defined objects found in the script: 
1) pathname - pathname where compressed unsorted incidence vector file exists 
2) infile.Z - compressed file containing unsorted incidence vectors 
3) input.Z - copied version of infile.Z which is read into the SyncSort® script 
4) input - uncompressed version of input.Z 
5) max - length of record in input (note that each record contains the incidence 
vector and the set of first differences for a potential generator) 
6) inclen — length of incidence vector portion of max 
7) sorted - file containing sorted incidence vectors which is then compressed 
8) sorted.Z — compressed version of sorted 
9) gensorted.Z - compressed file containing sorted incidence vectors outputted 
from the SyncSort® script 
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Below is an example of the SyncSort script used within the search algorithm. 
#! /bin/tcsh 
It II II If It II II ft If It II II II II It II till II II II Ittl II II If II II II II II II If II If II II II II II If II II II II II H II H It If H II II II II It II II II II II H 
# DQS submital scripts are ordinary shell scripts. Lines # 
# with the '#' character in column one and not followed by # 
# a '$' or a '!' are comment lines and are ignored by DQS. # 
# Lines with '#$' in columns one and two are commands to DQS. # 
# All other lines are shell commands. # 
# Name the job. 
#$ -N syncsort 
#$ -G FARM-T 1 
# Use the current working directory for creating the stderr and stdout files. They'll be 
# named syncsort.eJOB_.ID and syncsort.oJOB_ID respectively. JOB_ID is a unique 
# number assigned to your job that is also an environment variable available during 
# execution. 
#$ -cwd 
# Run the job while redirecting the results to a file. 
attach -f syncsort 
extend PATH /home/syncsort/bin/axp 
cp /pathname/infile.Z $TMPDVR/input.Z 
uncompress $TMPDIR/ input.Z 
syncsort " \ 
/infile STMPDIR/t/ipnf stif max \ 
/fields fl 1 inclen character \ 
/keys fl descending \ 
/summarize \ 




cp $TMPDIR/sorre</.Z [pathname!gensorted.Z 
# End of script file. 
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B.2 Example of FORTRAN 90 Search Program 
Below is a list of user-defined objects found in the programs: 
1) storn - allotted number of rows used for index array identifying 
2) dam - allotted number of rows used for complete incidence array 
3) lenl - number of positions of incidence vectors of possible generators such 
that the sum over the possible generators is lambda (note that lenl < inclen) 
4) inclen - length of incidence vector 
5) lambda - desired constant of the sum of the incidence vectors of generators 
6) max - length of record in input file (note that each record contains the 
incidence vector and the set of first differences for a potential generator) 
7) output - output file containing incidence vectors and first differences of sets 
Below is example code used to search for a cyclical, circular BS A with three generators. 
External File PARMDIM 
parameter (istormax=sto/7i,idatmax=</arn,iposmax=Ze/i/,kposmax=mc/en,ivalue=/amMa) 
External File ARRAYS 
of generators 
character* max recs(idatmax) symbolic data 
symbol in table 
value of symbol 
starting index in data array 
ending index in data array 
next starting index in table 
next ending index in table 
starting table index for ith round 
ending table index for ith round 









integer ovalue(iposmax+l rkposmax.idatmax) 
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symbol in table 
value of symbol 
starting index in data array 
ending index in data array 
next starting index in table 
next ending index in table 
starting table index for ith round 
ending table index for ith round 
kposmax.idatmax) 
! number of data records 
! number of records in table 
open(unit=l, file=" output", status-'replace") 
call getdata (nmax,recs,ntab,sym,value,ovalue, & 
imd 1 ,irnd2,idat 1, idat2,next 1 ,next2) 
nextl(0)=imdl(l) ! setup nextl/next2 for iteration 
next2(0)=imd2(l) 
do i=l,iposmax 
write (l,fmt='(3i7)') i,imdl(i),imd2(i) 
enddo 
ip=0; m 1=0; m2=0; m3=0 
call sumit (ip,m 1 ,m2,m3,recs,value,ovalue,imdl ,imd2, & 
idatl,idat2,nextl,next2) 
end 
recursive subroutine sumit (ip,ml,m2,m3,recs,value,ovalue,imdl,irnd2, & 




if (ip It. iposmax) then 
do j l=nextl(ml),next2(ml) 
do j2=nextl(m2),next2(m2) 
do j3=nextl(m3),next2(m3) 
if (value(jl)+value(j2)+value(j3).eq.i value) then 
iptemp=ip 
call sumit (iptemp,jl,j2,j3,recs,value,ovalue,imdl,imd2, & 
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if (value(kl)+value(k2)+value(k3).eq.ivalue) then 







end subroutine sumit 
subroutine sumrest (kl,k2,k3,idatl,idat2,ovalue,recs) 
include 'parmdim' 
integer idatl(istormax) ! starting index in data array 
integer idat2(istormax) ! ending index in data array 
integer ovalue(iposmax+l :kposmax,idatmax) 




if (ii .ge. jj) go to 1 ! get rid of dups 
if (jj ge. kk) go to 1 
do mm=iposmax+1 ,kposmax 
if (ovalue(mm,ii)+ovalue(mm,jj)+ovalue(mm,kk)& 
.ne.ivalue) go to 1 
enddo 
write (l,fmt='(i9,2x,amox,a)') ii,recs(ii),' *** GOOD' 
write (l,fmt='(i9,2x,amax)') jj,recs(jj) 






end subroutine sumrest 
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print *, Input file name' 
read (5,fmt-(a80)') filename 
write (6,fmt='(a80)') filename 
open (l l,file-filename,status-'old') 
do i=l,idatmax 
read (ll,fmt='(amax)',end=9) recs(i) 
read (recs(i)(iposmax+l :kposmax),fmt='(100i 1)') ovalue(iposmax+l :kposmax,i) 
enddo 
print *, "More than '.idatmax,' records in input file—STOP' 
stop 101 
9 nmax=i-l 
next 1=0 ! zero out the nextl array 





call filltabl (ipos,il,i2,nmax,recs,ntab,sym,value, & 
imdl ,imd2,idat 1 ,idat2,next 1 ,next2) 
do ipos=2,iposmax 
imd 1 (ipos)=imd2(ipos-1 )+1 
do j=imdl (ipos- l),irnd2(ipos-1 ) 
il=idatl(j) 
i2=idat2(j) 
call filltab2 (ipos,j,il,i2,nmax,recs,ntab,sym,value, & 





end subroutine getdata 





if (ntab .gt. istormax) then 





i=il ! index on recs 
1 sym(ntab)=recs(i)(ipos:ipos) 
read (recs(i)(ipos :ipos),fmt='(i 1 )') value(ntab) 
idatl (ntab)=i 
2 i=i+l 
if (i .gt. i2) go to 9 ! we're done with this round 
if (recs(i)(ipos:ipos) .eq. sym(ntab)) go to 2 
idat2(ntab)=i-l 
ntab=ntab+l 
if (ntab .gt. istormax) then 







end subroutine filltabl 
subroutine filltab2 (ipos,j,il,i2,nmax,recs,ntab,sym,value, & 




if (ntab .gt. istormax) then 




i=il ! index on recs 
1 sym(ntab)=recs(i)(ipos:ipos) 
read (recs(i)(ipos:ipos),fmt='(il)') value(ntab) 
idatl(ntab)=i 
2 i=i+l 
if (i gt. i2) go to 9 ! we're done with this round 
if (recs(i)(ipos:ipos) eq. sym(ntab)) go to 2 
idat2(ntab)=i-l 
ntab=ntab+l 
if (ntab .gt. istormax) then 
print *, ntab exceeds istormax=',istormax,' —STOP' 
stop 204 
endif 





end subroutine filltab2 
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