The aim of this paper is to propose techniques for realtime dynamic MRI reconstruction from partially sampled K-space measurements. Previous techniques in this area are either fast but inaccurate or are slow (therefore not amenable for real-time reconstruction) but with higher degree of accuracy. Recently a Compressed Sensing based algorithm has been proposed which yields high degree of reconstruction accuracy at near real-time speeds. But any attempt to improve one (speed or accuracy) results in reduction of the other. In this work, we propose to improve speed and accuracy of the existing CS algorithm by parallelizing it on a Graphical Processing Unit (GPU). We see that our parallelized dynamic MRI reconstruction algorithm achieves real-time reconstruction speeds and improves the reconstruction accuracy at the same time.
Introduction
The Magnetic Resonance Imaging (MRI) scanner samples the Fourier frequency samples of the underlying image. Traditionally in MRI literature, the Fourier frequency space is termed as the K-space; here we will adhere to the same nomenclature. The problem in MRI reconstruction is to recover the underlying image from the samples K-space measurements.
The problem is trivial when the K-space is sampled uniformly on a regular / uniform Cartesian grid. The image is reconstructed by applying an inverse Fast Fourier Transform (FFT) on the sampled K-space measurements. However, sun a uniform sampling trajectory slows down acquisition and is the source of delay for MRI scans. Delay in static MRI scans is problematic. It introduces unwanted motion artifacts in the reconstructed MR image; the slow acquisition time also adds to patient discomfort as he / she has to spend a long period of time in a claustrophobic and noisy scanner.
The delay in acquisition time is of greater concern in dynamic MRI. Such scans are usually performed for observing real-time signals like Blood Oxygen Level Dependency (BOLD) signals in brains for monitoring brain activities, heart / lung perfusion, catheter tracking, image guided surgery etc. to name a few. In all such situations, the MRI frames should be acquired fast enough so that they are able to capture dynamic events. This demands high temporal resolution for dynamic MRI scans.
In order to accelerate MRI scans one cannot afford uniform K-space sampling trajectories. The only way to reduce the scan time is to partially sample the K-space. But partial sampling of the K-space leads to challenges in reconstruction. The problem becomes under-determined, because with partial sampling, the number of K-space measurements is smaller number of pixels in the image. Recently Compressed Sensing (CS) based techniques have shown how to reconstruct static [1] and dynamic [2] MRI from partially sampled K-space measurements by exploiting sparsity of MR images / frame sequences in a transform domain.
CS based MRI reconstruction yields good reconstruction results. But it requires solving an optimization problem. This is time consuming. For static MRI and offline dynamic MRI, the reconstruction time is not of importance; hence CS techniques and algorithms can be directly used.
Dynamic MRI reconstruction can be of two types offline and online. Offline methods reconstruct the frames after the K-space measurements for all time frames have been acquired. Online methods reconstruct the frames in a causal fashion. Online methods are not necessarily realtime. Real-time reconstruction is a special case of online reconstruction, where the frames are reconstructed as fast as they are acquired. Real-time MRI will benefit several clinical applications including cardiac cine MRI, MR image guided therapy and catheter tracking.
The focus of this paper is on real-time dynamic MRI reconstruction. Here the challenge is to reconstruct the frames as fast as they are acquired. Most CS based reconstruction techniques are capable for offline dynamic MRI reconstruction only. There is only a prior work by where it has been shown how near real-time (online) reconstruction is possible by using CS techniques [3] .
The technique proposed in [3] has reached its limits in terms of reconstruction accuracy and speed there is a tradeoff; one cannot simultaneously improve both accuracy and speed. Improving one will degrade the other. There is a recent paper which proposed improving the MRI reconstruction speed (without sacrificing accuracy) by using the multi-core shared memory Graphical Processor Units (GPUs) [4] . The problem in [4] is different from ours; but we see the opportunity to accelerate CS based MRI reconstruction from GPU's.
CS reconstruction algorithms are inherently sequential in nature; this is because they require solving an iterative optimization problem. This is the first time that we are parallelizing such a CS based reconstruction algorithm.
The rest of the paper will consist of several sections. In the next section we briefly discuss the dynamic MRI reconstruction problem. The algorithm to solve the problem is briefly described in section 3. The experimental results are discussed in section 4. Finally in section 5, the conclusions of this work and future direction of research will be discussed.
CS Based Online Dynamic MRI Reconstruction
In MRI, the data acquisition model is succinctly represented as follows:
where y is the collected K-space samples, F is the Fourier mapping from the spatial domain to the K-space, x is the image to be reconstructed and η is white Gaussian noise.
When the K-space is fully sampled on a Cartesian grid, the reconstruction is trivial requiring only an inverse FFT. However, sampling the K-space on a uniform Cartesian grid is time consuming. The only way to reduce acquisition time is to sub-sample the K-space; i.e. the number of K-space samples (m) is smaller than the number of pixels / voxels in the image (n). Thus, in this situation (1) turns out to be an under-determined inverse problem.
Such a problem has obviously infinitely many solutions. We need to seek a solution which is close to reality. For that, one needs some prior assumption regarding the nature of the solution. CS assumes that the MR image is spatially redundant, and therefore has a sparse representation in wavelet transform domain. Wavelet transform effectively whitens the image by removing its spatial redundancies, thereby leading to a sparse representation. The sparsity of the images wavelet coefficients is exploited by CS during reconstruction. The reconstruction is achieved by solving the following optimization problem,
Here W is the wavelet transform and ǫ = nσ 2 . In CS, the ℓ 1 -norm promotes sparsity of the wavelet coefficients.
In dynamic MRI, K-space samples for each time frame are collected. The acquisition model can be represented as follows,
where t = 1 . . . T denotes an instance in time. In offline reconstruction, the frame sequence
reconstructed after the K-space samples for all the time frames have been collected. Each of the frames is redundant in the pixel domain (leading to sparsity of wavelet coefficients). The dynamic sequence is also correlated along the temporal direction. Offline CS reconstruction techniques maximally exploit the spatio-temporal redundancy of the sequence for reconstruction. The reconstruction problem is typically posed as follows,
Here Ψdenotes the sparsifying transform in the temporal direction. Typically it is a 1D Fourier transform for periodic signals (such as heart beat) 1 [6] or is a 1D wavelet transform [2] . The Kronecker product ⊗ denotes that the wavelet transform is applied in the spatial direction whereas the 1D Fourier / 1D wavelet transform is applied along the temporal direction.
Such offline reconstruction of dynamic MRI sequences yields very accurate reconstruction results. Unfortunately for online reconstruction, such sophisticated techniques cannot be applied. There are two reasons for thati) One does not have access to K-space measurements from future frames; and ii) this is computationally too expensive.
In dynamic MRI, the difference (arising out of motion or changes in concentration) between two successive frames is slow and is limited to a small portion of the Fieldof-View (FoV). Thus the difference between two successive frames is going to be sparse, i.e. ∇x t will be sparse (5).
In [3] , instead of reconstructing the image at the current frame, the difference image between the current and the previous frame is reconstructed. The difference image being sparse can be easily reconstructed via CS. The difference image can be added to the previous frame in order to get the current frame. The reconstruction problem is framed as follows:
Here ∇y t = y t − y t−1 is the difference between the Kspace measurements of two successive frames. There are a few other studies on online dynamic MRI reconstruction. In [7, 8] a Kalman Filter method is proposed for reconstruction. This method achieves real-time reconstruction speeds but is too simple a model and hence the reconstruction quality is poor. In [9] a modified CS based technique is proposed to reconstruct dynamic MRI sequences. This technique is neither fast nor does it yield good quality images. It has been shown in [3] that the method proposed therein yields the best quality images (compared to [7, 8] and [9] ) and is only slightly slower than the Kalman Filter [7, 8] based methods.
Reconstruction Algorithm
The problem is to solve the optimization problem (6) . The derivation of the reconstruction algorithm is given in [3] ; we will not go into the details of the derivation. We will only give the algorithm and analyze its computational complexity. In the algorithm, we are omitting the subscript 't' and replacing the it with subscript 'k' which denotes the iteration.
initialization:
There are two loops in the algorithm. The inner loop, solves the following unconstrained optimization problem,
Solving the constrained problem directly is difficult. Therefore we propose solving the unconstrained problem. In theory the Lagrangian multiplier λ is related to the data mismatch term ǫ. Unfortunately the relationship is not analytical; hence it is not possible to know λ given the value of ǫ . Therefore the constrained problem (6) is solved via a cooling technique.
In this algorithm, the inner loop solves (7) for a given value of λ. In the outer loop the value of λ is decreased progressively (cooling). The cooling technique works owing to the smoothness of the pareto curve between the objective function and the constraints.
Parallelizing Reconstruction Algorithm
The accuracy of the algorithm is dependent on three factors number of inner and outer iterations and rate of the decrease factor. Greater the number of inner / outer iterations better is the convergence; also slower the decrease factor surer is the convergence. Thus for accurate results, we need to have large number of inner and outer iterations and slower decrease of λ. However, all these would make the reconstruction algorithm slower. In real-time dynamic MRI reconstruction one cannot afford such parametric values. In [3] the number of outer iterations (outsweep) were fixed at 2 and the number of inner iterations (insweep) was fixed at 10. The value of the decrease factor for λ (DecFac) was fixed at 0.1. In [3] it was not possible to improve the reconstruction accuracy any further without sacrificing speed.
In this work we plan to improve upon [3] , both in terms of speed and reconstruction accuracy. We paralleize the reconstruction algorithm by taking advantage of Graphical Processing Units (GPUs). The major computation is done in steps i and ii of the inner loop.
Step ii is easily parallelizable as thresholding is an element-by-element operation. But parallelizing step i is not so obvious since it requires matrix vector multiplications.
The main computational complexity at each iteration is in computing the Fourier transform and its transpose in step i of the inner loop. The Fast Fourier transform has a complexity of O(nlog(n)). But this is computed in the CPU in a sequential fashion. When the Fourier transform is performed as an explicit matrix vector multiplication, the complexity is O(n 2 ). On a CPU, computing the FFT as an explicit matrix vector product is thus wasteful.
In a GPU, an explicit matrix vector product is parallelizable. Say, we need to compute t = Ab ; this can be parallelized in a loop where each component of t is computed as t(j) = A(j, :) × b. Here A(j,:) denotes the j th row of A. Thus, if there are c cores in the GPU, the computational complexity of matrix vector computation reduces to O(n 2 /c). If the CPU computation would be faster or the GPU computation would be faster depends on the size of the matrix vector product and the number of GPU cores. But if n is large and the number of GPU cores are of the same order as n, then the GPU implementation will be faster, being of the order O(n).
The pseudo-code for the parallelized version of the reconstruction algorithm is given here. We only need to show how to parallelize steps i and ii of the inner-loop. The rest of the computations are to be performed in the CPU.
Experimental Results
The experiments were performed on a standard Laptop computer running intel i5 with 4GB or RAM. An NVIDIA GeForce GT 635M GPU with compute capability 2.1 was used. Windows 8 OS was running on the computer. The experiments were performed in Matlab 2012. Matlabs parallel computing toolbox was used to parallelize the reconstruction algorithm. The experiments consist of two parts. In the first portion we show the GPU based acceleration for some synthetic datasets. In the second section, we will show reconstruction results on real dynamic MRI sequences.
Results on Synthetic Data
In this section we carry out synthetic examples on sparse recovery. Matrix H of size m by n is created with i.i.d. Gaussian columns; an s-sparse vector of size n is created, where the s non-zero positions are selected at random; the non-zero positions contains random values drawn from a Gaussian distribution. For all the experiments, the number sparse of non-zero values of x were fixed at 15% of n.
The reconstruction accuracies and the reconstruction times are shown in the following table. For each experimental configuration 1000 examples were generated, and the mean values (for accuracy and time) are reported. The accuracy is measured in terms of Normalized Mean Squared Error (NMSE). Here is the size of the problem, is determined by the dimensionality of H.
The reconstruction accuracy from GPU and CPU is almost the same. This is expected since we are not changing the reconstruction algorithm. The minute discrepancies (in the 5 th place of decimal) owes to the difference in numerical precision of the CPU and the GPU.
The reconstruction times from the GPU is less than that of the CPU. However for small problems, the acceleration from GPU is not much. But as the size of the problem increased, the relative gain in speed from the GPU is more pronounced. For problems of the largest size, the reconstruction time is almost half that of the CPU. For small problems the cost of the communication overhead overrides the gains in computational speed, hence we do not see any perceivable improvement (in terms of reconstruction speed) of the overall algorithm. But as the size of the problem increases, the computational cost dominates over the communication overhead; as the computations are performed in the GPU we see a tangible improvement in performance.
Results on Dynamic MRI Reconstruction
The experimental evaluation was performed on two myocardial perfusion MRI datasets were obtained from [10] . These datasets were used in [3, 11] . The two sequences will be called the Cardiac Perfusion Sequence 1 and 2. The The main motivation of this work was to reconstruct dynamic MRI sequences from partial K-space measurements. For that, we sub-sample the K-space for each frame by 50% using a variable density random sampling where the center of the K-space is sampled densely while the periphery is sampled parsimoniously. The same sub-sampling mask is used for all the frames. The main motivation of this work was to improve the reconstruction accuracy of [3] but with acceleration of reconstruction speed. In order to improve reconstruction accuracy we change the three main parameters of the algorithm. The parametric values used in [3] and those used in here are shown in the following table.
With these parameter values, the algorithm converges slower but in a surer fashion. Thus the reconstruction accuracy is higher. In a CPU, this would lead to slower reconstruction. But since, we have implemented this method in a GPU we expect to get better speed. The average reconstruction time for each frame by the previous algorithm [3] is 0.16 seconds; by our method the average speed in 0.09 seconds.
The frame acquisition rate is 6.7 frames per second, which means that the acquisition time is 0.15 seconds for each frame. The previous method requires a reconstruction time of 0.16 seconds per frame. Apparently this is good enough. However, it must be remembered that the problem in dynamic MRI is to increase temporal resolution as well. That was the motivation for using CS reconstruction. Thus if the K-space is sub-sampled to 50% (as simulated here), the acquisition time for each frame would reduce by approximately the same factor, i.e. the acquisition time would be halved to approximately 0.08 seconds. Thus in this scenario, the reconstruction algorithm proposed in [3] would fail (0.16 seconds for reconstruction each frame) since the play-out rate by this method will be slower than the acquisition rate. But by our proposed GPU based acceleration, the reconstruction will be approximately real-time. Here we have been using Matlab for a proof-of-concept implementation. In practice the algorithm would be written in a low level language like C / C++ with CUDA where the reconstruction speed can be improved even further. This would allow for real-time reconstruction.
The improvement in reconstruction accuracy is discernible from figure 2. We show the groundtruth, reconstructed and the difference images of one sample from the two sequences. Owing to limitations in space, we cannot show more images from each sequence. The difference images are contrast enhanced for better visibility.
It can be easily noted that our proposed reconstruction yields better results. The difference images (difference between fully sampled groundtruth and the reconstruction from partial sampling) from our proposed method is darker (lesser error) than those from the previous method [3] . The difference in quality of reconstruction can also be minutely seen in the reconstruction images. Our proposed method yields better reconstruction than the previous method. This is expected because the parameters (for the algorithm) used in this paper leads to better convergence.
Conclusion
In this paper we look into the problem of real-time dynamic MRI reconstruction. Here the task is to reconstruct dynamic MRI frames as fast as they are acquired. The complicacy arises because, Compressed Sensing based sampling only partially samples the K-space making the reconstruction problem more challenging. The reconstruction is slow since it requires solving an iterative optimization problem. Thus fast reconstruction from partially sampled K-space frames is a challenge.
In this work, we propose to improve the accuracy and speed of the reconstruction accuracy by implementing the algorithm in a GPU. Our experimental results show discernible improvements in both reconstruction speed and reconstruction accuracy.
The algorithm we are using in this work is not scalable. We are using explicit matrix vector products; this is not problematic for small scale problems. When the spatial resolution of the dynamic MRI increases, such explicit matrix vector products will not be scalable. Thus in the future, we need to propose techniques for parallelizing the reconstruction algorithm for problems where the explicit matrix vector products need not be computed.
