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Abstract 
The problems of smoothing data through a transform in the Fourier domain and of retrieving a function from its Fourier 
coefficients are analyzed in the present paper. For both of them a solution, based on regularization tools, is known. 
Aim of the paper is to prove strong results of convergence of the regularized solution and optimality of the Generalized 
Cross Validation criterion for choosing the regularization parameter. 
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1. In t roduct ion  
The problem of  convergence of  the Fourier series to a function is widely analyzed in the literature, 
due to the high number of  mathematical researches where Fourier series are very useful, e.g., approx- 
imation theory, differential equations. In addition, Fourier series are also used in applications coming 
from the physical world; indeed, such applications are involved in two different frameworks. The first 
one concerns the problem of smoothing data, interesting, e.g., in statistical analysis of  experimental 
data; in this case the problem is solved in the Fourier space after a proper transformation from the 
physical space. This approach is useful in particular when functions have specific periodicities that 
can be picked out by terms of  the Fourier series. It is the second framework which makes Fourier 
series unique for another class of  applications: direct measures of  the coefficients of  the Fourier 
series are available; interferograms measured by Michelson interferometers are de facto coefficients 
of  the Fourier series. This feature is unique among the different ypes of  Fourier coefficients. 
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In both applications a problem has to be faced that is never considered in the classical treatment 
of the Fourier series: the presence of noise on data. Literature in this respect is not so wide as the 
(theoretical) error-free case. The first mention (and also hint for a proper solution) of this problem is 
due to Tikhonov and Arsenin [12, p. 175], who introduced regularization to this purpose. Since then 
several papers dealt with the problem in the same framework, considering different spaces, smoothing 
functionals and highlighting particular properties of the regularized solution (see, e.g., [6, 4]). In [2] 
Amato and Serio considered the problem of the Fourier coefficients, related to interferometry (see 
also [1] for the practical application), giving rise to a new spectral window. There the Generalized 
Cross Validation criterion [3] was considered for the estimate of the optimal regularization parameter 
(see also [8] and more recently [13] in the same direction and [5, 7] for other criteria). This problem 
is very important in applications when variance of error affecting data is not known and extensive or 
real-time applications are considered. Convergence results of the regularization method are known 
only in the limit of noise tending to zero (see [11] for a review of such results), whereas in 
applications the interesting case is noise with finite variance for any sample; moreover only in 
[13] some results concerning efficiency of GCV criterion are mentioned, whereas similar results are 
avialable for splines [3]. 
Aim of the present paper is to give convergence theorems of the approximate solution obtained by 
regularization endowed with GCV to the true solution in the case of finite noise. After mentioning 
known results and notation in Section 2, the problem of smoothing data is considered; convergence 
of the regularization method (Section 3) and asymptotic efficiency of the GCV criterion (Section 4) 
are proved. Then the Fourier coefficients problem is considered and analogous results are proved 
in Section 5. Finally, in Section 6 we perform some numerical experiments in order to evaluate 
performance and convergence rate on some test problems. 
2. Notations and preliminaries 
Let f be a periodic function, that we allow to be complex in general, belonging to the Sobolev 
space wrP={fEL 2, f(k)EL 2, 1 <<.k<<.p, f(k) periodic); we suppose to know the function f in 
n points fk--f(tk), k=0 . . . . .  n -  1, t0=0; moreover we shall indicate by Pn(t) the trigonometric 
polynomial interpolating f in the assigned points, 
k=t-~l 1 [.2kr~t'~ 
k=-[~] 
with 
n--1 T ~ / . 2kfrc\ 
~-n - - - -~_ .~feexp~- ,  n )"  
g=0 \ 
Pn(t) will be considered as the finite dimensional approximation of f .  
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The following relationships are well known (and easy to prove): 
T2 ~ k=t%-z] 
- -  = AI  , (1 )  n Z I k=o k=-[~] 
1 k=t~P] 
ile.ll~= 7 ~ i~1 =, (2) 
k=-[ U 
so that 
n- -1  T 
IIP.II~ -- - ~ IA I  =. (3) 
n 
k=O 
In the present paper we shall consider the case when data J~ are affected by noise, according to 
the model 
with sk being independent random variables from a Gaussian distribution N(0,a 2) for both real 
and imaginary part; we suppose that variance a 2 is unknown. Then it makes sense to consider the 
problem of approximating a function f known only as a sample affected by noise. To this purpose 
the following regularization problem has been introduced, 
min TIIf~- f'll~ + 2[IP.cP)II~/, (4) 
So~,...,SL, n -- - 
where norm IIP.II~: is defined as IIP.II~/- IIP.II~. 
From equivalencies (1)-(3),  the regularization problem (4) is equivalent to the following ones: 
min liP. ~ - P:II~ + ,~llPff)ll~:, (5) 
e2 
1 
^ min ~[ [ f z - -  f~ll~ + ~llPff)ll~- (6) 
f - t~] ' " " f [  ~ .2  ] - -  - -  
Note that in Problem (6), due to the orthogonality of the transform, it can be easily proved that 
noise affecting Fourier coefficients has the same properties as noise affecting data, but with variance 
"~2 = T2a2/n. 
When the regularization problem is solved in the Fourier domain (problem 6), then the regularized 
solution is well known to be [2] 
A 
f~ 
Z~= 1 + 2(~kx/T)Zp" (7) 
In order to choose the regularization parameter objectively, we consider the GCV criterion [3] 
min ~l l ( I  - R(2)) f'll~ 
[¼Tr(I - R(2))] 2 ' 
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where R(2) is a (n,n) diagonal matrix whose elements are given by R(2)=diag{r_fu . . . . .  r t~l},  
rk = (1 + ak2) -1, ak =(2kx/T) 2p, and for simplicity's ake index concerning p has been dropped. 
Remark 1. The procedure for finding the regularized solution is particularly efficient from the com- 
putational point of view in the case data are equispaced and suitable for using FFT tools. 
3. Convergence for the smoothing problem 
Theorem 1. Let f E W p, p >~ 1 and P~ be the regularized solution of the finite dimensional prob- 
lem (6). Then 
E[[[P~(t)-P~(t)[J~]<D(p)(~-~-;/'2p+l' 
p(p) ~+~ Ta 2 
. + -  (8)  
n 
for 2= C(p)(Ta2/nllP.(p)l[~#) 2p/(2p+l), where C(p) and D(p) do not depend on n. 
Proof. It is 
J~ 1 + 2ak 1 + 2ak 
= Y l+) ,ak  +- -  ~ ( l+2ak)  2 k:-[~] n k:-[~] 
k#0 
To -2 
+--  
n 
= S 1 -~- Tt72S2 ._~ To'2 
n n 
(9) 
Let us consider S 1 first. From (1 +x)  2 - (1  --X)2=4X we have 
(1 + 2ak)2/> 42ak, 
so that 
2 t~a 
$1 ~< ~-f ~ akl j~12= ~[[e(P)ll~" 
~=-[~] 
(10) 
Now let us consider $2. Let us set 
f (x) - -  (1 + 2x2p) 2' x~O; 
U. Amato, I. De Feisl Journal of Computational and Applied Mathematics 87 (1997) 261-284 265 
f is decreasing, so that 
+~ (~)  +k~ 1 (2k~)  $2 <~ ~_, f =2 f --T-- 
k=--o~ = 
k¢O 
r f+~ = -~Jo f(x)dx=Cp2-1/2P' (11) 
with Cp = T(1 - 2p)/4pcosec [(1 - 2p)rt/2p] (see [9] for the evaluation of the integral). By direct 
substitution of Eqs. (10) and (11) into Eq. (9), we easily obtain 
e 2 ~" T°'2 G T°'2 
E[NPn( t )  - P;,;(t)l[~,] < ~ IIP~P)II~e + - -n  ;1/2p-- "~- -n 
The minimum of the right-hand side S(2) is obtained for 
To -2 1 
d[S()~)]  = ~ IIPn(p) II2p -- Cp2-pp n ~1++ -0 ,  
i.e., for 
{ Tff2 ~ 2p/(2p+1, 
with C(p) = (4Cp/2p) 2p/(2p+1). 
Substituting Eq. (13) into Eq. (12) the theorem follows. 
=S(2).  (12) 
[] 
(13) 
Remark 2. It is clear from inequality (8) that the optimal regularized solution asymptotically con- 
verges in the average to the true finite-dimensional one even if noise does not tend to 0, but is 
finite. 
It is easy to prove that convergence holds in the average also to the true (i.e., infinite dimensional) 
solution. To this purpose we state the following: 
Theorem 2. Let f E W~ be a function whose samples are available in n points and P~ corre- 
sponding solutions of the finite-dimensional problems (6); then 
I~E[IIP~x- fll~,] = 0. 
Proof .  The Theorem follows from classical arguments, ince 
p~ p~ 
II .,a - f [ [~"  < II .,x -- e,[[wr" + lien - f l l~ ,  
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and (see, e.g., [10]) 
liP. - fllmp ~< Cn-p[[fllm,. [] 
4. Convergence of the GCV criterion 
Let us consider the GCV criterion, V.(2), 
1 I[(1- R(2))f"[[ 2 
1/.(2) = V [~Tr(I - R(2--))] 2 
and the average square error of the retrieval, T.(]), 
T,(~)= IIR(X)~" - f l l  ~. 
We have 
E[ V~(2)] = 
I1(Z - R(~))~l l  ~ + @Tr(I  - R(2))  2 
[~Tr(I - R(2))] 2 
E[T , ( ,O]  = I1(1 - R( '~) )~I I  ~ + - -  
T2~r 2 
Tr(R(2)) 2. 
n 
Let us set 
1 t~iq 2ak 
B.(2) = Tr(I - R(2)) = n k=- -1 1 + 2ak' 
A . (2 )= 1Tr ( I -R (2) )2=I  t~J  ( 2a_k )2 
n nk=_t~l l+2ak J '  
A.(~) 
c.(,~) = B.(,~):; 
then E[V.(2)] can be written as 
E[V , (2 ) ]  = ~11( I  - R ( ; t ) ) f l l :  + ,~:A,(,~). 
B2(2) 
moreover, E[T.(2)] can be written as 
E[T.(2)] = T2E[V~( 2)]B~( 2 ) - 2a:T2B.(2) + a2T 2. 
We premit the following lemmas. 
(14) 
(15) 
(16) 
U. Amato, I. De FeislJournal of Computational nd Applied Mathematics 87 (1997) 261-284 267 
Lemma 3. Cn(2) is decreasing. 
Proof. 
Cn(2)=n 
2 [~] a k E k=-[~l (1 + 2ak) z
k=-[~l 1 + 2ak 
C~(2)--2n k=-t~] ( 1 + ;~a--------~ 
k=-E~] 1--IS2ak U ,=_t~] -  
~1 ak ~3] 
(~ +--~a~j / 
k=-E~, ak------~/ 
1T 2-~ak ] J 
= - -2n  
[[~] (1 ak )3 [~-! 1 ak ([~1 (1-~ak)2) ~'] 
-~-2ak] k:-~t~] 1 + 2ak ~k=-[~] . ,=-El, (E~ 1 a' 3 ) 
Applying the Cauchy-Schwarz inequality with 
V/ ak ~/ ak ak Xk = 1 + 2ak' Yk = 1 + 2ak 1 + 2ak' 
the lemma follows. [] 
Lemma 4. 
1 0~1 - B.(A)~ 1 + -2 -~Cp.  
n n 
Proof. From the definition of B,(2) (Eq. 14) the first inequality trivially follows. Moreover, by 
arguments similar to Theorem 1(see Eq. 11), it follows 
1 1 [~-q 1 
1-O. (2 )=-+-  ~ l+2ak n n k=-[~] 
k4o 
1 1 Tf0°~ ~<_+__  _ _  
n n~ 
1 
1 1 + n,~_~c.. 1 + 2x 2p dx = n [] 
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Lemma 5. Let 
g(x,y)= (1 qS~( i  T)2P) 2' 0~----- T~,  fin = T ~'~ 
then 
Z 
(2ak - 2at)2 
(1 + )~ak)2(1 + 2al) 2 i> ~ ~-  9(x,y)dxdy. 
Proof. Let 
(xZP)~--y2p2)  2rt 27t [n~__l] 
we have f (x ,  y )= f (y ,x )  and then 
f (x ,  y) dx dy = 2 f (x ,  y) dx dy = .-:-r #(x, y) dx dy. 
2~ (<~x<y<~ 
Moreover 
Z 
(2ak - 2at) 2 
(1 + 2ak)2(1 + 2al) 2 
(2ak - 2ai) 2 
=2 ~ (1 + 2ak)2(1 +2at )  2 +2 
(2ak - 2al)2 
Z.., (1 + 2ak)2(1 + 2at) 2 O~<k<l~<[~] 
t>4 Z 
0<k<l~<[~] 
(2ak - 2ai)2 
(1 + ,~ak)2(1 + )tal) 2" 
We shall prove that 
(2ak -- 2at) 2 (T)  2 ff 
(1 + 2ak)2(1 + 2al)2 ~> ~ f (x ,y )dxdy .  
0<k</~<[~ -1] ~<~x<y<~tln 
We decompose the integration domain into a disjoint union of triangles and rectangles, Tkt, 
1 ~<k< l~< [~-!]: 
2k~ 
Tkt= (x ,y ) /x<y, - -T -<.x< 
2(k+l )n  2 ( l -1 )~ 2 l~]  
, < y ~< --~-- ~ " 
T T 
Tkt is a rectangle if k < l - 1 and a triangle if k = l - 1. In particular, the area of Tkt is bounded 
by (~)2. 
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We have 
~= x2P __ y2p 
4p22xEp -1 
(1 ÷ ~xEp)3(1 q- ~,y2p) <0, 0<x<y,  
OSf  = 4p22y zp-1 y2p _ xEp ( 1 + 2x ep)( 1 + 2y 2p)3 >0, 0~x<y,  
so that 
sup f (x ,y )= f t  -T , . (x,y) E Tkl 
Then 
S i f(x,y)dxdy = ~ S S f(x,y)dxdy 
;<~x<y<~qn 1 ~<k<l~<['~ "! ] Tkt 
z 
Finally 
4 ~ f(2k~z,2-~) ~>4(~-~)2 i f  f (x ,y )dxdy  
l~<k</<~[~ "!] ¢<x<y<<.qn 
f" f',(x..dxdy. [] 
Lemma 6. Let 2n>0 be a sequence such that C.(2.) ~ 1 as n ~ c~. Then 
lim n2p 2n z oo. 
n 
Proof. Suppose that nZP2. does not converge to oo; then for any E, nZP2.<<.M for some n>~. Set 
#. =n-ZPM. Since 2.~< p. and C. is decreasing from Lemma 1.2, then C.(2.)~>C.(p.). 
We have 
C.(2) = 1 + 
1 (2a~ - -  •al) 2 
n --5 ~ (1 + )~ak)2(1 + 2at) z -[~]~<k<l<~[~ A] 
B.(2)  2 
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From Lemma 4 and the fact that 0 ~<B.(2)~< 1 we obtain 
1 (#.ak--#nal)  2 
C.(2.) >i C.(#.) ~> 1 + n-- 5 y~ (1 + #.ak)2(1 + #.at)2 
>1 1 + ~ \2re] #~/P  #(x ,y )dxdy= 1+ M----~ ~ g(x,y)dxdy, 
2x.  1/2p 2~ t11/2 p with a. = TtZ. , ft. = [~-~] T-W.  * 
It results 
and 
9~r  2re 
lim ~. = ''~ lim #1/2p = - -  lim n- lM l/2p = 0 
lijn ft. = ---f- l im #~/2p = ---f- l im n T 
so that 
( ,?ff  
li~rn°~C"(Z")~>l + -M -i7-~ \ 2-~,/ ,Io .Io 9(x, y ) dx dy. 
Inequality (17) contradicts the hypothes is  C . (2 . )  --* 1, so that the lemma is proved. [] 
Now we are able to prove the following: 
(17) 
Theorem7.  
lim minE[Vn(2)] = 0 "2. 
n--*oo 2/>0 
Moreover, if  for every n 2. is any minimizer of  V., then 
lim [ET.(2.)] = 0, .--.~lim n21./2p = <x~, .--.~lim 2. = 0, 
l im n2,~l/p(cn(2n)- 1)=~,  
. - -~00 
l im (B . (2 . ) -  1) 2 =0.  
.-.o~ E[~( ; t . ) ]  - or2 
Proof .  Since A.(2)~>Bn()],) 2 we have 
E[ V~(2)]/> a2C.(2) >/0 "2. (18) 
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Moreover, from (1 + ;tak)2>~4;tak, we have 
1 __ 9~ = 1 [~1 ( ;tak )21j~k[2 
T --ill(I A(;t))--ll2 T --5 1 + ;tak 
k=-[~] 
271 
;t [~]  
< ~r~ ~, aklZl2=;tc; <<';tc; ' 
k=-[~] 
. c Hf(p)(t)N22. Since A.( ;t)~ 1, it follows with Cp = I [[p~P)(t)N~ I <. 
;tCp -~- 0 .2 
E[V~(;t)] < [B . (D]  2 . 
Let us fix e > 0 and choose ;to small enough so that ;tC~ ~< 0.2e; for this choose no large enough so 
that 1 - ¼(1 +;toi/2PCp)>~ 1 for n>~no. From these choices and Lemma 4, we have E[V~(;to)]~< 
(1 + e)20. 2 for n>~no, so that 
0.2 ~< minE[V,(2)] ~<(1 + e)20. 2 
2/>0 
for n >~ no and the first part of the theorem follows. 
Now let us assume that there is at least one Fourier coefficient s~ ~ 0; then the following relation 
holds: 
E[~(;t")]>~o.2+~ l+;t.a,) I~1~ 
Since lim. E[V~(;t.)] = 0 "2, then lim. 2. = 0. 
From Eq. (18) we have lim. C . ( ; t . )= l ;  by direct application of Lemma 6 we obtain 
lim. n;t l12v = oo. 
Moreover, from identity (16) we have 
lim E[T.(;t.)] = 0. 
By arguments imilar to the ones used in Lemma 6 we obtain 
C . ( ; t . ) -  1 >~ ~ ~ O(x,y)dxdy,  
with % = ( 2rr/T );t~/2p, ft. = ( 27t/T );t1/2p[ ~A ]. 
We just proved that lim. 21/2p = 0 and lim.[~A];t 1/v = lim. n;t~/2p = oo. It follows that lim. 0c. = O, 
lim. f l .=oo  and, since limy_+oog(x,y)>O for every x, lim. f~( ~ f~( 'g(x,y)dxdy=cx~ and then 
lim. n2;tl/p(c.(;t.) - 1) = oc. 
Finally, from Lemma 4 
1 (1+ Cp ,~2 
(B.( ; t . ) -  1) 2 < ~ 2/~). 
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Moreover from Eq. (15) 
E[V.(2.)] - 0-2 ~> 0-2(C.(2. ) _ 1), 
so that 
(B. (&.) -  1) 2 
E[K(2.)] - 0-2 
Since lim. 2~/2p = 0 
[E[V~(2.)] - a 2] = 0. 
(1 + Cp2;1/ZP) 2 
~< 
n2( Cn( )~n) - 1)0-2" 
and lim. n221./P(C.(2.)- 1)=oo,  as just proved, 
[] 
then lim. (B.(2.) - 1)2/ 
Theorem 8. The choice of 2 provided by the GCV criterion & asymptotically optimal, that is if 
2n is any minimizer of ~( 2 ), then 
lim E[Tn(2n)] = 1. 
" -~  min~>o E[T~(2)] 
Proof. E[T~(2)] can be written as [see Eq. (16)] 
E[Tn(2)] = T2E[V~(2)] IB.(2) 
2 
0-2 0-2 
+ T20- 2 1 E[V~(2)] 
so that 
minE[~(2)]  ~> T20- z 1 
x~>o E[K(2.)] 
Moreover, from Eq. (16) it also follows 
E[T.(2)] = Tz0-2(B.(2) - 1) 2 + T2B.(2)Z[E[V.(2)] - 0-2] 
so that (recall that E[V.(2)] ~>a 2 from Eq. (18)) 
E[T.(2n)] 
1<~ 
min~>0 E[Tn(2)] 
g[  - 1 )2 
~< 0-2 + E[V~(2.)] [g[v~(2.)] - 0"2] .
By direct application of Theorem 7, the Theorem finally follows. [] 
5. The Fourier coefficients problem: convergence 
Now we suppose that Fourier coefficients are known to be directly affected by noise according to 
the model 
with ~k independent variables with normal distribution N(0, 0-2), 0-2 unknovdl'l and not depending 
on k. Aim of the problem is to retrieve a (finite dimensional) approximation of the function f 
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whose Fourier coefficients, j~, are known affected by noise in a sample of n data. It is clear from 
Eq. (2) that if no proper regularization is resorted, i.e., trivial inverse transform is considered as an 
approximate solution, the square error of such a solution grows with naZ/T 2, which rapidly becomes 
unacceptable. Paradoxly, the more data, the worse retrieval. 
In the present and next sections we analyze the regularization method for the Fourier coefficients 
problem; we shall give an estimate of the retrieval error and shall prove that the GCV criterion, 
properly defined, is still asymptotically efficient in minimizing retrieval error in the average. 
The regularization problem is analogous to the smoothing case (Eq. (6)), so that the solution is 
the same (Eq. (7)). The GCV criterion is defined as 
min I l l ( / -  R(,~))f l l~ 
[1 Tr(I - R(2))] 2 
with notation similar to the smoothing case. 
The convergence theorem in the case of the Fourier coefficients problem becomes 
Theorem 9. Let f E W p, p >>. 1 and P~,~ be the regularized solution of  the finite dimensional 
problem (6). Then 
E[ l le . ( t )  - e~z(t)ll~v¢] ~< D(p)  lIP. (p) w¢ + r ~-~ - -  
for ~=C(p)(~2/z[Ie.(P)[[~;) 2p/2p+l, where C(p) and D(p) do not depend on n. 
The proof is similar to Theorem 1; the only difference is that noise affecting Fourier coefficients 
is a 2 and not T2aZ/n as in the smoothing problem. 
Remark 3. The property that error can tend to 0 for a proper choice of the regularization parameter 
when n increases is lost in the case of the Fourier coefficients problem; however error can be made 
independent on n, which is in any case a dramatic improvement with respect o the trivial inverse 
transform. 
6. The Fourier coefficients problem: effÉciency of the GCV 
Let us consider the GCV criterion, V~(2), 
111(1 - R(A)) f~[[~ 
tUr  
and the average square error of the retrieval, T~(2), as in the smoothing case. 
It is 
i l l ( / -  g(,~))__fll 2 + @Tr(I - R(2)) 2 
E[Vn(2)] 
[1Tr(I - R(2))] 2 
E[T~(,I)] ---- II(I - R(~.))_fll 2 + a2Tr(R(2)) 2, 
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so that 
II(z - R(2) ) f l l  ~ + 0-~A. (2 )  
E[V.(2)] 
and 
E[T~(2)] = n(E[V.(2)]B2(2) - 2aZB.(2) + 0-2). 
Lemmas 3 -6  are the same. Theorem 7 becomes 
(19) 
(20) 
Theorem 10. 
lim minE  [V~ (2)] = a 2. 
n----~ oo 2>10 
Moreover, if for every n 2. is any minimizer of / I . ,  then 
lim n211~=c,z, lim (B . (2 . ) -  1) 2 
.--.~ .--.~ E[V.(2.)] - o -2 = 0. 
Proof. Indeed the first proposition of  the theorem can be proved quite analogously to the corre- 
sponding proposition of  Theorem 7. However, from the convergence E[V.(2. ) ]  ~ 0-2 it can be 
deducted that C. (2.) ~ 1 and then n2~/~  ~,  but not than 2. ~ 0 (indeed sequence 2. does not 
tend to 0 in general). 
In the case 2. ~ n ~, -2p<~<0 (so that n2~/2p ~ c~, but also 2. --* 0) proceeding as in Theorem 7 
it is possible to prove that 
lim (B.(2.)  - 1)2 = 0. 
. - .~  E[V.(2.)]  - 0-2 
In the case 2 .~n ~, a~>0, i t i s  
(B.(2.)-  1) 2 
E[V.(2.)] - 0-2 
~< 
B.z(2)(B.(2.) - 1 )2 
~2 
II(Z - R(2.))fll 2 + - -T r [ I  - R(2.)] 2 - a2B2.(2.) 
n 
B.2(2)(B.(2.) - 1) 2 
o" 2 [~_!] 2nak ~2 a2 ( [~]  2na_k k ~2 
¼ I I ( I -R(2")) f l12+--  n ,=_[~] E (1-+'-2nna~J--n2 \k=-[~]  l+2nak]  
B~(A)(B.(2.) - 1) 2 
0-2 
1[1(I -- R(2.))~II 2 + n-- ~ 
(2.ak - 2.al)2 
E 
_[~] ~,<, ~ [.~Tz ] (1 + 2.ak) 2 (1 + ~nal) 2
(1 + C2nl/2p) 2 (1 + C2~W2v) 2 
,=- [~]  + 2 .ak J  
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Table 1 
Functions considered for numerical experiments 
~=1 
1 1 ~<x~< 1.5 
f2 = 0 otherwise 
f3=(X X<<.l 
2 - x otherwise 
f4 = sin 10=x + 0.3 
f5 = x(2 - x) 
f6 = exp(2(t - 1)) 
Under the assumption just made for 2., it is 
(B.(2.) - 1) 2 ,.~ n_~,/p_ 1 ~ 0 
E[V~(2,)] - 0 .2 
which proves the theorem. [] 
Finally, asymptotic efficiency of the GCV criterion can be proved analogously to Theorem 8, by 
means of Theorem 10. 
7. Numerical experiments 
In the present section we perform some numerical experiments o show performance and conver- 
gence of the regularization method. We consider six test functions on [0, 2] as described in Table 1 
(for simplicity's ake we only consider eal functions and then cosine Fourier transform). 
In order to estimate rror of the regularized solution, we define for each test function index I(2), 
2 ~-~n-1 t'1`2 1(2) = (f°~ - f°)2 + z--,k:ltak -- fk) 2 + ( f~ -- f~)2 
X --~n- 1 t'2 f2  w 2 L, k=l J k _+_ f2  
I 
[ _ 2~_.,n_l( A (.t~ L)2"q- Z-'k=lt" fk~-- J~)2-[-(J~n2-- L)2 (21) 
^ 2 ' - 'n - '  + 
f~+ z_..,k = 1 
with f~ being regularized solution at point xk with regularization parameter 2. Index 1(2) gives an 
estimate of the relative error and therefore is less sensitive to the particular function. 
We consider first the case of smoothing data. In Table 2(a) - ( f )  we give some results of con- 
vergence for the six functions, assuming that noised data have a signal-to-noise ratio equal to 7. 
In the tables we show for several values of n index 1(2) when no regularization is applied, I (0),  
index 1(2) for regularization parameter chosen by GCV criterion, I(2~cv), efficiency of the GCV 
criterion (I(2c, cv)/ I(2~st),  with I (2best )= minx>_.0I(2)) and ~ .  
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Fig. 1. Case of smoothing data. (a) Plot of the true (continuous line), not regularized (dotted line) and regularized (dashed 
line) functions for test function 1, n = 256 and signal to noise ratio 7; (b) plot of the true (continuous line), not regularized 
(dotted line) and regularized (dashed line) functions for test function 2, n = 256 and signal to noise ratio 7; (c) plot of the 
true (continuous line), not regularized (dotted line) and regularized (dashed line) functions for test function 3, n = 256 and 
signal to noise ratio 7; (d) plot of the true (continuous line), not regularized (dotted line) and regularized (dashed line) 
functions for test function 4, n = 256 and signal to noise ratio 7; (e) plot of the true (continuous line), not regularized 
(dotted line) and regularized (dashed line) functions for test function 5, n = 256 and signal to noise ratio 7; (f) plot of the 
true (continuous line), not regularized (dotted line) and regularized (dashed line) functions for test function 6, n = 256 
and signal to noise ratio 7. 
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Fig. l. Continued 
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Table 2 
Index 1(2) for no regularization and regularization by GCV, efficiency of GCV and value of the GCV criterion 
for several values of n 
n I(0) I(2c;cv) 10.c, v) v/V(2Gcv) I(0) I(2GCV) 10-~v) 
l(J. best ) I(.~ best )
(a) Test function 1, aS.D. of data is tr = 0.143 (b) Test function 2, tr =0.0714 
23 0.117 0.28-1 105. 0.131 0.096 0.33+0 18.6 0.444+0 
24 0.109 0.15-1 1.00 0.118 0.098 0.28+0 9.42 0.272+0 
25 0.135 0.17-1 1.00 0.139 0.128 0.19+0 2.65 0.213+0 
26 0.145 0.31-1 1.00 0.149 0.141 0.19+0 2.21 0.167+0 
27 0.154 0.13-1 1.00 0.154 0.151 0.13+0 1.04 0.126+0 
29 0.142 0.14-1 2.68 0.141 0.141 0.94-1 1.00 0.908-1 
2 u 0.145 0.69-2 109. 0.145 0.145 0.66-1 1.00 0.833-1 
213 0.145 0.40-4 1.00 0.145 0.145 0.50-1 1.00 0.769-1 
215 0.144 1.00-2 1.00 0.144 0.144 0.35-1 1.00 0.741-1 
217 0.143 0.83-3 2.18 0.143 0.143 0.24-1 1.00 0.727-1 
(c) Test function 3, a = 0.0825 (d) Test function 4, tr = 0.110 
23 0.115 0.11+0 1.68 0.138+0 0.117 0.12+0 1.04 0.643 
24 0.109 0.76-1 1.00 0.820-1 0.110 0.92+0 67.0 0.729 
25 1.135 0.62-1 1.63 0.965-1 0.135 0.92+0 47.7 0.746 
26 0.145 0.60-1 1.09 0.902-1 0.145 0.12+0 1.00 0.234 
27 0.154 0.44-1 1 .23  0.950-1 0.154 0.10+0 1.00 0.147 
29 0.142 0.25-1 1.00 0.830-1 0.142 0.53-1 1.00 0.116 
211 0.145 0.15-1 1.00 0.840-1 0.145 0.31-1 1.01 0.114 
213 0.145 0.11-1 1.15 0.838-1 0.145 0.19-1 1.00 0.112 
215 0.144 0.52-2 1 .01  0.831-1 0.144 0.10-1 1.00 0.111 
217 0.143 0.27-2 1.00 0.827-1 0.143 0.59-2 1.04 0.110 
(e) Test function 5, tr = 0.104 (f) Test function 6, a = 0.373 
23 0.117 0.12+0 1.42 0.177 0.113 0.18+0 3.04 0.894 
24 0.110 0.82-1 1.16 0.113 0.109 0.78-1 1.00 0.503 
25 0.135 0.63-1 1.40 0.121 0.135 0.87-1 1.13 0.398 
26 0.145 0.62-1 1.12 0.115 0.145 0.52-1 1.00 0.450 
27 0.154 0.39-1 1.00 0.120 0.154 0.47-1 1.00 0.418 
29 0.142 0.25-1 1.00 0.105 0.142 0.30-1 1.08 0.376 
211 0.145 0.15-1 1.00 0.106 0.145 0.17-1 1.00 0.380 
213 0.145 0.11-1 1.16 0.106 0.145 0.11-1 1.00 0.379 
215 0.144 0.52-2 1.00 0.105 0.144 0.58-1 1.02 0.376 
217 0.143 0.27-2 1.00 0.105 0.143 0.31-2 1.00 0.374 
a Note that test function 1 does not meet hypothesis of Theorem 7 that at least one .~, k ~ 0, is different 
from 0. 
Ana lys i s  o f  the tables conf i rms convergence o f  eff ic iency and o f  V(2c, cv) .  Figs. l (a ) - ( f )  show for 
n = 256 and the six test funct ions plots o f  the true function, funct ion retr ieved wi thout  regular izat ion 
and funct ion retr ieved with regular izat ion parameter  chosen accord ing to the GCV criterion. 
Table 3 (a ) - ( f )  show the same data as Table 2 (a ) - ( f )  but in the case Four ier  coeff icients are 
1 d i rect ly  g iven affected by  noise, with square root o f  var iance ~ = 71 J~l; it is poss ib le  to note that 
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Table 3 
Index 1(2) for no regularization and regularization by GCV, efficiency of GCV and value of the GCV criterion 
for several values of n 
n I(0) I(2ocv) I(2GCV) ~ I(0) I(2Gcv) I(,~GCV) 
1(2 best ) I(~, best ) 
(a) Test fimction 1, aS.D. of data is tr = 0.286 (b) Test function 2, tr = 0.0714 
23 0.47 0.371-1 1.00 0.248 0.25 0.25 3.92 0.139+0 
24 0.83 0.371-1 1.00 0.302 0.32 0.26 1.11 0.900-1 
25 1.16 0.371-1 1.00 0.296 0.55 0.29 1.00 0.962-1 
26 1.57 0.371 - 1 1.00 0.279 0.83 0.32 1.06 0.844-1 
27 2.37 0.371 - 1 1.00 0.297 1.23 0.33 1.05 0.823-1 
29 4.51 0.371-1 1.00 0.282 2.27 0.33 1.05 0.721-1 
2 II 8.93 0.371-1 1.00 0.279 4.63 0.34 1.05 0.727-1 
213 18.3 0.371-1 1.00 0.285 9.29 0.34 1.05 0.726-1 
215 36.5 0.371-1 1.00 0.285 18.4 0.34 1.05 0.719-1 
217 72.9 0.371-1 1.00 0.285 36.6 0.34 1.05 0.716-1 
(c) Test function 3, tr = 0.142 (d) Test function 4, tr = 0.0857 
23 0.41 0.35 3.04 0.149 0.37 0.30 1.45 0.901-1 
24 0.54 0.30 2.15 0.115 0.63 0.52 1.19 0.113+0 
25 0.94 0.24 1.37 0.144 0.41 0.41 1.06 0.157+0 
26 1.42 0.24 1.37 0.150 0.65 0.41 1.00 0.128+0 
27 2.13 0.24 1.37 0.156 0.87 0.41 1.00 0.961-1 
29 3.93 0.24 1.37 0.142 1.82 0.41 1.00 0.903-1 
211 8.02 0.24 1.37 0.145 3.67 0.41 1.00 0.889-1 
213 16.1 0.24 1.37 0.145 7.12 0.41 1.00 0.856-1 
215 31.9 0.24 1.37 0.144 14.3 0.41 1.00 0.856-1 
217 63.5 0.24 1.37 0.143 28.5 0.41 1.00 0.856-1 
(e) Test function 5, tr = 0.190 (f) Test function 6, tr = 0.518 
23 0.43 0.23 1.19 0.213 0.32 0.18 1.05 0.615 
24 0.57 0.50 5.40 0.156 0.58 0.18 1.05 0.652 
25 0.99 0.23 1.18 0.193 0.81 0.18 1.05 0.584 
26 1.50 0.23 1.18 0.200 1.09 0.18 1.05 0.527 
27 2.24 0.23 1.18 0.201 1.64 0.18 1.05 0.549 
29 4.14 0.23 1.18 0.190 3.13 0.18 1.05 0.514 
211 8.46 0.23 1.18 0.193 6.20 0.18 1.05 0.507 
213 17.0 0.23 1.18 0.193 12.7 0.18 1.05 0.518 
2 I5 33.6 0.23 1.18 0.192 25.3 0.18 1.05 0.517 
217 66.9 0.23 1.18 0.191 50.6 0.18 1.05 0.517 
A 
aNote that test function 1 does not meet hypothesis of Theorem 10 that at least one fk, k¢0 ,  is different 
from 0. 
opt ima l  retr ieval  error does not  tend  to zero but  keeps bounded for increas ing  n, whereas  for the 
not  regu lar ized so lut ion  it becomes  unbounded.  
F ina l ly ,  Figs. 2 (a ) - ( f )  show the same plots as Figs.  l (a ) - ( f ) ,  but  aga in  in the case Four ie r  
coeff ic ients are d i rect ly  g iven  affected by  noise.  
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Fig. 2. Case of Fourier coefficients problem. (a) Plot of the true (continuous line), not regularized (dotted line) and 
regularized (dashed line) functions for test function 1, n = 256 and signal to noise ratio 7; (b) plot of the true (continuous 
line), not regularized (dotted line) and regularized (dashed line) functions for test function 2, n = 256 and signal to noise 
ratio 7; (c) plot of the true (continuous line), not regularized (dotted line) and regularized (dashed line) functions for test 
function 3, n = 256 and signal to noise ratio 7; (d) plot of the true (continuous line), not regularized (dotted line) and 
regularized (dashed line) functions for test function 4, n = 256 and signal to noise ratio 7; (e) plot of the true (continuous 
line), not regularized (dotted line) and regularized (dashed line) functions for test function 5, n = 256 and signal to noise 
ratio 7; (f) plot of the true (continuous line), not regularized (dotted line) and regularized (dashed line) functions for test 
function 6, n = 256 and signal to noise ratio 7. 
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8. Conclusions 
The present paper dealt with the problem of smoothing data by means of a transform into the 
Fourier domain and regularization. This problem has been known and solved in the literature since 
1977 and convergence results are available in the limit of  noise tending to zero. The aim of the 
present paper was just to prove convergence of the regularization method when noise is finite 
(which is the interesting case in applications) and efficiency of  the GCV criterion for choosing the 
regularization parameter. Similar results were obtained for the same problem by means of spline 
approximation [3] (but for f C W p, p/>2, whereas in our paper results are proved for p /> 1). 
The problem of Fourier coefficients known to be directly affected by noise is also considered; it 
is relevant in applications trictly related to the interferometry problem. It has been proved that 
error of the regularized solution keeps bounded asymptotically, whereas for the not regularized 
solution it becomes unbounded. The GCV criterion for the choice of  the regularization parameter 
is asymptotically optimal in estimating the best regularized solution. Numerical experiments were 
provided to show convergence and performance of the method on some test problems. 
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