Abstract. We introduce the category of locally C-Nash groups, basic examples of such groups are complex algebraic groups, we prove that if two complex algebraic groups are locally C-Nash isomorphic then they also are biregularly isomorphic. We also show that both, abelian locally Nash and abelian locally C-Nash groups, can be characterised via meromorphic maps admitting an algebraic addition theorem; we give an invariant of such groups associated to the groups of periods of a chart at the identity. Finally, we prove that the category of simply connected abelian locally C-Nash groups coincides with that of universal coverings of the abelian complex irreducible algebraic groups (a complex version of a result of Hrushovski and Pillay in [10, 11] ).
Introduction
The (real) locally Nash category was first introduced by M. Shiota in [19] , and it was used in the context of groups by J.J Madden and C.M. Stanton [14] (see also Shiota's approach [20] ) to study universal coverings of Nash groups and to classify one-dimensional Nash groups. In particular, a category where universal coverings of real algebraic groups could be defined. Later, E. Hrushovski and A. Pillay showed ( [10, 11] based on Hrushovski's group configuration theorem [9] ) that locally Nash groups fulfilled this role perfectly, since they are precisely quotients of universal coverings of real algebraic groups by discrete subgroups. Therefore, a classification of locally Nash groups will provide a first step towards a classification of Nash groups and of real algebraic groups.
We will consider the analogous category in the complex case. Such category is based on the notion of C-Nash map, firstly considered by Lojasiewicz, and then applied in the solution of approximation problems by J. Adamus and S. Randriambololona [1] , A. Tancredi and A. Tognoli [21] and others. Generalizations of this concept for algebraically closed fields of characteristic 0 have also been considered by Y. Peterzil and S. Starchenko [16, 17] and M. Knebusch and R. Huber [12, 13] .
Let U be an open subset of K n . We say that a map f : U → K m is a K-Nash map if U is a semialgebraic, f is analytic (as a K-map) and algebraic over K(id) on U .
We remark that although the real and complex case have analogous definitions and share similar properties, there are also some subtle differences, because the complex case is more rigid than the real one. For example, in the real case any semialgebraic function becomes a Nash function, when restricted to an adequate open dense subset of its domain of definition. In contrast with the real case, the following well known result holds only for the complex case. . Let U be an open subset of C n and let f : U → C m be continuous and algebraic over C(id). Then f is analytic. In particular, if U is a semialgebraic set then f is a C-Nash map.
We begin by showing that the conditions of being algebraic over K(id) and being semialgebraic are equivalent for analytic functions with a semialgebraic domain of definition.
Proposition 2.3. Let U be an open subset of K n . Then f : U → K m is both analytic and semialgebraic if and only if f is a K-Nash map.
Proof. For K = R this is [4, Prop. 8. 1.8.] . The necessity for K = C is proved in [7] . We prove sufficiency. We may assume that m = 1.
It is enough to show that if f : U → C is an analytic function on a semialgebraic open subset U of C n such that P (x, f (x)) = 0 on U for some P ∈ C[X 1 , . . . , X n , X], P = 0, then f is a semialgebraic function. Firstly, we note that A := {(x, y, u, v) ∈ R n × R n × R × R | P (x + iy, u + iv) = 0}
is a semialgebraic set. Also that the graph of f is a subset of A, so to show that f is semialgebraic, it suffices to find a partition of A into semialgebraic subsets compatible with the graph of f . With that aim, take N ∈ N such that for each z ∈ C n the number of roots of P (z, X) is bounded by N . Fix k ≤ N and let
Since A is a semialgebraic set, Z k is also a semialgebraic set. Now, for each 1 ≤ j ≤ k, let s j : Z k → C be the semialgebraic map whose graph is {(z, r) ∈ (Z k × R 2 ) ∩ A | ∃r 1 . . . ∃r k ∈ R 2 , r 1 < . . . < r k , (z, r 1 ) . . . , (z, r k ) ∈ (Z k × R 2 ) ∩ A and r = r j }, where < denotes the lexicographic order of R 2 . Take a cell decomposition of R 2n compatible with the sets Z 1 , . . . , Z N , U such that each s j is continuous in each one of the cells. So take C ⊆ U one of these cells and for each j ∈ {1, . . . , k} let C j := {x ∈ C | s j (x) = f (x)}. Since, for each j, both f and s j are continuous in C, each C j is closed in C. Also, by definition of the s j , the sets C 1 , . . . , C k are disjoint and, as there is a finite number of them, they are open in C. Since C is connected and not empty, we deduce that there exists a unique j ∈ {1, . . . , k} such that C = C j . So f ≡ s j on C, which shows that the restriction of f to C is semialgebraic. This is clearly enough, since we have partitioned R 2n into finitely many semialgebraic sets Z 1 , . . . , Z N , and each one of these sets into finitely many cells.
Throughout this paper, we will think of K-Nash maps as analytic, algebraic and defined on a semialgebraic set.
The following well known properties will be frequently used, see, e.g., [4] for the real case, the complex case is proved similarly.
Lemma 2.4. (1)
The restriction of a K-Nash map to an open semialgebraic subset of its domain of definition is a K-Nash map.
(2) The composition of K-Nash maps is a K-Nash map.
Let U be an open subset of K m . We say that f : U → V ⊆ K n is a K-Nash diffeomorphism if f is both an analytic diffeomorphism and a K-Nash map. Let M be a K-analytic manifold. Two charts (U, φ) and (V, ψ) of an atlas for M are K-Nash compatible if φ(U ) and ψ(V ) are semialgebraic and either
is a K-Nash diffeomorphism. An atlas of M is a K-Nash atlas if any two charts in the atlas are K-Nash compatible. In particular, φ(U ) is semialgebraic for any (U, φ) in the K-Nash atlas. A K-analytic manifold M together with a K-Nash atlas is called a locally K-Nash manifold (the word "locally" is added since the term K-Nash manifold is usually reserved for those locally K-Nash manifolds that admit a finite K-Nash atlas). Let M 1 and M 2 be locally K-Nash manifolds equipped with K-Nash atlases {(U i , φ i )} i∈I and {(V j , ψ j )} j∈J , respectively. A locally K-Nash map f : M 1 → M 2 is a (continuous) map such that for every a ∈ M 1 and every j ∈ J such that f (a) ∈ V j there exists i ∈ I and an open subset U ⊆ U i such that a ∈ U , f (U ) ⊆ V j and
is a K-Nash map. A locally K-Nash map f : M 1 → M 2 is a locally K-Nash diffeomorphism if f is both an analytic (global) diffeomorphism and a locally K-Nash map (or equivalently f and f −1 locally K-Nash maps).
Locally K-Nash maps can be characterised as follows.
Proposition 2.5. Let M 1 and M 2 be locally K-Nash manifolds with KNash atlases {(U i , φ i )} i∈I and {(V j , ψ j )} j∈J respectively. The following are equivalent:
(2) For every a ∈ M 1 and for each i ∈ I and j ∈ J such that a ∈ U i and f (a) ∈ V j there exists an open subset U of U i such that a ∈ U , f (U ) ⊆ V j , and
For every a ∈ M 1 there exist i ∈ I and j ∈ J such that a ∈ U i and f (a) ∈ V j and there exists an open subset U of U i such that a ∈ U , f (U ) ⊆ V j , and
Proof. It suffices to prove that (3) implies (2) . Fix a ∈ M 1 and let i ∈ I, j ∈ J and U ⊆ U i as in (3) . Fix k ∈ I and ℓ ∈ J with a ∈ U k and f (a) ∈ V ℓ . Clearly, it suffices to show that there exists an open subset U ′ of U k with a ∈ U ′ such that
is K-Nash. To prove the latter, firstly note that by continuity exists an open subset
Moreover, we can assume that φ i (U ′ ) is semialgebraic (it suffices to take, instead of U ′ , the preimage of an open ball centered in φ i (a) and contained in the original φ i (U ′ )), thus the map
is a K-Nash map. On the other hand, since change of charts are K-Nash maps, the composition
is also a K-Nash map, as required.
Locally K-Nash groups
A locally K-Nash group is a locally Nash manifold equipped with group operations -multiplication and inversion -which are locally K-Nash maps. A homomorphism (isomorphism) of locally K-Nash groups is a locally K-Nash map (resp. diffeomorphism) that is also a homomorphism (resp. isomorphism) of groups.
We begin by showing how to describe the locally K-Nash structure of a locally K-Nash group via a chart of the identity. Let G together with an analytic atlas A be a K-analytic group -a Lie group -and let (U, φ) be a chart of the identity in A. Then,
is also an analytic atlas for G. A (U,φ) might not be a K-Nash atlas for G, but if it is so, then the locally K-Nash group G equipped with A (U,φ) will be denoted (G, ·, φ| U ).
Fact 3.1. [14, Lem. 1] Let G be a K-analytic group with atlas A. Let (U, φ) ∈ A be a chart of the identity such that:
is a K-Nash map, and (ii) for each g ∈ G there exists an open neighbourhood of the identity
is a K-Nash map. Then, there exists a neighbourhood of the identity V ⊆ U such that A (V,φ) = {(gV, φ g )} g∈G is a K-Nash atlas for G and hence (G, ·, φ| V ) is a locally KNash group.
We note that if G is an abelian group then (ii) of the fact is trivially satisfied. So, in that case, the proposition says that each chart of the identity satisfying (i) induces a locally K-Nash group structure on G.
Proposition 3.2. Let G be a locally K-Nash group equipped with a K-Nash atlas A. Then, for every chart of the identity (U, φ) ∈ A, there exists an open subset V of U such that G equipped with A is isomorphic to (G, ·, φ| V ).
Proof. Firstly, we will check that (U, φ) satisfies (i) and (ii) of Fact 3.1. So that, we will be able to conclude that there exists V ⊆ U such that A (V,φ) is a K-Nash atlas for G. Finally, we will show that the identity map from G equipped with A to G equipped with A (V,φ) is a locally K-Nash diffeomorphism and, hence, an isomorphism of locally K-Nash groups.
Let (U, φ) ∈ A be a chart of the identity. Since · : G × G → G is a locally K-Nash map when G is equipped with A, by Proposition 2.5. (2) we deduce the following facts: (1) There exists an open neighbourhood of the identity U ′ ⊆ U such that
is a K-Nash map. So (U, φ) satisfies (i) of Fact 3. 
is a K-Nash map. Similarly, there exist open neighbourhoods U g ⊆ U and W ′′ 1 ⊆ W ′ 1 of the identity and g respectively such that
is a K-Nash map. If we evaluate the first map at z = ψ 2 (g −1 ) and the second at y = ψ 1 (g), we again obtain K-Nash maps. Then, composing both maps, we deduce that (U, φ) satisfies (ii) for g of Fact 3.1.
Hence, (U, φ) is under the hypothesis of Fact 3.1 and, therefore, there exists an open neighbourhood of the identity V ⊆ U such that A (V,φ) is a K-Nash atlas for G. Now, we check that the identity map from G equipped with A to G equipped with A (V,φ) is a locally K-Nash diffeomorphism. It is enough to show that it is a locally K-Nash map. By definition it suffices to prove that for each g, h ∈ G with g ∈ hV there exist (W 1 , ψ 1 ) ∈ A with g ∈ W 1 and an open neighbourhood
) is a K-Nash map. Let g and h be fixed with g ∈ hV . Let (W 2 , ψ 2 ) ∈ A be a coordinate neighbourhood of h −1 . Assume G is equipped with A. 
is a K-Nash map. We evaluate the map above at x = ψ 2 (h −1 ) to deduce that
Next proposition provides a sufficient condition for a pure group homomorphism of locally K-Nash groups to be a locally K-Nash homomorphism. Proposition 3.3. Let G and H be locally K-Nash groups and let α : G → H be a group homomorphism. Suppose there are charts (U, φ) and (V, ψ) of G and H respectively and an open subset U ′ ⊆ U such that α(U ′ ) ⊆ V and
is a K-Nash map. Then α is a locally K-Nash homomorphism.
Proof. Firstly, we prove that α is a locally K-Nash map, provided that U ′ ⊆ U and V are neighbourhoods of the identity of G and H respectively. By Proposition 3.2, we can assume that the locally K-Nash groups G and H equipped with A (U,φ) and A (V,ψ) , respectively, are locally K-Nash isomorphic to the original structures. Let g ∈ G. We have that (gU, φ g ) and (α(g)V, ψ α(g) ) are charts of G and H respectively with g ∈ gU ′ ⊆ gU and α(g) ∈ α(g)V . By Proposition 2.5.(3), it would be enough to show that the map
is K-Nash. The latter is true since ψ • α • φ −1 is a K-Nash map and
It remains to prove that we can assume that the relevant open sets can be taken neighbourhoods of the identity. Fix g ∈ U ′ . Since multiplication in G is a locally K-Nash map, there exist a chart (U 0 , φ 0 ) of G and an open neighbourhood of the identity
is a K-Nash map. By continuity and since (ψ
we can take
In particular, the composition
is just a semialgebraic map. Indeed, by Fact 2.1 and restricting U ′ if necessary, we can assume that the map ψ
Next, we characterise those analytic isomorphisms which are isomorphisms of locally K-Nash groups. We recall that if an analytic map is an isomorphism of groups then its inverse is also an analytic map.
Proposition 3.5. Let G and H be locally K-Nash groups equipped with atlases A and B, respectively. Then, a continuous isomorphism α : G → H is an isomorphism of locally K-Nash groups if and only if there exist, for each pair of charts of the identity (U, φ) ∈ A and (V, ψ) ∈ B, an open neighbourhood of the identity
Proof. We begin with the left to right implication. Fix a pair of charts of the identity (U, φ) ∈ A and (V, ψ) ∈ B. Since α is a locally K-Nash map, by Proposition 2.5. (2) there exists an open neighbourhood of the identity
Now we show the right to left implication for the case K = R. Fix i ∈ {1, . . . , n}. By hypothesis ψ i • α is algebraic over R(φ) on W and, therefore, since φ is a diffeomorphism, 
is continuous, we obtain that each coordinate function ψ i • α • φ −1 is a semialgebraic function on φ(W ). By Remark 3.4, we deduce that α is a locally Nash map. Moreover, we also have that the inverse of the above map,
is semialgebraic and, therefore, again by Remark 3.4, we deduce that α −1 is a locally Nash map. Thus, α is a locally Nash isomorphism. Finally, we prove the right to left implication of the case K = C. We can assume that φ(W ) is connected and semialgebraic. Since
is both continuous and algebraic over C(id), it follows from Fact 2.2 and Proposition 3.3 that α is a locally C-Nash homomorphism. Moreover, by invariance of domain, we have that
is continuous and also algebraic over C(id). Then, again by Fact 2.2 and Proposition 3.3, we conclude that α −1 is a locally C-Nash isomorphism, as required.
The following is an immediate consequence of the last proposition.
Corollary 3.6. Let G together with a K-Nash atlas A be a locally K-Nash group. Let (U, φ) and (V, ψ) be charts of the identity of A. If (G, ·, φ| U ) and (G, ·, ψ| V ) are locally K-Nash groups then they are locally K-Nash isomorphic.
In particular, the corollary says that the isomorphism type of the locally K-Nash group (G, ·, φ| U ) depends only on the germ of φ at the identity.
Next we show that the category of locally K-Nash groups is closed under universal coverings Proposition 3.7. Let G be a locally K-Nash group. Let G be its (analytic) universal cover. Then, G can be equipped with the structure of a locally K-Nash group in such a way that the covering map π : G → G is a locally K-Nash homomorphism. This structure is unique up to isomorphism. Moreover, any analytic section of the covering map is also a locally K-Nash map.
Proof. By Proposition 3.2, we may assume that the K-Nash atlas of G is of the form A (U,φ) for some open neighbourhood of the identity U ⊆ G, where
We know that G is an analytic group and π an analytic homomorphism. Then, there exist an open neighbourhood of the identity U ′ ⊆ U and an analytic section s :
We note that since (U, φ) satisfies properties (i) and (ii) of Fact 3.1, (s(U ′ ), φ • π) also does. Therefore, there exists an open neighbourhood of the identity
To check that the covering map π is a locally K-Nash homomorphism, it is enough to apply Proposition 3.3 to π noting that
is the identity map and, hence, a K-Nash map. Now, we check that the structure is unique up to locally K-Nash isomorphism. Fix two locally K-Nash atlas A 1 and A 2 such that π : G → G is a locally K-Nash homomorphism when G is equipped with either A 1 and A 2 . Since the analytic structure is unique up to analytic isomorphism, it is enough to check that ( G, A 1 ) and ( G, A 2 ) are locally K-Nash isomorphic. Since π is a locally K-Nash map, given a chart of the identity (ϕ, W ) of G there exist charts of the identity (
This means that ψ 2 is algebraic over K(ψ 1 ) on some open neighbourhood of the identity and, hence, by Proposition 3.5, the identity map from ( G, A 1 ) to ( G, A 2 ) is a locally K-Nash isomorphism.
Next, we fix an open subset W ⊆ G and an analytic section s W : W → G and we want to check that s W is a locally K-Nash map. (We note that since W is an open subset of G, it has itself the structure of a locally KNash manifold.) By Proposition 2.5.(3), it is enough to check that for each a ∈ W there exist g ∈ G,g ∈ G and U ′ ⊆ U such that the restriction of
and U ′ such that aφ(U ′ ) is a semialgebraic open subset of W , we get that the previous map is the identity map on φ(U ′ ) and, hence, a K-Nash map.
To consider non simply connected locally K-Nash groups, we will be interested in taking quotients of locally K-Nash groups by normal discrete subgroups, next remark shows that doing so we keep within our category.
Remark 3.8. Let (G, ·, φ| U ) be a locally K-Nash group and let Λ a normal discrete subgroup of G. Then, (G/Λ, ·, φ| U ) is a locally K-Nash group and the projection map is a locally K-Nash map.
Proof. We can provide to G/Λ a structure of locally K-Nash group as follows. Let π : G → G/Λ be the canonical projection of G onto G/Λ. Take (U, φ) a chart of G such that U only intersects Λ in the identity of G and define
Since G/Λ has a natural structure of complex analytic group and (π(U ), ψ) obviously satisfies (i) and (ii) of Fact 3.1 (because (U, φ) satisfies both properties being a chart of G), there must exist V ⊆ π(U ) such that A (V,ψ) is a K-Nash atlas for G/Λ. When G/Λ is equipped with this locally K-Nash structure, the projection π is a locally K-Nash map.
The rest of this section is dedicated to check that there is a natural adaptation to our context of classical results concerning the relation between the algebraic and the analytic structure of complex algebraic groups.
Following the notation of [18] , recall that an (abstract) algebraic group is a group G together with a finite covering of subsets Y 1 , . . . , Y d of G with bijections f i from Y i onto an affine algebraic set X i , for i = 1, . . . , d, such that:
is locally rational. Recall that locally rational means that for each point of X i,j there exists a smaller Zariski open neighbourhood of the point where the map is regular, that is, f i,j can be written as the quotient of two polynomials whose denominator does not vanish in that neighbourhood.
(2) For each triple (i, j, k), both
are respectively Zariski open subsets of X i × X j and X i and the maps
and
are locally rational. We call each pair (
We say that an (abstract) algebraic group is irreducible if its corresponding underlying variety is irreducible, that is, if it cannot be written as the union of two proper closed subsets.
We first show that a complex algebraic group has a natural structure of locally C-Nash group. We recall that, given an affine algebraic set X ⊆ C m , the set of smooth points of X is
where T X,a denotes the Zariski tangent space. The set Smooth(X) is an open Zariski subset of X and it has a natural structure of complex analytic submanifold of C m .
In our case, given a complex algebraic group G, let Smooth(G) be the set of all preimages of the smooth points by the Zariski charts. Then, clearly Smooth(G) = G. In particular, G has a canonical n-dimensional complex manifold structure, for some n. Henceforth, when we refer to open subsets of G we mean open with respect to this complex manifold structure.
Lemma 3.9. Let G be a n-dimensional complex algebraic group. Then, there exists a C-Nash atlas A such that G equipped with A is a locally CNash group. Moreover, if (Y, f ) is a Zariski chart of the identity of G, then there exist a projection π : C m → C n on some coordinates and an open subset
Proof. By the paragraph above, we already have an analytic structure on G, so it is enough to check properties (i) and (ii) of Fact 3.1. Let f : Y → X ⊆ C m be a Zariski chart of the identity e ∈ Y ⊆ G. Let U ⊆ Y be an open neighbourhood of e for which there exists a projection π : C m → C n on some coordinates such that (U, π • f | U ) is a chart of the analytic structure of G. Note that we can assume that f (U ) is a semialgebraic set, so that V := (π • f )(U ) is also semialgebraic. In particular, the inverse s : V → f (U ) ⊆ C m of the projection π : f (U ) → V is semialgebraic and analytic, i.e., a C-Nash map.
Since G is an algebraic group, there exists an open neighbourhood U ′ ⊆ U of e such that
satisfies that each coordinate function is the quotient of two polynomials whose denominator does not vanish. Without loss of generality, we can assume that f (U ′ ) is semialgebraic, so the map above is a C-Nash map. Finally, the composition
where φ := π • f | U , is a C-Nash map, as required. Similarly, one shows that for each g ∈ G there exists U g ⊆ U such that φ • − g • φ −1 | φ(Ug ) is a C-Nash map making use of the fact that conjugation by g is a rational map in the Zariski charts.
We now analyze locally C-Nash maps between algebraic groups. 
is a chart of the locally C-Nash structure of G i . We can assume that the projections are over the first n coordinates.
Note that, shrinking W , we can also assume that g(W ) ⊆ Y 2 . Moreover, we can assume that the open subset U := (
In other words, if we denote
. . , z n ))) = 0 for (z 1 , . . . , z n ) ∈ U and j = 1, . . . , n. So, if we consider
and the Zariski closed subset Z := (X 1 × X 2 ) ∩ n j=1 Z j of X 1 × X 2 then the graph of g is contained in Z. Furthermore, note that Z is n-dimensional near 0. Now, since the graph of g is an analytic manifold, we also deduce that Z must be irreducible.
All in all, we have shown that 
On the other hand, consider the Zariski closed subset
We have showed that A W 2 ⊆ R, so that B ⊆ R. Finally, let us show that B −1 = B. Take the Zariski closed set I = {a ∈ G 1 × G 2 | a −1 ∈ B}. Since W −1 2 = W 2 , we have that A W 2 ⊆ I and, therefore, B ⊆ I, as required. We have proved that B is an irreducible algebraic subgroup of G 1 × G 2 of dimension n. As B is a group, it is actually connected and pure dimensional. Consider the projection p 1 : B → G 1 . Note that p 1 (B) is a n-dimensional subgroup of the irreducible G 1 , so that p 1 is onto. We have that ker(p 1 ) = e × F 2 , where F 2 is a subgroup of G 2 . Moreover, since dim(B) = dim(G 1 ) = n, we deduce that F 2 is finite. Similarly, the projection p 2 : B → G 2 is onto and ker(p 2 ) = F 1 × e, where F 1 is a finite subgroup of G 1 . Therefore,
where the equalities occur in the algebraic category. Hence, we conclude that G 1 and G 2 are isogenous.
Corollary 3.11. Let G 1 and G 2 be irreducible algebraic groups. If G 1 and G 2 are locally C-Nash isomorphic, then they are biregularly isomorphic.
Proof. Let g : G 1 → G 2 be a locally C-Nash isomorphism. Let W be an small enough neighbourhood of the identity of G 1 and consider the restriction g| W : W → G 2 . As in the proof of Corollary 3.10, let B the irreducible subgroup of G 1 × G 2 of dimension n that projects onto G 1 and G 2 . Without loss of generality, we can assume that B is the Zariski closure of A := Graph(g| W ) ⊆ G 1 × G 2 . Now, let H be the graph of g, which is an analytic connected subgroup of G 1 × G 2 of dimension n. Since H ∩ B is an analytic subset of the analytic connected manifold H which contains an open set (because it contains A), it follows that H ∩ B = H, i.e., H is a subgroup of B. Since B is a connected group of dimension n and H is a n-dimensional subgroup, it follows that B = H. In particular, the isomorphism g is a morphism between algebraic varieties, as required.
For the real points of algebraic groups defined over R we have the following result, see [11] for details. Proposition 3.12. Let G 1 and G 2 be irreducible algebraic groups defined over R. For i = 1, 2, let G i (R), G i (R) o and G i (R) o denote the real points, its connected component and the universal covering respectively. Then the following are equivalent:
There is a biregular isogeny between G 1 and G 2 defined over R. 
Proof. (2) implies (1) is clear. We show (3) implies (2). The graph of the isogeny is a Nash subgroup of subgroup
Take the Zariski closure H of the latter in G 1 × G 2 , which is an algebraic subgroup of dimension n. The projection over the irreducible G 1 is a constructible subgroup of G 1 of dimension n, so it equals G 1 . Similarly for G 2 . Therefore H induces an biregular isogeny defined over R.
(1) implies (3). By (1) we have a local Nash isomorphisms g : 1 . For each W 1 ∈ F, we consider the Nash closure (which exists for we are in the affine setting) It is easy to show that B is a Nash connected subgroup of G 1 (R) o ×G 2 (R) o of dimension n, which induces a Nash isogeny, as required.
Abelian locally K-Nash groups
A simply connected abelian locally K-Nash group is analytical isomorphic to K n , for some n. Thus, this section is dedicated to the study of the local K-Nash group structures on K n . Since we want to consider both the real and complex case, we first recall some notions related to invariant meromorphic maps. Then, we will introduce some notation which allow us to state the results in [2] -on maps admitting an algebraic addition theorem-, and finally, we will apply these results to our case.
We recall that a meromorphic map f : C n C m is an invariant meromorphic map if f (u) = f (u) for each u ∈ C n where f is defined. We say that a map f : C n C m is C-meromorphic if it is just meromorphic and R-meromorphic if it is invariant meromorphic.
Let O K,n be the ring of power series in n variables with coefficients in K that are convergent in a neighbourhood of the origin, and M K,n its quotient field. As usual, by the identity principle for analytic functions, we identify O K,n with the ring of germs of analytic functions at 0, and M K,n with its quotient field.
We say that φ ∈ M n K,n admits an algebraic addition theorem (AAT) if φ 1 , . . . , φ n are algebraically independent over K and φ(u + v) is algebraic over K (φ 1 (u) , . . . , φ n (u), φ 1 (v), . . . , φ n (v)), where u and v denote n-tuples of variables.
We will make use of the following result of [2] :
. . , φ n ) ∈ M n K,n admit an AAT. Then, there exist ψ := (ψ 1 , . . . , ψ n ) ∈ M n K,n admitting an AAT and algebraic over K(φ), and an additional meromorphic series ψ 0 ∈ M K,n algebraic over K(ψ) such that:
. . , ψ n is the quotient of two convergent power series whose complex domain of convergence is C n .
We recall that the only analytic structure on the additive group K n is the standard one (the one given by the identity map and that its compatible charts are exactly the analytic diffeomorphisms).
Lemma 4.2. Let (U, φ) be a chart of the identity of the group K n compatible with its standard analytic structure. Then, the following are equivalent: (1) There exists an open neighbourhood of the identity U ′ ⊆ U such that
is a K-Nash map (and therefore, there exists an open neighbourhood V ⊆ U of 0 such that (K n , +, φ| V ) is a locally K-Nash group), and (2) φ admits an AAT.
Proof. (1) implies (2): By hypothesis, φ(U ′ ) is semialgebraic, since it is the projection of the domain of a semialgebraic map. Fix i ∈ {1, . . . , n}. As we have mentioned in the definition of K-Nash map, this hypothesis implies that there exists P i ∈ K[X 1 , . . . , X 2n+1 ], P i = 0, such that
where x := (x 1 , . . . , x n ) and y := (y 1 , . . . , y n ). Since φ is a diffeomorphism, letting u := φ −1 (x) and v := φ −1 (y), we deduce that
In addition, the coordinate functions φ 1 , . . . , φ n are clearly algebraically independent. So φ admits an AAT. (2) implies (1): Fix i ∈ {1, . . . , n}. If φ admits an AAT then there exists
for some open neighbourhood of the identity U ′ ⊆ U . Since φ is a diffeomorphism, we can let x := φ(u) and y := φ(v) and argue as before once we shrink U to make it semialgebraic.
Let f : C n C n be a K-meromorphic map admitting an AAT and satisfying the following condition: (*) there exist a ∈ K n and an open neighbourhood U ⊆ K n of 0 such that
is an analytic diffeomorphism onto its image.
By [2, Lems. 3 and 4] such ϕ admit an AAT. We will denote by (K n , +, f ) the locally K-Nash group (K n , +, ϕ| V ), where V ⊆ U is an open neighbourhood of 0 given by Lemma 4.2 and [2, Lem. 3 and 4]. To make the notation sound, it remains to check that the locally K-Nash group structure is independent of a and the domains U and V . That is, we have to show that given a K-meromorphic map f : C n C n admitting an AAT, and given a 1 , a 2 ∈ K n such that
are analytic diffeomorphisms onto their corresponding images, we have that (K n , +, ϕ 1 | V 1 ) and (K n , +, ϕ 2 | V 2 ) are isomorphic as locally K-Nash groups, where V 1 ⊆ U 1 and V 2 ⊆ U 2 are given by Lemma 4.2. By [2, Lem. 3] ϕ 1 is algebraic over K(ϕ 2 ). Hence, by Proposition 3.5 the identity map is a locally
Hereafter, when we write (K n , +, f ) is a locally K-Nash group, we are also assuming that f : C n C n is a K-meromorphic map admitting an AAT and satisfying condition (*) above.
Remark 4.3. If (R n , +, f ) is a locally Nash group then (C n , +, f ) is a locally C-Nash group. Indeed, by definition the invariant f : C n C n admits an AAT and satisfies condition ( * ) for K = R. That is, there exist a ∈ R n and an open neighbourhood U ⊆ R n of 0 such that the map U → R n : u → f (u + a) is an analytic diffeomorphism. Hence, the determinant of its Jacobian at 0 is not zero. Thus, the determinant of the Jacobian at 0 of f (u+ a) : C n C n is not zero, and we get that f is a local diffeomorphism at 0. Conversely, if (C n , +, f ) is a locally C-Nash group and f is invariant then (R n , +, f ) is a locally Nash group. For, working again with the Jacobian it is easy to find a ∈ R n such that condition (*) is satisfied. Now we are ready to prove the main results of this section. Theorem 4.4. Every simply connected n-dimensional abelian locally KNash group is isomorphic to some (K n , +, f ).
Proof. Let G be a simply connected n-dimensional abelian locally K-Nash group equipped with a Nash atlas B := {(W i , ϕ i )} i∈I . In particular, G is an analytic group with this atlas and, therefore, there exists an isomorphism of analytic groups α : G → K n , where K n is equipped with its unique analytic group structure, the standard one. Since B is a K-Nash atlas for G, we have that
is a K-Nash atlas for K n compatible with its standard analytic structure. Moreover, G equipped with B is clearly locally K-Nash isomorphic to K n equipped with A (see Proposition 3.5). Now, consider a chart of the identity (U, ϕ) ∈ A. Firstly, note that, as analytic chart, (U, ϕ) must be compatible with the standard analytic structure of K n , so ϕ is an analytic diffeomorphism. Also, being a chart of a locally K-Nash group structure, it satisfies condition (1) of Lemma 4.2, so ϕ admits an AAT. Now, we apply Fact 4.1 to ϕ to obtain ψ := (ψ 1 , . . . , ψ n ) ∈ M n K,n convergent on C n and admitting an AAT such that ϕ is algebraic over K(ψ).
We will prove that (K n , +, ψ) is a locally K-Nash group isomorphic to (K n , +, ϕ| U ) and hence to K n with its atlas A, so we can take ψ for the f in the statement. The only thing which remains to be proved is that ψ satisfies condition (*). Indeed, there exists an open dense subset W ⊆ K n such that ψ| W : W → K n is analytic. Let ∆ denote the determinant of the Jacobian of ψ| W . Since ϕ is an analytic diffeomorphism, we deduce that dϕ at 0 is a vector space isomorphism. Hence, dϕ 1 , . . . , dϕ n are linearly independent over M K,n , and so they are dψ 1 , . . . , dψ n . Thus, ∆ is not identically zero on W , so there exists a ∈ W such that ∆(a) = 0. Thus, ψ is a local diffeomorphism at a, so there exists an open neighbourhood V ⊆ K n of 0 such that V → K n : u → ψ(u + a) is a diffeomorphism onto its image, as required.
The following result characterises the isomorphisms between groups of the above form.
Proposition 4.5. The locally K-Nash groups (K n , +, f ) and (K n , +, g) are isomorphic if and only if there exists α ∈ GL n (K) such that g • α is algebraic over K(f ).
Proof. By definition, there exist a, b ∈ K n and an open neighbourhoods U, V ⊆ K n of 0 such that the maps
are charts of the corresponding groups. By Proposition 3.5 it suffices to prove that for any α ∈ GL n (K), g • α is algebraic over K(f ) if and only if g b • α is algebraic over K(f a ). The latter is true by [2, Lem. 3].
Next, we introduce an invariant of isomorphism types of abelian locally K-Nash groups, which will be specially useful for the classification of the latter groups in dimension one and two (see [3] ).
Let Λ be a discrete subgroup of C n . Then, there exist r ≤ 2n and λ 1 , . . . , λ r ∈ Λ, linearly independent over R, such that
We call r the rank of Λ (the dimension of Λ as a free Z-module), and denote it by rank Λ. A discrete subgroup Λ of C n is a lattice if rank Λ = 2n. We say that a subgroup G ≤ C n is an invariant subgroup if G = G, i.e., if g ∈ G implies that g ∈ G.
The previous concepts are related to meromorphic maps as follows. Given a meromorphic map f : C n C m , we define the group of periods of f as
, for all b ∈ C n . Note that Λ f is a subgroup of C n , which is invariant, provided K = R. We have the following:
Lemma 4.6. Let f : C n C n be a meromorphic map. We have: (1) If f is a local diffeomorphism at some point, then Λ f is a discrete subgroup of C n . (2) If f is a K-meromorphic map, a ∈ K n and, for some open neighbourhood of 0, U ⊆ K n , the restriction of f (u+ a) to U is an analytic diffeomorphism, then Λ f is a discrete subgroup of C n . (3) If Λ f is a discrete subgroup of C n and α ∈ GL n (C), then Λ f •α is a discrete subgroup of C n with rank Λ f •α = rank Λ f .
Proof. (1) We can assume that f is a local diffeomorphism at 0. If Λ f is not a discrete subgroup of C n then, there exists an infinite sequence {a k | k ∈ N} of points of Λ f that converges to some a ∈ C n . Since f is a local diffeomorphism at 0, we can take ǫ > 0 such that f is injective and analytic on an open ball of radius ǫ centered at 0. Let N ∈ N be such that a k − a N < ǫ for all k ≥ N . Now, Λ f is a subgroup of C n , thus a k − a N ∈ Λ f for all k ∈ N. This implies that f (a k − a N ) = f (0) for all k ∈ N, which contradicts that f is injective in the mentioned ball.
(2) By (1) we have the case K = C, the case K = R reduces to the former one by the argument in Remark 4.3.
(3) Take r ≤ 2n and λ 1 , . . . , λ r ∈ Λ linearly independent over R such that Λ f = Zλ 1 ⊕ . . . ⊕ Zλ r . Then, α −1 (λ 1 ), . . . , α −1 (λ r ) ∈ Λ are linearly independent over R and
Lemma 4.7. Let f, g : C n C n be meromorphic maps such that Λ g is a discrete subgroup of C n and g is algebraic over C(f ). Then, Λ f is also discrete and there exists N ∈ N \ {0} such that N Λ f ≤ Λ g , and so rank Λ f ≤ rank Λ g . Moreover, if the coordinate functions of g are algebraically independent over C then rank Λ f = rank Λ g .
Proof.
We begin by proving that Λ f is discrete. Fix j ∈ {1, . . . , n} and let P j (Z) be the minimum polynomial of g j (u) over C(f (u)). For every λ ∈ Λ f we have that g j (u + λ) is also a root of P j (Z). Therefore there are λ 1 , . . . , λ ℓ j ∈ Λ f such that for every λ ∈ Λ f there is i ∈ {1, . . . , ℓ j } with g j (u + λ) = g j (u + λ i ), and so λ − λ i ∈ Λ g j . Thus, (Λ f + Λ g j )/Λ g j has finite order ℓ j ∈ N * and we can conclude since the order of (Λ f + n j=1 Λ g j )/ n j=1 Λ g j is less or equal than ℓ 1 · · · ℓ n . Now, we show that there exists N ∈ N \ {0} such that N Λ f ≤ Λ g . We may assume that Λ f = {0}. Take λ ∈ Λ f \ {0} and fix j ∈ {1, . . . , n}. Since g j (u + kλ) is a root of P j (Z) for each k ∈ Z, there exist
, and consider N λ the l.c.m. of N 1 , . . . , N n . Let {λ 1 , . . . , λ m } be a basis for Λ f , and denote by N the l.c.m. of the N λ 1 , . . . , N λm . Clearly N Λ f ≤ Λ g , as required. This also shows that Λ g contains at least rank Λ f linearly independent vectors over R, so rank Λ f ≤ rank Λ g . The other assertion follows by symmetry, since if g 1 , . . . , g n are algebraically independent over C then f is algebraic over C(g).
Proposition 4.8. Let (K n , +, f ) and (K n , +, g) be isomorphic locally KNash groups, for some K-meromorphic maps f, g : C n C n that admit an AAT. If (K n , +, f ) and (K n , +, g) are isomorphic then rank Λ f = rank Λ g .
Proof. By Proposition 4.5, there exists α ∈ GL n (K) such that g • α is algebraic over K(f ). We note that, by Lemma 4.6. (4) and (5), both Λ g and Λ f are discrete subgroups of C n . By Lemma 4.6.(6), Λ g•α is also a discrete subgroup of C n , with rank Λ g•α = rank Λ g . Now, by Lemma 4.7, rank Λ g•α = rank Λ f , so rank Λ f = rank Λ g .
We now show that the classification of connected abelian locally K-Nash groups reduces to the classification of quotients of locally K-Nash structures over the additive group K n by discrete subgroups.
Proposition 4.9. (I) Every connected n-dimensional abelian locally K-Nash group is isomorphic to some (K n , +, f )/Γ, where Γ is a discrete subgroup of K n .
(II) Given discrete subgroups Γ 1 and Γ 2 of K n , two locally K-Nash groups (K n , +, φ)/Γ 1 and (K n , +, ψ)/Γ 2 are isomorphic if and only if there exists an isomorphism α :
Proof. (I) Let G be a connected n-dimensional abelian locally K-Nash group. By Proposition 3.7, G is a a simply connected n-dimensional abelian locally K-Nash group, so we can apply Theorem 4.4.
(II) We begin with the left to right implication. Let π 1 and π 2 denote the projections of K n onto K n /Γ 1 and K n /Γ 2 , respectively. Let β be the locally K-Nash isomorphism from (K n , +, φ)/Γ 1 to (K n , +, ψ)/Γ 2 . Take an open neighbourhood of the identity U ⊆ K n and an analytic section s 2 : β(π 1 (U )) → K n such that π 2 • s 2 = Id and e ∈ s 2 (β(π 1 (U ))). Then, the map d e (s 2 • β • π 1 ) : T e K n → T e K n is trivially a homomorphism of Lie algebras. Hence, there exists a homomorphism of Lie groups, α :
. By symmetry, changing β by β −1 , we get that α is an isomorphism of Lie groups. So α ∈ GL n (K) and β •π 1 = π 2 •α. Now, we note that both α and β are injective maps and, hence, ker(β • π 1 ) = Γ 1 , ker(π 2 • α) = α −1 (Γ 2 ) and α(Γ 1 ) = Γ 2 . It only remains to show that α is a locally K-Nash map. By Proposition 3.7, the maps π 1 and s 2 are locally K-Nash maps, so α| U = s 2 • β • π 1 | U is a locally K-Nash map. Thus, by Proposition 3.3, α is a locally K-Nash homomorphism.
For the right to left implication, let
By definition, β is an analytic isomorphism. It only remains to show that β is a locally K-Nash map. Take a sufficiently small open neighbourhood of the identity U of K n /Γ 1 and an analytic section s 1 : U → K n such that
By Proposition 3.7, the maps s 1 and π 2 are locally K-Nash maps, so β| U is a locally K-Nash map. By Proposition 3.3, β is a locally K-Nash map.
We finish the paper by proving one of our main results.
Theorem 4.10. Every simply connected n-dimensional abelian locally CNash group is the universal covering of some (abstract) abelian complex irreducible algebraic group of dimension n.
Proof. By Theorem 4.4, we may assume that the locally C-Nash group is of the form (C n , +, φ), for some meromorphic map φ = (φ 1 , . . . , φ n ) : C n C n admitting an AAT. Moreover, by Fact 4.1, we may assume that there exist a meromorphic function φ 0 : C n C and R ∈ C[X 0 , . . . , X n ] \ {0}, irreducible, such that R(φ 0 , . . . , φ n ) = 0 and, for each φ i , i ∈ {0, . . . , n}, there exist R i ∈ C(X 0 , . . . , X 2n+1 ) and Q i ∈ C(X 0 , . . . , X n ) satisfying
. . , φ n (v)) and
Let F be the field generated by the coefficients of R, R 0 , . . . , R n , Q 0 , . . . , Q n and let V ⊆ C n+1 be the zero set of R. Our aim is to show that V is a pre-group in the sense of Weil [22] , via the group (C n , +, φ). Let us denote by X the analytic subset of C n such that C n \ X is the set of points where all φ 0 , . . . , φ n are defined and let us consider the natural map
We first note that, since φ 1 , . . . , φ n are algebraically independent over C, the affine irreducible algebraic subset V of C n+1 is n-dimensional.
Step 1. We can define the maps
. . , Q n (x)), which are rational maps over F and satisfy the following properties: (G1) If x, y are independent generic points of V over the field F and z = f (x, y) then
Indeed, take D the Zariski open subset of V × V of all points (x, y) where f (f (x, y), g(x)) is defined and consider the subset of D given by
The set is Zariski closed, so that it equals D ∩ Y , where Y is a Zariski closed subset of V × V . Moreover, since D ∩ Y contains Φ(C \ X) × Φ(C \ X), we deduce that Y has dimension 2n and, therefore, it equals the irreducible
This shows that F (y) ⊆ F (x, z) and, by symmetry, we get that F (x) ⊆ F (z, y), as required. The proof of G2 is similar. Hence, we have proved that V is a pre-group [22, § I.1].
Step 2. By [22, Prop. 4] , there exists a birational equivalence ω : V W , where W is an affine variety group-chunk (see the definition just before [22, Prop. 3] (1) We have the following diagram:
(2) The following equalities hold:
for all points x, y ∈ V on which the involved functions can be evaluated. We also note that G is abelian because the algebraic subset of the irreducible G × G which consists in commuting elements does contain a subset of dimension 2n.
Step 3. Now, our purpose is to define a local isomorphism between C n and G. Let Z be the algebraic subset of V for which the birational maps ω and g are well-defined maps in V \ Z. Consider also the analytic subset Φ −1 (Z) of C n \ X and denote U := (C n \ X) \ Φ −1 (Z), which is an open dense subset of C n \ X. We also note that U is connected, since it is the complement in C n of a (thin) analytic subset. Therefore, we can consider the following analytic map:
Step 3.1. We claim that the map h satisfies that h(x + y) = h(x)h(y), for all x, y ∈ U . Indeed, the analytic subset {(x, y) ∈ U × U : h(x + y) = h(x)h(y)} has non-empty interior because of the above relation of f and the group operation of G. Since U × U is connected, they must coincide. Similarly, we have that h(−x) = h(x) −1 , for all x ∈ U .
Step 3.2. As U is dense in C n and the maps C n → C n : x → 2x and C n → C n : x → −x are homeomorphisms, the sets {x ∈ C n | 2x ∈ U } and {x ∈ C n | − x ∈ U } are dense subsets of C n . The subset of points of U where φ is a local analytic diffeomorphism is a proper analytic subset of U . Thus, there exists a ∈ U such that 2a ∈ U , −a ∈ U and φ is a local diffeomorphism at a. In particular, there exists an open semialgebraic neighbourhood U 1 of a for which we have that U 1 + U 1 ⊆ U and such that φ| U 1 is an analytic diffeomorphism onto its image. Thus, consider the following analytic diffeomorphism onto its image, s : −a + U 1 → G −a + u → h(a) −1 h(u).
Step 3.3. We claim that s is a local isomorphism. Indeed, given points u, v ∈ U 1 for which (−a+u)+(−a+v) ∈ −a+U 1 , we have that −a+u+v ∈ U 1 and, since u + v ∈ U 1 + U 1 ⊆ U , we deduce s (−a + u) + (−a + v) = s − a + (−a + u + v) = h(a) −1 h(−a + u + v).
As −a ∈ U and u + v ∈ U , we deduce as required.
Step 3.4. By Corollary 3.9, we have that G has a locally C-Nash structure and our aim now is to show that s is a locally C-Nash map. We explicitly define charts of G and (C n , +, φ) to work with. Note that h(a) −1 W 1 → W : y → ρ(h(a)y) is also a Zariski chart. In fact, since h(a) ∈ W 1 , it is a Zariski chart of the identity. By Corollary 3.9, there exist an open subset W 2 of W 1 , with h(a) ∈ W 2 , and a projection π such that
is a chart of the identity of the locally C-Nash structure of G, as required. We also consider the following chart of 0 of (C n , +, φ),
where we have shrunk U 1 so that s(−a + U 1 ) ⊆ h(a) −1 W 2 .
To show that the map s is a locally C-Nash map, using the above charts, it reduces to show that the map
is algebraic over C(id). By definition of the map h, we have that π(ρ(h(φ −1 (z)))) = π(ω(φ 0 (φ −1 (z)), z)).
On the other hand, φ 0 is algebraic over C(φ) and, hence, φ 0 •φ −1 is algebraic over C(id). Thus, since ω is a rational map and π is a projection, we deduce that s is a locally C-Nash map, as required.
Step 3.5. Finally, since the local isomorphism s can be lifted to an analytic global isomorphism S : (C n , +, φ) → G, showing that S is a locally C-Nash map reduces to check that the map s is a locally C-Nash (see Proposition 3.3), so we are done.
From the latter theorem, Lemma 3.9 and Proposition 3.7 we get the following.
Corollary 4.11. The category of simply connected abelian locally C-Nash groups coincides with that of universal coverings of the abelian complex irreducible algebraic groups.
Remark 4.12. In the proof of Theorem 4.10, if f is invariant then the algebraic group we obtain is defined over R. Therefore, we also have an alternative proof -in the abelian case-to the result in [10] mentioned in the Introduction.
