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AbstractȯWith the development of modern wireless communication technology, especially the vehicle 
ȱ ȱǻǼȱ ¢ǰȱȂȱ ȱȱȱ ǰȱ ǰȱȱȱ
can be readily obtained at upstream cross-section. This information can be used to support traffic signal 
timing optimization in real time. A dynamic predictive traffic signal control framework for isolated 
intersections is proposed in a cross-sectional VII environment, which has the ability to predict vehicle 
arrivals and use which to optimize traffic signals. The proposed dynamic predictive control framework 
ȱ ȱ ¢ȱ ȱ ȱ ȱ ǻǼȱ  ȱ ȱ ȱ Ȃȱ ȱ ȱ ȱ
cross-sectional VII environment, as opposed to traditional vehicle passing/existing data, to predict the 
arriving flow distribution at the downstream stop-line. Then, a dynamic programming algorithm based on 
the exhaustive optimization of phases (EOP) is proposed working in rolling optimization (RO) scheme with 
a 2 seconds time horizon. The signal timings are continuously optimized by regarding the minimization of 
intersection delay as the optimization objective, and setting the green time duration of each phase as a 
constraint. In the end, the proposed dynamic predictive control framework is tested in a simulated 
cross-sectional VII environment and carried out a case study based on a real road network. The results show 
that the proposed framework can reduce the average delay and queue length by up to 33% and 35% 
respectively compared to traditional full-actuated control. 
 
Index TermsȯDynamic Predictive Control; Cross-Sectional Vehicle Infrastructure Integration; Dynamic 
Platoon Dispersion Model; Exhaustive Optimization of Phases; Rolling Optimization.  
I. INTRODUCTION 
ITH the increase of automobiles in cities around the world, the consequent traffic congestion causes 
great social and economic costs. Traffic signal control plays an important role in relieving traffic 
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congestion. Traffic signal control theory has been established for over a century and a half, starting from 
the pioneering work of Webster [1]. Since then, research and development in traffic signal controls have 
experienced three levels of control methods: fixed-time control, actuated control, and responsive control. 
Fixed-time control is based on historically collected traffic counts data and assumes traffic demand to be 
ǯȱȱȱȱȱȱȱ¢¢ȱȱȱȱȱȱȱȂȱ
passing/existing data. Responsive control used models to optimize the signal timing by analyzing detected 
traffic data in real time, in order to improve the performance and maximize the usage of intersection 
capacity [2-4]. There are a few widely used responsive traffic control systems in the world: SCATS [5] 
developed in Australia, SCOOT [6] developed in British, RODYN [7] and CRONOS [8] developed in 
France, UTOPIA [9] developed in Italy, and OPAC [10] and RHODES [11-12] developed in USA. 
Most of these existing control systems rely on traffic data from the conventional loop-detectors or video 
cameras which mainly collect the vehicle passing/existing data. While, dual-loop detectors can collect 
Ȃȱ ȱǰȱ ȱȱ ȱȱ ȱȱ ȱ ȱ ȱ ǯȱ ǰȱ Ȃȱ
speed data is not detected in the field for traditional traffic signal control. Recently, the development of 
electronic and communication technology [13], especially the Vehicle Infrastructure Integration (VII) 
technique, has enabled the information exchange between vehicles and infrastructure through wireless 
communication by installing onboard units (OBUs) and roadside units (RSUs). OBU and RSU can 
communicate with each other through Dedicated Short Range Communications (DSRC) technology. In a 
ȱǰȱ¡ȱȱȱȱȱǰȱȱȱȱȱȱȱȂȱǰȱȱ
and even acceleration et al can be directly collected [14]. 
In this paper, a special type of VII environment is developed. In a cross-sectional VII environment, RSUs 
are installed at specific roadside cross-section(s). This cross-sectional VII environment is much easier to 
implement compared to floating VII environment. This is because that on the one hand its communication 
is only needed at a limited number of locations. On the other hand, the positioning is not required since the 
location of the cross-section is already known. The floating VII environment performs communication 
continuously (actually in a very small period), and needs an additional channel for positioning [14]. In 
China, the VII environment, especially the cross-sectional VII environment is developing very fast in recent 
years. For example, the city of Chongqing has installed Radio Frequency Identification (RFID) detection 
roadside units (RSUs) at more than 900 cross-sections, and electronic license plates have been mandatorily 
installed for all local vehicles. 
In a cross-sectional VII environment, RSUs are normally installed at road sections either on overhead 
gantries or under road surfaces. When vehicles pass the location, their IDs and speeds are transmitted to 
RSUs. In this paper, the real-time speed data collected in the upstream cross-sectional VII environment is 
used. Then, a dynamic platoon dispersion model [15] is developed to predict the arrival distribution at the 
downstream stop-line. The predicted arrival distributions can be used for signal timing optimization in real 
time. A dynamic programming (DP) algorithm called exhaustive optimization of phases (EOP) is proposed 
which includes the constraints of both minimum/maximum green times of each phase and considers the 
non-integer stage (or phase group) solutions by upgrading from the controlled optimization of phases 
(COP) [11] algorithm. Moreover, the proposed algorithm presented in this paper applies a rolling 
optimization (RO) scheme based on dynamic traffic arrival prediction in a cross-sectional VII environment. 
The rest of paper is organized as follows: in the second section, a literature review of VII technology and 
signal control methods is presented; in the third section, the dynamic predictive control framework is 
presented; in the fourth section, a microsimulation environment is constructed based on a real road 
network, and the proposed algorithm is tested using simulation data; last but not least, conclusions and 
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future works are discussed. 
II. LITERATURE REVIEW 
ȱ¢ȱȱȱȱȱȱȂȱǰȱǰȱȱȱȱȱ
through the communication between OBUs and RSUs. In USA, the Federal Highway Administration 
ǻ
Ǽȱ ȱ¢ȱ ȱ£ȱ ȱ ȱ ȱ ȃ¡-	ȱȱ ȱȄȱ ǽŗŜǾǰȱ
which is a VII technology based responsive signal control system: RHODESNG with IntelliDriveSM. 
 ǰȱ ȱ ¢ȱ ǽŗŝǾȱ ȱ ȱ ȱ ȱ ȃȱ ȱ ȱ ȱ
Ȅǰȱ ȱmed at developing traffic control strategies for relieving congestion by monitoring 
traffic queues using VII technology. 
Different from loop detector data, VII environment provide more information of the vehicle states, such 
as ID, speed and acceleration et al. By utilizing these data, traffic control decisions can be made to be more 
dynamically responsive to real-time traffic conditions. There have been several studies utilizing VII data 
for signal control. Priemer and Friedrich [14] first proposed the concept of applying VII technology to 
ȱ ȱ ǯȱ ¢ȱ ȱ ȱ Ȃȱ ǰȱ ǰȱ ǰȱ ȱ ȱ ȱ ȱ ȱ
through wireless communication in a range of 300 m around the intersection. A dynamic programming 
algorithm is demonstrated to optimize signal timing using 5 secs as an optimization time step within a 20 
secs prediction time horizon. Goodall et al. [18] proposed a predictive microscopic simulation algorithm 
(PMSA) for signal control. The algorithm assumes data is available in connected vehicle environment 
including position, headway, and speed. Then it utilizes a microscopic simulation model to predict future 
traffic conditions. A rolling horizon strategy of 15 secs was chosen to optimize either delay only or a 
combination of delay, stops, and decelerations. Goodall [19] considered several market proportions of 
connected vehicles (penetration rates) and the states of the unequipped vehicle were estimated based on 
the states of equipped vehicle. However, the algorithm cannot be applied in real-time due to the 
computational requirements of the parallel simulation to predict the future traffic conditions, especially for 
application to a big network. 
He et al. [20] proposed a traffic signal control framework for multi-modes in a network of traffic signals 
under VII environment named PAMSCOD. A headway-based platoon recognition algorithm was 
developed to identify pseudo-platoons in the network. A mixed-integer linear programming (MILP) 
problem was solved to find the optimal signal plan based on current traffic conditions, controller status, 
platoon data, and priority requests. Simulation-based on a VISSIM model of two modes: transit and 
passenger cars, showed that PAMSCO can reduce delay for both under-saturated and oversaturated 
conditions. The results suggest that a 40% penetration rate was critical for effectively applying the 
algorithm. One limitation of PAMSCOD is that the computational requirements increase significantly with 
increasing traffic demand, since the number of decision variables is proportional to the traffic demand, and 
as such a real-time solution is not currently possible. Under the same VII framework, He et al. [21] 
integrated multi-modal priority control for emergency vehicles, transit buses, commercial trucks, and 
pedestrians, with the consideration of coordination and vehicle actuation. The signal coordination was 
treated as a virtual priority request in the formulation. However, utilizations of traditional vehicle 
actuation logic within the priority control framework may not be optimal for non-priority vehicles. 
Mckenney and White [22] investigated the microsimulation method to predict the traffic flow evolution 
ȱȂȱȱȱȱȱȱ¢ȱȱ¢ǰȱȱ£ȱȱȱ h the 
predicted traffic flow. Ahmane et al. [23] proposed a new approach for controlling the traffic at isolated 
intersections. They assumed that all vehicles are equipped with on-board units that allow them to 
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 ¢ȱȱȱȃȱȱ ¢Ȅȱding to their relative positions to the intersection. Lee et al. [24] 
studied a cumulative travel-time responsive real-time signal control method in a VII environment. The 
algorithm applied a Kalman Filter to estimate cumulative travel time under a low market penetration rate. 
The phasing with the highest combined travel time was set to be the next phase. The paper stated that at 
least 30% market penetration rate is required [20, 24]. 
Sen and Head [11] studied the signal control method for isolated intersection with traffic prediction 
based on detector data from the upstream intersection and developed the COP algorithm to optimize 
signal timing. The input traffic data to COP is predicted from detected traffic passing data at the upstream 
intersection by assuming vehicles traveling at constant speed. The COP applies both forward and 
backward recursions to search for the best timing plan within the prediction time horizon. Feng et al. [25] 
applied the COP algorithm with hypothetic data in a connected vehicle environment. However, there are 
restrictions in the COP algorithm: first, it did not consider the max green time. Therefore, more 
complications are faced in our study since the lower level of the model enumerates all cases for phase 
allocation. Second, it only considered integer stage solutions, that is, given a prediction time horizon, the 
algorithm could only find an optimal integer stage solution such as one, two, three, four or five stages 
within the prediction time horizon, which might not be the optimal solution. 
This study is aimed at developing a dynamic predictive traffic signal control framework. Compared to 
previous studies, there are basically three aspects of improvements: DPDM for flow arriving prediction 
which using statistical distribution for speed data collected at upstream cross-section and dynamically 
updated within a certain time window; a DP algorithm of EOP for exhaustively optimizing timing plans 
which considers both the minimum and maximum green times of each phase, and allows non-integer stage 
within the prediction time horizon; and a RO scheme for adapting to real-time changes in traffic flows 
which applies for both the traffic prediction and signal timing optimization in a rolling time step of 2 secs.  
III.  FRAMEWORK OF DYNAMIC PREDICTIVE CONTROL SYSTEM 
 In this section, we present a dynamic predictive control framework for responsive signal control in a 
cross-sectional VII environment. The proposed EOP algorithm optimizes the signal phase durations based 
on predicted vehicle arrivals predicted by DPDM and updates following a 2 secs RO scheme, which 
belongs to the responsive traffic signal control category. 
A. Signal timing optimization 
Here, a typical 4-approach intersection signal control is studied which has 8 phases and 4 signal timing 
stages (or called phase groups) as shown in Fig. 1. 
Barrier Barrier Barrier Barrier Barrier
1 2 3 4
5 6 7 8
Ring 1
Ring 2
Stage 1 Stage 2 Stage 3 Stage 4
 
Fig. 1. Ring barrier controller structure with stage definition for a 4-approach intersection. 
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A barrier is defined as the conflicts between movements. A phase is defined as a controller timing unit 
associated with the control of one or more movements. A stage, also called phase group is the phases 
organized by group and separating the crossing or conflicting traffic streams with time between when they 
are allowed to operate by adding a barrier between the movements. A typical example, as presented in Fig. 
1, has 4-stage, 8-phase for a control cycle. Normally, the phases or stages will run continuously step by step 
following the preset sequence for each cycle. 
Due to the sequential nature of signal timing optimization, DP algorithm [11, 26-28] is adopted here to 
search for an optimal plan based on predicted arrival traffic flow. A DP family algorithm, EOP, is proposed 
here which aims at minimizing intersection total control delay by considering both minimum/maximum 
phase green time constraints. In addition, the RO scheme is implemented to roll the timing plan 
optimization process in a 2-sec time-step by absorbing newly collected traffic data. As a result, even though 
the signal timing plan is optimized along the fixed prediction time horizon, it is only applied to the field for 
2 secs, after that a new timing plan is provided again after the optimization process. The compatibility 
between subsequent timing plans is ensured. 
In this example, the number of stages is four, the number of phases is eight as shown in Fig. 1. TABLE I 
lists the notation of parameters and variables used in this paper. 
 
ȱ 
NOTATION OF KEY PARAMETERS AND VARIABLES USED TO THIS PAPER. 
Variable  Unit 
   ࡮ ȱȱǯȱȱ¢ȱȱȱȱȱȱȱȁD?ȁǯ - ࡼ ȱȱǯȱȱ¢ȱȱȱȱȱȱȱȁD?ȁǯ - ࡿ࢐  ȱȱȱȱD?௝ǯ - ࢄ࢐ ൫D?௝൯ ȱȱȱȱǰȱȱȱvariableȱD?௝ǯ - 
   
ȱ   D? ȱȱ£ȱȱȱȱȱȱǰȱȱȱȱȱȱȱ
ȱȱ ?ǯ  D?௜୫୧୬  ȱȱȱȱȱD?ǯ  D?௜୫ୟ୶  ¡ȱȱȱȱȱD?ǯ  D? ȱ ȱǰȱȱȱȱȱ ȱȱȱȱȱȱ¢ ȱ
ȱȱȱȱȱȱȱȦǯ 
 D?௣ ሺD?ሻ  ȱȱȱȱȱȱD?ȱȱȱD?ǯ  D?D?௣  ȱ ȱȱȱȱD?ǯ ȉ-ŗ D? ȱǯ - 
ȱ  D?ா  ¡ȱ ȱȱ£ǰȱȱȱȱȱȱȱ ?ǯ  D?௜ 	ȱȱȱȱȱD?ǯ  D? ¡ȱȱȱȱȱ¢ȱǯ - D?௝ ȱȱȱȱȱȱȱȱȱȱȱȱȱȱ
ȱD?ȱȱǯ  D?௝୫୧୬  ȱȱȱȱȱD?ǯ  D?௝୫ୟ୶  ¡ȱȱȱȱȱD?ǯ  Ȳ௝ଵ ȱȱȱȱȱࢄ௝൫D?௝൯  Ȳ௝ଶ ȱȱ¡ȱȱȱࢄ௝൫D?௝൯  D?௝ ൫D?௝ǡ D?௝൯ ȱȱȱȱD?ǰȱȱȱȱD?௝ȱȱȱȱD?௝ǯ ȉ D?௝൫D?௝൯ ȱȱǻȱȱȱȱȱǼǰȱȱȱ
variableȱD?௝ǯ ȉ 
 6 D?௣ ሺD?ሻ  ȱȱȱȱȱȱD?ȱȱȱD?ǯ  D?௣ ሺD?ሻ ȱȱȱȱȱȱD?ȱȱȱD?ǯ  D?௣ ൫D?௝ǡD?௝൯ ȱ¢ȱȱȱD?ǰȱȱȱD?௝ȱȱȱD?௝ǯ ȉ D?௣ ሺD?ሻ  ȱȱȱȱD?ȱȱȱD?ǰȱ£ȱȱȱǰȱȱȱȱ
ǯ 
- 
ȱ
 
  D?௝ ȱȱȱȱȱȱȱȱȱȱȱD?ǰȱȱȂȱ
ȱǯ 
 
 
B. EOP formulation 
ȱ ȱ ȱ ǰȱ ȱ ¡ȱ ȱ  ȱǯȱ ȱ ȱȱȱ ȱ ȱ £ȱ ȱ ȱ ȱ
£ȱȱȱȱǯȱȱȱȱȱ ȱȱȱȱ¢ȱȱ
ȱȱȱȱȱȱȱǰȱȱȱȱȱȱȱȱȱȱȱ
ȱȱȱȱ ¢ǯȱȱ ȱȱȱȱ¢ȱȱȱȱȱȱǯ 
ȱȱȱȱȱȱȱD?ȱȱȱȱȱȱD?௜ǰȱȱȱȱ
¡ȱȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱ ȱȱ ȱ ȱ ȱ ȱȱ
 ȱȱǯȱǻŗ-ŘǼǯȱȱȱD? ൌ ሺD? ൅ D? െ  ?ሻ ? ?ǰȱ ȱ¢ȱƖȱȱȱȱǰȱȱ ȱǱ 
 
 
D?௝୫୧୬ ൌ ቐ ? D?D? ൌ  ?D?ସ୫୧୬ D?D? ൌ  ?D?D?D? D? ൒  ?D?௞୫୧୬ D?D?D?D?D?  
 
(1) 
 D?௝୫ୟ୶ ൌ ቐD?ଵ୫ୟ୶ െ D?௜ D?D? ൌ  ?D?ସ୫ୟ୶ D?D? ൌ  ?D?D?D? D? ൒  ?D?௞୫ୟ୶ D?D?D?D?D?  (2) 
 
ȱȱǽŗŗǾǰȱȱȱȱǻȱȱȱȱǼȱȱ ¢ȱȱȱȱȱȱȱȱ
ȱ£ȱD?ǰȱ ȱȱȱ¢ȱȱǯȱǰȱȱȱȱ¢ȱȱȱ
ȱȱȱȱǯȱǰȱȱǰȱȱȱȱ£ȱD?ȱȱ¡ȱȱD?ாǰȱ ȱȱ
ȱȱȱǯȱȱD?ாȱȱȱȱȱD?ǰȱD?ாȱȱȱ¡ȱȱȱ£ǯȱ
 ǰȱȱȱȱȱȱȱŖȱȱȱȱ¢ȱȱ£ȱD?ȱȱ ȱȱǯŘǯȱ 
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Fig. 2. Relationship between the elapsed green time (D?௜), state variables (D?௝ିଵ, D?௝), decision variable (D?௝), clearance 
interval (D?), total number of discrete time-steps (D?), and expanded total number of discrete time-steps (D?ா). 
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Proper selection of  D?ா could not only cover all possible solutions, but also reduce computation time. 
The selection method is explained as follows. COP does not allow green time to be left at the end of D? when 
it is less than the minimum green time of the following stage. It simply adds that time to the previous 
phase. Referring to the least common multiple idea, a method as presented in Eqs. (3-4) is developed to 
expand the prediction time horizon long enough to include a completely new phase. Therefore, there will 
be enough time to provide both green and clearance intervals which will satisfy the condition of applying 
COP. 
 
 ෍ ൫D?௝୫୧୬ ൅ D?൯఍భB?ି ଵ௝ୀଶ ൑ D? െ D? ൏෍ ൫D?௝୫୧୬ ൅ D?൯఍భB?௝ୀଶ  (3) 
 
 ෍ ൫D?௝୫ୟ ୶ ൅ D?൯఍మB?ି ଵ௝ୀଵ ൑ D? ൏෍ ൫D?௝୫ୟ୶ ൅ D?൯఍మB?௝ୀଵ  (4) 
 
The expanded time planning horizon D?ா is determined by searching for values of D?ଵB? and D?ଶB? that both 
meet the constraints described by Eqs. (3) and (4), and the following criteria of Eq. (5) . 
 
 D?ா ൌ  ቆ෍ ൫D?௝୫୧୬ ൅ D?൯఍భB?௝ୀଶ ൅ D?ǡ෍ ൫D?௝୫ୟ୶ ൅ D?൯఍మB?௝ୀଵ ቇ (5) 
 
A simple example is presented here to illustrate the DP process. Assuming signal control includes 
three stages: A, B, C, and some parameters as, D? ൌ ? ?ǡ D?୫୧୬ ൌ  ?D?D?D?D?ǡ D?୫ୟ୶ ൌ  ?D?D?D?D?ǡ D? ൌ  ?D?D?D?ǡ D? ൌ  ?. 
Then, a method of decision tree is used here to explain the DP process as shown in Fig.3.  First, based on 
Eqs. (1-5), the expanded optimization time horizon is calculated, D?ா ൌ  ? ?. Following that, the DP 
process is described as a decision tree shown in Fig.3. 
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C
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R
R
R
A
A
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C R A R B
C R A R B
R A R B R
“i1 = 2 s
t  = 1 s
t = 2 s
t = 3 s
t = 4 s
t = 5 s
t = 6 s
t = 7 s
t = 8 s
t = 9 s
t = 10 s
t = 11 s
t = 12 s
t = 13 s
R
Decision point, when there are multiple arrows point 
to R, calculate the shortest path, and keep the 
shortest path.
 
Fig. 3. An example of a signal timing plan decision tree. 
 
In Fig. 3, different colored arrows represent different paths. The point marked in green color R is a 
decision point. The utility value of these paths is computed when there are multi-paths arrive this decision 
point. Then, the minimum utility value of the path is saved together with its path sequence, other paths are 
ignored. Therefore, only one arrow departs from the decision point. For example, when D? ൌ ?, there are 
three paths arrive the green decision point R. The green arrow path is AėAėRėBėBėBėBėR, the 
yellow arrow path is AėAėAėAėRėBėBėR, and the red arrow path is AėAėAėRėBėB ėBėR. 
Then, the utility value of these three paths are computed and the minimum one path is retained and 
through the green decision point. Other two paths are stoped at the green decision point. 
Since there are only 10 secs data in this example, the COP only considers the integer stage solutions 
which imply these plans must stop at the decision point (clearance time point R). Therefore, the process 
will be truncated at time 10 secs when applying the COP, which is marked as the red color, and all 
enumerated possible timing plans are listed in TABLE II. There are only 4 integer stage plans checked, 
because other plans not ended with clearance time (i.e., not integer stage plans) are not considered. 
However, by following the EOP algorithm, the prediction time horizon is firstly expanded, then, all 
possible timing plans without the constraint of ending with clearance time are fully enumerated as listed in 
TABLE III. 
 
ȱȱ 
ȱ 	ȱ	ȱ ȱȱȱǻǼǯ 
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Plan ID Signal Timing Plan Plan ID Signal Timing Plan 
1 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 3 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
2 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 4 ሾ ? ൅  ?ǡ ? ൅  ?ሿ 
 
ȱȱ 
ȱ 	ȱ	ȱ ȱȱȱ ǻǼǯ 
Plan ID Signal Timing Plan Equivalent signal timing plan in 10 s period 
1 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ  ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
2 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
3 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
4 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
5 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
6 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
7 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
8 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
9 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
10 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
11 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
12 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
13 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
14 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
15 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
16 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
17 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ 
18 ሾ ? ൅  ?ǡ ? ൅  ?ǡ ? ൅  ?ሿ ሾ ? ൅  ?ǡ ? ൅  ?ሿ 
 
This example shows that the COP algorithm may not be capable of finding the optimal solution due to 
non-exhaustive searching in the solution space.  
Then, given the state D? and the calculated minimum and maximum green time allowed for that stage 
and the total discrete time-steps, the set of state variables is determined by Eq. (6). 
 
 ࡿ࢐ ൌ ቐD?ǡ C? ǡ ሺD?௜୫ୟ୶ ൅ D?ǡ D?ா ሻ D?D? ൌ  ?෍ ሺD?௠୫୧୬ ൅ D?ሻ௜ା௝ିଵ௠ ୀ௜ାଵ ൅ D?ǡ C? ǡ ቆ෍ ሺD?௠୫ୟ୶ ൅ D?ሻ௜ ା௝ିଵ௠ ୀ௜ ǡ D?ா ቇ D?D? ൒  ? (6) 
 
where,  ? ൫D?௠୫୧୬ ൅ D?൯௜ା௝ିଵ௠ୀ௜ାଵ ൅ D? is the minimum time length before stage D?, and  ? ሺD?௠୫ୟ୶ ൅ D?ሻ௜ା௝ିଵ௠ୀ௜  is the 
maximum time length before stage D?. When phase jump is not considered, the state variable ࡿ࢐ is only 
related to the state, but not necessarily in the range between 1 and D?ா, which is discrete values as in Eq. (6). 
The same for the expanded optimization time horizon of D?ா, the value of ࡿ࢐ Ȃȱ¡ȱD?ா. Therefore, the 
state variable ࡿ࢐ is the minimum of the two maximum values, ൫ ? ሺD?௠୫ୟ୶ ൅ D?ሻ௜ା௝ିଵ௠ୀ௜ ǡ D?ா൯. 
Given the state variable D?௝ and the calculated minimum and maximum green time allowed for the 
stage, the set of feasible control variables is determined by Eqs. (7-9). 
 
 ࢄ࢐ ൫D?௝൯ ൌ ቊ ?ǡ C? ǡ D?௝୫ୟ୶ D?D? ൌ  ?Ȳ௝ଵǡ C? ǡ Ȳ௝ଶ D?D? ൒  ? (7) 
   
 10 
 Ȳ௝ଵ ൌ  ቐD?௝୫୧୬ ǡ D?௝ െ ෍ ሺD?௠୫ୟ୶ ൅ D?ሻ െ D?௝ିଵ௠ୀଵ ቑ (8) 
   
 Ȳ௝ଶ ൌ  ቐD?௝୫ୟ ୶ ǡ D?௝ െ ෍ ሺD?௠୫୧୬ ൅ D?ሻ௝ିଵ௠ୀଶ െ  ?D?ቑ  (9) 
 
After determining the formulas of ࡿ࢐ and ࢄ࢐൫D?௝൯, DP is used to search for the best timing plan. The 
process includes two stages, the first stage is called Forward recursion, which calculates the optimal value 
of the target function in every time step; the second stage is called Backward recursion, which finds the 
timing plan corresponding to the optimal value of the target function. 
C. EOP Search Process 
The forward and backward recursion of the EOP is described. 
I.  ȱ 
Step 1: Set D? ൌ  ?,D?௝ିଵ ൌ  ? and D?௝ሺ ?ሻ ൌ  ?. 
Step 2: Calculate ࡿ࢐ . 
Step 3: For D?௝ in ࡿ࢐  { 
Calculate ࢄ࢐ ൫D?௝൯. D?௝ ൫D?௝൯ ൌ ௫ೕ ൛D?௝ ൫D?௝ǡD?௝൯ ൅ D?௝ିଵ൫D?௝ିଵ൯ȁD?௝ B? ࢄ࢐ ൫D?௝൯ൟ 
record D?௝B?൫D?௝൯ as the optimal solution in Step 2. 
}. 
Step 4: If ( ? ൫D?௞୫୧୬ ൅ D?൯ሺ௝ାଵሻ௞ୀଶ ൅ D? ൑ D?ா),D? ൌ D? ൅  ?, go to Step 2. 
Else STOP. 
 
The forward recursion starts with assigning the first stage as 1 and the cumulative value function as 0 
at the beginning of the optimization time horizon. For each stage, the EOP calculates the optimal decision D?௝B?൫D?௝൯ for each state variable D?௝. The objective function D?௝ ൫D?௝ǡ D?௝൯ is used to determine the state variable is 
passed to the lower optimization level with the constraint of control variable D?௝. The calculated progress 
will be discussed in section D. The stopping criteria is met if the minimum D?௝ is greater than D?ா. The 
cumulative value function cannot be improved within the period of four phase groups. The justification of 
the stopping criterion is different from that in [11], which does not consider constraint of the maximum 
green time of a phase group. 
 
II.  ȱ 
After all decisions are made for all stages, the optimal decision D?௝B?൫D?௝൯ of each stage can be retrieved in 
the backward recursion as follows. 
First, search for the minimum delay D?௝B?B?ሺD?B?ሻ corresponding to state variable D?௝B?ൌ D?ǣ D?ா, and record D? ൌD?B?. 
 
Step 1: Find the minimum D?௝ሺD?ሻ ǡ D? B?ሾD?ǡ D?ா ሿ, record D?௝B?B?ሺD?B?ሻ . 
Step 2: Set D? ൌ D?B? and D?௝B?ൌ D?B?. 
Step 3: For D? ൌ D?ǡ D? െ  ?ǡ C? ǡ ?{ 
Read D?௝B?൫D?௝B?൯ from the table computed in forward recursion. 
If (D? ൐  ?),  D?௝ିଵB? ൌ D?௝B?െ D?௝B?൫D?௝B?൯ െ D?. 
}. 
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The optimal plan is retrieved from stage D? ൌ D?B? since this stage denotes the minimum D?௝B?B?ሺD?B?ሻ, such as 
the minimum delay or stops. In COP algorithm, the optimal plan must meet the integer stages, so the last 
stage stops at time D?, but in the EOP algorithm, the last stage of the optimal plan stops at the range of time 
internal ሾD?ǡ D?ாሿ. So, compared to the COP algorithm, the proposed EOP algorithm can obtain the optimal 
signal timing plan given the prediction vehicle arrivals [15].  
D. Calculation of performance indices 
A signal phase except the red interval is assumed to have two signal indications: green signal and 
clearance signal (yellow and all red signal). Once the timing plan is given, then, the signal indication of 
phase D? at time D? is represented by D?௣ሺD?ሻ [28], which is denoted as follows. 
 
 D?௣ ሺD?ሻ ൌ ൜ ?ǡ    ?ǡ  ǡ D? B?ሾ ǡ D?ሿǡ D? B? D?Ǥ (10) 
 
Based on the IQA method [30], as for phase D?, the number of queuing vehicles D?௣ሺD?ሻ of the current time D? is related to the number of queueing vehicles D?௣ሺD? െ  ?ሻ of the last time D? െ  ?, the number of arrived 
vehicles D?௣ሺD?ሻ and the number of departed vehicles D?௣ሺD?ሻ of the current time D?. 
 
 D?௣ ሺD?ሻ ൌ D?௣ ሺD? െ  ?ሻ ൅ D?௣ ሺD?ሻ െ D?௣ ሺD?ሻǡ D? B?ሾ ǡ D?ሿǡD? B? D?ǡ (11) 
 
where, D?௣ሺD?ሻ is the number of departed vehicles at time D? of phase D?, and D?௣ሺ ?ሻ ൌ  ?. 
As for phase D? in Eq. (11), the number of arrived vehicles D?௣ሺD?ሻ and the number of queuing vehicles D?௣ሺD? െ  ?ሻ are known. While D?௣ሺD?ሻ is related to the signal indication of phase D? and the saturated leaving 
flow rate. The following section presents the computation process of D?௣ሺD?ሻ in three situations. 
Therefore, the formula to calculate D?௣ሺD?ሻ is as follows. 
 
 D?௣ ሺD?ሻ ൌ ቐ ? D?D? ௣ ሺD?ሻ ൌ  ?D?௣ ሺD?ሻ ൅ D?௣ ሺD? െ  ?ሻ D?D? ௣ ሺD?ሻ ൌ  ? D?௣ ሺD?ሻ ൅ D?௣ ሺD? െ  ?ሻ ൑ D?D?௣D?D?௣ D?D? ௣ ሺD?ሻ ൌ  ? D?௣ ሺD?ሻ ൅ D?௣ ሺD? െ  ?ሻ ൐ D?D?௣  ǡ D? B?ሾ ǡ D?ሿǡ D? B? D?Ǥ (12) 
  
	ȱD?௝ȱȱD?௝ǰȱD?௣ሺD?ሻȱȱȱȱȱǯȱǻŝǼȱȱD? B?ൣD?௝ିଵ ൅  ?ǡ D?௝൧ǰȱȱD?௣ሺD?ሻȱȱȱȱȱ
ǯȱȱǻŗŗǼǯȱȱȱȱǰȱȱȱ¢ȱD?௣൫D?௝ǡ D?௝൯ȱȱȱD?ȱȱȱȱȱ ǯ 
 
 D?௣ ൫D?௝ ǡD?௝൯ ൌ ෍ D?௣ ሺD?ሻ୫୧୬൫௦ೕ ǡ்൯௧ୀ௦ೕషభାଵ  (13) 
 
Given D?௝,D?௝, the total delay of time-interval ൣ D?௝ିଵǡ D?௝൧ is calculated by adding up those delay associated 
with each phaseD?, that is, 
 
 D?௝ ൫D?௝ǡ D?௝൯ ൌ ෍ D?௣ ൫D?௝ǡD?௝൯௣B?௉  (14) 
 
Therefore, the following can be derived based on Eqs. (13-14). 
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 D?௝ ൫D?௝ǡ D?௝൯ ൌ ෍ ෍ D?௣ ሺD?ሻ୫୧୬൫௦ೕ ǡ்൯௧ୀ௦ೕషభାଵ௣B?௉  (15) 
 
The optimization model for each stage can be summarized as follows. 
  ෍ D?௣ ൫D?௝ǡD?௝൯௣B?௉  (16) 
 Ǥ Ǥ 
 D?௣ ൫D?௝ǡD?௝൯ ൌ ෍ D?௣ ሺD?ሻ୫୧୬൫௦ೕ ǡ்൯௧ୀ௦ೕషభାଵ ǡ D? B? D?Ǥ (17a) 
 
 
D?௣ ሺD?ሻ ൌ ቐ ? D?D? ௣ ሺD?ሻ ൌ  ?D?௣ ሺD?ሻ ൅ D?௣ ሺD? െ  ?ሻ D?D? ௣ ሺD?ሻ ൌ  ? D?௣ ሺD?ሻ ൅ D?௣ ሺD? െ  ?ሻ ൑ D?D?௣D?D?௣ D?D? ௣ ሺD?ሻ ൌ  ? D?௣ ሺD?ሻ ൅ D?௣ ሺD? െ  ?ሻ ൐ D?D?௣ ǡ D?B?ൣ D?௝ିଵ ൅  ?ǡ ൫D?௝ǡ D?൯൧Ǥ (17b) 
 
 D?௣ ሺD?ሻ ൌ D?௣ ሺD? െ  ?ሻ ൅ D?௣ ሺD?ሻ െ D?௣ ሺD?ሻǡ D? B?ൣD?௝ିଵ ൅  ?ǡ ൫D?௝ǡ D?൯൧ǡ D? B? D?Ǥ (17c) 
 
 
C?C?C?C?
C?C?C?D?௣୫୧୬ ൑ ෍ D?௣ ሺD?ሻ௦ೕ௧ୀ௦ೕషభ ାଵ ൑ D?௣୫ୟ୶ D?D? ௝ ൑ D? ? ൑ ෍ D?௣ ሺD?ሻ்௧ୀ௦ೕషభ ାଵ ൑ D?௣୫ୟ୶ D?D? ௝ ൐ D?
D? B? D?Ǥ (17d) 
 
where, Eq. (17d) includes the constraints of minimum and maximum green time. If the time of the end 
of the last stage is within the optimization time horizon, the green time needs to satisfy the minimum and 
maximum green time constraints. Else if the time of the end of the last stage exceeds the optimization time 
horizon, then, the phase green time no needs to satisfy the minimum green time constraint, but just needs 
to satisfy the sum of running green time and the green time at the beginning of the next optimization is 
greater than the minimum green time of the phase.  
E. An RO solution based on cross-sectional VII data  
If the vehicle arriving distributions of all phases are known, an RO scheme can be applied for signal 
timing optimization. The flowchart of the RO process is presented in Fig.4. The flowchart includes a key 
part: EOP algorithm.  To illustrate the EOP algorithm, a simple illustrative example is presented in section 
IV. In addition, the more details of vehicle arriving distributions for EOP algorithm in a cross-sectional VII 
environment can refer to [15]. 
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Fig. 4. Flowchart of the RO process. 
 
 
As shown in Fig.4, the RO process includes the following three steps. 
Step 1.ȱ ȱȱ ȱ ȱ ȱ ȱȱ ȱ ȱȱȱȱ ȱ ǯȱ ȱǰȱ ȱ
¡ȱȱȱȱȱȱȱȱǲȱȱ¢ǰȱȱȱȱȱŘǯ 
Step 2.ȱȱȱȱǰȱȱȱ¢ȱȱȱȱȱ£ǰȱȱǰȱ¡ȱ
ȱȱȱŘȱǰȱŗȱǰȱȱȱȱȱǯ 
Step 3.ȱ¡ȱȱȱȱȱŘȱǰȱȱȱȱȱŘǲȱȱ¡ȱȱŗȱǰȱȱȱȱȱ
ǰȱȱ ȱ ȱ ǰȱ ȱ ȱȱ ȱ ŗǲȱ ȱ ȱ ȱ ȱ ǰȱ ȱ ȱ ȱ
ȱǰȱȱȱȱȱŗǯ 
 
IV. AN ILLUSTRATIVE EXAMPLE 
A typical intersection is used to illustrate the proposed optimization process, which has 8 phase and 4 
phase groups (Fig. 1). The operating sequence of the phase groups is ǡ ǡ ǡ ǡ ǡ ǡ ǡ ǡ C? with starting 
phase group of A. We assume the optimization time period D? ൌ ? ?.  The vehicle arrives of the future of 
10 secs are shown in TABLE V. Also, we assume the same minimum green time D?୫୧୬ ൌ  ?D?D?D?D?, the 
maximum green time D?୫ୟ୶ ൌ  ?D?D?D?D?, clearance interval period D? ൌ  ?D?D?D?D?, the saturated flow rate D?D?ൌ ?D?D? ? D?ିଵ for all phases. 
Clearly, at the beginning, it does not satisfy the rolling optimization condition. Until D? ൌ  ?, then D?ଵ ൌ ? ൒ D?ଵ୫୧୬ which meets the rolling optimization condition. The initial queue of each phase is computed 
based on the vehicle arriving data of the first 2 secs as shown in TABLE IV. 
 
ȱ 
INITIAL QUEUE FOR ALL PHASES. 
P1 P2 P3 P4 P5 P6 P7 P8 
0  1.87  0.56  1.30  0  0.26  0.14  0.32  
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Then, following Eqs. (3-5), the expanded optimization time horizon is determined as D?ா ൌ  ? ?D?D?D?D?, 
after setting the vehicle arrivals as 0 for time period beyond 10 secs, the final arriving vehicle distribution 
table is as shown in TABLE V. 
 
ȱ 
EXPAND ARRIVAL DATA FOR ALL PHASES IN THE OPTIMIZATION RANGE. 
Time P1 P2 P3 P4 P5 P6 P7 P8 
1 0.18  0.43  0.34  0.80  0.08  0.18  0.22  0.52  
2 0.41  0.96  0.17  0.41  0.24  0.56  0.30  0.70  
3 0.06  0.13  0.33  0.78  0.17  0.39  0.11  0.26  
4 0.32  0.75  0.20  0.47  0.44  1.02  0.22  0.50  
5 0.10  0.23  0.28  0.65  0.26  0.61  0.04  0.10  
6 0.33  0.76  0.34  0.79  0.04  0.10  0.03  0.08  
7 0.01  0.01  0.27  0.64  0.03  0.06  0.40  0.93  
8 0.31  0.71  0.04  0.08  0.17  0.39  0.19  0.44  
9 0.04  0.09  0.20  0.46  0.13  0.29  0.09  0.21  
10 0.26  0.62  0.11  0.25  0.41  0.96  0.30  0.70  
11 0 0 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 
13 0 0 0 0 0 0 0 0 
 
By following Equation (6), we can compute: ࡿ૚ ൌ ሼ ?ǡ ?ǡ ?ሽ , and ࢄ૚ሺ ?ሻ ൌ ሼ ?ሽǡ D?ଵB?ሺ ?ሻ ൌ  ?˗ࢄ૚ሺ ?ሻ ൌሼ ?ሽǡ D?ଵB?ሺ ?ሻ ൌ  ?˗ ࢄ૚ ሺ ?ሻ ൌ ሼ ?ሽǡ D?ଵB?ሺ ?ሻ ൌ  ?, results are as shown in TABLE VI. 
 
ȱ 
CALCULATION FOR STAGE 1. D?ଵ D?ଵB?ሺD?ଵሻ D?ଵሺD?ଵሻ D?௦భଵ  D?௦భଶ  D?௦భଷ  D?௦భସ  D?௦భହ  D?௦భ଺  D?௦భ଻  D?௦భ଼ 
1 0 7.18 0.18 2.29 0.90 2.09 0.08 0.44 0.36 0.84 
2 1 17.59 0.41 3.26 1.07 2.50 0.24 1.00 0.66 1.55 
3 2 29.19 0.06 3.39 1.41 3.28 0.17 1.39 0.77 1.80 
 
Then, by following Eq. (6), for stage 2, we can compute: ࡿ૛ ൌ ሼ ?ǡ ?ǡ ?ǡ ?ǡ ?ሽ. As an example, for D?ଶ ൌ  ?, we 
can compute: ࢄ૛ሺ ?ሻ ൌ ሼ ?ǡ ?ሽ. When D?ଶ ൌ  ?, we can get:D?ଵ ൌ D?ଶ െ D?ଶ െ D? ൌ  ?. Meanwhile, by following Eqs. 
(8-11), we can get: D?ଶሺ ?ǡ ?ሻ ൌ  ? ?Ǥ ? ?. By analogy, the sample process can be applied for D?ଶ ൌ  ?. The results are 
listed in TABLE VII, which shows the minimum value of D?ଶሺD?ଶሻ is D?ଶሺD?ଶǡ D?ଶሻ ൅ D?ଵሺD?ଵሻ ൌ  ? ?Ǥ ? ?, then, D?ଶB?ൌ  ?. 
The sample process applies for D?ଶ ൌ  ?ǡ ?ǡ ?ǡ ?, as presented in TABLE VIII. 
 
ȱȱ 
VALUE FUNCTION FOR STAGE 2. D?ଶ D?ଶ ሺ ?ǡ D?ଶሻ D?ଵ D?ଵሺD?ଵሻ D?ଶ ൅ D?ଵ 
3 51.26 3 29.19 80.45 
4 60.59 2 17.59 78.18 
 
ȱ 
CALCULATION FOR STAGE 2. D?ଶ D?ଶB?ሺD?ଶሻ D?ଶሺD?ଶሻ D?௦మଵ  D?௦మଶ  D?௦మଷ  D?௦మସ  D?௦మହ  D?௦మ଺  D?௦మ଻  D?௦మ଼ 
4 2 35.79 0.97 0.75 1.59 3.75 0.93 1.02 0.99 2.30 
5 2 50.19 0.89 0.37 1.87 4.40 1.11 0.61 1.03 2.40 
6 4 62.25 1.40 5.13 2.21 0.79 1.23 3.12 1.06 0.08 
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7 3 80.45 0.82 0.01 2.48 5.83 0.94 0.06 1.46 3.41 
8 4 97.65 1.13 0.71 2.52 5.91 1.11 0.39 1.65 3.85 
 
Following the previous process, we can compute the target value of each stage, then, according to the 
stop criteria, as for the time D? ൌ  ?, the optimization process reaches the end. The target value of each stage 
is listed in TABLE IX and the value of all variables in TABLE X.  
 
ȱ 
VALUE FUNCTION FOR ALL STAGES. D? D?ଵ D?ଶ D?ଷ D?ସ  D?ହ 
1 7.18 ȯ ȯ ȯ ȯ 
2 17.59 ȯ ȯ ȯ ȯ 
3 29.19 ȯ ȯ ȯ ȯ 
4 ȯ 35.79 ȯ ȯ ȯ 
5 ȯ 50.19 ȯ ȯ ȯ 
6 ȯ 61.25 ȯ ȯ ȯ 
7 ȯ 80.45 77.35 ȯ ȯ 
8 ȯ 97.65 79.55 ȯ ȯ 
9 ȯ ȯ 93.08 ȯ ȯ 
10 ȯ ȯ 126.53 119.33 ȯ 
11 ȯ ȯ 116.34 107.81 ȯ 
12 ȯ ȯ 116.34 103.83 ȯ 
13 ȯ ȯ 130.21 100.54 154.09 
 
As shown in TABLE V, the minimum value of those rows 10-13 is D?ସሺ ? ?ሻ, D?ସB?ൌ  ? ?, and D?ସB?ሺD?ସB?ሻ ൌ  ?. Since D?ଷB?ൌ D?ସB?െ D?ସB?ሺD?ସB?ሻ െ D? ൌ  ?, then, D?ଷB?ሺ ?ሻ ൌ  ?. Accordingly, we can get: D?ଶB?ሺ ?ሻ ൌ  ?ǡ D?ଵB?ሺ ?ሻ ൌ  ?. The timing plan of 
the first 10 s (3-12s) is: phase group A: green 0 sec2, clearance 1 sec; phase group B: green 2 secs, clearance 1 
sec; phase group C: green 3 secs, clearance 1 sec; phase group D: green 2 secs, clearance 0 sec. Due to the 
rolling optimization scheme, the optimized plan will be implemented as follows: phase group A operates 
for 1 sec clearance interval, then, phase group B operates for a period of its minimum green interval. When 
the phase group B has run for its minimum green interval, the rolling optimization process is implemented 
again by integrating newly collected traffic data. If optimization results are extending the green interval for 
2 secs, then, the minimum and maximum green intervals constrain will be adjusted/reduced since that 
phase has already run for some green time. 
 
ȱ 
DECISION TABLE FOR ALL STAGES. D? D? ൌ  ? D? ൌ  ? D? ൌ  ? D? ൌ  ? D? ൌ  ? 
1 0 ȯ ȯ ȯ ȯ 
2 1 ȯ ȯ ȯ ȯ 
3 2 ȯ ȯ ȯ ȯ 
4 ȯ 2 ȯ ȯ ȯ 
5 ȯ 2 ȯ ȯ ȯ 
6 ȯ 4 ȯ ȯ ȯ 
7 ȯ 3 2 ȯ ȯ 
8 ȯ 4 3 ȯ ȯ 
9 ȯ ȯ 3 ȯ ȯ 
10 ȯ ȯ 2 2 ȯ 
 
2
 This situation means the phase group A does not require green time, the intersection run all-red phase to clear the intersection. 
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11 ȯ ȯ 3 2 ȯ 
12 ȯ ȯ 4 3 ȯ 
13 ȯ ȯ 4 4 2 
V. CASE STUDY AND DISCUSSION 
 
The cross-sectional VII environment is modeled in traffic micro-simulation software, VISSIM [31], DPDM 
[15] is used to predict the arriving vehicles based on speed data of the upstream VII cross-sectional, and the 
proposed optimization method is built through COM technology. The optimized signal timing parameters 
are then applied to signal controller in real-time, also model performance data is collected for model 
evaluation. The framework of the simulation experiment is presented in Fig. 6. 
In a real road network, vehicles are equipped with OBUs that is able to communicate with the RSUs in a 
cross-sectional VII environment. In a VISSIM simulation environment, the loop detectors are used to model 
the cross-sectional VII environment which gathers the speed data at the upstream cross-section. The control 
system has two components: dynamic platoon dispersion model and EOP algorithm. The dynamic platoon 
dispersion model (DPDM) proposed platoon dispersion model based on real-time cross-section VII data, 
which predicts vehicle arrivals in real time, with more details in [15]. Then, the output of the EOP 
algorithm is the optimal signal duration for each phase. The optimal solution is then converted to a list of 
signal control events and sent to the signal control interface. 
A real road network is modeled in VISSIM, which includes 5 signalized intersections. In order to 
model the cross-sectional VII environment, detectors in VISSIM is set up at the predefined upstream 
cross-ȱȱȱȂȱd and time stamp information when they pass the location. Later, that 
information is forwarded to the optimization program through COM connection [32]. Based on the 
real-time speed data, DPDM [15] predicts the arriving flow distribution at downstream stop-line. Then, the 
signal controller adjusts the signal timing parameters according to the optimization results in real time. 
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Fig. 6. Framework for a simulation experiment. 
 
For comparison, full-actuated control after parameters optimization is used as the background to 
evaluate the performance of the dynamic prediction control system. Intersection delay, which can be easily 
obtained in VISSIM, is chosen as the main evaluation criteria. 
A.  Case study 
Fig. 7 presents a real road network at the City of Chengdu, China, which has a typical grid structure. 
Geometric data is collected in the field in order to reflect the field condition, and is further coded into 
VISSIM. There are totally 5 intersections; the one numbered 5 is chosen as the testing intersection for the 
proposed control system as shown in Fig. 7. Full actuated control is applied to all the other intersection. 
Cross-sectional VII is set up at all 4 upstream locations for the testing intersection. As a reasonable 
simplification, no right-turn traffic is modeled in this study, only through and left-turn traffic flow is 
modeled [11, 25]. So, the turning percentages of the case intersection are listed in TABLE XI. 
ȱ 

ȱ 	ȱ	ȱ ǻƖǼȱȱ
ȱ ȱ ǯ 
Node 1 2 3 4 
1 - 32 68 - 
2 - - 26 74 
3 63 - - 37 
4 38 62 - - 
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Simulation pre-warm time is set at 900 secs, and effective simulation time is 3600 secs. Different traffic 
volume levels are modeled in VISSIM in order to test the compliance of the proposed control system to real 
traffic conditions. The average delay and the average queue length of two control methods are collected 
from simulation data and plotted in Fig.8 to compare the performance of the two methods. 
  
a) Road network                     
   
        b) The controlled intersection 
Fig. 7. Road network of the case study. 
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(a) Average vehicle delay 
 
(b) Average queue length 
Fig. 8. Delay and queue length versus volume for full-actuated control and the proposed control system. 
 
As shown in Fig. 8(a), the average vehicle delay increases as traffic volume increases. Comparing to 
full-actuated control, the proposed control system always has lower average vehicle delay. The similar 
result is observed when comparing the average queue length, as shown in Fig. 8  (b). It can be concluded 
that the proposed control system demonstrates improvement comparing to traditional full-actuated 
control. 
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B. Discussion of result 
Detailed performance data of the two control methods for each phase under four volume levels (250 
veh/h/lane, 333 veh/h/lane, 417 veh/h/lane, and 500 veh/h/lane) is listed in TABLE XII and TABLE XIII.  
As shown in TABLE XII and TABLE XIII, reduction of average delay and average queue length are 
observed for all phases. For the studied intersection, the proposed control system can reduce up to 33% of 
the average vehicle delay and 35% of the average queue length compared to the full-actuated control, 
proving the effectiveness of the proposed control system. 
Meanwhile, the variance of the average delay and queue length is calculated and listed in TABLE XIV. 
It can be seen from TABLE XIV that the variance of the proposed control system is lower than that of the 
full-actuated control when traffic volume is low and higher when the traffic volume is high. It means the 
proposed control system will sacrifice some balance among movements in order to achieve the overall 
optimal performance. Therefore, multiple objectives including stops, queue length, and balance among 
movements will help improve the optimization performance which should be considered in future work. 
 
ȱ 
ȱ ȱ 	ȱ 
ȱ ȱ ǻȦ
Ǽȱ ȱ 
ȱ 
ȱ ȱ ȱ ȱ
ȱ ǻ
Ȧ
ȦǼǯ 
Volume  Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Phase 7 Phase 8 Average  Improvement 
250 41.4/24.0 27.4/18.1 39.5/27.9 28.7/19.6 38.2/24.9 28.2/19.3 40.8/29.3 29.5/19.1 34.21/22.78 -33.43% 
334 54.1/32.6 35.1/26.7 51.1/37.0 37.6/23.2 40.6/25.1 32.8/18.5 43.6/27.7 33.4/19.6 41.04/26.30 -35.91% 
417 59.4/36.5 42.2/25.4 58.1/40.9 46.9/26.1 50.6/30.8 42.4/23.4 58.3/35.1 40.4/24.2 49.79/30.30 -39.14% 
500 63.5/38.6 51.1/29.4 67.7/56.4 50.4/28.9 59.1/36.8 56.2/30.6 66.5/64.2 54.2/27.9 58.59/39.10 -33.26% 
Note: The values are: Average vehicle delay under actuated control / dynamic predictive control.  
 
ȱ 
ȱ ȱ	ȱȱ	
ȱ ǻǼȱ ȱ 
ȱ
ȱȱ ȱȱȱ
ǻ
Ȧ
ȦǼǯ 
Volume  Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Phase 7 Phase 8 Average  Improvement 
250 8.9/5.1 9.8/6.2 11.4/7.7 9.4/6.5 8.1/5.1 10.5/6.6 9.8/6.8 10/6.4 9.74/6.30 -35.30% 
334 16.3/9.0 15.1/11.1 20.7/13.7 16.2/9.7 8.2/5.1 11.8/6.6 10.1/6.2 11/6.8 13.68/8.53 -37.66% 
417 20.9/11.4 19.9/11.8 25.5/16.5 21.1/11.1 14.1/8.1 19.9/10.2 20.8/11.1 17.3/9.5 19.94/11.21 -43.76% 
500 23/12.3 25.7/14 30.1/26.4 24.6/12.8 19.9/11.8 30.5/15 28.4/29.1 26.1/12.2 26.04/16.70 -35.86% 
Note: The values are: Average queue length under actuated control / dynamic predictive control.  
ȱ 
ȱȱ	ȱ
ȱȱȱȱ	
ȱǻǼȱȱ
ȱ
ȱȱȱ
ȱ ȱ ǻ
Ȧ
ȦǼǯ 
Volume 250 334 417 500 
Actuated control 39.15/0.99 64.56/16.87 63.32/10.71 45.44/13.01 
Dynamic predictive control 18.91/0.75 39.01/8.40 42.94/6.00 190.09/48.12 
Note: The values are: Variance of average vehicle delay for each phase/ Variance of average queue length for each phase.  
 
VI. CONCLUSIONS AND FUTURE WORK 
A. Conclusion 
In this paper, a dynamic predictive control framework is proposed for traffic signal control in a 
cross-sectional VII environment, which applies EOP algorithm to update timing plan in real time based on 
short-term predicted traffic flow. In the cross-sectional VII, the distribution of arrival traffic at downstream 
stop-line is predicted using DPDM. The EOP algorithm uses a full enumeration method to search for the 
optimal timing plan under the minimum and maximum green time constraints with the objective of 
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minimizing delay. Meanwhile, the RO scheme is adopted to dynamically optimize the timing plan by 
integrating newly collected data, which can be applied in a rolling horizon of 2 secs. 
Simulation study of a real road network is carried out in VISSIM to test the performance of the proposed 
method. COM technique is used to communicate with VISSIM from outside the program. Full-actuated 
control is selected to be compared with the proposed control method. Results show that the proposed 
method can reduce up to 33% of the average delay and 35% of the average queue length. Traffic detection 
environment and the dynamic platoon dispersion models make it possible for signal control system to have 
short-term prediction capability which contributes to a new generation of signal control which is the 
dynamic predictive signal control framework. 
B. Future work 
Predictive signal control for single intersection actually applies the implicit coordination between 
subsequent intersections; future work can explore the explicit coordination control (with coordinated green 
bands) in a VII environment. Besides, there are still some open areas worth investigation, such as: 
combined objectives (including stops, queue lengths et al.) optimization to achieve more balanced signal 
control plans; multi-cross-sectional VII environment to improve the accuracy of traffic flow prediction; and 
feedback strategy to gain more robust control by using the post-ȱȂȱȱ¢ǰȱȱȱ
turning movements data et al. supported by VII technology. 
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