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Abstract
Let H be a Hermitian matrix, and H˜ be its perturbed matrix. In this paper, both additive and multiplicative perturbations of
eigenspace are studied, and some absolute and relative bounds are presented, which are better than the existing bounds in some
sense.
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1. Introduction
Throughout this paper we use the following notation. The symbol Cm×n denotes the set of complex m× n matrices.
The matrix A∗ stands for the conjugate transpose of a matrix A, and I is denoted the identity matrix. The Frobenius
norm of a matrix · is denoted by ‖ · ‖F. Let (A) denote the spectrum of A, and let R(A) denote the column space of
A. Let H and H˜ be two n × n Hermitian matrices with the following eigen-decompositions:
H = (U1 U2)
(∧1 0
0 ∧2
)(
U∗1
U∗2
)
and H˜ = (U˜1 U˜2)
( ∧˜1 0
0 ∧˜2
)(
U˜∗1
U˜∗2
)
, (1.1)
where U = (U1 U2), U˜ = (U˜1 U˜2) are unitary, and
∧1 = diag(1, 2, . . . , k), ∧2 = diag(k+1, k+2, . . . , n), (1.2)
∧˜1 = diag(˜1, ˜2, . . . , ˜k), ∧˜2 = diag(˜k+1, ˜k+2, . . . , ˜n). (1.3)
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In general, the perturbation bounds of the eigenspaces for Hermitian matrices were deduced with two different
perturbation models
• Additive perturbations represent the perturbed matrix as H + H .
• Multiplicative perturbations represent the perturbed matrix as D∗HD, where D is nonsingular and close to the
identity matrix.
Let(U1, U˜1)= arccos(U∗1 U˜1U˜1∗U1)1/2 be a canonical angle between the column spacesR(U1) of U1 andR(U˜1)
of U˜1 (see [6]). For the additive perturbation model, a classical sin(U1, U˜1) theorem is due to Davis and Kahan [2].
Theorem 1.1 (Davis and Kahan [2]). Let H and H˜ =H +H be two Hermitian matrices with eigendecompositions
(1.1), (1.2) and (1.3). If
1 = min
∈(∧1),˜∈(∧˜2)
|˜− |> 0,
then
‖ sin(U1, U˜1)‖F ‖R‖F
1
, (1.4)
where R = H˜U1 − U11 = HU1.
Note that the bound in (1.4) uses the absolute gap between (∧1) and (∧˜2) and the residual R=HU1. Ipsen [4,5]
presented some additive relative perturbation bounds according to relative perturbationsH−1H andH−1/2HH˜−1/2.
For relative bounds, Li [6] and Londre and Rhee [7] presented the following result.
Theorem 1.2 (Li [6], Londre and Rhee [7]). Let H and H˜ = H + H be two Hermitian positive deﬁnite matrices
with eigendecompositions (1.1)–(1.3). If
2 = ‖H−1/2HH−1/2‖2 < 1,
then
‖ sin(U1, U˜1)‖F F√1 − 2
/
1, (1.5)
where F = ‖H−1/2HH−1/2‖F and 1 = min∈(1),˜∈(˜2) |˜− |/
√
˜.
Theorem 1.2 can also be found in [4]. For the multiplicative perturbation model, Li [6] obtained the following
theorem.
Theorem 1.3 (Li [6]). Let H and H˜ =D∗HD be two n×n Hermitian matrices with eigendecompositions (1.1)–(1.3),
where D is nonsingular. If
1 = min
∈(∧1),˜∈(∧˜2)
|˜− |√
|˜|2 + ||2
> 0,
then
‖ sin(U1, U˜1)‖F 1
1
√
‖(I − D−1)U1‖2F + ‖(I − D∗)U1‖2F. (1.6)
In this paper, we discuss both additive and multiplicative perturbations for eigenspaces. Some absolute and relative
perturbation bounds for these perturbation models are presented. The paper is organized as follows. In Section 2, we
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consider the additive perturbations.A new sin type theorem similar toTheorem 1.1 is given for absolute perturbations;
see Theorem 2.2. The relative bound in term of relative perturbations H−1H and H−1/2HH˜−1/2are also given in
this section; see Theorems 2.3 and 2.5. The multiplicative perturbation model is studied in Section 3, a sin type
theorem for relative perturbation is presented; see Theorem 3.2.
2. Additive perturbations
In this section, we shall get some absolute and relative perturbation bounds for eigenspaces. First we give a lemma.
Lemma 2.1. LetU=(U1, U2) ∈ Cm×m andV =(V1, V2) ∈ Cn×n be unitary matrices, whereU1 ∈ Cm×r ,V1 ∈ Cn×s ,
rm and sn. Then for any matrix H ∈ Cm×n we have
‖H‖2F = ‖U∗1HV 1‖2F + ‖U∗1HV 2‖2F + ‖U∗2HV 1‖2F + ‖U∗2HV 2‖2F.
Proof. It is easy to see that
U∗HV =
(
U∗1HV 1 U∗1HV 2
U∗1HV 2 U∗2HV 2
)
.
Then the result follows immediately from the fact that the Frobenius norm is unitarily invariant. 
Now let H and H˜ = H + H be two n × n Hermitian matrices with eigendecompositions (1.1)–(1.3). We denote
1 = min
∈(∧1),˜∈(∧˜2)
|− ˜| and 2 = min
∈(∧2),˜∈(∧˜1)
|− ˜|,
1 = min
∈(∧1),˜∈(∧˜2)
|− ˜|
|| and 2 = min∈(∧2),˜∈(∧˜1)
|− ˜|
|| ,
and
1 = min
∈(∧1),˜∈(∧˜2)
|− ˜|√
|˜|
and 2 = min
∈(∧2),˜∈(∧˜1)
|− ˜|√
|˜|
.
It is noted that 1 (2) is an absolute gap between (∧1) and (∧˜2) (between (∧2) and (∧˜1)), 1(2) and 1(2) are
relative gaps between (∧1) and (∧˜2) (between (∧2) and (∧˜1)), respectively.
A binary function 	(x, y) is deﬁned by
	(x, y) = xy√
x2 + y2 .
Theorem 2.2. Let H and H˜ = H + H be two n × n Hermitian matrices with eigendecompositions (1.1)–(1.3). If
i > 0, i = 1, 2, then
‖ sin(U1, U˜1)‖F 12
‖H‖F
	(1, 2)
. (2.1)
Proof. Pre- and post-multiplying the equation H˜ − H = H by U˜∗ and U leads to
∧˜U˜∗U − U˜∗U ∧ =U˜∗HU . (2.2)
In block form, (2.2) can be rewritten as( ∧˜1U˜1∗U1 ∧˜1U˜1∗U2
∧˜2U˜2∗U1 ∧˜2U˜2∗U2
)
−
(
U˜1
∗U1∧1 U˜1∗U2∧2
U˜2
∗U1∧1 U˜2∗U2∧2
)
=
(
U˜1
∗HU1 U˜1∗HU2
U˜2
∗HU1 U˜2∗HU2
)
. (2.3)
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From (2.3) we get
∧˜1U˜∗1U2 − U˜∗1U2∧2 = U˜∗1HU2 (2.4)
and
∧˜2U˜∗2U1 − U˜∗2U1∧1 = U˜∗2HU1. (2.5)
By the assumption that 1 and 2 are positive we have (∧1) ∩ (∧˜2) = (∧2) ∩ (∧˜1) = ∅. Hence, by (2.4) and (2.5)
we obtain
‖U˜∗1U2‖F
1
2
‖U˜∗1HU2‖F (2.6)
and
‖U˜∗2U1‖F
1
1
‖U˜∗2HU1‖F (2.7)
respectively. It follows from [8] that
‖ sin(U1, U˜1)‖F = ‖U˜∗1U2‖F = ‖U˜∗2U1‖F.
Hence, we have
2‖ sin(U1, U˜1)‖F = ‖U˜∗1U2‖F + ‖U˜∗2U1‖F. (2.8)
From (2.6) to (2.8) it follows that
2‖ sin(U1, U˜1)‖F 1
1
‖U˜∗1HU2‖F +
1
2
‖U˜∗2HU1‖F.
Applying the Cauchy–Schwarz inequality and Lemma 2.1 to the above inequality leads to
2‖ sin(U1, U˜1)‖F
√
1
21
+ 1
22
√
‖U˜∗1HU2‖2F + ‖U˜∗2HU1‖2F
√
1
21
+ 1
22
‖H‖F,
which establishes the inequality (2.1) from the deﬁnition of 	(1, 2). The proof is complete. 
Remark 2.1. The bound (2.1) is slightly different from the bound (1.4). Unlike the bound (1.4), our bound depends
on two gaps 1 between (∧1) and (∧˜2) and 2 between (∧2) and (∧˜1). It is noted that the bound (2.1) may reduce
to the following form:
‖ sin(U1, U˜1)‖F
√
2
2
‖H‖F
min{1, 2} .
Remark 2.2. In order to compare the bounds (1.4) and (2.1), we take an example as follows. Let
H =
(
Ik 0
0 U2
)(∧1 0
0 ∧2
)(
Ik 0
0 U∗2
)
,
where U2 is unitary, and let H = (H1 H2 ) be a Hermitian matrix, where H1 ∈ Cn×r and ‖H2‖F‖H1‖F,
and let H be small enough. Then 1 ≈ 2. Hence from (1.4) and (2.1) we get
‖ sin(U1, U˜1)‖F ‖HU1‖F
1
= ‖H1‖F
1
and
‖ sin(U1, U˜1)‖F 12
√
1
21
+ 1
22
‖H‖F ≈
√
2
21
‖H‖F,
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respectively. It is easy to see that
1
221
‖H‖2F =
1
221
(‖H1‖2F + ‖H2‖2F)
1
221
(2‖H1‖2F) =
1
21
‖H1‖2F,
which illustrates that the bound (2.1) is better than the bound (1.4) in this case. However, in many numerical examples,
the bound (1.4) is sharper than (2.1), which shows that neither of these two types of bounds is uniformly better than
the other.
Remark 2.3. The bound (2.1) involves two gaps 1 and 2, which can be computed by only using eigenvalues of the
unperturbed matrix A (see [3]).
The following theorems gives relative bounds. The proof of this theorem is very similar to the proof of Theorem 3.2
from [5].
Theorem 2.3. Let H and H˜ = H + H be two n × n Hermitian matrices with eigendecompositions (1.1)–(1.3) and
H is nonsingular. If i > 0, i = 1, 2, then
‖ sin(U1, U˜1)‖F 12
‖HH−1‖F
	(1, 2)
. (2.9)
Proof. Post-multiplying equality H˜ − H = H by H−1 leads to
H˜H−1 − I = HH−1. (2.10)
Pre- and post-multiplying the equation (2.10) by U˜∗ and U, respectively yields
∧˜U˜∗U − U˜∗U ∧ =U˜∗HH−1U ∧ . (2.11)
In block form, (2.8) can be rewritten as( ∧˜1U˜∗1U1 ∧˜1U˜∗1U2
∧˜2U˜∗2U1 ∧˜2U˜∗2U2
)
−
(
U˜∗1U1∧1 U˜∗1U2∧2
U˜∗2U1∧1 U˜∗2U2∧2
)
=
(
U˜∗1HH−1U1∧1 U˜∗1HH−1U2∧2
U˜∗2HH−1U1∧1 U˜∗2HH−1U2∧2
)
. (2.12)
By (2.12) we have
∧˜1U˜∗1U2 − U˜∗1U2∧2 = U˜∗1HH−1U2∧2 (2.13)
and
∧˜2U˜∗2U1 − U˜∗2U1∧1 = U˜∗2HH−1U1∧1. (2.14)
By the assumption that i > 0, i = 1, 2 we have (∧˜1)∩ (∧2)= (∧˜2)∩ (∧1)= ∅. It follows from (2.13) and (2.14)
that
‖U˜∗1U2‖F
1
2
‖U˜∗1HH−1U2‖F (2.15)
and
‖U˜∗2U1‖F
1
1
‖U˜∗2HH−1U1‖F, (2.16)
respectively. The bound (2.9) follows from (2.8), (2.15) and (2.16) and the analogical argument as in Theorem 2.2. 
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Remark 2.4. Ipsen [4,5] presented a relative bound for nonsingular diagonalizable matrices
‖ sin(U1, U˜1)‖F
(Y )
(X̂)‖HH−1‖F/1, (2.17)
where 
(∗) is a spectral condition number of a matrix ∗. If H and H are Hermitian, then the Ipsen’s bound reduces to
‖ sin(U1, U˜1)‖F‖HH−1‖F/1. (2.18)
The factor in (2.9) differs from those in (2.18). Because in (2.18) one can always switch the roles of U1 and U˜1 in order
to use the better of two ’s, we may assume that 21. It easy to see that if 21
√
32, then the bound in (2.9)
is sharper than one in (2.18). However, if 1 >
√
32, then the bound (2.9) is worse than (2.18).
By the same proof technique as in Theorem 2.4 of [3] we obtain the following theorem.
Theorem 2.4. Let H and H˜ = H + H be two n × n nonsingular Hermitian matrices with eigendecompositions
(1.1)–(1.3). If i > 0, i = 1, 2, then
‖ sin(U1, U˜1)‖F 12
‖H−1/2HH˜−1/2‖F
	(1, 2)
. (2.19)
Proof. Pre- and Post-multiplying the equality H˜ − H = H by H−1/2 and H˜−1/2, respectively, leads to
H−1/2H˜ 1/2 − H 1/2H˜−1/2 = H−1/2HH˜−1/2. (2.20)
By the eigendecompositions (1.1)–(1.3) and (2.20) we have
∧−1/2U∗U˜ ∧˜1/2 − ∧1/2U∗U˜ ∧˜−1/2 = U∗H−1/2HH˜−1/2U˜ . (2.21)
In block form, (2.21) can be rewritten as(∧−1/21 U∗1 U˜1∧˜1/21 ∧−1/21 U∗1 U˜2∧˜1/22
∧−1/22 U∗2 U˜1∧˜1/21 ∧−1/22 U∗2 U˜2∧˜1/22
)
−
(∧1/21 U∗1 U˜1∧˜−1/21 ∧1/21 U∗1 U˜2∧˜−1/22
∧1/22 U∗2 U˜1∧˜−1/21 ∧1/22 U∗2 U˜2∧˜−1/22
)
=
(
U∗1H−1/2HH˜−1/2U˜1 U∗1H−1/2HH˜−1/2U˜2
U∗2H−1/2HH˜−1/2U˜1 U∗2H−1/2HH˜−1/2U˜2
)
. (2.22)
From (2.22) one may deduce that
∧−1/21 U∗1 U˜2∧˜1/22 − ∧1/21 U∗1 U˜2∧˜−1/22 = U∗1H−1/2HH˜−1/2U˜2 (2.23)
and
∧−1/22 U∗2 U˜1∧˜1/21 − ∧1/22 U∗2 U˜1∧˜−1/21 = U∗2H−1/2HH˜−1/2U˜1. (2.24)
By interpreting the above equality (2.23) component wise we have
−1/2i (U
∗
1 U˜2)ij ˜
1/2
j − 1/2i (U∗1 U˜2)ij ∧˜−1/2j = (U∗1H−1/2HH˜−1/2U˜2)ij ,
where (A)ij denotes (i, j) entry of A. Since 1 > 0, (∧1) ∩ (∧˜2) = ∅. Thus, we have
|(U∗1 U˜2)ij | = |(U∗1H−1/2HH˜−1/2U˜2)ij |
/
|i − ˜j |√
|i ˜j |
 1
1
|(U∗1H−1/2HH˜−1/2U˜2)ij |,
from which one may deduce that
‖U∗1 U˜2‖F
1
1
‖U∗1H−1/2HH˜−1/2U˜2‖F. (2.25)
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Similarly, from (2.24) it follows that
‖U∗2 U˜1‖F
1
2
‖U∗2H−1/2HH˜−1/2U˜1‖F. (2.26)
Hence (2.19) follows from (2.8), (2.25) and (2.26) and the same analogical argument as Theorem 2.2. 
The bound (2.19) can be modiﬁed as follows.
Corollary 2.5. Under the same assumption as Theorem 2.5 we have
‖ sin(U1, U˜1)‖F
√
2
2
‖H−1/2HH˜−1/2‖F
min{1, 2}
. (2.27)
Remark 2.5. In [3, Theorem 2.4], the authors obtained the following bound:
‖ sin(U1, U˜1)‖F ‖H
−1/2HH˜−1/2‖F
2
. (2.28)
With the same analysis as in Remark 2.4, we may assume that 12. Obviously, if 2
√
21, then the bound in
(2.27) is better than those in (2.28). In general, the perturbation may be very small, then 1 ≈ 2. Hence, in this case
the bound (2.27) improves the bound (2.28) by a factor √2/2.
Corollary 2.6. Let H and H˜ = H + H be two Hermitian matrices with eigendecompositions (1.1)–(1.3). If
2 = ‖H−1/2HH−1/2‖2 < 1,
then
‖ sin(U1, U˜1)‖F
√
2
2
F√
1 − 2
/
min{1, 2}. (2.29)
Proof. It is easy to see that
‖H−1/2HH˜−1/2‖F = ‖H−1/2HH−1/2H 1/2(H + H)−1/2‖F
‖H−1/2HH−1/2‖F‖H 1/2(H + H)−1/2‖2. (2.30)
By the assumption that 2 = ‖H−1/2HH−1/2‖2 < 1 we have
‖H 1/2(H + H)−1/2‖22 = ‖H 1/2(H + H)−1H 1/2‖2
= ‖(I + H−1/2HH−1/2)−1‖2
 1
1 − ‖H−1/2HH−1/2‖2
. (2.31)
Applying (2.30) and (2.31) to the bound (2.27) one may deduce the bound (2.29). 
Remark 2.6. By the same argument as in Remark 2.5, one may see that the bound (2.29) improves the bound (1.5) by
a factor
√
2/2 when 12
√
21.
Remark 2.7. When H and H˜ are nonsingular, we can write (4.5) of [1] as follows:
‖ sin(U1, U˜1)‖F = ‖U∗1 U˜2‖F
‖C−∗HC˜−1‖F
1
,
where C = | ∧ |1/2U∗, C˜ = |∧˜|1/2U˜∗. It is difﬁcult to compare the above bound with (2.19). However, the following
example given in [1] shows that our bound in (2.19) is better than the above bound.
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Let
H =
(1 1 1
1 0 0
1 0 10−8
)
, H = (0.5 × 10−5)
(0.6 −1 0.8
−1 0 0
0.8 0 −1.2 × 10−11
)
,
and let U1 (U˜1) be the matrix of the eigenvectors corresponding to the two smallest eigenvalues of H (H˜ ). A simple
calculation gives that the bound in (2.19) is 3.46 × 10−2 and another is 4.90 × 10−2.
Remark 2.8. Some numerical examples show that the bounds in (2.15) and (2.16) may be sharper than those in (2.9).
However, since the invariant subspace U˜1 and U˜2 are involved in the bounds in (2.15) and (2.16), it will bring some
difﬁculty in computing the bound.
3. Multiplicative perturbations
In this section, we shall provide a relative perturbation bound for themultiplicative perturbationmodel. The following
lemma is useful in the sequel.
Lemma 3.1 (Li [6]). Let ∈ Cs×s and ∈ Ct×t be twoHermitianmatrices, and letE, F ∈ Cs×t . If ()∩()=∅,
then X − X= E + F has a unique solution X ∈ Cs×t , and moreover,
‖X‖F
√
(‖E‖2F + ‖F‖2F)/,
where = min∈(),˜∈() |− ˜|/
√
|˜|2 + ||2.
Let 1 = min∈(∧1),˜∈(∧˜2) | − ˜|/
√
|˜|2 + ||2, 2 = min∈(∧2),˜∈(∧˜1) | − ˜|/
√
|˜|2 + ||2. Then we have the
following result.
Theorem 3.2. Let H and H˜ = D∗HD be two n × n Hermitian matrices with eigendecompositions (1.1)–(1.3), where
D is nonsingular. If i > 0, i = 1, 2, then
‖ sin(U1, U˜1)‖F 12
√
‖I − D−1‖2F + ‖I − D∗‖2F
	(1, 2)
. (3.1)
Proof. By the equation
H˜ − H = H˜ (I − D−1) + (D∗ − I )H
and (1.1)–(1.3) one can deduce that
∧˜U˜∗U − U˜∗U ∧ =∧˜U˜∗(I − D−1)U + U˜∗(D∗ − I )U ∧ . (3.2)
From (3.2) one may easily deduce that( ∧˜1U˜∗1U1 ∧˜1U˜∗1U2
∧˜2U˜∗2U1 ∧˜2U˜∗2U2
)
−
(
U˜∗1U1∧1 U˜∗1U2∧2
U˜∗2U1∧1 U˜∗2U2∧2
)
=
( ∧˜1U˜∗1(I − D−1)U1 ∧˜1U˜∗1(I − D−1)U2
∧˜2U˜∗2(I − D−1)U1 ∧˜2U˜∗2(I − D−1)U2
)
+
(
U˜∗1(D∗ − I )U1∧1 U˜∗1(D∗ − I )U2∧2
U˜∗2(D∗ − I )U1∧1 U˜∗2(D∗ − I )U2∧2
)
.
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Hence, we have
∧˜1U˜∗1U2 − U˜∗1U2∧2 = ∧˜1U˜∗1(I − D−1)U2 + U˜∗1(D∗ − I )U2∧2 (3.3)
and
∧˜2U˜∗2U1 − U˜∗2U1∧1 = ∧˜2U˜∗2(I − D−1)U1 + U˜∗2(D∗ − I )U1∧1. (3.4)
Applying Lemma 3.1 to (3.3) and (3.4), respectively, we have
‖U˜∗1U2‖F
1
2
√
‖U˜∗1(I − D−1)U2‖2F + ‖U˜∗1(D∗ − I )U2‖2F (3.5)
and
‖U˜∗2U1‖F
1
1
√
‖U˜∗2(I − D−1)U1‖2F + ‖U˜∗2(D∗ − I )U1‖2F. (3.6)
From (2.8), (3.5) and (3.6) it follows that
2‖ sin(U1, U˜1)‖F 1
1
√
‖U˜∗1(I − D−1)U2‖2F + ‖U˜∗1(D∗ − I )U2‖2F
+ 1
2
√
‖U˜∗2(I − D−1)U1‖2F + ‖U˜∗2(D∗ − I )U1‖2F.

√
1
21
+ 1
22
√
‖I − D−1‖2F + ‖D∗ − I‖2F,
which implies the desired inequality (3.1). 
By Theorem 3.2 we can readily obtain the following corollary.
Corollary 3.3. Under the same assumption as Theorem 3.2 we have
‖ sin(U1, U˜1)‖F
√
2
2
√
‖I − D−1‖2F + ‖I − D∗‖2F
min{1, 2}
. (3.7)
Remark 3.1. The bound (3.7) is similar to the bound (1.6), but our bound does not involve the eigenspace U1. If the
inequalities ‖(I − D−1)U1‖F‖I − D−1‖F and ‖(I − D∗)U1‖F‖I − D∗‖F are applied to (1.6), then by the same
analysis as in Remark 2.5, it is known that the bound in (3.7) is better than one in (1.6) when 21 <
√
22.
Acknowledgements
The second author wishes to thank Dr. W. Sun for his hospitality when this author visited City University of Hong
Kong from 30 June to 29 August, 2005. The authors would like to thank the anonymous referees for their valuable
comments.
References
[1] J.L. Barlow, I. Slapnicar, Optimal perturbation bounds for the Hermitian eigenvalue problem, Linear Algebra Appl. 309 (2000) 19–43.
[2] C. Davis, W. Kahan, The rotation of eigenvectors by a perturbation, III, SIAM J. Numer. Anal. 7 (1970) 1–46.
[3] F.M. Dopico, J. Moro, J.M. Molera, Weyl-type relative perturbation bounds for eigensystems of Hermitian matrices, Linear Algebra Appl. 309
(2000) 3–18.
[4] I.C.F. Ipsen, An overview of relative sin theorems for invariant subspaces of complex matrices, J. Comput. Appl. Math. 123 (2000) 131–153.
[5] I.C.F. Ipsen, Absolute and relative perturbation bounds for invariant subspaces of matrices, Linear Algebra Appl. 309 (2000) 45–56.
[6] R.C. Li, Relative perturbation theory: (II) Eigenspace and singular subspace variations, SIAM J. Matrix Anal. Appl. 20 (1999) 471–492.
[7] T. Londre, N.H. Rhee, A note on relative perturbation bounds, SIAM J. Matrix Anal. Appl. 21 (1999) 357–361.
[8] G. Stewart, J. Sun, Matrix Perturbation Theory, Academic Press, Boston, 1990.
