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ABSTRACT: This paper investigates the relationship between mul-
tiplicities and the degree sequence of ideals in graded algebras, gives
multiplicity equations of graded rings via the degree sequence of ide-
als, and characterizes mixed multiplicities and multiplicities of Rees
rings in terms of the degree sequence of ideals. As an application, the
paper answered an open question on the multiplicity of Rees rings.
1 Introduction
Establishment of formulas for calculating multiplicities is always an interesting problem
and attracted much attention. Let S =
⊕
n≥0 Sn be a finitely generated standard N-
graded algebra over an infinite field k. Denote by m the maximal homogeneous ideal of
S. It is well-known that if c1 ≤ · · · ≤ ct are the degrees of the elements of an arbitrary
homogeneous minimal basis of a homogeneous ideal I then the sequence (c1, . . . , ct)
does not depend upon the choice of the homogeneous minimal basis, and this sequence
is called the degree sequence of I.
Let I be an ideal of S. One always want to know the relationship between multi-
plicities of objects arising from I and the degree sequence of I.
In fact, Herzog, Trung, Ulrich in 1992 [7] started the investigation of the multiplicity
of blow-up rings of ideals generated by d-sequences in terms of the degree sequence.
We would like now to begin with mixed multiplicities and multiplicities of Rees
rings R(I) of homogeneous ideals I generated by a subsystems of parameters. This
problem originated from a paper of Trung in 1993 [20, Theorem 3.3] by the following.
This research was in part supported by a grant from NAFOSTED.
Mathematics Subject Classification(2010): Primary 13H15. Secondary 14C17, 13D40, 13C15.
Key words and phrases: The degree sequence, multiplicity, mixed multiplicity, (FC)-sequence.
1
Theorem 1.1 ([20]). Let I be a homogeneous ideal generated by a subsystem of param-
eters x1, . . . , xh which is an I-filter-regular sequence with deg x1 ≤ · · · ≤ deg xh. Denote
by (a1, . . . , ah) the degree sequence of I. Then e(R(I)) = (1 +
∑h−1
i=1 a1 · · ·ai)e(S).
By using weak-(FC)-sequences in [24](see e.g. [4, 5, 36]), Viet in 2003 [27] obtained
formulas for mixed multiplicities and multiplicities of Rees rings of arbitrary homoge-
neous equimultiple ideals in S, i.e, the additional condition on the generation of I in
Theorem 1.1 has been dropped. We emphasize that the proof of [27] is based on the
existence of homogeneous weak-(FC)-elements in I as in Lemma 3.1. However, this is
not correct (see Remark 3.3). So the results in [27] are not yet proven. And [21] in
2010 gave the following open question which has also been stated in [20] in 1993.
Question 1 [21, Question 7.7]. Can one drop the condition deg x1 ≤ · · · ≤ deg xh in
Theorem 1.1?
It has long been known that the approach, which based on the existence of se-
quences of homogeneous elements, encountered obstructions in the progress of calcu-
lating multiplicities. This is one of motivations to help us giving another approach for
this problem. Our approach is started by the construction of the following object.
Note that for any non-zero element x of S, one can always write uniquely in the
form x = xm1 + · · · + xmt , here m1 < · · · < mt and 0 6= xmi ∈ Smi for all 1 ≤ i ≤ t,
then we put inx = xm1 and o(x) = m1. Let I be an ideal of S. Denote by inI the ideal
generated by {inx | x ∈ I \ mI}. Then the degree sequence of inI is called the degree
sequence of I. Proposition 2.4 showed the existence of minimal bases x1, . . . , xn of I
such that (o(x1), . . . , o(xn)) is the degree sequence of I.
This paper examines the relationship between multiplicities of ideals in graded
algebras and the degree sequence of ideals, hereby answers Question 1. And as one
might expect, we first obtain the following result for the Hilbert-Samuel multiplicity
of graded domains, in terms of the degree sequence of ideals.
Theorem 1.2 (Theorem 2.9). Let S =
⊕
n≥0 Sn be a finitely generated standard N-
graded algebra over an infinite field k of dimS = d > 0. Let I be an m-primary ideal
of S. Assume that S is a domain and (c1, . . . , cd) is the degree sequence of a minimal
reduction of I. Then we have e(I;S) = c1 · · · cde(S).
It should be noted that this theorem does not hold in general if one omits the
condition that S is a domain (see Remark 2.10).
However, using this theorem as a tool we prove the following theorem.
Theorem 1.3 (Theorem 2.11). Let S =
⊕
n≥0 Sn be a finitely generated standard
N-graded algebra over an infinite field k of dimS = d > 0. Let x1, . . . , xd be a system
of parameters of S. Assume that inx1, . . . , inxd is a system of parameters of S. Then
we have e(x1, . . . , xd;S) = o(x1) · · · o(xd)e(S).
Theorem 1.3 seems to become an effective support for characterizing multiplicities
in terms of the degree sequence of ideals. In fact, Theorem 1.3 yielded the interesting
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applications for mixed multiplicities (see Theorem 2.15 and Corollary 2.16).
Further, by using Theorem 1.3 and Lemma 3.1 we immediately answered to the
Question 1 by the following result.
Corollary 1.4 (Corollary 3.2). Let I be a homogeneous equimultiple ideal in a stan-
dard graded algebra S of htI = h > 0. Let (a1, . . . , ah) be the degree sequence of a
homogeneous minimal reduction of I. Set dimS = d. Denote by e(m[d−i], I [i];S) the
mixed multiplicity of (I,m) of the type (i, d− i) for i ≤ d− 1. Then we have:
(i) e(m[d−i], I [i];S) = a1 · · · aie(S) for all i ≤ h− 1.
(ii) e(R(I)) = (1 +
∑h−1
i=1 a1 · · · ai)e(S).
Corollary 1.4 is also Theorem 3.1 given by Viet in [27]. So by another approach,
the present paper showed that [27, Theorem 3.1] and hence the other results on mixed
multiplicities and multiplicities of Rees rings in [27] are true, and the Question 1 has
a positive answer (see Remark 3.3).
Notice that Corollary 1.4 is a particular case of Corollary 2.16. And although in
general there does not exist a homogeneous weak-(FC)-sequence in I as in Lemma 3.1,
this lemma showed the existence of weak-(FC)-sequences in I having the same degree
sequence as a homogeneous minimal reduction of I. This is an important property used
for the proof of Corollary 1.4. The results of the paper showed the important role of
the degree sequence in studying multiplicities of ideals.
This paper is divided into three sections. Section 2 is devoted to the discussion of the
degree sequence of ideals (Proposition 2.2, Proposition 2.4) and multiplicities of graded
algebras (Proposition 2.5, Corollary 2.7, Corollary 2.8, Theorem 2.9, Theorem 2.11).
And as applications, we get results for mixed multiplicities and multiplicities of Rees
rings of ideals in graded rings (Theorem 2.15, Corollary 2.16). Section 3 investigates
the relationship between the degree sequence of homogeneous equimultiple ideals and
the degree sequence of weak-(FC)-sequences of these ideals (Lemma 3.1) that will be
used in the proofs for results on mixed multiplicities and multiplicities of Rees rings of
homogeneous equimultiple ideals (Corollary 3.2, and Corollary 3.4). And Question 1
is answered by Corollary 3.2.
2 Multiplicities of Graded Rings
In this section, we first define some objects in graded rings, and study the relationship
between multiplicities; mixed multiplicities of graded algebras and the degree sequence
of ideals, give multiplicity formulas of graded rings; mixed multiplicity formulas and
the multiplicity of Rees rings via the degree sequence of ideals.
Our approach is started by the construction of the following useful objects in stan-
dard N-graded algebras.
Recall that S =
⊕
n≥0 Sn is the finitely generated standard N-graded algebra over
an infinite field k, i.e., S is generated over k by elements of total degree 1, and m the
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maximal homogeneous ideal of S. Then for any element x 6= 0 of S, one can always
write uniquely in the form x = xm1 + · · ·+xmt , here m1 < · · · < mt and 0 6= xmi ∈ Smi
for all 1 ≤ i ≤ t. In this case, we put o(x) = m1 = deg xm1 and inx = xm1 . Assign
in0 = 0; o(0) = +∞. Set o(U) = min{o(x) | x ∈ U} for any U ⊂ S.
Let b1, . . . , bn ∈ S1 be a minimal basis ofm and fix this order. Setm = (m1, . . . , mn);
|m| = m1 + · · · +mn and bm = bm11 · · · bmnn for any (m1, . . . , mn) ∈ Nn. It is obvious
that S =
∑
m∈Nn kb
m. And it is a plain fact that Cu = {bm | |m| = u} generates mu
for any u > 0. Then for any u > 0, one can choose a minimal basis Bu ⊂ Cu of mu,
and fix this basis. Set B0 = {1}. Then
S =
⊕
u≥0
(
⊕
bm∈Bu
kbm) and m =
⊕
u>0
(
⊕
bm∈Bu
kbm).
Now we define an order on Nn as follows: m < m′ if the first non-zero component
from the left side of (|m| − |m′|, m1 −m′1, . . . , mn −m′n) is negative.
Note that each non-zero element x of S can always be written uniquely in the form
x =
∑
bm∈
⋃
u≥0Bu
xmb
m, where xm ∈ k and there are only finitely many m such that
xm 6= 0, in this case, set x∗ = bv if v = min{m | xm 6= 0}. Assign 0∗ = 0. Denote by
I∗ the ideal generated by {x∗ | x ∈ I \mI} for any ideal I of S.
For any homogeneous ideal I of S, it is well-known that if c1 ≤ · · · ≤ ct are the
degrees of the elements of an arbitrary homogeneous minimal basis of I, then the
sequence (c1, . . . , ct) does not depend on the choice of the minimal basis, and this
sequence is called the degree sequence of I. The case of an arbitrary ideal I of S, denote
by inI the ideal generated by {inx | x ∈ I \ mI}. Then the degree sequence of inI is
called the degree sequence of I. Denote by µ(I) the minimal number of generators of I.
Remark 2.1. If I is a homogeneous ideal, then I has homogeneous minimal bases. So
it is easy to check that inI = I. Hence the above notion of the degree sequence is an
extension of the ordinary notion of the degree sequence for homogeneous ideals.
Further, the relationship between I; inI and I∗ is shown by the following lemma.
Proposition 2.2. Let I be an ideal of S. We have the following statements.
(i) µ(I∗) = µ(I) = µ(inI).
(ii) There exists a minimal basis x1, . . . , xn of I such that inx1, . . . , inxn and x
∗
1, . . . , x
∗
n
are minimal bases of inI and I∗, respectively.
(iii) The degree sequences of I and I∗ are the same.
Proof. Now assume that µ(I) = n. Then there exist x1, . . . , xn ∈ I \ mI such that
x1, . . . , xn is a minimal basis of I. And without loss of generality, we can assume that
v1 ≤ · · · ≤ vd, here x∗i = bvi for all 1 ≤ i ≤ d. Notice that if x∗i = x∗i+1 and
xi = ax
∗
i + · · · ; xi+1 = bx∗i+1 + · · ·
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for 0 6= a, b ∈ k, then one can replace xi+1 by yi+1 = xi+1 − ba−1xi for any 1 ≤ i < n.
Then we get a minimal basis y1, . . . , yn of I such that y
∗
1, . . . , y
∗
n are pairwise distinct.
Consequently, we can assume that x1, . . . , xn is a minimal basis of I with x
∗
i 6= x∗j for
all 1 ≤ i 6= j ≤ n. Set X = {x∗1, . . . , x∗n}. Let x ∈ I \mI. Since x1, . . . , xn is a minimal
basis of I, it follows that x =
∑n
i=1 aixi + y, here a1, . . . , an ∈ k and y ∈ mI. Since
y ∈ mI, it follows that y∗ /∈ X ∪ {x∗}. Because x∗1, . . . , x∗n are pairwise distinct, we get
x∗ = x∗i for some 1 ≤ i ≤ n. Hence x∗ ∈ X. So X = {x∗ | x ∈ I \ mI}. Therefore I∗
is generated by X. Now since x∗1, . . . , x
∗
n are pairwise distinct, it follows that x
∗
1, . . . , x
∗
n
are k-linearly independent. Therefore µ(I∗) = n, and x∗1, . . . , x
∗
n is a minimal basis of
I∗. Next, set inxi = zi for all 1 ≤ i ≤ n. Then we have x∗i = z∗i for all 1 ≤ i ≤ n. So
azi 6= bzj for all 0 6= a, b ∈ k and 1 ≤ i 6= j ≤ n.
Set Y = {x 6= 0 | x = azj ; a ∈ k; 1 ≤ j ≤ n}. Then for any x ∈ I \ mI, since
x1, . . . , xn is a minimal basis of I, we get x =
∑n
i=1 aixi + y, here a1, . . . , an ∈ k and
y ∈ mI. Since y ∈ mI, it follows that iny /∈ Y ∪ {ainx} for all 0 6= a ∈ k. Then since
azi 6= bzj for all 0 6= a, b ∈ k and 1 ≤ i 6= j ≤ n, we obtain inx = azi for some 1 ≤ i ≤ n
and a ∈ k. So inx ∈ Y. We get Y = {inx | x ∈ I \mI}. Hence inI = (z1, . . . , zn). Recall
that azi 6= bzj for all 0 6= a, b ∈ k and 1 ≤ i 6= j ≤ n, it follows that z1, . . . , zn are
k-linearly independent. Thus µ(inI) = n and inx1, . . . , inxn is a minimal basis of inI.
We get (i) and (ii). By (ii) we immediately obtain (iii).
Remark 2.3. From the proof of Proposition 2.2, it follows that X = {x∗ | x ∈ I \mI}
is a minimal basis of I∗ and µ(I) = |X| for any ideal I of S. Moreover, if x1, . . . , xn
is a minimal basis of I such that x∗1, . . . , x
∗
n are pairwise distinct, then inx1, . . . , inxn
and x∗1, . . . , x
∗
n are minimal bases of inI and I
∗, respectively. Since o(xi) = deg inxi for
all 1 ≤ i ≤ n, hence the degree of I is a permutation of o(x1), . . . , o(xn). In fact, as
the proof of Proposition 2.2, one also follow that if x1, . . . , xn is a minimal basis of I
such that ainxi 6= binxj for all 0 6= a, b ∈ k and 1 ≤ i 6= j ≤ n, then inx1, . . . , inxn is
a minimal basis of inI. And in this case, the degree sequence of I is a permutation of
o(x1), . . . , o(xn).
Remark 2.3 yields the following conclusion.
Proposition 2.4. Let x1, . . . , xn be a minimal basis of I with o(x1) ≤ · · · ≤ o(xn)
and x∗1, . . . , x
∗
n pairwise distinct. Set o(xi) = ci for all 1 ≤ i ≤ n. Then the sequence
(c1, . . . , cn) does not depend on the choice of this minimal basis, and this sequence is
the degree sequence of I.
The following result is an important tool of this paper.
Proposition 2.5. Let I be an ideal of S. Assume that S is a domain. Then we have
e(S/I) = e(S/inI).
Proof. By Proposition 2.2, there exists a minimal basis x1, . . . , xn of I such that
inx1, . . . , inxn is a minimal basis of inI. Let x be an element of I. Then x =
∑n
i=1 yixi for
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certain elements y1, . . . , yn ∈ S. Since S is a domain, it follows that inx = in
∑n
i=1 yiinxi.
Hence inx ∈ inI for all x ∈ I. Any z =∑ni=1 ziinxi ∈ inI for z1, . . . , zn ∈ S, we have
inz = in
n∑
i=1
ziinxi = in
n∑
i=1
zixi
since S is a domain. Note that u =
∑n
i=1 zixi ∈ I. So inz = inu for some u ∈ I. From
this it follows that
{inx | x ∈ I} = {inx | x ∈ inI}.
Hence we have
{inx | x ∈ I}
⋂
Sm +
⊕
n≥m+1
Sn = {inx | x ∈ inI}
⋂
Sm +
⊕
n≥m+1
Sn
for all m ∈ N. Moreover, it is plain that
{inx | x ∈ I}
⋂
Sm +
⊕
n≥m+1
Sn = I
⋂
[
⊕
n≥m
Sn] +
⊕
n≥m+1
Sn
and {inx | x ∈ inI}⋂Sm +⊕n≥m+1 Sn = inI⋂[⊕n≥m Sn] +⊕n≥m+1 Sn. So
⊕
n≥m+1
Sn + I
⋂
[
⊕
n≥m
Sn] =
⊕
n≥m+1
Sn + inI
⋂
[
⊕
n≥m
Sn]
for all m ∈ N. Now since mm =⊕n≥m Sn, we obtain
mm+1 + I
⋂
mm = mm+1 + inI
⋂
mm (1)
for all m ∈ N. Denote by F = {mm}m≥0 the m-adic filtration of S, and denote by
grF (S/I) =
⊕
m≥0
(mm(S/I)/mm+1(S/I))
the associated graded module of the S-module S/I with respect to the filtration F. It
can be verified that
grF (S/I) ∼=
⊕
m≥0
(mm + I/mm+1 + I) ∼=
⊕
m≥0
(mm/(mm+1 + I ∩mm)).
Hence by (1) we get
grF (S/I) ∼= grF (S/inI).
Note that e(S/I) = e(grF (S/I)), thus e(S/I) = e(S/inI).
The proof of Proposition 2.5 yields the following comment.
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Remark 2.6. Let S be a domain. Recall that we have
{inx | x ∈ E} = {inx | x ∈ inE}
for any ideal E of S by the proof of Proposition 2.5. And it is a simple master to give
examples that this equation is not true in general if S is not a domain. Note that inE
is a homogeneous ideal, we obtain {inx | x ∈ inE} ⊂ inE. So {inx | x ∈ E} ⊂ inE.
Next, we would like to give an example to show that this inclusion is not true in general
if S is not a domain.
Let S = k[X, Y ]/(XY,X2), here k is a field and X and Y are variables. Then S
is not a domain. Denote by X¯ and Y¯ the images of X and Y in S, respectively. Let
x = X¯ + Y¯ 2 be an element of S. Set E = (x). Then inE = (X¯) and y = x2 = Y¯ 4 ∈ E.
However iny = Y¯ 4 /∈ inE.
The following corollaries of Proposition 2.5 are a pivotal connection for the approach
of the paper, and which are proven to be useful in this paper.
Let I be an m-primary ideal, and let S be a domain. Then mu ⊂ I for a certain
integer u > 0. From this it follows that {inx | x ∈ mu} ⊂ {inx | x ∈ I} ⊂ inI by
Remark 2.6. So we get inmu ⊂ inI. Since mu is a homogeneous ideal, inmu = mu by
Remark 2.1. Hence
√
inmu = m. Consequently inI is an m-primary ideal of S. By
Proposition 2.5, we have
e(S/I) = e(S/inI).
Note that I and inI are m-primary ideals, it follows that S/I and S/inI are Artinian
rings. Hence e(S/I) = ℓ(S/I) and e(S/inI) = ℓ(S/inI). Thus
ℓ(S/I) = ℓ(S/inI).
Hence we get the following result.
Corollary 2.7. Let I be an m-primary ideal of S. Assume that S is a domain. Then
inI is an m-primary ideal of S and ℓ(S/I) = ℓ(S/inI).
Now assume that S is a domain with dimS = d > 0 and q is a parameter ideal of S.
By Proposition 2.2, there exists a minimal basis x1, . . . , xd of q such that inx1, . . . , inxd
is a minimal basis of inq. Note that inq is an m-primary ideal of S by Corollary 2.7.
So x1, . . . , xd and inx1, . . . , inxd are systems of parameters of S. Hence these systems
are algebraically independent over k (see e.g. [1, Corollary 11.21]). Therefore it can be
verified that
{inxn11 · · · inxndd = in[xn11 · · ·xndd ] | n1 + · · ·+ nd = n}
is a minimal basis of inqn. So inqn = (inx1, . . . , inxd)
n = (inq)n for all n > 0. Then by
Corollary 2.7, we get
ℓ(S/qn) = ℓ(S/(inq)n)
for all n > 0. Consequently
e(q;S) = e(inq;S).
These comments yield:
7
Corollary 2.8. Assume that S is a domain and q is a parameter ideal of S. Then inq
is a parameter ideal of S and e(q;S) = e(inq;S).
Let I be an ideal of a Noetherian local ring (A, n) with the maximal ideal n. An ideal
J is called a reduction of an ideal I if J ⊆ I and In+1 = JIn for some n. A reduction J
is called a minimal reduction of I if it does not properly contain any other reduction
of I [15]. Set ℓ(I) = dim
⊕
n≥0
(In/nIn). Then one called ℓ(I) the analytic spread of I. If
the residue field k = A/n is infinite, then the minimal number of generators of every
minimal reduction of I is equal to ℓ(I) [15]. It is well known that htI ≤ ℓ(I) ≤ dimA,
and I is called an equimultiple ideal if ℓ(I) = htI.
The following result will play a crucial role in the approach of this paper.
Theorem 2.9. Let S =
⊕
n≥0 Sn be a finitely generated standard N-graded algebra
over an infinite field k of dimS = d > 0. Let I be an m-primary ideal of S. Assume
that S is a domain and (c1, . . . , cd) is the degree sequence of a minimal reduction of I.
Then we have e(I;S) = c1 · · · cde(S).
Proof. Let J be a minimal reduction of I of the degree sequence (c1, . . . , cd). Note
that since I is m-primary, it follows that ℓ(I) = htI = d. Hence µ(J) = d and J is a
parameter ideal of S. Recall that by Corollary 2.8, we have e(J ;S) = e(inJ ;S). Since
J is a minimal reduction of I, we obtain e(I;S) = e(J ;S) by [15, Theorem 1]. By
Proposition 2.2, there exists a minimal basis x1, . . . , xd of J such that inx1, . . . , inxd is
a minimal basis of inJ. Set yi = inxi for all 1 ≤ i ≤ d. Then y1, . . . , yd is a system of
parameters for S, and one can consider the degree sequence of J as
(deg y1, . . . , deg yd) = (c1, . . . , cd).
Next we recall the following proof in [34, Lemma 3.3] for e(inJ ;S) = c1 · · · cde(S).
Put c = c1 · · · cd and ui = c/ci for all 1 ≤ i ≤ d. Then we have deg yuii = c for all
1 ≤ i ≤ d. So
{y1u1 , . . . , ydud} ⊂ Sc.
From the above facts, we get
cde(S) = e((y1
u1 , . . . , yd
ud);S) = u1 · · ·ude((y1, . . . , yd);S) = u1 · · ·ude(inJ ;S).
Consequently, e(inJ ;S) = c1 · · · cde(S). We get e(I;S) = c1 · · · cde(S).
Notice that when E is a homogeneous ideal generated by a subsystem of parameters
of S and (a1, . . . , ah) is the degree sequence of E, upon special computations, Trung in
[20] proved that
e(G(E)) = a1 · · ·ahe(S),
here G(E) =
⊕
n≥0(E
n/En+1) is the associated graded ring of E. Using this result,
one can also get
e(inJ ;S) = c1 · · · cde(S)
since e(G(inJ)) = e(inJ ;S).
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Remark 2.10. From Theorem 2.9, one may raise a question: Does the theorem hold
if S is not a domain? Consider the case S = k[X, Y ]/(XY,X2), here k is a field and
X and Y are variables (see Remark 2.6). Denote by X¯ and Y¯ the images of X and Y
in S, respectively. Then it is easily seen that dimS = 1; e(S) = 1 and x = X¯ + Y¯ 2 is
a system of parameters for S; x2 = Y¯ 4 and o(x) = 1. Now if Theorem 2.9 is true for
S, then e(x;S) = e(S). So e(x2;S) = 2e(S). Because e(x2;S) = e(Y¯ 4;S) = 4e(Y¯ ;S),
e(S) = 2e(Y¯ ;S). Hence e(S) 6= 1. This example shows that Theorem 2.9 does not hold
in general if one omits the assumption that S is a domain.
However, using Theorem 2.9 we prove the following theorem for multiplicities of
arbitrary N-graded algebras.
Theorem 2.11. Let S =
⊕
n≥0 Sn be a finitely generated standard N-graded algebra
over an infinite field k of dimS = d > 0. Let x1, . . . , xd be a system of parameters of
S. Assume that inx1, . . . , inxd is a system of parameters of S. Then we have
e(x1, . . . , xd;S) = o(x1) · · · o(xd)e(S).
Proof. Denote by Λ the set of minimal prime ideals p of S such that dimS/p = d.
For any p ∈ Λ, denote by x¯1, . . . , x¯d and inx1, . . . , inxd the images of x1, . . . , xd and
inx1, . . . , inxd in S/p, respectively. Since p is a minimal prime ideal with dimS/p = d,
it follows that p is a homogeneous ideal and x¯1, . . . , x¯d and inx1, . . . , inxd are systems
of parameters of the graded algebra S/p. Note that inxi 6= 0 for all 1 ≤ i ≤ d, we get
inxi = inx¯i for all 1 ≤ i ≤ d. Since inx¯1, . . . , inx¯d is a system of parameters of S/p, it
follows that ainx¯i 6= binx¯j for all 0 6= a, b ∈ k and 1 ≤ i 6= j ≤ n. Hence the degree
sequence of (x¯1, . . . , x¯d) is a permutation of deg inx¯1, . . . , deg x¯d by Remark 2.3. Since
S/p is a domain, by Theorem 2.9 we get
e(x¯1, . . . , x¯d;S/p) = o(x¯1) · · · o(x¯d)e(S/p).
Note that o(x¯i) = o(xi) for all 1 ≤ i ≤ d and if consider S/p as a S-module then
e(x¯1, . . . , x¯d;S/p) = eS(x1, . . . , xd;S/p).
So eS(x1, . . . , xd;S/p) = o(x1) · · · o(xd)e(S/p). Remember that
e(x1, . . . , xd;S) =
∑
p∈Λ
ℓ(Sp)eS(x1, . . . , xd;S/p)
(see [9, Theorem 11.2.4]), we obtain
e(x1, . . . , xd;S) = o(x1) · · · o(xd)
∑
p∈Λ
ℓ(Sp)e(S/p) = o(x1) · · · o(xd)e(S).
Thus e(x1, . . . , xd;S) = o(x1) · · · o(xd)e(S).
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We recall now the notion of weak-(FC)-sequences in [24]. This sequence is a kind
of superficial sequences, and it has proven to be useful in several contexts (see e.g.
[4, 5, 29, 36]).
Definition 2.12 ([24]). Let (A, n) be a Noetherian local ring with maximal ideal n.
Let I1, . . . , Is be ideals of A such that I = I1 · · · Is is non-nilpotent. An element x ∈ A
is called a weak-(FC)-element of (I1, . . . , Is) if there exists i ∈ {1, . . . , s} such that
x ∈ Ii and the following conditions are satisfied:
(FC1): For all large ni and for all n1, . . . , ni−1, ni+1, . . . , ns ≥ 0,
(x)
⋂
In11 · · · Ini+1i · · · Inss = xIn11 · · · Inii · · · Inss .
(FC2): x is an I-filter-regular element, i.e., 0A : x ⊆ 0A : I∞.
Let x1, . . . , xt be elements of A. For any 0 ≤ i ≤ t, set Ai = A
(x1, . . . , xi)
. Then
x1, . . . , xt is called a weak-(FC)-sequence of (I1, . . . , Is) if x¯i+1 (the image of xi+1 in
Ai) is a weak-(FC)-element of (I1Ai, . . . , IsAi) for all i = 0, . . . , t− 1. If a weak-(FC)-
sequence consists of k1 elements of I1, . . . , ks elements of Is (k1, . . . , ks ≥ 0), then it
is called a weak-(FC)-sequence of (I1, . . . , Is) of the type (k1, . . . , ks). A weak-(FC)-
sequence x1, . . . , xt is called a maximal weak-(FC)-sequence if I ⊆
√
(x1, . . . , xt).
Let I be n-primary and I a non-nilpotent ideal of A. By using Rees’lemma in
[16], one (see e.g. [25, 26, 28, 29]) showed that if I is non-nilpotent, the length of
any maximal weak-(FC)-sequence in I with respect to (I, I) is equal to ℓ(I) = ℓ and
if x1, . . . , xℓ is a weak-(FC)-sequence in I with respect to (I, I), then (x1, . . . , xℓ) is a
minimal reduction of I.Moreover, as in the proof of Theorem 3.3 [25], then any minimal
reduction of I is generated by a maximal weak-(FC)-sequence in I with respect to (I, I)
(see e.g. [30, 34, 35]).
Before giving the results in the rest of this section, we need the following lemma on
the relationship between minimal reductions and maximal weak-(FC)-sequences.
Lemma 2.13. Let I be a non-nilpotent ideal of (A, n) and J a minimal reduction of
I. Then J is generated by a weak-(FC)-sequence of length ℓ(I) in J of (J, n) and this
sequence is also a weak-(FC)-sequence in I of (I, n).
Proof. Let x1, . . . , xp be a maximal weak-(FC)-sequence in J of (J, I, n). Since J is a
reduction of I, it easily follows that x1, . . . , xp is a weak-(FC)-sequence of (J, n), and
x1, . . . , xp is also a weak-(FC)-sequence of (I, n).
By induction on i ≤ p, we prove that
(x1, . . . , xi)
⋂
Jn+1Im = (x1, . . . , xi)J
nIm
for all large n and m ≥ 0. The case of i = 0 is trivial. Set q = (x1, . . . , xi−1) and
A′ = A/q. Denote by x′i the image of xi in A
′. Now suppose that the result has been
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proved for i− 1 ≥ 0. Since x′i in JA′ is a weak-(FC)-element of (JA′, IA′, nA′),
(x′i)
⋂
Jn+1ImA′ = x′iJ
nImA′
for all large n and m ≥ 0. So [Jn+1Im+ q]⋂[(xi) + q] = xiJnIm + q for all large n and
m ≥ 0. Hence
Jn+1Im
⋂
[(xi) + q] = xiJ
nIm + q
⋂
Jn+1Im
for all large n and m ≥ 0. By the inductive assumption, q⋂ Jn+1Im = qJnIm for all
large n and m ≥ 0. Hence
(x1, . . . , xi)
⋂
Jn+1Im = (x1, . . . , xi)J
nIm
for all large n and m ≥ 0. The induction is complete. Consequently,
(x1, . . . , xp)
⋂
Jn+1Im = (x1, . . . , xp)J
nIm
for all large n and m ≥ 0. Since x1, . . . , xp is a maximal weak-(FC)-sequence in J of
(J, I, n), Jn+1Im ⊂ (x1, . . . , xp) for all large n and m ≥ 0. Thus
Jn+1Im = (x1, . . . , xp)J
nIm
for all large n and m ≥ 0. From this it follows that (x1, . . . , xp) is a reduction of both J
and I. So p ≥ ℓ(I). Note that ℓ(JI) = ℓ(I), and moreover p ≤ ℓ(JI) by [26, Theorem
3.4(iv)], we get p = ℓ(I). Hence (x1, . . . , xp) is a minimal reduction of both J and I.
So J = (x1, . . . , xp). We get the proof of the lemma.
Now we will apply the above results for mixed multiplicities of ideals. Risler and
Teissier in 1973 [19] defined mixed multiplicities of ideals of dimension 0 and interpreted
them as the Hilbert-Samuel multiplicity of ideals generated by general elements. Katz
and Verma in 1989 [10] started the investigation of mixed multiplicities of ideals of posi-
tive height. The case of arbitrary ideals, Viet in 2000 [24] described mixed multiplicities
as the Hilbert-Samuel multiplicity via (FC)-sequences. In past years, the relationship
between mixed multiplicities and the Hilbert-Samuel multiplicity, and the properties
similar to that of the Hilbert-Samuel multiplicity have attracted much attention (see
e.g. [3, 5, 6, 9, 10, 11, 12, 13, 14, 17, 18, 23, 25, 26, 28, 31, 32, 33, 34, 37]).
Let (A, n) be a Noetherian local ring with the maximal ideal n. Let I1, . . . , Is be
ideals of A such that I = I1 · · · Is is non-nilpotent. Set dimA/0A : I∞ = q. Let J
be a n-primary ideal. Put 1 = (1, . . . , 1) ∈ Ns; k! = k1! · · ·ks!; |k| = k1 + · · · + ks;
nk = nk11 · · ·nkss for each n = (n1, . . . , ns);k = (k1, . . . , ks) ∈ Ns and n ≥ 1. Moreover,
set
I = I1, . . . , Is; I
[k] = I
[k1]
1 , . . . , I
[ks]
s ; I
n = In11 · · · Inss .
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Remember that by [24, Proposition 3.1], ℓA
[
Jn0In
Jn0+1In
]
is a polynomial of degree (q−1)
for all large n0,n. The terms of total degree (q − 1) in this polynomial have the form
∑
k0 +|k| = q−1
e(J [k0+1], I[k];A)
nk00 n
k
k0!k!
.
Then recall that e(J [k0+1], I[k];A) is called the mixed multiplicity of J, I of the type
(k0,k)(see e,g.[6, 23]).
For statements of the next result, we would like to recall the following fact.
Remark 2.14. Let I1, . . . , Is be ideals in the graded ring S with ht(I1 · · · Is) = h > 0.
Let k0,k be non-negative integers such that k0 + |k| = dimS − 1 and |k| < h. Then
since t = |k| < h, by [24, Theorem 3.5 (ii)] or [26, Proposition 3.1 (vii)] (see e.g.
[4, 5, 31, 36]), there exists a weak-(FC)-sequence x1, . . . , xt of (I,m) of the type (k, 0),
and in this case, dimS/(x1, . . . , xt) = d− t and
e(m[k0+1], I[k];S) = e(S/(x1, . . . , xt)).
Since dimS/(x1, . . . , xt) = d− t, x1, . . . , xt is a subsystem of parameters of S.
Then as an application of Theorem 2.11 and known results in Remark 2.14 on mixed
multiplicities, we get the following theorem.
Theorem 2.15. Let I = I1, . . . , Is be ideals of S with ht(I1 · · · Is) = h > 0. Let k0,k
be non-negative integers such that k0 + |k| = dimS − 1 and |k| < h. Let x1, . . . , xt
be a weak-(FC)-sequence of (I,m) of the type (k, 0). Assume that inx1, . . . , inxt is a
subsystem of parameters for S. Then we have
e(m[k0+1], I[k];S) = o(x1) · · · o(xt)e(S).
Proof. Since t = |k| < h and x1, . . . , xt is a weak-(FC)-sequence of (I,m) of the type
(k, 0), by Remark 2.14, we get dimS/(x1, . . . , xt) = d− t and
e(m[k0+1], I[k];S) = e(S/(x1, . . . , xt)).
Now since inx1, . . . , inxt is also a subsystem of parameters for S,
dimS/(inx1, . . . , inxt) = d− t.
Hence there exist homogeneous elements of degree 1: xt+1, . . . , xd ∈ m such that
(xt+1, . . . , xd)(S/(x1, . . . , xt))
and (xt+1, . . . , xd)(S/(inx1, . . . , inxt)) are minimal reductions of m(S/(x1, . . . , xt)) and
m(S/(inx1, . . . , inxt)), respectively by [15]. Then
x1, . . . , xt, xt+1, . . . , xd
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and inx1, . . . , inxt, inxt+1, . . . , inxd are systems of parameters of S. Hence by Theorem
2.11, we have
e(x1, . . . , xt, xt+1, . . . , xd;S) = deg xt+1 · · ·deg xdo(x1) · · · o(xt)e(S)
= o(x1) · · · o(xt)e(S).
Recall that x1, . . . , xt is a weak-(FC)-sequence, x1, . . . , xt is an I-filter-regular sequence
and t < htI, here I = I1 · · · Is. Hence it follows by [2] that
e(x1, . . . , xt, xt+1, . . . , xd;S) = e(xt+1, . . . , xd;S/(x1, . . . , xt)).
Since e(xt+1, . . . , xd;S/(x1, . . . , xt)) = e(m;S/(x1, . . . , xt)) = e(S/(x1, . . . , xt)) by [15,
Theorem 1], we get e(S/(x1, . . . , xt)) = e(x1, . . . , xt, xt+1, . . . , xd;S). Thus
e(m[k0+1], I[k];S) = o(x1) · · · o(xt)e(S).
Denote by R(I) =
⊕
n≥0 I
n the Rees algebra of an ideal I. Then as an application
of Theorem 2.15, we obtain the following.
Corollary 2.16. Let I be an equimultiple ideal of htI = h > 0. Set dimS = d. Let
x1, . . . , xh be a weak-(FC)-sequence in I of (I,m). Assume that inx1, . . . , inxh is a
subsystem of parameters for S. Then we have
(i) e(m[d−i], I [i];S) = o(x1) · · · o(xi)e(S) for all i ≤ h− 1.
(ii) e(R(I)) = (1 +
∑h−1
i=1 o(x1) · · · o(xi))e(S).
Proof. Since x1, . . . , xi is a weak-(FC)-sequence in I of (I,m) and inx1, . . . , inxi is a
subsystem of parameters for S for all i ≤ h− 1. By Theorem 2.15, we get
e(m[d−i], I [i];S) = o(x1) · · · o(xi)e(S)
for all i ≤ h−1. We have (i). Since I is an equimultiple ideal of htI = h, for any i ≥ h,
we have e(m[d−i], I [i];S) = 0 by [22] (see e.g. [25, 30]). So by (i) and [22, Theorem 3.1]
(see e.g. [25, Theorem 3.2] or [30, Corollary 4.7 (ii)]), we get (ii).
3 Mixed Multiplicities of Homogeneous Ideals
As applications of Section 2, in this section, we determine formulas for mixed multi-
plicities and multiplicities of Rees rings of homogeneous equimultiple ideals in S.
Let I be a homogeneous ideal of S. An ideal J is called a homogeneous minimal
reduction of I if J is a minimal reduction of I and J is homogeneous. I is called a
homogeneous equimultiple ideal if there exists a homogeneous minimal reduction J of
I generated by htI homogeneous elements.
Now, we investigate the relationship between the degree sequence of minimal re-
ductions of homogeneous equimultiple ideals and the degree sequence of weak-(FC)-
sequences that will be used in the proof for Corollary 3.2 of this section.
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Lemma 3.1. Let I be a homogeneous equimultiple ideal of htI = h > 0. Let J be a
homogeneous minimal reduction of I with the degree sequence (c1, . . . , ch). Then J is
generated by a weak-(FC)-sequence x1, . . . , xh in I of (I,m) such that inx1, . . . , inxh is
a subsystem of parameters for S and
(o(x1), . . . , o(xh)) = (c1, . . . , ch).
Proof. By Proposition 2.2, we can assume that y1, . . . , yh is a homogeneous minimal ba-
sis of J such that y∗1, . . . , y
∗
h is a minimal basis of J
∗, and the degree sequences of J and
J∗ are (deg y1, . . . , deg yh) = (c1, . . . , ch). By Lemma 2.13, J is generated by a weak-
(FC)-sequence x1, . . . , xh in J of (J,m) and this sequence is also a weak-(FC)-sequence
in I of (I,m). Then notice that the sequence x1, . . . , xi, (xi+1 −
∑i
j=1 ajxj), . . . , xh
and the sequence u1x1, . . . , uhxh are also weak-(FC)-sequences in J of (J,m) and
(u1x1, . . . , uixi) = (x1, . . . , xi) for all 0 6= u1, . . . , uh ∈ k; a1, . . . , ai ∈ k and i ≤ h.
Hence without loss of generality, we can assume that x1, . . . , xh are written in the
following forms
xj = ynj + aj(j+1)ynj+1 + · · ·+ ajhynh,
here aij ∈ k, yn1, . . . , ynh is a permutation of y1, . . . , yh, moreover o(xj) = deg ynj ;
x∗j = y
∗
nj
for all j = 1, . . . , h. Set Ui = (x1, . . . , xi) for all i ≤ h. Since x∗1, . . . , x∗i are
pairwise distinct, it follows that x∗1, . . . , x
∗
i and inx1, . . . , inxi are minimal bases of U
∗
i
and inUi, respectively by Remark 2.3. In this case, inx1, . . . , inxh is a minimal basis of
inUh. Because Uh = J is a homogeneous ideal of htI = h > 0, J = (inx1, . . . , inxh). So
inx1, . . . , inxh is a subsystem of parameters for S.
The following we will prove that (o(x1), . . . , o(xh)) = (c1, . . . , ch).
Set Ji = (yn1, . . . , yni); J0 = U0 = {0}; S ′i = S/Ui; Si = S/Ji for all 0 ≤ i ≤ h− 1.
Denote by x′; x¯, J ′i; J¯i and m
′
i; m¯i the images of x ∈ S, J and m in S ′i and Si, respectively.
Since y∗1, . . . , y
∗
h is a minimal basis of J
∗, it follows that y∗n1, . . . , y
∗
ni
is a minimal basis
of J∗i . So J
∗
i = (y
∗
n1
, . . . , y∗ni). Note that x
′
i+1 is a weak-(FC)-element in J
′
i of (J
′
i,m
′
i),
we have
(x′i+1)
⋂
m′mi J
′n
i = x
′
i+1m
′m
i J
′n−1
i
for all large m,n. Since xi+1m
m−o(xi+1) ⊂ mm for all m ≥ o(xi+1), it follows that
x′i+1m
′m−o(xi+1)
i J
′n
i ⊂ m′mi J ′ni for all m ≥ o(xi+1). Consequently, we obtain
x′i+1m
′m−o(xi+1)
i J
′n
i ⊂ (x′i+1)
⋂
m′mi J
′n
i = x
′
i+1m
′m
i J
′n−1
i
for all large m,n. Hence xi+1m
m−o(xi+1)Jn + Ui ⊂ xi+1mmJn−1 + Ui for all large m,n.
Therefore we get
o((xi+1m
m−o(xi+1)Jn + Ui)
∗/U∗i ) ≥ o((xi+1mmJn−1 + Ui)∗/U∗i ) (2)
for all large m,n. Emphasize that U∗i = (x
∗
1, . . . , x
∗
i ) = (y
∗
n1
, . . . , y∗ni) = J
∗
i for all
1 ≤ i ≤ h− 1; U∗0 = J∗0 = {0} and x∗i = y∗ni for all i = 1, . . . , h, first of all we have
(xi+1m
mJn−1 + Ui)
∗/U∗i = (yni+1m
mJn−1 + Ji)
∗/J∗i . (3)
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Next, we need to show that
o
(
yni+1m
mJn−1 + Ji/Ji
)
= o
(
(yni+1m
mJn−1 + Ji)
∗/J∗i
)
. (4)
Indeed, the case of i = 0 is true by Proposition 2.2 (iii). For 1 ≤ i ≤ h − 1, since
yn1, . . . , yni is a part of a minimal basis of J and
(yn1, . . . , yni) = Ji ⊂ yni+1mmJn−1 + Ji ⊂ J,
it follows that yn1, . . . , yni is a part of a minimal basis of yni+1m
mJn−1 + Ji. Moreover
i < htJ and y∗n1, . . . , y
∗
ni
are pairwise distinct, there exist j elements for a certain integer
j > 0
f1, . . . , fj ∈ yni+1mmJn−1 + Ji
such that f1, . . . , fj, yn1, . . . , yni is a minimal basis of yni+1m
mJn−1 + Ji and
f ∗1 , . . . , f
∗
j , y
∗
n1
, . . . , y∗ni
are pairwise distinct (see the proof of Proposition 2.2). Therefore f ∗1 , . . . , f
∗
j , y
∗
n1
, . . . , y∗ni
is a minimal basis of (yni+1m
mJn−1 + Ji)
∗ by Remark 2.3. Then it is easily seen that
o
(
yni+1m
mJn−1 + Ji/Ji
)
= o({f1, . . . , fj})
and o
(
(yni+1m
mJn−1 + Ji)
∗/J∗i
)
= o({f ∗1 , . . . , f ∗j }). Consequently we have (4).
Note that yni+1m
mJn−1 + Ji/Ji = y¯ni+1m¯
m
i J¯
n−1
i , hence we obtain
o
(
(xi+1m
mJn−1 + Ui)
∗/U∗i
)
= o(y¯ni+1m¯
m
i J¯
n−1
i )
by (3) and (4). And likewise,
o
(
(xi+1m
m−o(xi+1)Jn + Ui)
∗/U∗i
)
= o(y¯ni+1m¯
m−o(xi+1)
i J¯
n
i ).
Consequently,
o(y¯ni+1m¯
m−o(xi+1)
i J¯
n
i ) ≥ o(y¯ni+1m¯mi J¯n−1i )
for all large m,n by (2). Recall that o(xi) = deg yni for all 1 ≤ i ≤ h. Moreover, we
have deg ynj = deg y¯nj for all i + 1 ≤ j ≤ h. Since I is a homogeneous equimultiple
ideal, y1, . . . , yh is a subsystem of homogeneous parameters. From this it follows that
J¯i is generated by a subsystem of homogeneous parameters in Si, and y¯ni+1 ∈ J¯i is
an element of homogeneous parameters. Because a subsystem of parameters for Si is
algebraically independent over k (see e.g. [1, Corollary 11.21]), we get
o(y¯ni+1m¯
m
i J¯
n
i ) = deg y¯ni+1 +m+ n.o(J¯i)
for all m,n > 0. Therefore it can easily be seen that
m+ n.o(J¯i) = o(y¯ni+1m¯
m−o(xi+1)
i J¯
n
i ) ≥ o(y¯ni+1m¯mi J¯n−1i ) = m+ deg y¯ni+1 + (n− 1)o(J¯i)
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for all large m,n. So o(J¯i) ≥ deg y¯ni+1. Note that we always have o(J¯i) ≤ deg y¯ni+1,
consequently o(J¯i) = deg y¯ni+1. Remember that
J¯i = J/Ji = (y¯ni+1, . . . , y¯nh)
and deg y¯ni+1 = deg yni+1 for all 0 ≤ i ≤ h− 1, hence o({yni+1, . . . , ynh}) = deg yni+1 for
all 0 ≤ i ≤ h− 1. From this it follows that deg yn1 ≤ · · · ≤ deg ynh. So
(deg yn1, . . . , deg ynh)
is the degree sequence of J, i.e., (deg yn1, . . . , deg ynh) = (c1, . . . , ch). Then we get
(o(x1), . . . , o(xh)) = (c1, . . . , ch) because o(xi) = deg yni for all 1 ≤ i ≤ h.
The following theorem answers to the question (see Question 1) on determining
mixed multiplicities and multiplicities of Rees rings of homogeneous ideals generated
by arbitrary subsystems of parameters.
Corollary 3.2. Let I be a homogeneous equimultiple ideal in S of htI = h > 0.
Let (a1, . . . , ah) be the degree sequence of a homogeneous minimal reduction of I. Set
dimS = d. Then we have:
(i) e(m[d−i], I [i];S) = a1 · · · aie(S) for all i ≤ h− 1.
(ii) e(R(I)) = (1 +
∑h−1
i=1 a1 · · · ai)e(S).
Proof. Let J be a homogeneous minimal reduction of I generated by homogeneous
elements of the degree sequence (a1, . . . , ah). By Lemma 3.1, there exists a weak-(FC)-
sequence x1, . . . , xh in I of (I,m) such that inx1, . . . , inxh is a subsystem of parameters
for S and (o(x1), . . . , o(xh)) = (a1, . . . , ah). Hence by Corollary 2.16, we get the proof
of this corollary.
Remark 3.3. Corollary 3.2 is also Theorem 3.1 given by Viet in [27]. Recall that the
proof of [27] is based on the existence of homogeneous weak-(FC)-sequences in I as
in [27, Note 1]. However, this is not correct because in general there does not exist a
homogeneous weak-(FC)-sequence x1, . . . , xh as the statements in Lemma 3.1 by the
Remark of Lemma 1.4 [20]. So by another approach, the paper showed that Theorem
3.1 and hence the other results on mixed multiplicities and multiplicities of Rees rings
in [27] are true. So Question 1 has a positive answer.
Theorem 3.2 covered [20, Theorem 3.3] and [8, Theorem 3.6] that [8, 20] studied
this problem in the case that I is a homogeneous ideal generated by a subsystem of
parameters x1, . . . , xh which is an I-filer-regular sequence with deg x1 ≤ · · · ≤ deg xh.
Moreover, the following result will show the decision of the degree sequence for
mixed multiplicities and multiplicities of Rees rings of homogeneous equimultiple ideals
in graded rings.
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Corollary 3.4. Let I and E be homogeneous equimultiple ideals of S. Suppose that
homogeneous minimal reductions of I and E have the same degree sequence. Then
e(R(I)) = e(R(E)) and e(m[d−i], I [i];S) = e(m[d−i], E[i];S) for all i ≤ h− 1.
Proof. Let (x1, . . . , xh) and (y1, . . . , yh) be homogeneous minimal reductions of I and E
with the degree sequences deg x1 ≤ · · · ≤ deg xh and deg y1 ≤ · · · ≤ deg yh, respectively.
From the assumption we deduce that deg xi = deg yi for all i ≤ h. So by Corollary 3.2
we get e(m[d−i], I [i];S) = e(m[d−i], E[i];S) for all i ≤ h− 1 and e(R(I)) = e(R(E)).
Remark 3.5. Note that for any equimultiple ideal I of htI = h, for any i ≥ h, we
have e(m[d−i], I [i];S) = 0 by [22] (see e.g. [25, 30]). Moreover, by Corollary 3.2, it
follows that if (a1, . . . , ah) and (b1, . . . , bh) are the degree sequences of homogeneous
minimal reductions of homogeneous equimultiple ideals I and E, respectively, then
e(m[d−i], I [i];S) = e(m[d−i], E[i];S) for all i if and only if ai = bi for all i ≤ h− 1.
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