W A 7 e propose using a modification of the simple peak hour approximation (SPHA) for estimating peak congestion in multiserver queueing systems with exponential service times and time-varying periodic Poisson arrivals. This lagged pointwise stationary approximation (lagged PSA) is obtained by first estimating the time of the actual peak congestion by the time of peak congestion in an infinite server model and then substituting the arrival rate at this time in the corresponding stationary finite server model. We show that the lagged PSA is always more accurate than the SPHA and results in dramatically smaller errors when average service times are greater than a half an hour (based on a 24 hour period). More importantly, the lagged PSA reliably identifies proper staffing levels to meet targeted performance levels to keep congestion low.
Introduction
There has been a longstanding practice among analysts of service systems with cyclic customer arrival processes to estimate peak congestion by using peak arrival rates in stationary queueing models. Here we identify the conditions under which this intuitive procedure which we call the simple peak hour approximation (SPHA) makes sense. This work is part of our continuing research in identifying simple approximations for queues with cyclic arrivals which are found in many real contexts (see e.g. Edie 1954 In an earlier paper (Green and Kolesar 1994), we tested the accuracy of the SPHA for multiple server Markovian queues with sinusoidal arrival rates. We found that the service rate ,u is the major determinant of the accuracy of the SPHA and that for most practical purposes the SPHA is good enough whenever ,u 2 2 in systems with a period of 24 hours. In a more recent paper (Green and Kolesar 1996) we have shown that for the Mt / G / oo queue with sinusoidal customer arrivals, the SPHA for the number of customers in the system is very good whenever , 2 1.
In this paper we show that a relatively simple modification of the SPHA extends its utility for finite server systems well into the range of ,u < 2. Our approach is based on the fact that the epoch of peak congestion in a cyclic queueing system lags the epoch of peak customer arrivals and that estimating this lag is the key to improving the SPHA.
The accuracy of the SPHA is related to the accuracy of what we have called the pointwise stationary approximation or PSA (Green and Kolesar 1991) . The PSA models the behavior of the system at each point in time using a stationary model with the arrival rate at that epoch. The peak of the PSA curve is what we have called the simple peak epoch approximation (SPEA). When the PSA curve is close to the actual system performance curve, the SPHA and will be close to the actual peak hour performance and the SPEA will be close to the actual peak epoch performance.
During our earlier empirical studies, we observed that the PSA and actual curves intersect at the epoch of actual peak congestion; see Figure 1 for an illustration. This occurs for the probability of delay, the expected delay and the expected number of customers in the system. Indeed, this result was proven to be true for the infinite server model with exponential service times (Eick et al. 1993a ). Thus, if we knew the point of peak congestion (or equivalently the lag between the peak arrival rate and the peak congestion), we would only need to substitute the value of the arrival rate at that point into the PSA model, i.e. the simple stationary model, to get an exact solution for peak epoch behavior. Since, as shown in our earlier work, peak hour performance measures are almost identical to peak epoch measures for sinusoidal arrival rates (or any other arrival rate function which is relatively flat around the peak), this would also result in an excellent approximation for the peak hour or any other short interval of time. Clearly, this time lag is unknown but estimates can be obtained from results for the infinite server model developed by Eick, Massey and Whitt (1993a, 1993b) . In this paper we show that this approach, which we call the lagged PSA, is simple to calculate and is always better than the SPHA when ,u -2.
The proposed lagged PSA method is closely related to the modified offered load (MOL) approximation proposed by Jagerman (1975) to estimate blocking probabilities in the nonstationary Erlang loss model (see also Massey and Whitt 1994 and references therein). The MOL method estimates performance in the nonstationary system at time t by substituting the expected number of busy servers at time t obtained from the nonstationary infinite server model for the offered load (arrival rate times mean service time) at time t in the corresponding stationary finite server model. MOL has been shown to be quite accurate in estimating blocking probabilities in nonstationary Erlang loss models (Davis et al. 1995) . Jennings et al. (1996) suggest that the MOL could be used to estimate delay probabilities for determining server staffing in nonstationary finite server queues. The peak value produced by MOL in this case coincides with the lagged PSA estimate. Since MOL calculates congestion over time, it is more general than the lagged PSA but consequently requires more computation. In addition, for our focus of approximating peak congestion, the lagged PSA gives us insight as to how the accuracy of the approximation will be affected as a function of the system parameters by exploiting our knowledge about the behavior of the lag (see ??3 and 4). In a very recent paper, Massey and Whitt (1995) empirically test the MOL as a function of the number of servers for a specific example in which the arrival rate is changing slowly. We discuss their findings in light of our own in ?4. In ?2, we describe the model and methodology we use in our analysis. In ?3, we discuss the factors that affect lags in multiserver systems and the use of the infinite server model for estimating these lags. Section 4 contains numerical results on the accuracy of the lagged PSA for estimating peak epoch probability of delay and its usefulness for identifying appropriate server staffing levels under a broad range of conditions. As explained above, our results imply that this approach will also be good in these cases for the peak hour or any other short interval of time. We compare these results to those obtained using the PSA and another approximation based on the normal distribution recently proposed by Jennings et al. (1996) . We end with a brief summary in ?5.
Model and Methodology
Our analysis is based on M(t)/M/s systems with X(t), the arrival rate at time t given by X(t) = A + A sin(27rt/T)
where X is the average arrival rate over the period T and A (>0) is the amplitude. The other model parameters are [u, the service rate and s, the number of servers. We assume that X < s,u and so the system will develop a periodic steady-state behavior (see Heyman and Whitt 1984 and Koopman 1972) . Without loss of generality, we will assume that the period T = 24 hours. Let p,,(t) be the periodic steady-state probability that n customers are in the system at time t. These functions are the foundation of our results and are obtained by numerically solving the following standard set of differential equations that describe the system, see Gross and Harris (1985):
po(t) = -X(t)po(t) + ptpl (t), p1(t) = X(t)p1-_(t) + (n + l)ftp1+1(t) -((t)
+ n,u)p,(t), 1 ' n < s,
p' (t) = X(t)p11_(t) + s,up17+1(t)
-(A(t) + s,u)p1(t), n ' s.
(2)
In this paper we focus on the probability of delay. Let PD(t) be the instantaneous probability that a customer arriving at time t is delayed. This is also the probability that all servers are busy at epoch t and is given by
11=0
The peak epoch probability of delay is:
O0t-24
The conclusions that follow are based on the examination of computational results for 169 model instances. We confine our study to systems in which the maximum traffic intensity is strictly less than one, that is, when X(t)
We adopt this constraint because neither the SPHA nor the PSA are generally defined when Pmax (rhomax) is greater or equal to one and because of computational difficulties which arise in solving (2) when system congestion is very high. Note, however, that the PSA for PD is defined for any value of p (see Green and Kolesar 1991) and therefore the lagged PSA approach for estimating peak probability of delay can be used more generally. We also restrict our choice of parameter values so that the relative amplitude, RA = AIX ? 1, which makes X(t) 2 0 for all t. Since our previous research revealed that the SPHA is good for systems with service rates greater than 2, our choices of experimental models in this study focused on low service rates, i.e. ,u < 2, where the SPHA is not a useful approximation. We consider models with service rates as low as 0.125, that is with average service times as long as 8 hours, and with a broad range of average arrival rates. For each ,u and X, we varied the number of servers from the minimum needed to satisfy (5) to the number which resulted in a peak probability of delay less than or equal to 0.01. Otherwise, our choice of parameters was limited only by computational feasibility. More details on our experimental strategy are given in ?4.
Estimating the Lag in the Peak
In Green and Kolesar (1994) we showed that for multiserver systems, the magnitude of the lag in peak congestion relative to the peak in the arrival rate depends on several factors. The primary determinant is the event frequency, i.e. the average number of arrivals and service completions per period. As the event frequency increases, the lag decreases. This is consistent with Whitt's (1991) result that the PSA is asymptotically correct as the arrival and service rates increase. The lagged PSA uses the lag from the infinite server model to estimate the lag in the finite server system. It is important to note that in an infinite server model there is no queue and the usual performance measure is the expected number of busy servers. This measure most closely corresponds to the expected number of customers in system for finite server models. However, we propose the use of the infinite model lag for the expected number of busy servers to estimate the lags of probability of delay and expected delay as well as expected number in system in the finite server system. Though, as we showed in Green and Kolesar (1994), each of the several performance curves peaks at a somewhat different time, these differences are small particularly when peak probability of delay is not high. And, our principle aim is to identify staffing levels for such systems so that delays are not high.
For the infinite server model, the lag is solely a function of the service rate. The time of the peak of the mean number of busy servers for the case of sinusoidal arrival rates is given by (Eick et al. 1993b) :
where -y = 27 /24 and t\ is the time of the peak arrival rate. Thus the time lag of the peak is given (in hours) by tiag = (cotr'(Q/ y))/-y.
In finite server systems, the time lag also increases as the peak probability of delay increases. So, for a given service rate, the lag predicted by the infinite server model which has no delays underestimates the actual lag in the finite server system. Therefore, the accuracy of Eq. (7) as a predictor of the lag in the finite system decreases as the peak probability of delay increases. This can be seen from the last column of Table 1 which illustrates the case of ,u = 0.25 for which the actual infinite model lag is 3.08 hours.
The lag can also be estimated for systems with nonsinusoidal arrival rates. Eick et al. (1993a) show that if X(t) is approximately quadratic before the peak, then the lag will be approximately equal to the expected service time when the service time is exponential. They also develop explicit formulas for m(t) when X(t) is polynomial or a step function and propose several approximations for general arrival rate functions. Using simple calculus, these can be used to obtain estimates for the time of the extreme value and thus, the lag.
The Accuracy of the Lagged PSA
Our method consists of estimating t... using (6), calculating the value of X at t,, using (1) and approximating the peak PD by using X(t,1,) in the stationary MIMIs equation. Our results are based on a study of four values of p: 0.125, 0.25, 0.5, and 1, with X and s varying over a broad range of values and RA fixed at a "worst case" value of 1. In all of these cases, the PD computed from this lagged PSA approach is an upper bound to the actual peak probability of delay. This is because the predicted lag is a lower bound of the true lag and the true lag is less than 12 hours. (The maximum actual lag we observed was 4.5 hours. This occurred, of course, for the smallest ,u we examined, ,u = 0.125 which is a mean service time of 8 hours.) Since the X(t) curve decreases for 12 hours after the peak, the value of X(t) that we use in the approximation is an upper bound of X(t.), the arrival rate at the point where the PSA and actual curves intersect. (Of course, if ,u is sufficiently small, the lag may be greater than 12 hours and thus the lagged PSA might not result in an upper bound. Given our results, it appears that this is unlikely to occur for expected service times shorter than 24 hours and thus is not an issue for most real systems.) Because of convergence problems with our numerical solution algorithm, we were unable to explore systems with such long expected service times.
How good is the lagged PSA? We consider 2 criteria: estimating system performance and identifying the minimum staffing levels needed to achieve a performance target. For each of these, we compare the accuracy of the lagged PSA with alternative approximations, particularly the SPHA. Table 1 Since the lag is never negative, the lagged PSA is always smaller than the peak PSA (also called the simple peak epoch approximation or SPEA) and is thus a better approximation. This is illustrated in Table 1 for pt = 0.25. Here, the SPEA is clearly awful with relatives errors starting at about 35% and going up to 545%. In contrast, the largest relative errors for the lagged PSA are about 27% and in many cases fall below the 10% level. Notice that for systems with small PD the lagged PSA is quite good. This is consistent with the observation made by Massey and Whitt (1995) that the MOL improves as the number of servers increases. For all the 169 cases we examined across the four cited values of ,u, the relative error of the lagged PSA was always below 35%. We also considered the infinite server approximation used in Jennings et al. (1996) . The probability of delay at t is estimated by Thus, incorporating the standard continuity correction of +0.5, the peak probability of delay may be estimated from Jennings et al. (1995) to account for using an infinite server approximation for a finite server system. The results, contained in the column labeled "Infinite Normal" in Table 1 , indicate that this method is generally far less accurate than the lagged PSA, particularly for staffing levels which result in a low probability of delay.
Estimating Performance
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The maximum traffic intensity, rhomax, and the number of servers are the dominant factors affecting the size of the errors from using the lagged PSA. Using the standard of a relative error of 10% or less, PD is satisfactorily approximated for all cases in our set that have a rhomax of less than or equal to 0.5. For larger numbers of servers (s > 2), the 10% standard holds for higher rhomax.
Although our work has focused on systems with relative amplitudes of 1, which we consider a worst case and a realistic model for many systems, we also looked at the effects of relative amplitude. Like the SPHA, the lagged PSA is significantly better for smaller values of RA. As an example, the errors for ,t = 1 and RA = 1 range up to 30% while for RA = .5 the maximum error is just above 5%.
Capacity Planning
Queueing models are often used to help identify system capacity or staffing levels necessary to achieve desirable performance. Much of our work in nonstationary systems has been motivated by our efforts in supporting such decisions for managing emergency services such as police patrol, firefighting and ambulances (e.g. Kolesar et al. 1975 and . In these systems, it is desirable to keep peak PD low. This goal of keeping delays small is, of course, becoming more prevalent in many service systems due to competitive pressures. We consider target peak PD levels of 20%, 10%, 5% and 1%.
Our database again consists of all the 169 cases we examined for service rates ranging from 0.125 to 2. For each case examined, we compared the actual number of servers needed to meet each of the four target values with the number suggested by using the lagged PSA. This staffing level was determined by taking the smallest number of servers that resulted in a peak PD (rounded to 2 decimal places) that was less than or equal to the target. In almost every case, the lagged PSA identified the same number of servers as the actual model-that is, made the correct resource allocation. In the few cases in which the lagged PSA was off, it was off by only one server. These results are illustrated in Table 2 for ,t = 0.125, 0.25 and 0.5 which also shows the values suggested by the SPEA. As can be easily seen, the SPEA often suggests the wrong number of servers and is consistently off for small ,t such as ,t = 0.125. For such a low service rate, the error in the SPEA can be significant as shown by the case of X = 1 and a targeted peak PD of 0.1. Here, the actual model and the lagged PSA both identify 17 servers as being needed while the SPEA suggests 23. Figure 2 plots the lagged PSA, the SPEA and the actual peak PD versus the number of servers for one of the cases in Table 1 . The accuracy of the lagged PSA for low PD is apparent as is its superiority to the SPEA.
Although we have used the lagged PSA to estimate peak epoch performance, it is likely to be as accurate for estimating peak hour performance as well-as long as the arrival rate is relatively flat around its peak. As shown in our previous work (Green and Kolesar 1994) , the difference in the magnitude of the peak epoch delay and peak hour delay is very small for models with sinusoidal arrival rates. Also, the relative errors using the SPHA for estimating peak hour delays are almost identical to those using the SPEA for estimating peak epoch delays. Thus, the above results clearly indicate that the lagged PSA will always be better than the SPHA when service rates are low.
Conclusion
Previous work has shown that the SPEA and SPHA are good approximations for peak congestion in finite server systems for large service rates, but can be very inaccurate when ,t < 2. The work reported in this paper shows that the lagged PSA is far more accurate than the SPEA and the SPHA in these cases and is very reliable From a practical perspective, the lagged PSA is a simple modification of the often used SPHA or SPEA and thus is easy to understand and use. We propose that it be used for supporting capacity decisions for achieving targeted low peak probability of delay when mean service times are longer than half an hour.
