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Avertissement au lecteur
L'auteur utilise Ie symbole (v2) tout au long du memoire pour designer 1'energie cmetique
specifique. L'energie cinetique specifique est Ie rapport de 1 energie cinetique de la structure sur
sa masse totale. Le lecteur prendra garde de ne pas confondre ce symbole avec celui de la vitesse
quadratique (v^).
D'autre part, Pauteur emploie "croisement de modes" dans la section (5.4.3) pour exprimer que
deux modes changent d'ordre sons 1 effet des variations de proprietes physiques de la structure.
Dans la litterature specialisee, 1'expression croisement de modes" exprime pl-utot que deux modes
changent d'ordre sous 1'efFet d'un couplage avec un fluide lourd par exemple.
Resume
Les validations immeriques sont tres importantes pour assurer la securite et la qualite des
produits fabriques en serie. La validation est faite a partir de dimensions et de proprietes exactes
(exemptes de tolerances), situation qui n'existe pas dans la realite. Pour combler en partie
Pimpmssance des simulations atenir compte des variations possibles, Ie modele numerique est recale
sur un modele reel, choisi dans une ligne de prodmts. La technique de recalage a deux defauts q-ui
limitent son credit aux yeux de 1'ingenieur: d'une part eUe est peu. rigoureuse et couteuse, d'autre
part eUe est adequate seulement pour un modele reel precis. Pour repondre a ce probleme, il faut
tenir compte des incertitu.des physiques et des tolerances au niveau numerique, pour pouvoir predire
en une seule fois la plage de variations du comportement mecanique d'-ane structure complexe, et
accelerer ainsi les validations.
L'objet de ce travail est d'elaborer une technique efficace permettant d'incorporer directement
dans les outils de calcu.1 (logiciels d'elements finis) les moyens de predire Ie comportement vibratoire
maxim al ou minimal de structures dont les proprietes physiques sont imprecises, que ce soit
par inaccessibilite de la grandeur a mesurer (dimensions d'-an carter), par abscence de donnees
scientifiques (amortissement), ou parce que Ie processus de fabrication est trap complexe (tolerances
multiples, traitements thermiques, collage d'interface, etc...), n existe deja des methodes qm ont
des inconvenients majeurs: soit leur relative lenteur (methode de Monte Carlo), soit leur inaptitude
a, predire la bonne reponse maximale pour des incertitudes importantes des parametres physiques.
L'objet de la maitrise est d'elaborer une methode n'umerique qui soit rapide et robuste avec de
grandes incertitudes (^ 10% de la valeur nominale).
La nouveUe methode est baptisee PMO pour "Points Modaux Optimaux". EUe peut etre
utilisee pour predire Ie maximTim ou Ie minmmm de toute reponse vibratoire pouvant s'exprimer
comme la somme des contributions de chacun des modes propres de la structure (decomposition
modale). Dans 1 optique de simplifier les developpements theoriques, la reponse choisie est 1'energie
cinetique specifiq'ae (dimension: m /s ). L'energie cinetique specifique est notee ('y2) dans Ie reste
du memoire. D'autre part, on a mis Faccent sur Ie calcul du maximum, Ie calcul du minimum etant
possible avec quelq-ues modifications. La decomposition modale met en evidence que la coincidence
frequentielle joue un role preponderant dans la recherche du maximum de la reponse. L'exploitation
de cette remarque conduit au maximum de la reponse via un probleme d'optimisation, explique
en detail dans les chapitres suivants. Les resultats de la methode PMO sont compares a ceux
d'autres methodes (Monte Carlo, et perturbations). La nouvelle methode est presque aussi rapide
qu'une methode de perturbations, tout en offrant la possibilite de traiter des incertitudes larges
(superieures a 20% de variation totale, soit 10% de variation de part et d'autre de la moyenne).
Summary
It is important to va,lida,te the dynamic behavior of structures by means of nuincric.al tools. In
general, tlie numerica,! properties do not Tnaidi 1,lic rea,l proportie.s, thus re(|iiiriTig nifxlc] n[)(].i,t,ing.
However, model updating is very expensive, unrigorons, and it only fits one spcdmo.n of UK'. prod nd,,
The approximate feature of the physical properties is to be aclresyed at the nu'm.eru-.al level.
This work presents a new method to predict the iTiaximum respoTise of vibrating structures,
given physical incertainties in the model properties (Young's rnodulus, dimensions, etc...). T1ie
existing methods have major drawbacks: they are either slow (Monte Carlo method), or inaccurate
for uncertainties greater than 10% in the nominal values of the physica,! properties, esperiaUy in
dynamics (Perturbation methods). The new method, namecl OMP (for Optima,] Mofla,] Points, or
PMO in french) adresses botli: it runs faster than the Monte Carlo method, a,nd it is a.ccliratc for
large uncertainties (more than 10%).
The new method is suitable for any response which can be expressed as a sum of rnodal
contributions. In this work, the chosen response is the specific Idnetic energy of the struture {m'2/s'2).
It is written {v2}. The new method calculates the maximum (or minimum) response offhiite element
models with uncertain physical properties. The method is ba.sed on tho moda,] decornpo,si<;ion of
the specific kinetic energy and linearization of the eigenproperties of tlie model. Tlic |)rol)l(*in is
troa.ted with a, linear or qna.dra.tic prop;rannniTig sclieine. A,s a, reKiilt, tlie rnetliod (•.()in[)('1,(>,s wi(,h
the perturba.tion methods in term of CPU f/nnc.
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Nomenclature
Notations frequentes:
Cn produit des intervaUes d incertit'ude I\ x I^ x ... x In
[C] matrice d'amortissement
E module d'Young
E]v combinaison des parametres optimaux du mode k
{F} force d excitation
h epaisseur
I moment quadratique d une section
Ii intervaUe d'incertitude de la variable Xi
[I] matrice identite
j racine de -1
[K] matrice de raideur
L longueur
m masse totale de la structure
M. nombre de modes propres
[M] matrice de masse
nt nombre de tirages aleatoires par variable (Monte Carlo)
nf nombre de frequences d excitations
n nombre de variables









nombre de degres de liberte (matrices de raideur et masse^
symbole de la loi normale centree reduite
vecteur deplacement modal
















participation dynamique (mode k)
petite variation de x autour de a;(°)
incertitude relative de la variable x^
coefficient d'amortissement structural
valeur propre d'ordre k
petite quantite positive
vecteur propre d'ordre k
masse volumique
ecart type de la variable x
frequence propre cyclique du mode k






conjugue complexe du vecteur deplacement modal
vitesse reeUe
acceleration reelle
approximation du vecteur propre {^k}
Suite...
d/k approximation de la frequence propre exacte ujk
x\ ' variable Xi a sa valeur d'origine
x estimateur de la moyenne de x
E[x] moyenne exacte de x
yar[a;] estimateur de la variance de x
V[x] variance exacte de x
Cov[x^ Xj] covariance des variables Xi et Xj
[Z] impedance mecanique projetee sur la base des vecteurs propres
• 2 norme 2 d'un vecteur
£k parametres minimisant la coincidence d'ordre k
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Chapitre 1
Introduction
1.1 Le contexte de Petude
Des changements technologiques sans precedents se sont produits au vingtieme sciecle:
revolution dans les domaines des telecommunications, des "transports, de la maitrise de 1'energie
nucleaire, echanges economiques planetaires, modification des rapports de forces etc... Pourtant, ces
progres n'expliquent pas la complexite du monde physique. Au contraire, Us mettent en evidence
la fragilite des theories les plus solides et leur caractere approximatif: 1'exem.ple Ie plus frappant
et Ie plus populaire est la theorie de la relativite.
Pourtant, les ingenieurs simulent Ie comportement des structures qu'ils imaginent en donnant
aux variables qui interviennent (dimensions, module d'Young etc...) des valeurs ties precises, sans
se soucier des incertitudes associees aux processus de fabrication cm a, divers facteurs incontroles:
erreurs de mesures, vieillissement etc... La simulation n'est done jamais 1'image du comportement
reel de la structure, mais de sa representation virtueUe (sur papier). Pour repondre aux exigences
de securite et de qualite des normes en vigueur, Ie recours a 1 experience sur modele reduit est done
system atique. Comme Ie modele reel n est jamais identique au modele numeriq-ue, 11 faut recaler Ie
modele numerique sui Ie modele reduit par des operations subtiles et mal comprises, qui rendent
Ie processus de validation long, couteux et pas toujours fiable. De plus, Ie modele numerique recale
est specifique au modele reduit etudie: en theorie, il ne peut servir a valider d'a-atres structures
globalement identiqnes, mats legerement differentes dans les details (tolerances, type de trempe
OIL qualite de 1'acier par exemple). Dans ce contexte, il semble qu'un outil capable d'introduire
1
au niveau. numerique toutes les incertitudes liees aux impreviis de conception et de fabrication
permettrait de reduire les couts de validation, et d augment er la qualite des produits finis par
une meiUeure comprehension de leur comportement. La prochaine section decrit sommairement les
moyens disponibles.
1.2 I/incertitude dans les calculs vibratoires
Ce travail de maitrise met 1'accent sur les procedes de prediction de la reponse d'une structure
dont les parametres physiques sont connus par leur moyenne et leur variance, ou leur valeur
minimale et maximale. La reponse represente la variable etudiee par 1'ingenie-ar. La variation
simultanee des parametres dans leur intervaUe permet de faire varier la reponse entre son maximum
et son minimum. Le maximum de la reponse est une donnee extremement precieuse puisqu'elle
dicte Ie dimensionnement de la structure mecanique et son adequation aux criteres de couts et
de normes fixes par Pentreprise. Cette valeur est calculee par Ie programme. Dans Ie memoire,
Penergie cinetique specifique est la seule reponse etudiee par souci de simplification (voir la section
avertissement au lecteur). Plus loin, 1'energie cinetique specifique est symbolisee par ('u2} (1'energie
specifique a la dimension d'une vitesse au carre). Note: ne pas confondre avec la vitesse quadratique
notee (v^).
Le moyen Ie plus simple d'obtenir les valeurs maximales de la reponse est la methode de Monte
Carlo: les valeurs des parametres physiques (dimensions, module d'Young) sont tirees au hasard
dans leur intervaUe de variation pour former les donnees d'entree du programme. La reponse
maximale est recherchee parmi toutes les simulations eifectuees. Pour des raisons evidentes de
temps, cette technique n est jamais utilisee a d autres fins que la validation. En fait, 11 est necessaire
de faire appel a des moyens mathematiques detournes pour resoudre efficacement Ie probleme. Les
methodes les plus utilisees sont 1'optimisation sous contraintes (recherche operationneUe et calc-al
mfinitesimal), et les probabilites. Chacune des methodes correspond a une philosophie differente.
U en est question en detail dans les prochains chapitres. En marge de ces outils assez communs se
sont developpes des techniques diflFerentes, comme la logique floue et 1'algorithmique genetique. Ces
strategies de recherche d'optmram (maximum ou minimum) se basent sur 1'observation du monde
reel:
• La structure non booleenne de 1'information (logique floue).
• La selection natureUe des elements les mieux adaptes aux contraintes de leur milieu (algo-
rithmique genetique).
Ces methodes sortent du cadre de la maitrise. Le lecteur trouvera des informations pertinentes dans
les references donnees.
1.3 Le plan du memoire
Le memoire s'articule autour de deux chapitres d'interet general: Ie chapitre 2 fait un etat
des connaissances acquises sur Ie sujet des techniques de prevision de reponse en elements finis
(en portant Paccent sur les methodes de perturbation et d'optimisation), et Ie chapitre 3 definit
les objectifs du travail de maitrise. Deux chapitres fondamentaux presentent ensuite les bases




La litterature qui concerne la formulation numerique par elements finis des incertitudes en
mecanique et vibro-acoustique est divisee en deux groupes: Ie premier etudie les structures
deterministes auxqueUes sont appliquees des excitations aleatoires (probleme dit de "vibrations
aleatoires"). Dans ce cas, la structure est caracterisee par une fonction de transfert classique, et les
forces appliquees varient en phase et en amplitude, mais pas en position. Les methodes d'analyse
du. signal (transformations de Fourier, fonctions de transfert equivalentes, etc...) s'appliquent
parfaitement. La simulation de tremblements de terre constitue 1'application la plus co-urante de
cette modelisation. Le second groupe tient compte des imperfections de la structure (probleme
"parametrique"). L'etude vibratoire en est difficile: grand nombre de variables en entree, non
linearite du systeme vis a vis des variables structureUes (epaisseur, raasse, module d'Yo-ang),
incertitudes locales ou globales (par exemple incertitudes sur les joints d'etancheite, s-ur les rivets,
sur la position des forces). L'incertitude provient souvent d'un manque de connaissances sur Ie
comportement mecanique des materiaux (usure, raideur variable...) et s-ur la modelisation des
efforts. Le probleme "parametrique concerne directement Ie travail de maitrise.
Pour les problemes parametriques, les algorithmes classiques d'elements finis sont insuffisants:
la boite noire qu'ils representent (entrees, sorties) n'est plus valide. Des les annees 70, de no-avelles
techniques sont incorporees aux codes. EUes empruntent largement a 1'analyse fonctionneUe
(develop? ements en serie), a la recherche operationnelle (problemes d'optimisation sous contraintes
et plans d'experience) et aux statistiques multivariables (simulations complexes de champs de
deplacements correles dans 1'espace et/ou dans Ie temps, utilisees surtout en genie civil). L'objectif
des recherches actueUes est double: ameliorer les methodes qui existent en temps et en q-aalite, et
developper de nouveUes methodes qui repondent a des besoins specifiques: algorithmes genetiques
et resea-ux de neurones pour les problemes NP-complets (problemes a tres grand nombre de
possibiUtes), logiq-ue iio-ue pour Ie genie civil et la robotique, etc... Chaque algorithme est une entite
independante parfaitement integrable a un code d'elements finis modifie. Ce chapitre expose les
travaux efFectues dans Ie domaine de la vibro-mecanique et de la vibro-acoustique pour les structures
dont les proprietes physiques sont imparfaitement connues. L'accent est mis sur 1'application des
methodes les plus courantes aux elements finis.
2.2 Position du probleme
La figure (2.1) montre la vue d'ensemble du probleme: un outil de calcul central (un code
d'elements finis quelconque) contient Ie modele nu.meriq'u.e d'une stru.ctnre mecanique. En entree
du code, certaines proprietes de la structure sont connues uniquement par leur valeur maximale et
minimale donnees par 1 ingenieur. Les proprietes sont les smvantes:
• Les proprietes geometriques: dimensions, sections, courbures.
• Les proprietes materielles: module d Young, coefficient de Poisson, amortissement.
• Les proprietes extrinseques: position et amplitude de Pexcitation.
La sortie du module de calcul donne 1'estimation des bornes maximale et minimale atteintes par
une variable de reponse importante aux yeux de 1 analyste. Dans la suite du memoire, les reponses
etudiees sont les vale-urs et vecteurs propres ainsi que lenergie cinetique specifique (rapport de
1'energie cinetique sur la masse totale de la stmcture).
Chaque propriete d'entree represente au moins une variable incertaine (on emploi aussi Ie terme
de parametre dans Ie memoire): par exemple, une poutre formee de deux tron9ons d'epaisseurs
differentes et incertaines sont deux variables de la meme propriete epaisseur . Les deux epaisseurs
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Figure 2.1: Vue d'ensemble du probleme: entree, sortie, et code d'elements finis modifie.
Les incertitudes des parametres d entree ne sont pas toutes equivalent es. U existe deux types
d'incertitudes:
Les incertitudes systematiques ou statistiques (incertitudes de "forme"): Les variations de pro-
prietes de la piece elle-meme (epaisseur, module d'Young...), les incertitudes liees aux conditions
a-ux limites (rigidite d'interface, pour des fondations ou des collages par exemple), la position des
forces d'excitation pour des assemblages hyperstatiques.
Les incertitudes liees a la modelisation (incertitudes de "fond"): la competence de 1'analyste, la
fiabilite du logiciel, les hypotheses simplificatrices (par exemple, supposer que 1' amortissement est
independant de la frequence d'excitation). Ce type d'erreur depend de 1'avancement de la recherche
fondamentale.
Dans ce memoire, les modeles theoriques ne sont pas remis en question. On laisse ainsi une
certaine latitude a 1 ingenieur pour choisir Ie modele Ie pl-us elabore au moment de la modelisation.
L'ensemble des valeurs d'entrees qui sont incertaines constitue 1'espace des parametres. Les
parametres consideres n'ont jamais aucun rapport au temps.
Enfin, certaines hypotheses de base sont formulees: linearite du modele numerique pour
un ensemble de parametres d'entree donne, limites de la modelisation (par exemple, dans un
modele simple de poutre, Ie ratio epaisseur sur longueur est majore pou.r satisfaire 1'h.ypothese
de BernouiUi).
2.3 Historique et generalites
2.3.1 Historique des methodes de prediction
Pour predire Ie maximum ou Ie minimum d Tine reponse, la fonction qui la represente doit
etre connue avec une assez grande precision pour un minimum de points (par exemple, pour une
reponse lineaire dependant d un seul parametre, la connaissance de deux points permet de predire
Ie comportement en tout a-utre point). Malheureusement, la reponse est souvent ties complexe et
sa forme explicite inaccessible. En plus, la reponse ou les parametres sont natureUement so-amis a
des contraintes: ne pas depasser une certaine valeur par exemple.
Deux phases chrotiologiques rnarquent l\w()1i]tion (IOK idocs (huis ec (lotti;i,iii(>. L<i, [) re micro
commence a la fin de la Renaissance (Galilec es.saie cleja de trouver la fonnc (pii coiiferc' a iitic
poutre en flexion sa plus grande resistance pour Ie plus petit poidK) . IBLanl, (IOIHIRC l?;it),s(*nc,(>
d'outils rna.tliema.tiques pnissants a, cotte c'poqne, I'eKsnntiel (le,s travanx portc ,sur la fbrinnlation
du probleme en termes d equations differentielles parametriques non lineaires et en termes (IP.
contraintes. La fonction elle meme represente une rnesure de la performance d un systeme. La,
fonction est souvent simplifiee par un developpement en serie de Taylor a 1'ordre un ou deux.
Au l7teme siecle, Lagrange permet de lever la clifficulte posee par les contraintes en inventant une
fonction augmentee de multiplicateurs. L'inconvenient inajeur de la linearisation pa.r dcvcloppernetit
de Taylor est que les parametres doivent avoir line trcs faible a.mplitucle pour (|IKI le.s resnlta.ts
numeriques restent validey. Par conse(|iietit, ord're du developpement eh p'rf'cision so'n.i l,'i.ec>. Un
autre probleine intrinse(]ne a la rnethode vi(lnt, de la (lifficuUn a resmidre, ]('K e,(|i]at,i()Tis (lifrprpnl-iclles
obtermes. Une etape iiTiporta.nte e,st francliic ]()I\S(|IK! BcrnouiUi, Eiilcr (>t La.graugu |)r()|)()sunt un
principe va.riationnel pour resoudre les eqiiri.tions a.vcc contraintes, eri demontrant que la, .solution
minimalise toujours la fonctionnelle. An l8(('-mR siecle, ITarnilton etendra la Hieorie des e(|ua,tions
d'Euler a, un plus grand nombre de forces et a, la clynamique de Newton.
La deuxieme phase chronologique corresponcl a la, crea.tion de deux metliocleK (1c ca.lcnl: la,
premiere assoit ses resujtats sur les principcs va,ria,1,ionnols Gt les developpements (>n series, (|iii
sont applicables aux elements finis: ce sont les methocles de perturbations. La .seconde consiclore.
qu'il faut separer I'analyse du probleine et 1c concept d'incertitude ou de design otpiinuin: ce sont
les methodes d'optimisation. Les methodes d optirnisation sont les plus recentes (19tcme et 20't '
siecles), car leur formulation appelle de.s outils matliernatiques complexes et (-IRS pniR,sa,ncns de ca,lci]l
inconnues avant (itera.tions nombreu,ses). Parrni lcs uorn.s los i)lus (•.p,1(lt)rc,s do (•ettc (lisciplinc, il f'ant,
retenir G. Dantzig [16] (1948) pour la program mat ion lineaire (rnutliodp, dn siiriplpx, a|)plica,l)l(JI a,nx
reponses lineaires des pararnetres), J.B. R.osen [67] 68] (1901) pour Ie gradient projete (ancetre du
gradient conjugue), J.E. Kelley [43] (1960) pour la methode SLP (Sequential Linear Programming,
qui est une extension de la rnethode cle program mation lineaire au ca,s non lineaire), et M.J.D
Powell [62] (1978) pour la methode SQP (Sequential Quadratic Programming, qui est une methode
de programmation quaclra.tiquc iterce). Qnelqnes deta.ils de mcthodes intereysantes pour ec projct
sont donnes plus loin.
Dep-uis Pavenement des ordinateurs, les deux votes se sont souvent rapprochees: eUes em-
pruntent souvent 1'une de 1'autre, car les methodes de perturbations sont rapides, tandis que les
methodes d'optimisation sont precises. Les concepts de base sont ties simples: la methode de
perturbations utilise un developpement en serie des parametres d'entree incertains (connus par
leur minimum, et maximum) pour simplifier la fonctionnelle, de la meme fa9on qu'on linearise les
deplacements, supposes petits. Le developpement est efFectue au voisinage de la moyenne de chaque
parametre. Des techniques specialisees permettent ensuite de calculer ou d'approximer Ie maximum
ou imnimu.m de la fonction reponse au voisinage de la moyenne, ou de calculer les premiers mo-
ments de la loi statistique de la reponse, connaissant la loi statistique des variables d'entree. La
methode d'optimisation cherche directement les maxima et minima de la fonction reponse dans
1'espace des parametres d'entree. La recherche de ces points necessite de donner un point de depart
et une strategic de cheminement dans 1'espace. Le nombre de pas qui permet de donner la solu-
tion doit etre minimum, et de ties nombreuses methodes sont mises au point pour des reponses
de formes particulieres, lineaires ou quadratiques. Dans ce pro jet, la reponse (energie cinetique
specifique) n'est ni lineaire, ni quadratique et les methodes d'optimisation sont inefficaces si elles
sont appliquees telles qu eUes.
Les methodes qui sont potentieUement utilisables dans ce projet sont toujours etudiees en termes
d'integration possible aux elements finis. La methode de perturbations s'y prete Ie mieux. Les
methodes d'optimisations demandent un plus grand recul vis a vis de la theorie et de Pinterfa^age.
Dans tons les cas, il est juge important de faire quelques rappels s-ar les elements finis.
2.3.2 Generalites sur la methode des elements finis: application a la prediction
des reponses
La methode des elements finis a ete mise an point dans les annees cinq-aante (R. Clo-ugh, 1960).
EUe permet de trailer des systemes complexes detennmistes par assemblage de sous-systemes
simples, representes par leurs matrices elementaires. Les premieres applications stochastiques
(predictions du comportement de systemes excessivement complexes) ont d'abord traite des
excitations aleatoires (la stmcture est totalemeiit connue, mais la force d'excitation varie
aleatoirement dans Ie temps). Malgre son interet limite dans Ie cadre de la maitrise, ce cas merite
quelques comment aires. Q est assez simple a trailer car Ie terme mcertain on aleatoire (la force)
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a,ppa,rait au second membre de 1'equation matricielle ca,ra,cteristique d un problerne de dynarnique,
avec [M], [K] et [C] les matricGS de ina.sso, ra,id(liir et a.rrioriissenieni:
[M}{u}+[C}{u}^-[K]{u}={F] (2.1)
Un bon exemple de ce cas est 1 excitation d Hue a.ile par nne couche lirnite turbnlentp.. Uno. seule
factorisation LU est done necessairo. ])our inve.i'.scr la, rnairicc d'iinpudance si l(l i)i'ol)loitio est
resolu par une methode de projection moda,le. La grande difficul1,6 des excitrUions aleatoires est
la modelisation correcte de la force. On peut connai'tre les excursions extrernales du deplaceTneni
{u} en connaissant seulement les excursions extreinales de {F}^ puiscpie Ie filtre (IR la, stnic.1,nre
est suppose lineaire. Le probleme a, excitation aleatoire se rencontre frequemment en sc'i'srnologie
et en geophysique. Pa,r exemple, Sigbjornsson et Smith [73] (1980) calciilcnt, Ie inouvc.rnonl, (1'nnc
plate forme oft'yhore soumise a une lioule de direcfcion aleatoire. La yirnnlafcion de I'oxcitation pent
etre realisee par identification au spectre de Fourier d'une excitation reelle. Si les equations du
mouvement sont non linea.ires (grands (lepla.cements), elles sont cl'a.bord linea.risees par nnR rnethode
de moindre carres, c'est a dire que 1 equa.tion clu mouvement est remplacee par I'equa.tion (2.1) en
minimisant un terme d'erreur (voir par exeinple T.K. Caughey, [14] 1963). Quelques cherclicnrs out
montre comment rnodifier les logiciels d elements finis qui existent pour tenir corri})(-e d'excitations
alea/toires: Pfaffinger [61] (1981) propose uno rnodifica.tion clii code de calcul ADINA pour p.stimer
Ie comporternent extreme d une structure deterrniniste sons excitation a.leatoire, a, 1'aicle, encore,
de la, transformee de Fourier.
Avec 1'accroissement des puissances de calcul, il devient aussi possible de traiter efficacement
des prdblemes avec parametres incertains, les matrices de raideur, masse et amortissenient
devenant des fonctions des parametres d'entree. Ce cas interesse directernent Ie projet de n-irutrise.
Des travaux anciens ont facilite 1 implanta.tion de la rnethode: en 1963, Soong e1, Bogdruiov [76]
utilisent la technique de la matrice de tra.nsfert pour comprendre Ie cornporternent d'nne cha.ine
simple de systemes rnasse-ressort. Da.ns cet assemblage, 1'une des masses ou I'un des re.R,sor<,s a, uue
valeur variable, representative de Pincertitude qu'on clonne aux valeurs do masse et ra.idcur. Ils oiit
conclu que rnerne une faible quantite de clonnees inconnues provoque une grande dispersion ties plus
ha.utes frequences de resonance, mettant ainsi en lumiere la sensibilte rle la reponse a (Jes va.ria.tions
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d'entree.
L'application des modeles de perturbations ou d optimisation aux codes d elements finis
classiques est regroupee sous 1'acronyme SFEM (Stochastic Finite Element IVIethod). Ces methodes
etudient la prediction des reponses en statique et dynamique, et I'amelioration des designs des pieces
(plus faible poids, moindre cout, plus grande resistance). Les SFEIVl sont souvent un melange de
methodes de perturbations pour lineariser les equations et de calculs statistiques pour trouver
la response maximale, mats les methodes sous-jacentes sont diverses. En particulier, la methode de
perturbations et Ie calcul statistique sont remplaces quelques fois par des techniques d'optimisation,
comme on 1'a mentionne. La section suivante brosse un rapide tableau des SFE1VI.
2.4 Les elements finis stochastiques
La resolution d'un probleme d'elements finis dont les parametres d entree sont incertains se fait
en trois et apes:
1. La definition des variables incertaines, ou des champs incertains.
2. la discretisation appropriee du domaine.
3. Le calcul par elements finis lui-meme, qui comporte encore de nombre-ases sous-etapes
modulaires (c'est a dire relativement independantes les unes des autres, ce qui est ties
interessant pour reconvertir des codes classiques comme NASTRAN).
2.4.1 Premiere etape: variables et champs incertains ou aleatoires
Dans la suite du texte, on emploie aleatoire pour incertain , c est a dire que les parametres
d'entree peuvent prendre une valeur quelconque entre leur minimTim et leur maximum avec une
certaine probabilite. On definit un champ aleatoire comme une grandeur aleatoire (1'epaisseur, la
surface, Ie moment d'inertie etc...) qm prend des valeurs differentes et aleatoires en differents points
de Pespace. Si les valeurs sent identiques en tout point de 1 espace defini par la struct-ure ou la sous-
structure, Ie champ est uniforme: la connaissance du champ en un point Ie definit tout entier. Dans
cet unique cas, Ie champ aleatoire se reduit a une variable aleatoire (pas de variation spatiale).
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Dans un champ non uniforme, chaque point depend de ses voisins (ce qu'on appelle I'intracorrelation):
Ie niveau de dependance est appele longueur de correlation. Un tissu etendu sur la surface d'un
Uquide et souleve en un point precis donne une idee de la longueur de correlation: c est la distance
projetee sur Ie fluide qui separe Ie point souleve et les points touchant Ie fluide. On peut noter
qu'un champ uniforme a une longueur de correlation infinie.
Dans la realite, les variables et les champs aleatoires sont aussi intercorrelees: par exemple
Pexpression des frequences propres d'une poutre simplement supportee Eq. (2.2) montre que la
loi statistique suivie par la frequence depend des lois statistiques de chaque variable d'entree (la
longueur 2/, Ie module d'Young E, Ie moment de la section J, la masse volumique p et la surface de
la section droite S). Comme la relation mathematique reliant les difFerentes variables est en general
inconnue pour des systemes meme simples, il est tres difRcile d'linferer la loi de la reponse connaissant
la loi des entrees (methode numerique indirecte). En general, on essaie de determiner directement la,
loi de la reponse (methode numerique directe) en calculant certains indicateurs statistiques comme
la moyenne et 1'ecart type: c est la voie qui est suivie dans ce travail chaque fois qu'une information
statistique est demandee (methode de perturbations, dans ce chapitre). L'intercorrelation est un
facteur particulierement favorable au biasage des lois statistiques des variables de reponse.
.=(kL\\iEi^=[T)^ (2-2)
La notion de champ aleatoire est importante si 1'ingenieur est capable de decrire Ie champ.
Cette donnee est souvent inconnue, parce qu'elle demande un tres gros effort de mesure. Plus
frequemment, Pingenieur evalue seulement les ecarts maximum. Le sens pratique du projet a done
fait porter les efforts sur les champs uniformes. Cependant, il existe des situations reelles ou Ie
champ doit etre modelise dans 1'espace, pour les tremblements de terre ou Ie phenomene de houle
sur 1'ocean par exemple. Un tel champ ne doit pas etre modelise par une juxtaposition de petits
champs uniformes (champs modelises par "elements finis"), en raison meme de la loi statistique
qui lie tous les points du champ. Pour avoir une information actuelle tres theorique sur Ie sujet de
la modelisation des champs aleatoires, Ie lecteur peut consulter Ie livre de Ghanem et Spanos [26]
(1990). En particulier, Ie champ est modelise grace au developpement en serie de Karhunen-Loeve
(Karhunen [42] 1947, Loeve [54] 1948) qui s'apparente a un developpement en serie de Fourier
sur une base de polynomes orthogonaux speciaux. Ce developpement est d'ailleurs tres utilise en
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compression d'images (Devijver et Kittler [19] 1982).
2.4.2 Discretisation
Le type de chaque variable definit la discretisation adoptee. Pour un champ uniforme, il n'est
pas utile de definir un maillage different de celui de la structure deterministe. Pour un champ
non uniforme, Ie maiUage doit etre a la fois suffisamment fin pour assurer une bonne precision
des resultats, et plus large que la longueur de correlation (voir la section 2.4.1), sinon, il faut
tenir compte dans la formulation du fait que chaque point d'un meme element a des proprietes
statistiques diiferentes. Dans un souci de simplification, 11 est preferable d'introduire la notion de
correlation statistique entre les elements plutot qu'a I'interieur des elements.
Pour tenir compte de la contrainte dimensionneUe des elements, Vanmarcke et Grigoriu [81]
(1983) definissent une echeUe de fluctuation des grandeurs et proposent son utilisation dans un
code de calcul pour optimiser la dimension des elements. Dans Ie meme esprit, Chun-Ching Li et
Der Kiureghian [49] (1992) proposent d'approximer Ie champ en minimisant une norme d'erreur.
Der Kiureghian [47] (1985) propose aussi d'utiliser plusieurs maiUages, 1'un pour la structure, et
1 autre pour les champs aleatoires. D une fa9on generale, ces methodes souffrent de complexite:
leur introduction dans un code d'elements finis est loin d etre evidente. En plus, il est ties rare de
pouvoir connaitre un modele numerique a ce degre de rafRnement, et 1'efFort consacre doit etre mis
en balance avec la precision des result at s.
Connaissant la meilleure taiUe des elements, quatre methodes sont utilisees pour moyenner Ie
champ non Tiniforme sur chacun d eux.
• Discretisation du point milieu: la valeur dn champ sur 1'element est egale a la valeur du
champ an centre de Pelement.
• Moyenne locale sur 1'element (Beacher et Ingra [7] 1981).
• Interpolation du champ aux points nodaux (Liu et al. [51]1986)
• Integration directe dans les matrices de masse et de raideur elementaires: methode des
integrales ponderees de Takada et Shinozuka [78] (1989).
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Cette derniere methode n'est pas applicable a tous les champs aleatoires (comme 1'amortissement).
Zhu, Ren et Wu. [86] (1992) donnent des details clairs sur la methode de moyenne locale. Enfin, les
trois dernieres methodes convergent plus rapidement que la premiere.
Note importante: 11 faut eviter toute confusion entre la vitesse de variation d'un champ sur 1'element
et la longueu.r de correlation: par exemple, 1 epaisseur d une plaque peut fort bien varier d'une fa9on
deterministe (augmentation globalement Uneaire et connue) alors que la correlation des points de
la plaque est infinie (variation uniforme de Pepaisseur entre son maximum et son minimum.), ou au
contraire, presq-ue nulle (voir figure 2.2). La longueur de correlation n'est pas forcement "visible".
2.4.3 Le calcul par elements finis
On distingue en 1997 deux tendances:
• Les methodes de perturbations.
• Les methodes d optimisation.
D'une maniere generale, les methodes de perturbations visent a donner la valeur approchee de
la variable de sortie lorsque les parametres d'entree sont modifies (i.e. perturbes). La sortie est
developpee en serie autou.r des moyennes des parametres d'entree. Seuls les premiers termes du
develop? ement sont conserves. H existe un grand nombre de developpements en serie possibles:
developpement de Taylor, de Neumann, de Fourier, de Legendre etc... Le choix du developpement
depend du probleme, de la rapidite de convergence, de la facilite a calculer numeriqu.ement les
coefficients de la serie. Deux developpements sont particulierement interessants: Ie developpement
de Taylor et Ie developpement de Neumann. Ceux-ci sont presentes plus en detail a la section
suivante.
Les methodes d'optimisation ont un objectif ties different des methodes de perturbation:
1'espace des parametres d'entree est sonde d'une fagon astucieuse dans Ie but de trouver Ie maximum
et Ie minimum de la fonction de reponse. Par consequent, la dimension de 1 espace des parametres
ne joue pas sur la precision du resultat. Par contre, il est fort possible que la reponse possede
plusieurs maxima ou minima locaux, ce qui aUonge sensiblement Ie temps de recherche.
Les deux approches sont etudiees dans les sections suivantes.
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faible ou nulle: variations
aieatoires
Legcnde: Maximum et minim.um de 1 epaisseur
Valeur moyenne
Valeur(s) possible(s) entte Ie minim.uffl. et 1c
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Figure 2.2: Distinction entre la variation spatiale du champ et la longueur de correlation.
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2.5 Les methodes de perturbations
La litterature presente souvent deux techniques: la methode de developpement en serie
classique, et la methods de Neumann. H existe de nombreuses variantes pour chaque categorie
de problemes, et les plus interessantes sont presentees brievement: methode de developpement
reciproque, methode multipomts...
2.5.1 L'approche developpement en serie de Taylor
Principe de base: soit Y{x) la reponse d'une structure et x un parametre d'entree poTivant
varier entre son maximum et son mimmu.m. La reponse Y est d abord developpee en serie de Taylor
autour de la moyenne de x^ notee x. Puis la moyenne et 1'ecart type de Y sont calcules en appliquant
les formules mathematiques adequates (equations 2.3 et 2.4), en fonction de la moyenne x et de
1'ecart type 0-3; du. parametre d'entree (moyenne et ecart-type sont les deux premiers moments d'une
loi statistique).
y = Y^+i(S)^ (2-3)
-2 f9Y\2 _2 , 1 f92Y\2 _44 - w^+^)^ (2'4)
Ensuite, maximum et minimum de la sortie se deduisent de Pinegalite de Tchebytchev (equations 2.5
et 2.6). Le developpement de Taylor de Y est effectue a Pordre Ie plus grand qu'il est numeriq-uement
possible de calc-uler, c'est a dire deux ou trois (deux pour les equations presentees).
Ymax ^ y+3cry (2.5)
Ymin ^ Y-3ay (2.6)
Les methodes utilisant les deiix premiers moments sont dites de second moment. L'ordre du
develop? ement etant deux, on a done une methode de second moment d'ordre deux (second order
- second moment method en anglais). Les deux premiers moments et les deux premiers ordres ne
sont pas tcmjours suffisants pour la precision des extrema, surtout si la sortie n est pas lineaire ni
quadratique, ou encore si 1'intervaUe de variation des parametres (min et max) est grand.
Application aux elements finis: 1'idee du developpement en serie applique aux elements finis
revient a Cambou [12] (1975) et a Handa et Andersen [32] (1981) pour les problemes statiques. Le
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principe de la methode est base sur Ie remplacement d'une equation stochastique (cornportant des
parametres incertains) par une infinite d'equations deterministes permettant de calculer toutes
leg derivees de la reponse par rapport ^L tons les parametres. En pratique, seules les deriveeR
premieres et les d^rivees secondes de la rfponse (methode d ordre un et m^thode fl'ordre deux)
sont accessibles en un temps numeriquement acceptable, et avec une precision assez bonne. Aux
ordres plus eleves, I'inversion des matrices d impedance dans une methode directe de resolution
pose de grandes difRcultes numeriques. Pour donner une meiUeure idee du probleme, les equations
principales sont synthetisees ci-dessous. On suppose qu un parametre aleatoire x de valeur initiale
a^°) (la moyenne en general) rend la matrice de raideur incertaine. En rempla^ant la matrice de
raideur par son developpement de Taylor a 1'ordre un autour de x^ (sur Ie principe des equations
2.3 et 2.4), il vient:




En remplagant la matrice [K] par cette expression dans 1'equation (2.1) on obtient les equations
sequentielles suivantes:
• Ordre 0:
M{uo] + [C]{uo] + [Ko]{ua} = {F} (2.9)
• Ordre 1:
WW + [C]{u,} + [JfoK^r} = - fcw) {uo}Aa; (2.10)
1X / x=xW
• Ordre 2:
[M]{u,} + [C]{u,} + [Ko]{u,} = - f^l) {^}A^ (2.11)
1X / x=x(°)
avec
/<9{^ r-. . ^2{^}'
{U1}=?L.,^{U2}=?L.. (2-12)
^W \ ^- /a;=r.(°)
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et Ie deplacement final en x s'exprime finalement a partir du deplacement en a;(°):
Aa;2
{u}(x) « {uo} + {^i}Aa; + {U2}^- (2.13)
Le choix de Pordre 1 chi developpement de [K] et 2 pour Ie deplacement {/u} est purement
pedagogique. Suivant Ie parametre x, un developpement a 1'ord.re 2 pour [K] peut etre plus
appropne.
La methode qui vient d etre exposee est nu.meriquement ties avantageuse car les derivees
successives de [K] gardent les proprietes de symetrie et de definition positive, et sont toujours de plus
en plus creuses quand 1'ordre de derivation augmente. On peut done leur appliquer des algorithmes
ties efficaces (par exemple les routines de la librairie SPARSKIT, de Youcef Saad [70] (1994)). Dans
Ie domaine vibro-acoustique, ces equations sont Ie plus sou vent resolues par projection sur la base
modale. Pour un modele d'amortissement proportionnel, il est commode d'utiliser les matrices [K]
et [M.] pour calculer cette base de vecteurs propres (methode classique), car elle decouple au. moins
Pequation du mouvement d'ordre zero (membre de gauche). La gran de difficulte de la projection
est Papparition inevitable des derivees des vecteurs propres. Dans Ie chapitre suivant, on verra
queUes sont les techniques utilisables. L'article de Sutter, Camarda, Walsh et Adelman [77] (1988)
donne une bonne introduction au probleme de calcul de ces derivees. Pour les techniques specifiques
concernant uniqiLement les vecteurs et les valeurs propres, Ie lecteur peut consulter aussi:
• lott, Haftka et Adelman [40] (1985): methode des differences finies. EUe a deux
inconvenients qui 1'ecartent d'un choix d'implant ation: d'une part, la precision de la derivee
depend d-a pas du schema n-amerique alors qu'aucun critere n'existe pour trouver Ie pas
optimal, et d'autre part il faut calculer un nombre non negUgeable de vecteurs propres (trois
par parametre pour une derivee premiere ou seconde). Ties pe-a d'auteurs font reference a
cette methode.
• Fox et Kapoor [24] (1968), Wang [82] (1991): methode modale et modale acceleree.
La methode modale innove en proposant I'approximation des derivees au moyen de la serie
des vecteurs propres de modes successifs. Les coefficients de la serie s'obtiennent facilement.
Par contre la convergence est ties lente, et pour y remedier, il faut calc-uler plus de vecteurs
propres que n'en demande un simple probleme determimste. L'acceleration modale repose sur
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Paddition de termes correctifs a la serie, au prix d line baisse significative de la rapidite de la
methode.
• Nelson [59] (1976): methode exacte. Nelson part de la derivation du probleme aux vecteurs
propres et vale-urs propres (equation 2.14). Cette technique complexe donne un resultat exact.
Cette methode est de plus ties rapide. EUe a ete choisie pour 1 implementation proposee dans
ce travail.
([K]-\k[M])W=W (2.14)
Pour les derivees secondes, Ie lecteur pourra consulter Kleiber et Hien [48] (1993), et Cao et Mlejnek
[13] (1992). Enfin, de nombreux auteurs ont aussi propose des versions qui tiennent compte de
valeurs propres multiples (problemes a symetrie geometrique): Song et al. [75](1995).
L'approche par perturbations avec developpement en serie de Taylor est utilisee par Hisada
et Nakagiri pour des incertitudes de formes [37] (1981), pour des incertitudes d'interface [35]
(1980), pour des problemes non lineaires [36] (1980), et par Nakagiri et Hisada pour des structures
sur fondations elastiq-ues 57 (1983), et enfin pour 1'analyse dynamique d'un systeme avec un
amortissement incertain [58] (1983). Une autre approche a ete mise au point par Liu, Belytschko,
Mani et Bersterfield [52] (1988), en prenant comme base de travail la fonctkmneUe de Hamilton d-u
mouvement d)un systeme, en posant (avec les conventions de notations de Pequation 2.12):
W=^(9-^} ,,A..f® ,^ (2.15)
^ }a;=xW~~ ' \ 9X2 } x=xW 2
{u} = {uo} 4- €{^i} + €2{u^} (2.16)
Us egalent ensuite les termes de meme ordre en e dans 1 equation obtenue. L inter et de ce
travail reside dans 1'emploi de la forme variationnelle , ce gui assoit la theorie des elements finis
stochastiques sur une base rigo-ureuse. Zhang Ru-quing et Gao Hang-shan [85] (1992) ont approfondi
Ie probleme , et Kleiber et Hien [48] ont synthetise les resultats en 1993. Des lors que 1'outil a ete
au point, c'est a dire en 1988, il a ete applique aux problemes de couplage fl.mde-stru.cture (K.J.
Joo et K. Liu [41] 1988), mais sous une forme encore tres complexe et theorique. De meme, Lm, Lu
et Chen [53] (1990) out etudie Ie couplage d'un cylindre non parfait immerge dans Pea/a par une
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methode de perturbations analytique. Depuis 1988, 11 existe ties peu d'articles sur Ie sujet, car les
auteurs semblent s etre toujours heurtes au cout numerique important des problemes couples.
TeUe qu'elle a ete presentee, la methode des perturbations par developpement de Taylor a quatre
inconvenient s:
• Le calcul des derivees de matrices et de vecteurs pour chaque parametre: on peut utiliser
une forme exacte pour les elements les plus simples (poutres), en derivant analytiquement
les matrices elementaires (voir par exemple Deodatis [18], 1990), on avec un schema aux
differences du type point milieu.
• Pour Petude d'nn transitoire, la resolution sequentielle des equations (2.9), (2.10) et (2.11)
introdmt des termes seculaires dans la reponse tempbreUe {u(x,t)} (termes d'erreur qm
submergent la solution apres quelques iterations: en analyse modale, Ie probleme n'existe
pas). En effet, dans les equations (2.10) et (2.11) les termes de droite des egalites contiennent
les frequences de resonance du systeme deterministe de gauche, introd-aisant de ce fait des
divergences parasites. Ces frequences de resonance parasites sont eliminees par un filtrage
approprie du membre de droite (Hien et Kleiber [34] 1990). En particulier, la transformee de
Fourier de Pexcitation eqmvalente doit etre calculee.
• En pratique, il est difficile d'introduire des termes d'ordre superieur a deux dans Ie
develop? ement de Taylor (Ghanem et Spanos [26] 1990). Or pour des intervaUes d'incertitude
des parametres d'entree importants (variation totale superie-ure a 20 % en general de la valeur
moyenne), et pour des comportements fortement non lineaires (autour des resonances), Ie
develop? ement restreint a 1'ordre 2 est tres insuffisant. On revient sur ce point au chapitre
suivant.
• La forme sequentieUe propage les erreurs de calcul et d'arrondis.
• Pour plusieurs variables, Ie develop? ement de Taylor a 1 ordre 2 fait apparaitre les differentieUes
couplees (equation 2.17). EUes demandent -an effort de calcul ties important et souvent in-
utile, comme Ie montre Fleury [22] (1989). Toutefois, aucun critere ne permet de dire qu'on





Ses principaux avantages sont:
• S a simplicite.
• EUe fait reference a une forme variationnelle rigoureuse.
• Elle est utilisable en statique et en dynamique (domaine temporel et modal).
• La forme sequentieUe est interessante pour Ie faible cout en memoire.
Perturbations et acoustique: En acoustique, les equations du probleme couple (fluide leger
ou lourd) rendent 1'etude stochastique par perturbations tres difficile. La fa9on la plus rigoureuse
d'introdmre les perturbations des parametres est proposee par K.J. Joo et K. Lm [41] (1988). Us
utilisent la forme integrale faible du probleme couple en considerant que Ie champ de deplacement
et la pression sont aleatoires. Depuis 1988, il n a pas ete donne a 1'auteur du memoire de lire un
article de pointe s-ur ce sujet.
2.5.2 Complement sur Ie calcul du gradient -^-'- variable adjointe
]VEethode de la variable adjointe: dans la methode de perturbations appliquee a une
structure complexe, il est souvent plus interessant d'etudier Ie comportement vibratoire d'une petite
partie de la- structure que son ensemble. La methode de la variable adjointe permet j'ustement de
n'etudier que les degres de liberte importants, en reduisant Ie nombre de calculs necessaires pour les
deliver. Supposons par exemple que Ie degre de liberte i soit important. Pour un probleme statique
traite par elements jR.nis et perturbe au premier ordre par rapport a-u. parametre x, les equations
matricieUes sont:
[K]{u} = {F} (2.18)
et (derivee de Pequation precedente par rapport a a;):
ms-¥-s1<-'
On ajoute a ces deux equations 1'equation (2.20), appelee equation adjointe. Le vecte-ar {A} est
appele vecteur adjoint, et {5^} est Ie vecteur de Dirac valant 1 au degre de liberte i et 0 aux autres
degres de liberte.
mw = w (2.20)
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D'apres 1'equation (2.19), on extrait I'information suivante concernant la derivee premiere d-u. i1 ]
degre de liberte du vecteur {u}:
<?"._rc,T,^-l^W W,^ = {S,}1 [ATI ^^ - --j^W) (2.21)
En utiUsant ensuite I'equation adjointe (2.20), il vient:
9ui
Qx
. ...Tf9{F} 8[K],• = ml [^ - ~~^{u}) (2-22)
En. pratique, la methode de variable adjointe impose la resolution de 1 equation adjointe pour trouver
{A}. Le nombre d'operations elementaires reste cependant ties inferieur a celui d'un probleme
stru.ctu.ral complet. La methode est d aut ant plus interessante que Ie nombre de parametres d'entree
et Ie nombre de degres de liberte retenus sont faibles. Cette methode est abordee de fagon plus
complete par H.M. Adelman et R.T. Haftka [1] (1986). La methode de la variable adjointe est
implementee avec s-ucces dans les dernieres versions de NASTRAN par Chon [15] (1984). Cette
technique est aussi adaptee a des problemes contraints (conditions aux Umites particulieres) par
Gurdal et Haftka [27] (1985). Arora et Govil [4] (1977) Putilisent enfin pour les problemes de
sous-structuration. La methode de la variable adjointe peut etre particulierement interessante en
acoustique si Pingenieur sait queUes parties d'une structure rayonnent Ie plus, et selectionner a,insi
ces degres de Uberte: par exemple pour une coque les degres de liberte en rotation ne contribuent
pas au rayonnement. Si 1'information de vitesse quadratique est exigee, il faut considerer tons les
degres de liberte d'une meme surface rayonnante (deplacements normaux), ce qui limite un peu la
portee de la methode.
2.5.3 L'approche de Neumann
La methode d expansion de Neumann apparait pour la premere fois en elements finis dans
Particle de Shinozuka et Nomoto [71] en 1980. EUe a ete proposee par Neumann au siecle dernier,
puis etudiee par Fredholm [25] (1903). EUe ne requiert pas la derivation des matrices selon les
variables aleatoires, mais eUe ne permet pas de calculer simplement la moyenne et la variance de
la sortie, en raison de son caractere purement numerique. Pour la clarte de 1'expose, on considere
Ie probleme statique s-uivant:
[K]{u} = {F} (2.23)
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et la matrice de raideur decomposee en sa partie deterministe (sa moyenne) et sa partie aleatoire:
[K] = [Ko] + A[Jf] (2.24)
Le deplacement pent s exprimer sons la forme:
{u} = ([Ko] + A[Jf])-1 {F} (2.25)
Si A[A"] est petit vis a vis de [Jf], on peut developper {u} en serie:
([A-o] + A[^])-1 = ([/] - [P] + [Pf - ...) [A-o]-1 (2.26)
avec
[P] = [Jfo]-lA[A-] (2.27)
La solution est done donnee par 1 equation suivante:
{u} = {uo} - [P]{uo} + [P]2{uo} - ... (2.28)
avec
{uo} = [Ko]-l{F} (2.29)
Cette formulation est equivalente a Pequation recursive (2.30) dn terme i — 1 au terme i. De
fait, apres Ie calcul de la decomposition de Cholesky de [Ko] et du premier terme {uo}^ Ie calcul
des {ui} est trivial, et d'autant plus rapide que A[Jf] est tres crense.
[Ko}{u,} = A[^]{^-i} (2.30)
Le developpement en serie de 1'equation (2.28) est arrete si Ie critere smvant (necessaire mais non
suffisant) est verife:
IIMII ^ € (2.;
I ELo(-i?t}ll2 -
o-u e represente 1'erreur de convergence (Shinoz-aka et Yamazaki [72] utilisent 0.01) et || • |]2 est la
nonne vectorielle definie par:
IIWIL = \/WT • W (2.32)
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Shinozuka et Yamazaki [72] rappellent que la suite (2.28) converge si les valeurs propres absolues
de [P] sont toutes inferieures a 1 (critere suffisant). Dans Ie cas contraire, il faut modifier
astucieusement la matrice [Ko] de sorte que les nouvelles valeurs propres de [P] soient mferienres
a 1, en posant par exemple:
[K] = [KoY + A[Jf]* (2.33)
avec
[Jfo]* = m[Jfo] (2.34)
on m est -an scalaire choisi pour satisfaire Ie critere de convergence.
D'autres details pertinents sur la methode sont donnes dans 1 article de Shinozuka et Yamazaki
[72] (1988). En particulier, Ie developpement de Neumann se prete peu a 1'etude des premiers
moments (moyenne et variance de la sortie). Par contre, il peut etre utilise comme base d'une
simulation de JMonte Carlo (la seule matrice generee pour chaque echantillon est A[Jf dans
1'equation 2.30). A titre de comparaison, Shinozuka et Yamzaki ont etudie un assemblage statique
de 10000 degres de liberte et un parametre incertain avec une methode de Monte Carlo directe
(DMCS) et la methode de Neumann a 1'ordre 3 (NMCS). Leur echantillon comprend 100 tirages
aleatoires entre Ie minimum et Ie maximum du parametre. La methode DMCS s'avere 50 fois plus
lente que la methode NMCS. Par centre, pour les petits systemes (<, 250 degres de liberte), Ie gain
est negUgeable. Les auteurs montrent alors que la methode de perturbations est beaucoup plus
avantageuse. On souligne enfin que 1'utiUsation d'une teUe methode est possible en dynamique: la
matrice d'impedance complexe Z = \K\ — uj [M] remplace la matrice de raideur. La projection sur
la base des vecteurs propres non perturbes donne 1'equation recursive suivante (etape i):
[$f[2o][$]{<;.} = [$]T(A[Z])[$]{{.-i} (2.35)
La base des vecteurs propres n'etant calculee q-u'aux valeurs initiales, la convergence de la methode
pent ne pas etre optimale. Les deplacements approches a 1'etape i sont obtenus avec Ie changement
de base s-aivant:
{ui} = WW (2.36)
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JMalgre ses nom'breux avantages, la methode ne satisfait pas 1'ingenieur po-u.r les raisons
suivantes:
• L'etude de la convergence de la suite demande Ie calcul des valeurs propres de [P] (equation
2.27).
• La difficulte numerique a utiliser plus que deux termes dans 1'expansion (Benaroya et Rehak
[8] 1988).
• La methode est incommode en dynamique, car un probleme direct demande 1'inversion a
chaque frequence de la matrice complexe —uj2[M] +juj[C] + [K]. EUe est utilisee toutefois par
Ghanem et Spanos [26] (1990) pour une poutre avec encastrement elastique.
• Pour plusieurs variables aleatoires, il n'existe pas de formulation simple. La matrice A[Jf]
doit etre subdivisee en sous-matrices pour traduire la perturbation due a. chaque parametre
d'entree. Le developpement de Neumann. fait alors apparaitre les couplages inter variables que
1'on neglige souvent (comme les termes croises du developpement de Taylor, section 2.5.1).
2.6 Methodes d'optimisation
Les techniques d'optimisation sont classees en methodes contraintes et non contraintes. Dans
ce travail, seules les methodes contraintes sont utilisees, puisque les parametres d entree ont un
intervaUe de variations limite. D'autre part, la notion d espace des variables devient tres importante.
Une fonction de deux variables a;i et x^ notee y(a;i,a;2) est representee dans cet espace par une
surface avec des maxima et des minima locaux et globaux. L objectif est done de localiser Ie plus
rapidement possible les maxima et minima globaux. H existe deux methodes pour les localiser:
• L'approximation globale de la fonction, valide pour 1'espace des parametres au complet (cette
approximation est ties drfferente de ceUe que propose la methode de perturbations).
• L'approximation locale, vraie uniquem.ent autour d un point. En general, plusieurs approxi-
mations locales sont effectuees sur la courbe pour se diriger vers Ie sommet ou la vaUee (noter
q-ue Ie develop? ement de Taylor est une approximation locale autour d?un point).
25
2.6.1 Les approximations globales et mixtes
L 'approximation globale simple ou RSA (Response Surface Approach): la surface est
entierement modelisee grace a un reseau plus ou moins dense de points repartis uniformement
cm aleatoirement. Dependamment de la qualite de la surface obtenue, Ie maximum est trouve
directement, ou la surface sert de point de depart a une analyse plus fine. D. n'existe pas de critere
qui donne Ie nombre minimal de points d echantillonnage si la surface reelle n'est pas conmie
(c'est toujours Ie cas en elements finis). La construction des surfaces repose sur la theorie des
plans d'experiences (voir Box et Draper [9] 1987, ou Montgomery [56], 1991). Les approximations
lineaires sont les plus courantes, mais eUes donnent des resultats tout a fait erronnes si la variable
approchee n'est pas quasi-lineaire. H faut alors augmenter considerablement Ie nombre de points de
mesure. Pour n variables d entree Xi, 1'approximation lineaire de la sortie Y(a;i, ...,^n) es't' donnee
par 1'equation (2.37) a n + 1 coefficients inconnus a^:
y = 0,0 + aia;i + ...+anXn+ € (2.37)
Le nombre d'applications de la methode RSA est assez limite: Barthelemy et Haftka [5] (1992)
donnent Pexemple de Brown et Nachlas [11] (1985) pour un cone de missile en materiau composite a
3 couches. L'orientation des couches devait etre optimisee pour maximiser la resistance et minimiser
Ie poids. Avec 4 variables par couche et 7 valeurs possibles pour chacune, -ane elude exhaustive
aurait demande 2401 analyses. En fait, seuls 28 points ont ete suffisants. Malgre cela, la methode
RSA est limitee aux problemes de petite taiUe (faible nombre de variables d'entree) a cause de son
cout mimerique prohibitif. Par contre, eUe se prete bien a la paraUelisation massive: dans un avenir
pro die, eUe pourrait supplanter les techniques complexes utilisant les gradients.
Les methodes semi-statistiques: elles sont apparentees aux plans d'experience et sont
developpees par Rosenbl-ueth [69] (1975). Rosenblueth propose une alternative interessante pour
diminuer Ie plus possible Ie nombre de points simules tout en conservant une information importante
sur la dispersion des resultats. Cette methode est nommee PEPM (Probability Estimation Point
Method). Dans la methode de Rosenblueth, on estime par des calculs simples la moyenne et 1'ecart-
type de la sortie Y{x) connaissant deux realisations particuUeres de Y: I'une en a; + 0-3;, ce q-ui
donne Y+, et 1 autre en x — 0-3;, ce qui donne Y-. On deduit la moyenne Y de Y et son ecart type
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Pour n variables a;i, 2:2,..., a;n non correlees, 2n simulations sont su.ffi.santes en prenant chaque
variable sauf une a sa valeur moyenne. Pour trois variables, Ie tirage est done represente par Ie
premier schema de la figure (2.3). Pour n variables correlees, Ie nombre de simulations est de 2n
(on tient compte de la correlation en affectant un coefficient d influence a chaque variable d'entree).
Le schema 2 de la figure (2.3) donne Ie tirage pour trois variables. Dans certains cas (grand nombre
de variables, non linearites) la methode de Rosenblueth est moins efficace que la methode de Monte
Carlo. Harr [33] (1989) ramene Ie nombre de tirages de 2n a 2n en passant dans 1'espace des variables
decorrelees (probleme aux valeurs propres et vecteu.rs propres). Ceci suppose de connaitre la nature
de la correlation (so-uvent inaccessible).
La methode a eu quelques developpements interessants: Rosenblueth a montre qne Ie
developpement de Taylor a 1'ordre deux donne les memes resultats que sa methode, creant ainsi
un lien indirect et insoup9onne entre les plans d experiences et les perturbations. fl existe aussi des
methodes de type " Rosenblueth" plus precises a 3 on 4 points (Hahn et shapiro [29] 1967, Ditlevsen
[20] 1981), mais il faut connaitre les moments d'ordre 3 et 4 (en anglais: skewness et kurtosis) de
la lot que suivent les variables d'entree, et il faut pouvoir repartir les tirages equitablement dans
1'espace des variables. Ces information sont difficiles a calculer. H est aussi possible de combiner la
methode des perturbations et la methode PEPM1 (C. Zoppou et K.S. Li [87] 1993), en appliquant
Ie schema de Rosenblueth aux derivees de la reponse. Celle-ci est d'abord developpee en serie de
Taylor autour des moyennes des parametres d'entree. Zoppou et Li montrent que Ie nombre de
simulations pour n variables d'entree correlees est ainsi reduit de 2n a (n + 3n + 2)/2, ce qui
est beau coup plus efficace que la methode de Rosenblueth pour n > 3, mais quand meme moins
efficace q-ue la methode Monte Carlo pour un grand nombre de variables. Pour une utilisation
approfondie de la methode PEPM, Ie lecteur peut se referer a la synthese de K.S. Li [50] (1997).
La methode PEPM et ses derivees sont utilisees en dynamique transitoire par Zoppou et Li dans
1'article precedemment cite ([87]) pour simuler 1'ecoulement de 1'eau dans un bassin.









































Sans couplage: 6 points
Avec couplage: 8 points
Figure 2.3: Position des points de simulation pour la methode de Rosenblueth.
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la transformation de MeUin. CeUe-ci est utilisee par Tung [79] (1990) pour la modelisation
d'ecoulements. La transformation de MeUin d une fonction / est 1'application Uneaire /* definie
par:
•00
f(s) = M,(s) = / f(x)xs-ldx (2.40)
<0
Comme pour les transformees de Fourier ou de Laplace, il existe une correspondance univalente
entre /*(s) et f{x). Si / est la fonction de distribution de la variable aleatoire x, il existe une relation
entre la transformee de MeUin de cette fonction et les moments de la variable x. En effet, si m.s-i(a;)
designe Ie moment d'ordre 5—1 de a; a 1'origine et -£'[.] 1'application esperance mathematique, on
a:
m,_i(a?) = E[xs-1} = A^(5) (2.41)
Le but de la transformation de MeUin est de simplifier la determination de la loi statistique d'une
fonction Y{x\^ x^^..., Xn) de n variables aleatoires a;i,a;2; •••Xni connaissant les lois de chacune des
variables. Un grand nombre de proprietes operationneUes sur les transformees de Mellin ont ete
etablies par Bateman [6] (1954) et Park [60] (1987). Connaissant par exemple la loi de chacune
des variables aleatoires d'une expression telle que z = xayb, la transformee de Mellin de z verifie
Pequation (2.42), d'o-ii il est possible de deduire la loi suivie par z (transformee de Mellin inverse).
Avec la transformee de MeUin, il est done possible d'etablir la loi d'une combinaison de variables
aleatoires dans 1'espace de MeUin.
M,(s) = M^as - a + l)My(bs -6+1) (2.42)
Dans Ie projet de maitrise, cette technique pourrait etre interessante, puisqu on calcule "ana-
lytiquement" la loi statistique de la reponse pour ensuite trouver son maximum Ie plus probable.
Cependant, la transformation n'est pas applicable aux problemes rencontres en elements finis sto-
chastiques: d'une part, 1'expression des reponses en fonction des parametres d'entree n'est pas
connue, et d'autre part, la transformee de MeUin n est pas definie pour la somme de variables
aleatoires de lois differentes. Ces raisons expliquent facilement Ie pen d'application de la trans-
formee, a mains qu'une methode numerique rapide ne permette Ie calcu.1 des integrales de MeUin
(d'une fa^on analogue a la transformee de Fourier rapide).
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Les reseaux de neurones, methode exhaustive: les reseaux de neurones virtuels ont
ete developpes par Hajela et Berke [31] (1990) pour ajuster progressivement une surface de
recouvrement a la surface reelle. Chaque neurone est un processeur qui echange 1'information avec
les processem-s qui lui sent connectes. De plus, Ie neurone peut etre entraine a fournir une reponse
en un temps minimum. Malgre leur difference, les reseaux de neurones et la methode RSA out a
pen pres les meme avantages et les meme defauts: elles acceptent des donnees en entree qui sont
aussi bien simulees qu'experimentales, elles s adaptent assez bien a une augmentation du nombre
de variables en entree. Par contre, elles sont ties couteuses et demandent beaucoup de calculs de
front. En plus, la technique des reseaux de neurones est assez complexe: eUe ne peut pas etre
adaptee a/ax logiciels existants sans de profondes transformations.
2.6.2 Les approximations locales
Les approximations locales sont toujours basees sur un developpement en serie de la sortie. Pour
cette raison, methodes d'optimisation et methodes de perturbation se rejoignent sur la modelisation
de la reponse par un polynome. L utilisation differe mais les techniques exposees id servent done
les deux disciplines. Barthelemy et Haftka [5] (1992) font une synthese complete des variantes de la
methode de perturbations classique par serie de Taylor. Les progres touchent su.rtout les techniques
d'extraction du maximum d information du minimum de points de mesures. Les auteurs montrent
qu'il est parfois souhaitable de modifier Ie developpement en serie de sorte qu'il s'adapte mieux
au comportement reel de la reponse, en conservant toujours et seulement les termes de plus bas
degre (en general, seulement Ie terme lineaire). La technique la plus courante est I'approximation
reciproque: la reponse Y est developpee (Taylor) en fonction de 1'inverse de la variable d'entree
x. L'inverse peut etre une variable intermediaire, notee z:
z = - (2.43)
x
D'autres variables intermediaires sont proposees: Haftka et Shore [28] (1979) ajoutent une constante
a x pour eviter que z ne tende vers 1'infim lorsque x s'approche de 0, Prasad [63] (1983) propose
Pemploi d'exponentieUes z = xp avec une puissance plus ou moins arbitraire. La pl-upart des
applications de 1 approximation reciproque concernent les elements de poutre ou de plaque en
contraintes planes. Les variables d'entree les plus utilisees sont typiquement 1'epaisseur et les aires
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de section si les variables de sortie sont la contrainte ou Ie deplacement. En. effet, 1'approximation
reciproque etablit alors une relation de linearite entree / sortie.
2.6.3 Localisation des maxima et minima
Connaissant approximativement la forme de la reponse (avec les methodes exposees ci-dessus
par exemple), les techniques de recherche des extrema sont tres variees, et souvent deja implantees
(sous-routines en FORTRAN). Parmi les plus interessantes, on a cite les methodes SLP et SQP
(section 2.3.1) qui cherchent Ie maximum ou Ie minimum de la fonction reponse en fonction des
contraintes. L'efficacite de la methode SLP tient a la forme algorithmique ties simple, mais eUe
doit etre appliquee a des reponses presque Uneaires. Un expose plus complet de cette methode est
presente au chapitre suivant (car c'est la methode qui a ete choisie dans 1'implantation mimerique
de ce travail). La methode SQP ainsi que d'a-atres methodes de gradient et de penaUtes mises au
point recemment sont expliquees avec une grande clarte dans Ie livre de Singiresu [74] (1996).
2.6.4 Nouvelles methodes et technique de re-analyse
Parmi les methodes interessantes pour traiter les problemes ties complexes (grand nombre de
parametres d'entree), ou poses en termes imprecis, quelques methodes permettent de trou.ver les
maxima et minima en -un temps minimal. On cite en particulier:
La methode des algorithmes genetiques: les premiers travaux sur les algorithmes
genetiques ont ete presentes par Holland [38] (1975), et les idees de bases sont presentees un peu
avant par Rechenberg [66] (1965). Une population de points est choisie des Ie debut de Palgorithme
(si n est Ie nombre de parametres d'entree, ce nombre est typiquement de 2n a 4n). Les parametres
d'entree sont representes par des chaines de nombres binaires, chaque chaine jouant Ie role d'un
chromosome porteur d information. Les chaines sont croisees suivant des lois genetiques precises
qui permettent de selectionner les individus les plus aptes a atteindre un but precis, par exemple
celui de trouver Ie minimum d'une fonction. La technique est applicable a des variables discretes
(1'application a des variables continues passe par une discretisation). Son application aux elements
finis demande une quantite importante de calculs du meme ordre de grandeur que la methode de
M;onte Carlo.
La methode de "recuit simule" ^simulated annealing) on SA: cette technique est presentee
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par Kirkpatrick, Gelatt et Vecchi [44] dans Ie journal Science en 1983. En 1953, Metropolis et al.
[55] en proposent la premiere application numeriq-ue. La methode est basee sur revaluation semi-
aleatoire de la reponse. La SA permet d'evaluer les maxima et minima globaux assez rapidement,
meme si la reponse possede de nombreux minima et maxima locaux. A partir d'un point initial de
Pespace des parametres (dans lequel la fonction reponse est representee), les deplacements vers Ie
minimum ou Ie maximum se font successivement selon chaque axe, c'est a dire chaque parametre.
Pour rechercher un minimum global, si Ie nouveau point descend il est conserve; s'il monte, il
est conserve et affecte d'une probabilite inferieure a 1, calculee selon un principe qui ressemble
a celui des niveaux d energie atomiques. Plusieurs coefS.cients diligent Ie calcul de la probabilite.
Hajek [30] (1988) a fait une etude parametriq-ae avec ces coefficients pour augmenter 1'eflEicacite
de la recherche de 1'extremum. La methode de recuit simule" prend son nom d-u phenomene de
refroidissement lent des metaux. LOTS de ce refroidissement, les atomes s'organisent de fa9on a
trouver Ie minimum d'energie interne. Cette methode demande de grandes ressources calculatoires
difficilement conciliables avec la methode des elements finis.
La methode de logique floue (fuzzy logic): la logique floue propose en entree du programme
de tenir compte de 1 intervaUe d incertitude des parametres. Pour cela, un ensemble de nouveUes
operations mathematiques a ete defini en 1965 par Zadeh [84]. L'application de cette methode
aux elements finis est ties recente. Citons notamment S. Vallapian et T.D. Pham [80] (1993).
La methode de logique floue ne trouve pas encore d'application en dynamiq-ue, et de plus, elle
fait certaines hypotheses sur les variables d entree qui sont tres subjectives, done tres discutables
(Watanabe [83] 1978 et Forsyth [23] 1983).
Ces trois methodes sont peu appropriees a une implantation mimerique modulaire avec les
elements finis, car elles demanderaient des quantites trap importantes de calculs meme pour de
petites stru.ctures et un faible nombre d'elements.
On presents enfin la technique de re-analyse de Kirsch et Toledano [46] (1983) et de Kirsch
[45] (1991). Kirsch s'interesse au probleme statique. H constmit tout d'abord une base de sohitions
[up] = [{'ui}, {^2}; •••» {us}] du probleme suivant:
[K]{u} = {F} (2.44)
Chacune des <s solutions (s < N nombre de degres de liberte) provient de la resolution exacte de
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Pequation (2.44) legerement perturbee selon les variables d'entree. Les solutions ulterieures {ua}
sont ensuites approchees dans cette base:
{ua} ^ ai{'ui} + a,2{u^} + ... + a,s{us} = [uB]{a} (2.45)
L'utiUsation de cette expression dans 1'equation (2.44) permet de calculer {a} et de redmre ainsi la
taiUe du systeme a resoudre pour chaque perturbation de N x N as x s. Kirsh donne -ane methode
pour constmire la base de fa9on efRcace (en utilisant la technique de changement d'echeUe de la
matrice [K]). Cette methode est tres interessante car eUe propose pour la premere fois de donner
des resultats corrects pour de larges intervaUes d'incertitudes et un cout numerique assez reduit. La
methode demande cependant q-uelques modifications en dynamique. EUe reste toujours tres lente
par rapport a une methode de perturbations simple (ordre un) mats eUe est beaucoup plus precise.
2.7 Conclusion
Ce chapitre fait un etat non exhaustif des methodes utilisees pour predire les variations d'une
reponse mecanique en fonction des variations des parametres d entree. La diversite des techniques
est telle qn'il serait impossible, et meme non souhaitable de decrire toutes les techniques de bases
ou d'ameliorations de la precison ou de la vitesse de calcul. Le lecteur curieux pent consulter
1'ouvrage de synthese de 1'American Institute of Aeronautics and Astronautics [2] (1993) consacre
aux methodes d'optimisation. Le chapitre suivant etablit les objectifs specifiques du memoire dans
Ie contexte qui vient d'etre expose.
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Chapitre 3
Objectifs de la recherche
Avec Petat des connaissances, il est maintenant possible de definir les objectifs generaux et les
objectifs specifiques de la recherche. Le memoire s intitule formulation numerique de la sensibilite
de la reponse vibratoire aux incertitudes physiques d'un modele str-uctural". La definition des
objectifs doit permettre d'innover et d'apporter au G.A.U.S. (Groupe d'Acoustique de 1'Universite
de Sherbrooke) un outil numerique souple d'emploi. En particulier:
• Le logiciel doit avoir une base modulaire, pour tirer profit d'un interfa§age avec les logiciels
d'elements finis du groupe d acoustique, en particulier GAUSVEL1 ou NASTRAN. La
strategic de programmation fait autant partie du projet que les resultats.
• Le logiciel doit predire une estimation de la reponse avec une faible erreur po-ur de grandes
mcertitudes des parametres d'entree (intervaUes de variation totale representant plus de 10%
d'ecart de part et d'autre de la moyenne). La plupart des logiciels existants ne peuvent donner
de bons resultats pour de teUes variations en un temps raisonnable.
Le cadre de la recherche est Ie suivant:
• Initialement, Pobjectif etait de predire la puissance rayonnee maximale de la structure
incertaine. Etant donnee la complexite des methodes utilisees, il a etejuge prudent d'etudier
-ane variable de reponse teUe que 1 energie cinetique specifique, et les valeurs propres et
vecteurs propres de la stmctuTe. Les problemes couples demandent une elude tres approfondie
des elements finis et elements finis de frontiere, qui depasse largement Ie cadre de la maitrise.
34
• Les grandeurs d entree sont donnees uniquement sous forme de bornes maximales et min-
imales. La variation des grandeurs est uniforme s-ar tout element fini, et il n'existe pas de
correlation statistique entre les parametres d'entree de deux elements cote a cote (pas de
champ aleatoire, voir Ie chapitre 2, section 2.4.1). La reponse est donnee aussi dans ce for-
mat, mais eUe pent etre connue par sa moyenne et sa variance si la methode n-amerique s'y
prete mieux (methode de perturbations, voir chapitre 2, section 2.5.1).
3.1 Ob jectif general
L'objectif general de la maitrise est de determiner s'il est possible de creer un logiciel d'elements
finis modulaire qui predise efficacement les reponses extremales d'une structure qui possede des
proprietes incertaines de geometrie, de raideur, d'amortissement. U ne s'agit pas d'un et-ude de
sensibilte. La reponse etudiee est 1 energie cinetique des structures vibrantes car son expression
est simple. Plus particulierement, on etudie Ie rapport de 1'energie cmetique sur la masse de la
structure. Ce rapport est appele energie cinetique specifique.
3.2 Objectifs specifiques
Les objectifs specifiques precisent les etapes de la recherche qui permettent d'atteindre 1'objectif
general. Les etapes sont les suivantes:
1. Etudier Pimplantation des methodes existantes (Monte Carlo et methodes de pert-urbations)
pour deceler leurs limites et leurs avantages.
2. Mettre au point une nouveUe methode pour tirer profit de 1'expression de 1'energie cmetique
specifique dans la base modale.
3. Verifier la validite des hypotheses de la nouveUe methode (en particulier la possibilte
d'approximmer les valeurs propres et les vecteurs propres d'u.ne structure) et expliquer les
points essentiels de la programmation.
4. Comparer les trois methodes (Monte Carlo, perturbations et PMO) en vitesse de calcul et en
precision pour divers assemblages de poutres.
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Chapitre 4
Bases theoriques des methodes de
prediction
4.1 Introduction
Objet du chapitre: dans ce chapitre, on presente une nouveUe methode de prediction de
Penergie cinetique specifique maximale d'une structure quelconque modelisee par elements finis.
Deux autres methodes fondamentales (Monte Carlo et perturbations) sont expliquees pour montrer
les tenants, les aboutissants, et 1 originalite de la nouveUe methode. Les trois methodes sont
comparees en termes de vitesse et de precision au chapitre 5.
Conventions typographiques: dans ce chapitre, la methode de Monte Carlo est designee par
1'acronyme MC, ce qui regroupe en fait plusieurs techniques. La methode de perturbations a pour
acronyme Pl pour une perturbation d ordre 1 de chaque parametre, et P2 pour -une pertnrbation
d'ordre 2. Enfin, 1'algorithme propose comme methode originale dans Ie cadre de la maitrise
est denomme P]V[01, pour methode de recherche de "Points Modaux Optimaux" d'ordre 1 et
PIVI02, pour methode de recherche de "Points Modaux Optimaux" d'ordre 2. D'a-utres conventions
typographiques sont adopt ees:
• Un vecteur est symbolise par une lettre entre accolades: {^}, une matrice par une lettre
majuscule entre crochets: [K}.
• Le conjugue d'un nombre complexe est indique par une etoile q*. Dans la plupart des
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equations, 11 est so-as-entendu que les operations sont valides aussi bien en nombres complexes
qu'en nombres reels. Si ce n'est pas Ie cas, la mention speciale est apportee directement dans
Ie texte.
• Les matrices [M] et [K] designent respectivement la masse et la raideur de la structure, et
ujk et{<!>/;} la frequence propre et Ie vecteur propre du mode k. Par commodite, les vecteurs
propres peuvent etre regroupes par colonnes dans une matrice [$] (non necessairement carree).
• Les valeurs approchees sent distinguees des valeurs exactes par un chapeau: 0}^ es1u une
approximation de 0;^, et {^k} ®s^ une approximation de {<&A;}.
• Les matrices projetees sur une base modale sont caracterisees par un tilde: [Z] par exemple
pour la matrice d'impedance modale d'une structure.
Hypotheses fondamentales: les hypotheses fondamentales a la comprehension de certaines
simplifications dans Ie reste du texte sont les suivantes:
• Le regime d'osciUations de la structure est permanent, de sorte que des resolutions directes
ou modales des equations du mouvement sont possibles. Le memoire ne donne aucnn detail
sur Petude stochastique des regimes transitoires.
• Pour une structure donnee, seul Ie domaine des basses frequences est considere. En effet, les
methodes de prediction sont inadaptees aux grandes densites modales. La raison principale
est la baisse de precision des diverses approximations utilisees, ou son pendant, a savoir
1'augmentation du cout numerique a precision constante. D'autre part, les regimes de
moyennes et hautes frequences exigent des maiUages par elements finis tres fins qui produisent
des modeles incompatibles avec Ie materiel informatique actueUement disponible (1998).
Concernant la derniere hypothese, la methode SEA constitue une alternative prometteuse a la
prediction des reponses maximales dans Ie domaine des hautes frequences. Toutefois, une analyse
plus fine de la SEA et son application au probleme sortent du cadre de 1'expose, cadre restreint au
elements finis.
Organisation des sections: chaque section presente d'abord Porganigramme simplifie de
la methode, puis quelques details d implementation. En dernier lieu, 1'effi.cacite de la methode
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est disc-atee, et un ou deux articles ou livres fondamentaux sont donnes an lecteur pour un
approfondissement.
4.2 Methode de Monte Carlo
4.2.1 Organigramme
La figure (4.1) montre un organigramme simplifie de la methode de Mlonte Carlo utilisee. On a
fait 1'hypothese d'amortissement structural, ce qui signijEie que 1 amortissement peut etre inclu dans
la matrice de raideur qui devient complexe. Le calcul des vecteurs propres se fait dans 1'ensemble
des reels si 1'amortissement est faible en utilisant la partie reelle de la raideur, ou. dans 1'ensemble
des nombres complexes. On met 1'accent sur Ie grand nombre de boucles a executer, chaque boucle
comprenant la resolution d un probleme de vecteurs et valeurs propres. Dans 1'organigramme, Ie
symbole {v2} represente 1'energie cinetique specifique (voir 1'avertissement au. lecteur, au debut du
rapport).
4.2.2 Theorie
Les methodes de Monte Carlo ont toutes pour principe d effectuer -an grand nombre de
simulations avec Ie meme algorithme mais pour des valeurs d entree differentes. Les S resultats
YI, i'2; • • • iYs de 1'a.lgorithme sont analyses a 1 aide d estimateurs statistiques:
• Estimateur de la moyenne:
Y=^Y, (4.1)
j'=l
• Estimateur non biaise de la variance:
^r[y]=4=ylYE(Y.-Y')2 (4'2)
.7=1
• Estimateur de biaisage (Skewness), rarement calcule:
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Figure 4.1: Organigramme simplifie de la methode de Monte Carlo.
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Les estimateurs de la moyenne et de la variance donnent une bonne approximation de la moyenne
exacte E\Y} et de la variance exacte V[y], obtenues en faisant tendre la taiUe de 1'echantillon vers
1'infini. La racine canee de la variance est appelee 1'ecart type. L estimateur de 1'ecart type est note
SYi tandis que 1'ecart type exact est note a^.
Connaissant la moyenne et la variance de 1'ecliantillon, on estime Ie maximum et Ie minimum
d'apres la regle de Tchebytchev:
Ymax ^ Y +3sy (4.4)
Ymin ^ Y - 3sy (4.5)
Cette regle est peu precise, et il faut eviter de I'utiUser. En effet, 1'approche de Tchebytch-ev donne
souvent une approximation trop grande ou trop petite des extrema parce qu eUe utilise seulement
la moyenne et la variance des reponses, plutot que d'utiliser toute 1'information (moments d'ordres
superieurs). Qu.a.nd c'est possible, il vaut mieux selectionner directement Ie minimum et Ie maxim-um
des YI dans 1'echantillon. Cela permet souvent d'obtenir de meiUeurs resultats.
4.2.3 Implementation
La methode de ]\lonte Carlo est ties robuste si les deux conditions suivantes sont respectees:
• Le generateur de nombres aleatoires est de bonne quaUte: 11 est important de choisir -an ban
generateur de nombres aleatoires pour les tres grands echantiUons (> 10 ), sinon la methode
ne converge pas (periodes trop petites). Une ties bonne synthese STII Ie sujet est proposee
par Press et al. [64], 1994. Dans ce memoire, on utilise la fonction randQ de Matlab. Cette
fonction a une periode de 21492, ce qui est largement s-ufl5sant pour les applications.
• Le nombre de simulations est suffisant: a priori, Ie nombre de simulations requis pour
faire converger les resultats vers Ie maximum reel ou Ie minimum reel n'est pas connu. Par
consequent, Ie nombre de simulations est toujours ties eleve.
n est tout de meme possible d'estimer Ie nombre minimal d'essais si la reponse est assez bien
conmie (c'est un cercle vicieux! ). La technique exposee maintenant est expliquee par Davis et al.
[17]. Puisque Y est la somme de S variables aleatoires Y\^Y^^..., Yn, eUe suit approximativement
une loi normale centree a 1'origine et reduite, notee M (voir la figure 4.2). Ce resultat est obtenu
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par application du theoreme "central limit". Soit a un coefficient arbitraire positif. La probabilite
que la moyenne estimee Y soil encadree par E[Y] — a\J —{jJ- et E\Y} + a-\J -Ap- est egale a:
V\ E[Y] - a\l^—^ ^ Y ^ E[Y} + a^^—^\ = 2A^(a) - 1
I (4.6)




Figure 4.2: Loi normale centree reduite At.
-E'[y], on ecrit 1'equation (4.6) sous la forme:
[V}Y]AY - ^\IV[P- ^ E[Y] ^ Y + a\lv^} = 2A^(a) - 1
Pour calculer S connaissant a (fixe par 1'analyste, suivant la precision du resultat de la moyenne
£[Y]), on pose:
» .Aw7= E[Y] V S
En utilisant 1'inegalite de 1'equatioBL (4.7), on montre que:





avec la definition suivante du niveau de confiance a:
a = 2A^(a) - 1 (4.10)
Le nombre S de simulations peut etre calcule si Ie rapport de 1'ecart type sur la moyenne (TY I E\Y}^
aussi appele coefficient de variation, est connu approximativement. A titre d'exemple, pour etre
s-ilr a 95% que la moyenne d'un echantiUon est sa moyenne reeUe a 1% d'erreur pres, Ie nombre
minimal de tirages S est donne par:
-"^z^—te)'
Le coefficient de variation est impose ou estime par I'ingenieur d apres la connaissance du systeme,
ou en tirant un petit echantillon. La formule est insatisfaisante, car eUe demande une competence
que 1'ingenieur n5a pas toujours. Dans ce projet, on a juge plus sage de faire un nombre de
simulations superieur aux besoins reels si c est possible, pour etre sur de la convergence de
Palgorithme vers les maxima et minima.
Un autre procede est utilise dans ce memoire pour faciliter sinon accelerer 1'atteinte de la
convergence: il s'agit de Pechantillonnage stratifie. Les intervaUes des parametres sont decoupes
en sous-mtervaUes a 1'interieur desquels un nombre reduit de tirages sont effectues. La methode
force les tirages a etre egalement repartis sur 1'intervalle de variation de chaque parametre, alors
qu'un simple tirage pseudo-aleatoire favorise toujours certaines regions de Pintervalle (en anglais,
clusters). Des techniques plus complexes (espaces de Sobol's ) permettent d'appliquer ce principe
sans stratification et avec une plus grande efficacite (consulter la revue de Bratley, Fox et Shrage
[10] 1983). EUes ne sont pas utilisees dans ce memoire.
4.2.4 Complements
La loi utilises pour les tirages aleatoires est soit la loi de Gauss, soit une loi uniforme. Avec la
loi uniforme, on est sur que tout PintervaUe d'incertitude est balaye. Par contre, la loi est moins
representative des phenomenes reels (avec moyenne et variance). En pratique, Ie choix d'-une loi de
tirage est extremement important puisque 1'appUcation des meme niveaux de confiance dans les
formules pour deux lois diiferentes donne des resultats variant du simple au triple (ce qui est critique
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lorsque ce sont des estimations de resistance a la rupture qui sont calculees). Cependant, ce choix
n'est pas juge essentiel dans Ie cadre de la maitrise (il 1'est par contre a-u. niveau du conceptenr).
4.3 Methode de perturbation
4.3.1 Organigramme
La figure (4.3) montre un organigramme simplifie de la methode de perturbations. On met
Paccent sur Ie calcnl de chaque derivee des matrices de raideur, masse et des valeurs et vecteurs
propres.
4.3.2 Rappels d'analyse modale et expression de Penergie cinetique specifique
La discretisation des equations du mouvement d'une structure in vacuo est donnee par 1'equation
(4.12), ou [M] est la matrice de masse, [K] la matrice de raideur, et [C] la matrice d'amortissement.
On suppose par la suite que la dimension de ces matrices est N {N degres de liberte). Si la force
d'excitation est harmonique de frequence U) , Ie deplacement complexe (amplitude et phase) est
etudie en regime permanent avec Pequation (4.13).
[M]{u} + [C]{u} + [Jf]M = {F} (4.12)
(-^2[M] + j^[C] + [Jf]) {u} = {F} (4.13)
Dans ce chapitre, Ie modele d'amortissement structural est utilise. Ses proprietes sent teUes que
Pequation (4.13) peut s'ecire sous la forme (4.14). La matrice [A(?7)] symbolise 1'eiFet spatial
d'amortissement. Si 1 amortissement est uniform ement reparti sur la structure, on peut poser
[A(?7)j = (1 + jr{~}[I], [I] etant la matrice identite. Par la suite, on note mdifferemment [K] pour
[A][A"j, incluant ainsi 1'amortissement dans la matrice de raideur qui devient complexe.
(-a,2[M]+[A(,))M)W={F} (4.14)
On appelle impedance mecanique complexe force-deplacement de la str-ucture la matrice [Z]
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Avec cette notation, Ie calcul de la reponse en deplacement est reduit a la resolution d'mi probleme
statique complexe pour chaque frequence. L'inversion de la matrice d'impedance pose toutefois de
nombreux problemes: grand nombre de degres de liberte, conditionnement, matrice de nombres
complexes. Pour diminuer la taille du systeme a resoudre, 1'equation du mo-uvement est projetee sur
la base des M premiers vecteurs propres de la structure, avec M <I N. La base des vecteurs propres
reels est souvent suffisante lorsque 1'amortissement est faible, qu'il soit u.niforme sur la structure o-a
non. L'equation modale du mouvement est donnee par Pequation (4.16). Sa solution est Ie vecteur
{q} des deplacements modaux lies aux deplacements reels {u} par la transformation (4.17). La
projection donne de nouvelles matrices plus petites (M x M), done plus rapides a inverser.
WT[ZW{q} = WT{F} (4.16)
M = WW (4.17)
Par la suite, on note 1'impedance modale sous la forme (4.18). Avec ces notations, les deplacements
modaux complexes {q} de la structure sont solutions de Pequation (4.19), et les deplacements reels
{u} (amplitude et phase) sont deduits de Pequation (4.17).
[Z] = WT[Z]W (4.18)
[Z]{q] = WT{F] (4.19)
L'energie cinetique specifique de la structure est deduite de la connaissance des deplacements
modaux et de la frequence d excitation LJ de la structure. Dans la suite du memoire, on
utilise 1'expression (4.20). Le symbole {'u ) est utiUse pour representer 1'energie specifique (voir
1'avertissement au lecteur).
(^(")) = ^WT • {i}' (4.20)
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4.3.3 Equation perturbee de Penergie cinetique specifique
Conventions d'ecriture: 1'energie cinetique specifique depend d'un grand nombre de
parametres d'entree. La meme grandeur (par exemple une section) pent etre inconnue sur plusieurs
endroits de la structure, et pour chacun des endroits 11 faut definir un nouveau parametre inconnu
(sauf mention contraire). Le ileme parametre est represente par une variable x^ qui peut prendre
n'importe quelle valeur entre son minimum xmini et son maxim-am xmaxi. On appeUe Ii PintervaUe
d'incertitude du parametre Xi.
Ii = [xmin^ xmaxi] (4.21)
Le nombre total des parametres d'entree est n. La representation de 1'energie cinetique specifique
en fonction des parametres demande un espace de dimenson n+ 1. On nomme fl.n+1 cet espace. La
figure (4.4) montreles composantes de ^n+i- On definit Ie convexe Cn commele produit topologique
des intervaUes d'incertitude:
Cn=h X l2 X ... X In (4.22)
La frontiere de Cn, notee J~(Cn)^ est la reunion des segments 1^ (equation 4.23). Les extremites
de Cn sont les 2n intersections des segments 1^. Sur la figure (4.4), les extremites de Cn (n = 2)




On definit a-ussi 1'application V qui associe a tout n-uplet de parametres de 1'ensemble Cn




La representation graphique de 1'energie s-ar Cn est notee S. En 3 dimensions, S est une portion
de surface gauche (voir la figure 4.4). L'aUure de la surface S depend de la frequence cyclique
d excitation uj.
Position et formulation du probleme: trouver pour chaque frequence uj Ie maximum








Figure 4.4: Representation graphique de 1'energie cinetique specifique et des sous-ensembles
impliques dans la definition de E.
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possible. Pour atteindre cet objectif, on developpe Penergie cinetique specifique en serie de Taylor
autour d'un point de Cn- Soit ]VJ[o(x\ ;, a;^^,..., x}z}) ce point. Le developpement en serie permet







E(M, Mo, ^) est Ie reste de la serie. La theorie veut que maximum (mmimum) de Fenergie cinetique
specifique corresponde au maximum (minimum) du developpement en serie complet. En pratique, il
est difficile de calculer toutes les derivees successives d'une fonction, de sorte que Ie developpement
est tronque a 1'ordre 1 ou 2. Par consequent, Ie develop? ement tronque est Tine approximation
de la fonction energie cinetique specifique reeUe, et Ie maximum (m.imrrmm) calc-ale est a,ussi une
evaluation plus ou mains rigoureuse du maximum exact. Le develop? ement tronque est appele
polynome d'approximation dans la suite de I'expose.
n est inexact de calculer Ie maximum ou Ie minim'um par simple annulation des derivees d-a
polynome d'approximation, car la solution obtenue ne tient pas compte des contraintes imposees aux
parametres d entree. La solution peut done se trouver hors du domaine d'etude Cn- La- theorie otiFre
deux possibilites pour chercher les extrema d'une fonction sur un domaine delimite: les methodes
d'optimisation sons contrainte, et les methodes statistiques. La technique de perturbations utilisee
en elements finis s appuie sui les modeles statistiques qui utilisent les proprietes des operateurs
moyenne et variance pour eliminer les contraintes. Les calculs sont expUques dans les deux sections
suivantes.
4.3.4 Moyenne de Penergie sur Cn
Pour faciliter la comprehension d'articles plus specialises, 1'ordre 2 est conserve. Pour calculer la
moyenne de 1'energie sur Cni 1 operatenr lineaire esperance mathematique est applique au polynome
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d'approximation, ce qui donne 1'equation (4.26).
E[(.\M)}} = (.2(Mo)) + ^ 9-^^E[^}
. JEE<%M^-, (...)
^ ^ t/^-C/^-
Dans cette expression E[/\Xi] est defini par:
•00
E[^xi] = I (x, - xw)fi(xi)dx, (4.27)
—00
o-d fi est la fonction densite de probabilite de la variable X{. Cette fonction exprime la probabilite
qu'un parametre prenne •u.ne valeur particuliere entre ses bornes minimale et maximale. Pour rester
coherent avec les contraintes imposees aux parametres d entree, on suppose nuUe la probabilite qu'ils
depassent leurs bornes: il est indifferent d'integrer sur [—00; oo] ou sur [[xmini — x\ ;); (^xmaxi —
x\ '}}. Les choix suivants simpUfient aussi les calculs:
• Le parametre x\ ' est la moyenne de x^ notee Xi.
• La densite de probabilite fi est -une fonction paire: fi{xi) = fi{—Xi').
Done il vient:
•oo roo
E[^Xi] = I (xi - xi)f,(xi)dxi = / Xifi(xi)dxi - x, = 0 (4.28)
—00 J —00
Le calcul de E[Axi/^.Xj} (ordre 2 du developpement) fait intervenir la densite de probabilite
couplee f^j^ des variables Xi et Xj. Pour cette raison, on appeUe covariance des variables Ie terme
E[^XiAxj], souvent remplace par 1'ecriture plus suggestive Cov[x^ xj]. Finalement, 1'equation
pert-arbee de 1'energie est la somme du terme d'energie calcule a la moyenne, et des covariances
E[/\Xi^Xj] ponderees, comme il est montre a 1'equation (4.29).
£[<.2(M,.))]=(.2(Mo,.)}+^^a<^M°'u))M(A..,A.,)] (4.29)
"Ii=l j=l
4.3.5 Variance de Penergie sur Cn
De fa9on analogue a la moyenne, 1 operateur de variance est appUque a 1'equation perturbee de
1'energie. L'operateur n'est pas lineaire, la variance d'une somme n'etant pas la somme des variances.
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n en resulte une grande complexite des equations de la variance. Le lecteur crouvera les calculs
complets en annexe A. Avec 1'hypothese que les parametres d'entree suivent une lot symetrique
(i.e. non biaisee), les moments d'ordre 3 obten-us dans les equations s annulent, et 1'expression finale
est simplifiee. Ci-desso-us, on donne la definition de la variance de 1 energie cinetique specifique a
Pequation (4.30), et Ie resultat a 1'equation (4.31) pour "une loi de densite de probabilite symetrique.
V[(v2(M))] = E [{{v\M)} - E[{v\M)}]f} (4.30)
. 9(v2(Mo)) 9(v2(Mo))V[(.\MW = EEU^OI!UVTWE^X
1=1 J=l 3
, ^EEEE92iTO)}T.(MO))^A.A^[A^A.,]4^4^^2-^ QxiQxr, Qx.Qxn -i—^—jj-L—p—gj
1=1 j=l p=l q=l ^
. \±t±±s^^^^^ (-1)^ ~jZ{ p=i g=i ^^^^g 17^^^
4.3.6 Synthese des expressions de la moyenne et de la variance
Les equations ci-dessus appeUent deux remarques:
• Ce qui est vrai pour 1'energie cinetique specifique est vrai po-ar toute autre variable developpee
en serie de Taylor (frequences propres, vecteurs propres). Les sections s-ubsequentes en font
un -usage assez large.
• Le couplage statistique des parametres d'entree est sonvent inconnu, et de peu d'interet
pour des parametres uniformement repartis. Par consequent, les covariances E[^XiAxj] et
E[/^XpAxq] sont posees nulles pour i ^ j et p ^ q. Pour des indices identiques i = j et p = g,
les covariances sont egales au carre des ecarts types cr^ et o-^ .
Dans Ie cadre de la maitrise, Phypothese d'independance statistique des variables d'entree est
raisonnable. Par centre, cette donnee est importante pour la simulation de champs aleatoires (voir
Ie chapitre 2): X{ pourrait etre la vale-ar aleatoire h{ de 1'epaisseur s-ar -an element %, et xj la valeur
aleatoire de 1'epaisseur hj sur un element j juxtant i. A mains d line variation d'epaisseur en bruit
blanc s-ur la structure, la probabilite que xi = hi n est pas independante de la probabilite que
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Xj == hj pour une simple raison de lien "materiel". On ecrit les equations (4.30) et (4.31) avec
Phypothese d'independance statistique:
E [^(M,.)}} = ^M^^iy^r}}< (4.32)2 ^ <^?
i=l
,,,W.E(?ii)^,^s(Ma)^ ,„.,
La moyenne et la variance sont utilisees pour connaitre 1 approximation dn maximum et du
minimum de Penergie cin clique specifique (ou une autre variable), a une frequence donnee. La
probabilite que Ie maximum (minimum) de 1'energie cinetique specifique soit plus grand que
la moyenne plus 3 fois 1'ecart type est de 10% environ (regle de Tchebytchev). L'assertion de
Tchebytchev est beaucoup trop imprecise en general, car eUe n utilise que 1'information des deux
premiers moments (moyenne et variance) d'une loi. C'est pourta.nt Ie moyen Ie plus simple d'estimer
Ie maximum par la methode de perturbations.
Remarque importante: 1'hypothese d'independance statistiq-ue nexprime pas que les variables
soient decouplees analytiquement, puisque la variance de 1 energie cinetique specifique contient
encore des derivees secondes croisees. Mlalgre leur importance, Ie calcul des derivees croisees est
mimeriquement tres couteux pour un grand nombre de variables cPentree, et il demande des
strategies de stockage inhabitueUes (stockage des derivees secondes croisees de matrices, etc...).
Dans la pratique, on prefere souvent ne pas considerer Ie couplage analytique (voir Fleury [22]
1989). La variance est alors donnee par:
vww = y- f9?o^y< ^y; (9-^^\< (4.34)'^V 9x. y"«.'2^v a.?
4.3.7 Vue globale de Pimplantation
Le programme donnant la moyenne et la variance de 1'energie cinetique specifique exige de
calculer ses derivees premieres et secondes. Le point de depart est Pexpression de 1'energie cinetique
specifique donnee a 1'equation (4.20). L'energie cinetique specifique symbolisee (z»2) estIe rapport
de Penergie cinetique sur la masse totale de la structure (voir Pavertissement an debut du rapport).
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La derivation par rapport au parametre x^ donne 1'equation (4.35);
a=^(^l(.>-)
Cette equation est developpee en tenant compte du fait que 1'energie cinetique specifique (v2) a
deja ete calc-ulee:
(v2) 1 I u2 9 ^ ,T r ^ <9m,°-=^{^.(WT-Wt)-^}\ (4.36)9xi ~ m\ 2 feuvj lyj ) 9x,
La derivee seconde croisee est ecrite d'abord directement (equation (4.37), puis en tenant compte
de 1'expression deja calculee de la derivee premiere (equation 4.38). On pose i = j si les variables
sont analytiquement decouplees.
Q2{v2) _ 9 J 1 (^ 9 ^^ r.-,^ 9m, ^S-r^\i [^, ({q}T •{qr) - y)} (4^
92(v2) 1 9m9(v2)
9xi8xj m9xj Qx^
-9— (wT<av} - 92m a.2y 9m 9{V2}
iQxj x~ / Qxi 9xj
1\UJ2 92 ^c^Tc^A 92m , , (v )
+ m\^9x^^qrw)~9^{^)~9x,~9^^ ^
Dans les equations (4.36) et (4.38), Ie developpement des diiferentieUes successives de {q} -{q}*
fait apparaitre les derivees des deplacements modaux. EUes sont calculees par derivation de
1'equation matricieUe (4.19). H vient pour la derivee premiere:
^-&-^T^-9-&^ (4-39)
et pour la derivee seconde:
W& - 1^WTW} - &W - @^} -m9^ (^°)
;iOXj CfXiCfXj " - - -- CfXiOXj '" CfXi UXj C)Xj C)Xi
Ces formules ont un grand interet: d'une part les matrices sont deja projetees dans la base modale,
done eUes sont de petites dimensions, d'autre part la matrice [Z] n'est inversee qu'une fois pou.r
toutes les derivees du deplacement modal (matrice diagonale et complexe Ie plus souvent). Par
consequent Ie temps d'execution de la boucle de frequence est comparable a celui d'un probleme
deterministe de dynamique. C'est un point fort de la methode.
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Considerant les equations (4.39) et (4.40), Ie lecteur constate qu'il faut ajouter une derniere pre-
etape qui consiste a calculer les derivees de 1 impedance modale et de la participation dynamique.
Par un develop? ement analogue aux precedents, il apparait en toute fin que les seules derivees
qu'il est impossible d'ecrire d'une fa^on explicite ou facilement calculable sont celles des vecteurs
propres. Dans ce travail, eUes sont calculees hors de la bcmcle des frequences par un algorithme
specifique developpe par Nelson 59] en 1976.
4.3.8 Calcul des derivees modales avec Palgorithme de Nelson
Principe de Palgorithme de Nelson: cette partie s inspire de 1 article de Cao et Mlejnek
[13] deja cite au chapitre 2. L'algorithme de Nelson est simple dans son principe: 1'equation (4.41)
du probleme aux vecteurs et valeurs propres sert de base a la derivation. La matrice [Zk] est la
matrice d'impedance [K] — <^J[M] (en posant u = cjk}- La matrice de raideur peut etre reeUe ou
complexe, puisque 1 algorithme n utilise pas cette propriete. Les vecteurs propres sont normalises
par rapport a la masse suivant Pequation (4.42).
[Zk]W = {0} (4.41)
WT[M]{^k} = Sik (4.42)
ou Sik est Ie symbole de Kronecker valant 1 si i = fc et 0 si i ^ k. La differenciation de 1'equation
(4.41) par rapport an parametre Xi donne Pequation (4.43). EUe permet de calculer la derivee
premiere du vecteur propre selon une technique expUquee plus bas (methode de Nelson).
^-^
Dans la suite, on appelle {H} Ie vecteur second membre de 1'equation (4.43):
{S} = -^W (4.44)
On obtient Pexpression de la derivee de la valeur propre c^j en multipliant a ga-ache 1'eqnation
(4.43) par {^k} ^ en utilisant la normalisation des vecteurs (equation 4.42):
9UJ2k _ r/^T Wfl ,.2^WJ^=WT[^-ulv)w (4-45)
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De fa^on analogue, on diiferencie 1'equation (4.43) une seconde fois par rapport a xj:
,92{$t} _ 92[Zk] ,^ , 9[Zk]9{^} Q[Z,}9{^}
Qx^Qxj QxiQxj 9xi 9xj 9xj QX{
et on appeUe {R} Ie vecteur second membre de Pequation precedente:
^ = ^IM^ _ ^9i^l _ ^]9iM
Qxidxj QX{ 9xj 9xj 9xi
La derivee seconde de la valeur propre est obtemie par Ie meme principe que la derivee premiere:
92^ ^ ^^T(9m_^9W}W
9xi9xj ~ ^^ki \ Qxi 9xi ) 9xj
,Tf92W ,.2<92M ^9[MY+WT[^-^S~,-^^)W (4-48)
Dans ces expressions, la differenciation de la matrice d'impedance [Zk] est immediate car les seules
derivations reeUement effectuees sont celles des matrices de masse et de raideur:
^l.^L^]-^ (4.49)9xi 9xi 9xi L"~J ~K 9xi
et
92[^1 _ @2W _ 9S2 r,., _ 9^9W _ 9^9[M] _ .., 82[M]
Qx^Qxj QxiQxj Qx^Qxj Qxi Qxj 9xj Qx^ QxiQxj
Le calcul des derivees des vecteurs propres a partir des equations (4.43) et (4.46) est difRcile







Les vecteurs {^fk} e^ {^k} son't; les solutions particulieres des equations (4.43) et (4.46), tandis
que gk et /^ sont des scalaires a determiner. Les solutions particulieres sent obtenues de la fa9on
suivante (methode de Nelson):
1. On cherche 1'indice I de la composante la plus grande de {^/s} en valeu.r absol-ue.
2. On remplace la I1 me ligne et la lleme colonne de la matrice d'impedance [Zk] par 0, et 1'element
diagonal Z^-, 0 par 1. Cette operation a pour but de lever la singularite tout en maximisant
Ie conditionnement de [Zk]. La matrice obtenue est appelee [Zk].
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3. On remplace Ie /leme element de {H} par 0 (equation 4.44). On obtient {H}.
4. On resoud Ie systeme: [Z^;]{^A;} = {H}.
Pour Ie vecteur {©k} on utilise une operation similaire, en rempla9ant {H} par {R} dans
Palgorithme precedent. Apres avoir trouve 1'expression des vecteurs {^fk} et {©/;}, les scalaires hk
et gk sont calcules en rempla^ant les equations (4.51) et (4.52) dans 1'equation (4.42) differenciee
une puis deux fois respectivement. On obtient:
9k = -{^}T[M]{Tt} - 0.5{$i}T^]{$t} (4.53)
^-<..,^,e.,-'?,.im-,..rM<g
-wT"T-"«»TSl«» <4-"i
Synthese du calcul: en pratique, Ie calcul des derivees des vecteurs propres et des valeurs
propres se fait dans 1 ordre suivant, pour chaque parametre:
1. Calcul de la derivee premiere des valenrs propres avec 1'equation (4.45). La derivee de la
frequence propre u}k se deduit de la derivee de u^ par la relation smvante:
^=_LM
9xi 2ujk 9xi
2. Calcul de la derivee premiere des vecteurs propres avec 1'equation (4.43) et la, methode de
Nelson exposee ci-dessus.
3. Calcul de la derivee seconde des valeurs propres avec 1'equation (4.48). La derivee seconde
des frequences propres est donnee par:
9ujk 1 92^ 1 9^9^
9xi9xj 2ujk 9xi9xj 2<^j 9xi Oxj
(4.56)
4. Calcul de la derivee seconde des vecteurs propres avec 1'equation (4.46) et la methode de
Nelson.
La methods de Nelson conserve Ie caractere bande des matrices (impedance) ce qm permet
d optimiser les stockages des derivees et d accelerer les calculs subsequents. Par contre, 1'inversion
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de [Zk] est obligatoire pour tous les modes et tous les parametres. Le cout numerique est done
sensible pour les gros modeles. En revanche, la precision de la methode est inegalee. L'article de
Sutter et al. [77] (1988) etablit un tres ban comparatif des temps CPU de chaque etape pour
plusieurs methodes, dont: la methode de Nelson, la methode modale et modale modifiLee, et la
methode des differences finies. Les comparaisons portent sur trois modeles elements finis: une
poutre cantilever avec epaisseur incertaine, une poutre cantilever avec masse concentree incertaine,
et un cylindre raidi avec 9 parametres incertains (proprietes de section des raidisseurs, epaisseur
des membranes, etc...). A titre de comparaison, void les valeurs relatives de temps CPU (Nelson =
1) qu'on pent attendre lorsque qu'on arrete Palgorithme des que la derivee premiere des vecteurs















Tableau 4.1: Comparatif des temps CPU de diverses methodes de derivation des vecteurs et vale-ars
propres (cylindre raidi).
Enfin, la methods presente aussi un interet calculatoire: on remarque que 1 expression des
differentieUes des vale-ars propres et des vecteu.rs propres depend de diiferentieUes d'ordres inferieurs.
Par consequent, en calculant un probleme de perturbations a 1 ordre deux, on a aussi acces aux
differentieUes d'ordre trois sans calculs techniques (si ce n'est qu'il reste a ecrire les expressions
analytiques).
4.3.9 Complements sur la methode de perturbations
L'algorithme de perturbations est eflftcace en temps de calcul pour des incertitudes assez faibles.
Cependant, 11 faut souligner deux points faibles:
• n faut stocker 1'ensemble des derivees premieres et secondes des vecteurs propres, des vale-urs
propres, et des matrices de masse et de raideur complexe, ce qui exige une tres grande reserve
de disque pour un grand probleme d'elements finis.
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• Les perturbations sur les entrees etant necessairement tres faibles, elles apportent en realite
assez peu d'infonnation sur les extrema de la sortie (c'est-a-dire que les extrema different
assez pen de la reponse d'origine).
Pour palier a ces mconvenients, 1'auteur d-u memoire s'est penche sur deux techniques hybrides
avant de chercher une autre voie (section 4.4). La premiere technique couple la methode de
perturbations avec la methode de Monte Carlo. La methode de Monte Carlo est seulement appliquee
aux variables d'entree qui ont un intervaUe d'incertitude tres grand (dans un sens non precise ici).
Soit a;i une variable trait ee avec JMonte Carlo et a; 2 une variable trait ee par perturbations. Pour
chaque tirage aleatoire i de a;i, note x^), la reponse {-u2(a;^;, a;2)) est developpee en serie de Taylor
autour de x^1':
^,^ = (^.'40')>. a<c2(l)^w)>^ . |92<c2(;^?)>A.i
(4.57)
Soit nt Ie nombre total de tirages pour x\. La moyenne et la variance de la reponse sont donnees par
les equations (4.58) et (4.59), expliquees dans 1'annexe B. On a, fait Phypothese d-u meme nombre
de tirages pour chaque variable traitee avec la methode de Monte Carlo, pour simplifier les calculs.






La deuxieme methode utilise les perturbations "par morceaux": 1'espace de variation des vari-
ables d'entree est partitionne en sous-mtervaUes de largeurs egales, et la methode de perturbations
est appliquee sur chaque sous-intervalle. Le point d'origine des developpements en serie n'est plus
la moyenne de chaque variable mais Ie centre de chaque sous-intervaUe (voir la figure 4.5). Par
consequent, il n'est plus possible de tenir compte de la symetrie de la loi de probabilite autour de
ces points (sauf pour une loi uniforme). H faut done envisage! un calcul numerique des integrales
donnant la moyenne et la variance de la reponse. L auteur n'a pas developpe ce point.
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Les deux methodes s'averent peu avantageuses pour deux raisons:
• Comment choisir les variables traitees par Monte Carlo dans la premiere methode? (i.e. quel
critere utiliser pour definir la q-aantite d incertitude mmimale pour que cette variable soil
simulee avec Monte Carlo).
• Comment implanter simplement la seconde methode (stockages), et combien de divisions
doit-on utiliser pour obtenir un compromis temps / precision acceptable?
^XJ=^









Figure 4.5: Methode de perturbations multipoints pour une variable d'entree: visualisation des
sous-intervaUes et de la loi supposee suivie par Ie parametre d'entree sur I'intervaUe complet.
Pour repondre a la demande d un outil plus pmssant et plus simple, une nouvelle methode est
mamtenant proposee.
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4.4 Methode modale de recherche de parametres optimaux
4.4.1 Organigramme
La figure (4.6) montre un organigramme simplifie de la methode de recherche de points modaux
optimaux. L'accent est porte sur 1'approximation polynomiale des vecteurs propres et des valeurs
propres.
4.4.2 Presentation du probleme
Pour pouvoir calculer Ie maximum ou Ie minimum de la reponse pour chaque freq-aence avec
precision sur Ie domaine Cn (voir page 46), il faut decoupler les approximations faites a to-us les
niveaux du programme et Ie calcul de la reponse (energie cinetique specifique). L'objectif n'est
pas atteint avec un developpement de Taylor, meme pour des variations d'entree faibles (sections
precedentes, et chapitre 5). La methode ideale cherche directement les extrema de la reponse dans
Pespace des parametres, plutot qu'essayer d'approximer 1'ensemble de 1'energie cinetique specifique
sur Ie domaine Cn- Malheureusement, il n'existe pas d'algorithme efficace donnant rapidement
les extrema d'une fonction ties irreguliere. Par consequent, une autre strategic de recherche des
extrema doit etre elaboree.
Dans les sections suivantes, on montre cette strategie. On a mis 1 accent sur Ie maximum de
Penergie cinetique specifique. Toutes les explications sont neanmoins valides pour Ie minimum avec
des modifications mineures.
4.4.3 Localisation des maxima
Pour montrer comment localiser les maxima de 1'energie cinetique specifique dans 1'espace des
parametres, son expression est ecrite pour un amortissement uniforme sur la structure. Les equations
(4.60) et (4.61) montrent que 1'energie cinetique specifique depend seulement de la masse TTZ, des
participations dynamiques au carre F^ et des frequences propres cycUques ^ via Ie terme de
coincidence frequentieUe (cjj - a;2)2 + 'n2<^k- (^es termes, m, Tk et a;^; sont des fonctions implicites
des parametres.
,2 k=M
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Figure 4.6: Organigramme simplifie de la methode de recherche de points modaux optimaux (PMO).
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{^k}T{F} = Tk (4.61)
Pour simpUfier les explications, on suppose qu une seule variable d'entree x\ est incertaine,
qu'un se-ul mode ^ suffit a calculer 1'energie cinetique specifique, et que la frequence d'excitation
LJ est donnee. L'intervaUe d incertitude de x\ est note 7i, conformement aux notations de la section
(4.3.3). Deux representations duales de 1'energie sont possibles:
• L'energie cinetique specifique est tracee en fonction de la frequence, pour une valeur donnee de
x\. Dans cette representation, Penergie atteint ses maxima aux resonances, c'est-a-dire quand
la frequence d'excitation est egale a 1'une des frequences propres, et ses mmima lorsque Pecart
de la frequence d'excitation et des frequences adjacentes est maximal.
• L'energie cinetique specifique est traces en fonction de a;i, pour une valeur donnee de la
frequence. Dans cette representation, on montre que 1'energie atteint son maximum lorsque
la valeur de a;i minimise Ie denominateur de 1'energie cinetique specifique m x ^ (a^j — a^2)2 +
r}2^ }, tout en maximisant la participation dynamique T^. On observe egalement que
la coincidence frequentieUe joue generalement un role plus important que la participation
dynamique et la masse dans la selection du maximum.
En variant virtuellement x\ dans son intervaUe d'incertitude, la frequence propre a;^, la masse et
la participation dynamique de la structure varient (a condition que a;^, m et Ffc soient des fonctions
de a?i). Par consequent, il existe toujours une valeur x\ dans I\ qui minimise Ie denominateur en
favorisant Ie rapprochement de u^ et de a;, tout en maximisant la participation dynamique. Or, la
participation dynamique et la masse varient d une fa§on continue en fonction des parametres, dans
1'hypothese d'une force donnee, alors que la coincidence frequentieUe est tres irreguliere au voisinage
des resonances. Cela justifie la moindre importance accordee a la participation dynamique et a la
masse dans Ie processus de selection du maximum. La strategie mise au. point en tient compte pour
lever les difficult es calculatoires.
4.4.4 Formulation du probleme pour plusieurs variables et plusieurs modes
La section precedente a montre que la recherche du maximum de 1'energie cinetique specifique
doit maximiser la participation dynamique tout en minimisant Ie prod-uit masse x coincidence
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frequentielle d'un mode donne. La synthese modale de Penergie cinetique specifique exig'e que
cette operation (maximisation de la participation dynarnique, minimisation du denorninateur)




sous les contraintes parametriques:
xmin-[ <, x\ < xmax\ (4.63)
xmirin < Xn < xmaxn (4.64)
et sous la contrainte frequentielle:
m x {(uj^ - c^2)2 + rf^ \ minimale (4.65)
Le resultat de 1'optimisation est 1 ensemble Sk des parametres qui repondent au probleme
d'optimisation du mode k. Le point de S correspondant a 1'ensemble Sk est note Ok. On obtient M
points de ce type apres avoir resolu 1 optimisation pour les M modes. L'energie cinetique specifique
est calculee pour chaque ensemble Sk- Parmi les M valeurs obtenues, la plus grande correspond a
1 energie cinetique specifique maxlmale.
La contrainte etablie par 1'equation (4.65) est trop complexe pour permettre une resolution
directe. Pour simplifier Ie probleme, il faut transformer cette contrainte en egaUte. On suppose
que la masse influence peu la position du point Ok dans Pespace des parametres. Cette hypothese
justifiee par les simulations permet de simplifier la transformation. Deux cas peuvent se produire
suivant Ie mode k considere:
• Gas 1: la coincidence frequentielle atteint un minimum qui correspond au croisement de la
frequence d excitation avec la frequence (jj^^ c'est-a-dire:
LJ = ujk (4.66)
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ou si 1 on tient compte de 1'amortissement Tiniforme T]:
(4.67)
Ce resultat s'obtient par annulation de la differentieUe de {u'^ — a;2)2 + rj2u}^ par rapport a
a;j. On remplace ensuite la contrainte frequentielle (4.65) par 1'une des egalites precedentes:
(4.66) ou (4.67). On obtient alors un probleme d'optimisation classiq-ae.
• Cas 2: dans Ie domaine Cn Ie croisement des frequences uj et uj^ n'est pas possible. La
contrainte (4.65) reste sous cette forme. On obtient un probleme d'optimisations multiples
dont la resolution est extremement difficile.
Le deuxieme point est tout de meme resolu de la fa9on suivante: on suppose que la participation
dynamique n'influence pas ou peu les parametres solutions, hypothese dont la validite est observee
a posteriori s-ur les simulations efFect-uees (voir Ie chapitre 5). On maximise done 1'energie dnetique
specifique en considerant uniquement la coincidence frequentieUe. Le minimum de la coincidence
frequentieUe sur 1'espace Cn correspond a la combinaison des parametres qui minimisent la distance
entre la frequence d'excitation et la frequence propre d'ordre k (figure 4.7).
La methode exposee laisse un certain nombre de points dans 1 ombre:
• Peut-on faire abstraction de la masse dans Poptimisation (cas 1) et (cas 2)?
• Comment rescmdre Ie probleme d'optimisation (cas 1)?
• Comment trouver Ie minimum de la coincidence frequentielle sur Cn (cas 2)?
Concernant la masse, un calcul simple montre que 1'optimisation est plus difficile si on en tient
compte. En particulier, la contrainte frequentieUe dans Ie cas 1 n'est pas une egalite de frequences
mais un systeme non lineaire. En posant:
/fc=mx^(uj-u2)2+^^ (4.68)
les nouveUes contraintes du cas 1 sont:
^!^^0 V.. (4.69)
























Figure 4.7: Frequence propre tracee en fonction du parametre a;i: mise en. evidence des 2 cas de
1'algorithme d'optimisation.
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Pour cette raison, la prise en compte de la masse dans les equations est laissee a un travail ulterieur
(une piste de recherche est proposee dans Ie chapitre de conclusion page 126). On est conscient que
cette hypothese peut rendre cad-uques certaines predictions. La reponse a-iix autres questions reside
dans une propriete particulierement interessante des vecteurs propres et des valeurs propres. Cette
propriete et son application sont expliquees dans la section suivante.
4.4.5 Propriete des modes et application
Proprietes: cette section montre que les vecteurs propres et les valeurs propres sont des
fonctions des parametres d entree dont les proprietes sont particulierement interessantes. Ces
proprietes sont les suivantes:
• Propriete 1: les fonctions sont contmues sur Cn-
• Propriete 2: les fonctions ont un comportement quasi lineaire sur de petits intervaUes
d'incertitudes, et quasi quadratiques sur des inter vaUes plus grands.
Applications: les proprietes permettent 1'approximation lineaire ou quadratique de chacun
des degres de Uberte des valeiirs propres ainsi que 1 approximation lineaire des valeurs propres sur
Cn. Dans Ie contexte du projet, 1 approximation a trois applications:
• Application 1: les vecteurs et les valeurs propres approches sont calcules beaucoup plus
rapidement que les vecteurs propres et les valeurs propres exacts, avec une erreur faible (qm
depend de 1'incertitude des parametres d'entree).
• Application 2: Ie cas 1 page 61 est resolu par programmation lineaire si 1'approximation est
lineaire ou par une methode iterative si Papproximation est d'ordre superieur a 1 (methodes
SLP ou SQP). Des sous-routines basees sur 1'algorithme de Dantzig existent deja, et 1'effort
d'implant ation est minime.





sous les contraintes parametriques:
xmin-i ^ x-i <^ xmax-^ (4.71)
xmirin ^ Xn ^ xmaxn (4.72)
Ce probleme peut etre resolu d •une fa9on analogue au cas 1, c est-a-dire avec un algorithme
de programmation lineaire ou une methode iterative. Le point de Cn que 1'on obtient est
unique. Si I'approximation est lineaire, la solution de Poptimisation est 1'un des 2n sommets
de Cn (AI a A4 sur la figure 4.4).
D'a-utre part, la faible variation de la participation dynamique sur Cn permet de justifier quelq-ue
peu la simplification du probleme pose au cas 2 de la section (4.4.4). Cette hypothese a, qnelques
limites, en partic-ulier eUe ne permet pas de predire ties precisement Ie maxim-am de la reponse
entre les resonances. Ce point est discute au chapitre suivant.
Complements sur les proprietes des modes: il est ties difficile de demontrer les proprietes
1 et 2 de la page 65 dans Ie cas general. Toutefois, Pritchard et Adelman [65] ont montre
analytiquement qu'eUes sont valides pour des parametres qui interviennent lineairement dans les
matrices de raideur (module d'Young...) et de masse d'un probleme particulier. La demonstration
est beaucoup plus simple pour les valeurs propres que pour les vecteurs propres. Pritchard et
Adelman considerent aussi un seul parametre d'entree a;i pour simpUfier (la notation differentieUe
est conservee dans ce memoire). Us partent de Pexpression suivante:
g.,.,,.(m-„;»),.„
Comme les coefficients de [K] et [At] sont au plus des fonctions lineaires de a;i, leur derivee partieUe
est soit nuUe soit constante. La frequence propre c^fc est done solution d'une equation aux derivees
pa-rtielles lineaire (4.74). Les termes ai et 61 sont les projections des matrices derivees de la matrice
de masse et de la matrice de raideur.
g=a,-^2 (4.74)
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La solution de (4.74) autour de x\ ' est donnee par:
^^Ce-t^-sm1+^- (4.75)
Pour la variable consideree, la variation de ojj selon 1'axe x^ est une exponentieUe negative
ou positive. La figure (4.8) montre plusieurs exponentieUes pour des coefficients b\ differents.
L'approximation lineaire de la valeur propre est valide sur un intervaUe d'incertitude d'autant
plus large que b\ est petit en valeur absolue. Des conclusions similaires s'appliqnent aux vecteurs
propres auto-ar du point x\ '.
4.4.6 Synthese et conclusion
En synthese, on rappeUe Ie point central de la methode PMO. Pour chaq-ue mode:
• Si lafrequence de resonance ne croisepas lafrequence d'excitation, on minimise la coincidence
frequentielle.
• Sinon, on resoud Ie probleme d'optimisation suivant:
Maximiser:
M (4.76)
sous les contraintes parametriques:
xmin-j, ^ x\ <, xma,x\ (4-77)
xmirin <^ Xn <: xmaxn (4.78)
et sous la contrainte frequentieUe:
^=a;fcV/l+7/2 (4.79)
La presentation de la methode proposee (PMO) n'est pas exhaustive. D'autres points seront




Figure 4.8: Exponentielle e-&l(a;l-:z:i ) pour differentes valeurs de 61.
PMO est precise pour de larges intervaUes d'incertitudes. Elle surpasse la methode de perturbations,
dont Ie defaut est d'appliquer 1'approximation sur la variable de reponse finale (energie cinetique
specifique) alors que son comportement est fortement non lineaire. La methode PMO est rapide,
mais probablement moins que la methode de perturbations. Cette remarque laisse penser q-a'il est
possible de profiter des avantages des deux methodes (rapidite et precision) snr tout 1'intervalle
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frequentiel d'excitation: on peut reserver des zones de faibles variations de la reponse a un
traitement par perturbations, et les zones de fortes variations (typiquement les resonances et leur
voisinage) a un traitement par la methode PMO. Le chapitre suivant montre les resultats obteims





Ce chapitre presente les resultats compares des methodes. On adopte les meme conventions
d'ecriture qu'au chapitre 4 (page 46). Dans la section (5.2), on rappeUe la methodologie et Ie cadre
d-u travail. Dans la section (5.3), on etudie specifiquemeirfc 1'approximation des vecteurs propres et
des valeurs propres dans la methode PMO, car P approximation constitue Ie coeur de I'algorithme.
Enfin, dans la section (5.4), on etudie Ie calcul de 1'energie cinetique specifique maximale (voir
1'avertissement au lecteur au debut du memoire), en precision et en rapidite. On met en evidence
les difficultes particulieres q-ue pose 1 'implant ation. On donne aussi les solutions apportees en cours
de programmation, ou les solutions possibles mais non evaluees, ouvrant la voie a des recherches
ulterieures approfondies.
5.2 Methodologie
5.2.1 Rappel des conditions
Grandeurs d'entree: les grandeurs utilisees dans ce travail sont plus particulierement:
• Les proprietes intrinseques: Ie module d'Young E, la masse volumique /?, 1'amortissement
stru.ctu.ral 77 (variation spatiale et/ou en frequence).
• Les proprietes de section: 1 epaisseur h d une poutre ou d'une plaque, la largeur w (poutre).
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Les proprietes d'assemblage comme la raideur en flexion et en torsion au niveau des attaches
o-avrees (coUage, rivetage) sont aussi d'un grand interet, mais leur implantation est delicate. Aucun
resultat du chapitre n y fait reference. Le choix des grandeurs d'entree est j-ustifie par les difficultes
rencontrees au moment de la modelisation par elements finis. L'importance accordee a chaque
propriete et chaque variable de cette propriete depend grandement des objectifs et de la competence
de 1'ingenieur. H est difficile d'estimer d priori Pmfluence d'une propriete sur une reponse donnee
(Ditlevsen et Tarp-Johansen [21] 1986).
Note importante concernant les grandeurs d'entree: dans les grandeurs d'entree, on exclut
les proprietes de section dont la variation introduit des precontraintes dans 1'assemblage. Dans
un treiUi, par exemple, la variation de longueur d line poutre engendre des contraintes dans Ie
reste de la structure. Les precontraintes dependent done de la valeur prise par la longueur entre
son minimum et son maximum. Le probleme n'est pas insohible, puisqu'il suffit de ramener les
precontraintes (fonction de la longueur) dans Ie terme des forces externes, mais ce n'est pas 1'objet
de la maitrise.
Grandeurs de sortie: ce sont les vecteurs propres, les valeurs propres, et 1'energie cinetique
specifique. D. est important de connaitre 1'evolution des valeurs propres et des vecteurs propres
avec Pincertitude des variables d'entree pour minimiser les eflfets d'une resonance (les objectifs
sont la mmimisation de la participation dynamique et 1 eloignement maximum entre la frequence
d'excitation et les modes propres de la structure).
Domaine de frequences utilise: on exploite seulement les courbes de reponse de 1'energie
cinetique specr&que en tres basses frequences pour simplifier 1 exploitation des resultats. Le voisinage
des resonances est Ie domaine frequentiel Ie plus interessant, puisqu'on y decele la faiblesse des
methodes "classiques" (perturbations). En pratique, 1'intervaUe des freq-uences allant de 0 Hz aux
trois premiers modes de la structure suffit pour tirer toutes les conclusions pertinentes de ce chapitre,
incluant la possibilite de croisement de modes sous 1'effet des variations de parametres.
Materiel utilise (petits modeles elements finis): pour les methodes de perturbation
et les methodes PMO (ordres 1, 2 et superieurs), Matlab et un PC de type 486-DX33 suffisent.
Pour les simulations de Monte Carlo, un pentium 200MHz a ete utilise, de sorte que toutes les
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autres simulations (perturbations et PMO) sont aussi faites a cette vitesse d'horloge aux fins de
comparaisons. La methode de ]V[onte Carlo gagnerait a etre parallelisee.
5.2.2 Modeles elements finis utilises pour la validation
Generalites sur les modeles: pour toutes les simulations on a utilise des assemblages de
poutres bidimensionnels. Chaque element de poutre a 6 degres de liberte, soil 2 deplacements
transversaux, 2 deplacements longitudinaux et 2 rotations dans Ie repere elementaire. Les
deplacements longitudinaux sont negliges dans la structure assemblee (etude en flexion unique-
ment). Les petits modeles formes de poutres sont avantageux: calcul de vecteurs propres et valeurs
propres rapides, matrices elementaires petites et analytiquement coiumes. Le nombre minimal
d'elements par longueur d onde spatiale est respecte pour les deux ou trois premiers modes de chaq-ue
structure (5 elements par longueur d'onde). Pour les modes superieurs, chaque methode introduit
une erreur de convergence a priori differente des autres, et il n'est pas certain que les predictions
soient comparables. Pour autant, 1 objectif principal du travail reste 1'etude de la precision relative
des resultats plus que la precision absolue. Les modeles utilises sont representes sur la figure (5.1).
Modele de demi-portique: Ie premier modele est un demi-portique (figure 5.1 a). Ce modele
permet d'exposer simplement la plupart des resultats obtenus pour des assemblages plus complexes.
D'autre part, il permet d etudier 1 effet de croisements de modes sur 1'energie cinetique specifique
maximale. On favorise les croisements en ajustant les longueurs des segments AB et BC a des
valeurs voisines. On a modelise la section AB avec 5 elements de meme longueur (20 cm), et la
section BC avec 5 elements de meme longueur (18 cm). Les proprietes globales du demi-portique
sont donnees dans Ie tableau (5.1). La propriete incertaine choisie est 1'epaisseur h\ de AB, car on
a observe son influence particulierement grande sur les reponses. La moyenne de la variable h\ est
celle de Pepaisseur h de AB du tableau (5.1). L'intervalle d'incertitude est precise en temps voul-u.
Les premieres frequences propres moyennes et les deformees sont present ees a la figure (5.2).
Assemblage plan de poutres: Ie deuxieme modele est un treiUi (figure 5.1 b). Ce modele
sert essentieUement a valider la robustesse de la nouveUe methode avec un nombre assez important












Figure 5.1: Modeles utilises dans Ie memoire pour etudier 1'energie cinetique specifique maximale
a Paide des algorithmes de prediction. Les variables indiquees sont incertames sur la section
consideree.
Section AB
E = 200 109 pa
i^h = 30.0 mm
w = 10.0 mm
L = 1.0 m
p = 7900 kg/m3
77=0.01
Section BC
E = 200 109 pa
h = 10.0 mm
w = 10.0 mm
L = 0.9 m
p = 7900 kg/m3
77=0.01
Tableau 5.1: Proprietes physiques du demi-portiq-ae: sauf cas particulier, les valeurs s'appliquent
a tous les elements de chaque section. L'etoile indique une variable incertaine.
d'un etage. Les deux forces sont placees de fa9on a exciter Ie maximum de modes. Pour les trois
premieres deformees, on ajuge suffisant de modeliser chaq-ae section avec 2 elements de poutre, soit
14 elements au total. U s'agit d'un strict minimum. Les proprietes physiques du treilli sont donnees
dans Ie tableau (5.2), et les premieres deformees et frequences propres associees sont presentees
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Figure 5.2: Premieres deformees du portique, et premieres frequences propres moyennes. Le cercle
represente Ie point d'application approximatif de la force.
a la figure (5.3). Les variables incertaines sont 1'amortissement r]\ du cadre (AB-BC-CD-DE-EF),
1 epaisseur h\ de CD, 1'epaisseur h-^ de BE, Ie module d'Young E\ de CE et la masse volumique p\
de BE. Leur valeur moyenne est celle du tableau (5.2).
Sections AB-BC-DE-EF
E == 200 109 pa
h = 10.0 mm
w = 100.0 mm
L = 1.0 m

















E = 200 109 pa
h = 30.0 mm
w = 100.0 mm
L = 1.73m



















Tableau 5.2: Proprietes physiques du treilli: sauf cas particuller, les valeurs s'appliquent a tous les
elements de chaque section. Une etoile represente une variable incertaine.
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Figure 5.3: Premieres deformees du treiUi, et premieres frequences propres moyennes. Les cercles
representent les points d application approximatifs des forces.
5.2.3 Elaboration du fichier d'entree
Contenu: Ie fichier de donnees du modele d'elements finis doit preciser:
• Quelles sont les proprietes incertaines: module d'Young, epaisseur, amortissement.
• Quelles sont les variables incertaines de chaque propriete (ne pas confondre propriete et
variable de cette propriete): module d'Young E\ sur une partie de la structure et £'2 STLT une
autre partie, etc...
• Quels sont les elements auxquels s appliquent les variables mcertaines de chaque propriete.
On regroupe les elements qui partagent la meme variable incertaine (raideur des Lords de
plaques coUees, etc...).
• Quels sont les intervaUes associes a chaque variable.
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Disposition de Pinformation: la disposition des informations peut etre la suivante (voir
la figure 5.4): dans un tableau T\ dont les lignes sent les numeros d'elements et les colonnes
les proprietes incertaines on inscrit pour chaque element et chaque propriete Ie numero de la
variable concernee. Un numero de variable negatif dans 1'une des cases du tableau Ti indique
une variable deterministe, tandis qu -un numero positif indiqu.e •un variable incertaine. Pour les
variables incertaines, des tableaux T^ indiquent pour chaque propriete i et chaque variable de
cette propriete son maximum et son minimum. U est important de ne pas perdre Ie lien qui lie la
propriete et les variables incertaines associees pendant 1'assemblage (voir 1'assemblage, plus bas).
De fa9on analogue, les tableaux T^ font Ie lien entre les variables deterministes et les valeurs de
ces variables.
5.2.4 Strategies d'assemblages
Preparation des donnees: Ie tableau T\ est a la base du processus d'assemblage des
matrices. POUT chaque nouvel element, Ie tableau T\ donne les proprietes et les numeros de variables
deterministes (certaines) qui doivent etre initialisees, par lecture des tableaux T^. Les raideurs et
masses ajoutees deterministes, si il y en a, sont ajoutees de fa-gon classique aux matrices assemblees.
Pour les variables incertaines, une preparation preassemblage est requise. U faut done lire en entier
Ie tableau Ti et les tableaux T^i. La preparation pre-assemblage consiste a etablir un plan de
simulations, qui differs selon les methodes.
Methode de Monte Carlo: on cree des tableaux de tirages pseudo-aleatoires pour chaque
variable incertaine, etant donnes son maximum et son minimum. Pour chaque variable, on
reinitialise Ie premier terme de la suite pseudo-aleatoire (Ie germe de la suite, "seed" en anglais)
pour eviter Ie bouclage des valeurs.
Methode de perturbations: Ie developpement de Taylor exige la connaissance des moyennes
de chaque variables. On calcule les valeurs moyennes des variables a partir de leur maximum et
minimum (tableaux T^}.
Methode PMO: on construit Ie tableau des simulations necessaires pour determiner les
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Tableaux T3: auttes variables (certaines)
Module d'Young
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Figure 5.4: Tableaux de proprietes de la methode d'elements finis PMO pour une poutre simplement
supportee et 3 variables incertaines (par exemple).
est discute plus en detail dans les sections suivantes.
5.2.5 Plan d etude des resultats
Les prochaines sections presentent les resultats de validation de la methode modale (PM^O).
Trois axes de recherche sont retenus: 1'approximation des vecteurs et des valeurs propres, Ie
calcul de 1 energie cinetique specifique maximale, et 1'efficacite comparee des algorithmes PMO,
Monte Carlo et perturbations en vitesse de calcul et flux de donnees. Ces axes de recherche sont
inspires des principes fondamentaux de la methode PMO, principes qui sont I'approximation
polynomiale des vecteurs et valeurs propres pour accelerer les calculs, et I'litilisation d'un
algorithme cPoptimisation pour trouverles combinaisons de parametres d'entree qui maximisent
1 energie cinetique specifique maximale. L elude de 1 optimisation n'aborde pas les methodes de
programmation lineaire ni les methodes SLP et SQP (voir Singiresu [74] 1996).
5.3 Approximation des vect urs et frequences propres
5.3.1 Conditions d'approximation
L'approximation precise des vecteurs propres et des frequences propres en fonction des
parametres d'entree est basee sur 1'hypothese de faible variabilite. Cette hypothese est valable
si Fintervalle d'incertitude des parametres n'est pas trap grand. Toutefois, cette restriction est peu
severe en comparaison de la limitation imposee par la methode de perturbations. H est beaucoup
plus facile en effet de tro-aver une bonne approximation des vecteurs propres et des valeurs propres
(variables intermediaires) que de trouver une bonne approximation de 1'energie cinetique specifique
(variable finale de la methode des perturbations) en raison d'effets hautement non lineaires aux
resonances.
5.3.2 Approximations lineaire et quadratique
Principe: sous les conditions precedentes, 1 approximation lineaire est la plus appropriee.
L'approximation quadratique (ou une approximation d'ordre superieur) est utilisee pour ameliorer
les resultats de 1'approximation lineaire, mais Ie probleme d'optimisation obtenu est plus complexe
et mains robuste. En general, on fait Phypothese que les variables sent faiblement couplees pour
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simpUfier les calculs. Si les frequences sont complexes, on approxime separement la partie imaginaire
et la partie reeUe, ou Ie module (sou vent, les trois informations sont utiles). Les modeles lineaires
et quadratiques des frequences propres a n variables d'entree sont les suivants:
n
^ = ao + ^^aiXi (5.1)
i=l
^k = ^o + y^a^.t + y^^a;^ (sans couplage) (5.2)
z_^. - - - • z_^i
i=l i=l
<^k = a0 4- ^ fli^i + ^ . ? bijXiXj (avec couplage) (5.3)
t'=l i=l j>i
L'approximation des vecteurs propres est plus delicate. L approximation par degres de liberte est la
plus simple: Ie vecteur exact {^k} s'exprime dans la base des vecteurs coefficients {Tk}i et {'Ek}i
(equations 5.4 a 5.6). Chaque vecteur coefficient est calcule separement. Cette technique demande
un stockage assez important. Si les vecteurs propres sont complexes, on approxime leur partie reeUe




{^k} = {^k}o + ^{T^}^ + ^{Ek}iX^ (sans couplage) (5.5)
i=\ 1=1
n n n
{$fc} = {Tk}o + ^{^k}iXi + ^ ^{5fc}^a;,^ (avec couplage) (5.6)
i-=l i==l j>i
Ces approximations ne sont pas utilisees en pratique, car Ie calcul des coefficients fait intervenir
des matrices de Vandermonde mal conditionnees (surtout pour 1'approximation quadratique). Le
mauvais conditionnement est du a la difference relative des ordres de grandeur des variables X{
du polynome (module d'Young exprime en pascals et epaisseur en millimetres, par exemple). La
solution consiste a normaliser les variables X{ avec la. transformation lineaire suivante:





x max i — xmzrbi
xmzrii
x max i — xrnzn^
(5.8)
(5.9)
Choix des points d'interpolation des approximations: Papproximation lineaire a n
variables exige de calculer les valeurs exactes des vecteurs et valeurs propres en n + 1 points (pour
les n + 1 coefficients du polynome). L'approximation quadratique a n variables decouplees exige
de calculer les valeurs exactes des vecteurs et valeurs propres en 2n + 1 points. L'approximation
quadratique a n variables couplees exige de calculer les valeurs exactes des vecteurs et valeurs
propres en 2n + 1 + n(n - 1)/2 points. La position des points dans Pespace des parametres peut
etre quelconque. En pratique, on utilise deux methodes:
• Le tirage aleatoire des points.
• La repartition reguliere des points dans 1 espace.
Le tirage aleatoire est peu avantageux pour la precision de 1'approximation, car la disposition des
points n'est pas optimale. La repartition reguUere des points exploite mieux la faible variabilite des
fonctions ^(a;i,a;2, •••5 a;n) et {^}(a;i, a;2, •••5^71).
Si Papproximation est lineaire, la construction des points de simulation obeit au schema suivant:



















Si 1'approximation est quadratique decouplee, Ie premier point est donne par:
^
et les n premier points par:
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D existe d'autres configurations decouplees. En quadratique couple, les points supplementaires sont
pris aleatoirement (a la connaissance de 1'auteur il n'existe pas de repartition optimale des points
pour Ie probleme couple, a savoir une configuration pour laquelle les points sont repartis a egale
distance les uns des autres). La figure (5.5) montre la disposition schematique des points pour trois
variables d'entree.
5.3.3 Approximation des frequences propres: resultats et discussions
Interet d'une approximation precise des frequences propres: Palgorithme d'optimisation
est base essentiellement sur 1 approximation des frequences propres. L'approximation precise des
frequences propres permet de trouver les combinaisons precises des parametres qui donnent 1'energie
cin6tique specifique maximale. Dans cette section, on montre que 1'approximation lineaire est















: n premiers points
: n derniers points (quadratique decouple seulement)
Figure 5.5: Disposition schematique des points de simulation servant a 1'approximation lineaire et
quadratique des vecteurs propres et des frequences propres, cas a, 3 variables.
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parametre) les approximations quadratiques et cubiques donnent de meilleures approximations,
mais certains effets de bords comme 1 osciUation des polynomes en limite 1'usage.
Comportement des frequences propres: les frequences propres sont des fonctions impli cites
des parametres d entree. Le caractere implicite des relations rend ties difficile la prediction du
comportement des frequences propres en fonction des parametres pris individuellement. Toutefois,
quelques relations analytiques pour des problemes simples donnent une idee assez generale de
leur comportement. C'est Ie cas des poutres et des plaques simplement supportees. Les frequences
propres de la poutre simplement supportee sont donnees par 1'equation (5.10).
^ (5-10)
Pour une poutre de section rectangulaire de largeur w et de hauteur h, la relation se simplifie car
I = bh3/12 et S = bh:
2
\w, (5-n)
On constate que la frequence propre est une fonction lineaire de 1'epaisseur et une fonction racine
carree du module d'Yo-ung, ce qui explique qu'une approximation lineaire de uj^ soit particulierement
efficace pour ces deux variables dans leur domaine d'utiUsation (figure 5.6). On voit en outre qne
Papproximation Uneaire des valeurs propres Xk = a^ est une mauvaise approximation relativement
a 1'epaisseur, mais une bonne approximation relativement an module d'Young. La precision
des resultats repose done sur un choix adequat de la fonction approximee et de la nature de
1 approximation:
• Nature de Papproximation: approximation polynomiale lineaire, approximation polynomiale
quadratiqne deccmplee o-a couplee, approximation d'ordres superieurs, approximation multi-
lineaire, approximation trigonometrique (pour les parametres de raideur et masse).
• Fonction approximee: 1'approximation d'une puissance de ujk est un choix j-adicieux. La
variable p de la puissance est calculee par resolution d'un systeme non lineaire contenant les




On s'est essentiellement penche sur les approximations lineaires et quadratiques des frequences
propres ^, laissant revaluation des autres approximations a des travaux futurs. D'autre part, on













Figure 5.6: Fonction racine carree: mise en evidence de zones non lineaire et quasi Uneaire.
Qualite de Papproximation, etude avec une variable incertaine: afin de montrer sim-
plement les caracteristiques de chaque approximation (Uneaire et quadratique), les trois premieres
frequences propres du demi-portique sont tracees en fonction de 1'epaisseur h\ sur les figures (5.7)
a (5.9). La valeur moyenne de h\ etant de 30.0 mm, 1'incertitude de 10% correspond a Pintervalle
de variation 27.0 - 33.0 mm, et 1'incertitude de 60% a 1'intervaUe 12.0 - 48.0 mm. Dans la suite de
Pexpose, on definit 1'incertitude de la variable xi comme Ie rapport du demi-intervalle d'incertitude
sur la moyenne, soit:
1 xmaxi — xmini
^ = 2—^7 (5.13)
Les figures (5.7) a (5.9) montrent les points suivants:














0.01 0.015 0,02 0.025 0.03 0.035 0.04 0.045 0,05
Epaisseurhl.m
(a) Ah, = 10% (b) Ahi = 60%
Figure 5.7: Demi-portique: premiere frequence propre tracee en fonction de h\ pour deux valeurs
d'incertitude, 10 et 60%.
• L? augment ation de 1'ordre de 1 approximation permet d augment er 1 adequation avec la courbe
exacte. A la limite, un ordre tres eleve garantirait 1 adequation parfaite.
• Les formes des courbes sont ties differentes d'un mode a 1 autre. Pour Ie meme parametre
d'entree, 1'approximation lineaire siLrestime Ie deuxieme mode, mais sous-estime Ie premier
et Ie troisieme modes.
Sur les figures (5.7) a (5.9) P approximation quadratiqTie est meiUeure que 1'approximation
lineaire dans Ie sens ou eUe minimise 1'ecart avec la courbe exact pour une epaisseur donnee.
Cependant, une etude plus rigoureuse est necessaire:
• Pour une epaisseur donnee, les approximations Uneaire et quadratique de la frequence propre
sont d'autant plus erronees que la pente de la courbe exacte est grande (voir la figure 5.7 (b)
entre 15 et 20 mm). L'effet de cette erreur est un decalage en frequence de Pestimation de
Penergie cinetique specifique maximale. Les simulations montrent que Ie decalage est Ie plus





















0,034 !l,01 0,0)5 0.02 0,025 0,03 0,035 0,04 0,046 0,05
Epaisseurh1,m
(a) A/n = 10% (b) A^i = 60%
Figure 6.8: Demi-portique: deuxieme frequence propre tracee en fonction de h\ pour deux valeurs
d'incertitude, 10 et 60%.
• Pour une frequence donnee, les parametres exacts et approches sont d'autant plus eloignes
que la pente de la courbe exacte est faible (figure 5.7 (b) entre 62 et 65 Hz}. L'efFet de cette
erreur est une mauvaise prediction de la participation dynamique, puisqu'eUe est calculee a
partir des valeurs optimales des variables incertaines (les valeurs qui assurent la resonance
d'un mode donne).
On peut done conclure en general que ni Papproximation lineaire ni 1'approximation quadratique ne
donnent des estimations parfaitement exactes du maximum de la reponse. Afin d'estimer la vitesse
de convergence de la precision quand 1'ordre augmente, on a trace 1'approximation cubique de la
troisieme frequence propre (figure 5.10). On voit que 1'approximation cubique permet entre autre
de modeliser les points d inflexion. L'approximation est excellente saufpour la bande de frequences
175 - 180 Hz (pente ties faible done erreur importante sur les parametres).
Note importante: les difFerentes methodes (Monte Carlo, perturbations et PMO) ne peuvent
pas echanger de donnees intermediaires, car ceci rompt la coherence interne des algorithmes.


























































0,01 0.015 0.02 0.025 0,03 0,035 0,04 0.045 0.05
Epaisseur h1, m
(a) Ah, = 10% (b) Ah, = 60%
Figure 5.9: Demi-portiq-ue: troisieme frequence propre tracee en fonction de h\ pour deux valeurs
d'incertitude, 10 et 60%.
algorithme, comme Monte Carlo, les valeurs des parametres approches pour calculer 1'energie
cinetique specifique maximale (saufsi 1'approximation des vecteurs propres et des frequences propres
est "ideale", c'est a dire d'erreur iLniformement nuUe). Par consequent, il faut prendre quelques
precautions pour creer un programme hybride. L auteur du memoire ne s est pas penche sur Ie
probleme.
Qualite de Papproximation, etude avec plusieurs variables incertaines: on definit un
indicateur de qualite des approximations aux fins de comparaisons avec une methode de Monte
Carlo. On compare les frequences propres approchees uj^ aux frequences propres relies 0}^ po-ar des
combinaisons des parametres n ayant pas servi a calculer les coefficients d approximation. Le plus




Get indicateur ne doit pas prefer a confusion: une grande erreur relative n'indique pas une erreur
relative comparable de I'energie cinetique specifique maximale. On compare Ie premier mode exact















0.01 0.016 0.02 0.026 0.03 0.035 0.04 0.046 0.05
Epaisseurhl, m
Figure 5.10: Demi-portique: troisieme frequence propre tracee en fonction de h\ pour 60%
d incertitude. Approximation cubique.











































module d'Young, amortissement, epaisseur et masse volumique pour Ie treilli. On donne a toutes
les variables la meme incertitude a la fois. Les tableaux (5.3) a (5.5) montrent les result ats des
comparaisons pour d^ux types d approximations polynomiales, lineaire et quadratique. On observe
les points suivants:
• Les approximations sont de moins en moins bonnes a mesure que 1'incertitude des variables
augmente. De plus, la qualite des approximations depend beau coup des variables.
• Le nombre de variables n est pas un obstacle majeur a la qualite des approximations. Cepen-
dant, aux incertitudes elevees (30 % et plus), une methode plus precise que 1'approximation
lineaire est souhaitable, par exemple une approximation quadratique, cubique ou multilineaire
(approximation lineaire de sous-domaines de 1'energie cinetique specifique sur Cn).
• La prise en compte du couplage dans 1'approximation quadratique n'apporte pas toujours une
meiUeure precision. Beaucoup d'auteurs negligent Ie couplage.
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Note particuliere: on peut tester la validite de 1 approximation lineaire en ajoutant aleatoirement
des points de calcul. Un test sur 1 indicateur £^ permet de juger la qualite de Papproxmiation et































Tableau 5.3: TreiUi, trois variables incertames: £1, p\ et h-z. Deux premieres frequences propres.































Tableau 5.4: TreiUi, quatre variables incertaines: E\^ /9i, ,2,1 et ,12. Deux premieres frequences































Tableau 5.5: TreiUi, cinq variables incertaines: E\^ p\^ h-^, h'2 et r]\. Deux premieres frequences
propres. Valeurs de 1'indicateur en. % pour des incertitudes croissantes.
Consequences probables des difFerentes approximations sur Ie calcul de 1'energie
cinetique specifique: lors du calcul de 1'energie cinetique specijRque maximale au voisinage des
resonances, on cherche Ie maximum de la participation dynamique (en valeur absolue) sous la
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contrainte suivante:
u) = u)k (5.15)
En pratique c'est 1'equation (5.16) que 1'on resoud:
uj = cJfc (5.16)
En rempla^ant u)k par son developpement lineai^e par exemple, (5,15) devient Pequation d'un




La substitution de 1 equation approchee a Pequation exacte provoque une erreur d'estimation des
parametres optimaux (la combinaison de ces parametres est notee ^ au chapitre 4). On a vu que
cette erreur n alterait pas 1 estimation des frequences propres tant que 1'algorithme est coherent.
En revanche, la participation dynamique risque d'etre mal evaluee si 1'approximation des vecteurs
propres n'est pas equivalente en tout point a 1 approximation des frequences propres, puisque la
coherence interne des calculs est rompue. On etudie maintenant les approximations des vecteurs
propres pour evaluer cette assertion.
5.3.4 Approximation des vecteurs propres: resultats et discussions
Interet d'une approximation precise des vecteurs propres: les vecteurs propres
permettent de reconstruire la participation dynamique et de predire la position des nceuds et des
ventres a 1 energie cinetique specifique maximale. Cette information permet de modifier la, deformee
des modes et d'en attenuer certains efFets (resonances destructrices).
Problemes theoriques concernant Papproxirnation des vecteurs propres: Petude
des vecteurs propres est plus delicate que 1'etude des frequences propres. Les raisons principales,
discutees plus bas, sont:
• Le signe des composantes des vecteurs propres peut changer de fa9on naturelle et de fa9on
aleatoire d une combinaison de parametres a 1'autre .
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• La precision de P approximation depend de la normalisation des vecteurs.
Changement de signe des vecteurs propres: la plupart des routines calculent les vecteurs
propres sans tenir compte de leur signe. Cela n'a pas d'importance pour -an calcul classiq-ue d'analyse
dynamique si la coherence des operations de changement de bases est maintenue. Dans ce cas,
chaque vecteur {^}k est utilise une seule fois pour une valeur precise des parametres. En revanche,
la methode de prediction exige de calculer 1 approximation du meme vecteur pour des valeurs
differentes des parametres d entree. Par consequent, les routines peuvent introduire un changement
de signe entre deux versions du. vecteur, rampant la coherence de 1'approximation. Le caractere
aleatoire du changement peut donner de bonnes approximations pour un modele et faire croire que
les resultats sont corrects quelque soit la structure etudiee, ce qui est dangereux. Une correction de
signe est necessaire.
Cette correction est delicate pour la raison suivante: d'une valeur des parametres d'entree a
1'autre, il ne suffit pas de suivre I evolution du signe d'un seul degre de Hberte pour en deduire que
Ie vecteur d'un ordre k donne doit etre corrige. En effet, Ie changement de signe sur ce degre de
liberte pent etre un effet naturel de la modification du vecteur avec les parametres, et non un efFet
aleatoire du a la routine. H s'agit done de distinguer I effet naturel de I effet aleatoire.
Une technique robuste pour les vecteurs propres de composantes reelles consiste a suivre les
degres de Uberte qui sont au voisinage des amplitudes les plus grandes, minimisant ainsi Ie risque
d'un changement de signe naturel. L'indicateur MAC (Modal Assurance Criterion, AUemang
et Brown [3] 1982) est encore plus robuste car il tient compte de tous les degres de liberte.
OrigineUement utilise pour verifier 1'orthogonaUte de vecteurs reels d'ordres differents, cette version
de Findicateur est appliquee au meme mode fc, pour deux simulations successives, I'-une au point
M-i(x^\x^\...,xw) et Pautre au point M^\x^\ ...,xw\.
MAC^ = ,,/;h}LW2,, (5.18)^ ~ ||{^fc}l||2||{<&fc}2||2
Si Ie MAC est negatif, la majorite des degres de liberte du vecteur {^k} changent de signe de Mi a
M-i: Ie deuxieme vecteur, soit {^k}2 doit etre corrige par rapport an premier, soit {<&fc}i. Si Ie MAC
est positif, la majorite des degres de liberte ne changent pas de signe quand les parametres varient,
et aucune correction n'est necessaire. Un M.AC positif donne aussi des informations precieuses sur
1'influence des parametres sur les vecteurs (etude de sensibilte). Deux cas sont possibles:
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• Le MAC est voisin de 1: les vecteurs sont sensiblements identiques, et la variation des
parametres influence peu les vecteurs propres.
• Le MAC est faible: Ie vecteur propre est fortement iniluence. En particulier, les noeuds ont
change de place, et 1'approximation lineaire n'est peut etre pas suffisante.
Si les vecteurs propres sont complexes (amortissements repartis), on approxime separement la
partie reelle et la partie imaginaire.
{^k}={^k}Re+J{^k}lm (5.19)
L'indicateur M.AC est applique a chac-ane des parties reeUe et imaginaire pour retablir la coherence
des signes. Cette strategie donne des resultats faux pour la raison suivante: dans Ie cas des vecteurs
reels (trait e plus haut), la modification des parametres entraine des variations natureUes de signe
qui restent localisees a certains degres de liberte, abstraction faite des variations aleatoires de signe
qui affectent 1'ensemble du. vecteur. Par consequent, sans variation globale et aleatoire de signe,
Pindicateur MAC est tcmjours positif. Dans Ie cas des vecteurs complexes, 1'une des deux parties
reelle ou imaginaire pent 1'emporter sur 1'autre sur I'ensemble des degres de liberte, situation qm
est schematisee a la figure (5.11). Dans ce cas, la variation des parametres entraine un changement
de signe naturel de la partie la plus faible: soit la partie reelle (a), soit la partie imaginaire (b).
Ce changement de signe affecte tout ou partie des degres de liberte, ce qui peut faire basculer Ie
signe de 1'indicateur MAC de la partie faible. Selon 1'algorithme utilise pour les vecteurs reels, Ie
basculement du signe entraine, a, tort cette fois, un retablissement de signe. Par conseq-uent, seule
1'indication du MAC de la partie la plus forte permet de decider du changement de signe de la partie
imaginaire et de la partie reeUe. La norme de {^k}pe ^ {^k}lm permet de determiner la plus forte
partie. Cette technique reste limitee a des variations raisonnables des parametres d'entree.
Normalisation des vecteurs propres: les vecteurs propres sont normalises pour pouvoir
construire une base modale coherente et simple. La norme iniinie et la normallsation par rapport
a la masse sont les outils les plus ccmramment utilises:
IIWIIoo = 1 (5.20)












Figure 5.11: Vecteurs propres complexes: poids relatif des parties reelle et imaginaire, et variations
des deux parties sons 1'efiFet d'une modification des parametres, abstraction faite de changements
aleatoires de signes.
Suivant la norme, I5 approximation des vecteurs propres n est pas equivalente. On considere par
exemple la premiere deformee d'une poutre simplement supporfcee. La poutre est orientee suivant
Faxe z. Avec la norme infinie, la deformee analytique ^i montre une totale independance vis a
vis des parametres d'entree (equation 5.22), alors que la norme massique introduit des variables
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d'entree dans Pamplitude (equation 5.23).
^ = sin (^) (5-22)
^=\/I5in(?) <5'23)
avec
m ^ m(;o, /i,w, jD) . (5.24)
Dans cet exemple, la normalisation par rapport a la masse agirait defavorablement sur 1'approximation
lineaire. L approximation de meme degre des frequences propres et des vecteurs propres n'est done
pas equivalente. L'auteur ne connait pas de methode qui permette de predire quelle est la meilleure
normalisation possible.
Qualite de Papproximation, etude avec une variable incertaine: afin de montrer sim-
plement les caracteristiques de chaque approximation, Uneaire et quadratique, on trace 1'amplitude
des trois premiers vecteurs propres du demi-portique au point d application de la force excitatrice
(figures 5,12 a, 5.14). Les vecteurs propres sont normalises par rapport a la masse. L'epaisseur h\
est la seule variable incertaine. La valeur moyenne de h\ etant de 30.0 mm, Pincertitude de 10%
correspond a Fintervalle de variation 27.0 - 33.0 mm, et 1'incertitude de 60% a 1'intervaUe 12.0 -
48.0 mm.
Les figures (5.12) a (5.14) montrent les points suivants:
• L'augmentation de 1'ordre de 1'approximation permet d'augmenter 1'adequation avec la courbe
exacte. A la limite, un ordre tres eleve garantirait 1'adequation parfaite (figure 5.15).
• Les formes des courbes sont ties differentes d un mode a 1 autre. Pour Ie meme parametre
d'entree, 1 approximation Lmeaire sous-estime Ie deuxieme mode, mais surestime Ie premier
et Ie troisieme modes.
• L'approximation quadratique du premier mode introduit un changement de signe qui n'existe






























.; calcul exact (MC)
"0,01 0.015 0.02 0.025 0.03 0.035 0,04 0,045 0,05
Epaiss9urh1,m
(a) Ah, = 10% (b) A^ = 60%
Figure 5.12: Demi-portique: premier vecteur propre (au point cTappUcation de la force) trace en























































"0.01 0.015 0.02 0,025 0.03 0,035 0.04 0.045 0.05
Epaisseurh1,m
(a) Ah, = 10% (b) Ah, == 60%
Figure 5.13: Demi-portique: deuxieme vecteur propre (au point d'application de la force) trace en


















































0,01 0,016 0,02 0,025 0,03 0,035 0.04 0.045 0,05
Epalssourh1,m
(a) A^, = 10% (b) Ah, = 60%
Figure 5.14: Demi-portique: troisieme vecteur propre (au point d'application de la force) trace en































5.01 0.016 0.02 0.025 0.03 0.036 0.04 0.046 0.06
EpaisseurM, m
Figure 5.15: Demi-portique: troisieme vecteur propre tracee en fonction de h\ pour 60%
d'incertitude. Approximation cubique.
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Qualite de Papproximation, etude avec plusieurs variables: pour etudier la qualite
globale de 1'approximation du vecteur {^}ki 1'indicateur MAC est approprie . U est applique au




Le resultat du calcul pour Ie mode k est un scalaire variant de 0 a 1. Les deux vecteurs sont
identiques si leur M;AC est egal a 1. Le MAC du mode k est calcule pour des combinaisons des
parametres n'ayant pas servi a calculer les coefficients d'approximation. La valeur la plus faible sert
a definir 1'indicateur de precision des valeurs propres:
e^^ = min MACk (5.26)
Grace a cet indicateur, on pent definir un palier a partir duquel on rejette 1'approximation. Le
palier permet de choisir 1'approximation lineaire ou quadratique. A titre d'exemple, 1'indicateur
MAC est utilise pour comparer les vecteurs propres exacts et approches du treiUi (tableaux 5.6 a
5.8). On observe les points suivants:
• L'approximation lineaire est insuffisante pour Ie mode 2 aux grandes incertitudes. L'approximation
quadratique donne de ties ban resultats globaux, et Ie couplage n'est pas justifie.
• L'augment ation du nombre de variables degrade peu la precision.
n faut noter que 1'indicateur utilise est peu discriminant, c'est-a-dire qu'il ne permet pas d'evaliLer
la qualite locale de la precision. La qualite locale peut etre calculee avec un indicateur qui compare































Tableau 5.6: TreiUi, trois variables incertaines: Ei, p\ et h^. Deux premiers vecteurs propres.
































Tableau 5.7: Treilli, quatre variables incertaines: J^i, p\^ h\ et h^. Deux premiers vecteurs propres.































Tableau 5.8: Treilli, cinq variables incertaines: Ei, /?i, h\^ h^ et 771. Deux premiers vecteurs propres.
Valeurs de I'indicateur en % pour des incertitudes croissantes.
5.4 Prediction de la reponse maximale
5.4.1 Introduction
Cette section fait 1'etude comparative des resultats de 1 energie cinetique specifique maximale
avec les trois methodes: Monte carlo, perturbations (d'ordres 1 et 2), et PMO (approximations
d'ordres 1 et 2). On insiste peu sur la methode de perturbations. On abordre les problemes d'ordre
theorique de la methode PMO dans les premieres sections (methode directe, croisements de modes).
Ensuite, on compare la precision des methodes abstraction faite de la rapidite. La derniere section
compare les temps de calcul des methodes.
5.4.2 Methode de projection directe
Information requise pour trouver Penergie cinetique specifique maximale: 1'expression
de Penergie dnetique specifique est composee essentiellement des vecteurs propres et des valeiirs
propres (hypothese de masse pen influente). Ces termes permettent de calculer la participation
dynamique et la coincidence frequentielle par projection de 1 equation du mouvement dans la base
modale. En raison de 1'incompatibilite des approximations des vecte-urs et des frequences propres, il
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est preferable de limiter 1'utilisation des vecteurs propres approches pour calculer 1'energie cinetique
specifique maximale. On approxime uniquement les frequences propres et la valeur absolue de la
participation dynamique (sans calcul intermediaire des vecteurs propres approches). Cette methode
est appelee "directe , par opposition a la methode de projection complete. EUe exige tin stockage
reduit (coefficients des vecteurs propres inutiles). D'autre part, elle est beau coup plus rapide que
la methods complete. Eirftn, Ie probleme du signe des vecteurs propres est totalement evite. On
presente la methods directe au paragraphe suivant.
Note importante: dans certains cas, il est interessant de calculer aussi les approximations
des vecteurs propres, car la methode proposee n'est pas strictement limitee au calcul de I'energie
cinetique (extension possible aux deplacements, aux contraintes, etc...).
Methode PMO directe: 1 energie cinetique specifique maximale est calculee a 1'issue du
probleme d'optimisation repete pour les M modes de la base modale (voir 1'organigramme, chapitre
4 page 59). Le calcul rigoureux de 1'energie comprend les etapes suivantes:
• Pour chaque frequence:
— Pour chaque mode k:
+ Calcul des parametres qui repondent au probleme d'optimisation d I'aide des
frequences propres approchees. Cette combinaison de parametres est nommee 8^
et Ie point correspondant de S est nomme Ok (notations du chapitre 4).
* Calcul des matrices exactes de raideur et de masse pour les parametres de Ek.
+ Projection des matrices de raideur et de masse exactes sur la base des modes propres
approches.
* Calcul de 1'energie cinetique specifique pour Sk. Comparaison des valeurs obtenues
de 1 energie cinetique specifique pour les modes deja calcules. Selection de la plus
grande energie specifique.
— Fin de la boucle des modes.
• Fin de la boucle en frequence.
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On voit que les parametres des ensembles S-k SOT^ selectionnes grace aux frequences propres
approchees, alors que les projections des matrices de raideur et de masse utilisent uniquement les
vecteurs propres approches. Or 1'approximation lineaire des vecteurs propres n'a pas Ie meme degre
de precision que 1'approximation lineaire des frequences propres, en raison de la, normalisation des
vecteurs entre autre. H en resulte une fausse estimation de 1'en.ergie cinetique specifique maximale.
Pour remedier a cette incoherence et poTir reduire les calculs et Ie stockage, on forme directement
les matrices projetees. Cette methode est appelee methode de projection directe, par opposition a
la projection complete. Explicit ement, on suppose que la matrice de masse projetee est la, matrice
identite, et que la matrice de raideur projetee contient les valeurs propres approchees calculees au
point Ok'.
A, o ...\
[K] = | 0 \2 ... I (5.27)
\: : '7
L'amortissement structural ne donne pas de difficulte majeure: si I'amortissement T) est
uniformement reparti sur la structure, on calcule 1'approximation des valeurs propres en nombres
reels, pms on les multiplie par Ie coefRcient (1 + jr)) . S'l 1'amortissement est reparti, on calcule
P approximation des valeurs propres en nombres complexes. Le probleme d'optimisation est un peu
modifie pour tenir compte du caractere complexe des frequences propres. En particuUer, les valeurs
absolues deviennent des mod-ules:
Maximiser:
sous les contraintes parametriques:
|r;
xmin\ <, x\ <^ xmax-i
(5.28)
(5.29)
et sous la contrainte frequentieUe:
xmzrin <: Xn <: xmax^




Le calcul final de 1'energie cin^tique sp^cifique dans la methode directe est execute de la fa^on
suivante; Ie vecteur des deplacements modaux verlfie Pequa,tion (6.32), ou [Z] est la matricG
d'impedance complexe directe (voir calcul ci-dessus).
[Z}{q} = {F} (5.32)
avec
{F} = Wr{F} (5.33)
Si cette formulation etait utilisee, il faudrait calculer les parties reelle et imaginaire approchees
de la, participation dynamique. Pour simplifier, accelerer et umformiser les calculs, on prefere
utiliser la valeur absolue de la participation dynamique uniquement (cornme dans 1'algorithme
d'optimisation). Dans Pexpression de 1'energie cinetique specifique, Ie produit hermitien des
deplacements modaux s'ecrit sous la forme:
WT-{9r=mT([Z][Z]'Y'{TY (5.34)
Comme la matrice d'impedance est diagonale (si la base des vecteurs propres et utilisee), 1'equation
s'ecrit sous la forme developpee suivante:
^L IP,12
^•W=E^_.Sy_.) (S.35)
Cette forme fait apparaitre la valeur absolue de la participation dynarnique.
Amelioration de la precision avec la projection directe: d'apres les figures (5.16) (a) et
(5.16) (b), Pamelioration est sensible si 1'incertitude des parametres est assez grande. Les figures
montrent que Perreur se manifeste avant tout aux resonances, c'est a dire aux frequences pour
lesquelles les termes de la matrice d'impedance sont les plus sensibles. La, metliode de projection
complete sous-estime systematiquement la reponse. On explique ce resultat ainsi: la matrice
d'impedance projetee sur la base des vecteurs propres approches contient dey valeurs propres
approchees "faussees" (equation 5.36), alors que la matrice directe contient les valeurs propres
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approchees "vraies" (equation 5.37). Les valeurs propres sont des nombres complexes.
>",2 , ,2
'l,fausse















(a) A^ = 10%




(b) A^ = 30%
Figure 5.16: Demi-portique: energie cinetique specifique maximale tracee en fonction de h\ au
voisinage du mode 2 isole, pour deux valeurs d'incertitude 10 et 30%. La methode de IMonte Carlo
n'a pas totalement converge en (b).
Au voisinage de la resonance d'ordre k, 1'algorithme d'optimisation tente de trouver les
parametres qui verifient la relation (5.38). Par consequent, la partie reeUe du terme diagonal (fc, k)
de [Z-u] s'anmiUe, alors que ceUe de [Zf] reste strictement positive ou strictement negative. L'energie
cinetique specifiq-ae maximale resultant du calcul du deplacement modal avec [Zf] est done plus
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faible que 1'energie cinetique specifique maximale "vraie" (calculee avec [Zv]).
l-L}k,vraie = u (5.38)
5.4.3 Croisements de modes
Introduction: Ie lecteur est prie de lire 1 avertissement au debut du rapport concernant Ie
terme de "croisement de modes" . Le croisement de modes est du a la variation des valeurs propres de
la structure sous 1'effet des variations des parametres d'entree (parametres incertains). La possibilite
de croisement est d'autant plus forte que 1'intervaUe des parametres est grand (voir la figure 5.17),
et il existe un intervaUe minimal des parametres qui assure que deux modes successifs ne se croisent
pas. L'intervalle minimal depend des modes concernes et de la valeur moyenne des parametres.
co
Intervalle dincertitude permettant Ie croisement
Pas de croisement possible
sur cet intervalle d'mcertitude
wnin, ^max,
Figure 5.17: EfFet de la largeur de I'intervalle d incertitude sur la possibiUte de croisement des
modes I et k. Les hachures mdiquent la zone de croisement. Sur cette figure, on suppose qne les
frequences propres ont -an comportement lineaire. On utilise une seule variable Xi en abscisse pour
simplifier.
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EfFet du croisement sur 1'energie cinetique specifique: Ie croisement des modes ujk et
^ (/ ^ ^) perturbe les resultats des methodes de prediction. Au voisinage du mode k (ec? c^ ^),
1'energie cinetique specifique montre un maximum pour une combinaison Sk des parametres verifiant
la relation (5.39). Au voisinage dn mode I (^ ^ ^), 1'energie cinetique specifique montre un.
maximum pour une combinaison EI des parametres verifiant la relation (5.40).
|^|=^ (5.39)
1^1=0; (5.40)
Par consequent, Ie croisement des modes k et I implique q-ue 1'energie cinetique specifique a deux
maxima locaux dans Pespace Hn+i au voisinage de la resonance {u? r^ cjk)- En particulier, les
maxima locaux sont confondus si les modes sont degenerees.
La methode PM10 resoud Ie probleme directement: elle departage les deux maxima grace au
terme de participation dynamique. En revanche, la methode de perturbations ne pe-ut rendre compte
de la presence de maxima multiples pmsqu'eHe s'appuie sur Ie developpement de Taylor de Penergie
autour d'un point unique. La methode de Monte Carlo montre des difficultes a converger vers Ie
ban maximum, en raison de la difference d'acuite des pics d'energie dans ^n+i.
Etude theorique du croisement et resultats: on peut etudier certaines proprietes du
croisement de modes en decomposant 1'expression de 1'energie cinetique specifique. Pour simplifier,
1'energie cinetique specijEique est donnee par Ie mode 1 de freq-aence propre uj\ et Ie mode 2 de
frequence propre ^2. Les autres modes sent suffisamment eloignes pour ne pas inlB-uencer la reponse.
On suppose que la frequence d excitation LO ne permet pas Ie croisement des modes 1 et 2 alors que
uj + Aa^ est une frequence pour laquelle Ie croisement est possible (voir figure 5.18). De plus, on.
suppose que c'est Ie mode 1 qui donne Ie maximum de 1'energie cinetique specifique a la freq-uence
d'excitation uj. POUT un amortissement structural uniforme, 1 energie cinetique specifique verifie
Pequation (5.41).
<C2(U))" ^ {(^ - .s + ^i4 + ("2 - "S + ^M ^ (5'41)




Figure 5.18: Croisement et decroisement des modes k et I. On utilise une se-ule variable Xi en abscisse
pour simplifier. Les hachures indiquent la zone de croisement pour cet mtervalle d'incertitude.
specifique maximale. Les parametres correspondants verifient cj = ^>i. L'energie cinetique specifique
en Oi verifie:
1 ^Fi(0i^2<»2(")> ^ (5.42)2m(0i) V r]u
Apres Ie croisement, deux points 0\ et 0'z donnent la coincidence frequentieUe, c'est a dire
uj + Ac^ = a;i et <^+ A<^ = cj-2. On suppose que 0\ donne encore 1 energie cinetique specifique
maxhnale parce que la participation dynamique ri(Oi) est la plus elevee. Par consequent, 1'energie
cinetique specifique maximale verifie en 0\:
1 (VTi(0,)2+T,W{v'\U} + Aa;)} ^ (5.43)2m(0i) \ 77(0;+Ac^)
L'instant du croisement s'obtient pour Ace? —»• 0. L'equation (5.43) traduit une variation positive de
Penergie cinetiq-ue specifique maximale, par enrichissement progressifde la participation dynamique.
On montre de la meme fa9on que Ie decroisement des frequences propres provoque -ane diminution
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positive ou nulle de 1 energie. Les instants de croisement et decroisement dependent de 1'mtervalle
d'incertitude des parametres et de la frequence d excitation. On a mis en evidence Ie phenomene
de croisement des trois premiers modes du demi-portique sur les figures (5.19) (a) a, (5.19) (d) pour
des incertitudes croissantes. La seule variable incertaine est 1'epaisseur h\. On note en particulier
la parfaite coherence entre la simulation de Monte Carlo et la methode PMO. On reconnait aussi
PaUure de "dents de scies caracteristiqne des croisements.
5.4.4 Comparaisons des predictions avec les methodes de Monte Carlo, de
perturbations et PMO
IMethodologie: cette section compare la precision des methodes de perturbations (lineaire et
quadratique decouplee), de JMonte Carlo et PMO (Uneaire et quadratiq-ue decouplee). Les energies
cinetiq-ues specifiques maximales sont notees de la fa9on suivante:
• Methode de Monte Carlo: (v^^^MC
• ]\lethode de perturbations d'ordre 1: (v^ax(.lJL))) Pl
• Methods de perturbations cTordre 2: (v^ax(u))P2
• Methode PMO d'ordre 1: (v^(u)}pMOi
• Methode PMO d'ordre 2: </u^(^)}pM02
On trace les energies cinetiques specifiques maximales en fonction de la frequence pour des
incertitudes croissantes. On definit aussi un indicateur de la precision relative de 1'energie maxim ale
a la frequence d'excitation u. La reference est donnee par la methode de Monte Carlo. L'erreur
relative de la methode Y par rapport a la methode de Monte Carlo est donnee par la relation
suivante:
_ (v2rzax(^))Y - {v2na^))MC£<">y = '"n"^M)^~"'"u (5'44)
La bande des frequences d'excitation sont choisies pour montrer les defauts des 3 methodes. Le test
Ie plus exigeant consiste a exciter la structure au voisinage des frequences propres moyennes, car




















































80 100 120 140
Frequences, Hertz






(d) A^ = 60%
Figure 5.19: Demi-portique: energie cinetique specifique tracee en fonction de h\ de 40 a 160 Hz,
pour 0%, 20%, 40% et 60% d'incertitude. La methode de Monte Carlo n'a pas encore converge.
Insuffisance de la methode de perturbations: la methode de perturbations est presentee
dans Ie but de montrer et de comprendre ses faiblesses. Pour cela, on a simule la reponse maximale de
107
1'energie cinetique specifique avec la regle de Tchebytchev. La figure (5.20) montre 1'approximation
du maximum de 1'energie cinetique specifique, compare au maximum donne par la methode PMO,
pour Ie demi-portiq-ue (1 seule variable incertaine). On constate que 1'incertitude doit rester tres
faible (inferieure a 2% dans ce cas) pour que Pestimation de la methode de perturbations soit
correcte. Au dela de 2%, la methode de perturbations ne permet pas de predire Penergie cinetique
specifique maximale. Les simulations montrent que Ie terme Ie plus incorrect est 1'estimation de
1'ecart type de la reponse (1'ecart type est utilise dans la regle de Tchebytchev pour calculer Ie






















(a) AH, = 2% (b) Afc, = 20%
Figure 5.20: Demi-portique: energie cinetique specifique maximale pour 2% et 20% d'incertitude.
—: PMO lineaire, —: Perturbations (ordre 1), • • •: Monte Carlo (reference).
Les simulations montrent aussi que la methode de pert-arbations d'ordre 2 ne donne pas de
meiUeurs resultats au voisinage de la resonance que la methode d ordre 1. Les ordres plus eleves ne
donnent pas d'amelioration importante car 1'approximation de Taylor converge ties lentement vers
la forme reeUe de la reponse. HOTS des resonances, les methodes de perturbations sont relativement
efficaces, meme a des niveaux d incertitude importants. L interet de ces zones de frequence est
limite cependant.
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Enfin, la qualite du developpement de Taylor depend beaucoup de 1 amortissement, ce qui n est
pas Ie cas de la methode PMO (1'amortissement est inclu dans la formulation). On peut 1'expliquer
assez facilement: dans 1'espace des parametres, 1'energie cinetique specifique atteint ses maxima
pour les combinaisons des variables qui permettent la resonance (si possible). Or il est connu que
1'acuite des maxima est moins grande si Pamortissement est fort. Par consequent, a incertitudes
egales, Ie developpement de Taylor de 1 energie est de meilleure qualite aux grands amortissements
(0.1 et plus) qu'aux petits amortissements (0.05 et moins), du fait meme de la moindre variabilite de
la fonction a approcher. Les figures (5.21) (a) et (5.21) (b) montrent un cas d'amortissement faible
(0.01) et un cas d'amortissement fort (0.2) pour 20% d'incertitude. Le demi-porfcique est Ie modele
utilise et 1'amortissement structural est uniforme sur la structure. En pratiq-ae, certaines struct-ures
traitees avec des materiaux absorbants de type viscoelastique peuvent avoir un amortissement global
eleve, ce qui peut justifier 1'utilisation de la methode de pertnrbations. Toutefois, 1'auteur met en
garde contre les points suivants:
• n n'existe pas de critere permettant de fixer Ie seuil minimal d'amortissement qui autorise
Pemploi des perturbations. Par consequent, la methode n est pas robuste.
• Le croisement des modes n'est pas pris en compte par la methode de perturbations, que
Pamortissement soit fort ou faible.
• L'amorfcissement a pour effet de masquer les insuffisances de la methode de perturbations, et
non de les eliminer.
Influence de Pordre d'approximation dans la methode PMO (demi-portique): cette
partie montre qu'il n'existe pas de relation directe entre 1'ordre d approximation des modes propres
et Pestimation de 1'energie cinetique specifique maximale. Pour exposer ce resultat, on considere
Ferreur relative de 1'energie cinetique specifique maximale par rapport a la methode de Monte
Carlo: figures (5.22) (a) et (5.22) (b) pour A^ = 10% d'incertitude, et figures (5.23) (a) et (5.23)
(b) pour A^ = 60% d'incertitude. Certains pics qui apparaissent sans raison sont dus a un decalage
spectral entre les methodes PMO et MC.
On pent observer que la reduction d erreur due a, 1 approximation quadratique est assez faible,














































ieo 40 60 100 120 140
Frequence, Hertz
(a) Ah, = 20%, r? = 0.01 (b) A^ = 20%, T? = 0.2
Figure 5.21: Demi-portiq-ue: energie cinetique specifique maximale pour 20% d'incertitude et deux
valeurs d'amortissement structural: 0.01 et 0.2. —: PMO lineaire, —: Perturbations (ordre 1),
• • •: Monte Carlo (reference).
120 Hz environ), ce qui est logique puisque ce mode est tres bien approxime. La degradation
de la precision avec 1'augment ation de 1'ordre est meme possible (mode 3, 160 ffz environ, a
60% d'incertitude). On peut expliquer ce resultat contradictoire grace aux figures (5.24) (a) et
(5.24) (b). La figure (5.24) (a) represente la frequence propre du mode 3 et la figure (5.24)
(b) montre la participation dynamique de ce mode. Le mode 3 est Ie seul mode a contribuer a
Penergie cinetique specifique maximale vers 160 Hz. En tra9ant la droite d'equation y = 160ffz
sur la figure (5.24) (a), on obtient les trois valeurs de h\ correspondant a, 1'approximation lineaire,
P approximation quadratiq-ae et au calcul exact. En reportant ces valeurs a la figure (5.24) (b), on
constate que 1 approximation lineaire de la participation dynamique est plus pres de la participation
dynamique exacte que ne 1'est 1'approximation quadratique. Comme 1'amplitude de 1'energie
cinetique specifique maximale est essentieUement reglee par la valeur de la participation dynamique
(voir chapitre 4), on deduit que I3 approximation quadratiq-ue de 1'energie est mains bonne que
1'approximation lineaire a cette frequence. La cause principale d'erreur est la faible courbure des
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Frequences, Hz
140 160
fa) PMO lineaire (b) PMO quadratique
Figure 5.22: Demi-portique: erreur relative £{v^x{^)}pMo tl'acee de 40 a 160 Hz pour 10%
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'a.) PMO lineaire (b) PMO quadratique
































0,015 0.02 0.025 0,03 0,035 0.04 0.045 0,05 0,01 0.015 0,02 0.025 0.03 0.035 0.04 0,045 0,05
Epaisseurh1,m Epaissaur h1, m
(a) Frequence propre (b) Participation dynamique
Figure 5.24: Demi-portique: participation dynamique (valeur absolue) et frequence propre du mode
3 pour 60% d'incertitude. Influence des approximations des vecteurs propres et freq-uences propres
STir 1'energie cmetique specifique maximale.
100 120
Frequences, Hertz
Figure 5.25: Demi-portique: errenr relative £{v^{uj)}pMo tl>acee ^e 40 a 160 Hz pour 60%
d'incertitude. Approximation cubique.
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degre/precision est ambigue. L'erreur obtenue avec 1'approximation cubique est donnee a titre
d'information (figure 5.25). Par rapport a la figure (5.23), on voit une baisse sensible de 1'erreur
pour Ie mode 1, mais une augmentation pour Ie mode 2. Le mode 3 reste au niveau atteint par
1'approximation lineaire.
Validation de la methode PMO pour un grand nombre de variables (treilli): la
difficulte majeure de la validation vient de la lenteur de la methode de Monte Carlo. Le nombre de
simulations necessaires a la convergence est tres grand. D'autre part il est inconnu. Pour cette raison,
Ie nombre de simulations reellement efFectuees est inferieur a-u. nombre de simulations tlieoriquement
necessaires. Dans les travaux de maitrise, on a fixe quelques regles coherentes pour permettre
d'obtenir des resultats en un temps raisonnable:
• Incertitude constante, nombre de variables croissant: lorsque Ie nombre de variables aug-
mente, il vaut mieux considerer la densite des points d echantillonnage et non Ie nombre de
tirages par variable. Par exemple: on constate qu'il faut 500 essais pour converger avec 1
variable. Pour 2 variables, il faut done 30 a 50 essais ou plus par variable, et non 500 essais
par variable.
• Incertitude croissante, nombre de variables constant: plus FintervaUe d'incertitude des
variables est grand, plus Ie nombre de simulations est grand (si on souhaite preserver la densite
des points d'echantiUonnage dans 1'espace des parametres). Doubler 1'intervaUe d'incertitude
de chaque variable revient a multiplier Ie nombre total de points d'echantillonnage par 2n (n:
nombre de variables incertaines). Cette contrainte n'est pas realisable pour des incertit-ades
elevees.
Le tableau (5.9) donne une idee du nombre moyen de simulations effectuees pour des incertitudes
variant entre 10% et 60%.
Le treiUi est utilise pour 1'etude comparative des methodes de prediction. La figure (5.26) donne
Penergie cinetique de cette structure pour les trois premiers modes et pour les vale-urs moyennes des
parametres. Sur les figu.res (5.27), (5.28) et (5.29) on a compare les estimations de Penergie cinetiq-ae
maximale du treiUi pour les methodes de Monte carlo (reference), PMO lineaire et Pert-arbations
d'ordre 1. Les methodes d'ordres superieurs PM02 et P2 souffrent de problemes numeriques qm




















Tableau 5.9: Nombre moyen de simulations effectuees pour des incertitTides variant entre 10% et
60%, methode de M:onte Carlo.
d'entree ont ete retenus: 10%, 30% et 60%. Pour chaque niveau, on a trace les estimations obtemies






















Figure 5.26: Treilli, energie cinetique specifique aux parametres moyens.
On observe que la methode PMO lineaire donne des resultats comparables aux resnltats de
la methode de Monte Carlo pour 10%, 30% et 60% d'incertitudes, tandis que la methode de
perturbations surestime on sous-estime la reponse maximale de fa9on systematique. Toutefois,
quelques differences sensibles entre Monte Carlo et PMO apparaissent lorsque Ie nombre de variables
ou Pincertitude augmentent. Deux raisons expliquent ces differences: d'une part, il est possible que
la methode de Monte Carlo n'ait pas encore converge aux figures (5.28) (c) et (5.28) (d), de meme
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qu'aux figures (5.29) (c) et (5.29) (d), car Ie nombre de points de simulations est insuffisant. D'autre
part, 1'approximation lineaire est inadaptee aux trop grandes incertitudes, et une approximation
d'ordre superie-ur serait souhaitable (a condition que les techniques de programmation quadratique
soient robustes pour ce type de probleme). Dans Ie cadre particulier de 1'etude, les fig-ares montrent
a-ussi que certaines hypotheses simplij6catrices concernant la nouveUe methode sont valides:
• L'eiFet de la masse est suppose negligeable dans 1 approximation des vecteurs propres et des
valeurs propres. La coherence des resultats des methodes PMO et de Monte Carlo (qui inclut
PeiFet de la masse) permet de valider 1'hypotliese.
• L'efFet de la participation dynamique dans Ie processus de selection du maximum est suppose
negligeable si aucune combinaison de parametres ne permet de forcer la resonance d'un
mode donne (cf. page 63). Cette supposition permet de simplifier 1'algorithme. Id encore, la
coherence des resultats des methodes PMO et de Monte Carlo permet de valider 1'hypoth.ese.
5.4.5 Comparaison des temps de calcul des trois methodes
Introduction: cette section analyse les temps de calcul des trois methodes. On rappeUe les
methodes utilisees dans Ie memoire:
• La methode de Monte Carlo simple.
• La methode de perturbations lineaire.
• La methode de recherche des points modaux optimaux par approximation Uneaire des vecteurs
et vale-urs propres, avec calcul direct de la matrice d'impedance modale pour Ie calcnl de
Penergie cinetique specifique maximale.
On evalue aussi Ie temps de calcul des methodes de perturbations quadratique (P2) et PMO
quadratique (PM02). Cependant, ces deux demieres methodes ne donnent pas de resultats
satisfaisants, compte tenu du cout numerique et de la precision obtenus.
Analyse theorique: pour comparer les methodes, on definit les nombres s-uivants:





(a) 2 variables: jE/i, hy
5 10 15
Frequence, Hertz






























(c) 4 variables: Ei, hs, pi, h\ (d) 5 va.ria.bles: Ei, h^, pi, hi et r/i
Figure 5.27: TreiUi, 10% d'mcertitude: comparaison des energies cinetiques specifiques maximales.






(a,) 2 variables: Ei, ,2,2
5 10 15
Frequence, Hertz
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(d) 5 variables: E\, ,12, pi, hi et 771
Figure 5.28: Treilli, 30% d'mcerfcitude: comparaison des energies cinetiques specifiques maximales.
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(c) 4 variables: E\, ^2, /3i, ,11 (d) 5 variables: Ei, h^, pi, hi et 771
Figure 5.29: Treilli, 60% d'incertitude: comparaison des energies cinetiques specifiques maxim ales.
—: methode de ]V[onte Carlo, —: methode PM.O Uneaire, • • •: methode de pertu.rbations (ordre
1).
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• N: nombre de degres de liberte.
• M: nombre de modes gardes pour construire la base modale.
• n: nombre de variables d entree.
• nt: nombre de tirages aleatoires (Monte Carlo) par variable.
• ni: nombre d'iterations pour une methode de resolution SLP (Sequential Linear Program-
ming).
L'analyse algorithmique de toutes les methodes montre que les temps de calcul T sont de 1'ordre
de ceux presentes maintenant (Ie symbole oc signifie: "de 1'ordre de"):
• IVtonte Carlo simple: ntn boucles pour lesqueUes on calcule les vecte-ars propres (N operations
pour des matrices pleines), p-ais pour chaque frequence {nf boucles), I'inverse de la matrice
d'impedance projetee (M3 operations si elle n'est pas diagonale dans la base modale utilisee,
M sinon). Cela donne:
T o^ntn 'N3 -nf • M. (5.45)
• ]V[ethode de perturbations Uneaire: dans la premiere partie, calcul des vecteurs propres et
valeurs propres aux parametres moyens (TV3 operations pour des matrices pleines), puis
pour chaque parametre (n boucles) et pour chaque mode (M boucles) calcul des derivees
des vecteurs propres et des valeurs propres par la methode de Nelson (de 1'ordre de N ).
Enfin, pour chaque parametre {n boucles) et chaque frequence {nf boucles) calcul de 1'energie
cinetique specifique (de 1'ordre de M si la matrice d'impedance modale est diagonale). Le cout
des stockages eventuels (derivees des matrices et des vecteurs propres) depend de la machine
et de 1'avancement tedmologique. Cela donne:
T ex (N3 +n • M • N3 + n • nf • M) + stockages et lectures (5.46)
• Methode de perturbations quadratique: en premier lieu, calcul des vecteurs propres et valeurs
propres aux parametres moyens [N operations pour des matrices pleines), pnis pour chaque
couple de parametres (n boucles si les couplages ne sont pas consideres et n{n — 1)/2 boucles
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avec les couplages) et pour chaque mode [M boucles) calcul des derivees et derivees secondes
des vecteurs propres et des valeurs propres par la methode de Nelson (de 1'ordre de 2j?V3,
au mains). Enfin, pour chaque parametre (n boucles ou n(n — 1)/2) et chaque frequence (nf
boucles) calcul de 1'energie cinetique specifique (de 1'ordre de M. si la matrice d'impedance
modale est diagonale). Le cout des stockages eventuels (derivees des matrices et des vecteurs
propres) depend de la machine et de Pavancement technologiq-ae. Cela donne sans couplage:
T ex (TV3 +2 • n • M • N3 +n- nf • M) + stockages et lectures (5.47)
et avec couplage (non utilise dans ce memoire):
T a (N3 + n2 • M • N3 + 0.5n2 • nf • M) + stockages et lectures (5.48)
• Methode de recherche des points modaux optimaux par approximation lineaire sans projection
(methode dite "directe"): n + 1 points pour lesquels on calcule les vecteurs propres et les
valeurs propres complexes ((27V)3 operations pour des matrices pleines), puis inversion des
matrices donnant les coefficients d'approximation des vecte-urs et valeurs propres (de 1'ordre
de 3n ), puis n/ boucles en frequence contenant M boucles de tests d'intersection entre chaque
mode et la frequence d'excitation, et M evaluations de 1'energie cinetique specifique (de 1'ordre
de M avec la methode directe, car 1'inversion de la matrice d'impedance modale diagonale
est immediate). Un alongement des temps peut provenir du calcul des vecteurs propres et
valeurs propres complexes. Cela donne
T oc n • (2N)3 + 3n3 + nf • M2 (5.49)
• Methode de recherche des points modaux optimaux par approximation quadratique decouplee
sans projection (methode dite "directe"): 2n + 1 points po-ur lesquels on calcule les vecteurs
propres et les valeurs propres complexes ((21V)3 operations pour des matrices pleines),
puis inversion des matrices donnant les coeflRcients d'approximation des vecteurs et valeurs
propres (de 1'ordre de 3(2?z) ), puis nf boucles en frequence contenant M boucles de tests
d'intersection entre chaque mode et la freq-uence d excitation. Si il y a une intersection, on
utilise une methode iterative SLP (Sequential Linear Programming) demandant ni boucles de
calcul (croit avec 1'mcertitude, et depend de la frequence d'excitation et d-a contenu modal).
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Enfin, on calcule 1'energie cinetique specifique pour chaque mode, en inversant la matrice
d'impedance modale diagonale (M operations). Cela donne
T CK 2n(2N)3 + 3 • (2n)3 +nf -ni • M2 (5.50)
Le nombre ni d iterations n'est pas conmi d'avance. H influence considerablement Ie temps
de calcul total.
Les gains approximatifs pour des modeles elements finis moyens a grands {N > M ^> n} par
rapport a la methode de M.onte Carlo sont les suivants:
• Methode de perturbations lineaire: Ie gain depend du nombre de variables incertaines et du
nombre de tirages par variable dans la methode de M.onte Carlo: G oc ntn • nf /n.
• Methode de perturbations quadratique: Ie gain est au moins deux fois plus faible que celui
de la methode lineaire analogue: G on ntn • n//(2n).
• Methods de recherche des points modaux optimaux par approximation Uneaire sans projection
(methode dite "directe"): Ie gain depend de la dimension de la base modale tronquee:
G o^ntn -nf -M/(Sn).
• Methode de recherche des points modaux optimaux par approximation quadratique sans
projection (methode dite "directe"): Ie gain est deux fois plus faible que la methode lineaire
analogue: G =oc ntn • nf • M/(16n).
Par consequent, la methode PMO lineaire ou quadratique conc-urence les methodes de perturbation
en terme de temps de calcul, surtcmt si les base modales retenues sont petites (faible densite
modale), et si les modeles sont de dimensions moyennes. Pour la methode PMO et la methode de
perturbations, la largeur de 1'intervalle d'incertitude n'est pas critique (eUe n'influence pas trop Ie
temps de calcul), alors qu'eUe l)est pour la methode de ]\Ionte Carlo (nombre de tirages). Le lecteur
doit garder a 1 esprit que les temps de calcul peu vent varier considerablement avec les routines
utilisees et les caracteristiques des matrices (pleines, creuses...).
Resultats experimentaux: les temps de calcul sont evalues avec Ie modele du treilli. Les
simulations efFectuees font varier Ie nombre de variables d'entree. Le nombre de modes reten-us dans
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la base est 3. Les temps concernent Penergie cinetique specifique maximale pour les 25 premieres
frequences d'excitation (0 - 25 Hz). L''incertitude des parametres est 10%. Le temps de calcul de la


























Tableau 5.10: TreiUi, comparaison des temps de calc-al des rn.eth.odes de M^onte carlo, PMO et
perturbations pour 10% d'incertitiLde sur toutes les variables. Nombre de frequences: 25. Processeur
Pentium 200 MHz.
Comment aires concemant les methodes de pert-urbations: on ajuge utile de presenter les temps
de calcul des methodes de perturbations dans ce tableau meme si 1'energie cinetique specifique
maximale predite est souvent erronee. On a observe les points suivants:
• Les methodes de perturbations d'ordres 1 et 2 sont presque aussi rapides.
• Les methodes de perturbations d'ordres 1 et 2 sont un pe-u plus rapides que la methode PMO
d'ordre 1. EUes sont beaucoup plus rapides q-ue la methode P1VIO d'ordre 2.
Commentaires concernant la methode PM.O: pour la methode PM01 on observe une progression
lineaire du temps de calcul avec Ie nombre des variables. Cette tendance correspond au terme
n • (2N)3 de 1'equation (5.49). La methode d'ordre 2 demande un temps de calcul beaucoup
plus important que la methode d'ordre 1 pour plus de 3 variables, a cause de Palgorithme
d'optimisation iteratif SLP. Toutefois, Ie temps est reduit si on limite Ie nombre d'iterations. On
aurait a-ussi avantage a utiliser une routine compilee d une bibliotheque de programmes. La rapidite
de la methode PM^Ol decroit pen avec 1'augment ation de Pincertitude (avec 5 variables et 60%
d'incertitude, il faut 5.5 s.) tandis que la rapidite de la methode d'ordre 2 depend de Pincertitude
(to-ajouTS a cause de Palgorithme iteratif de programmation quadratique, SLP OTI SQP).
Enfin, les temps de calcul de la methode de Monte Carlo ne sent pas comparables aux temps des
autres methodes. Ce mauvais resultat est imputable au calc-u.1 des modes propres et a-ux nombreuses
boucles d'echantillonnage. Si 1 on pouvait utiliser 1 approximation des vecteurs propres et des valeurs
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propres dans cette methode, on pourrait faire chuter Ie temps de calcul.
5.5 Synthese de la nouvelle methode
Ce chapitre a valide la nouveUe methode en temps et en precision de la reponse maximale pour
deux modeles simples d elements finis. Les resultats montrent que la nouvelle methode predit la
reponse maximale en un temps ties reduit par rapport a, la methode de Monte Carlo. La rapidite
de la methode d approximation lineaire est comparable la rapidite des methodes de perturbations
(au nombre de modes pres), meme pour de fortes incertitudes. La precision de la methode PMO est
exceHente si 1'approximation des vecteurs propres et des valeurs propres est adequate. D'autre part,
la methode PMO est adaptee aux problemes de dynamique contenant des resonances, contrairement
a la methods de perturbations.
Q-uelques traits de la nouvelle methode sont expliques dans Ie memoire: en particulier, la
methode s'appuie sur 1 approximation polynomiale des valeurs propres et des vecteurs propres, ce
qui permet de stocker uniquement des coefficients. Cette technique augmente fortement la rapidite
de reconstruction de la base modale dans la boucle de frequence. Les simulations montrent aussi qu'il
existe une incoherence entre 1 approximation de meme ordre des vecteurs propres normalises et des
valeurs propres. U en resulte une prediction enonee de 1'energie cinetique specifiqne maximale. Pour
y remedier, la matrice d impedance modale n'est plus obteime par projection mais par remplissage
direct avec les cLpproximations des valeurs propres complexes S-U.T la diagonale.
Dans Petat actuel des trava-ux, la formulation lineaire de la nouveUe methode semble plus
interessante que les formulations quadratiques o-a d ordres superieurs pour des raisons essentielle-
ment numeriques: les algorithmes iteratifs d'optimisation utilises pour les fonctions et les con-
traintes non-lineaires ne sont pas toujours efficaces si ils sont appliques a des approximations plus
ou moins precises des modes propres. L autenr n a pu obtenir de meiUeTirs resultats avec une ap-
proxunation quadratique qu'avec une approximation lineaire des vecteurs et des frequences propres.
En conclusion, la prediction de la reponse serait amelioree si 1 on maitrisait mieux les procedes
d'approximation et de resolution (programmation lineaire, q-uadratiq-ue, etc...). Aux grandes





Dans ce travail, on a propose -une nouveUe methode pour predire 1 energie cinetique specifique
maximale d'une stmcture non couplee ou faiblement couplee (fluide leger). Les objectifs de la
recherche sont atteints:
• La structure du no-uvel algorithme est modulaire: les composantes principales d'un pro-
gramme d'elements finis s'inserent facilement dans I'orgamgramme. Un organigramme de
synthese presente 1 articulation possible entre certains programmes utilises au GAUS et la
methode PMO pour Ie calcul de la vitesse quadratique maximale: figure (6.1).
• L'energie cinetique specifique maximale est predite avec un temps tres reduit par rapport a
la methode de ]V[onte Carlo (plusieurs ordres de grandeur plus longue), dependamment du
nombre de parametres d'entree et de 1'incertit-ade des parametres. La rapidite de la methode
laisse entrevoir une application a, de gros modeles ou a des modeles comptant plusieurs dizaines
de parametres incertams. Toutefois, quelques ameliorations sont necessaires pour atteindre
cet objectif.
• L'energie cinetique specifique maximale est predite avec -une bonne precision par rapport a
la methode de Monte Carlo au mains pour de faibles incertitudes (5% a 10%) ou un faible
nombre de variables (1 a 4). Des valeurs d'lincertitudes plus elevees sont possibles, mais Ie
temps de calc-u.1 s'allonge en consequence et la precision chute. Un nombre de variables plus
grand est possible aussi, a condition que 1 approximation des modes propres soit satisfaisante.
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La methode est avantageuse pour les raisons suivantes:
• EUe est applicable a d'autres reponses, comme les deplacements et les contraintes (sous
toute reserve car 1'expression des contraintes est relativement complexe). L'etendue des
modifications a apporter est variable.
• EUe utilise des routines de calcul qui sont presentes dans la plupart des librairies d'optimisation:
voir par example les routines DLPRS, QPROG, BCLSF, BCONF, etc... de la librairie IMSL
[39] (1989). Ces routines sont d'-un niveau professionnel.
La methods PMO a quelques defauts:
• Une bonne approximation des vecteurs propres et des valeurs propres ne garantit pas q-ae
Penergie cinetique specifique maximale soit bonne sur toute la plage de frequences. Pour
ameliorer Ie resultat aux grandes incertitu.des, 1'ordre des polynomes d'approximation doit
etre Ie plus eleve possible, ce qui implique un cout mimerique important. Toutefois, une
alternative interessante semble etre 1'approximation multilineaire (par scms-domaines).
• La methode est associee a la decomposition modale de la reponse, or certains problemes ne
1'utilisent pas: les phenomenes transitoires ou les comportements hysteretiques. D'autre part
certaines reponses ne s'expriment pas facilement dans la base modale: la puissance rayonnee
par exemple. La methode n'est pas applicable a ces problemes sans modifications profondes.
• En pratique, la methode peut etre affectee par de fortes valeurs d'amortissement (chute de
precision) malgre la prise en compte de Pamortissement au niveau meme de la formulation.
C'est ce que revelent des simulations complement aires.
6.1 Perspectives
Les perspectives englobent deux points: d une part les parties du travail qui restent a eclaircir,
d'autre part les parties qui peuvent etre developpees. Les points a eclaircir sont les suivants:
• La faible variabilite des valeurs propres et des vecteurs propres avec les param.etres d entree
n'est pas demontree. La demonstration mathematique est ties complexe (peut-etre infais-
able) et depend beauco-up des parametres consideres. La demonstration experimentale exige
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de tester rigoureusement chaque propriete (module d'Young, proprietes de section, amortisse-
ment, raideur) sur un modele universel.
• La methode de projection directe suppose que la matrice d impedance modale est diagonale,
ce qui est vrai uniquement dans la base des vecteurs propres. La methode directe n'est plus
applicable dans une autre base, sauf modifications.
La suite du travail ouvre de nombreuses perspectives. On donne quelques pistes de recherche:
• L'etude de la reponse minimale de 1 energie cinetique specifique: I'algorithme qm donne
1'energie cinetique specifique maximale sert de base. Les modifications sont minimes.
• La methode d optimisation doit etre amelioree pour rechercher Ie maximum de la reponse:
par exemple, 1'information des gradients n'a pas ete exploitee a fond, ni I'information de
masse dans la decomposition modale. L auteur suggere d integrer la masse a la participation
dynamique au carre, de sorte que la fonction cout devienne \Tk\{^/m et non simplement \Tk\
(page 61).
• L'adaptation de la methode an probleme du rayonnement: a 1'origine, la nouveUe methode
devait s'inserer dans un cadre vibro-acoustique. Dans ce contexte, 11 est interessant de predire
la puissance rayonnee maximale par une struct-ure couplee a un fluide leger ou un fluide lourd
(matrice d'impedance non diagonale) en utilisant quelques idees directrices de la nouvelle
methode. Aim d'etablir un algorithme rapide et precis pour la puissance rayonnee maximale,
il faut d'abord identifier les termes a faible variabilite dans les equations (faible variabiUte
vis a vis des parametres d'entree). Ces termes sont approximes par des polynomes. Hs sont
1'equivalent des vecteurs propres et des valeurs propres de 1 energie cinetiq-ue specifique. La
seconde etape consiste a trouver un probleme d'optimisation simple permettant de trouver
rapidement Ie maximum de la puissance dans 1 espace des parametres d entree. La locaUsation
du maximum ne depend peut-etre pas de certains calculs (comme les integrations de surface),
aUegeant d'autant la programmation.
• L'algorithme de la methode PMO se prete bien a 1 hybridation avec des methodes plus
robustes ou plus rapides. On peut mentionner en particulier la methode de perturbations
lineaire, qui pourrait etre utilisee entre les resonances tandis que la methode PMO serait
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utilisee au voisinage des resonances. L'hybridation avec la methode de Monte Carlo est aussi
une solution pour augmenter la precision des resultats: apres avoir localise 1'emplacement
du maximum das 1'espace des parametres, 1'algorithme enclanche une methode locale de
tirages aleatoires (autour dn point trouve). Enfin, la methode PMO peut s'auto-corriger:
Papproximation lineaire peut-etre directement testee en simulant un autre point pour la
mettre en defaut et engager une methode quadratique (par exemple).
• L'algorithme de la methode PMO pent etre applique a des sous-domaines de 1'espace des
parametres. La technique est basee sur 1 approximation lineaire par morceaux de la reponse.
Un arrangement astucieux des points de simulations (pour approximer les vecteurs et valeurs
propres sur chaque sous-domaine) permet de reduire Ie temps consacre a la preparation
des donnees (hors boucle de frequences). L'algorithme est presente a la figure (6.2). Sous
cette forme 1'algorithme PMO est parallelisable, chaque so-us-domaine etant etudie par un
processeur different.
0-utre ces perspectives, Ie programme doit etre ecrit en FORTRAN pour d'autres elements que
des poutres en deux dimensions. On gagnera en vitesse et en souplesse, notamment au niveau de
1'interface avec des codes existants, comme GAUSVEM, code d'elements finis developpe par Ie




























Calcul des matrices [K] et |M|
(CAUSED
t
Calcul des vecteurs propres et





Calcul des matrices pK] et \M}
(GAUSEF)
Calcul de la vitesse
quadratique <v2(M)>
(HARMONIQUE)
Figure 6.1: Interaction modules externes d'elements finis / methode PMO. La figure se lit de haut
en bas po-ur respecter 1'ordre chronologique des operations.
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Variance de Penergie cinetique
specifique: calcul complet
A.l Reference
Cette annexe fait reference au chapitre 4, section intitulee ""Variance de 1'energie sur




+ lY^9vw>A..A.,+ 2^- ^ Qx,Qx,"^x^xj (A-1
t=l 5=1
A. 2 Premiere et ape: expression de la variance
La variance est Pesperance mathematique de 1'ecart quadratique des valeurs par rapport a la
moyenne, c'est a dire:
V[(v\M))] = E [{<r2(M)) - E[(^(M))]Y] (A.2)
Par consequent, il suffit de remplacer 1 expression de 1'energie cinetique specifique perturbee dans
Pequation de la variance. Ceci donne:









La soustraction des termes identiques laisse 1 expression suivante:











A.3 Deuxieme etape: developpement de 1'equation de variance
Ce developpement est technique. Le carre des sommes de 1'equation (A.4) se developpe en
















i=l j=l p=l q=l ^-^^-3















I ^^^^ 9V(Mo)) 32(^(Mo))
2^^^^ 9^i9x, 9^9x, ^x^XjE[^Xp^x, (A.5)
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L'application de 1'operateur esperance Ie plus externe donne:
y^w, - Y±^MOW^^^L-!Z-J Ox, 9x
4=1 J=l
+ 1 Y-Y-yy- 9V(Mo)) 9Y(Mo))^^^,_,_^.
+ 42-/2^2^2-. Q^QX," 9x.9x7 ^X^X^XP^\
t'=l j=l p=l q=l
n n n n
Y^^^Y^1 Y-V-V-V- Q2(v2(Mo)) Q2(/o2(Mo)) .+ ^EEEE" ^:0;/" ^7/5^.A^£[A^A^i
'p'
i=l j=l p=l q=l




_ ^^ 9WMg)} W^))^^^.- Z^Z. 9^ 9x,9x, "^XW^XP^\
t==l p=l g==l
n n n n_ ^2/,,2/^^\ ^2/..2/_ 1 Y-V-V-V- 3V(Mo)} ^^(^))£^.^-^^,_,;^Xi^Xj\J^[^Xp^Xq\ (^A.t2£^2-rz^z^ 9^Xj 9Xp9Xq
i=l j=1 p=l q=l
On fait maintenant 1'hypothese que la loi est symetrique (par exemple la loi normale ou la loi
uniforme). On a done:
E[^x,] = 0 (A.7)
E[^Xi^Xp^Xq] = 0 (A.8)
Compte term de (A.7) et (A.8), 1'equation (A.6) se simplifie:
nw - EE9TO))9TO))^^
^1 J=I t7'^ t/^
+ 1 y-y-y-y- a2^(Mo)} 3y(Mo))^^^^__^.
4 2^ 2^ Z. ^ a^,^, ' c^, £/L^^^^^^^gj
i=l j=l p=l g=l
n n n n ^l^2f^/r\\ ^)2/.,2/_ 1 ^^^^ 92{.2(Mo)} Q^Wl E^.^E\^^:.
ZZ^Z^Z^Z^ /^.^/ ^^^^ •• £/L^a;^^j^L^a;p^a;gj ^A.^
^ j^ ^ ^ ^i^j U-MpU-^q









. itt±±^9-^^^^ (A.U)-^^ip=igri ^^^J u^pu^q
On echange ensuite les indices muets de la fagon suivante:
3 ^ p
3 ^ q
pour obtenir, finalement, 1 expression du chapitre 4:
vww - EE9TO)>'TO)}£^.^
^1 'jzl u^^ u^3
. iEE§E™™^.,i^.,i
. ^Y.^^^M^ ^1=1 j=l p=l q==l
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Annexe B
Hybridation des methodes de
perturbation et de Monte Carlo:
calculs de la moyenne et variance
globales
B.l Reference et rappel du probleme
Cette annexe fait reference au chapitre 4, section intitulee "Complements sur la
methode de perturbations". L'hybridation est definie comme la prediction de la moyenne et de
la variance de la reponse au moyen des methodes de perturbations et de Monte Carlo. Pour des
raisons de simplicite, on considere 2 variables d entree x\ et x^. La premiere variable a;i est traitee
avec une methode de Monte Carlo, tandis que x^ est traitee avec une methode de perturbations.
Pour chaque tirage aleatoire i de a;i, note x^\ la reponse (v2(xw, x-z)) est developpee en serie de
Taylor autcmr de x^':
^,^ = M.^ . ^(^A, , ,m^^ (B.D
L'application des operateurs de la moyenne et de la variance a Pequation (B.l) produit deux
quantites q-ui sont la moyenne et la variance de 1 energie cinetique specifiqTie pour la valeur x\' du
premier parametre. On obtient autant de variances et de moyennes que de tirages aleatoires de la
variable x-j,. Soil nt Ie nombre de tirages de a;i. On note les moyennes et variances da zeme tirage
E[(v2(x^) ,x^))] et V[(v2(xw ,a;2))]- Le probleme est: trouver les expressions de la moyenne
globale et de la variance globale connaissant les moyennes et variances des tirages
aleatoires {i variant de 1 a nt).
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B.2 Calcul de la moyenne globale
Par definition, la moyenne globale est 1'integrale double suivante (cas continu), ou f^^} est la
densite de probabilite couplee de x\ et x^, et Aa;i et Aa;2 les intervaUes d'incertitude des variables:
E[(v2)]= I I (v2(x^x^))f^^(x^x^)dx^dx2 (B.2)
Aa;i J Aa;2
Comme les variables sont supposees independantes (independance statistique), on a:
E[(v2)]= I I (v2(x,,X2))h(x^)f^)dx^dx2 (B.3)
Aa;i J Aa;2
La simulation de Monte Carlo est un processus discret. Dans 1'equation precedente, 1'integrale s-ar
Ie domaine Aa?i (aussi note Jri au chapitre 4) se transforme en somme des reponses obtemies pour
chacune des nt simulations:
nt
^2)1 = ^E I /. (^)^2))/2(^)^2
nt^\ LJAa;2'
(B.4)
Pour simplifier Pecriture des expressions subsequentes, on adopte la notation suivante de 1'energie
cinetique specifique pour ch.aqu.e tirage i\
(^)i=(^\x,)) (B.5)
Or, par definition, la moyenne de Fenergie echantillonnee est donnee par:
E[(v2)i]= I (v2(x^\x,))f^x,)dx^ (B.6)
Aa;2
On reconnait cette expression dans Fequation (B.4). Par substitution, il vient fmalement 1'equation




B.3 Calcul de la variance globale
Ce calcul est un peu plus complexe. La definition de la variance adoptee pour les besoins de la
demonstration est la suivante:
V[(v2}] = E[((^})2] - E[{v\M))f (B.8)
Or, E [('u2)] est connu (section precedente), et:
^[«^))2]=/ / ^2(^2))2A(^)/2(^1^2 (B.9)
Aa;i J Aa;2
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On reconnait dans Fequation (B. 10) une expression faisant intervenir la variance de 1'energie
cinetique specifique ech.antiUonnee:
{v\x^, ^)>2/,(^)&2 = n^2).] - E[(v2)f (B.ll)
!Aa;2
Par consequent, en operant la substitution dans (B. 10), il vient:
nt
,2^2i _ J_ Y^ ) T7F//,,2\.1 _ pr/.,2\ 12£[«f2))2] = ^ E ^ ^[<1)2>.] - ^[<"2).]2 } (B.12)
i=l
et Ie resultat du chapitre 4 se deduit des equations (B.7), (B.12), et (B.8):
nt 1 _^ r -> 2 r -i 2
v t<"2)] - ^ Ev [<»2).] + ^ E fE W }'-{E [<u2)]}" (B-")
On voit en parfciculier que la variance globale n'est pas la moyenne des variances locales.
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Annexe C
Organisation des fichiers Matlab
C.l Introduction
Cette annexe decrit sommairement 1 organisation des programmes developpes par 1 a-ateur sur
IVIatlab (version 4.2). La disquette contenant toutes les routines est dispomble au departement de
genie mecanique de 1'Universite de Sherbrooke aupres de:
Lise Morency
Departement de genie mecanique,
Faculte des sciences appliquees,
Universite de Sherbrooke,
J1K 2R1 Sherbrooke, Quebec, Canada
Tel.: (819)-821-7812
Fax: (819)-821-7163
Convention typographique: les programmes de gestion d'executables out un nom qui commence
par la lettre "x".
C.2 Organisation globale
La figure (C.l) montre 1'organisation generale des programmes qui calculent 1'energie cinetique
specifique maximale. Le repertoire "IN" contient les j&chiers d'entree elements finis. Ces fichiers
contiennent egalement des informations sur 1 incertitude de chaque variable, sur la bande de
frequence, STIT les masses et raideurs ajoutees. Le repertoire "SRC" contient les fichiers sources
me.m pour la methode Monte Carlo, pmo.m pour la methode P1VEO, et p2.m pour la methode de
perturbations. Le programme xconfig.m s'occupe de deux chases:
• La gestion de Pexecution des programmes.
• L'initialisation des variables d'entree des programmes me.m, pmo.m et p2.m.
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Le programme xconfig.m contient la selection des variables incertaines parmi celles qui sont
declarees dans Ie repertoire "IN", Ie nombre de simulations de Monte Carlo, 1'ordre des approxima-
tions des methodes de pertnbations et PMO. La methode de perturbations dispose d'un repertoire
"BIN" particulier qui contient les derivees des matrices de raideur et de masse, ainsi que les derivees
des valeurs propres et des vecteurs propres. Le repertoire RESULTATS" contient les fichiers de sor-
tie des programmes me.m, pmo.m et p2.m: 1 energie cinetique specifique maximale par frequence,
Ie temps de calcul, les valeurs des parametres optimaux.
En plus de ces programmes, quelques routines permettent de calculer rapidement les frequences
propres (omega.m),les vecteurs propres (shape.m) et 1'energie cinetique specifique (v2.m) du modele
pour une combinaison particuliere des parametres (figure C.2). Les routines sont gerees par Ie
programme xsimple.m. Enfin, Ie programme xeigen.m permet d'etudier les vecte-ars propres et les
frequences propres en fonction d'un parametre particulier (figure C.3).
C.3 Sous-programmes communs
Les routines communes a tous les programmes principaux (me.m, pmo.m, p2.m, omega.m,
shape.m, v2.m, approxi.m) sont les suivantes:
• readin.m: lecture des fichiers d'entree treiUi.m ou portique.m.
• stiflf.m: generateur de la matrice de raideur elementaire dans Ie repere de 1'element. Pour des
poutres en flexion, la forme analytique de la matrice elementaire est connue.
• mass.m: generateur de la matrice de masse elementaire dans Ie repere de 1'element. Pour des
poutres en flexion, la forme analytique de la matrice elementaire est connue.
• trsgen.m: generateur de la matrice de passage du repere de 1'element au repere global. Le
result at est une matrice 6x6.
• trscor.m: transformation de la matrice elementaire du repere local au repere global.
• eigsort.m: calcul des vecteurs propres et des valeurs propres dans 1'ordre des valeurs propres
croissantes. Les valeurs propres sont normalisees par rapport a la masse.
Toutes ces routines sont placees dans Ie repertoire SRC.
C.4 Sous-programmes specifiques
Les routines particulieres du programme de perturbations p2.m sont les suivantes:
• pick.m: selectionne un vecteur propre et une valeur propre d un mode partic-ulier. Ce
programme permet de selectionner au-ssi les derivees de ce vecteur propre et de cette valeu.r
propre.
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• nelsonl.m: calcule la solution particTiliere {^k} de 1'equation (4.43) du chapitre 4, page (53).
Cette solution permet de calculer la derivee premiere du vecteur {^k}-
• nelson2.m: calcule la solution particuliere {0fc} de 1'eqnation (4.46) du chapitre 4, page (53).
Cette solution permet de calculer la derivee seconde du vecteur {^k}-
Les routines particulieres du programme pmo.m sont les suivantes:
• gen.m: genere un vecteur rempli de 0 et 1 avec une sequence bien definie. Par exemple,
gen(2,6) produit Ie vecteur suivant V(0, 0,1,1,0,0) (dimension de 6 et alternance de 0 et 1
toutes les 2 composantes).
• slpl.m: methode de programmation Uneaire pour resoudre 1'algorithme de la section (4.4.4)
du chapitre 4.
• slp2.m: methode de programmation quadratique pour resoudre 1 algorithme de la section
(4.4.4) du chapitre 4. L'algorithme SLP contenu dans slp2.m a ete specialement adapte aux
fonctions et contraintes quadratiq-ues.
Les routines particulieres du programme me.m sont les suivantes:
• to-base.m: permet d associer a chaque nouveUe simulation une combinaison de parametres
tires aleatoirement et ranges au. prealable dans des tableaux.
Le fonctionnement de to-base.m est Ie suivant: Ie compteur de simulations (cp<, par exemple),
Ie nombre n de parametres et Ie nombre nt de tirages par parametre sont passes en argument a
to-base.m. La fonction convertit cpt dans la base nt SUT n digits. Par exemple pour 3 tirages par
variable [nt = 3) et deux variables incertaines x\ et x^ {n = 2), on forme la suite des nombres
(00,01,02,10,11,12,20,21,22). Chaque valeur du compteur cpt est associee par Ie programme a
1 un des nombres de la suite. Ce nombre est compris entre 00 et 22 dans cet exemple. Le premier
chiffre indique queUe valeur aleatoire de x\ prendre dans Ie tableau des tirages aleatoires de x\, et
Ie second chiffre indique quelle valeur aleatoire de x^ prendre dans Ie tableau des tirages aleatoires
de x-2. Le tableau des tirages aleatoires est prepare a, 1'avance pour chaque variable.





































Figure C.3: Vecteurs et valeurs propres en fonction d'un parametre d entree: organisation des
repertoires de travail et contemi principal de ces repertoires.
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