

















































等人在《自然》杂志上发表的Mastering the game of Go without human knowledge一文。
AlphaGo Zero需要处理的问题是围棋问题，即在棋盘的交叉点上落子的问题。围
棋棋盘上总共有19×19=361个交叉点，每个点都有三种状态。在程序中，交叉点上的
白色子用 1表示，黑子用-1表示，无子用 0来表示。那么，用 s表现此时棋盘的状态，
即棋盘的状态向量记为 s，此时用公式[2]可表示为：
s=      ( )1,0, -1,…361 。
（1-1）
那么在状态s下，当可以落子时，下一步的落子向量a便将是一个361维的向量[2]，即
















































































fθ ( )s = ( )P, v 。 （2-1）
























应三个结果数值：先验概率P ( )s,a ，访问次数N ( )s,a 和行动价值Q ( )s,a 。每一次的
棋局模拟都以根状态作为开始，每次落子的结果均要进入最大化上限置信区间，其过
程可表示为[2]：
Q ( )s,a + U ( )s,a 。
其中，


















代 ( )i ≥ 1 。当MCTS搜索至随机步数 t时，πt = αθi - 1 ( )st ，其数据被存储为 st、πt、zt。
zt表示的是 t步的获胜者，即 zt = ±rT，其中 rT是在T步遇到双方都选择跳过、MCTS搜索
的评估值低于投降线或棋盘没有交叉点能够落子的情况下，AlphaGo Zero程序根据胜
负得到奖励 rT ∈ { }-1, +1 。MCTS搜索在第 t步使用的是前一次反馈的深度学习神经
网络 fθi - 1，并以πt的联合分布为根据对被存储的数据 ( )s,π, z 进行采样以训练网络参
数θi并进行再落子的决策。在此，深度学习算法与加强学习算法互相提供运行数据，
形成了进一步整理信息、提高统一性和条理性的基础。同时深度学习神经网络与
MCTS搜索并行训练参数θ，fθi ( )s = ( )P, v 将最大化Pt和πt的相似度，最小化 vt与 zt的
误差，与二者相关的损失函数[2]如下：























































































［1］康德 .纯粹理性批判（注释本）[M]. 李秋零，译 . 北京：中国人民大学出版社，2011：52.
［2］David Silver，J Schrittwieser. Mastering the game of Go without human knowledge[J]. Nature，
2017，550：354–359.
［3］康德 .未来形而上学导论[M]. 庞景仁，译 . 北京：商务印书馆，1978：42.
［4］康德 . 纯粹理性批判[M]. 邓晓芒，译 . 北京：人民出版社，2004：11.
［5］杨祖陶，邓晓芒 .康德《纯粹理性批判》指要[M].北京：人民出版社，2001.
［6］David Silver，Aja Huang. Mastering the game of Go with deep neural networks and tree search
[J]. Nature，2016，529：484–489.
（责任编辑 朱凯）
Deep Reinforcement Learning under Innate Comprehensive
Judgment: A Case Study of AlphaGo Zero
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Abstract：The emergence of deep reinforcement learning has led to many analogical reflections on human
thinking and artificial intelligence. AlphaGo Zero is a good example in the discussion that whether computers
have innate comprehensive knowledge. The transcendental perception in deep reinforcement learning is
reflected in the mathematics of computers, and the part about time corresponds to algebra in pure mathematics,
and the binary computing process reflects the synthesis of innate and experience. The transcendental
intellectuality in deep reinforcement learning is reflected in the process where AlphaGo Zero acquires Go
skills. Kant classified the transcendental intellectuality into three stages from simple to complex which
corresponds to the decision⁃making process from the basic to the comprehensive. The function calculations on
each unit, positive and negative feedback between functions and general intelligence that ultimately results in
decision⁃making embody the comprehensiveness of this procedure, both innate and empirical. However, it is
difficult to have prior rationality in deep reinforcement learning.
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