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1. Introduction
Let Ω be a bounded domain of RN , 2 < p < N and 2 < q < p∗ = NpN−p , q = p. The purpose of this article is to deal with
the problem⎧⎨
⎩
−pu − u + W (x)u + V (x)up−1 = b(x)uq−1 in Ω,
u  0 in Ω,
u = 0 on ∂Ω,
(PV ,W ,b)
where pu := div(|∇u|p−2∇u) is the p-Laplacian operator and W , V , b are coeﬃcients that possibly change sign or vanish
in parts of Ω . More generally, one may as well consider the problem⎧⎨
⎩
−pu − ru + W (x)ur−1 + V (x)up−1 = b(x)uq−1 in Ω,
u  0 in Ω,
u = 0 on ∂Ω,
(Q V ,W ,b)
with now W ∈ Lγr (Ω), 1 < r < p < N , and r < q < p∗ , q = p. By and large, our statements will be established for (PV ,W ,b),
but one could easily adapt them to (Q V ,W ,b).
Problems involving the operator −p − r have not drawn much attention so far. As already observed in [3,10], this
kind of problem arises in reaction–diffusion equations as
ut = ∇ ·
(
D(u)∇u)+ c(x,u),
where the diffusion coeﬃcient has the form D(u) = (|∇u|p−2 + |∇u|r−2). This is a model equation in plasma physics,
biophysics, solid states, etc. (see references in [3]), and its steady states lead one to consider the boundary value problem{−pu − ru = c(x,u) in Ω,
u = 0 on ∂Ω. (1.1)
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c(x,u) = λ f (x)uγ−1 − q(x)up−1 − w(x)ur−1,
where λ ∈ R, 1 < p < γ < r, γ < p∗ , q,w  0, and f allowed to change sign. By means of variational techniques, they
obtained existence and non-existence results for non-negative solutions according to the position of λ. Moreover, they also
established uniqueness of solutions when γ = 1. Recently, Sidiropoulos [10] obtained existence results for non-negative
solutions of (1.1) with
c(x,u) = a(x)uq−1 − b(x)us−1,
p < 2 = r, 1 < q, s < 2∗ , a possibly sign-changing and b  0. His approach is based on the Nehari manifold (or ﬁbering)
method, which we shall follow here as well. It should be noted that a class of operators including −p −r as a particular
case has been considered in [6,11,12]. For other works related to this operator we refer to [4,5].
As p > 2, W 1,p0 (Ω) is continuously embedded in H
1
0(Ω), so we choose it as the functional space to work in. We denote
by
• ‖u‖ := (∫
Ω
|∇u|p) 1p the usual norm in W 1,p0 (Ω).
• ‖u‖δ := (
∫
Ω
|u|δ) 1δ the usual norm in Lδ(Ω), for δ > 1.
We assume that b+ ≡ 0 and W , V ,b ∈ Lδ(Ω) with δ = γ2, γp, γq , respectively. Here γt is a real number satisfying γt > ( p∗t )′ ,
so that the embedding W 1,p0 (Ω) ⊂ Lt(γt )
′
(Ω) is compact for any 1< t < p∗ . Set
EV (u) :=
∫
Ω
(|∇u|p + V (x)|u|p) and B(u) :=
∫
Ω
b(x)|u|q
for u ∈ W 1,p0 (Ω) and
FW (u) :=
∫
Ω
(|∇u|2 + W (x)|u|2)
for u ∈ H10(Ω). By the above-mentioned embeddings, EV and FW are weakly lower semi-continuous on W 1,p0 (Ω), while B
is weakly continuous therein.
Solutions of (PV ,W ,b) are meant in the weak sense, viz. critical points of the energy functional
J (u) := 1
p
EV (u) + 1
2
FW (u) − 1
q
B(u), u ∈ W 1,p0 (Ω).
Throughout this work, we deal with two principal eigenvalues, denoted as follows:
• λ1(W ) is the ﬁrst eigenvalue of (− + W , H10(Ω)) and ψ1(W ) is the positive and L2-normalized eigenfunction associ-
ated to λ1(W ).
• λ1,p(V ) is the ﬁrst eigenvalue of (−p + V ,W 1,p0 (Ω)), more precisely, the ﬁrst eigenvalue of
−pu + V (x)|u|p−2u = λ|u|p−2u, u ∈ W 1,p0 (Ω)
and ϕ1,p(V ) is the positive and Lp-normalized eigenfunction associated to λ1,p(V ).
Let us recall that λ1(W ) and λ1,p(V ) are characterized variationally by
λ1(W ) =min
{
FW (u); u ∈ H10(Ω), ‖u‖2 = 1
}
, (1.2)
λ1,p(V ) =min
{
EV (u); u ∈ W 1,p0 (Ω), ‖u‖p = 1
}
. (1.3)
It is well known that these eigenvalues are simple, so that ψ1(W ) and ϕ1,p(V ) are uniquely determined. Recall also that if
Ω is smooth and W ∈ L∞(Ω) then ψ1(W ) ∈ C1(Ω) (see [8]), and consequently ψ1(W ) ∈ W 1,p0 (Ω).
Even though some of our results apply if either λ1(W ) > 0 or λ1,p(V ) > 0 or b is positive in Ω , we are mainly interested
in analyzing (PV ,W ,b) when all terms are indeﬁnite, namely, in the following situation:
b changes sign, λ1(W ) < 0 and λ1,p(V ) < 0.
The two latter conditions can only occur if W and V have a nontrivial negative part. In this sense, we complement the
results proved in [3].
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G± := {u ∈ W 1,p0 (Ω); G(u)≷ 0}, G0 := {u ∈ W 1,p0 (Ω); G(u) = 0}
and
G±0 := G± ∪ G0.
The Nehari manifold approach proves to be suitable for problems with indeﬁnite nonlinearities, as shown in [1,2,7], and
was employed in [9], where we investigated the problem⎧⎨
⎩
−pu + V (x)up−1 = λa(x)ur−1 + b(x)uq−1 in Ω,
u  0 in Ω,
u = 0 on ∂Ω,
(PV ,λ,a,b)
with 1< r < p < q < p∗ . Under some indeﬁnite type conditions on the operator u → −pu+ V (x)up−1 and the coeﬃcients
a, b, we carried out a detailed analysis of the associated functional on the underlying Nehari manifold so as to detect the
existence of multiple nontrivial solutions of (PV ,λ,a,b) if λ > 0 is small enough. For that matter, an important role was
played by the values
α(V ,b) := inf{EV (u); u ∈ W 1,p0 (Ω), ‖u‖p = 1, B(u) = 0},
α(V ,a) := inf
{
EV (u); u ∈ W 1,p0 (Ω), ‖u‖p = 1,
∫
Ω
a|u|r = 0
}
, (1.4)
and
d(V ,b) := inf{EV (u); u ∈ W 1,p0 (Ω); B(u) = 1}. (1.5)
Note that α(V ,b) λ1,p(V ) and equality holds if, and only if, ϕ1,p(V ) ∈ B0. Furthermore, d(V ,b) > 0 if λ1,p(V ) > 0.
When p < q, we may rewrite the equation in (PV ,W ,b) as
−pu + V (x)up−1 = u − W (x)u + b(x)uq−1
and handle it as a concave–convex type problem, with u−W (x)u and b(x)uq−1 playing the role of the concave and convex
parts, respectively. As a substitute of α(V ,a), we introduce
β(V ,W ) := inf{EV (u); u ∈ W 1,p0 (Ω), FW (u) 0, ‖u‖p = 1}.
Clearly β(V ,W ) > λ1,p(V ) if and only if ϕ1,p(V ) ∈ F+W . On the other hand, the smallness condition on λ shall be replaced
by the positivity (resp. negativity) of ρ+ (resp. ρ−), where
ρ± := inf
{
T±(u); u ∈ F∓W ∩ E±V ∩ B±, ‖u‖2 = 1
}
, (1.6)
T±(u) := FW (u) ± C1(p,q) (±EV (u))
q−2
q−p
(±B(u)) p−2q−p
(1.7)
is deﬁned for u ∈ F∓W ∩ E±V ∩ B± , and C1(p,q) := 2(q−p)(q+p−2)pq(q−2) ( p−2q−2 )
p−2
q−p . Note that ρ+  λ1(W ).
For the sake of clearness of notation, we will denote by αp(V ,b),dp(V ,b) the values deﬁned in (1.4) and (1.5), respec-
tively. As a matter of fact, when q < p we shall deal with
α2(W ,b) := inf
{
FW (u); u ∈ W 1,p0 (Ω), ‖u‖2 = 1, B(u) = 0
}
and
d2(W ,b) := inf
{
FW (u); u ∈ W 1,p0 (Ω); B(u) = 1
}
,
as well as
ρ˜+ := inf
{
T˜+(u); u ∈ F+W ∩ E+V ∩ B+, ‖u‖2 = 1
}
,
where
T˜+(u) := FW (u) − C˜1(p,q) B(u)
p−2
p−q
EV (u)
q−2
p−q
(1.8)
is deﬁned for u ∈ F+ ∩ E+ ∩ B+ and C˜1(p,q) = C1(p,q).W V
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Theorem 1.1.
(1) Let 2 < p < q. Assume that λ1,p(V ) < 0, λ1(W ) < 0, αp(V ,b) > 0, β(V ,W ) > 0, ρ− < 0 < ρ+ , and ϕ1,p(V ) ∈ B− . Then
(PV ,W ,b) has at least three nontrivial solutions.
(2) Let 2 < q < p. Assume that λ1,p(V ) < 0, λ1(W ) < 0, αp(V ,b) > 0, dp(V ,b) > 0, α2(W ,b) > 0, β(V ,W ) > 0, ρ˜+ < 0,
ψ1(W ) ∈ B− , and ϕ1,p(V ) ∈ B− . Then (PV ,W ,b) has at least three nontrivial solutions.
In the next section we study the structure of the Nehari manifold associated to (PV ,W ,b) and we ﬁnd out the subsets of
this one where we shall minimize J . The ﬁrst part of Theorem 1.1 is a combination of Propositions 2.4, 2.5, and 2.7, while
the second part follows from Propositions 2.10, 2.11, and 2.13. In Section 3 we show how Theorem 1.1 reads when V and
W are real parameters.
2. The Nehari manifold associated to (PV ,W ,b)
We aim at obtaining critical points of J by minimizing it on the underlying Nehari manifold. Let
N := {u ∈ W 1,p0 (Ω) \ {0}; 〈 J ′(u),u〉= 0},
which can also be written as
N = {u ∈ W 1,p0 (Ω) \ {0}; EV (u) + FW (u) − B(u) = 0}
= {tu ∈ W 1,p0 (Ω) \ {0}; j′u(t) = 0},
where ju(t) := J (tu) for t > 0. As is customary when treating indeﬁnite nonlinearities, we split N into several open parts.
Let
N ± := {tu ∈ N ; j′′u(t)≷ 0}
= {u ∈ N ; (q − p)EV (u)≶ (2− q)FW (u)}
= {u ∈ N ; (p − 2)EV (u)≷ (q − 2)B(u)}
and
N 0 := {tu ∈ N ; j′′u(t) = 0}
= {u ∈ N ; (q − p)EV (u) = (2− q)FW (u)}
= {u ∈ N ; (p − 2)EV (u) = (q − 2)B(u)}.
We set N ±,0 := N ± ∪ N 0.
It is well known that N \ N 0 is a C1 submanifold of W 1,p0 (Ω) and that every critical point of J constrained to N \ N 0
is actually a critical point of J (see e.g. [1, Th. 2.3]). We shall take advantage of this property and look for minimizers of J
in open subsets of N \ N 0. Lastly, if u is such a minimizer then so does |u|, providing a solution of (PV ,W ,b).
2.1. The case q > p
Throughout this subsection we assume that 2 < p < q. In order to split further N , we study the geometry of the mapping
ju according to the sign of EV , FW and B . Let us introduce the mappings
lu(t) := FW (u) + t p−2EV (u) − tq−2B(u)
and
ku(t) := (p − 2)EV (u) − (q − 2)tq−p B(u),
for t > 0. Set also C2(p,q) := q−pq−2 ( p−2q−2 )
p−2
q−p and
σ± := inf
{
S±(u); u ∈ F∓W ∩ E±V ∩ B±, ‖u‖2 = 1
}
,
where
S±(u) := FW (u) ± C2(p,q) (±EV (u))
q−2
q−p
(±B(u)) p−2q−p
,
is deﬁned for u ∈ F∓ ∩ E± ∩ B± .W V
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(1) C1(p,q) < C2(p,q), i.e. ρ+  σ+ and ρ−  σ− .
(2) If αp(V ,b) > 0 and dp(V ,b) > 0 then ρ+ > λ1(W ).
(3) Assume that σ+ > 0. Then, for every u ∈ F−W ∩ E+V ∩ B+ , there are 0 < t1(u) < t2(u) such that t1(u)u ∈ N + ∩ F−W ∩ E+V ∩ B+
and t2(u)u ∈ N − ∩ F−W ∩ E+V ∩ B+ . Moreover, N 0 ∩ F−W ∩ E+V ∩ B+ is empty.
(4) If σ− < 0 then N + ∩ F+W ∩ E−V ∩ B− and N − ∩ F+W ∩ E−V ∩ B− are non-empty. Moreover, N 0 ∩ F+W ∩ E−V ∩ B− ⊂ S+− .
(5) For every u ∈ F±W ∩ B± there is t1(u) > 0 such that t1(u)u ∈ N ∓ ∩ F±W ∩ B± .
Proof.
(1) It follows from the inequality
2(q − p)(q + p − 2)
pq(q − 2) <
q − p
q − 2 ,
which is a consequence of (p − 2)(q − 2) > 0.
(2) From the deﬁnition of dp(V ,b), we have EV (u) dp(V ,b)B(u)
p
q for every u ∈ B+ . Thus
EV (u)
q(p−2)
p(q−p)
B(u)
p−2
q−p
 dp(V ,b)
q(p−2)
p(q−p) .
Let
m := inf{EV (u); u ∈ B+0 , ‖u‖2 = 1}.
Since αp(V ,b),dp(V ,b) > 0, we have m > 0. Moreover, EV (u)
2
p m
2
p for every u ∈ B+0 such that ‖u‖2 = 1. Therefore,
EV (u)
q−2
q−p
B(u)
p−2
q−p
= EV (u)
q(p−2)
p(q−p)
B(u)
p−2
q−p
EV (u)
2
p  dp(V ,b)
q(p−2)
p(q−p)m
2
p > 0,
for every u ∈ F−W ∩ E+V ∩ B+ such that ‖u‖2 = 1. It follows that ρ+ > λ1(W ).
(3) Let u ∈ F−W ∩ E+V ∩ B+ . There holds j′u(t) = tlu(t) and l′u(t) = t p−3ku(t). Moreover, ku(t) = 0 if and only if t = t0(u), where
t0(u) :=
(
(p − 2)EV (u)
(q − 2)B(u)
) 1
q−p
,
i.e. t0(u) is a global maximum point of lu . A simple computation provides
lu
(
t0(u)
)= FW (u) + C2(p,q) EV (u)
q−2
q−p
B(u)
p−2
q−p
= S+(u).
Since σ+ > 0, it follows that lu(t0(u)) > 0. Therefore, there are t1(u) < t0(u) < t2(u) such that
j′u
(
t1(u)
)= 0< j′′u(t1(u)) and j′u(t2(u))= 0> j′′u(t2(u)).
Assume now that u ∈ N 0. Then
B(u) = FW (u) + EV (u)
and
EV (u) = q − 2
p − 2 B(u) =
2− q
q − p FW (u),
so that B(u) = 2−pq−p FW (u). Hence
S+(u) = FW (u) + C2(p,q)
(
q − 2
p − 2
) q−2
q−p
B(u)
=
[
1+ C2(p,q)
(
q − 2
p − 2
) q−2
q−p 2− p
q − p
]
FW (u) = 0,
which is contrary to σ+ > 0.
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lu
(
t0(u)
)= FW (u) − C2(p,q) (−EV (u))
q−2
q−p
(−B(u)) p−2q−p
= S−(u).
Thus, if σ− < 0 then we can ﬁnd u ∈ F+W ∩ E−V ∩ B− and t1(u) < t0(u) < t2(u) such that j′u(t1(u)) = 0 > j′′u(t1(u)) and
j′u(t2(u)) = 0 < j′′u(t2(u)). Furthermore, if u ∈ N 0 ∩ F+W ∩ E−V ∩ B− , then
S−(u) =
[
1− C2(p,q)
(
q − 2
p − 2
) q−2
q−p 2− p
q − p
]
FW (u) = 2FW (u) > 0,
i.e. u ∈ S+− .
(5) If u ∈ F±W ∩ B± then it is clear that lu(t) ≷ 0 for t small enough and lu(t) → ∓∞ as t → ∞, so that lu(t) vanishes at
least once (actually it does exactly once). 
Lemma 2.2. If αp(V ,b) > 0 then N ∩ E−V and N + are bounded.
Proof. Assume that un ∈ N and ‖un‖ → ∞. Let vn := un‖un‖ . Since it is bounded, we may assume that vn ⇀ v0, B(vn) →
B(v0) and EV (vn), FW (vn) are bounded. From B(un) = EV (un) + FW (un), it follows that
B(vn) = EV (vn)‖un‖q−p +
FW (vn)
‖un‖q−2 . (2.1)
Thus B(v0) = 0. If, in addition, un ∈ E−V then v0 ∈ E−V ,0. Moreover, v0 ≡ 0, since otherwise EV (v0) = 0  limsup EV (vn),
which implies that vn → v0. This would contradict ‖vn‖ = 1. Therefore v0 ≡ 0 and v0 ∈ B0∩ E−V ,0, which yields αp(V ,b) 0,
a contradiction. Now, if un ∈ N + then EV (un) < 2−qq−p FW (un), so that
EV (vn) <
2− q
q − p
FW (vn)
‖un‖p−2 → 0,
and we get again v0 ∈ B0 ∩ E−V ,0. 
Lemma 2.3.
(1) If ρ± ≷ 0 then infN∓∩F∓W ∩E±V ∩B± J ≷ 0.
(2) If αp(V ,b) > 0 and ρ+ > 0 then any sequence that minimizes J in a subset of N − is bounded. If, in addition, dp(V ,b) > 0, then
infN−∩F+W ∩B+ J > 0.
(3) If αp(V ,b) > 0 and β(V ,W ) > 0 then infN−∩F+W ∩E−V ∩B− J > 0.
Proof.
(1) If u ∈ N ∓ ∩ F∓W ∩ E±V ∩ B± then t2(u) = 1 and J (u) = ju(1) ≷ ju(t0(u)). After a simple computation, we ﬁnd that
ju(t0(u)) = t0(u)22 T±(u), where T± is deﬁned in (1.7). Thus, according to (1.6), the conclusion follows.
(2) If u ∈ N − then EV (u) > 2−qq−p FW (u), so that
J (u) = q − p
pq
EV (u) + q − 2
2q
FW (u) >
(q − 2)(p − 2)
2pq
FW (u) > 0 (2.2)
if, in addition, u ∈ F+W . Thus J > 0 in N − ∩ F+W . By the previous item, we infer that J is positive in N − . Let un minimize
J in some subset of N − . If un is unbounded, we set vn := un‖un‖ , and we can assume that vn ⇀ v0, B(vn) → B(v0), and
EV (vn), FW (vn) are bounded. By (2.1), we have that v0 ∈ B0. On the other hand, as J (un) is bounded and
q − p
pq
EV (un) = J (un) − q − 2
2q
FW (un),
we get
q − p
pq
EV (vn) = J (un)‖un‖p −
q − 2
2q
FW (vn)
‖un‖p−2 → 0.
Thus v0 ∈ E−V ,0 and one can prove again that v0 ≡ 0, which yields αp(V ,b) 0, a contradiction. So the ﬁrst assertion is
proved.
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and EV (un) is bounded. By (2.2), we know that lim inf EV (un) 0, so that u0 ∈ E−V ,0. Moreover, since un ∈ B+ , we get
u0 ∈ B+0 . We claim that u0 ≡ 0, which contradicts αp(V ,b),dp(V ,b) > 0. If u0 ≡ 0 then EV (u0)  limsup EV (un), i.e.,
un → 0. We set vn := un‖un‖ and assume that vn ⇀ v0. Since un ∈ N − , there holds
EV (un) <
q − 2
p − 2 B(un),
and consequently
EV (vn) <
q − 2
p − 2‖un‖
q−p B(vn) → 0.
Then, v0 ∈ B+0 ∩ E−V ,0 and v0 ≡ 0 since ‖vn‖ = 1. Once again, this is contrary to the assumptions αp(V ,b) > 0 and
dp(V ,b) > 0. Thus the second assertion is proved.
(3) Assume that J (un) → 0 and un ∈ N − ∩ F+W ∩ E−V ∩ B− . By Lemma 2.2 we may assume that un ⇀ u0. Hence u0 ∈ E−V ,0.
From (2.2), it follows that FW (un) → 0, so that FW (u0) 0. We claim that u0 ≡ 0, so that β(V ,W ) 0, a contradiction.
If u0 ≡ 0 then EV (u0) limsup EV (un), i.e. un → 0. We set again vn := un‖un‖ and assume that vn ⇀ v0. From
FW (un) = B(un) − EV (un)
we get
FW (vn) = ‖un‖q−2B(vn) − ‖un‖p−2EV (vn) → 0,
so that v0 ∈ F−,0W . Moreover, since ‖vn‖ = 1, we have v0 ≡ 0. This yields once again β(V ,W ) 0. Therefore
inf
N−∩F+W ∩E−V ∩B−
J > 0. 
Proposition 2.4. If ρ+ > 0, αp(V ,b) > 0, and dp(V ,b) > 0 then J achieves its inﬁmum in N − ∩ E+V ∩ B+ , which is positive.
Proof. Let u ∈ E+V ∩ B+ . By Lemma 2.1, if u ∈ F+W ,0 then there exists t1(u) > 0 such that t1(u)u ∈ N − ∩ E+V ∩ B+ . If u ∈
F−W then, as ρ+ > 0, we know that σ+ > 0, so that there are t1(u) < t2(u) such that t1(u)u ∈ N + ∩ F−W ∩ E+V ∩ B+ and
t2(u)u ∈ N − ∩ F−W ∩ E+V ∩ B+ . Thus, either way, there exists t(u) > 0 such that t(u)u ∈ N − ∩ E+V ∩ B+ , i.e., N − ∩ E+V ∩ B+ is
non-empty. Note also, by Lemma 2.3, that J (u) > 0 for u ∈ N − ∩ E+V ∩ B+ , so that t = 1 is a global maximum point of jun
for every n. In addition,
inf
N−∩E+V ∩B+
J > 0
and any sequence minimizing J in N − ∩ E+V ∩ B+ is bounded. Let un be such a sequence. We may assume that un ⇀ u0
and B(un) → B(u0). From
J (un) = 2− p
2p
EV (un) + q − 2
2q
B(un),
we infer that
q − 2
2q
B(un) J (un),
i.e. u0 ∈ B+ . Since dp(V ,b) > 0, there holds u0 ∈ E+V . Consequently, there exists t(u0) > 0 such that t(u0)u0 ∈ N − ∩ E+V ∩ B+ .
Assume now that un  u0. Then
J
(
t(u0)u0
)= ju0(t(u0))< lim inf jun(t(u0)) lim inf jun(1) = lim J (un),
and we obtain a contradiction. Therefore un → u0, so that J (u0) = lim J (un). Lastly, by Lemma 2.1, we have u0 ∈ N − . 
Proposition 2.5. If σ+ > 0 > λ1(W ), αp(V ,b) > 0, and β(V ,W ) > 0 then J achieves its inﬁmum in N + ∩ F−W ∩ E+V , which is
negative.
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and 2.2, N + ∩ F−W ∩ E+V is non-empty and bounded. Moreover, it is easily seen that J is negative therein. Let un ∈ N + ∩
F−W ∩ E+V be a minimizing sequence for J . As un is bounded, we can assume that un ⇀ u0. Since J (u0) < 0, we know that
u0 ≡ 0. From
q − 2
2q
FW (un) = J (un) − q − p
pq
EV (un)
it follows that FW (u0) < 0, i.e. u0 ∈ F−W . Thus, from β(V ,W ) > 0 we conclude that u0 ∈ F−W ∩ E+V . Assume by contradiction
that un  u0. If u0 ∈ B−0 then there exists t1(u0) such that t1(u0)u0 ∈ N + ∩ F−W ∩ E+V and t1(u0) is a global minimum point
for ju0 . So
J
(
t1(u0)u0
)= ju0(t1(u0)) ju0(1) < lim inf jun(1) = lim J (un), (2.3)
which is clearly a contradiction. If u0 ∈ B+ then there are t1(u0) < t2(u0) such that
t1(u0)u0 ∈ N + ∩ F−W ∩ E+V and t2(u0)u0 ∈ N − ∩ F−W ∩ E+V .
In particular, ju0(t1(u0)) ju0(t) for t  t2(u0). If un  u0, then
ju0(t) < jun(t) and j
′
u0(t) < j
′
un(t)
for every t > 0 and n large enough. Hence 0 = j′u0(t2(u0)) < j′un (t2(u0)) for n large enough, so t2(u0) > 1. Therefore (2.3)
still holds. We conclude that un → u0. Finally, by Lemma 2.1 we have u0 ∈ N + , viz., u0 realizes the inﬁmum of J in
N + ∩ F−W ∩ E+V ∩ B+ . 
Let us note that αp(V ,b) > 0, β(V ,W ) > 0 and dp(V ,b) > 0 whenever λ1,p(V ) > 0 and that ρ+ > 0 and σ+ > 0 when-
ever λ1(W ) > 0. Note also, by [9, Lemma 5.6], that dp(V ,b) > 0 if λ1(V ) < 0 < αp(V ,b) and ϕ1,p(V ) ∈ B− . This allows us
to analyze the above results according to the sign of λ1,p(V ) and λ1(W ):
Corollary 2.6.
(1) If λ1,p(V ) > 0 and λ1(W ) > 0 then there exists u0 such that
J (u0) = min
N−∩E+V ∩B+
J > 0.
Moreover, u0 is a nontrivial solution of (PV ,W ,b).
(2) If λ1,p(V ) > 0 > λ1(W ) and σ+ > 0 then there exists u1 such that
J (u1) = min
N+∩F−W ∩E+V
J < 0.
Moreover, u1 is a nontrivial solution of (PV ,W ,b).
(3) If λ1,p(V ) > 0 > λ1(W ) and ρ+ > 0 then there are u0 , u1 such that
J (u0) = min
N−∩E+V ∩B+
J > 0 > min
N+∩F−W ∩E+V
J = J (u1).
Moreover, u0 , u1 are nontrivial solutions of (PV ,W ,b).
We now obtain a minimizer of J on a subset of N ∩ E−V :
Proposition 2.7. If αp(V ,b) > 0 > λ1,p(V ), β(V ,W ) > 0 > ρ− and ϕ1,p(V ) ∈ B− then J achieves its inﬁma in N + ∩ F+W ∩
E−V ∩ B− , which is negative.
Proof. Since β(V ,W ) > 0 and λ1,p(V ) < 0, we know that ϕ1,p(V ) ∈ F+W ∩ E−V ∩ B− . The assumption ρ− < 0 implies that
N + ∩ F+W ∩ E−V ∩ B− is non-empty. By Lemma 2.2, this set is bounded and, by Lemma 2.3
inf
N+∩F+W ∩E−V ∩B−
J < 0.
Let un ∈ N + ∩ F+W ∩ E−V ∩ B− minimize J . We may assume that
un ⇀ u0 ≡ 0, B(un) → B(u0) 0 and EV (u0) lim inf EV (un) 0.
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EV (un) = B(un) − FW (un) B(un)
we get EV (u0)  B(u0), i.e. u0 ∈ E−V . Furthermore, as β(V ,W ) > 0, we must have u0 ∈ F+W . On the other hand, since
J (u0) < 0, we have ju0(1) < 0. Hence there are 0< t1(u0) < t2(u0) such that t1(u0)u0 ∈ N − ∩ F+W ∩ E−V ∩ B− and t2(u0)u0 ∈
N + ∩ F+W ∩ E−V ∩ B− . Moreover, t2(u0) is a global minimum point of ju0 . If un  u0 then
J
(
t2(u0)u0
)= ju0(t2(u0)) ju0(1) < lim inf jun(1) = lim inf J (un).
Therefore un → u0 and J (un) → J (u0). Lastly, since lu0 has a negative global minimum, it follows that S−(u0) < 0. From
Lemma 2.1, we get u0 /∈ N 0, i.e. u0 ∈ N + . 
2.2. The case q < p
Let us consider now (PV ,W ,b) with 2 < q < p. We shall make some modiﬁcations with respect to the previous case.
Whenever u ∈ E±V ∩ B± , let t0(u) := ( (q−2)B(u)(p−2)EV (u) )
1
p−q . If u ∈ F+W ∩ E+V ∩ B+ , one can show that ju(t0(u)) = t0(u)
2
2 T˜+(u),
where T˜+ is deﬁned in (1.8). So, in a similar way as Lemma 2.3(1), there holds:
Lemma 2.8. If ρ˜+ < 0 then N + ∩ F+W ∩ E+V ∩ B+ is non-empty and
inf
N+∩F+W ∩E+V ∩B+
J < 0.
Lemma 2.9.
(1) If β(V ,W ) > 0 then N ∩ F−W is bounded.
(2) If αp(V ,b) > 0 then N − ∩ B+ is bounded.
(3) If αp(V ,b) > 0 and dp(V ,b) > 0 then N ∩ B+ is bounded.
Proof.
(1) If un ∈ N and ‖un‖ → ∞ then
EV (vn) = B(vn)‖un‖p−q −
FW (vn)
‖un‖p−2 ,
where vn := un‖un‖ . Thus we may assume that vn ⇀ v0 and B(vn), FW (vn) are bounded, so that EV (v0) 0. In addition,
v0 ≡ 0 and, if un ∈ F−W , we get v0 ∈ F−W ,0, which is contrary to β(V ,W ) > 0.
(2) If un ∈ N and ‖un‖ → ∞ then, by the previous argument, we still have EV (v0) 0. Now, since un ∈ N − , there holds
B(vn) <
p − 2
p − q
FW (vn)
‖un‖q−2 → 0,
viz. v0 ∈ B−0 . Thus, if moreover un ∈ B+ , we get B(v0) = 0. As v0 ≡ 0, we ﬁnd that αp(V ,b) 0.
(3) If un ∈ N and ‖un‖ → ∞ then, once again EV (v0) 0. Moreover, un ∈ B+ provides v0 ∈ B+0 , so that either αp(V ,b) 0
or dp(V ,b) 0. 
Proposition 2.10. Assume that λ1(W ) < 0, β(V ,W ) > 0, α2(W ,b) > 0 and ψ1(W ) ∈ B− . Then J achieves its inﬁmum in N + ∩
F−W ∩ E+V ∩ B− , which is negative.
Proof. Since λ1(W ) < 0 and β(V ,W ) > 0 we have ϕ1(W ) ∈ F−W ∩ E+V ∩ B− , it follows that N + ∩ F−W ∩ E+V ∩ B− is non-empty.
By Lemma 2.9, we know that N ∩ F−W is bounded. Moreover, it is clear that
inf
N+∩F−W ∩E+V ∩B−
J < 0.
Let un ∈ N + ∩ F−W ∩ E+V ∩ B− be a minimizing sequence for J . We may assume that un ⇀ u0 ≡ 0 and B(un) → B(u0). From
α2(W ,b) > 0 we infer that u0 ∈ B− . On the other hand, un ∈ N + yields FW (un) < p−qp−2 B(un), so that u0 ∈ F−W . Finally,
β(V ,W ) > 0 provides u0 ∈ E+V . Thus ju0 has a global minimum point t1(u0) such that t1(u0)u0 ∈ N + ∩ F−W ∩ E+V ∩ B− . If
un  u0 then we can proceed as in the proof of Proposition 2.5 to ﬁnd a contradiction. To conclude the proof, if u0 ∈ N0
then either ju0(t) → −∞ as t → ∞ or ju0 would have another critical point besides t1(u0), but this is clearly impossible.
Therefore the inﬁmum of J in N + ∩ F−W ∩ E+V ∩ B− is achieved at u0. 
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E+V ∩ B+ , which is negative.
Proof. From αp(V ,b) > 0, dp(V ,b) > 0, we know that N ∩ B+ is bounded, while, from ρ˜+ < 0 and Lemma 2.8, that
N + ∩ F+W ∩ E+V ∩ B+ is non-empty and
inf
N+∩F+W ∩E+V ∩B+
J < 0.
Let un ∈ N + ∩ F+W ∩ E+V ∩ B+ be a minimizing sequence for J . We can assume that un ⇀ u0. Hence, from
q − p
pq
B(un) = J (un) + 2− p
2p
FW (un)
we get u0 ∈ B+ . Since dp(V ,b) > 0 and d2(W ,b) > 0, we infer that u0 ∈ F+W ∩ E+V . As J (u0) < 0, there are t1(u0) < t2(u0)
such that t2(u0) ∈ N + ∩ F+W ∩ E+V ∩ B+ and t2(u0) is a global minimum point of ju0 . We can prove that un  u0 leads us
to a contradiction as in the proof of Proposition 2.7 and that u0 ∈ N + . 
Lemma 2.12.
(1) J is positive in N − ∩ F+W .
(2) If β(V ,W ) > 0 then every sequence that minimizes J in N − ∩ E−V ∩ F+W is bounded and infN−∩E−V ∩F+W J > 0.
Proof.
(1) In N − ∩ F+W one has EV (u) < q−2p−q FW (u), and thus
J (u) = q − p
pq
EV (u) + q − 2
2q
FW (u) >
(q − 2)(p − 2)
2qp
FW (u) > 0. (2.4)
(2) By the previous item, J is bounded below in N − ∩ F+W ∩ E−V . Let un be a minimizing sequence for J therein. If un is
unbounded, setting vn := un‖un‖ , from (2.4) it follows that
0 <
(q − 2)(p − 2)
2qp
FW (vn) <
J (un)
‖un‖2 → 0.
As vn is bounded, we can assume that vn ⇀ v0 and
FW (v0) lim inf FW (vn) = 0.
On the other hand, vn ∈ F+W , so FW (v0) = 0. If v0 ≡ 0 then EV (v0) = 0 limsup EV (vn), i.e. vn → v0, which contradicts‖vn‖ = 1. Thus v0 ≡ 0, and consequently we obtain β(V ,W ) 0, which is a contradiction. Therefore un is bounded and
we can assume that un ⇀ u0. Assume now that J (un) → 0. Again from (2.4), we get FW (un) → 0. So FW (u0)  0. If
u0 ≡ 0 then, since un ∈ E−V , we infer that un → 0. Setting vn := un‖un‖ and assuming that vn → v0, we ﬁnd that
FW (vn) = ‖un‖q−2B(vn) − ‖un‖p−2EV (vn) → 0,
viz. FW (v0) 0. One can show again that v0 ≡ 0, so we get a contradiction as before. Hence u0 ≡ 0 and we ﬁnd again
β(V ,W ) 0. Therefore
inf
N−∩E−V ∩F+W
J > 0. 
Proposition 2.13. If λ1,p(V ) < 0, β(V ,W ) > 0, αp(V ,b) > 0 and ϕ1(V ) ∈ B− then J achieves its inﬁmum in N − ∩ E−V ∩ F+W ∩ B− ,
which is positive.
Proof. From λ1,p(V ) < 0 and β(V ,W ) > 0 it follows that ϕ1(V ) ∈ F+W , so we infer that N − ∩ E−V ∩ F+W ∩ B− is non-empty.
Let un be a minimizing sequence for J in N − ∩ E−V ∩ F+W ∩ B− . By Lemma 2.12, we know that un is bounded and J (un) c
for some c > 0. We may assume that un ⇀ u0 ≡ 0. The assumption β(V ,W ) > 0 yields u0 ∈ F+W . If EV (u0) = 0 then
un → u0. On the other hand, as un ∈ N there holds EV (un) = B(un) − FW (un), so that B(un), FW (un) → 0, i.e. B(u0) = 0.
Thus αp(V ,b) 0, and we get a contradiction. Hence u0 ∈ E−V . The condition αp(V ,b) > 0 provides then u0 ∈ B− . Conse-
quently, there exists t1(u0) > 0 such that t1(u0)u0 ∈ E− ∩ F+ ∩ B− . If un  u0 thenV W
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(
t1(u0)
)
< lim inf jun
(
t1(u0)
)
 lim inf jun(1) = infN−∩E−V ∩F+W ∩B−
J ,
which is impossible. Therefore un → u0. Finally, arguing as in the proof of Proposition 2.10, we conclude that u0 ∈ N − . Thus
J (u0) = infN−∩E−V ∩F+W ∩B− J . 
3. A two parameters problem
We now consider (PV ,W ,b) when V and W are constant, let say V ≡ −λ and W ≡ −μ:⎧⎨
⎩
−pu − u − λup−1 − μu = b(x)uq−1 in Ω,
u  0 in Ω,
u = 0 on ∂Ω.
(Pλ,μ,b)
Let us denote respectively by (λ1,p,ϕ1,p) and (μ1,ψ1) the principal eigenpairs of (−p,W 1,p0 (Ω)) and (−, H10(Ω)),
i.e.
λ1,p = ‖ϕ1,p‖p = inf
{‖u‖p; u ∈ W 1,p0 (Ω), ‖u‖p = 1},
and
μ1 = ‖∇ψ1‖22 = inf
{‖∇u‖22; u ∈ H10(Ω), ‖u‖2 = 1}.
Note that αp(0,b) > λ1,p if ϕ1,p ∈ B− . Let
β(μ) :=min{‖u‖p; ‖∇u‖22 − μ‖u‖22  0, ‖u‖p = 1},
whenever μ > μ1. Note that β(μ)  λ1,p and this inequality is strict if μ <
‖∇ϕ1,p‖22
‖ϕ1,p‖22
and ϕ1,p is not an eigenfunction of
(−, H10(Ω)).
3.1. The case p < q
Let us ﬁrst consider (Pλ,μ,b) with p < q. Set
σ 0+(λ) := inf
{
‖∇u‖22 + C2(p,q)
(‖u‖p − λ‖u‖pp)
q−2
q−p
B(u)
p−2
q−p
; ‖u‖2 = 1, u ∈ B+, ‖u‖
p
‖u‖pp
> λ
}
and
ρ0+(λ) := inf
{
‖∇u‖22 + C1(p,q)
(‖u‖p − λ‖u‖pp)
q−2
q−p
B(u)
p−2
q−p
; ‖u‖2 = 1, u ∈ B+, ‖u‖
p
‖u‖pp
> λ
}
.
Arguing as in the proof of Lemma 2.1(2), one can show that if λ < αp(0,b) and ϕ1,p ∈ B− then μ1 < ρ0+(λ) σ 0+(λ).
We now check how the assumptions of Propositions 2.4, 2.5 and 2.7 read when V ≡ −λ and W ≡ −μ. First of all, if
ϕ1,p ∈ B− then αp(0,b) > λ1,p and thus αp(−λ,b) > 0 and dp(−λ,b) > 0 for λ < αp(0,b). Moreover, μ < σ 0+(λ) (resp.
μ < ρ0+(λ)) implies σ+ > 0 (resp. ρ+ > 0), while μ <
‖∇ϕ1,p‖22
‖ϕ1,p‖22
corresponds to ϕ1,p ∈ F+W , in which case β(−λ,−μ) > 0 for
λ < β(μ). Lastly, ψ1(W ) ∈ E+V is equivalent to λ < ‖ψ1‖
p
‖ψ1‖pp .
From Propositions 2.4 and 2.5 and the above remarks, we derive the following result:
Corollary 3.1. Assume that 2 < p < q, ϕ1,p ∈ B− and ϕ1,p is not an eigenfunction of (−, H10(Ω)).
(1) If either λ < αp(0,b) and μ < ρ0+(λ) or λ < min{αp(0,b), β(μ), ‖ψ1‖
p
‖ψ1‖pp } and μ1 < μ < min{σ
0+(λ),
‖∇ϕ1,p‖22
‖ϕ1,p‖22
} then (Pλ,μ,b)
has at least one nontrivial solution.
(2) If λ <min{αp(0,b), β(μ), ‖ψ1‖p‖ψ1‖pp } and μ1 < μ < min{ρ
0+(λ),
‖∇ϕ1,p‖22
‖ϕ1,p‖22
} then (Pλ,μ,b) has at least two nontrivial solutions.
In order to apply Proposition 2.7, we set
μ˜(λ) := ‖∇ϕ1,p‖
2
2
‖ϕ1,p‖22
− C1(p,q) (λ − λ1,p)
q−2
q−p
‖ϕ ‖2(−B(ϕ )) p−2q−p1,p 2 1,p
200 H. Ramos Quoirin / J. Math. Anal. Appl. 387 (2012) 189–200whenever λ > λ1,p and ϕ1,p ∈ B− . Thus T−(ϕ1,p) < 0 if μ˜(λ) < μ. Combining then Proposition 2.7 and Corollary 3.1, we
obtain:
Theorem 3.2. Assume that 2 < p < q, ϕ1,p ∈ B− and ϕ1,p is not an eigenfunction of (−, H10(Ω)). If λ1,p < λ < min{αp(0,b),
β(μ), ‖ψ1‖
p
‖ψ1‖pp } and max{μ1, μ˜(λ)} < μ < min{ρ
0+(λ),
‖∇ϕ1,p‖22
‖ϕ1,p‖22
} then (Pλ,μ,b) has at least three nontrivial solutions.
3.2. The case q < p
Recall that if ϕ1,p ∈ B− then there exists λ∗ > λ1,p such that αp(−λ,b) > 0 and dp(−λ,b) > 0 for λ < λ∗ . In the sequel,
we denote by μ2 the second eigenvalue of − and by ψ2 an L2-normalized eigenfunction associated to μ2.
Corollary 3.3. Assume that 2 < q < p and ψ1,ϕ1,p ∈ B− .
(1) If μ1 < μ < α2(0,b) and λ < β(μ) then (Pλ,μ,b) has at least one nontrivial solution.
(2) If μ <min{μ2,α2(0,b)} and λ < min{λ∗, ‖∇ψ2‖
p
p
‖ψ2‖pp } then (Pλ,μ,b) has at least one nontrivial solution.
(3) If μ <
‖∇ϕ1,p‖22
‖ϕ1,p‖22
and λ1,p < λ < min{β(μ),αp(0,b)} then (Pλ,μ,b) has at least one nontrivial solution.
Theorem 3.4. Assume that 2 < q < p, ψ1,ϕ1,p ∈ B− , and ϕ1,p is not an eigenfunction of (−, H10(Ω)). Then (Pλ,μ,b) has at least
three solutions if
μ1 < μ < min
{
μ2,α2(0,b),
‖∇ϕ1,p‖22
‖ϕ1,p‖22
}
and λ1,p < λ < min
{
β(μ),αp(0,b),
‖∇ψ2‖pp
‖ψ2‖pp
}
.
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