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SISTEMA DE CONTROL DE MOVIMIENTO SÍSMICO SEMI-
ACTIVO CON REDES NEURONALES EN PÓRTICOS EN 2D 
1. RESUMEN 
Esta investigación presenta una metodología de control sísmico semi-activo mediante redes 
neuronales artificiales para predecir la mejor disposición geométrica que se puede utilizar 
en una estructura plana debido a los efectos de una excitación sísmica predeterminada. El 
objetivo final de esta disposición es evitar la resonancia entre la estructura y el sismo 
causada por una similitud de frecuencias entre ambas partes. El estudio se realiza a pórticos 
de acero estructural de varios niveles, de 1 a 10 pisos. 
Los resultados obtenidos de las redes neuronales artificiales (RNA) determinan el área y la 
ubicación de las riostras en la estructura iniciando el funcionamiento del sistema de control 
sísmico semi-activo que ejecuta la decisión calculada y cambia el comportamiento 
estructural del pórtico mediante riostras que se activan o se desactivan con un mecanismo 
de amortiguadores magnetoreológicos. 
Palabras claves: control sísmico semi-activo; redes neuronales artificiales; resonancia; 
respuesta estructural; amortiguadores magnetoreológicos. 
 
2. ABSTRACT 
This master thesis presents a methodology of semi-active seismic control using artificial 
neural networks to predict the best structural arrangement that can be used on a portal 
frame structure, due to the effects of a predetermined seismic excitation. The final objective 
of this arrangement is to avoid the resonance between the structure and the earthquake 
caused by a frequency similarity between both parts. The study will be carried out on multi-
stories structural steel frames structures, from 1 to 10 floors. 
The results obtained from artificial neural networks (ANN) determine the area and the 
location of the braces in the structure, starting the operation of the semi-active seismic 
control that executes the calculated decision and changes the structural behavior of the 
frame structure through braces that are activated or deactivated with a mechanism of 
magnetorheological dampers. 
Keywords: semi-active seismic control, artificial neural networks, resonance, structural 




La ingeniería civil es un área del conocimiento que está en constante actualización y 
desarrollo de metodologías y teorías que permitan resolver problemáticas comunes a esta 
disciplina. En los últimos años, con la última actualización del reglamento que rige el 
análisis, el diseño y la construcción de estructuras en nuestro país, el NSR-10 (AIS, 2010), 
se ha dado una importancia relevante al estudio de los efectos causados por los 
movimientos sísmicos y su interacción con las estructuras, para garantizar su correcto 
funcionamiento. 
El título A del NSR-10 presenta los requisitos generales de diseño y construcción sismo-
resistente, y explica los parámetros involucrados en el análisis sísmico, como aceleración 
pico efectiva, coeficientes de amplificación y de importancia, tipo de suelo, y perfil 
estratigráfico, entre otros, que permiten la constitución de un espectro sísmico (ya sea de 
aceleración, de velocidad o desplazamiento) como una representación de los impactos que 
los eventos sísmicos producen en el suelo y se transmiten hacia la estructura en análisis. 
Una herramienta que se puede utilizar para el desarrollo de modelos que permitan encontrar 
un patrón de comportamiento de respuesta de las estructuras debido a un sismo es la 
estadística. Algunas de las variables de interés pueden ser: máximo desplazamiento lateral, 
desplazamientos rotacionales, esfuerzo cortante de piso, esfuerzo basal, ductilidad, entre 
otras (Y.G. Li, F. Fan & H.P. Hong, 2015) . Con los mecanismos que existen actualmente 
para el registro de sismos, se puede determinar cómo funcionan los sistemas estructurales 
dinámicos que son sometidos a las cargas y efectos sísmicos. De esta manera, los métodos 
de análisis y diseño estructural pueden tener una menor incertidumbre en la respuesta 
estructural respecto a las acciones externas registradas por la instrumentación sísmica. 
Para obtener una buena respuesta ante los sismos, es necesario tener una configuración 
estructural adecuada, acorde a las consideraciones expresadas por Moroni (2014). Esta 
configuración depende de diversas variables como del sistema estructural, los materiales de 
construcción, las dimensiones, las secciones y la ubicación de los elementos estructurales, 
las restricciones y las condiciones especiales arquitectónicas y estructurales que se pueden 
presentar, los arriostramientos adicionales, entre otros. La modificación de alguna de estas 
características influye directamente en el comportamiento de la edificación. 
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Con tantos parámetros interviniendo en la respuesta sísmica de una estructura, regular uno 
de esos parámetros podría ser significativo para el control total de la edificación. Bajo este 
concepto, la implementación de un sistema de control toma relevancia. 
Las redes neuronales artificiales (RNA), se comenzaron a estudiar por la necesidad de 
entender el mundo de la computación como si fuese un cerebro humano. Así, un 
neurofisiólogo y un matemático, McCulloch & Pitts (1943), lanzaron una teoría que 
permitía el desarrollo de un mecanismo matemático que ejecutaba operaciones lógicas 
mediante circuitos eléctricos simples que tenían elementos que se comunicaban entre sí. La 
evolución de las computadoras, trajo muchos avances a las redes neuronales, ampliando su 
campo de aplicación a áreas del conocimiento como las matemáticas y la ingeniería. 
Los sistemas de control, en la ingeniería estructural,  han sido utilizados desde finales del 
siglo XX, cuando Hrovat, Barak, & Rabins (1983) propusieron uno de los primeros 
sistemas semi-activos para regular las cargas ambientales que actuaban sobre una 
edificación objeto de su investigación. Desde ese momento, comenzó un desarrollo teórico 
y matemático importante en esta área de estudio para la concepción y optimización de 
procesos que permitieran la adaptación de los sistemas de control, a cualquier tipo de 
necesidad; adaptación que hace referencia a la diversidad de parámetros que se pueden 
manejar para realizar el control del sistema y del entorno estructural. 
Dentro del alcance de esta investigación, se pretende desarrollar una metodología de 
control que impactará el comportamiento estructural al momento de la ocurrencia de un 
evento sísmico y que disminuyan los efectos negativos (i.e. desplazamientos máximos, 
esfuerzos cortantes) que puedan afectar a la edificación, mediante la variación de la rigidez 
estructural. El parámetro que se desea controlar, en este caso, es la relación entre la 
frecuencia de vibración del sismo y la frecuencia de vibración de la estructura. Se plantea 
que este sistema de control sea del tipo semi-activo a través del uso de redes neuronales que 
regulen la actividad de dispositivos de amortiguamiento magnetoreológico para el 
funcionamiento del mecanismo de control.  
12 
 
4. HIPÓTESIS DE TRABAJO 
Los efectos de los eventos sísmicos se han convertido en una parte fundamental tanto del 
análisis como del diseño estructural, puesto que estos eventos sísmicos impactan 
directamente sobre las estructuras, de tal manera que estas pueden sufrir desde daños leves 
hasta daños que impliquen el colapso. Así, la modelación de sistemas que permitan un 
seguimiento al comportamiento estructural de las edificaciones resulta de vital importancia 
para el funcionamiento de las estructuras. 
¿Cómo se verían afectadas las estructuras bajo eventos sísmicos con diversos componentes 
de magnitud y duración?  Y, ¿cómo encontrar un mecanismo que permita controlar el 
patrón de respuesta de las edificaciones ante la ocurrencia de eventos sísmicos? 
Esta investigación se basa en la hipótesis de que las redes neuronales artificiales, que 
regulan un sistema de control semi-activo, pueden analizar, explicar y determinar una 
configuración estructural específica cuya respuesta ante un evento sísmico no conlleve a 





5.1. Objetivo general 
 Diseñar un sistema de control sísmico semi-activo basado en redes neuronales 
artificiales para la regulación del desplazamiento lateral de pórticos 2D ante 
distintos registros sísmicos, determinando la mejor configuración de arriostramiento 
posible. 
 
5.2. Objetivos específicos 
 Desarrollar un análisis espectral de frecuencias con base en los registros obtenidos 
como resultado de un evento sísmico. 
 Implementar el análisis matricial por el método de la rigidez y el análisis modal de 
una estructura teniendo en cuenta la configuración y propiedades dinámicas que lo 
caracterizan. 
 Establecer una red neuronal artificial capaz de seleccionar la mejor configuración 
estructural de una edificación ante los efectos de un sismo.  
 Proponer un sistema de control semi-activo que realice modificaciones estructurales 






Las redes neuronales artificiales (RNA) han sido una metodología matemática muy útil 
para encontrar soluciones a problemáticas del análisis y diseño estructural que necesiten 
cumplir con los requerimientos de las normativas existentes, debido a que el aprendizaje y 
el entrenamiento correcto de la RNA, permite controlar parámetros como derivas, cuantías 
de refuerzo y deflexiones. Ahmadi, Moghadas & Lavaei (2008) determinaron dos tipos de 
RNA: regresión generalizada y ondas de propagación inversa, para predecir con gran 
precisión, la respuesta dinámica que presenta una estructura predefinida ante los efectos 
provocados por un sismo. 
Pérez & González (2008) desarrollaron una red neuronal artificial para predecir cuáles 
serían los primeros elementos estructurales del tablero y de las vigas de un puente vehicular 
que sufrirán daños a flexión si se varían las características de dichos elementos, teniendo 
como datos de entrada, las diferencias de energías de las deformaciones modales y como 
datos de salida, la rigidez a flexión resultante de las vigas del puente. 
Ahmad, Mat Noor, & Zhang (2009) investigaron sobre nuevas metodologías para mejorar 
los procedimientos de las redes neuronales artificiales y desarrollaron técnicas que permiten 
robustecer la modelación y el control de procesos no lineales. Estas técnicas consisten en 
ensamblar y combinar diferentes tipos de redes neuronales ya establecidas y reentrenarlas 
para que los parámetros de entrada y salida se comuniquen entre todas las RNA 
involucradas. 
Bojórquez, Tolentino, Yunes & Ruiz (2014) entrenaron una RNA en base al método 
backpropagation  para el diseño sismo-resistente óptimo de una edificación en México, 
tomando una base de datos con 90 configuraciones estructurales diferentes dónde los 
parámetros constantes del modelo eran las características de los materiales, las variables de 
entrada de la red neuronal eran la configuración geométrica de la estructura (número de 
pisos, número de vanos en ambos sentidos y distancia de vanos) y las variables de salida 
eran las dimensiones de las secciones y la cantidad de refuerzo para las vigas y las 
columnas. 
Arcila, Riveros & Riveros (2014) realizaron un procedimiento de optimización de tamaños 
de las secciones y el diseño estructural de vigas y columnas que componen el sistema de 
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resistencia sísmica de una edificación de concreto, tomando como datos de entrada las 
derivas de cada piso existente, cumpliendo con los límites del NSR-10, y como datos de 
salida las características del refuerzo de los elementos de pórticos, también con la 
aplicación de redes neuronales artificiales. 
Como se había mencionado anteriormente, los sistemas de control en la ingeniería han 
evolucionado desde su aparición a finales del siglo pasado hasta el amplio desarrollo que se 
le ha visto en los últimos años. Ying, Ni & Ko (2005), aplicaron un sistema de control 
semi-activo óptimo para un sistema no lineal de múltiples grados de libertad. Este sistema 
de control se implementó en una edificación con el propósito de regular la respuesta de la 
estructura ante cualquier tipo de cargas.  
Pnevmatikos & Gantes han realizado varios estudios con sistemas de control (2004; 2010). 
En 2004, analizaron la implementación de un sistema de control con el objeto de procesar 
la información y caracterizar eventos sísmicos ocurridos, para obtener un sistema de 
detección temprana de ocurrencia de nuevos sismos y disponer el funcionamiento del 
dispositivo activo de variación de rigidez en riostras. Por otra parte, en el 2010, se centraron 
en crear un algoritmo para explicar detalladamente el funcionamiento, el comportamiento y 
el rendimiento del uso de los sistemas de control estudiados en la investigación 
anteriormente mencionada. 
Guzmán et al., (2017) desarrollaron un sistema de control semi-activo con control difuso 
para también evitar el efecto de la resonancia en las estructuras, en el que un algoritmo era 
capaz de determinar y elegir, en tiempo real, qué configuración estructural debería tener la 
estructura para tener un adecuado comportamiento ante un sismo, a través de la activación 
o desactivación de riostras predeterminadas. 
Jung, Choi, Spencer & Lee (2006) realizaron varios algoritmos que conforman un sistema 
de control semi-activo con el fin de modelar el aislamiento de la base de una estructura a 
través de amortiguadores magnetoreológicos. Los métodos que se programaron son los 
siguientes: control optimizado, control optimizado recortado, máxima disipación de 
energía, fricción modulada homogénea y control de lógica difusa. 
Bitaraf, Hurlebaus & Barroso (2012) también estudiaron la posibilidad de utilizar 
amortiguadores magnetoreológicos para proteger estructuras de los efectos provocados por 
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eventos sísmicos. Para tal fin, determinaron dos sistemas de control semi-activo: en el 
primer sistema de control se usó el método simple adaptativo, que consiste en controlar el 
sistema dependiendo de la respuesta del modelo propuesto; y en el segundo sistema de 
control se usó el método difuso que permite evaluar la relación entre los parámetros de 
entrada y de salida mediante la verificación de parámetros como derivas y aceleraciones 
máximas registradas en los modelos analizados. 
Pardo-Varela & de la Llera (2015) se interesaron por el desarrollo de un sistema de control 
que pudiera trabajar de forma pasiva y semi-activa. Un amortiguador de fricción 
piezoeléctrico fue útil para esta investigación cuyo objetivo era controlar la respuesta 
sísmica de estructuras a gran escala. Este dispositivo piezoeléctrico reacciona debido a un 
sistema de sujeción rígido y al actuar, aplica una fuerza normal variable sobre las 
superficies de contacto adyacentes.  
Garrido, Curadelli & Ambrosini (2016), con el propósito de disminuir los efectos negativos 
de las vibraciones (vibraciones de piso, ruidos, mal funcionamiento de instrumentos 
sensoriales deterioro estructural, colapso) que se producen en cualquier estructura, 
implementaron un sistema de control semi-activo con un tendón de fricción, que se 
compone de un amortiguador de fricción y un resorte auxiliar que está unido a la estructura 
con un cable (Fig. 1). 
 
Fig. 1: Sistema de control semi-activo de tendón de fricción. Fuente: Experimental and theoretical study of 
semi-active friction tendons. (Garrido et al., 2016).  
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7. MARCO TEÓRICO 
En este capítulo se presenta toda la información correspondiente a cada uno de los temas 
que abarcan esta tesis. Se realiza una revisión literaria que explica y detalla teorías, 
metodologías, fórmulas, consideraciones y demás, para el entendimiento de la investigación 
realizada.  
 
7.1. Análisis de frecuencias 
Geológicamente, según Herráiz (1997), los terremotos o sismos son el resultado de un 
proceso de deformación elástica en una zona de la corteza terrestre, que cuando se supera la 
resistencia del suelo, se genera una liberación súbita de energía elástica en forma de ondas 
que se propagan por el terreno. Estas ondas de energía son capaces de llegar hasta la 
superficie terrestre, percibirse y afectar lo que esté sobre el suelo, dependiendo de su 
magnitud y su frecuencia. Los sismos no siguen ningún patrón de comportamiento, por lo 
que las cargas que generan sobre los cuerpos que están en contacto con la superficie 
terrestre se categorizan como cargas no periódicas y arbitrarias. 
A pesar de esto, se pueden realizar varios análisis a los eventos sísmicos para intentar 
clasificar las ondas generadas y sus propiedades físicas, tales como dirección de 
propagación, velocidad de propagación, formas de vibración, entre otras. Dentro de los 
métodos que existen para el estudio de los sismos, se encuentra el análisis de dominio de 
frecuencias, que consiste en determinar cuál es la frecuencia o conjunto de frecuencias 
predominantes de las ondas sísmicas durante el tiempo que dura el sismo. Para tal fin, se 
utiliza el concepto matemático de las transformadas de Fourier. 
Clough & Penzien (1975) explican las consideraciones que se deben tener en cuenta para 
aplicar la teoría de Fourier. Inicialmente, se considera que p(t) es una carga periódica para 
aplicar la metodología de las transformadas de Fourier, aunque realmente sea arbitraria. 
Además, se asume que el periodo de la carga tiende a infinito (Tp → ∞), así mismo, ocurre 
un incremento de frecuencia natural infinitesimal ∆ὠ → dὠ, y se deben convertir las 
frecuencias naturales del sistema, que son discretas, en una función continua de frecuencias 
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La Ec. 1 y la Ec. 2 corresponden a las transformadas de Fourier: la transformada inversa y 
la transformada directa, respectivamente. La respuesta de desplazamiento que se obtiene de 
este análisis se muestra en la Ec. 3. 
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La Ec. 4 depende de 3 parámetros dinámicos del sistema: k (rigidez de la estructura), 𝛽 
(relación entre la frecuencia real y la frecuencia natural de la estructura) y 𝜉 (coeficiente de 
amortiguamiento de la estructura). 
 
7.2. Factores de respuesta dinámica. 
Cuando un sistema físico sufre un cambio de estado, las variables que explican este 
comportamiento son el desplazamiento, la velocidad y la aceleración. Si este cambio de 
estado es provocado por una carga armónica o una excitación periódica (Ec. 5), se producen 
sendos factores de respuesta de desplazamiento, velocidad y aceleración que afectan la 
amplitud de estos parámetros en el sistema físico. En el estado estable (Chopra, 2001), se 
























Dónde u(t) es el desplazamiento del sistema en el tiempo t, po la fuerza externa inicial 
aplicada al sistema, Rd es el factor de respuesta de desplazamiento, w es la frecuencia de la 
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fuerza externa y ∅ es el ángulo de desfase. Las relaciones entre el factor de respuesta de 
desplazamiento (Rd) y los factores de respuesta de velocidad (Rv) y de aceleración (Ra), se 






















Fig. 2: Gráficas de factores dinámicos de respuesta de desplazamiento, velocidad y aceleración. 
Fuente: Dynamics of structures: theory and applications to earthquake engineering. (Chopra, 2001). 
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De la Fig. 2, se puede observar cómo influye el amortiguamiento de la estructura en la 
determinación de los coeficientes de amplificación de desplazamiento, de velocidad y de 
aceleración. Por las relaciones que se pueden determinar de Ec. 7 y Ec. 8, se puede obtener la 
Fig. 3, en escala logarítmica, en la cual se muestra la interacción del cociente entre la 
frecuencia de la fuerza externa y la frecuencia natural de la estructura y los distintos factores 
de respuesta, dependiendo al porcentaje de amortiguamiento del sistema. 
 
Fig. 3: Gráfica logarítmica de relación entre frecuencias y los factores dinámicos de respuesta. 
Fuente: Dynamics of structures: theory and applications to earthquake engineering. (Chopra, 2001). 
 
Con los factores dinámicos de respuesta definidos, aparecen dos conceptos asociados que 
permiten un mejor análisis para los sistemas físicos que experimentan cargas externas: la 
transmisibilidad de fuerzas y, las frecuencias y respuestas resonantes. 
Según Clough & Penzien (1975), la transmisibilidad de fuerza es la relación entre la 
máxima fuerza en la base (Fmáx) y la amplitud de la fuerza aplicada (po). Matemáticamente 
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La transmisibilidad de la fuerza que resulta del cociente entre la frecuencia de la fuerza y la 
frecuencia natural de la estructura, dependiendo del coeficiente de amortiguamiento, se 
observa en la Fig. 4. 
 
Fig. 4: Gráfica logarítmica de la transmisibilidad de fuerzas. 
Fuente: Dynamics of structures: theory and applications to earthquake engineering. (Chopra, 2001). 
 
Por otra parte, las frecuencias resonantes se definen como las frecuencias de la fuerza en la 
que se produce la mayor amplitud de respuesta. Las frecuencias resonantes también se 
analizan a partir del desplazamiento, velocidad y desplazamiento (Ec. 10, Ec. 11 y Ec. 12). 
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Debido a que las frecuencias resonantes únicamente dependen de la frecuencia natural  𝜔𝑛 
y el amortiguamiento del sistema ξ, que son parámetros dinámicos básicos de las 
estructuras, los factores de respuesta resonantes también se pueden expresar en Ec. 13, Ec. 































Cabe resaltar que en la 4° edición del libro “Dynamics of structures” de Chopra (2001), 
que se tomó como referencia de esta tesis, se encontró un error que consistía en que los 
factores de respuesta resonantes de desplazamiento RdRes y de aceleración RaRes tenían la 
misma fórmula. Se realizó la deducción matemática a partir de la relación entre las 
frecuencias resonantes ωdRes, ωvRes, y ωaRes, y los factores de respuesta resonantes RdRes y 
RvRes, para calcular RaRes, tal y como se muestra en la Ec. 15. 
 
7.3. Sistemas dinámicos de uno y varios grados de libertad. 
La dinámica es una rama de la física que permite describir el cambio, de estado físico y/o 
de posición, que experimenta un sistema en un tiempo especificado. Esta descripción se 
puede expresar en ecuaciones que representan el comportamiento del sistema y los factores 
que influyen en dicho comportamiento. En la dinámica existen dos campos principales: 
cinemática y la cinética. La primera estudia la geometría del movimiento, relacionado con 
el desplazamiento, la velocidad, la aceleración y el tiempo; y la segunda estudia la relación 
entre las fuerzas que actúan sobre un cuerpo, la masa del cuerpo y su movimiento (García, 
1998). 
Grados de libertad es uno de los conceptos más importantes dentro del análisis dinámico de 
cualquier cuerpo físico, sistema y/o estructura. Paz & Kim (2019) definen este concepto 
como el número de variables independientes que se necesitan para describir la 
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configuración o la posición de un sistema en cualquier momento de tiempo. Estas variables 
pueden representar desplazamientos, deflexiones o rotaciones (Fig. 5). 
 
 
Fig. 5: Grados de libertad de desplazamiento, deflexiones y, rotaciones.  
Fuente: Structural dynamics: Theory and computation. (Paz & Kim, 2019). 
Definiendo esto, la expresión matemática fundamental que explica el movimiento de 
cualquier cuerpo físico (García, 1998), se presenta en la Ec. 16. 
( )mu cu ku p t     Ec. 16 
Los términos m y ü de esta ecuación corresponden a la masa y la aceleración del sistema, 
conformando así la fuerza inercial del cuerpo; los siguientes dos términos (c y u ) son el 
amortiguamiento y la velocidad del sistema, que conforman la fuerza de amortiguamiento; 
y los dos últimos términos (k y u) son la rigidez de un elemento de restitución y el 
desplazamiento que tiene el cuerpo, conformando la fuerza elástica. Del lado derecho de la 
ecuación p(t) está la fuerza externa que experimenta el sistema dinámico y que hace que el 
sistema experimente movimiento (Fig. 6). Esta fuerza puede ser de diferentes tipos: 
puntuales, distribuidas, periódicas, no periódicas, sinusoidales, arbitrarias, entre otras. 
 
Fig. 6: Fuerzas presentes en los sistemas dinámicos.  
Fuente: Chapter 1 – Part A Dynamic Loads, Degrees of Freedom, Newton and D'Alembert Methods for 
Deriving SDOF EOM. (Symans, 2008). 
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Connor & Faraji (2016) presentan diferentes métodos para resolver los sistemas estáticos y 
dinámicos de distintos tipos de estructuras a través de las ecuaciones de equilibrio (Ec. 16). 
Uno de ellos es el análisis matricial por el método de la rigidez, el cual consiste en definir 
los grados de libertad a lo largo de diversos nodos y elementos de la estructura, en términos 
de desplazamientos, deflexiones y rotaciones que corresponden a los tipos de fuerzas 
(inercia, amortiguamiento y rigidez) que experimenta el sistema. Esto se resuelve 
matemáticamente a través de las matrices que representan las masas, los amortiguamientos 
y las rigideces que caracterizan dinámicamente a la estructura en análisis. 
Hay que resaltar que este método funciona bajo ciertas condiciones idealizadas de las 
estructuras, y son referidas por Chopra (2001). 
 Las vigas y el sistema de piso son infinitamente rígidas a la flexión. 
 Las vigas y las columnas no sufren de deformación axial. 
 La rigidez de las columnas no es afectada por la carga axial actuante. 
 Las rotaciones de los nodos se desprecian. 
 La masa está uniformemente distribuida en toda la estructura. 
 La disipación de energía de la estructura es mediante un mecanismo lineal de 
amortiguamiento viscoso. 
 Los grados de libertad que se tienen en cuenta son los desplazamientos laterales de 
las columnas en cada piso, los cuales son iguales para las columnas del mismo piso. 
A las estructuras con las consideraciones mencionadas, se les llama edificios de cortante 
idealizados y el ejemplo que muestra Chopra (2001) para el análisis de este tipo de 
estructuras es el mostrado en la Fig. 7. 
 
Fig. 7: Estructura de dos pisos y dos grados de libertad.  
Fuente: Dynamics of structures. (Chopra, 2001). 
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Resolviendo la Ec. 16 bajo el método del análisis matricial por el método de la rigidez, se 
obtiene la expresión matemática descrita por la Ec. 17. 
1 1 1 2 2 1 1 2 2 1
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Este es el sistema de matrices que expresa el comportamiento dinámico del ejemplo 
propuesto en la Fig. 7.  
Otra propiedad que poseen todos los sistemas dinámicos, es el periodo natural 𝑇𝑛, que 
corresponde al tiempo que necesita una estructura para realizar una oscilación o un ciclo de 








Por otra parte, la frecuencia natural 𝑓𝑛, se define como el inverso del periodo natural y 
representa el número de oscilaciones o ciclos de movimiento que se pueden realizar por 







    
 
Ec. 19 
La frecuencia natural circular 𝑤𝑛 es el número de radianes que el sistema dinámico realiza 







    
 
Ec. 20 
De la Ec. 16, una de las variables de mayor estudio es el desplazamiento u del sistema. Este 
desplazamiento varía según las condiciones iniciales de movimiento que tenga la estructura 
dependiendo si la estructura experimenta vibración libre, excitación armónica libre, 
excitación armónica amortiguada, excitación arbitraria, excitación de paso o excitación de 
pulso. Independientemente al tipo de la carga que genera el movimiento en el sistema, el 
desplazamiento se puede describir matemáticamente en función de la frecuencia natural 
circular (Ec. 21). 
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( ) sin( ) cos( )n nu t A t B t    
Ec. 21 
Además del análisis matricial por el método de la rigidez, el análisis modal también 
describe las características dinámicas de una estructura. García (1998) describe este método 
como una solución que permite convertir el sistema de ecuaciones diferenciales que 
describe el equilibrio de los grados de libertad, en un conjunto de ecuaciones 
independientes. 
Los modos de vibración, que caracterizan el análisis modal, corresponden a la respuesta 
dinámica si se excita la estructura en vibración libre por cada grado de libertad considerado. 
Para el ejemplo de la Fig. 7, se tienen dos modos de vibración representados en la Fig. 8 y 
en la Fig. 9. 
 
Fig. 8: Primer modo de vibración de una estructura de dos pisos y dos grados de libertad.  
Fuente: Dynamics of structures. (Chopra, 2001). 
 
Fig. 9: Segundo modo de vibración de una estructura de dos pisos y dos grados de libertad.  
Fuente: Dynamics of structures. (Chopra, 2001). 
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Las figuras Fig. 8 y Fig. 9 muestran el comportamiento dinámico de la estructura con 
parámetros de rigidez k, masa m, y grados de libertad de desplazamiento u1 y u2, debido a 
los modos de vibración ϕ1 y ϕ2 por cada piso del pórtico en estudio. Se puede observar la 
deflexión de cada grado de libertad en los instantes de tiempo a, b, c, d y e, y las 
coordenadas modales q1(t) y q2(t) durante un número de periodos determinados. 
Para calcular las frecuencias naturales y los modos de vibración de las estructuras, se puede 
analizar el desplazamiento de la vibración libre (sin amortiguamiento, Ec. 22), con la 
definición de u(t) según la Ec. 23. 
0mü ku   Ec. 22 
( ) ( )n nu t q t   
Ec. 23 
Dónde qn(t) se expresa de acuerdo a la Ec. 24. 
( ) cos( ) sin( )n n n n nq t A w t B w t   
Ec. 24 
Reemplazando la Ec. 24 en la Ec. 23, se obtiene la Ec. 25. 
( ) ( cos( ) sin( ))n n n n nu t A w t B w t   
Ec. 25 
Sustituyendo la Ec. 25 en la Ec. 22, resulta la Ec. 26, que se reescribe matemáticamente 
mediante Ec. 27 y Ec. 28. 
2[ ] 0n n n nw m k q     
Ec. 26 
2
n n nk w m   
Ec. 27 
2[ ] 0n n nk w m    
Ec. 28 
De la Ec. 28 se pueden concluir dos soluciones: la primera corresponde a ϕn=0, la cual no 
tiene sentido físico porque representaría un sistema sin movimiento; o la segunda que 
equivaldría a que kn-wn
2
m=0, la cual sí tiene una solución matemática posible. A esta 
situación, se le llama el problema de los valores propios y el cual permite calcular cada uno 
de los modos de vibración (Ec. 29). 





El resultado de la Ec. 29 es una matriz ϕ denominada matriz modal que agrupa los modos 
de vibración correspondientes a las diferentes frecuencias naturales de la estructura con 
relación a cada uno de los grados de libertad definidos. Estos modos de vibración cumplen 
con condiciones de ortogonalidad para la rigidez del pórtico de acuerdo con la Ec. 30. 
0Tn rk    
Ec. 30 
Resolviendo de la misma manera el problema de los valores propios, se obtiene la rigidez 
modal Kn de la estructura (Ec. 31). 
T
n n nK k   
Ec. 31 
De la misma forma, la ortogonalidad de los modos de vibración se puede aplicar a los 
parámetros de masa y de amortiguamiento para calcular la masa modal Mn (Ec. 32) y el 
amortiguamiento modal Cn (Ec. 33) de la estructura. 
T
n n nM m   
Ec. 32 
T
n n nC c   
Ec. 33 
Con Ec. 31, Ec. 32 y Ec. 33, se procede a reemplazar en la Ec. 16 para obtener la solución 
del sistema de vibración libre con amortiguamiento (Ec. 34). 
( ) ( ) ( ) ( )n n nM q t C q t K q t p t    
Ec. 34 
 
7.4. Redes neuronales artificiales 
Para hablar de las redes neuronales en la ingeniería, primero se debe contextualizar la 
analogía a la cual hace referencia. Las neuronas son células del sistema nervioso (Fig. 10) 
cuya función principal es generar y transmitir impulsos eléctricos, también llamados 
impulsos nerviosos, que llevan un mensaje para que se cumpla alguna orden en cualquier 
parte del cuerpo de un organismo. Estos impulsos nerviosos llegan a las neuronas por las 
dendritas, pasan por el soma (cuerpo) dónde se procesa la información, y se dirigen hacia el 
axón para que dicha información llegue a otra neurona a través de la sinapsis. Al conjunto 




Fig. 10: Esquema de una neurona biológica y sus partes en una red neuronal. 
Fuente: Introduction to artificial intelligence. (Ertel, 2017). 
Dayhoff & DeLeo (2001) definen las redes neuronales artificiales (RNA) como una 
metodología computacional que realiza un análisis multifactorial. Los modelos de RNA 
tienen capas con nudos computacionales simples que funcionan como elementos aditivos 
no lineales. Estos nodos están interconectados por líneas de conexión que tienen 
ponderación en su función, ponderación que se ajusta cuando se presenta la información a 
la RNA durante un proceso de “entrenamiento”. 
Las partes de las redes neuronales artificiales que permiten su correcto funcionamiento, 
según Brío & Molina (2001), son las siguientes: 
 Variables de entrada y salida: Las variables con las que las RNA realiza su 
metodología matemática pueden ser binarias (digitales) o continuas (analógicas). 
Para clasificar las neuronas estándar, se tiene en cuenta la característica de los 
parámetros de salida: si la salida sólo puede tomar valores de 0 o 1, se considera 
neurona tipo McCulloch-Pitts; si sólo puede tomar valores de -1 o +1, se considera 
neurona tipo Ising; y, si puede tomar diversos valores dentro de un intervalo 
determinado se considera neurona tipo Potts. 
 Regla de propagación: Utilizando los valores de entrada x y los pesos específicos 
(sinápticos) wij de las funciones que intervienen en la RNA, se puede calcular el 
potencial postsináptico hi de la neurona. La regla de propagación más habitual es 
la lineal (Ec. 35), que resulta ser la suma ponderada de los datos de entrada y su 
interacción con los pesos sinápticos o sesgos bij. 
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( ) *i ij ij
i
h t w x b   
Ec. 35 
 Función de activación: Esta función de activación determina el estado actual de 
la neuronal ai(t) a partir del peso postsináptico hi(t) y del estado anterior ai(t-1). La 
función de desempeño o de transferencia, como también se le conoce, 
generalmente es determinista, monótona creciente y continua, y se recomienda que 
sea derivable. Demuth, Hagan, Beale & De Jesús (2014) clasifican las funciones 
de activación más importantes que se utilizan para los modelos de RNA (Tabla 1). 
Tabla 1: Funciones de activación más utilizadas en RNA. 
Fuente: Neural Network Design. (Demuth et al., 2014). 
Función Condiciones Ícono 
Escalonada. n < 0,  a = 0 
n ≥ 0,  a = 1  
Escalonada simétrica. n < 0,  a = -1 
n ≥ 0,  a = +1  




n < 0,  a = 0 
0 ≥ n ≥ 1,  a = n 







n < -1,  a = -1 
-1 ≥ n ≥ 1,  a = n 



























Lineal positiva. n < 0,  a = 0 
n ≥ 0,  a = n  
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Función Condiciones Ícono 
Competitiva. Neuronas con mayor 
n,  a = 1 




Se puede observar que las funciones de activación, que se muestran en la Tabla 1, 
tienen comportamientos diferentes con dominios que dependen del intervalo en 
donde se encuentre la variable n, que es la variable de entrada de la red neuronal. 
El tipo de función de activación determina la clasificación del tipo de las neuronas.  
 Función de salida: Esta función es la que da la salida global de la neurona en 
función de su estado de activación actual ai(t). Generalmente la función de salida 
es la identidad, dónde 𝑓(𝑥) = 𝑥 y resulta que la función de activación es la misma 
función de salida. 
Existen otras partes que componen la red neuronal como lo son los métodos de 
procesamiento y los hiperparámetros. Los métodos de procesamiento hacen referencia a 
todos las funciones matemáticas que permiten el funcionamiento de la red, tal y como son 
la función de activación, anteriormente mencionada, la función de aprendizaje (que 
determina si la RNA tiene un aprendizaje supervisado o no supervisado), la función de 
entrenamiento (que calcula cuáles son los pesos sinápticos y los sesgos de cada neurona) y 
la función de pérdidas (que calcula la diferencia entre el resultado predicho por la RNA y el 
valor real de los datos de prueba) (Skansi, 2018). Los hiperparámetros corresponden a las 
variables que regulan el diseño y el rendimiento del modelo de la red neuronal. Dentro de 
estos hiperparámetros se encuentran el número de capas ocultas, el número de neuronas por 
capa, la tasa de aprendizaje α, el factor de decaimiento del gradiente k, la proporción de la 
validación cruzada y los factores de regularización . 
En el estudio de las redes neuronales artificiales, Aggarwal (2018) expresa que la elección 
de la función de activación (Tabla 1) es una parte crítica en el diseño de las RNA. Esta 
elección se basa en qué tipo de variable se desea predecir. Por ejemplo, si las variables de 
salida que se quieren obtener son números reales, se aconseja utilizar la función lineal, 
lineal saturada, lineal escalonada o lineal positiva como función de activación. En otros 
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casos en dónde las variables de salida son decisiones binarias, se deben usar la función 
escalonada, sigmoide logarítmica, sigmoide tangente hiperbólica o competitiva. 
Además, se enfatiza que la importancia de la elección de la función de costo del error 
también depende del tipo de las variables de salida. Para variables que representan 
decisiones binarias y valores reales, se utiliza una función de costo conocida como 
regresión logarítmica (Ec. 36), en dónde se evalúan los valores observados y y los valores 
predichos ŷ de la RNA. 
𝐿 = 𝑙𝑜𝑔⁡(1 + 𝑒𝑥 𝑝(−𝑦⦁ŷ)) Ec. 36 
Para variables que clasifiquen resultados y variables discretas, se usa una función de costo 
conocida como entropía cruzada (Ec. 37), en dónde se analiza únicamente el valor predicho 
ŷr según cada categoría determinada en la red neuronal. 
𝐿 = −𝑙𝑜𝑔⁡(ŷ𝑟) Ec. 37 
Kubat (2017) plantea 3 situaciones problemas “arquitectónicos” de configuración de las 
redes neuronales artificiales, los cuales pueden causar que una RNA sea poco flexible o 
poco acertada ante datos diferentes a los datos de entrenamiento,  que la RNA tenga una 
región de decisión muy compleja, que los procesos iterativos de entrenamiento queden 
atascados en un valor mínimo local, que la red neuronal tenga un costo computacional muy 
grande con respecto al tamaño de la RNA o que los resultados de la red se estén 
sobreajustando a los datos de entrenamiento usados. Estos efectos negativos se evitan con 
las siguientes observaciones: 
 Rendimiento vs. tamaño de la red: Suponiendo que la información disponible para 
la red neuronal se divide en dos partes iguales, una para el entrenamiento y otra para la 
comprobación, se considera que el entrenamiento se hace varias veces con redes 
neuronales que tengan diferentes números de capas y neuronas ocultas. Este 
entrenamiento se realiza hasta que se observe que la tasa de error de los datos de 
entrenamiento no disminuye, y en ese momento es en dónde se calcula la tasa de error 
en los datos de prueba. Así, resulta más importante tener un buen rendimiento en el 
entrenamiento de la red que una gran base de datos de información para probar la red. 
 Número óptimo de neuronas: Si una red neuronal posee pocas neuronas en sus capas 
ocultas, la RNA tiene una tasa de error muy alta con los datos de prueba y es posible 
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que el entrenamiento esté atascado en un valor mínimo local. Por el contrario, una 
RNA con muchas neuronas en sus capas ocultas es vulnerable al sobreajuste de los 
datos de entrenamiento, provocando que aumente la tasa de error de los datos de 
prueba (Fig. 11). 
 
Fig. 11: Gráfica número de neuronas ocultas vs. tasa de error en datos de prueba. 
Fuente: An introduction to machine learning. (Kubat, 2017). 
Lo descrito anteriormente se observa en la Fig. 11, aunque el número exacto de 
neuronas ocultas que cumple con el mínimo error en los datos de prueba depende de la 
complejidad de los datos de entrenamiento. 
 Búsqueda del tamaño apropiado: Kubat (2017) propone un algoritmo para 
determinar el tamaño óptimo de una RNA. Este algoritmo se resume en los siguiente 4 
pasos: comenzar el proceso de entrenamiento con una red neuronal muy pequeña (por 
ejemplo 5 neuronas), entrenar esa red neuronal hasta que el error cuadrático medio del 
proceso disminuya y se establezca en un valor mínimo, aumentar levemente el número 
de neuronas (por ejemplo 3 neuronas adicionales) con sus pesos sinápticos aleatorios 
para entrenar la red nuevamente, y seguir los pasos 2 y 3 hasta que la adición de 





Fig. 12: Gráfica número de épocas de entrenamiento vs. error cuadrático medio. 
Fuente: An introduction to machine learning. (Kubat, 2017). 
Siguiendo con la recomendaciones prácticas, Demuth et al. (2014) muestran algunos 
problemas que ocurren en las redes neuronales artificiales y a partir de eso da 
recomendaciones para el diseño de la red. El autor presenta un diagrama de flujo para el 
proceso de entrenamiento y funcionamiento de la RNA (Fig. 13). 
 
Fig. 13: Diagrama de flujo del proceso de entrenamiento y funcionamiento de las RNA. 
Adaptado de: Neural Network Design. (Demuth et al., 2014). 
Además, este autor distingue entre 4 tipos de problemas que se pueden solucionar con 
RNA: problemas de ajuste, reconocimiento de patrones, clasificación y predicción. Los 
problemas de ajuste, también llamados de aproximación o regresión, corresponden a un 
modelo matemático para calcular un valor dependiendo a unas variables de entrada. Los 
problemas de reconocimiento de patrones estudian cómo una red neuronal determina las 
variables de entradas en varios tipos de categoría. Los problemas de clasificación, o 
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clustering, buscan una solución a cómo agrupar un conjunto de datos según la similaridad 
en sus características. Por último, los problemas de predicción se encargan de realizar una 
predicción de un valor en una serie de tiempo. 
Las consideraciones especiales que se tomen en cada una de las partes que componen el 
sistema y los métodos matemáticos empleados para resolver las interacciones entre las 
neuronas artificiales son las que permiten calificar y clasificar dicho RNA. Ozyildirim & 
Avci (2013) categorizan distintos tipos de redes neuronales, los más desarrollados en los 
últimos años, entre ellos están (siglas en inglés): 
 Perceptrones multicapa (MLP, multilayer perceptron). 
 Funciones de base radial (RBF, radial basis function). 
 Redes neuronales probabilísticas (PNN, probabilistic neural network). 
 Mapas de organización propia (SOM, self-organizing map). 
 Redes neuronales celulares (CNN, celular neural network). 
 Redes neuronales corrientes (RNN, recurrent neural network). 
 Redes neuronales de regresión generalizada (GRNN, generalized regression neural 
network). 
Los modelos de RNA más importantes y más utilizados son GRNN y PNN. Los GRNN 
(Amrouche & Rouvaen, 2006) están propuestos para funciones de aproximación, siendo de 
rápido “entrenamiento”, consistencia y regresiones óptimas con gran número de datos. 
Estos RNA se componen de una capa de entrada de datos, una capa de patrones, una capa 
de suma y una capa de salida de datos (Fig. 14). El funcionamiento es el siguiente: desde la 
capa de entrada se envían vectores de datos a la capa de patrones. En esta capa de patrones 
se encuentran las neuronas artificiales entrenadas, y es dónde se calcula la ponderación de 
la distancia euclidiana al cuadrado sumando los valores obtenidos y aplicándolos en la 
función de activación. Las neuronas en la capa de suma, se adicionan luego de haber 
realizado el producto punto de los valores de la capa de salida con sus ponderaciones 
correspondientes, así se obtiene el valor predicho de la neurona que se utilizará en la capa 




Fig. 14: Esquema de modelo de GRNN de redes neuronales. 
Fuente: Generalized classifier neural network (Ozyildirim et. al., 2013). 
 
Por otra parte, los PNN también cuentan con el mismo número y tipos de capas que las 
GRNN pero con un funcionamiento relativamente diferente. En esta clase de RNA (Specht 
1990), la capa de entrada envía los valores iniciales a la capa de patrones, patrones que se 
componen de vectores de valores iniciales y vectores de ponderación que se multiplican en 
un producto punto a la que se le aplica la función de activación (Fig. 15). Los resultados 




Fig. 15: Esquema de modelo de PNN de redes neuronales. 
Fuente: Generalized classifier neural network (Ozyildirim et. al., 2013). 
 
Uno de los aspectos más importantes para un funcionamiento óptimo de las RNA, es el 
aprendizaje de la red. Según Brío et. al. (2001), “es el proceso por la cual una red neuronal 
modifica sus pesos en respuesta a una información de entrada”. Las RNA deben ser capaces 
de verificar el valor de la ponderación que se le asigna a cada función dentro de la red, esto 
se logra con la verificación de los datos de salida y los datos utilizados específicamente 
para el “entrenamiento” o acondicionamiento de dicha red. Para conocer el grado de 
aprendizaje de la RNA, debemos observar los pesos sinápticos: si los valores wij se 
mantienen estables, se considera que la red neuronal está entrenada; si los valores wij 
cambian y se vuelven 0, se considera que toda la red neuronal está destruida. Es claro que 
se debe determinar un criterio para conocer cómo funciona el cambio de las ponderaciones 
en las conexiones de las neuronas cuando la red procese nueva información. 
Existen dos fases que resumen todo el desarrollo del procedimiento de aprendizaje: 
 Fase de aprendizaje: Hay dos métodos de aprendizaje: 
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 Aprendizaje supervisado: el proceso de entrenamiento es controlado por un 
agente externo que regula los datos de salida de las neuronas y manipula los 
pesos sinápticos a conveniencia. Se puede realizar de 3 formas: aprendizaje 
por corrección de error (ajuste a partir de las diferencias entre los valores de 
salida deseados y los valores de salida obtenidos), aprendizaje por refuerzo 
(ajuste a partir de aceptar o rechazar los valores de salida que se van 
presentando durante el entrenamiento) y aprendizaje estocástico (ajuste 
aleatorio en la ponderación hasta encontrar el valor de salida deseado). 
 Aprendizaje no supervisado: el proceso de entrenamiento no es controlado 
por un agente externo y es autosuficiente para la modificación de los pesos 
sinápticos. Se puede realizar de 2 formas: aprendizaje hebbiano (ajuste 
dependiendo si dos neuronas consecutivas están en el mismo estado, activas o 
inactivas) y, aprendizaje competitivo y comparativo (ajuste a partir de revisar 
si un patrón de datos de entrada pertenece o no a una clase reconocida). 
 Fase de recuerdo: Luego de haber superado la fase de aprendizaje, es decir, que 
los pesos sinápticos de las funciones de las RNA queden fijos, la red neuronal está 
lista para el procesamiento de datos. En las redes neuronales con una sola 
dirección, las neuronas responden directamente unos datos de salida a partir de un 
patrón de entrada, sin retroalimentación del sistema y sin problemas de estabilidad 
del mismo. Por otra parte, las RNA que tienen retroalimentación son sistemas 
dinámicos no lineales que requieren de ciertas condiciones para que la respuesta 
termine convergiendo a un valor determinado. Para comprobar la estabilidad de la 
red neuronal, se aplican metodologías que introducen funciones de Lyapunov, las 
cuales pueden predecir el comportamiento general de la RNA, siendo una función 
de energía del sistema que disminuya cada vez que se utilice, comprobando así la 
estabilidad de la red. 
La mejor forma de cuantificar errores en el proceso de aprendizaje de la RNA, es el error 
cuadrático medio (MSE, mean square error en inglés). Este estimador estadístico funciona 
para conocer el error existente entre un valor real ti y un valor predicho oi. Se puede definir 
matemáticamente como el promedio de la diferencia cuadrada del valor real y el valor 
predicho (Ec. 38), o como una función de error o costo que depende de la diferencia 
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cuadrada entre el valor real y el valor predicho (Ec. 39). Para las redes neuronales 
artificiales es muy común utilizar la definición descrita en la Ec. 40. 
21 ( )i iMSE t o
n
    
Ec. 38 
2[( ) ]i iMSE E t o   
Ec. 39 
( ) ( )Ti i i iMSE t o t o    Ec. 40 
Hay diversas funciones con las cuales trabaja el error cuadrático medio MSE para la 
implementación de los procedimientos de propagación inversa backpropagation. Demuth et 
al. (2014), plantea dos de estas funciones, que son el método de Leverberg-Marquadt y la 
regularización Bayesiana, y ambas se consideran como funciones de entrenamiento de las 
RNA. El método de Leverberg-Marquadt (LM) es una variación del método de Newton 
para minimizar funciones que son suma de los errores de funciones no lineales, tal y como 
el error cuadrático medio MSE. Este método considera que el método de Newton donde el 
índice de rendimiento es una suma de cuadrados, cuya función F(x) es la expresada en la 
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Ec. 41 
Matricialmente, la Ec. 41 puede escribir como la Ec. 42, donde la matriz Jacobiana está 
descrita por la Ec. 43. 
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Después, se necesita calcular la matriz Hessiana (Ec. 44) del elemento k, j, sea peso 
sináptico o sesgo, y cuya expresión matricial está dada por la Ec. 45. Esta expresión está 
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Ec. 46 
Debido a que el error que se quiere obtener sea el más pequeño posible, se asume que S(x) 
es aproximadamente 0. Así, el método de Levenberg-Marquadt se determina con la 
expresión matemática de la Ec. 47. 
1
1 [ ( ) ( ) ] ( ) ( )
T T
k k k k k k kx x J x J x I J x v x

      
Ec. 47 
donde I es la matriz de valores propios de la matriz Hessiana de la función F(x) y kk es un 
factor que controla el ritmo de la convergencia del procedimiento. Si el resultado de la 
iteración es una disminución del valor de F(x), el factor kk se divide entre un factor  
(>1); en caso contrario, si el valor de F(x) aumenta, el factor kk se multiplica por el 
factor . 
Por otra parte, la regularización Bayesiana (RB) se fundamenta en la teoría de 
probabilidades condicionales de Bayes y asume que los pesos sinápticos wij y los sesgos bij 
son variables aleatorias. Se escogen los pesos sinápticos y los sesgos de tal forma que 
maximicen la función de probabilidad condicional de Bayes (Ec. 48). 
( | , , ) ( | , )
( | , , , )
( | , , )
P D x M P x M





   
Ec. 48 
Donde x es el vector que contiene a los pesos sinápticos wij y los sesgos bij, D son los datos 
de entrenamiento, α y  son parámetros asociados a las funciones de densidad P(D|x,,M) y 
P(x|α,M), y M es la arquitectura del modelo del a red neuronal artificial, como por ejemplo, 
el número de capas, las neuronas en cada capa, las funciones de activación, etc. A esta 
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fórmula matemática se le conoce como la función de densidad posterior (Ec. 48), y se 
compone de 3 términos probabilísticos. 
1








   
Ec. 49 
El primer término llamado función de probabilidad (Ec. 49), que describe qué tan probable 
es que un conjunto de datos suceda debido a un conjunto de pesos sinápticos y sesgos 








2 /2( ) (2 )NDZ     Ec. 51 
Donde 
2
 es la varianza de cada elemento del conjunto de datos, N es el número de 
variables de los datos Q por el número de ejemplos del conjunto de datos S
M
 y ED es el 
error cuadrado medio definido según la Ec. 40 para los datos de entrenamiento. 
El segundo término de la Ec. 48, se denomina densidad previa (Ec. 52), y es toda aquella 
información que se tiene sobre los pesos sinápticos y los sesgos de la RNA antes de 
recolectar los datos. La densidad previa está determinada por Ec. 53 y Ec. 54. 
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2 /2( ) (2 )nW WZ     Ec. 54 
Donde W
2
 es la varianza de cada peso sináptico y cada sesgo, n es el número de pesos 
sinápticos y sesgos de la red neuronal y EW es el error cuadrado medio definido según la Ec. 
40 para los pesos sinápticos y sesgos. 
Como último término de la Ec. 48, está la Ec. 55, que se nombra como la función de 
evidencia y que es una expresión normalizadora que no depende de x, y no es necesaria 
para encontrar el máximo de la función de densidad posterior (Ec. 48). Además, la función 
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2 2MP
D WH E E       Ec. 57 
Se estima ZF(α,) como una expansión de la serie de Taylor en dónde x
MP
 representa el 
valor más probable del peso sináptico o del sesgo en esa iteración y H
MP
 como la matriz 
Hessiana de la función F(x). 
Los parámetros α y  que se expusieron en la sección asociada a las funciones 
probabilísticas de la función de regularización bayesiana son diferentes a los parámetros α y 
 que se mostrarán a continuación en el método del descenso del gradiente. Desde este 
punto en adelante, cuando se hable de los parámetros α y  se trabajará con el significado 
denotado en el método del descenso del gradiente. 
El método del descenso del gradiente es el método más utilizado en el entrenamiento y 
aprendizaje de las redes neuronales artificiales para obtener la actualización de los 
parámetros de las neuronas, es decir, las correcciones de los pesos sinápticos y los sesgos 
(Aggarwal, 2018). Este método consiste en calcular la derivada de la función de costo de la 
RNA multiplicándola por factores de tasa de decaimiento del aprendizaje α, parámetro del 
momentum , vectores de velocidad de corrección V, y vectores de pesos sinápticos W. La 
aplicación del método del descenso del gradiente permite encontrar de manera rápida el 




Fig. 16: Desempeño del método del descenso del gradiente. 
Fuente: Neural networks and deep learning. (Aggarwal, 2018), 
 
La tasa de decaimiento del aprendizaje αt se calcula por decaimiento exponencial (Ec. 58) o 
por decaimiento inverso (Ec. 59), las cuales dependen de los siguientes parámetros: tasa 
decaimiento inicial α0, el número de épocas del entrenamiento t, y un factor de control k. 









Esta actualización de los valores de pesos sinápticos wij y los sesgos bij, sintetizados en la 
matriz W, se realiza por medio de la expresión matemática mostrada en la Ec. 60, en dónde 
V es el vector de velocidad de cambio del aprendizaje. 
W W V    Ec. 60 
El cálculo y el valor del vector de velocidad V cambian según la técnica de aprendizaje que 
se esté utilizando. Existen diversas técnicas de aprendizaje, las más importantes son: 
técnica sencilla (Ec. 61), técnica de momentum suavizado (Ec. 62) y técnica de momentum 































Para Mazurowski (2008), los algoritmos más utilizados para el entrenamiento de las RNA 
son: el método de propagación inversa desarrollado por Chauvin y Rumelhart (1995), que 
es una variación del método del descenso del gradiente para encontrar para mínimo de una 
función de error, usando el procedimiento del error medio cuadrado; y, el método de 
optimización de “enjambre” de partículas (Eberhart & Kennedy, 1995) que consiste realizar 
iteraciones variando la posición de los vectores de las posibles soluciones del sistema hasta 
determinar la respuesta óptima para la función objetivo. 
Si se desea utilizar el método de la propagación inversa (backpropagation) para ajustar los 
pesos sinápticos de la RNA durante la etapa de aprendizaje, se deben tener claros 3 
conceptos de este método (Sathyanarayana, 2014). El primer concepto es el enfoque de la 
corrección del error, el cual consiste en seleccionar una de las capas que conforman la red 
neuronal, aislarla con la capa siguiente y ajustar los pesos sinápticos para corregir el error 
existente, e. Esto puede lograrse mediante la aplicación de la suma cuadrada de los errores 
(Ec. 64), donde oi es el valor de entrada de salida de la neurona y ti es el valor objetivo de la 
neurona. 
2 2 2 2
1 1 2 2 3 3 4 4( ) ( ) ( ) ( )e o t o t o t o t          
Ec. 64 
Un ejemplo de una red neuronal artificial compuesta por 4 capas de neuronas es útil para 
mostrar el funcionamiento del backpropagation (Fig. 17). Se escoge la tercera capa para 
hacer la corrección del error con respecto a la cuarta capa. Se implementa una capa 
adicional para manejar los valores de los errores calculados ci y se expresan como una 
función (Ec. 65). 





Fig. 17: RNA de 4 capas. 
Fuente: A gentle introduction to backpropagation (Sathyanarayana, 2014). 
El segundo concepto que hay que considerar es la sensibilidad (Ec. 66), se denota δci y 
corresponde a las derivadas parciales del vector del error E con respecto a cada uno de los 
componentes de ese vector. Por lo tanto, la sensibilidad sigue siendo un vector (Ec. 67), no 
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Ec. 67 
Los valores de entrada a la última capa de la red neuronal que se utilizó para la propagación 
inversa, son los valores de entrada pi para la corrección del error de toda la red. Cualquiera 
RNA en etapa de entrenamiento sufrirá modificaciones debido a los errores existentes por 
los datos procesados. Así, se espera una pequeña variación en el error calculado Δci que 
afectado por la sensibilidad δci permite conocer la sensibilidad 1p  y la variación de estos 












Este proceso matemático es el que le da el nombre al método de corrección del error 
conocido como backpropagation, debido a que la sensibilidad calculada para las capas 
posteriores se utiliza para ajustar los errores y los pesos sinápticos de las capas anteriores 




Fig. 18: Cuadro de flujo del procedimiento backpropagation, corrección de p1 debido a Δp1. 
Fuente: A gentle introduction to backpropagation (Sathyanarayana, 2014). 
    
Fig. 19: Cuadro de flujo del procedimiento backpropagation, corrección de Δw1 
Fuente: A gentle introduction to backpropagation (Sathyanarayana, 2014). 
 
El tercer y último concepto importante que se debe tener en cuenta es el peso sináptico de 
las neuronas wij. Conociendo lo especificado en Fig. 18 y Fig. 19, se puede determinar un 
factor A(p1)δcj (Ec. 69) que permite entender cómo varía el error en función del cambio de 
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los pesos sinápticos, que se calcula como la derivada parcial del primer parámetro (e) 












Con este factor A(p1)δcj, es posible optimizar los pesos sinápticos, mediante iteraciones de 
la RNA, y minimizar el error, mediante el método del máximo descenso. Para comenzar el 
funcionamiento de la red, se coloca un valor “semilla” pequeño y se escoge aleatoriamente 
un conjunto de datos usados en el entrenamiento para que se realice todo el recorrido por 
las neuronas y las capas de neuronas.  
Existen algunas técnicas que mejoran el rendimiento del entrenamiento y la comprobación 
de una red neuronal artificial. La validación cruzada o cross-validation, en inglés, es un 
método muy efectivo para optimizar la complejidad de la RNA y disminuir el error en datos 
de prueba desconocidos para la red, por el cual se fraccionan todos los datos aleatoriamente 
en tres grupos: datos de entrenamiento, datos de validación y datos de prueba (Ertel, 2017). 
Luego se realiza el entrenamiento de la red neuronal con la información de entrenamiento y 
con la información de validación, cuyos resultados de error se promedian y se utilizan para 
calcular el error de la red con los datos de prueba. Este proceso se realiza iterativamente 
hasta que se encuentre el mínimo error en los resultados de la red. Para bases de datos de 
pequeña magnitud (100 a 10 000 datos) se utiliza una proporción de 60/20/20 o 70/15/15 en 
la distribución de datos de entrenamiento, validación y prueba, respectivamente; para bases 
de datos de gran magnitud (big data, más de 1 000 000 de datos) se utilizan proporciones de 
98/1/1 o 99/0.5/0.5. 
Otra técnica que beneficia a los múltiples procedimientos matemáticos que se realizan 
durante el funcionamiento de una red neuronal artificial es la normalización de la 
información de la base de datos. Esta técnica resulta importante debido a que, 
generalmente, los diferentes parámetros involucrados en la RNA, ya sean variables de 
entrada o variables de salida, tienen diferentes órdenes de magnitud, y esta diferencia puede 
causar que ciertas variables condicionen fuertemente el rendimiento de la red (Aggarwal, 
2018). Existen muchos métodos de normalización, algunos de estos están descritos en Ec. 
70, Ec. 71, Ec. 72, Ec. 73 y Ec. 74. 
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Demuth et al., (2014) plantean Ec. 70 y Ec. 71, en dónde p es valor a normalizar, np es el 
valor normalizado, minp  es el valor mínimo del parámetro que está siendo normalizado, 
maxp  es el valor máximo del parámetro que está siendo normalizado, meanp  es la media del 
parámetro y stdp  es la desviación estándar del parámetro. Ec. 72, Ec. 73 y Ec. 74 son 
presentadas por Aggarwal (2018), teniendo que ijx  es el valor i del parámetro j a 
normalizar, 
n
ijx  es el valor normalizado, minjx  es el valor mínimo del parámetro j, maxjx  
es el valor máximo del parámetro j, j  es la desviación estándar del parámetro j y || ||jx  
es la norma del vector de datos del parámetro j. 
 
7.5. Sistemas de control 
El control y la protección de las estructuras ha sido objetivo de investigación de la 
ingeniería civil desde la década de los 80. Se ha estudiado la forma de regular los diversos 
parámetros que intervienen en el análisis y el diseño de las estructuras: materiales de 
construcción, sistema estructural, las dimensiones, las secciones y la ubicación de los 
elementos estructurales, tipos de cargas aplicadas, entre otros. 
Symans & Constantinou (1999) definen tres (3) grandes clases de sistemas de control: 
 Sistemas de control pasivos: es un sistema que no requiere una fuente de poder 
externa para su funcionamiento y utiliza el movimiento propio de la estructura 
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para desarrollar las fuerzas de control (Fig. 20). Estas fuerzas de control son una 
función de la respuesta de la estructura dependiendo la localización del sistema de 
control. 
 
Fig. 20: Esquema de funcionamiento de los sistemas de control pasivos. 
Adaptado: Semi-active control systems for seismic protection of structures: a state-of-the-art 
review. (Symans et al., 1999). 
 
La importancia de los sistemas de control pasivo radica en que estos mecanismos 
absorben gran cantidad de la energía sísmica que ingresa a la estructura, 
reduciendo la demanda del sistema estructural de resistencia sísmica. Singh & 
Moreschi (2002) y Qu & Li (2012), se dedicaron a investigar cuáles son las 
mejores configuraciones de ubicación para estos dispositivos y determinaron que 
es recomendable distribuirlos en cada piso o pisos intercalados para reducir los 
efectos de las fuerzas sísmicas. 
Symans et al. (1999) mencionan diversos mecanismos y dispositivos que 
funcionan como sistemas de control pasivos: fluencia dúctil del acero, acción 
visco-elástica de materiales similares al caucho, cizallamiento de fluidos viscosos, 
fricción por deslizamiento y aislamiento sísmico de la base. 
Li & Huo (2010) explican con mayor detalle los sistemas de control pasivos que 
más se utilizan: 
 Aislamiento de la base: Como su nombre lo indica, este método consiste en 
utilizar elementos y procedimientos que impidan que las fuerzas sísmicas 
tengan efectos sobre las estructuras. También se pueden aislar determinados 
pisos de la estructura para alcanzar el mismo objetivo. Algunos ejemplos de la 




Fig. 21: Ejemplos de aislamiento sísmico. 
Fuente: Advances in structural control in civil engineering in China. (Li et al., 2010). 
 
Generalmente, el aislamiento sísmico se logra con la colocación de un 
material que sirva para absorber energía, como por ejemplo capas de arena, 
capas de mortero de grafito, capas de caucho y rodillos de caucho. 
Dentro de los beneficios estructurales que hay al utilizar este tipo de sistemas 
de control pasivo, se encuentran la disminución (entre 12.5 %-50.0 %) de la 
respuesta sísmica de la estructura, un ahorro económico (3.0 %-15.0 %) de la 
estructura final, variedad en formas de aplicación en estructuras existentes y 
nuevas, y gran duración del sistema (de 75 a 100 años, mayor que la vida útil 
de la estructura). 
 Disipación de energía: se utilizan dispositivos que actúen como 
amortiguadores que disipen gran cantidad de la energía vibratoria que recibe 
la estructura, ya sea por cargas sísmicas, de viento o cualquier otro tipo de 
cargas. Estos dispositivos deben cumplir con funcionamiento histerético, es 
decir, que sean capaces de mantener sus propiedades físicas y mecánicas ante 
ciclos de carga y descarga, garantizando el adecuado comportamiento del 
instrumento a lo largo de su vida útil. Existen diversos tipos de 
amortiguadores: amortiguadores de fricción (se usan como frenos para disipar 
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la energía cinética, pueden ser de cualquier material con una configuración 
mecánica simple, y poseen un comportamiento histerético estable, Fig. 22), 
amortiguadores viscoelásticos (son importantes porque disipan energía sin 
importar la deformación que puedan experimentar, Fig. 23), amortiguadores 
de líquido viscoso (la capacidad de disipación de energía depende de la 
composición del líquido), amortiguadores de plomo (tienen un 
comportamiento elasto-plástico ideal, con un ciclo de histéresis rectangular 
(Garcia, 1998), ante sismos fuertes son de baja efectividad porque disipan 
poca energía por su alta deformación) y amortiguadores metálicos (se 
aprovecha la no linealidad, después de la fluencia, del material para seguir 
deformándose y disipar energía). 
 
Fig. 22: Amortiguador de fricción. 
Fuente: Advances in structural control in civil engineering in China. (Li et al., 2010). 
 
 
Fig. 23: Amortiguador viscoelástico. 
Fuente: Advances in structural control in civil engineering in China. (Li et al., 2010). 
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 Amortiguador de masa sincronizado: en inglés, TMD (tunned mass 
damper), consiste en una masa adicional a la estructura que está conectada 
con resortes y amortiguadores a la estructura principal, pero que posee una 
curva de histéresis que depende de la frecuencia, lo que aumenta el 
amortiguamiento de la estructura (Fig. 24). El periodo del TMD debe ser el 
mismo de la estructura para que al momento de la ocurrencia del sismo, este 
actúe en contra del movimiento de la edificación y reduzca la respuesta 
sísmica. 
  
Fig. 24: Amortiguador de masa sincronizado. 
Fuente: Advances in structural control in civil engineering in China. (Li et al., 2010). 
 
 Amortiguador de líquido sincronizado: en inglés, TLD (tunned liquid 
damper), funcionan bajo el mismo principio de los TMD, es decir, aumentan 
el amortiguamiento de la estructura, moviéndose en sentido contrario, para 
disminuir los efectos de los movimientos sísmicos (Fig. 25). Existe un 
amortiguador de columna líquida, TLCD (tunned liquid column damper), 
dónde se disipa la energía por el paso de un líquido a través de un orificio sin 
pérdida de cargas. Este tipo de amortiguadores se utiliza para estructuras con 
grandes periodos y funciona mejor controlando los dos modos fundamentales 





Fig. 25: Esquema de funcionamiento de un amortiguador de líquido sincronizado. 
Fuente: The technology advances in modern civil engineering. (UKEssays, 2015). 
 
 Sistemas de control activos: es un sistema que reduce la respuesta estructural de 
una edificación mediante una resistencia que resulta de una fuente de poder 
externa (Fig. 26). Este tipo de control utiliza dispositivos que aplican fuerzas en 
tiempo real, debido a que están conectados a la estructura por evaluadores: 
controladores y sensores. Los evaluadores  proporcionan un mecanismo de 
equilibrio ante cargas que pueden perjudicar a la estructura (Rai et al., 2009). 
 
Fig. 26: Esquema de funcionamiento de los sistemas de control activos. 
Fuente: Semi-active control systems for seismic protection of structures: a state-of-the-art review. 
(Symans & Constantinou, 1999)  
 
Fisco & Adeli (2011), clasificaron 4 grandes tipos de sistemas del control activo: 
 Amortiguador de masa sincronizado activo: funciona con el mismo 
dispositivo TMD que en el sistema de control pasivo. Para que esto sea un 
sistema de control activo, existe un actuador que está ubicado entre el TMD y 
la estructura, que permite la aplicación de una fuerza externa cuando sea 
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requerida. La ventaja de este dispositivo con respecto al sistema pasivo, es que 




Fig. 27: Esquema de funcionamiento de TMD activo. 
Fuente: Sistemas de control de respuesta sísmica en edificaciones. (Oviedo & Duque, 2006).  
 
 Actuadores distribuidos: consisten en diversos algoritmos trabajando 
simultáneamente, resolviendo sistemas de ecuaciones, que optimizan el 
control y la respuesta estructural ante cualquier tipo de carga dinámica (cargas 
de impacto, cargas de viento, cargas de sismo). Los actuadores existentes 
deben suministrar la fuerza necesaria para contrarrestar el movimiento de la 
estructura cuando sea afectada por alguna carga externa (Fig. 28). 
 
 
Fig. 28: Esquema de funcionamiento de actuadores distribuidos en un sistema de combustión. 
Fuente: Nonlinear feedback control of self-sustained thermoacoustic oscillations.(Rubio-
Hervas et al., 2015). 
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 Sistema de tendones activos: Los tendones de este sistema son elementos 
presforzados que se ubican en los entre pisos de la edificación o al final de los 
cables en puentes. Los actuadores activos se encargan de ajustar la tensión 
necesaria en los tendones y así generar la fuerza de control que se debe aplicar 
a la estructura. 
 Sistema de edificios acoplados activos: consiste en construir edificaciones 
que estén conectadas entre sí para mejorar la respuesta sísmica de ambas 
estructuras. Además, se pueden adicionar unos actuadores en las edificaciones 
para aumentar el nivel de control. La efectividad de este sistema de control 
depende de la localización de la interacción y los actuadores en las 
estructuras. 
 
 Sistemas de control semi-activos: este tipo de sistemas de control son la 
combinación de los sistemas activos y pasivos, resolviendo los principales 
problemas de dichos mecanismos:  gran cantidad de energía externa requerida y 
gran espacio requerido para el dispositivo, respectivamente (Fig. 29). En general, 
los sistemas de control semi-activos se componen de un dispositivo pasivo 
optimizado y sincronizado con la estructura para que el sistema de control necesite 
mucha menos energía para su ejecución (Rai et. al., 2009). 
 
Fig. 29: Esquema de funcionamiento de los sistemas de control semi-activos. 
Fuente: Semi-active control systems for seismic protection of structures: a state-of-the-art review.  
(Symans & Constantinou, 1999). 
 
Existen diversos mecanismos de sistemas de control semi-activos. Para Symans & 
Constantinou (1999), los más importantes son los siguientes: 
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 Dispositivos de control de rigidez: como su nombre lo indica, son elementos 
que permiten modificar la rigidez de la estructura, modificando las 
características de vibración naturales, para evitar la resonancia de la 
edificación durante la ocurrencia de un sismo. Estos dispositivos están 
ubicados en los elementos de arriostramiento de la estructura y se activan o 
desactivan para incluir o no, la rigidez de dicho arriostramiento (Fig. 30). 
 
Fig. 30: Ejemplo de dispositivo de control de rigidez. 
Fuente: Semi-active control systems for seismic protection of structures: a state-of-the-art 
review. (Symans & Constantinou, 1999). 
 
El principio de estos dispositivos se asemeja al de un pistón de un motor de 
gasolina, debido a que se compone de un cilindro hidráulico con una válvula 
de control solenoide que está conectada a dos cámaras de cilindros. 
 Amortiguadores electroreológicos: estos amortiguadores consisten en un 
cilindro hidráulico lleno de un fluido (generalmente aceite) con micro 
partículas dieléctricas suspendidas, que al momento de interactuar con algún 
campo eléctrico, estas se polarizan, se alinean y producen una resistencia al 




Fig. 31: Amortiguador electroreológico. 
Fuente: Design method for high-force electrorheological dampers. (Gavin, 1998). 
 
Según el campo eléctrico aplicado, la fuerza generada por el amortiguador 
electroreológico se puede controlar, permitiendo que este material pase de ser 
un fluido viscoso a ser un sólido en fluencia, en cuestión de milisegundos 
(Gavin, 1998). 
 Amortiguadores magnetoreológicos: son amortiguadores muy similares a 
los electroreológicos, con la diferencia que actúan con campos magnéticos y 




Fig. 32: Amortiguador magnetoreológico. 
Fuente: Modeling and control of magnetorheological dampers for seismic response 
reduction. (Dyke et al., 1996). 
 
La viscosidad del fluido magnetoreológico se regula a partir de la intensidad 
del campo magnético utilizado, o del voltaje que se le aplique al fluido. Para 
Mori, Nilkhamhang & Sano (2007), la fuerza de amortiguamiento que se tiene 
que obtener debe ser suficiente para poder disminuir las vibraciones y 
desplazamientos de los elementos. 
 Dispositivos de control de fricción: generalmente son amortiguadores de 
fricción, que dependen del desplazamiento de la estructura y no de la 
velocidad ni de la frecuencia de vibración. Los amortiguadores de fricción se 
activan sí y solo sí la fuerza ejercida a la edificación excede la fricción 
máxima permitida y genera un desplazamiento (Lu, 2004). 
 Amortiguadores de fluido viscoso: Similar los dispositivos de control de 
rigidez, estos amortiguadores funcionan a partir de un cilindro hidráulico con 
un pistón que está lleno del fluido viscoso, generalmente aceite, y que separa 
ambos lados de dicho cilindro. Al momento de la aplicación de la fuerza 
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externa, el fluido pasa a través de pequeños orificios a una velocidad que es 
regulada con una válvula de control que está en el sistema. De esta velocidad, 
depende la fuerza de amortiguamiento que genera este tipo de dispositivos. 
 Amortiguadores de masa sincronizada y de líquido sincronizado: es el 
mismo dispositivo que se utiliza en los sistemas de control pasivo y activo 
(TMD). Lin, Lu, Lin, & Yang (2010) desarrollaron un sistema de control 
semi-activo con este tipo de amortiguador para disminuir problemas de 
vibración estructural (Fig. 33). 
 
 
Fig. 33: Amortiguador de masa sincronizada TMD. 
Fuente: Vibration control of seismic structures using semi-active friction multiple tuned mass 
dampers. (Lin et al., 2010). 
 
A medida que se ha avanzado en el desarrollo de nuevos sistemas y dispositivos de control, 
y mejoramiento de las técnicas y elementos ya existentes, la comparación teórica y 
experimental entre sistemas de control se hace más interesante. Por ejemplo, Mitu et al., 
(2015) estudiaron la respuesta sísmica de una misma estructura que interactuaba con un 
sistema de control pasivo con un amortiguador de fricción y con un sistema semi-activo con 
un amortiguador magnetoreológico. Se llega a la conclusión, en este caso, que el 
amortiguamiento magnetoreológico es más eficiente que el de fricción.  
Todos los sistemas de control son útiles para disminuir los efectos de cargas sísmicas, 
cargas de viento y cargas cíclicas que se aplican sobre una estructura. Por lo tanto, es 
importante conocer conceptos y técnicas para la correcta escogencia del sistema de control. 
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Ou & Li (2009) dan recomendaciones de funciones y algoritmos para diferentes tipos de 
sistemas de control activos, pasivos y semi-activos. 
Además de los sistemas de control mencionados anteriormente, Fisco & Adeli  (2011) 
categorizan un tipo adicional de sistemas de control, a los cuales denominan “híbridos” y 
que resultan de la combinación de sistemas, metodologías y dispositivos activos, pasivos y 
semi-activos. Entre los sistemas de control híbridos que se explican, los más relevantes son: 
 Amortiguadores de masa híbridos: conocidos como HMD (por sus siglas en inglés, 
hybrid mass damper) se componen de un TMD activo y cualquier tipo de 
amortiguadores pasivos. Para un funcionamiento eficiente, este sistema debe tener un 
controlador interno que regule la activación del TMD activo y del amortiguador 
pasivo, asegurando que ambos dispositivos puedan generar la fuerza necesaria para 
disminuir los efectos de la carga sísmica. 
 Sistema de control semi-activo de aislamiento de base: la metodología pasiva de 
aislamiento de base no es tan eficiente para edificios muy altos con un periodo 
fundamental muy largo. Por lo tanto, este sistema de control se ha combinado con 
otros, como amortiguadores de fluido viscoso (Fig. 23), amortiguadores 
electroreológicos (Fig. 31) o, amortiguadores magnetoreológicos (Fig. 32) para obtener 
una mejor respuesta sísmica de la estructura. 
 Actuadores y amortiguadores pasivos: conociendo la desventaja de los sistemas de 
control activos de necesitar permanentemente una fuente de energía externa, este tipo 
de sistema de control surgió por la necesidad de seguir controlando la edificación 
durante un sismo, debido a que durante el evento sísmico puede existir un corte de 
fluido eléctrico. Así, cuando salgan de funcionamiento los actuadores de una 
estructura, los amortiguadores pasivos utilizados en el sistema híbrido seguirán 
controlando la edificación. A este modo de trabajo se le llama “falla segura”. 
 Amortiguador semi-activo de columna líquida sincronizada y amortiguadores 
pasivos: con la implementación de esta técnica híbrida, se toman en consideración las 
ventajas de los sistemas de control pasivos y semi-activos, incrementando la 
durabilidad, rendimiento, operatividad, efectividad y robustez ante las excitaciones 





El desarrollo metodológico de esta tesis de maestría se realizará en 4 fases que se describen 
a continuación: la primera fase consiste en realizar un análisis de dominio de frecuencias de 
señales sísmicas, la segunda fase trata sobre análisis matricial por el método de la rigidez y 
sobre análisis modal, la tercera fase desarrolla una red neuronal artificial y la cuarta fase 
hace una revisión de criterios de decisión para implementar en los sistemas de control. 
Estas 4 fases en conjunto, permiten conseguir el Objetivo general de esta investigación. En 
la Fig. 34, se muestra un diagrama de flujo que describe la interacción entre las fases 
anteriormente mencionadas. 
 
Fig. 34: Diagrama de flujo de la metodología para esta tesis. Fuente: Elaboración propia. 
 
Toda esta tesis se desarrolló con ayuda del software Matlab R2019a y se estructuró como 
un programa principal (Anexo 1) que presenta y permite la interacción de 3 algoritmos 
específicos que realizan los procedimientos descritos en los subcapítulos 8.1, 8.2 y 8.3, 
respectivamente. 
 
8.1. Análisis del dominio de frecuencias 
Lo primero que se debe realizar en esta fase de esta tesis, es conseguir registros sísmicos 
correspondientes a diferentes sismos. Estos registros sísmicos se pueden consultar en varias 
bases de datos especializadas, en esta investigación se consultaron las bases de datos del 
CESDM (en inglés Center for Earthquake Strong Motion Data, EE.UU.),  USGS (en 
62 
 
inglés, National Strong Motion Project, EE.UU.), y SGC (Servicio Geológico Colombiano, 
Colombia). Se tomaron señales sísmicas correspondientes a los últimos 80 años, de 
cualquier magnitud, en cualquier lugar del mundo, debido a que se tienen registros desde 
1940 y se busca variedad en las características de estos sismos. 
Debido a la diversidad del formato en la presentación de los datos, se ha optado por realizar 
un filtro manual de los registros y luego utilizar un algoritmo de organización de la 
información para la estandarización de formatos y que puedan ser interpretados fácilmente 
por un software. Esta organización de los datos se realiza a partir de los siguientes 
parámetros: unidad de aceleración, tiempo del registro e intervalo de muestreo de datos. Se 
plantea realizar una matriz con los valores del tiempo, obtenidos al dividir el tiempo del 
registro entre el intervalo de muestreo, y la aceleración de cada registro que compone el 
sismo. 
Después de realizar esta organización de la información, el algoritmo (Anexo 2) ejecuta un 
filtro de la señal sísmica analizada, mediante el uso de las funciones de Matlab, butter y 
filter. Este filtro consiste en remover el “ruido”, o datos atípicos, a los registros sísmicos 
obtenidos, con la finalidad de tener mejores resultados al momento de procesar la señal. 
Cada señal sísmica que se registra mediante instrumentación específica, contiene una gran 
cantidad de información perteneciente al evento sísmico ocurrido. Esta información es muy 
importante para caracterizar el comportamiento del sismo, pues permiten conocer las 
magnitudes de la aceleración, el tiempo de duración, epicentro, hipocentro, etc. A partir de 
estos datos, se determinan otras variables que amplían la categorización del sismo en 
estudio, dentro de las variables se encuentran las magnitudes de las velocidades y los 
desplazamientos durante el sismo y las frecuencias experimentadas. 
Para conocer las velocidades y los desplazamientos del sismo, se utiliza la función de 
Matlab, cumsum con los datos de aceleración obtenidos del registro sísmico. Esta función 
realiza una aproximación de la integral acumulativa de un arreglo de datos mediante el 
método trapezoidal. Así, teniendo los datos de aceleración y aplicando la función cumsum, 
se obtienen la información de las velocidades, y aplicando nuevamente la función cumsum, 
se calculan los datos de desplazamiento del sismo. Toda esta información se grafica para 
ver de mejor manera el comportamiento de los datos. 
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Con la información de la aceleración registrada durante el sismo, se utilizan los conceptos 
de las transformadas de Fourier y los análisis en dominio del tiempo y de la frecuencia 
(subcapítulo 7.1). De esta forma se calcula el espectro de amplitud de frecuencias del 
registro sísmico, en el cual se determina la frecuencia dominante del sismo la cual es parte 
fundamental de la presente investigación. 
 
8.2. Análisis matricial por el método de la rigidez y análisis modal 
Como el nombre de esta fase lo indica, esta parte de la tesis se encarga de realizar el 
análisis matricial por el método de la rigidez y el análisis modal para pórticos 2D, con el 
objetivo de conocer las propiedades y el comportamiento de respuesta dinámico de una 
estructura con diversas configuraciones de arriostramiento. Estos análisis se realizan con la 
teoría expuesta en el subcapítulo 7.3. 
Es necesario realizar diversas observaciones y condiciones que se tienen en cuenta para la 
implementación de esta fase de la presente investigación: 
 Estos análisis se realizan a estructuras de cortante idealizados, de acuerdo a Chopra 
(2001). 
 Sólo se trabajará con pórticos 2D (arriostrados y no arriostrados), con número de 
pisos entre 1 y 10, que contarán únicamente con dos columnas (un solo vano) de igual 
sección transversal. 
 Las riostras a utilizar en los pórticos, en los diferentes pisos de la estructura, serán 
en forma de “V” invertida, para utilizar un sistema de control semi-activo adecuado. 
 Las estructuras que son analizadas en esta tesis, deben cumplir previamente con los 
criterios y requerimientos de diseño pertinentes. 
 Los elementos estructurales considerados corresponden a perfiles metálicos de 
material ASTM A992 Grado 50 para vigas y columnas (HEA e IPE), y ASTM A500 
Grado C para las riostras (PTE). 
 Las cargas muertas a implementar corresponden a estructuras de uso residencial o 
de oficinas, que estén dentro del grupo de uso tipo I. 
Teniendo claras las consideraciones anteriormente mencionadas, se procede a introducir 
toda la información de la estructura al algoritmo (Anexo 3) que realiza el análisis matricial 
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y el análisis modal. Los parámetros necesarios para el cálculo de estos análisis son los 
siguientes: 
 Número de pisos de la estructura. 
 Altura de pisos. 
 Longitud de vano entre columnas. 
 Área de columnas. 
 Inercia de columnas. 
 Área de vigas. 
 Área de riostras. 
 Ubicación de las riostras de acuerdo al piso de activación. 
 Cargas muertas sobreimpuestas. 
Se consideraron 4 formas distintas para obtener estos parámetros de la estructura: 
 Nueva estructura: Se digita toda la información de la estructura vía teclado y 
pantalla. 
 Estructura previamente analizada: Se toma la información de una estructura a la cual 
ya se le haya realizado el análisis matricial y el análisis modal.  
 Estructura existente en base de datos: Se toma la información de una estructura 
determinada que está en la base de datos utilizada para el proceso con la red neuronal 
artificial. 
 Estructura propuesta por la RNA: Se toma la información de la estructura que 
resulta del procesamiento de la red neuronal artificial. 
Con las variables de la estructura completamente definidas, se ejecutan el análisis matricial 
mediante el método de la rigidez y el análisis modal (subcapítulo 7.3). Para este algoritmo, 
se han implementado 3 opciones para el tratamiento de la información calculada: 
 Ver resultados del análisis estructural: Como resultado del análisis matricial, se 
muestran los periodos y las frecuencias de cada uno de los grados de libertad definidos 
según el número de pisos. Del análisis modal, se obtienen los modos de vibración de la 
estructura. Además, si se ha ejecutado previamente el algoritmo de análisis del dominio 
de frecuencias de un sismo (subcapítulo 8.1), se calculan y se grafican la masa modal, 
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los desplazamientos totales de la estructura, la fuerza horizontal equivalente, el 
cortante basal y el momento basal que experimenta el pórtico debido al sismo. 
 Verificar resonancia entre la estructura y el sismo: Se muestra la frecuencia 
principal de la estructura y la frecuencia dominante del sismo, para compararlos y 
determinar la resonancia, según los criterios de factores de respuesta dinámica 
(subcapítulo 7.2). En caso de que se presente resonancia, el usuario puede escoger 
entre ejecutar o no el algoritmo de las RNA (subcapítulo 8.3) 
 Ingresar la información de la estructura en la base de datos: se toma la información 
de la estructura y del análisis matricial para realizar una nueva entrada de la base de 
datos existente. 
Con la última opción presentada anteriormente, se genera la base de datos de estructuras 
con la que funcionará el algoritmo de las redes neuronales artificiales (subcapítulo 8.3). 
Para lograr este objetivo, se realizó un diseño de experimentos. Montgomery (2004) 
determina que en los experimentos intervienen el estudio de dos o más factores y clasifica 
el diseño factorial como aquel diseño en el cuál se analizan todas las combinaciones 
posibles hechas con los factores que están presentes en el experimento. Estas 
combinaciones se producen a través de la interacción de los distintos niveles de los 
factores. Así, se denomina que el diseño de experimentos está cruzado. 
Este autor también propone distintos tipos de experimentos para conocer cuál es la 
incidencia de los factores y sus respectivos niveles en cada muestra del experimento. Los 












. Los experimentos mencionados 
se caracterizan por tener el número de factores mostrados en el exponente (2, 3 y k) con un 
número de niveles expresados en el denominados (2 y 3). 
Es necesario realizar distintos filtros para las combinaciones obtenidas del diseño de 
experimento debido a que existen combinaciones que son estructuralmente imposibles, 
porque los elementos estructurales no cumplen con los criterios de diseño, o porque existen 
combinaciones repetidas como se explica a continuación. Para el primer filtro, se realiza un 
estudio de sensibilidad mediante modelos estructurales en el software SAP2000 que 
determina hasta dónde el nivel de un factor se puede combinar con los niveles de los demás 
factores. El segundo filtro consiste en eliminar aquellas combinaciones redundantes que 
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resulten por el diseño de experimentos, debido a que algunas variaciones en los niveles de 
los factores producen los mismos resultados y esto puede sesgar la base de datos. 
 
8.3. Red neuronal artificial RNA 
La red neuronal artificial es la parte más importante de la tesis debido a que a través de su 
funcionamiento, se toman las decisiones con respecto a los cambios de la configuración 
estructural para evitar la resonancia del pórtico con el sismo en estudio. Después de 
documentar la teoría sobre el tema (subcapítulo 7.4), se procede a realizar el armado y 
montaje de la RNA. 
El primer paso para comenzar con el desarrollo de las redes neuronales artificiales es 
determinar cuáles son las variables de entrada y las variables de salida. Resulta esencial 
definir de manera adecuada estos parámetros porque de su grado de interacción depende el 
funcionamiento y el rendimiento de la RNA.  
Dentro de esta arquitectura se encuentran varios parámetros como el número de capas de la 
red y el número de neuronas en cada capa (dependen de la complejidad del problema), las 
funciones de propagación, de activación y de salida de las neuronas (dependen del tipo de 
problema a resolver) y las funciones de error y algoritmos de entrenamiento (depende de las 
variables de salida). 
Algunas de las variables descritas anteriormente se pueden establecer antes de realizar 
algún procesamiento de la RNA, como por ejemplo, las variables de entrada, las variables 
de salida, las funciones de propagación, de activación y de salida de las neuronas, y las 
funciones de error. Con el análisis detallado de la literatura, se pueden definir estas 
variables. Por otra parte, el número de capas de la red, las neuronas de cada capa y el 
algoritmo de entrenamiento, se deben ajustar mediante el método de ensayo y error, en el 
cual se prueban distintos valores para calcular la configuración que ofrezca los mejores 
resultados en términos de error y ajuste de los datos. 
Para obtener mejores resultados de la RNA, se realizaron los métodos de validación 
cruzada, en donde se dividen los datos de entrenamiento, de validación y de prueba en una 
proporción de 70/15/15. A continuación se ejecutó una normalización de variables, en 
donde se normaliza toda la información de la base de datos con respecto a la variable a la 
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que pertenecen para evitar diferencias considerables en los órdenes de magnitud de los 
parámetros en estudio. Finalmente, se hizo una codificación de la información, para 
simplificar la cantidad de datos que se manejan en la red neuronal artificial. 
Luego de haber definido con precisión toda la arquitectura de la RNA, se sigue con el 
entrenamiento de la red neuronal, esto se realiza con el propósito de calcular los valores 
óptimos de los pesos sinápticos wij y los sesgos bij, y que tengan el menor error y el mejor 
ajuste de la información de la base de datos. 
En este algoritmo (Anexo 4) se han colocado 3 opciones para el tratamiento de los 
resultados obtenidos para la RNA: 
 Visualización de la RNA: Se muestra cómo está formada la red neuronal artificial, 
con todos los parámetros involucrados en los procesos matemáticos de la RNA. 
 Reentrenamiento de la RNA: Se realiza un nuevo cálculo de las redes neuronales 
para determinar otros valores para los pesos sinápticos wij y los sesgos bij. 
 Predicción de la RNA: Se realiza la predicción de la información de la RNA, a 
partir de los datos utilizados en el algoritmo de análisis matricial y análisis modal 
(subcapítulo 8.2). Si la frecuencia del sismo y la frecuencia de la estructura se 
encuentran en resonancia, la RNA multiplica la frecuencia principal de la estructura 
por un factor de 1.65. Este factor se define para amplificar dicha frecuencia y evitar el 
intervalo indeseado de resonancia (se busca un valor 20 % mayor al límite superior del 
rango de intervalos de resonancia definidos por el respectivo factor de resonancia, 
entre 0.6 y 1.4, según Fig. 2 y Fig. 4). Este resultado es utilizado como variable de 
entrada para predecir una configuración estructural que se aproxime a esa frecuencia y 
se aleje del intervalo indeseado de resonancia. Posteriormente, se puede regresar al 
algoritmo de análisis matricial y análisis modal para estudiar la efectividad de la 
solución predicha. 
 
8.4.  Sistemas de control 
Como última fase de esta tesis, se realiza una revisión detallada de criterios de decisión 
para escoger de un sistema de control para implementar en esta investigación. Este análisis 
se debe realizar sobre los diferentes tipos de control existentes, es decir, activos, pasivos y 
68 
 
semi-activos. También se deben estudiar los mecanismos y los dispositivos que pertenecen 
a cada sistema de control. 
 
Conocer las ventajas y las desventajas de cada tipo de instrumento permite formar un 
criterio sólido para escoger el sistema de control sísmico más adecuado para esta 
investigación. Cabe resaltar que en esta tesis no se desarrollará ningún sistema de control; 
solamente se propondrá la mejor solución para el problema estudiado con las 
consideraciones tomadas en cuenta durante todo el documento.  
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9. RESULTADOS Y DISCUSIÓN 
Como está descrito en el capítulo 8 (metodología), esta tesis consta de 4 fases. Con la 
interacción de las 4 fases mencionadas, se sigue el diagrama de flujo mostrado en la Fig. 34 
y se presentan los resultados obtenidos en cada una de las fases de esta tesis.  
 
9.1.  Análisis del dominio de frecuencias 
La primera fase corresponde al análisis de dominio de frecuencias para un evento sísmico 
registrado. Dentro de esta investigación, se buscaron registros de acelerogramas en las 
bases de datos especializadas: CESMD, NSMP y SGC. En esta investigación, se tomaron 
señales sísmicas correspondientes a los últimos 80 años, de cualquier magnitud, en 
cualquier lugar del mundo. Algunos sismos relevantes del siglo pasado como los de El 
Centro (1940) y Kobe (1995), y algunos sismos de este siglo como los de Los Santos-
Colombia (2015) y Manabí-Ecuador (2016). 
Se seleccionaron 9 registros para el estudio, los sismos son los siguientes: 
 Berkeley, California, EE.UU. Fecha: 4 de septiembre de 2003. Duración del 
registro: 44 segundos. Magnitud (Ml): 3.9. (Anexos Anexo 12 y Anexo 27). 
 Cerro Pietro, México. Fecha: 8 de febrero de 2008. Duración del registro: 79.00 
segundos. Magnitud (Ml): 5.4. (Anexos Anexo 13 y Anexo 28). 
 Greenville, California, EE.UU. Fecha: 16 de marzo de 2015. Duración del 
registro: 88.44 segundos. Magnitud (Mw): 3.8. (Anexos Anexo 14 y Anexo 29). 
 Manabí, Ecuador. Fecha: 16 de abril de 2016. Duración del registro: 995.06 
segundos. Magnitud (Mw): 7.8. (Anexos Anexo 15 y Anexo 30). 
 Los Santos, Santander, Colombia. Fecha: 10 de marzo de 2015. Duración del 
registro: 112.00 segundos. Magnitud (Mw): 6.4. (Anexos Anexo 16 y Anexo 31). 
 Tijuana. México. Fecha: 31 de marzo de 2017. Duración del registro: 176.96 
segundos. Magnitud (Ml): 3.5. (Anexos Anexo 17 y Anexo 32). 
 El Centro. California, EE.UU. Fecha: 19 de mayo de 1940. Duración del registro: 
53.74 segundos. Magnitud (Mw): 6.9. (Anexo 18). 
 Kobe. Japón. Fecha: 17 de enero de 1995. Duración del registro: 150.02 segundos. 
Magnitud (Mw): 6.9. (Anexo 19). 
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 Northridge. California, EE.UU. Fecha: 17 de enero de 1994. Duración del 
registro: 60.02 segundos. Magnitud (Ml): 6.7. (Anexo 20). 
Al estudiar el comportamiento de todas las señales sísmicas consultadas, se observó que las 
máximas aceleraciones se presentan en intervalos de tiempo de entre 30.0 s a 40.0 s en los 
diferentes registros, por lo tanto, en esta investigación se mostrará el periodo de tiempo con 
mayor relevancia en el contenido sísmico de cada uno de los registros presentados. El 
periodo y el intervalo de tiempo analizado de todos los registros sísmicos es el siguiente: 
 Berkeley, California, EE.UU.: 30.0 segundos (5.0 s a 35.0 s). 
 Cerro Pietro, México: 40.0 segundos (7.5 s a 47.5 s). 
 Greenville, California, EE.UU.: 30.0 segundos (25.0 s a 55.0 s). 
 Manabí, Ecuador: 40.0 segundos (25.0 s a 65.0 s). 
 Los Santos, Santander, Colombia: 40.0 segundos (20.0 s a 60.0 s). 
 Tijuana. México: 40.0 segundos (20.0 s a 60.0 s). 
 El Centro. California, EE.UU.: 40.0 segundos (0.0 s a 40.0 s). 
 Kobe. Japón: 40.0 segundos (0.0 s a 40.0 s). 
 Northridge. California, EE.UU.: 30.0 segundos (0.0 s a 30.0 s). 
Para este documento, se van a tomar como ejemplo los sismos ocurridos en Tijuana, 
México, y el ocurrido en Los Santos, Santander, Colombia, a los cuales se le va a realizar el 
análisis del dominio de frecuencias. 
Inicialmente, se deben obtener los registros numéricos documentados de los acelerogramas 
de los eventos sísmicos (Fig. 35 y Fig. 36). En estos casos en particular, se consultaron las 
páginas web del CESMD y del SGC, respectivamente. Se tomaron los datos de la estación 
de Dulzura, en Tijuana, México, ubicada a 22.2 km del epicentro del sismo de Tijuana y de 
la estación Vereda Acapulco en Girón, Santander, Colombia, ubicada a 20.9 km del 
epicentro del sismo de Los Santos. Debido a la complejidad del formato de los datos de los 
acelerogramas, se decidió hacer una organización mediante un algoritmo para facilitar el 




Fig. 35: Formato de datos de acelerogramas obtenidos del sismo de Tijuana, México.  
Fuente: CESMD.  
 
Fig. 36: Formato de datos de acelerogramas obtenidos del sismo de Los Santos, Santander, Colombia.  





Fig. 37: Formato de datos de acelerogramas organizados del sismo de Tijuana, México, EE.UU. 
 Fuente: Elaboración propia. 
 
 
Fig. 38: Formato de datos de acelerogramas organizados del sismo de Los Santos, Santander, Colombia. 




El algoritmo de análisis del dominio de la frecuencia comienza con la lectura de los datos 
de los sismos (Fig. 37 y Fig. 38) y la relación de estos valores con su tiempo de ocurrencia 
correspondiente. Siguiendo la metodología, se realiza el filtro de las señales sísmicas 
mediante la implementación de las funciones butter y filter del software Matlab. Después 
de este filtro, se utiliza la función cumsum y se calcula el registro de velocidad de los 
sismos. Para determinar el registro de desplazamientos de los sismos, se repiten los pasos 
del filtro de la señal de velocidad y la función cumsum para calcular la respectiva integral. 
De esta forma se pueden graficar los parámetros principales de los acelerogramas: 
aceleración (a) vs. tiempo (t) (Fig. 39 y Fig. 42), velocidad (v) vs. tiempo (t) (Fig. 40 y Fig. 
43) y desplazamiento (d) vs. tiempo (t) (Fig. 41 y Fig. 44), para observar el 
comportamiento de los sismos durante el tiempo de los sucesos. 
 




Fig. 40: Gráfica de velocidades del sismo de Tijuana, México. Fuente: Elaboración propia. 
 
 





Fig. 42: Gráfica del acelerograma del sismo de Los Santos, Colombia. Fuente: Elaboración propia. 
 
 





Fig. 44: Gráfica de desplazamientos del sismo de Los Santos, Colombia. Fuente: Elaboración propia. 
 
A partir de la teoría de Duhamel para la respuesta dinámica en estructuras ante 
movimientos sísmicos, las transformadas de Fourier y, los análisis en dominio del tiempo y 
frecuencia, se determinan aspectos asociados a la respuesta dinámica (desplazamiento, 
velocidad y aceleración).  
Luego, utilizando el concepto matemático de las transformadas de Fourier, el algoritmo 
procede a hacer un análisis de los sismos en dominio de frecuencias, el cual permite 
identificar las frecuencias dominantes de los registros, que corresponden a aquellas 
frecuencias que tienen la mayor amplitud espectral. 
Debido a que este análisis en el dominio de frecuencias se está ejecutando en un sistema de 
control semi-activo, las transformadas de Fourier se deben realizar constantemente en 
intervalos de tiempo determinados para procesar el registro sísmico en tiempo real. Con 
esta condición, se propone ejecutar el análisis en el dominio de frecuencias cada 1.0 s y 
evaluar el cambio de configuración estructural cada 5.0 s  (Guzmán et. al., 2017). 
Para los ejemplos en estudio, se determina que se realizarán las transformadas de Fourier en 
los tiempos 2.5 s, 5.0 s, 10.0 s, 15.0 s, 20.0 s, 30.0 s y al final del sismo, para analizar el 
comportamiento de las frecuencias predominantes a medida que se va registrando la señal 
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sísmica. En la Tabla 2, la Tabla 3, y desde la Fig. 45 hasta la Fig. 52, se muestran los 
resultados obtenidos. 
 
Tabla 2: Frecuencias predominantes en distintos momentos de tiempo del sismo de Tijuana, México. Fuente: 
Elaboración propia. 










Fig. 45: Gráficas de amplitud espectral en función de las frecuencias del sismo de Tijuana, México a los 2.5 






Fig. 46: Gráficas de amplitud espectral en función de las frecuencias del sismo de Tijuana, México a los 5.0 
s. Fuente: Elaboración propia. 
 
 
Fig. 47: Gráficas de amplitud espectral en función de las frecuencias del sismo de Tijuana, México a los 10.0 






Fig. 48: Gráficas de amplitud espectral en función de las frecuencias del sismo de Tijuana, México a los 15.0 
s. Fuente: Elaboración propia. 
 
Tabla 3: Frecuencias predominantes en distintos momentos de tiempo del sismo de Los Santos, Santander, 
Colombia. Fuente: Elaboración propia. 












Fig. 49: Gráficas de amplitud espectral en función de las frecuencias del sismo de Los Santos, Santander, 
Colombia a los 2.5 s. Fuente: Elaboración propia. 
 
 
Fig. 50: Gráficas de amplitud espectral en función de las frecuencias del sismo de Los Santos, Santander, 





Fig. 51: Gráficas de amplitud espectral en función de las frecuencias del sismo de Los Santos, Santander, 




Fig. 52: Gráficas de amplitud espectral en función de las frecuencias del sismo de Los Santos, Santander, 




Finalmente, en la Fig. 53 y la Fig. 54, se detalla el contenido frecuencial de todo el registro 
sísmico de ambas señales. 
 




Fig. 54: Gráfica de amplitud espectral en función de las frecuencias del sismo de Los Santos, Santander, 
Colombia. Fuente: Elaboración propia. 
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Los valores de las frecuencias que estén relacionados con la mayor amplitud espectral del 
registro, serán tomados como las frecuencias dominantes de los sismos y serán los valores a 
utilizar por el algoritmo del análisis matricial y análisis modal para conocer si existe 
resonancia con una estructura que se estudiará posteriormente y para que el algoritmo de la 
red neuronal artificial tome decisiones sobre la configuración estructural de dicho pórtico. 
Al analizar los resultados anteriormente mostrados, se observa que las frecuencias 
predominantes de los sismos se muestran desde el inicio de la señal, alcanzándose a los 
10.0 s (Tijuana) y a los 5.0 s (Los Santos) de ocurrencia de cada uno los sismos analizados. 
Bajo este criterio, se escogerán las frecuencias predominantes definitivas de los sismos que 
corresponden a 8.984 Hz y 0.977 Hz, para los sismos de Tijuana y Los Santos, 
respectivamente. Estos datos serán almacenados en una variable especial llamada frecdom, 
para poder ser leídos y utilizados por los algoritmos que siguen. 
 
9.2.  Análisis matricial por el método de la rigidez y análisis modal 
En la segunda fase de esta tesis, se encuentra un análisis matricial por el método de la 
rigidez y el análisis modal de pórticos 2D. Estos análisis permiten conocer el análisis 
estructural y el comportamiento dinámico del pórtico analizado debido a los sismos 
utilizados en la primera fase de esta tesis, respectivamente. Es necesario resaltar que las 
estructuras que se analizan en esta investigación y con este algoritmo deben cumplir todas 
las consideraciones descritas en el subcapítulo 8.2. 
Como se había descrito en los capítulos anteriores, los parámetros de la estructura 
requeridos para realizar los análisis de este algoritmo son: número de pisos, altura de pisos, 
longitud de vano, área e inercia de columna, área de vigas, área de riostras y ubicación de 
riostras por pisos. El resultado del análisis matricial es la frecuencia fundamental de la 
estructura, que es la variable fundamental para determinar si existe resonancia con respecto 
a la frecuencia dominante del sismo previamente analizado. La información utilizada en 
este análisis, también se utiliza para formar la base de datos de las estructuras que harán 
parte de los datos de entrenamiento, validación y prueba de la red neuronal artificial. 
Con respecto a la base de datos (Anexo 21), esta se conformó mediante un diseño de 
experimentos factorial cruzado (Montgomery 2004). En esta tesis, se consideró que el 
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diseño de experimento apropiado para la base de datos es el 3
k
. Tomando todos los 
parámetros requeridos para el análisis de estructuras se utilizaron tres niveles: un nivel 
mínimo, un nivel máximo y un nivel intermedio. Con esto, tenemos un diseño del tipo 3
8
. A 
continuación se muestra la Tabla 4 en la cual se encuentra el diseño de experimentos 
realizado. Hay que resaltar que aunque en la Tabla 4 se encuentren 7 factores, los factores 
son 8 en realidad, debido a que de la sección de la columna se toman los valores de área y 
de inercia de la sección. 
Tabla 4: Factores y niveles del diseño de experimentos factorial 3
8
. Fuente: Elaboración propia. 
Factor / Nivel 1 (Mínimo) 2 (Intermedio) 3 (Máximo) 
Número de pisos 1 5 10 
Altura de pisos (m) 3.00 4.00 5.00 
Longitud de vano (m) 4.00 5.50 7.00 
Sección de columnas HEA 200 HEA 360 HEA 500 
Sección de vigas IPE 200 IPE 360 IPE 500 








Sin riostras Aleatorio Todas las riostras 
 
Todas las combinaciones posibles producto del diseño de experimentos factorial 3
8
 se 
encuentran en el Anexo 34. Luego de obtener todas estas combinaciones, se realizan 
distintos filtros sobre estos resultados para obtener combinaciones estructuralmente 
posibles y que no estén repetidas. Para el primer filtro, se determinó un estudio de 
sensibilidad mediante modelos estructurales en el software SAP2000 en dónde se 
estudiaron variaciones de los parámetros de sección las columnas, vigas y riostras con 
respecto al número de pisos, la altura de pisos y la longitud del vano, y así determinar el 
nivel máximo en el que funcionan estos factores. Los resultados de este primer filtro se 
muestran en la Tabla 5. 
Tabla 5: Estudio de sensibilidad de factores del diseño de experimentos. Fuente: Elaboración propia. 
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  Nivel máximo  






Sección columna HEA 200 2 3 3 
Sección columna HEA 360 3 (con riostras) 3 3 
Sección columna HEA 500 3 3 3 
Sección viga IPE 200 3 3 2 
Sección viga IPE 360 3 3 3 
Sección viga IPE 500 3 3 3 
Sección riostras PTE 
100×100×3.0 
3 3 3 
Sección riostras PTE 
150×150×4.0 
3 3 3 
Sección riostras PTE 
200×200×7.0 
3 3 3 
 
El segundo filtro consiste en eliminar aquellas combinaciones en las cuales se pueden 
presentar resultados iguales. Con esta consideración se estudian las combinaciones que 
tienen el nivel 1 (sin riostras) del factor “configuración de riostras” y en las que se varíen 
los niveles del factor “sección de riostras”, debido a que la inexistencia de riostras produce 
un resultado igual para cualquier sección de riostras estudiado. Además, se realizó un filtro 
adicional el cual consistía en eliminar las combinaciones que tuvieran en cuenta el nivel 2 
(aleatorio) del factor “configuración de riostras” y el nivel 1 (1 piso) de “número de pisos”, 
puesto que estos resultados están incluidos dentro de los niveles 1 y 3 (sin riostras y todas 
las riostras) del factor “configuración de riostras”. Después de estos filtros, se obtiene que 
el total de muestras de este experimento es de 1 104 datos, porque se eliminaron 1 083 
combinaciones de las 2 187 que se generan por este diseño de experimentos 3
8
. Toda esta 
información también se encuentra en el Anexo 34. 
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En el caso puntual de este documento, en el ejemplo mostrado a continuación se introducen 
los datos de una nueva estructura, la cual cuenta con las siguientes características: 
 Número de pisos de la estructura: 8 pisos. 
 Altura de pisos: 3.50 m. 
 Longitud de vano entre columnas: 6.50 m. 
 Área de columnas: 0.0159 m2 (HEA400). 
 Inercia de columnas: 0.0004507 m4 (HEA400). 
 Área de vigas: 0.00845 m2 (IPE 400). 
 Área de riostras: 0.001164 m2 (PTE 100×100×3.0). 
 Ubicación de las riostras por pisos: Sin riostras. 
 Código de la riostra: 255. 




Fig. 55: Estructura 2D en estudio. Fuente: Elaboración propia. 
Luego de realizar el análisis matricial de este pórtico, se obtuvo que la frecuencia 
fundamental de la estructura es 11.475 Hz. Para determinar la existencia de la resonancia en 
las estructuras, se realiza la siguiente operación, que es el cociente entre la frecuencia 
dominante del sismo y la frecuencia fundamental de la estructura.  A este cociente se le 
llama relación de resonancia. 
Como se están estudiando dos registros sísmicos al tiempo, primero se presentarán los 
resultados con respecto al sismo de Tijuana, México y posteriormente se mostrarán los 
resultados con respecto al sismo de Los Santos, Santander, Colombia. De esta forma, para 











    
El criterio escogido en esta investigación para evitar el fenómeno de la resonancia se basa 
en las gráficas de factores de respuesta dinámica y de transmisibilidad de fuerzas, 
conceptos expuestos por Chopra (2001) y Clough & Penzien (1975). Según la Fig. 2, se 
determina que la relación de resonancia debe ser menor que 0.6 o mayor a 1.4 para que no 
se presente el fenómeno de la resonancia. Otra forma de comprobar la existencia de 
resonancia es calcular las frecuencias resonantes de desplazamiento (Ec. 10), de velocidad 
(Ec. 11) y de aceleración (Ec. 12). 
2 2
Re 1 2 11.475* 1 2(0.05) 11.446d s n Hz        













De los resultados anteriores, se puede observar que esta estructura se encuentra en 
resonancia debido a que la frecuencia dominante del sismo es 79.6 % de la frecuencia 
natural del pórtico y se encuentra dentro de los límites de la relación de resonancia (Chopra 
2001, Fig. 2).  
A partir de esto, se calculan la transmisibilidad de fuerzas (Ec. 9), el factor de respuesta 
dinámica resonante de desplazamiento (Ec. 13), el factor de respuesta dinámica resonante 
de velocidad (Ec. 14) y el factor de respuesta dinámica resonante de aceleración (Ec. 15) 
que se produce por el sismo. 
 









    
 
      
        
 
 
   
1/2
2 22
1 2*0.05* 8.984 /11.475
2.630
1 8.984 /11.475 2*0.05* 8.984 /11.475
 
      






























    
Se observa que estos factores, tanto de transmisibilidad como de respuesta dinámica 
resonante de desplazamiento, de velocidad y de aceleración, amplifican 2.63 y 10 veces 
más los efectos experimentados por la estructura, respectivamente, debido al pórtico y al 
sismo que se están analizando. Esto concluye que se necesita modificar la configuración 
estructural del pórtico para evitar las consecuencias negativas de la resonancia existente. 
Los resultados obtenidos por la interacción entre el sismo de Los Santos, Santander, 









    
La relación de resonancia calculada es 0.085 y se encuentra por fuera del intervalo (de 0.6 a 
1.4) considerado como resonante. Además se calculan la transmisibilidad de fuerzas (Ec. 
9), el factor de respuesta dinámica de desplazamiento (Ec. 6), el factor de respuesta 
dinámica de velocidad (Ec. 7) y el factor de respuesta dinámica de aceleración (Ec. 8) 
correspondiente. 
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Al realizar el cálculo de los parámetros en estudio, se observa cómo la transmisibilidad de 
fuerzas presente entre el sismo y el pórtico es 1.012. Además, los factores de respuesta de 
desplazamiento, de velocidad y de aceleración son 1.007, 0.086 y 0.007, respectivamente. 
Con estas variables se determina que no se amplifican los efectos causados por el sismo de 
Los Santos, Santander, Colombia, a la estructura propuesta. Además, analizando la relación 
de resonancia, se puede concluir que no se necesitará una modificación estructural al 
pórtico para obtener una respuesta adecuada al sismo, por lo tanto este ejemplo no entrará a 
la fase 3 ni a la fase 4 de esta investigación, es decir, no pasará por el proceso de la RNA ni 
ejecutará activación al sistema de control semi-activo. 
Por otra parte, los resultados del análisis modal de esta y cualquier estructura que se analice 
en esta tesis de investigación, son los modos de vibración principales y sus respectivos 
periodos, los desplazamientos totales de la estructura, la masa modal y los cortantes 
basales. 
Para el pórtico que es ejemplo en este documento se tiene que los periodos de los modos de 
vibración del 1 al 8 son los siguientes, respectivamente: 11.475 Hz, 34.035 Hz, 55.436 Hz, 
74.949 Hz, 91.909 Hz, 105.74 Hz, 115.97 Hz y 122.251 Hz. En cuanto a los modos de 
vibración de la estructura, se obtiene la Fig. 56 que muestra la masa modal que interactúa 




Fig. 56: Gráfica de número de pisos vs. masa modal (normalizada) actuante de la estructura inicial. Fuente: 
Elaboración propia. 
A continuación se muestran los efectos que tienen los dos sismos en estudio con respecto al 
pórtico analizado. Tal y como se realizó anteriormente, primero se muestran los resultados 
correspondientes al sismo de Tijuana, México y luego los resultados correspondientes al 
sismo de Los Santos, Santander, Colombia. La respuesta del desplazamiento de la 
estructura ante el primer sismo, se muestra en la Fig. 57. 
 
Fig. 57: Gráfica de desplazamiento vs. tiempo, de la estructura inicial con el sismo de Tijuana, México. 
Fuente: Elaboración propia. 
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De igual forma, los cortantes basales que experimenta el pórtico durante el registro sísmico 
se presentan en la Fig. 58. 
 
Fig. 58: Cortante basal actuante vs. tiempo, de la estructura inicial con el sismo de Tijuana, México. Fuente: 
Elaboración propia. 
Los momentos basales que resultan del registro sísmico se presentan en la Fig. 59. 
 




El desplazamiento provocado por el sismo de Los Santos, Santander, Colombia al pórtico 
en estudio se muestra en la Fig. 60. 
 
Fig. 60: Gráfica de desplazamiento vs. tiempo, de la estructura inicial con el sismo de Los Santos, Santander, 
Colombia. Fuente: Elaboración propia. 
Los cortantes basales que resultan del registro sísmico se presentan en la Fig. 61. 
 
Fig. 61: Cortante basal actuante vs. tiempo, de la estructura inicial con el sismo de Los Santos, Santander, 
Colombia. Fuente: Elaboración propia. 
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De igual forma, los momentos basales que experimenta el pórtico durante el registro 
sísmico se presentan en la Fig. 62. 
 
Fig. 62: Momento basal actuante vs. tiempo, de la estructura inicial con el sismo de Los Santos, Santander, 
Colombia. Fuente: Elaboración propia. 
 
9.3. Red neuronal artificial RNA 
En la fase 3 de esta tesis, se encuentra la red neuronal artificial. Todas las RNA están 
compuestas por datos de entrada, número de capas ocultas, neuronas en las capas ocultas, 
pesos sinápticos wij, sesgos bij, regla de propagación, funciones de activación y datos de 
salida, que son las variables que realizan la predicción, y por tipo de entrenamiento, función 
de entrenamiento, y función de cálculo de error, que son los parámetros que intervienen en 
el aprendizaje y la actualización de la red. 
La configuración de la RNA es fundamental para su desarrollo, funcionamiento y 
rendimiento. Teniendo como referencia el diagrama de flujo de la Fig. 13, el primer paso a 
realizar es el de recolectar y procesar la información. Este paso ya se realizó con la base de 
datos producto de un diseño de experimentos en el subcapítulo 9.2 de esta investigación. A 
continuación con la estructuración y el desarrollo de la red neuronal. 
Para el proceso de entrenamiento y determinación de la arquitectura de la red neuronal 
artificial, los parámetros que se utilizarán como datos de entrada (número de pisos, altura 
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de los pisos, longitud del vano, área de las columnas, inercia de las columnas, área de las 
vigas y frecuencia de la estructura) y datos de salida (área de las riostras y la configuración 
de las riostras) son los correspondientes a la información obtenida en el análisis matricial y 
el análisis modal del pórtico en estudio, que pertenecen a la base de datos mencionada 
anteriormente. Una visualización esquemática de la RNA planteada inicialmente en el 
proceso de entrenamiento y determinación de la red, se presenta en la Fig. 63. 
 
Fig. 63: Esquema inicial planteado para el entrenamiento de la RNA. Fuente: Elaboración propia. 
 
El tipo y la arquitectura de la RNA corresponden a las funciones utilizadas, el número de 
capas ocultas, el número de neuronas en las capas ocultas y en los parámetros de salida de 
la red neuronal. El problema que se está estudiando en esta tesis corresponde a un problema 
de ajuste o función de aproximación. Con esta clasificación, se determina que la 
configuración práctica para una red neuronal que resuelva el tipo de problema en estudio 
(Demuth et. al., 2014) es una RNA con una capa oculta con la función sigmoide tangente y 
una capa de salida con la función lineal como funciones de transferencia de cada capa.  
Esta configuración será la arquitectura inicial de la RNA y se le llamará “configuración 0”. 




Fig. 64: Arquitectura de la configuración 0 de la RNA. 
Fuente: Matlab. 
Para la determinación del número de neuronas en la capa oculta, expresado como la 
variable “?” en la Fig. 64, Kubat  (2017) expresa que se debe seguir un proceso iterativo en 
el cual se calcule el número óptimo de neuronas en la capa oculta de la red. En este 
proceso, también se establece la función de entrenamiento óptima para el caso en estudio. 
Se realizaron varios procesos de iteración del entrenamiento de la red neuronal, en dónde 
cambiaran el número de neuronas en la capa oculta (de 5 a 40 neuronas) y la función de 
entrenamiento (Levenberg-Marquadt LM o regularización bayesiana RB). Se toman 20 
ejemplos de cada combinación de número de neuronas con cada función de entrenamiento, 
y se calculó el promedio del error obtenido MSE y el factor de correlación del resultado de 
la red R. La configuración de entrenamiento que se utiliza es el método del descenso del 
gradiente para calcular la actualización de los pesos sinápticos wij y los sesgos bij, se usa el 
método del error cuadrado medio (mean square error, MSE, en inglés) y se realizó una 
validación cruzada con la proporción 70/15/15 para los datos de entrenamiento, validación 
y prueba, respectivamente. Así, los resultados de este proceso iterativo, para la 
configuración 0, se muestran en la Fig. 65 y la Fig. 66 (los datos detallados se encuentran 




Fig. 65: Error cuadrático medio MSE de la configuración 0. Fuente: Elaboración propia. 
 
Fig. 66: Factor de correlación R de la configuración 0. Fuente: Elaboración propia. 
 
De la Fig. 65 se observan errores cuadráticos medios pequeños, del orden entre 0.045 y 
0.060, en dónde el MSE disminuye conforme aumenta el número de neuronas y la 
regularización bayesiana (RB) presenta mejores resultados que el método Levenberg-
Marquadt (LM) como función de entrenamiento. En cuanto al factor de correlación R (Fig. 
66), se obtienen unos valores buenos, entre 0.855 y 0.875, pero no se consideran 
satisfactorios, puesto que el criterio para determinar un buen ajuste de datos es con R>0.95. 
Nuevamente, la función de entrenamiento con mejores resultados es la regularización 
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bayesiana. Para destacar, los entrenamientos calculados con el método de Leverberg-
Marquadt (LM) toman mucho menos tiempo en realizar que los hechos con la 
regularización bayesiana (RB). Además, a mayor número de neuronas en las capas, mayor 
es el tiempo de duración del entrenamiento. 
Con la información obtenida de la configuración 0, se hace necesario implementar técnicas 
que mejoren los resultados obtenidos, especialmente R para cumplir con el criterio 
mencionado anteriormente. Así, se considera utilizar la codificación de los parámetros de 
salida y la normalización de la información de la base de datos. 
La codificación de parámetros de salida se aplica en las variables de ubicación de riostras, 
para reducir 10 variables a una sola nueva variable y tener una RNA con más variables de 
entrada que variables de salida. El procedimiento de codificación de la configuración de la 
ubicación de las riostras se realizó de la siguiente manera: se determinaron todas las 
posibles combinaciones de existencia de riostras para los pórticos según el número de pisos, 
empezando por las estructuras de 1 piso y terminando con las de 10 pisos, y se fueron 
enumerando cada una de estas combinaciones según el orden de incidencia de las riostras 
en la respuesta estructural (Fig. 67). 
 
Fig. 67: Proceso de codificación de configuraciones de riostras. Fuente: Elaboración propia. 
 
En la Fig. 67 se muestran las primeras 6 configuraciones para las riostras que pueden tener 
los pórticos de 1 a 10 pisos. Como se había mencionado anteriormente, se comienza 
determinando las diversas configuraciones para estructuras de 1 piso, que este caso serían el 
pórtico sin riostra y el pórtico con riostras en el primer piso. A estas configuraciones se les 
asignan los códigos 1 y 2 respectivamente. A continuación, se realiza el estudio de las 
combinaciones posibles para estructuras de 2 pisos, las cuales serían el pórtico sin riostras, 
el pórtico con riostras en uno de los dos pisos y el pórtico con riostras en los dos pisos. Para 
determinar el orden de importancia entre las dos posibilidades de riostras en un solo piso 
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del pórtico (riostras en el primer piso o riostras en el segundo piso), se toma el criterio de 
verificar la influencia de los arriostramientos en la frecuencia de la estructura. En las 
estructuras aporticadas, los arriostramientos en los pisos inferiores tienen más influencia en 
la frecuencia que en los pisos superiores, por lo tanto, en este caso, el pórtico con riostras 
en el segundo piso se enlista primero que el pórtico con riostras en el primer piso. De esta 
manera, para los pórticos de dos pisos las configuraciones de riostras de organizan de la 
siguiente manera: pórtico sin riostras, pórtico con riostras en el segundo piso, pórtico con 
riostras en el primer piso y pórtico con riostras en el primer y en el segundo piso. Así, se 
asignan los códigos 3, 4, 5 y 6 respectivamente para las configuraciones explicadas. 
Con esta metodología y este criterio, se siguen enumerando los códigos de las 
configuraciones de las riostras para los pórticos de 3 pisos hasta los pórticos de 10 pisos. La 
codificación completa se encuentra en Anexo 23 y Anexo 34. 
Respecto a la normalización de la base de datos, se realizó conforme a la Ec. 74, 
obteniendo así todos los datos positivos y normalizados con respecto a la norma del vector 
del parámetro correspondiente. El resultado de este proceso de normalización también se 
encuentra en el Anexo 34. La nueva estructura de la RNA se presenta en Fig. 68. 
 




Luego de utilizar estas dos técnicas para el mejoramiento de los resultados de la RNA, se 
procede a realizar otra vez el entrenamiento de la red neuronal artificial bajo las nuevas 
condiciones tenidas en cuenta. Para este entrenamiento, se tomará la misma estructura de 
configuración 0 y se cambiará el número de variables de salida, debido a la codificación 
hecha. A esta RNA, se le llamará “configuración 1” y gráficamente está compuesta por lo 
mostrado en la Fig. 69. Nuevamente, la variable del número de neuronas en la capa oculta 
está representado como la variable “?”. 
 
Fig. 69: Arquitectura de la configuración 1 de la RNA. 
Fuente: Matlab. 
Realizando el proceso de entrenamiento descrito anteriormente, se obtienen los siguientes 
resultados (Fig. 70 y Fig. 71). 
 





Fig. 71: Factor de correlación R de la configuración 1. Fuente: Elaboración propia. 
Comparando la Fig. 65 y la Fig. 70, se observa una gran mejoría en el resultado del error 
cuadrático medio, que pasó de un rango de 0.045 y 0.060 a uno de 0.000060 y 0.000085, lo 
cual es una disminución considerable. Haciendo un análisis de las figuras Fig. 66 y Fig. 71, 
también se encuentra una mejoría en los datos del factor de correlación, en dónde la 
configuración 1 tiene valores de R entre 0.905 y 0.935. Esto indica que las técnicas de 
codificación de variables y normalización de datos fueron efectivas para el mejoramiento 
de los resultados del entrenamiento. Además, se puede observar el comportamiento del 
MSE con respecto al número de neuronas por capas, descrito por Kubat (2017) y se 
evidencia en la Fig. 11. Para verlo gráficamente, los análisis realizados anteriormente se 




Fig. 72: Comparación del error cuadrático medio MSE de la configuración 0 y 1. Fuente: Elaboración 
propia. 
 
Fig. 73: Comparación del factor de correlación R de la configuración 0 y 1. Fuente: Elaboración propia. 
Aunque se tiene una mejora de los resultados con la configuración 1, todavía se encuentra 
que no cumple con el criterio R>0.95, por lo tanto, es necesario determinar si alguna otra 
configuración posible para la arquitectura de la red neuronal puede cumplir con este 
requerimiento. De esta forma, se plantean distintas configuraciones de RNA, variando el 
número de capas, el número de neuronas por capas, las funciones de activación y las 
funciones de entrenamiento.  
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En esta investigación, los parámetros para determinar qué configuraciones tienen resultados 
deseados son: redes neuronales con 2 y 3 capas, 10 neuronas por capa, las funciones de 
activación sigmoide logarítmica (logsig), sigmoide tangente (tansig) y lineal (purelin) 
mostradas en la Tabla 1, y las funciones de entrenamiento de Levenberg-Marquadt (LM). 
El estudio consistió en realizar 5 entrenamientos de todas las combinaciones para conocer 
un valor promedio estimado de MSE y R, en dónde los criterios de selección para un 
estudio más profundo son MSE<0.0001 MSE<0.0001 y R>0.90. Así, los datos de este 
estudio se encuentran en la Tabla 6 y la Tabla 7, que corresponden a redes neuronales con 2 
y 3 capas respectivamente. 









R estimado Decisión 
Comb1 logsig logsig 0.000519 0.67238 NO 
Comb2 purelin logsig 0.000488 0.67684 NO 
Comb3 tansig logsig 0.000476 0.71272 NO 
Comb4 logsig purelin 0.000080 0.90955 SI 
Comb5 purelin purelin 0.000177 0.79235 NO 
Comb6 tansig purelin 0.000100 0.91367 SI 
Comb7 logsig tansig 0.000083 0.92068 SI 
Comb8 purelin tansig 0.000122 0.85487 NO 
Comb9 tansig tansig 0.000080 0.92099 SI 
 














Comb1 logsig logsig logsig 0.000515 0.60800 NO 
Comb2 purelin logsig logsig 0.000516 0.68066 NO 
Comb3 tansig logsig logsig 0.000524 0.67824 NO 
Comb4 logsig purelin logsig 0.000528 0.60253 NO 
Comb5 purelin purelin logsig 0.000530 0.68073 NO 
Comb6 tansig purelin logsig 0.000512 0.67089 NO 
Comb7 logsig tansig logsig 0.000496 0.71743 NO 
Comb8 purelin tansig logsig 0.000476 0.68835 NO 
Comb9 tansig tansig logsig 0.000497 0.67390 NO 
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Comb10 logsig logsig purelin 0.000091 0.92341 SI 
Comb11 purelin logsig purelin 0.000088 0.90655 SI 
Comb12 tansig logsig purelin 0.000068 0.93007 SI 
Comb13 logsig purelin purelin 0.000103 0.90939 NO 
Comb14 purelin purelin purelin 0.000171 0.79320 NO 
Comb15 tansig purelin purelin 0.000100 0.90465 SI 
Comb16 logsig tansig purelin 0.000097 0.92287 SI 
Comb17 purelin tansig purelin 0.000106 0.91290 NO 
Comb18 tansig tansig purelin 0.000123 0.91478 NO 
Comb19 logsig logsig tansig 0.000086 0.92162 SI 
Comb20 purelin logsig tansig 0.000070 0.91784 SI 
Comb21 tansig logsig tansig 0.000075 0.92353 SI 
Comb22 logsig purelin tansig 0.000091 0.91135 SI 
Comb23 purelin purelin tansig 0.000121 0.85517 NO 
Comb24 tansig purelin tansig 0.000084 0.91538 SI 
Comb25 logsig tansig tansig 0.000086 0.92442 SI 
Comb26 purelin tansig tansig 0.000078 0.92418 SI 
Comb27 tansig tansig tansig 0.000098 0.92531 SI 
 
Con la información obtenida en las tablas Tabla 6 y Tabla 7 se pueden tomar en cuenta 
varias configuraciones arquitectónicas para las redes neuronales artificiales. De las 
combinaciones descritas anteriormente se tomarán las mencionadas a continuación para 
determinar si alguna cumple con el criterio de R>0.95: 
 Combinación 6 de RNA de 2 capas, se denominará “configuración 1” (estudiada 
anteriormente, resultados en las figuras Fig. 70 y Fig. 71). 
 Combinación 7 de RNA de 2 capas, se denominará “configuración 2”. 
 Combinación 9 de RNA de 2 capas, se denominará “configuración 3”. 
 Combinación 12 de RNA de 3 capas, se denominará “configuración 4”. 
 Combinación 16 de RNA de 3 capas, se denominará “configuración 5”. 
 Combinación 21 de RNA de 3 capas, se denominará “configuración 6”. 
Con estas nuevas configuraciones, se realizan 20 procesos de entrenamientos por cada nivel 
de número de neuronas por capa y cada función de entrenamiento para determinar los 
valores promedios de MSE y R. Las figuras Fig. 74 y Fig. 75 muestran estos resultados y la 





Fig. 74: Comparación del error cuadrático medio MSE de las configuraciones 1 a 6. Fuente: Elaboración 
propia. 
 
Fig. 75: Comparación del factor de correlación R de las configuraciones 1 a 6. Fuente: Elaboración propia. 
 
De todas estas configuraciones de las redes neuronales artificiales, la configuración 6 
compuesta por 3 capas de neuronas, con 2 capas ocultas de 15 neuronas cada una y una 
capa de salida de 2 neuronas, cuyas funciones de activación son sigmoide tangente (tansig), 
sigmoide logarítmica (logsig) y sigmoide tangente (tansig), respectivamente, y el método 
de la regularización bayesiana como método de entrenamiento, resulta con buenos 
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resultados de error cuadrático medio (MSE = 0.0000107) y el mayor factor de correlación 
(R = 0.95862). A pesar de que esta misma configuración tiene mejores datos de MSE y R 
con mayor número de neuronas por capa, el gasto computacional de recursos y de tiempo 
hace que estas opciones no sean óptimas. En este caso, para las RNA de 15 neuronas, el 
tiempo de realización de un ciclo de entrenamiento es aproximadamente de 30 segundos, en 
cambio para 40 neuronas, la duración del entrenamiento es de aproximadamente 30 
minutos, todo esto en un computador portátil con un procesador Intel Core i7-4510U de 
2.00 GHz-2.60 GHz, con una memoria RAM de 8.00 GB y un sistema operativo de 64 bits. 
De esta forma se tiene definida la arquitectura y la configuración de la red neuronal 
artificial (Fig. 76). 
 
 
Fig. 76: Arquitectura escogida para la RNA. Fuente: Elaboración propia. 
 
A partir de la configuración escogida y los parámetros de número de neuronas y función de 
entrenamiento determinados, se realizan procesos de entrenamiento adicionales para 
encontrar los valores óptimos de los pesos sinápticos wij y los sesgos bij, y se ejecuta una 
prueba de predicción para determinar el error específico que tiene la RNA seleccionada. 
Esto se realizó con 10 entrenamientos diferentes de la red neuronal artificial elegida, en el 
que se tomaron 20 ejemplos aleatorios de la base de datos y predecir el valor 
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correspondiente. Luego, se realizó el cálculo del error relativo del valor real y del valor 
predicho, considerando satisfactorio un error relativo menor al 10.0 %. Para una mejor 
comprensión de los datos, se grafican los histogramas de frecuencias de error (Fig. 77 y 
Fig. 78). La información detallada de este proceso está en el Anexo 36. 
 
 
Fig. 77: Histograma de errores de predicción de la variable área de riostras de todos los entrenamientos. 





Fig. 78: Histograma de errores de predicción de la variable código de riostras de todos los entrenamientos. 
Fuente: Elaboración propia. 
De los histogramas de errores de la variable Arios (Fig. 77), se puede observar un buen 
comportamiento de precisión al momento de realizar la predicción, ya que 
aproximadamente el 80.0 % de los datos presenta un error menor al 10.0 %. Con respecto a 
los histogramas de errores de la variable CodRiost (Fig. 78), el porcentaje de datos que se 
encuentran en el rango de error menor al 10.0 % disminuye bastante y se encuentra una 
mayor distribución de las predicciones en el resto de rangos. Esto ocurre porque los datos 
de la variable CodRiost son muy pequeños, del orden de magnitud de 1×10
-5
, y cualquier 
diferencia en la predicción es significativa para el porcentaje de error. Es necesario recordar 
que sólo se están tomando 20 datos para hacer estos histogramas, y que en general, el MSE 
aproximado es 0.00001 y el R es mayor a 0.95, por lo que es normal que realizando las 
predicciones de toda la información de la base de datos, los porcentajes de datos con error 
menor al 10.0 % aumenten para ambas variables. 
Entre todos los entrenamientos realizados, se observó que el ajuste del entrenamiento 10 de 
la RNA tiene un mayor porcentaje de datos dentro del rango de error aceptado en ambas 
variables en estudio (Fig. 77 y Fig. 78). Por tal motivo, se selecciona esa red neuronal en 




Fig. 79: Histograma de errores de predicción de la variable área de riostras del entrenamiento 10. Fuente: 
Elaboración propia. 
 
Fig. 80: Histograma de errores de predicción de la variable código de riostras del entrenamiento 10. Fuente: 
Elaboración propia. 
De la Fig. 79, se observa que el entrenamiento seleccionado tiene un 90.0 % de datos con 
un error menor al 10.0 %, el porcentaje restante se divide en 5.0 % en el rango de error 
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entre 10.0 % y 20.0 %, y 5.0 % en el rango de error entre 40.0 % y 50.0 %. Con respecto a 
la Fig. 80, los porcentajes se distribuyen de 45.0 %, 10.0 % y 45.0 % entre los rangos de 
error menor a 10.0 %, entre 20.0 % y 30.0 % y más de 50.0 %, respectivamente. Este 
comportamiento, ya explicado anteriormente, se debe por la magnitud de los datos de la 
variable. 
Además de revisar los histogramas de errores de la predicción en las variables, también se 
ha verificado el criterio de predicción de la configuración de riostras. Se hizo un histograma 
(Fig. 81) en el que se muestra el número de riostras a utilizar según las predicciones 
realizadas por la RNA. Se observa que el 55.0 % de las predicciones utilizan 3 riostras o 
menos en toda la estructura, en cambio, sólo se tiene un 20.0 % que utilizan más de 5 
riostras. Esto demuestra que la RNA está buscando una solución con el menor número de 
riostras posibles para activar. 
 
Fig. 81: Histograma de número de riostras predichas del entrenamiento 10. Fuente: Elaboración propia. 
 
Luego de determinar la mejor configuración posible para la red neuronal artificial, 
comprobar el buen rendimiento y aprobar los criterios de predicción de la RNA, se procede 
a utilizar la red (Fig. 76) para realizar el cálculo de la configuración estructural deseada. En 
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esta fase de uso y predicción de la RNA, se tendrán en cuenta las variables de entrada y de 
salida que se consideraron en la fase de entrenamiento, excepto la variable frecuencia de 
estructura, que cambiará a frecuencia requerida de la nueva estructura (f req), que consiste 
en la multiplicación de la frecuencia de la estructura por un factor de 1.65 para evitar la 
resonancia (descrito en la Sección 8.3). 
Cabe resaltar, que el uso y la predicción de la RNA que se está mostrando en esta sección 
corresponde a la interacción de la estructura propuesta con el sismo de Tijuana, México, ya 
que como se determinó en el subcapítulo 8.2, las frecuencias de la estructura y del sismo de 
Los Santos, Santander, Colombia, no se encuentran en resonancia. Por lo tanto, no se 
presenta una modificación estructural en el pórtico para ese ejemplo y no se realizarán 
cálculos comparativos.  
En resumen, esta RNA está estructurada de la siguiente manera (entre paréntesis se 
encuentra el valor del parámetro para el ejemplo analizado): 
 Datos de entrada: Número de pisos (8), altura de pisos (3.50 m), longitud de vano 
entre columnas (6.50 m), área de columnas (0.0159 m
2
, HEA400), inercia de columnas 
(0.0004507 m
4
, HEA400), área de vigas (0.00845 m
2
, IPE400) y frecuencia requerida 
del pórtico (18.934 Hz). 
 Número de capas ocultas: 3. 
 Número de neuronas por capas: 15. 
 Pesos sinápticos wij y sesgos bij: Se presentan en el Anexo 26. 
 Regla de propagación: wij*X + bij. 
 Funciones de activación: Para la primera capa oculta de neuronas se utiliza la 
función sigmoide tangente hiperbólica, para la segunda capa oculta de neuronas se 
utiliza la función sigmoide logarítmica y para la capa de salida se utiliza la función 
sigmoide tangente hiperbólica. 
 Función de costo de error: error cuadrado medio, MSE. 
 Función de entrenamiento: regularización bayesiana (RB). 
 Datos de salida: el área de las riostras y código de las riostras en la estructura. 




Fig. 82: Red neuronal artificial para predicción. Fuente: Elaboración propia. 
El esquema anteriormente presentado (Fig. 82) se muestra con los valores reales de los 
parámetros considerados para la RNA. Para un mejor funcionamiento de la red neuronal, se 
realiza la normalización de la base de datos utilizada para el entrenamiento de la red y las 
variables para la predicción. Esta normalización se realiza bajo la Ec. 74. Se debe destacar 
que la predicción de la RNA se muestra en valores normalizados, por lo que se multiplicó 
por el inverso de la Ec. 74 para obtener el valor real de los parámetros. Después de todo el 
proceso matemático de la RNA, se obtuvo que el área de las riostras es 0.0054 m
2
 y que el 
código de las riostras es el 1927, con el cual corresponde a que las riostras deben 
localizarse en los pisos 1, 2, 3 y 7 de la estructura. En este caso, el área calculada de la 
riostra corresponde a un perfil con sección comercial, PTE 200×200×7.0. Cuando no ocurra 
esta situación, se realizará una aproximación del área calculada por la red neuronal al área 
más cercana de un PTE comercial existente. De esta forma, la nueva estructura queda 




Fig. 83: Estructura modificada por sistema de control. Fuente: Elaboración propia. 
Con este cambio en la configuración del área y de la ubicación de las riostras, se hace 
necesario que se verifique el nuevo comportamiento de la estructura con el análisis 
matricial y el análisis modal. Esto se realiza a partir de la fase 2 de esta tesis (subcapítulo 
9.2), en la cual se toman los datos de entrada y los datos de salida de la red neuronal 
artificial para calcular el periodo fundamental del pórtico, cuyo resultado es 16.377 Hz. Se 
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Retomando el criterio elegido para establecer la existencia de la resonancia, se revisa el 
cálculo de las frecuencias de resonancia y la transmisibilidad de fuerzas (Ec. 9, Ec. 10, Ec. 
11 y Ec. 12). También se calculan los factores de respuesta dinámicos de desplazamiento, 
de velocidad y de aceleración (Ec. 6, Ec. 7 y Ec. 8). 
2 2
Re 1 2 16.377* 1 2(0.05) 16.336d s n        
























    
 
      
        
 
 
   
1/2
2 22
1 2*0.05* 8.984 /16.377
1.465
1 8.984 /16.377 2*0.05* 8.984 /16.377
 
      
        
 























   
     
  
 
De los anteriores cálculos, se puede concluir que la nueva configuración estructural no 
incurre en el fenómeno de resonancia con el registro sísmico en estudio, por lo cual los 
factores de respuesta dinámicos son satisfactorios para no tener las grandes amplificaciones 
de efectos que se tenían con la estructura inicial. 
Además, se calculan los modos de vibraciones principales, sus respectivas frecuencias 
(16.377 Hz, 53.19 Hz, 72.951 Hz, 85.055 Hz, 110.547 Hz, 183.958 Hz, 228.464 Hz, 
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261.553 Hz) y la masa modal actuante en cada modo (Fig. 84), los desplazamientos totales 
de la estructura (Fig. 85), los cortantes basales (Fig. 86) y los momentos basales (Fig. 87) 
para conocer la variación de estos parámetros con respecto al primer pórtico analizado. 
 
Fig. 84: Gráfica comparativa de número de pisos vs. masa modal actuante (normalizada), de la estructura 
inicial y la estructura final. Fuente: Elaboración propia. 
 
Fig. 85: Gráfica comparativa de desplazamiento vs tiempo, de la estructura inicial y la estructura final. 




Fig. 86: Gráfica comparativa de cortante basal actuante vs tiempo, de la estructura inicial y la estructura 
final. Fuente: Elaboración propia. 
 
 
Fig. 87: Gráfica comparativa de momento basal actuante vs tiempo, de la estructura inicial y la estructura 
final. Fuente: Elaboración propia. 
Los resultados de las gráficas anteriormente mostradas (Fig. 85, Fig. 86 y Fig. 87), 
evidencian una importante disminución en los parámetros de desplazamiento en la base, 
cortante basal y momento basal, respectivamente. Comparando el desplazamiento en la 
117 
 
base de las estructuras sin control y con control, se observa una reducción entre 40.0 % y 
60.0% en el primer modo de vibración, que resulta el modo más importante para este tipo 
de estructuras. En cuanto a los cortantes basales y los momentos basales experimentados 
por el pórtico con la configuración propuesta por la red neuronal artificial, la disminución 
de estos parámetros está entre el 30.0 % y el 50.0 % de los valores de la configuración 
estructural inicial. Con esta mejoría de las variables estudiadas, se considera que la red 
neuronal artificial ha cumplido su objetivo y ha determinado una configuración estructural 
idónea para un pórtico que está sometido a un sismo específico. 
 
9.4. Sistema de control 
Por último, realizando la fase final de esta tesis y como resultado del estudio detallado de la 
literatura especializada en el tema, se va a determinar la mejor opción entre los diversos 
sistemas de control que existen para utilizar como mecanismo ante cargas sísmicas que 
afecten la estructura. Esto se hace con el fin de implementar la red neuronal artificial y 
darle aplicabilidad a la investigación realizada. Cabe destacar, que en el alcance de esta 
tesis no está el diseñar el dispositivo físico que actúa como el sistema de control en sí, sino 
presentar una posibilidad idónea para el control sísmico. 
Haciendo un resumen sobre los sistemas de control que se usan actualmente, las tres 
grandes categorías que se tienen son las siguientes: pasivos (Fig. 20), activos (Fig. 26) y 
semi-activos (Fig. 29). Para formar un criterio y realizar una elección correcta sobre el 
sistema de control, hay que conocer las ventajas y las desventajas de estos mecanismos. La 
característica principal de los sistemas activos es la eficiencia de las acciones de estos 
dispositivos, pero tienen el problema de necesitar una fuente constante de suministro 
energía para su funcionamiento. Por otra parte, los sistemas pasivos trabajan sin una fuente 
de energía grande y/o estable, pero requieren de suficiente espacio para ubicar el aparato 
que actúa. 
Para aprovechar las ventajas y disminuir las desventajas de ambos tipos de sistemas de 
control, una decisión sensata es analizar el comportamiento de los sistemas semi-activos. 
De los mecanismos investigados en esta tesis se tienen los siguientes: dispositivos de 
control de rigidez (Fig. 30), amortiguadores electroreológicos (Fig. 31), amortiguadores 
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magnetoreológicos (Fig. 32), dispositivos de control de fricción, amortiguadores de fluido 
viscoso y, amortiguadores de masa sincronizada (Fig. 33) y de líquido sincronizado (Fig. 
25).  
Luego de revisar las ventajas y las desventajas de cada uno de estos sistemas, se decidió 
utilizar dispositivos amortiguadores magnetoreológicos para accionarlos con la red 
neuronal artificial creada. Los motivos de esta elección son el bajo consumo de energía (la 
fuente de energía puede ser una batería de 9V), la sencillez de funcionamiento, la capacidad 
de adaptación al tipo de riostra empleada en la estructura, el rápido tiempo de respuesta 
(entre 1 y 3 ms) y la facilidad económica para crearlo o comprarlo. La desventaja de esta 
elección radica en su accesibilidad tecnológica, debido a que no es un dispositivo tan 
común como otros. 
Fisco & Adeli (2011) explican que este tipo de sistema de control semi-activo se compone 
de un cilindro de fluido viscoso que reacciona ante campos magnéticos, un pistón, unos 
cables que conducen energía eléctrica y una bobina que genera  los campos magnéticos. En 
cuanto a su funcionamiento, la bobina regula cuánto voltaje recibe el fluido 
magnetoreológico, modificando su viscosidad y su coeficiente de amortiguamiento en 
tiempo real. Cuando no hay energía eléctrica, este tipo de amortiguadores funciona como 
amortiguadores pasivos, utilizando el mecanismo llamado falla segura. 
Winthrop (2004), Hu (2012) y Salem (2014) proponen diversos sistemas de control con 
variación de la rigidez aplicando algoritmos diferentes para la acción del motor y de la 
válvula. Por otra parte, Hu (2012) propone un algoritmo para controlar los amortiguadores 
magnetoreológicos a través de la aplicación de campos magnéticos que recrean el modelo 
de histéresis de Bouc-Wen, el cuál determina y predice la respuesta controlada de todo el 
sistema a partir de varios parámetros estructurales. 
Este último sistema de control semi-activo con dispositivos de control de rigidez resulta ser 
el más adecuado para la red neuronal artificial desarrollada en esta tesis. Esto se debe a que 
la misma RNA, activa o desactiva la válvula de control para cambiar la configuración 
estructural del pórtico mediante las riostras, cumpliendo con el criterio del cociente entre la 
frecuencia del sismo y la frecuencia de la estructura. Para tal fin, todas las riostras de la 
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estructura deben estar adaptadas con este sistema y el modelo estructural de dicha 
configuración debe estar registrado previamente en la base de datos de la red neuronal. 
 
9.5. Estrategia de control e implementación práctica 
Teniendo definidas todas las metodologías y los procesos realizados por los algoritmos para 
llevar a cabo adecuadamente el sistema de control, se define la estrategia de control 
desarrollada (Fig. 88). 
 
Fig. 88: Diagrama de bloques de la estrategia de control. Fuente: Elaboración propia. 
 
Inicialmente, se presenta la ocurrencia de un registro sísmico, el cual se cuantifica mediante 
la aceleración a través del tiempo durante el suceso. Esta información se procesa 
matemáticamente con las transformadas de Fourier (FFT) para determinar la frecuencia 
predominante del sismo. La frecuencia calculada se compara con la frecuencia de la 
estructura que está siendo afectada por el sismo. 
Si estas frecuencias resultan similares (dentro del intervalo determinado en subcapítulos 
anteriores), el sistema de control usa una red neuronal artificial para predecir una decisión 
que evite que siga ocurriendo el fenómeno de la resonancia. Posteriormente, esta decisión 
pasa al dispositivo de control previamente escogido, y ejecuta una acción de control para 
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modificar la configuración estructural del pórtico afectado. Esta acción de control se ve 
reflejada en un cambio de los siguientes parámetros experimentados por la estructura: 
frecuencia fundamental, desplazamientos, cortante basal y momento basal. 
Si las frecuencias comparadas no son similares, no se produce un procesamiento de la RNA 
ni una acción de control. Es decir, no existe una modificación estructural del pórtico, al cual 
se siguen monitoreando los parámetros de frecuencia fundamental, desplazamientos, 
cortante basal y momento basal. 
Para realizar la implementación práctica de la metodología descrita y obtener los resultados 
mostrados anteriormente, se presenta el siguiente diagrama de flujo (Fig. 89) en el cuál se 
explican paso a paso los procedimientos y decisiones tomados por el algoritmo que define 
el sistema de control sísmico semi-activo a través de las redes neuronales artificiales. 
 
Fig. 89: Diagrama de flujo del algoritmo del sistema de control. Fuente: Elaboración propia. 
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Como se observa en la Fig. 89, el primer paso es la existencia de una actividad sísmica que 
afecte la estructura (1). Esta actividad sísmica será registrada por un acelerograma que 
estará conectado a un computador (2) que tendrá una rutina ejecutable desarrollada en 
Matlab que comprende el algoritmo del sistema de control presentando en esta 
investigación. Posteriormente, esa señal sísmica es procesada matemáticamente por el 
algoritmo a través del análisis de dominio de frecuencias (3), usando las transformadas de 
Fourier, determinando la frecuencia predominante del sismo cada 1.0 s para monitorear 
constantemente el comportamiento de esta variable.  
Luego, se hace la verificación de la existencia de la resonancia entre el sismo y la estructura 
(4): si no se encuentra resonancia, el algoritmo seguirá recibiendo y procesando el registro 
sísmico existente (2). Por el contrario, si se encuentra resonancia, el algoritmo procede a 
utilizar la RNA (5) para predecir una configuración estructural que cambie las propiedades 
dinámicas del pórtico y se evite el fenómeno de amplificación de esfuerzos por la 
resonancia. 
La predicción de la RNA se convierte en la señal de activación y en el criterio de 
funcionamiento para el sistema de control semi-activo mediante amortiguadores 
magnetoreológicos (6). Al activarse este sistema de control, se ejecuta la decisión de 
configuración estructural predicha por la red (7) y se procede a verificar nuevamente la 
resonancia entre el sismo y la estructura (4). Si se sigue presentando resonancia, se repite la 
predicción de la RNA (5) y la activación de los amortiguadores (6) magnetoreológicos 
correspondientes. Dependiendo de configuración estructural predicha, se cambia la 
ubicación de las riostras nuevamente (7) o se mantiene la acción de decisión anteriormente 





Esta investigación desarrolla un sistema efectivo para realizar un control sísmico semi-
activo utilizando redes neuronales artificiales. La correcta interacción de un análisis del 
dominio de frecuencias, un análisis matricial, un análisis modal, una RNA y un sistema de 
control adecuado permiten lograr el Objetivo general de esta tesis, encontrando una 
solución óptima al problema planteado. 
El análisis de dominio de frecuencias, implementando la teoría de las transformadas de 
Fourier, obtiene de manera rápida y sencilla la frecuencia dominante del sismo, que 
corresponde a la frecuencia con mayor amplitud espectral dentro de una señal, realizando 
una buena caracterización del comportamiento del sismo estudiado. 
Se reafirma que el análisis matricial y el análisis modal, describen las propiedades físicas y 
dinámicas de cualquier estructura que se desee estudiar. Se calcula la frecuencia 
fundamental de la estructura y se compara con la frecuencia dominante del sismo para 
determinar la existencia del fenómeno de resonancia. 
Las redes neuronales artificiales son la parte más importante de esta tesis, debido a que 
resuelven matemáticamente el problema estudiado. Al proponer una buena estructura para 
la RNA (variables de entrada, número de capas ocultas, número de neuronas en las capas, 
funciones de activación, de entrenamiento y de error, variables de salida, etc.), en conjunto 
con una buena base de datos y un proceso de entrenamiento adecuado, se puede predecir 
cualquier tipo de información. En este caso, se predicen con precisión el área de la riostra y 
la configuración de riostras, bajo el criterio de menor área de sección y menor número de 
riostras necesarias, que necesita la estructura para tener una frecuencia fundamental que 
difiera a la frecuencia dominante de la señal sísmica. 
Los amortiguadores magnetoreológicos son dispositivos de control de rigidez y se 
escogieron como la solución ideal del sistema de control semi-activo. Esta elección se debe 
a sus múltiples ventajas como el constante monitoreo de la estructura, el bajo consumo de 
energía requerido, sus dimensiones, el bajo costo de implementación, la rapidez de la 
respuesta y el buen mecanismo de activación o desactivación de riostras que cambien las 




De esta forma, se obtiene con éxito un sistema de control con redes neuronales artificiales 
que modifica la configuración estructural de un pórtico 2D para que no experimente 
resonancia con la frecuencia dominante de un registro sísmico. 
Esta tesis sienta las bases para la investigación de más aplicaciones de sistemas de control 
con redes neuronales artificiales. Se pueden desarrollar más trabajos para ampliar el alcance 
de los objetivos establecidos en este documento, por ejemplo, la implementación del 
análisis matricial y el análisis modal para estructuras en 3D, ampliación de la base de datos 
para la RNA, diseño del sistema de control, entre otros, con el fin de conseguir un 
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A continuación, se presenta un listado de todos los archivos utilizados para obtener los 
resultados de esta tesis. Además, se incluye un código quick response QR (Fig. 90) para 
acceder fácilmente a todos los anexos. 
 
Fig. 90: Código QR para anexos. Fuente: Elaboración propia. 
Para los archivos que se utilizan en el software Matlab, se debe eliminar la numeración y el 
espacio que precede al nombre del archivo, para que se llame tal y como se muestra en el 
listado. 
 
12.1. Anexos de algoritmos en Matlab 
Anexo 1: “TesisMaestriaMACR.m” 
Es el código del algoritmo en Matlab que realiza la interacción entre los algoritmos que 
realizan los procedimientos de las fases 1, 2 y 3. 
Anexo 2: “AnalisisDeFrecuencias.m” 
Es el código del algoritmo en Matlab que realiza los procedimientos de la fase 1. 
Anexo 3: “AnalisisMatricial.m” 
Es el código del algoritmo en Matlab que realiza los procedimientos de la fase 2. 
Anexo 4: “RNA.m” 
Es el código del algoritmo en Matlab que realiza los procedimientos de la fase 3. 
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Anexo 5: “AproxRiost.m” 
Es el código del algoritmo en Matlab que calcula qué área de sección transversal de PTE 
comercial existente es más cercana al área de sección transversal predicha por la RNA. 
Anexo 6: “CodifRiost.m” 
Es el código del algoritmo en Matlab que determina el código de la configuración de 
riostras a partir de la existencia de riostras en la estructura. 
Anexo 7: “CreacionVarRiostras.m” 
Es el código del algoritmo en Matlab que crea las variables de riostra por cada piso a partir 
del vector de riostras de la estructura. 
Anexo 8: “CreacionVectRiostras.m” 
Es el código del algoritmo en Matlab que crea el vector de riostras de la estructura a partir 
de las variables de riostra por cada piso. 
Anexo 9: “DescodifRiost.m” 
Es el código del algoritmo en Matlab que determina la configuración de riostras en la 
estructura a partir del código de la configuración de riostras. 
Anexo 10: “LecturaDatosPerfiles.m” 
Es el código del algoritmo en Matlab que muestra las características de área de sección 
transversal e inercia para las secciones de columnas, vigas y riostras seleccionadas. 
Anexo 11: “LecturaSeccionesPerfiles.m” 
Es el código del algoritmo en Matlab que muestra las secciones de columnas, vigas y 
riostras a partir del área de sección transversal e inercia seleccionadas. 
 
12.2. Anexos de archivos de datos para algoritmos en Matlab 
Anexo 12: “AceleracionSismoBerkeley.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de Berkeley, EE.UU. 
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Anexo 13: “AceleracionSismoCerroPrieto.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de Cerro Prieto, México. 
Anexo 14: “AceleracionSismoGreenVille.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de Green Ville, EE.UU. 
Anexo 15: “AceleracionSismoManabi.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de Manabí, Ecuador.  
Anexo 16: “AceleracionSismoLosSantos.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de Los Santos, Colombia. 
Anexo 17: “AceleracionSismoTijuana.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de Tijuana, México. 
Anexo 18: “AceleracionSismoElCentro.txt” 
Es el archivo de texto para Matlab que contiene la información del registro del 
acelerograma para el sismo de El Centro, EE.UU. 
Anexo 19: “KOBE.mat” 
Es el archivo de datos para Matlab que contiene el registro del acelerograma para el sismo 
de Kobe, Japón. 
Anexo 20: “NORTHRDG.mat” 
Es el archivo de datos para Matlab que contiene el registro del acelerograma para el sismo 
de Northridge, EE.UU. 
Anexo 21: “BaseDatos.mat” 
Es el archivo de datos para Matlab que contiene la base de datos de todas las estructuras 
analizadas con sus respectivas variables de interés para el funcionamiento de la RNA. 
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Anexo 22: “DatosPerfEstr.txt” 
Es el archivo de texto para Matlab que contiene la información de área transversal e inercia 
para las secciones estructurales en estudio. 
Anexo 23: “ListaCodigR.mat” 
Es el archivo de datos para Matlab que contiene la lista de los códigos de configuraciones 
de riostras con su respectiva configuración. 
Anexo 24: “ListaPerfEstr.txt” 
Es el archivo de texto para Matlab que contiene los nombres de las secciones estructurales 
en estudio. 
Anexo 25: “RNA_Entr1.mat” 
Es el archivo de datos para Matlab que contiene la información del entrenamiento la 1 
RNA usada. 
Anexo 26: “RNA_Entr10” 
Es el archivo de datos para Matlab que contiene la información del entrenamiento la 10 
RNA usada. 
 
12.3. Anexos de archivos de registros sísmicos 
Anexo 27: “NP01755.V2” 
Es el archivo de texto original que contiene los datos del registro del acelerograma para el 
sismo de Berkeley, EE.UU. 
Anexo 28: “NP05053.RAW” 
Es el archivo de texto original que contiene los datos del registro del acelerograma para el 
sismo de Cierro Prieto, México. 
Anexo 29: “NCL001.txt” 
Es el archivo de texto original que contiene los datos del registro del acelerograma para el 
sismo de Green Ville, EE.UU. 
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Anexo 30: “2016-04-20160416235825_CTUM2.anc” 
Es el archivo de texto original que contiene los datos del registro del acelerograma para el 
sismo de Manabí, Ecuador. 
Anexo 31: “2015-03-20150310205544_CGIR2.anc” 
Es el archivo de texto original que contiene los datos del registro del acelerograma para el 
sismo de Los Santos, Colombia. 
Anexo 32: “CIDZA.V2” 
Es el archivo de texto original que contiene los datos del registro del acelerograma para el 
sismo de Tijuana, México. 
 
12.4. Anexos de archivos de datos de resultados 
Anexo 33: “h200302 MIC MACR Secciones elementos.xlsx” 
Es el archivo de datos que contiene información de las secciones de elementos estructurales 
en estudio con sus respectivos valores de área de sección transversal e inercia. 
Anexo 34: “h200506 MIC MACR Base de datos RNA DisExp.xlsx” 
Es el archivo de datos que contiene información del diseño de experimento para la base de 
datos para la RNA. 
Anexo 35: “h200520 MIC MACR CritDecis RNA.xlsx” 
Es el archivo de datos que contiene información de los criterios de decisión para determinar 
la configuración de la RNA a utilizar. 
Anexo 36: “h200528 MIC MACR Revisión RNA.xlsx” 
Es el archivo de datos que contiene información de la revisión de las predicciones de la 
RNA utilizada. 
 
