Abstract. This paper defines an algorithm for predicting worst-case and best-case execution times, and determining execution-time constraints of control-flow paths through real-time programs using their partial correctness semantics. The algorithm produces a linear approximation of path traversal conditions, worst-case and best-case execution times and strongest postconditions for timed paths in abstract real-time programs. Also shown are techniques for determining the set of control-flow paths with decidable worst-case and best-case execution times. The approach is based on a weakest liberal precondition semantics and relies on supremum and infimum calculations similar to standard computations from linear programming and Presburger arithmetic. The methodology is applicable to any executable language with a predicate transformer semantics and hence provides a verification basis for both high-level language and assembly code execution-time analysis.
Introduction
Programming real-time systems is extremely challenging. Although the functional behaviour of a program can be determined by inspection of its source code, the program's timing behaviour depends not only on the program source, but also on the compiler's code generation strategy and the run-time environment. Real-time programmers are therefore forced to carefully analyse their programs, to ensure that they have the correct timing behaviour. Typically this involves identifying each possible control-flow path through the program, determining the essential timing constraints on it, and defining an enforceable bound on the worst-case execution time of the compiled object code sufficient to ensure that the timing constraints will always be satisfied. Our overall goal is to automate as much of this process as possible.
As a motivational example, consider the 'message transmitter' program depicted in Fig. 1 [GHF98] . It displays a message of N characters, one character at a time, in a shared memory location, under the constraint that the first character must be displayed from (at least) time 5 to time 11, the second character must be displayed from time 15 to time 21, and so on. Thus a new character appears every 10 milliseconds, and remains visible for (at least) 6 milliseconds. The delay until statement forces the character to remain visible for the required amount of assume τ 3 ∧ 0 N ; -τ stands for the current time (var n : N • n := 0; do n N − 1 → write(msg(n), out); deadline 5 + 10 * n ; -hard time deadline delay until 11 + 10 * n; n := n + 1 od); deadline 5 + 10 * N -Path A (loop entry) assume τ 3 ∧ 0 N ; (var n : N • n := 0; coerce n N − 1; write(msg(n), out); deadline 5 + 10 * n) -Path B (single iteration) deadline 5 + 10 * n; delay until 11 + 10 * n; n := n + 1; coerce n N − 1; write(msg(n), out); deadline 5 + 10 * n -Path C (loop bypass) assume τ 3 ∧ 0 N ; (var n : N • n := 0; coerce n N ); deadline 5 + 10 * N -Path D (loop exit) (var n : N • coerce n N − 1; write(msg(n), out); deadline 5 + 10 * n; delay until 11 + 10 * n; n := n + 1; coerce n N ); deadline 5 + 10 * N time, and the deadline states that the program must have produced the character by the required time. Deadline statements formally document critical timing points in a program [FHW99] . The variable τ represents the current time and the initial assumption says that program starts before absolute time 3.
The deadline command in the loop body makes it possible to cut the loop into the four primitive controlflow paths shown in Fig. 1 . These are sufficient for timing analysis of this program fragment [GHF98] . For this example there is no need to assume maximal or minimal loop iteration bounds. Each of these control-flow paths represents a possible execution of the program from an initial assumption or deadline to a following deadline. An implementation of the transmitter that fulfils the deadlines of these timed paths would guarantee the deadlines of the original program. A verifiable timing constraint for each of the four timed paths can be deduced with the help of the underlying predicate transformer semantics [GHF98] . These constraints can be used during timing analysis of the corresponding machine code where worst-case execution times for assembly instruction sequences are checked against the timing constraints. For instance, the end-to-end timing constraint for Path A is (5 + 10 * 0) − 3 2 milliseconds. If the worst-case execution time of the corresponding machine code is less than or equal to 2 milliseconds, it is certain that the high-level deadline will always be satisfied.
However, this abstract, semantics-based approach does not provide automatic computation of the timing constraints from the semantics of the timed path. To solve this problem we defined an abstract program path language [HFL01, LFH03] , gave it a partial correctness semantics and derived a theory for the computation of execution times and execution-time constraints for program paths on the base of their semantics [LFH02b, LFH02a] . In this paper we present an implementation of these techniques. In particular, we state algorithms that allow one to automatically derive execution times and execution-time constraints for program paths via their semantics. Our general semantics-based approach provides a universal derivation, verification and validation technique for execution-time approximation, estimation and computation methods, since low-level and high-level program analysis techniques must always rely on some kind of underlying program semantics. In particular, this enables us to compute the execution times and execution-time constraints for the timing paths of the transmitter example.
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In Section 3.1 we define the syntax and the weakest liberal precondition semantics of timed program paths. The abstract algorithm for the computation of path traversal conditions and worst-case and best-case execution times is then stated in a theorem in Section 3.2. In Section 3.3 we give a formal program path semantics for the transmitter example. In addition, we introduce the notions of weakest and strongest execution-time constraints for timed paths. We outline how weakest and strongest execution-time constraints can be used in the timing analysis of a real-time program in our language and derive execution times and constraints for the transmitter's paths. A strongest postcondition semantics for timed paths is defined in Section 3.4; these can be used to provide a stronger context for the timing analysis of the path. The main part of this paper focuses on the automated computation of timing constraints. In Section 4.1 we show how first-order predicates can be projected onto linear predicates and how these can be used in the approximation of path traversal conditions and strongest postconditions. The automation of worst-case and best-case execution-time computations is investigated in Section 4.2. We show how the predicates that are involved in the computation of worst-case and best-case execution times can be approximated by decidable components. Section 4.3 presents an algorithm for the approximation of worst-case and best-case execution times. Finally, Section 4.4 contains an algorithm for the approximation of weakest and strongest execution-time constraints. Appendices at the end of the paper provide some basic theorems and proofs.
Related Work
There are essentially two different approaches to timing analysis of real-time programs. First there is the traditional worst-case execution-time (WCET) analysis of machine code programs based on 'cycle counting' of basic code blocks comprising linear instruction sequences. This is complemented by the more recent approach that partitions timing analysis of a real-time program into a high-level and a low-level phase. The high-level analysis phase derives timing constraints on program paths on the base of the high-level program semantics, and the lowlevel phase checks these constraints against WCETs of corresponding paths in the machine code. A variety of different, but related, techniques have been applied to the problem. Particular challenges that face all approaches are: how to syntactically extract control-flow paths from programs; how to recognise and eliminate semantically 'infeasible' paths [Alt96] ; and how to put a bound on the number of iterations for loops.
Early work applied timing analysis to high-level language real-time programs [PuK89] . In this approach worstcase execution times are computed with the help of programmer-provided annotations. Necessary requirements are that programs do not contain recursion in any form and for every loop either an upper iteration bound or an upper execution-time bound must be known. Nassi-Schneidermann diagrams and formulae for basic program constructs are used to represent the programs and compute worst-case execution-time bounds.
Park's work [Par93] is one of the most frequently cited contributions to path analysis and computation of worst-case execution times. He defines the Information Description Language (IDL) that allows a programmer to provide annotations along with the labelled source program. Static analysis of the program leads to a set of possible program paths which are restricted by IDL statements. It is thus possible to exclude some infeasible paths, but not necessarily all of them. Of course, programmer-provided annotations can be wrong, hence should be checked thoroughly. Park addresses this verification problem in his thesis [Par92] with the help of Hoare triples and weakest precondition techniques. The computation of worst-case execution times is performed with the help of 'timing schemas' [Sha89, PaS90] , which are essentially tables providing lower and upper execution time bounds for each language statement.
Our approach to timing analysis is close in spirit to Chapman's comprehensive and practical work [Cha95] which combines functional and timing analysis and advocates the use of timing annotations. Elimination of infeasible paths and computation of accurate worst-case execution times is again based on programmer-provided annotations. The SPATS tool was designed in this methodology to allow the extraction of worst-case execution times for programs in a certain safe subset of the SPARK language [CBW94, CBW96] .
Puschner and Schedl [PuS97] transform real-time programs into T-graphs, i.e., control-flow graphs decorated with worst-case execution times and maximal iteration times for each statement. Computing worst-case execution times is transformed into the problem of finding the circulation with maximal cost in the graph. Integer linear programming techniques are used to solve the resulting maximisation problem. The overall assumptions on the program are that all feasible paths are known and that for each part of the program its maximum number of repetitions is provided. It is hence up to the programmer to supply all information about infeasible paths and maximal iteration bounds for each part of the program. The authors prove that any program fulfilling the abovementioned assumptions can be transformed into a T-graph with a corresponding set of capacity constraints (linear inequalities having at least as many unknowns as different edges in all feasible paths). This program transformation is completed by relying on information about the program structure, infeasible/feasible paths and iteration frequencies of different program parts. Note that the search for a sufficient set of capacity constraints can be done algorithmically and standard linear programming software packages can be used to solve the resulting maximisation problem.
Li and Malik [LiM95] also base their methodology for the computation of best-case and worst-case execution times on linear programming methods. Their approach is closely related to Puschner and Schedl's [PuS97] and similar techniques are applied. Adequate disjoint sets of program paths are identified and a linear programming problem is constructed for each path set. The worst-case execution time of each path set is computed and the maximum over all path sets is taken as the worst-case execution time of the entire program. Infeasible paths can be identified by means of contradictory linear equations which correspond to a certain equivalence class of paths. This means that the programmer has to provide all the information before the linear programming solver can work. The approach incorporates hardware features such as instruction caches and pipelining effects into the theory [LMW95] and the timing analysis tool Cinderella [LMW97] .
Altenbernd [Alt96] provides an algorithm for the computation of the longest executable path in a sequential high-level language program. The algorithm is based on the knowledge of loop bounds, maximum function recursion depths and the execution times of basic blocks. This approach combines static path analysis with symbolic simulation of the program. The latter is applied to detect infeasible paths. The paper gives no details of how the symbolic simulation of the program is performed and does not remark on the efficiency of the proposed algorithm. Importantly the algorithm is not safe in the sense that for certain inputs it can produce overly optimistic worst-case execution times. The program timing analyser (PTA) tool [StA00] is based on Altenbernd's algorithm [Alt96] and incorporates low-level and high-level aspects, such as caching, pipelining and extraction of infeasible paths. The tool determines worst-case execution times for real-time programs that contain no loops, no procedure calls and only static variables. PTA is based on a simple program simulation technique where the program is symbolically executed, variable values are calculated wherever possible, 'unknown' values are used otherwise and ranges (upper and lower bounds) of variables are determined by analysing Boolean guards of 'if' statements.
Ermedahl and Gustafsson [ErG97] define the semantics of a program as the environment that can be created by executing the program. Timing analysis and calculation of worst-case execution times are then performed through semantic evaluation of the program. For this the program is systematically supplied with break points, and values or value ranges are then assigned to each variable (if not possible, the simulator uses 'unknown') and updated at break points. An 'if' statement leads to two different updates (so-called split variable ranges, such as 'variable v is in the range 1 . . . 5 or 3 . . . 4') and loops are unrolled to produce nested 'if' statements which either terminate or exceed their upper (timing) bounds. The analysis method does not allow expression of conditions relating different variables. Because of this, and 'unknown' values, only approximations can be produced. For instance, not all infeasible paths can be automatically detected.
Closely related to this simulation approach is Lundquist and Stenström's path algorithm [LuS98] . Their worst-case execution times are computed by symbolic simulation of the (high or low-level) program. This seems less effective than Ermedahl and Gustafsson's algorithm [ErG97] since no variable ranges are calculated, and variables are either of a certain value or 'unknown'. Nevertheless, the algorithm allows merging of program paths during the analysis which increases its efficiency. The authors also mention how caching and pipelining effects can be incorporated in their analysis method.
Liu and Gomez [LiG98] show how the semantics of a functional programming language can be extended to enable automatic timing analysis via semantic evaluation. So-called time-bound functions are added to the semantics of the functional programming language for the computation of worst-case execution times on feasible paths. Partially known input values and values of program variables are simulated (again with 'unknown' if no specific value can be determined). Thanks to the functional approach only single values rather than value ranges have to be considered for each variable. No loop bounds or bounds on recursion depths are required in this setting.
Lim et al. [LBJ95] extend timing schemas [Sha89, PaS90] to the timing analysis of programs running on RISC processors. The extended timing schema is called a worst-case timing abstraction (WCTA). It integrates caching (instruction and data) and pipelining effects into the analysis method with timing schemas. The programmer has to provide loop bounds and iteration bounds for the program under analysis. The analysis of loops is reduced to a graph theoretical problem and both exact and approximate solutions are given for computing the WCTA of a loop. The approximate solution is based on the maximum cycle mean (the maximum over all mean weights of cycles in the graph) of a weighted graph and, importantly, is independent of the loop bound. Worst-case timing analysis for optimised assembly code is also investigated [LKM98] . The analysis method is based on 
Park's extended timing schemas and tackles the problem with the help of programmer-supplied annotations. Importantly, infeasible paths cannot be detected with this method. Gunter and Peled's path exploration tool (PET) allows the programmer to select a path from a linear or parallel program and compute the corresponding 'path traversal condition' [GuP99] . The programming language is a C hybrid consisting of assignments, test statements (guards), wait statements (semaphores for concurrent programs) and case statements. All variables are assumed to be integer valued and expressions are built from integer arithmetic. The computation of the path traversal condition is performed from the end to the beginning of the path by iterated substitution and conjunction of predicates. The tool has an interface to the HOL theorem prover for expression simplification and predicate computation. For instance, satisfiability and validity of predicates in Presburger arithmetic can be checked with the help of HOL.
Lo Ko et al. [LAH99] describe an environment that permits the programmer to specify best-case and worstcase execution constraints in a C program and to check whether the corresponding machine code meets these time bounds. Upper and lower time bounds can be specified for functions, loops and the branches of 'if' clauses. The programmer can then select a program path for analysis. The program analyser then computes worst-case and best-case specified execution times for the high-level path. If possible the tool automatically derives all basic blocks for the corresponding path in the machine code and computes the predicted best-case and worst-case execution times. The tool finally compares the specified execution times with the predicted ones and determines whether upper and lower time bounds are met. However, it may not always be possible to find the low-level program path that corresponds to the high-level path due to compiler optimisations. In such a case it is the responsibility of the programmer to select the right low-level code by hand. The low-level timing prediction tool may then compare the predicted and specified execution times. Note that basic blocks are atomic entities for the timing analyser and if code optimisations move instructions across basic blocks the comparison of high and low-level paths may be impossible.
Inspired by this previous work our goal is to devise a general semantics-oriented algorithm for identifying timing constraints and predicting execution times. We begin with a simple, generic language for modelling controlflow paths in real-time programs and then define timing analysis algorithms for this path language. This provides a basis for timing analysis of any language which can be defined in terms of the path language primitives.
Execution Times and Timing Constraints in Abstract Real-Time Programs
This section presents a simplified version of a theory for program paths and execution-time constraints in abstract real-time programs [LFH03, LFH02b] . The approach is based on a partial-correctness semantics that supports computation of path traversal conditions, worst-case and best-case execution times and execution-time constraints. The framework in this section provides the basis for the implementation that we outline in Section 4. As an example we perform the timing analysis of the transmitter program above. Table 1 states the syntax and weakest liberal precondition semantics of a timed path. For a path S it also defines the set of identifiers in the path, Idf(S), and the meaning of syntactic substitution of a variable x by a variable z, S [z/x] . This path language conforms with one presented earlier [LFH02b] but does not include non-deterministic choice. We omit this because worst (best) case execution times for non-deterministic constructs can be handled by maximisation (minimisation) over primitive paths. Let x be a list of program variables; T be a type; S be a statement in our path language; I be a predicate on the program state; and Q be a predicate relating undecorated (pre-state) variables x and primed (post-state) variables x . The basic path constructors are then the timed specification statement [HaU01] , denoted x: [Q], the variable declaration, (var x : T • S 1 ), and the sequential composition of program paths, 'S 1 ; S 2 '. Any path S may be interpreted in a certain program context predicate I , indicated by S I . This minimal language is sufficient to model linear control-flow paths through imperative program code. The specification statement models (possibly non-deterministic) updates to the program state, the variable declaration statement allows the state space to be changed, sequential composition is the basic constructor of paths from subpaths, and context annotations allow paths to inherit information from the surrounding code. Commands in an actual real-time programming language, such as assignments, choices and delays, may be defined in terms of semantically-equivalent specification statements (see Table 3 in Section 3.3).
Weakest Liberal Precondition Semantics for Timed Paths
The semantics of a timed path is based on a traditional predicate transformer semantics with predicates ranging over a first-order language that allows for arithmetic on the real numbers R. We assume that predicates have free variables in the abstract variable space Var. The first-order predicates, Pred, are interpreted as Boolean-valued functions on the set of bindings, Bnd, i.e., the set of all functions from Var with values in an abstract universe Val. Predicates may have unprimed and primed free variables representing the state before and after execution of a command, respectively. The free variables of a predicate P are denoted by Fv(P ). Substitution of a variable x by a term t in a predicate P is denoted by P [t/x]. For two predicates P 1 and P 2 with free variables x we write P 1 P 2 iff ∀x(P 1 ⇒ P 2 ), and we write P 1 ≡ P 2 iff P 1 P 2 and P 2 P 1 . A predicate transformer is defined as a function from Pred to Pred that is monotonic with respect to the ordering [Dij76, DiS90, BaW98] . Table 1 defines the predicate transformer wlp(S, R) for a timed path S in our language. We apply the following rules and conventions. Expressions Q, R and I in Table 1 denote first-order predicates, where R and I do not have free occurrences of any primed variables and Q may have free primed variables x and τ . A primed copy of a variable denotes the state of the variable after execution of the statement. The list x is named the frame of the timed specification statement x: [Q] and denotes the variables that may be modified by the statement. The identifier τ is a reserved variable which represents the current time, ranging over the domain R. It is implicitly in the frame of a specification statement. That time cannot go backwards is represented in the semantics of the timed specification statement with the predicate τ τ . The timed specification statement underlies a partial-correctness semantics based on predicate transformers: given a command S and a predicate R, the weakest liberal precondition wlp(S, R) characterises those initial states from which S achieves R or fails to terminate [Dij76, DiS90] . The context I usually serves to determine the types of free program variables and the values of symbolic constants.
Any statement S I constructed from commands in Table 1 with a context predicate I shall be henceforth denoted a timed path (or path for short) provided I ≡ I ∧ τ ∈ R. The context of a timed command thus always ensures that the time variable τ ranges over R. For any two timed paths S 1 and S 2 in Table 1 , S 1 wlp S 2 denotes the situation when property wlp(S 1 , R) wlp(S 2 , R) holds for all predicates R without free primed variables. In this case we say that S 1 liberally refines to S 2 , or S 2 is a liberal refinement of S 1 . Refinement in this partial-correctness semantics may reduce the set of states where the program terminates, but it maintains program behaviour on terminating 'states' by possibly reducing non-determinism. Although this semantics is insensitive to nontermination, it is a sufficient basis for timing analysis because execution times can be computed for terminating program paths only.
An Abstract Method for the Computation of Execution Times
To capture the duration of a timed path we enhance the timed specification statement with an auxiliary variable δ that ranges over R. This additional variable is required because in predicate transformer semantics the postcondition R can refer to values of variables in the 'post' state only, yet the duration of a command, τ − τ , refers to both before and after values. Elsewhere we showed that this approach permits formal expression of the duration of any sequence of commands from the weakest liberal precondition semantics and computation of best-case and worst-case execution times of timed paths [LFH02b] . In the following we give a simplified version of this theory based on first-order predicates.
Definition 3.1 (Duration variable) For a timed specification statement x: [Q]
I and the fresh variable δ, where
The δ-transformation of a timed path is then created by transforming all timed specification statements in the path into δ-specification statements.
Thus the auxiliary variable δ can be thought of as recording the time available to traverse the path. We next define the notions of infimum and supremum in the logic space that underlies the predicate transformer semantics. Remember that Var denotes the universal set of variable identifiers. Assume variable V ⊆ Var, predicate B ∈ Pred and function θ on Bnd with values in R ∪ {∞, −∞}. For binding σ ∈ Bnd, let sup{V|B • θ }(σ ) denote the supremum of the set
For predicates B j and functions θ j , with index j ∈ J , we denote by sup j ∈J {B j • θ j }(σ ) the supremum of the set
The special case sup j ∈J {true • θ j } is abbreviated by sup j ∈J θ j . In other words, sup{V|B • θ}(σ ) denotes the least upper bound of function θ over all bindings, where predicate B holds, that may differ from binding σ only in the values of variables V. Expression sup j ∈J {B j • θ j }(σ ) defines the pointwise supremum over the functions θ j (σ ) where B j (σ ) true holds. The infimum is defined similarly. Note that the supremum and infimum as defined above are always total functions (not having undefined values) with range R ∪ {∞, −∞}.
The following theorem characterises an abstract algorithm for the computation of the predicates wlp(S, δ 0) and wlp(S, δ 0) for any path S which is constructed from δ-specification statements. These expressions allow us to calculate lower and upper execution-time bounds for S. In effect, this describes a way of deriving worst-case and best-case execution times for program paths. For example, wlp(S, δ 0) is a predicate on the initial value of the available time δ that guarantees that the time remaining in the final state is greater than or equal to zero whenever path S terminates, even if S takes its worst possible execution time.
Theorem 3.2 (Execution-time bounds)
Let S be a path and let θ, ψ : Bnd → (R ∪ {−∞, ∞}) be functions that do not depend on δ, and let A be a predicate without free occurrences of δ and primed variables. Then there is a predicate A without free occurrences of δ and functions θ, ψ : Bnd → (R ∪ {−∞, ∞}) not depending on δ such that the following equivalences hold:
Proof. The proof is by structural induction on the path S. Note that sup ∅ −∞ by definition. The following holds for a specification statement S def x: [Q]: 
The induction step for sequential composition (S 1 ; S 2 ) I is as follows. By the induction hypothesis for S I 1 and S I 2 we can assume that there are predicates A 1 , A 2 and functions θ 1 , θ 2 such that the following equivalences hold:
From this we can conclude the following equivalences:
Next, we show the induction step for variable declarations
S). The induction hypothesis for S 1 [w/v]
I ∧w∈T then provides us with a predicate A 1 and a function θ 1 such that the following equivalence holds:
This permits us to conclude the following chain of equivalences,
where A def ∃w A 1 and θ def sup{{w}|A 1 • θ 1 }. The second part of our theorem can be proven by reversing the inequality signs and by replacing all 'supremum' computations by 'infimum' computations in the above proofs. Note that the above defined predicates A and A 1 are identical for the supremum and infimum computations. Table 2 presents an abstract algorithm for the computation of 'path traversal' predicate (S, A) and 'worst-case execution-time' function ϒ(S, A, θ) as a set of rewriting rules, based on the proof of Theorem 3.2. The algorithm for 'best-case execution-time' function (S, A, θ) can be derived from the one for ϒ(S, A, θ) by just replacing the supremum with the infimum. Command S Wlp-equivalent command
Combined with the notions from Definition 3.3, Theorem 3.2 states the following relation:
The following heuristics apply. From how predicate (S) is computed in Theorem 3.2, equivalence ¬ (S) ≡ wlp(S, false) can be derived. This shows that (S) defines the path traversal condition for path S in the sense that it characterises initial states from which path S can terminate [DiS90, GuP99, Car89, HFL01, LFH02b]. The constraints within the path permit S to take up at most ϒ(S) time units; hence ϒ(S) gives an upper bound on the execution time of S. Similarly, S takes up at least (S) time units and therefore, (S) gives a lower bound on the execution time of path S. Both expressions depend on the values of the program variables before the path is entered [LFH02b] .
With the help of Theorem 3.2 and Table 2 it is then straightforward to prove that the relations ¬ (S) (ϒ(S) −∞ ∧ (S) ∞) and (S) 0 and (S) (S) ϒ(S) hold. Furthermore, the following monotonicity properties are true. Table 3 defines the syntax and semantics of a language for expressing paths extracted from a real-time program, using the timed specification statement and the path semantics and conventions of Table 1 . Let x be a non-empty list of program variables; ω be an output variable; P be a predicate on the program's state (possibly including the current time τ ); G be a Boolean-valued expression involving program variables only (excluding τ ); and D be a time-valued expression on program variables. In a similar fashion we can define other commands such as a 'read' statement that accesses input variables. We have not done this here since the intention of this language is just to define the four timed paths of the transmitter example from Fig. 1 . Nor do we allow for undefined expressions. This can be done by incorporating a well definedness domain def(E) for each programming language expression E [HFL01]. Here we simply assume that all expressions are well defined in their context. The 'assume' statement, which is used for stating properties believed true at a point in the code, takes no time, whereas the 'coerce' statement, which models evaluation of guards on conditional and iterative statements, is time consuming. The 'delay until' statement suspends execution until the specified time, but may finish slightly 'late' with a maximal overrun here of 1 millisecond due to the practical limitations of an actual implementation. The 'deadline' statement specifies necessary timing deadlines in the program [FHW99] . We apply Theorem 3.2 and the algorithm of Table 2 to our path language of Table 3 . The resulting rules for the computation of expressions (S, A) and ϒ(S, A, θ) for each of the commands in our language are depicted in Table 4 . The commands are evaluated with respect to some abstract context I . 
A Formal Semantics for the Transmitter's Paths
The expression seq(Char) shall denote the set of all finite sequences with values in the set of characters, Char. Furthermore, we define some convenient abbreviations for a few subpaths of Path A.
The path traversal condition for Path A is then computed as follows:
Thus, the path is feasible provided the initial assumption and context requirements hold. Next we compute the worst-case execution time of Path A with the help of Tables 2 and 4. We hereby assume that the computation is performed on a binding β ∈ Bnd that makes (Path A) 'true', i.e., (Path A)(β) true. For such a binding property (S
I ∧n∈N i
)(β) true holds at each step in the computation of the path traversal condition, (Path A). This makes it possible to apply Theorem 4.7 as follows: 
Command S Worst-case execution time ϒ(S I , A, θ) for some context
This leaves us with ϒ((Path A) I ) 5 − τ for the worst-case execution time of Path A. The expression depends on the particular starting time τ and tells us that we have from this time until absolute time 5 to perform the computation defined by the path. Similarly, we can obtain ((Path A) I ) 0 for the best-case execution time. We thus conclude that Path A is not dead and is unrestricted from below.
To simplify program timing analysis we previously promoted the use of deadline constructs [HaU97, FHW99] and variable-independent timing constraints [GHF98, LFH02a] . We also advocated extraction of a set of primitive timed paths M ending with deadlines, and the supremum and infimum of (S) and ϒ(S), S ∈ M, over all program variables lead to timing constraints that, if satisfiable, guarantee the correct timing behaviour of the program [LFH02a] . For the transmitter program such a set M of primitive paths consists of Paths A, B, C and D in Fig. 1 
. To understand the following definition recall that a path S can have an execution time between (S) and ϒ(S). This range of times is dependent on the initial values of all program variables. To obtain a constraint on the path that is not dependent on any variables we take the supremum and infimum of (S) and ϒ(S) over all program variables.

WETC(S) def inf {V | (S) • ϒ(S)} where set V contains all free variables of (S), (S) and ϒ(S).
If path S is permitted to take up to at most WETC(S) milliseconds for its execution we know that all upper execution-time bounds expressed via (S) and ϒ(S) are obeyed. Similarly for (S) and SETC(S)
. Definition 3.6 is of great importance for the constraint analysis approach we propose. In the introduction we outlined how to decompose a real-time program with deadline commands into a set of primitive subpaths M, such that the verification of the program's timing behaviour can be reduced to the verification of the timing constraints of the individual subpaths, i.e., the verification of SETC(S) and WETC(S) as per Definition 3.6 for all subpaths S ∈ M. 
with w / ∈ Idf(S) and not free in R (S
This shows that the least of the worst-case execution times permitted by Path A is 2 milliseconds and the greatest of the best-case execution times permitted by this path is 0. This tells us that if the actual execution time of the path is always between 0 and 2 milliseconds then the path's timing constraints, in particular its deadline, will always be satisfied.
Strongest Postcondition Semantics for Timed Paths
For the formal analysis of complex timed paths it is often necessary to incorporate information from a predecessor path. Table 5 therefore defines the strongest postcondition semantics for a timed path S in our language. Given a predecessor S 1 of a path S 2 , postcondition sp(S 1 , true) describes the strongest predicate that holds after execution of path S 1 and which therefore can be taken as a starting condition for path S 2 . In other words, path (S 1 ; S 2 ) is a liberal refinement equivalent to the following path [LFH03] :
More generally, for a precondition predicate R, postcondition sp(S 1 , R) denotes the strongest predicate that holds after execution of path S 1 assuming R was 'true' before.
Definition 3.8 For a timed path S, strongest postcondition predicate sp(S, true) is the exit condition, denoted (S), of path S.
Strongest postcondition semantics for programs have been used extensively in formal program analysis [Gri81, DiS90, BaW93] . The equivalent expressive power of weakest liberal precondition and strongest postcondition semantics has been shown by Dijkstra and Scholten [DiS90] .
Example 3.9 For Path B (single iteration) of the transmitter in Fig. 1 we perform a similar computation as in Examples 3.5 and 3.7, but first we partition the path into the subpath containing the deadline command and the succeeding delay command, and the subpath that follows after that, starting with the assignment command. We compute the exit condition of the preceding path with the help of Table 5 . For this we again introduce abbreviations for some subpaths of Path B.
S 1 def deadline 5 + 10 * n S 2 def S 1 ; delay until 11 + 10 * n S 3 def write(msg(n), out) ; S 1 S 4 def coerce n N − 1 ; S 3 S 5 def n := n + 1 ; S 4 S 6 def assume (S I ∧n∈N 2 ) ; S 5 deadline 5 + 10 * n; delay until 11 + 10 * n; assume (S I ∧n∈N 2 ); n := n + 1; coerce n N − 1; write(msg(n), out); deadline 5 + 10 * n Computation of path S 2 's exit condition under context I ∧ n ∈ N is as follows:
The range of values for the finishing time τ is caused by the non-determinism in the 'overrun' of the delay statement. Path S 2 , with context I ∧ n ∈ N, is liberal refinement equivalent to the following path:
Therefore, we can deduce that Path B, under the context I ∧ n ∈ N, is a liberal refinement equivalent to Path B in Fig. 2 . We proceed by computing the path traversal condition for Path S 6 under context I ∧ n ∈ N.
) ≡ I ∧ n ∈ N ∧ n N − 2 ∧ 11 + 10 * n τ 12 + 10 * n Thus to traverse Path S 6 , the context requirements must hold, counter n must not exceed N − 2 (otherwise this would make the coercion false), and the subpath's starting time τ must be between the earliest and latest times at which the 'delay until' statement can finish. We next derive the worst-case execution time of this path under context I ∧ n ∈ N. We assume again that the computations are done for a binding β ∈ Bnd such that (S I ∧n∈N 6 )(β) true which makes it possible to apply Theorem 4.7. Table 6 . Path traversal conditions, execution times and execution-time constraints for the transmitter's paths ). )} inf {{τ, n} | n ∈ N ∧ τ ∈ R ∧ 11 + 10 * n τ 12 + 10 * n • 15 + 10 * n − τ } 'By Theorem A.3' inf {{n} | n ∈ N • inf {{τ } | τ ∈ R ∧ 11 + 10 * n τ 12 + 10 * n • 15 + 10
ϒ(S
I ∧n∈N 1 ) 0 ϒ(S I ∧n∈N 3 ) sup{{τ , out} | I ∧ τ τ ∧ out msg(n) ∧ (I ∧ (S I ∧n∈N 1 ))[τ /τ ] • τ } − τ 'By Theorem A.1' sup{{τ } | ∃out (I ∧ τ τ ∧ out msg(n) ∧ (I ∧ (S I ∧n∈N 1 ))[τ /τ ]) • τ } − τ 'By Theorem 4.7' sup{{τ } | τ ∈ R ∧ τ τ 5 + 10 * n • τ } − τ 5 + 10 * n − τ ϒ(S I ∧n∈N 4 ) sup{{τ } | I ∧ τ τ ∧ n N − 1 ∧ (I ∧ (S
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To understand this result, consider that in the worst case there are only 4 milliseconds between the time at which the nth character may be overwritten and when the (n + 1)th character must appear. However, this time may be reduced by 1 millisecond due to the possible overrun of the 'delay until' statement. Similarly, we obtain the following for the best-case execution-time and strongest execution-time constraint of path S Finally, we note that computation of the worst-case and best-case execution times, and the weakest and strongest execution-time constraints, for all the paths of the transmitter, can be performed by supremum and infimum computations over predicates with linear inequalities, as per the results summarised in Table 6 . (We omit the lengthy and repetitive computations.) As explained above, the constraint for Path B was derived by partitioning this path and by investigating the suffix S 6 . We did not discuss the prefix path which consists of a 'deadline' and a 'delay' statement. It would be typically implemented by a delay routine which guarantees to have a maximal overrun of 1 millisecond. A similar computation can be performed for Path D by defining a suffix S 6 . In the next section we show how execution time and constraint computations of this form can be implemented with techniques from linear programming and Presburger arithmetic.
Implementation
The supremum and infimum computations for the derivation of the worst-case and best-case execution times, ϒ(S) and (S), of a timed path S as shown in Table 2 are non-discrete methods and thus may not lead to computable algorithms. In this section we show how techniques from linear programming and Presburger arithmetic can be used to compute these expressions. Shostak and Bledsoe's famous algorithm [Sho77] translates the discrete problem of computing formulae in Presburger arithmetic into a non-discrete problem where all computations are performed on linear inequalities in the domain of the real numbers. We describe an approach that uses these non-discrete techniques to implement the algorithm of Table 2 for the computation of worst-case and best-case execution times of paths.
Linear Approximation of Timed Paths
This section describes the linear approximation of path traversal conditions and strongest postconditions of paths. We define a linear projection that maps first-order predicates onto linear predicates. We first fix some notational conventions. A linear form is an expression α 0 + According to standard prenex normal form for first-order predicates and disjunctive normal form transformations every first-order predicate can be transformed into an equivalent prenex normal form:
where Q i are quantifiers, , where each a i j is an atom or the negation of an atom. For instance, in our setting linear inequalities are atoms. There is a natural projection Prn defined on this normal form of the first-order predicate which removes all non-linear atoms and leaves a quantified linear predicate in disjunctive normal form. This syntactic transformation of first-order formulae does not necessarily transform logically equivalent formulae into logically equivalent ones.
Example 4.1 The projection Prn would transform the predicate
into the following existentially quantified linear predicate:
Under the theory of real number arithmetic predicate x 2 1 is logically equivalent to
but Prn does not project these predicates to logically equivalent ones.
There are many ways of projecting predicates onto linear predicates according to the grade of approximation that has to be achieved. For instance, Example 4.1 states two different linear approximations for the quadratic equation x 2 1. We will not go further into different approximation techniques. Instead we state some properties that we expect from a projection.
Definition 4.2 (Linear projection) A transformation Pr of first-order predicates is a linear projection if for all predicates A and B and variables x, Pr(A) is a quantified linear predicate, Pr(Pr(A)) ≡ Pr(A), A Pr(A), Pr(A ∧ B) ≡ Pr(A) ∧ Pr(B), Pr(A ∨ B) ≡ Pr(A) ∨ Pr(B), Pr(∃x A) ≡ ∃x Pr(A) and Pr(∀x A) ≡ ∀x Pr(A).
From the logical implication A Pr(A), it follows that for any supremum expression sup{V | A • θ } an upper bound is obtained by sup{V | Pr(A) • θ}. Similarly, lower bounds are obtained for infimum expressions. We use this property to derive linear approximations for worst-case and best-case execution times. In the following we assume that a particular linear projection Pr has been chosen. Unless a more sophisticated approximation method is determined this could be the above-described canonical projection Prn.
Under the theory of real number arithmetic it is furthermore possible to transform quantified linear predicates into logically equivalent linear predicates by a standard quantifier-elimination procedure. This is outlined below. We first define the function Tr that transforms an existentially quantified conjunctive linear predicate into a logically equivalent conjunctive linear predicate. For a set of variables V and a set of linear inequalities E, we define
where E consists of all linear inequalities of the form (i) or (ii) below. into an equivalent linear form as follows:
Tr ({0 a, 4a c, c 5}, {a, c}) Tr(Tr({0 a, 4a c, c 5}, {a}) , {c})
Tr({0 c/4, c 5}, {c}) {0 5}
With the following function Tr it is then possible to transform existentially quantified linear predicates into linear predicates. For a set of variables V and n sets of linear inequalities E i , where 1 i n, we define
Example 4.4 Applied to Example 4.1, function Tr would be evaluated as follows:
Functions Tr and Tr can be extended to linear predicates that are universally quantified with the help of a standard transformation that transforms the predicate into the negation of an existentially quantified linear predicate and then applies Tr or Tr to the existentially-quantified linear predicate and negates the resulting linear inequalities. Last but not least, with these transformations it is possible to define a function L on the first-order predicates that returns a linear predicate by applying Pr and Tr . The original first-order predicate logically implies the resulting linear predicate, i.e., the following property holds for all first-order predicates P :
This mapping can be interpreted as a linear approximation of first-order predicates. Furthermore, for quantified linear predicates P the following equivalence holds:
The transformation L can be seen as a (not necessarily equivalence-preserving) projection onto the space of the linear predicates. For later use we define another function L , similar to L, which simply returns a set of conjunctive linear predicates such that the following relation holds for every first-order predicate P : is a quasi-linear expression.
The function a of Table 7 determines a linear approximation of path traversal conditions. Function a takes as input a path S and a first-order predicate R and returns a linear predicate. We can therefore say that function a defines a linear approximation of timed paths. In terms of liberal refinement, this means that the transformed path is more abstract than the original path. The following theorem is a consequence of Definition 4.2 and properties (3) and (4) of projection L. 
Theorem 4.5 (Path approximation) For a path S and a predicate R without free primed variables the following properties hold:
A similar theorem holds for the approximation of strongest postconditions as defined in Table 7 .
Theorem 4.6 (Postcondition approximation) For a path S and a predicate R without free primed variables the following properties hold: 
Linear Reductions and Linear Execution-Time Approximation
The computation of worst-case and best-case execution times for a path S rarely depends on the knowledge of the entire path traversal condition (S) For 'supremum' computations over predicates, as for the computation of the worst-case execution time of a path S, Theorem 4.7 provides a way of reducing the predicates by removing unnecessary conjuncts. In this section we formulate an algorithm that approximates execution times and checks whether the computation of the path's execution times can be performed by reduction to linear predicates. This method is used in Section 4.3 to identify whether a path allows for automated execution-time computation. The following definition determines the special case of Theorem 4.7 where A is a linear predicate. 
We proceed by listing a few properties of linear reductions. For every predicate C and sets of variables V and W with V ∩ W ∅, it follows that (true, C) is a linear reduction of (C, V , W ). A consequence of Definition 4.8 is the following proposition. 
with w / ∈ Idf(S) and not free in predicate A (S
All unbound variables that occur in the linear approximation LV(S, A, W )
The problem of finding a linear reduction is undecidable in general. Nevertheless, it is possible to provide algorithms that detect linear reductions in many cases like, for instance, simple syntactic checks based on the linear and non-linear atoms of predicate C. For example, for all the predicates that appeared in the worst-case execution-time computations of the transmitter's paths it can be syntactically checked that they allow for linear reductions. 
We will henceforth assume the existence of an abstract Boolean-valued function Lr(C, V , W ) that, if it returns 'true', guarantees that there is a predicate B such that (L(∃(V \W ) C), B) is a linear reduction of (∃(V \W ) C, V , W ).
(For convenience, here, an expression like ∃{y, x} C abbreviates to the quantified predicate ∃y, x C.) Such a function can be implemented as mentioned above as a simple syntactic check of the predicate. Given such a function, Table 8 defines the function LER that takes a path S, a predicate R and a set of variables W and returns 'true' if the path's execution-time computation allows for linear reductions on the base of function Lr in each step of the algorithm of Table 2 . Furthermore, Table 8 Since we intend to use Shostak's functions for worst-case and best-case execution-time computations with maxi and mini-linear forms it is necessary to provide a transformation procedure that translates any supremum expression with maxi or minilinear forms into a supremum over a single variable. We therefore define the following functions Sup M (A, V ) and Inf M (A, V ) which can be later applied in the more general situation where A equals a mini-(maxi-) linear form to produce the correct answer.
Let M be a set of linear inequalities, V a set of variables, A be a mini-(maxi-) linear form, and ν be a variable.
where f is a fresh variable and
., A n ) where f is a fresh variable and
For a path S, the function ϒ a of Table 9 computes a set of triples (A, B, θ) with linear predicates A, B and mini-linear forms θ . This set can be used to approximate the path traversal condition (S) and the worst-case execution time ϒ(S) as explained in Theorem 4.12 below. By calculating ϒ a (S, {(true, true, τ )}) we obtain either an empty set when the linear approximation of the path traversal condition a (S) is unsatisfiable, or we obtain a set of triples
This defines a linear approximation of the path traversal condition (S) and the worst-case execution time ϒ(S). If LER(S, true, ∅) is 'true' the worst-case execution-time approximation is exact.
The function ϒ a is defined with the help of the above-mentioned functions of Shostak's algorithms [Sho77] for computations in Presburger arithmetic and the linear approximation L defined in Section 4.1. A simple transformation of linear inequalities into non-strict ones is performed with the function O. This function transforms any set of linear inequalities M into a set of linear inequalities without strict linear inequalities by simply replacing every strict inequality sign '<' and '>' by ' ' or ' ', respectively. The following implication holds trivially when interpreting a set M of linear inequalities as a linear predicate by taking the conjunction of all linear inequalities in M.
Finally, the Boolean-valued function Sat is used as a satisfiability check on linear predicates. Applied to a set M of linear inequalities, Sat(M) returns 'true' if and only if the set of linear inequalities M has a solution. Sat(M) can be implemented as a straightforward variable elimination procedure. Such a procedure has been discussed in Section 4.1 for the implementation of the existential quantifier on linear inequalities. With these notions the following theorem holds. The proof is given in Appendix B. where
with w / ∈ Idf(S) and not free in expression M (S 
The index set I reflects the number of linear disjuncts encountered during the computation. If a disjunctive predicate is encountered with N disjuncts the algorithm computes N different expressions. The number of computation steps is hence exponentially dependent on the number of disjuncts in the predicates of S.
For each of the transmitter's paths, this algorithm returns the worst-case execution time that we stated in Table 6 . A linear reduction is possible in every case and so the results are exact. Note that a linear reduction of a timed path S is trivially possible if S is constructed from quantified linear predicates only.
A function a can be defined for the approximation of best-case execution times by replacing function Sup in Table 9 with function Inf. Theorem 4.12 can then be reformulated with all inequalities reversed, and 'supremum' expressions, mini-linear forms and ϒ a replaced by 'infimum' expressions, maxi-linear forms, and a .
Approximation of Weakest and Strongest Execution-Time Constraints
This section discusses the linear approximation of the strongest and weakest execution-time constraints SETC(S) and WETC(S) using the algorithm in Table 9 . These constraints were defined in Definition 3.6 with the help of best-case and worst-case execution times. In the following we show how linear approximations WETC a (S) and 
Similarly, function SETC a is defined by calculating a (S, {(true, true, τ )}) and by replacing the 'infimum' with the 'supremum', and Inf by Sup in definition (10). Then, Theorem 4.12 implies the following relationships between WETC a (S) and WETC(S). This theorem tells us that weakest execution-time constraints can be approximated if linear reductions exist. If no execution-time reduction exists anything can happen since worst-case execution-time approximations can be far too pessimistic and inequality (11) may be violated. Exact approximations for execution-time constraints are more difficult to achieve than for execution times. From the proof of Theorem 4.13 it is possible to derive conditions for equality between WETC a (S) and WETC(S). For instance, if in addition to the assumptions made in Theorem 4.13 a linear reduction of the triple (∃(V \ Fv(ϒ(S))) (S), V, Fv(ϒ(S))) exists, i.e., if Lr( (S), V, Fv(ϒ(S))) true, then equation (11) is an equality, and if the predicates A i , where i ∈ I, are mutually exclusive, i.e., if A i ∧A j ≡ false for i j , then equation (12) is an equality, and we can conclude WETC a (S) WETC(S). A similar theorem holds for SETC a (S) and the strongest execution-time constraint SETC(S).
Conclusions
In this paper we outlined an implementable, semantics-based execution-time and timing-constraint derivation theory and its use for the timing analysis of real-time programs with deadline commands. The rules in Table 2 for the computation of execution-times are valuable beyond their application in high-level timing analysis, since any execution-time computation or approximation methodology, no matter whether high or low-level, is based on some kind of program semantics, and thus, in principle can be modelled with the help of our abstract command language.
We did not incorporate a statement for non-deterministic choice (apart from the implicit non-determinism that is provided by specification statements). In principle, this can be handled within our approach [LFH03, LFH02b] by providing an explicit statement for non-deterministic choice. The abstract worst-case execution-time of the non-deterministic choice over a set of programs is then defined as the supremum over the worst-case execution times of the programs. Consistent with common approximation methods, recursion bounds for loops and subroutines can then be used to achieve upper bounds for the worst-case execution time. The notion of a linear projection of predicates is an abstraction of the linear approximation process of non-linear functions. In general, the accuracy of execution-time approximation depends not only on the quality of the projection but also on the quality of the predicates of the path. The first topic has not been pursued further in this paper, but we elaborated on the latter and provided criteria for the reduction of predicates to linear predicates during the execution-time computation which enable exact execution-time computations in many cases.
The implementation for execution-time derivation and constraint computation relies on Shostak's extension of Bledsoe's supremum/infimum algorithm [Ble74, Ble75, Sho77] . This is a fast and sound, but not complete, method for the correctness proof of theorems in Presburger arithmetic. The original problem situated in integer linear arithmetic is transformed into an optimisation problem over the real numbers. In this wider environment Bledsoe-Shostak's algorithm provides a solution for the original problem. We apply this algorithm in a completely different framework to the computation of execution-times and timing constraints over the real numbers. The key for such an application is that we can formulate execution-time and constraint determination for timed paths as an optimisation problem over the reals. Note that in this setting Bledsoe-Shostak's algorithm then provides a sound and complete method.
Our theoretical framework and implementation for execution-time and constraint determination are based on three main problem areas: the satisfiability of constraints; the simplification of expressions; and the optimisation of functions over sets of constraints. To ensure that the supremum/infimum algorithm succeeds for a given path it is necessary to check whether the linear projection of the path is not dead or in other words whether the linear projection of the path traversal condition is satisfiable. To enable accurate execution-time and constraint determination and check whether such is possible for programs it is important to have techniques to remove unnecessary predicates during the computation. Furthermore we have shown that the problem of determining worst-case and best-case execution times and timing constraints can be formulated as an abstract optimisation problem over the real numbers. These three issues are also dominating Constraint Logic Programming languages [MaS98] where highly developed and explored techniques are provided for each of the problem areas. A prototype of our framework which is capable of handling examples like the simple transmitter program of this paper has been implemented in Prolog, which provides limited support for Constraint Logic Programming.
