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This work offers new computational methods for the optimal control of theconjugate heat transfer
(CHT) problem in thermal science. Conjugate heat transfer has many important industrial applica-
tions, such as heat exchange processes in power plants and cooling in electronic packaging industry,
and has been a staple of computational methods in thermal science for many years. This work
considers the Dirichlet boundary control of fluid-solid CHTproblems. The CHT system falls into
the category of multi-physics problems. Its domain typically consists of two parts, namely, a solid
region subject to thermal heating or cooling and a conjugatefluid region responsible for thermal
convection transport. These two different physical systems are strongly coupled through the ther-
mal boundary condition at the fluid-solid interface. The objective in the CHT boundary control
problem is to select optimally the fluid inflow profile that minimizes an objective function that in-
volves the sum of the mismatch between the temperature distribution in the system and a prescribed
temperature profile and the cost of the control. This objectiv is realized by minimizing a nonlinear
objective function of the boundary control and the fluid temprature variables, subject to partial dif-
ferential equations (PDE) constraints governed by the coupled heat diffusion equation in the solid
region and mass, momentum and energy conservation equations in the fluid region.
Although CHT has received extensive attention as a forward problem, the optimal Dirichlet
velocity boundary control for the coupled CHT process to ourknowledge is only very sparsely
studied analytically or computationally in the literature[131]. Therefore, in Part I, we describe
the formulation of the optimal control problem and introduce the building blocks for the finite
element modeling of the CHT problem, namely, the diffusion equation for the solid temperature, the
convection-diffusion equation for the fluid temperature, the incompressible viscous Navier-Stokes
equations for the fluid velocity and pressure, and the model verification of CHT simulations.
In Part II, we provide theoretical analysis to explain the nonsmoothness issue which has been
observed in this study and in Dirichlet boundary control of Navier-Stokes flows by other scientists.
Based on these findings, we use either explicit or implicit numerical smoothing to resolve the non-
smoothness issue. Moreover, we use the numerical continuatio on regularization parameters to
alleviate the difficulty of locating the global minimum in one shot for highly nonlinear optimization
problems even when the initial guess is far from optimal. Twosuites of numerical experiments
have been provided to demonstrate the feasibility, effectiveness and robustness of the optimization
scheme.
In Part III, we demonstrate the strategy of achieving parallel scalable algorithms for CHT mod-
els in Simulations of Reactor Thermal Hydraulics. Our motivation originates from the observation
that parallel processing is necessary for optimal control pblems of very large scale, when the
simulation of the underlying physics (or PDE constraints) involves millions or billions of degrees
of freedom. To achieve the overall scalability of optimal contr l problems governed by PDE con-
straints, scalable components that resolve the PDE constraint and their adjoints are the key. In this
Part, first we provide the strategy of designing parallel scaable solvers for each building blocks of
the CHT modeling, namely, for the discrete diffusive operator, the discrete convection-diffusion op-
erator, and the discrete Navier-Stokes operator. Second, we emonstrate a pair of eff ctive, robust,
parallel, and scalable solvers built with collaborators for simulations of reactor thermal hydraulics.
Finally, in the the section of future work, we outline the roadmap of parallel and scalable solutions
for Dirichlet boundary control of fluid-solid conjugate heat transfer processes.
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Conjugate heat transfer (CHT) represents a process in whicha conducting solid exchanges heat with
a working fluid [73]. Conjugate heat transfer has many important industrial applications, such as
heat exchange processes in power plants and cooling in electronic packaging, and has been a staple
of computational methods in thermal science for many years [73, 89, 105]. In the meantime, with
the advance in computer hardware and computational algorithms, theoretical and numerical studies
of optimal control of systems governed by partial differential equations (PDE) have been highly
active research areas since the founding works by Pontryagin [109] and Lions [96]. Large-scale
optimal control problems for various engineering applications have attracted significant attention
for a decade [3, 21]. Optimal control techniques are used to aut mate the engineering optimization
process, for instance, fluid control [1,21], shape optimization [78,99], inverse problems [10,67,68],
and melting and solidification process control [77].
This work is a step in the development of practical optimal control algorithms for the CHT pro-
cess, which strongly couples the fluid motion with the thermal convection transport. The optimal
control of CHT has proven computationally challenging. First, the CHT system is a multiphysics
system one phase of which is nonlinear, and this makes the optimiza ion problem on top noncon-
vex and nonlinear. Second, properly resolving discrete governing equations of CHT can range to
millions of degrees of freedom (DOF), which renders the control problem large scale. Third, like
many other PDE-constrained optimization problems, the separation between the state and the con-
trol (or design) variables demands careful consideration for calculating the gradient of the objective
function. In practice, the gradient computation is carriedout via either the sensitivity or the adjoint
1
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approach [62]. Because of the structural similarity between th state and the adjoint (or sensitivity)
equations, it is advantageous for the optimization code to ruse the solver of the state equations as
either a solver or a preconditioner for the adjoint equations. These three aspects challenge general-
purpose optimization software.
The mathematical theory regarding the existence and the regularity of solutions to optimal con-
trol for Navier-Stokes equations and for convection-diffusion equations has received significant at-
tention in the past [62,63,65]. Furthermore, extensive numerical experiments have been conducted
for these two classes of problems [26,57,62,63]. Yet, to ourknowledge, the optimal control problem
for the coupled CHT process has not been analytically or computationally studied in the literature.
In this manuscript, based on the regularity estimate for finite element solutions to the Dirichlet
velocity boundary control (DVBC) of Navier-Stokes equations, we derive the regularity estimate
for finite element solutions to the DVBC for CHT processes. Inboth cases, the regularity of the
boundary control solution profile is lower than that of the full domain flow profile. This indicates
the nonsmoothness of finite element approximations to the optimal boundary control solution of
these two classes of DVBC problems. The nonsmoothness of theboundary control solutions to the
DVBC for Navier-Stokes equations has been observed and resolved from function space perspective
in [43, 70]. In our numerical experiments, we have observed th nonsmoothness of the boundary
control solutions for the CHT process. (See Figure 7.2 of Section 7.2.1.) Our strategy to resolve
this nonsmoothness issue is to add regularity terms on the control gradient to both the continuous
objective function and its discretization, and to use numerical smoothing on the discrete reduced
gradient. In fact, for control of external fluids, the actuation devices can involve flow injection and
suction. However, for some inflow boundary control problemsof internal fluids, such as the DVBC
of CHT processes, a smooth control that involves only flow injection is desirable.
In addition to the issue of nonsmoothness, the optimal control problem can be very large scale
and demand parallel processing when the underlying simulation requires solutions of high resolu-
tion. Therefore, a parallel scalable implementation of thepreconditioners, solvers and optimizers
that can fully utilize the distributed computing hardware is of great interest. Our focus in this article
is to build up a numerical optimization framework that generat s smooth and robust approxima-
2
CHAPTER 1. INTRODUCTION
tions to the optimal boundary control profile for CHT processes and to illustrate a roadmap towards
parallel and scalable optimal control codes for CHT processes.
An outline of the dissertation is as follows. In Part I, we formulate the prototype problem
as a PDE-constrained optimization problem in function spaces, in which the objective function
represents the sum of the mismatch between the fluid temperatur nd a prescribed temperature
distribution and the cost of the control. The constraints ofthe optimization problem are governed
by the coupled Navier-Stokes equations in the fluid domain and the convection-diffusion equations
in the fluid and the adjacent solid domain. The control deviceis the normal component fluid velocity
at the inflow boundary. Our objective is to select optimally the inflow velocity control profile via
forcing the fluid temperature to match a prescribed temperature, hat is, via minimizing the objective
function.
We discuss the problem formulation in Chapter 2 and the numerical building blocks for the
CHT simulation in Chapter 3, namely the finite element approximation for the convection-diffusion
equation and the incompressible Navier-Stokes equations.At the end of Chapter 3, we discuss the
model verification of CHT simulations.
In Part II, we study a new optimization scheme that generatessmooth and robust solutions
for DVBC of conjugate heat transfer (CHT) processes. The solutions to the DVBC of the incom-
pressible Navier-Stokes equations are typically nonsmooth, due to the regularity degradation of the
boundary stress in the adjoint Navier-Stokes equations. This nonsmoothness is inherited by the
solutions to the DVBC of CHT processes, since the CHT processouples the Navier-Stokes equa-
tions of fluid motion with the convection-diffusion equations of fluid-solid thermal interaction. Our
strategy to resolve the nonsmoothness of the boundary control solution is based on two features,
namely, the objective function with a regularization term on the gradient of the control profile on
both the continuous and the discrete levels, and the optimization scheme with either explicit or im-
plicit smoothing effects, such as the smoothed Steepest Descent and the Limited-emory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS) method. Our strategy to achieve the robustness of the solution
process is based on combining the smoothed optimization scheme with the numerical continuation
technique on the regularization parameters.
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In Chapter 4, we derive the first order optimality conditionsand discuss the well-posedness of
the optimal control problem in infinite dimensional function spaces. In Chapter 5, we discretize the
control problem with stable Galerkin Finite Element methods and discuss the issue of nonsmooth-
ness of the boundary control solution in finite dimensional spaces. In Chapter 6, we develop the
optimization scheme used in this study, namely, the smoothed St epest Descent method and the
L-BFGS method, with a thorough treatment for the nonsmoothness issue on the discrete level. At
the end of Chapter 6, a variant of the L-BFGS method based on the umerical continuation on regu-
larization parameters is developed for a robust solution strategy when the initial control profile is far
from optimal. In Chapter 7, we present two suites of numerical test problems. The first one demon-
strates the feasibility and eff ctiveness of our numerical schemes in recovering the control profile
of the standard case of Poiseuille flow smoothly, and the second one demonstrates the robustness
of the proposed optimization scheme for both the channel flowand the flow past a square cylinder.
For this rather challenging second test problem, the optimization scheme starts from an initial con-
trol profile far from optimal and requires the numerical continuation of regularization parameters to
converge to the optimal control. These two experiments demonstrate the feasibility, effectiveness
and robustness of our optimization schemes. The solution strategy of Part II is general and can
be applied to other large-scale optimal control problems which involve multiphysics processes and
require smooth approximations to the optimal control profile.
In Part III, we discuss our strategy for parallel scalable soluti ns to CHT models in simulations
of reactor thermal hydraulics. To achieve the overall scalability of the parallel implementation,
each component of the model needs to have the algorithmic scalability and the implementation
scalability. Here, we mainly focus on the algorithmic scalability, since implementation scalability
can be realized by utilizing and reengineering the existingsoftware libraries for PDE simulations
[15, 92, 97] and Solvers [14, 51, 75]. In fact, the algorithmic scalabilities of the preconditioned
Krylov solvers can also be achieved, as long as the preconditi ers are effective.
In Chapter 9, we discuss the strategy of building scalable components for each physical process,
namely parallel preconditioners and solvers for discrete diffusion, discrete convection-diffusion, and
discrete Navier-Stokes equations. In Chapter 10, we demonstrate a case in which careful designed
4
CHAPTER 1. INTRODUCTION
precondtioners lead to scalable performance for multiphase turbulence flows in reactor thermal hy-
draulics. In Chapter 11, we outline a research plan for parallel nd scalable solutions to Dirichlet
boundary control of CHT processes.
5
Part I
Problem Formulation and Numerical
Building Blocks
6




We formulate the Dirichlet velocity boundary control problem for conjugate heat transfer processes
in this chapter. Our assumption is that the fluid flow is steady, the thermal transport in the fluid-solid
system is forced convection, and the buoyancy effect of the fluid is negligible. The mathematical
formulation of the optimization problem consists of three parts:
• The objective function: the sum of the mismatch between the temperature in the fluid system and
a prescribed temperature and the cost of the control.
• The constraints on the fluid velocity, pressure, and the boundary control: the incompressible
Navier-Stokes equations of fluid motion.
• The constraints on the fluid velocity and the fluid-solid temprature: the diffusion equation of
internal energy in the solid region and the convection-diffus on equation of internal energy in the
fluid region.
We set up the state equations in Section 2.2 and the objectivefunction in Section 2.3
7










Figure 2.1: Physical domain of the coupled fluid-solid conjugate heat transfer problem.
2.2 State Equations
We refer to Figure 2.1 for a description of an idealized domain of the coupled fluid-solid system, in
which the solid domainΩ1 represents a simplified fuel-gap-clad system in 2D and the fluid domain
Ω2 represents a coolant channel [100]. In the solid regionΩ1, heat is generated by a volumetric
heating source. Heat flux enters the fluid regionΩ2 at the fluid-solid interfaceΓc. In Ω2, we
have assumed that the thermal transport is driven by forced conve tion and the buoyancy eff ct can
be neglected. Therefore, the fluid internal energy equationis decoupled from the fluid mass and
momentum equations, and the fluid temperature is governed bythe convection-diffusion equation,
in which the convective “wind” is the fluid velocity field.
In Ω2, we further assume that the fluid density is constant and the dynamic viscosity is inde-
pendent of the fluid temperature; therefore, we employ the steady equations for the conservation of
mass and momentum with the constitutive stress relation of Newtonian fluids in the incompressible
limit. Denoting byΓi the inflow boundary,Γo the outlet flow boundary, andΓc andΓ4 the no-slip
8
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−ν∇ · (∇u + ∇uT) + (u · ∇)u + ∇p = b in Ω2 (Momentum Eq.)
∇ · u = 0 in Ω2 (Mass Eq.)
u = 0 on Γ4 andΓc
u = g on Γi
n · (−pI + ν(∇u + ∇uT)) = 0 on Γo,
(2.1)
whereu = u(x, y) is the velocity,p is the kinematic pressure,ν = µ/ρ is the kinematic viscosity,b is
the body force andg is the Dirichlet boundary control profile at the inflow boundary. In this study,
we assume the body forceb ≡ 0, and with
(The strain tensor) ε(u) := (∇u + ∇uT)/2
(The stress tensor)σ(u, p) := −pI + 2νε(u),
we have imposed the stress-free condition at the outlet boundaryΓo.
For the temperature system in the fluid-solid region,Γo, Γ1, Γ2, Γ3 andΓ4 in Figure 2.1 are five
adiabatic walls, andΓc is the fluid-solid thermal interface, at which the convection heat transfer oc-
curs between the solid and the fluid. On the inflow boundaryΓi, we prescribe the fluid temperature.
In what follows, we use the subscripts to denote quantities in solid andf to denote quantities in



































−kf∆T f + u · ∇T f = 0 in Ω2 (Energy Eq.)
T f = Ts on Γc
n · (kf∇T f − ks∇Ts) = 0 on Γc
n · ∇T = 0 on Γ4 andΓo
T f = T0 on Γi .
(2.2)
Here,T f = T f (x, y) is the fluid temperature, andkf is the thermal diffusivity of the fluid. The two
boundary conditions posed on the fluid-solid interfaceΓc are the continuity of temperature and heat
flux. T0 is the prescribed temperature profile at inflow andu is the velocity in the fluid motion
equations (2.1).
9
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Denoting byTs = Ts(x, y) the solid temperature,ks the thermal diffusivity of the solid, andq the



























−ks∆Ts = q in Ω1 (Energy Eq.)
Ts = T f on Γc
n · (ks∇Ts − kf∇T f ) = 0 on Γc
n · ∇T = 0 on Γ1, Γ2 andΓ3,
(2.3)
where we have posed the same continuity conditions as in (2.2) onΓc.
Whether to use velocity or temperature as the actuator for the boundary control of conjugate
heat transfer processes makes a great difference in the coupling of the fluid velocity with the system
temperature. In literature [63,116], the case that temperature is considered as the boundary control
device for conjugate heat transfer processes has been thoroughly discussed. There, the fluid velocity
is merely a constant “wind” in the convection-diffusion equations of the fluid-solid internal energy.
In contrast, in our case, as the control device is the inflow velocity profile, the fluid velocity field
is strongly coupled with the temperature distribution in the optimization problem. In other words,
each time we update the inlet velocity towards the optimal profile, we have to recalculate the en-
tire fluid velocity field and then solve the internal energy equations for the fluid-solid temperature
distribution.
2.3 Objective Function
To ensure the well-posedness of the Navier-Stokes equations in function spaces, the control profile
g needs to be inH1/2(Γi) [58], which is defined in Section 3.1. Therefore, it is safe to assume
g ∈ H1(Γi), whereH1(Γi) ⊂ H1/2(Γi). In this study, we have chosen the following objective function
to measure the system performance under a specific velocity con rol profileg
minimize
(u,p,T f ,Ts,g)















Here,Td is the target temperature profile. See Section 7.2 for details on the target temperatureTd.
Ωd ∈ Ω2 is the observation domain on which the temperature mismatch(T − Td) is measured. We
10
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note thatΩd can be either the interfacial boundaryΓc or the whole fluid domainΩ2. The posi-
tive regularization parametersβ1, β2 > 0 penalize the velocity control profile and its gradient. Their
main function is to make the objective function convex, prevent infinitely large control and most im-
portantly, ensure a smooth boundary control profile. See also the work by Gunzburger, et al. [65] for
a similar formulation of the boundary control of Navier-Stokes equations. In [86], a regularization
term using theH1/2 semi-norm ofg, based on the Steklov-Poincaré operator, provides success in
solving a blood-flow application of Dirichlet boundary control of Navier-Stokes equations. In [70],
a regularization term using theH1 norm of g is successful in solving a flow matching problem in
a two-dimensional cavity. We emphasize that a sufficiently largeβ2 is essential for ensuring the
boundedness of controlg in H1(Γi) and the existence of solutions to the Dirichlet boundary control
problem (2.1)-(2.4) in infinite dimensional function spaces. We refer to Section 5.3 the discussion
on the necessity ofβ2 > 0 on the discrete level and its relation to the smoothing operator that
resolves the nonsmoothness issue of the boundary control.
11
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Chapter 3
Building Blocks for CHT simulations
3.1 Sobolev Spaces
It is evident from equations (2.1)-(2.3) that in the CHT process, the fluid temperature is coupled with
the solid temperature and the fluid velocity field. Therefore, The finite element modeling (FEM) of
the CHT process involves diffusion, convection-diffusion, and incompressible Navier-Stokes equa-
tions. In Section 3.2, we discuss the FEM of diffusion and convection-diffusion equations. In
Section 3.3, we discuss the FEM of incompressible Navier-Stokes equations. The FEM of CHT
processes is discussed in Section 3.4
First, we define the appropriate Sobolev spaces for derivingthe weak formulation of various
equations. We note that mathematical symbols that are inbold face represent vector quantities.
Introducing the Sobolev spaces on a bounded domainΩ ⊂ Rd, we denote byL2(Ω) the space of
square integrable scalar valued functions and byL20(Ω) the space of square integrable scalar valued
functions with zero integral mean at the Neumann boundary associated with stress-free condition.
Moreover, we denote byH1(Ω) the space of scalar-valued functions with square integrable first
order derivatives and byH1(Ω) the product spaceH1(Ω)d, the space of vector-valued functions
with square integrable first order derivatives inΩd. Assuming thatΓ ⊂ Ω is a Lipschitz-continous
boundary of the bounded domainΩ and the vector fieldu belongs toH1(Ω)d, then, by the Sobolev
Embedding theorem,u|Γ, the trace ofu, belongs toH1/2(Γ)d−1. In fact, the spatial dimension is
12
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clear from the notation ofΩ andΓ. Therefore, we writeu ∈ H1(Ω) andu|Γ ∈ H1/2(Γ) without the
dimensionalityd andd− 1. Furthermore, we denote byH−k(Ω) with k > 0 the dual space ofHk(Ω).
Members inH−k(Ω) are generalized functions in the sense of distributions.
3.2 Diffusion and Convection-diffusion Equations
3.2.1 Diffusion equations


















−k∇2T = f in Ω
T = gD on ∂ΩD
∂T/∂n = gN on ∂ΩN,
(3.1)
wherek is the diffusion coefficient. We denote the boundary of the domain as∂Ω with ∂Ω = ∂ΩD ∪
∂ΩN. And we impose Dirichlet and Neumann boundary condition onΩD andΩN, respectively.
Using the Lax-Milgram theorem [31], we can show thatT belongs toH1(Ω), where
H1(Ω) = {T ∈ H1 | T = gD on∂ΩD}.
Moreover, we introduce the test functionv ∈ H10(Ω), where
H10(Ω) = {v ∈ H
1(Ω) | v = 0 on∂ΩD}.










kgNv for all v ∈ H10(Ω). (3.2)
Next, we introduce the finite dimensional spaceSh0 ⊂ H
1
0(Ω) of test functions with basis{φ1, φ2, ...φn}
and spaceSh ⊂ H1(Ω) of trial functions with basis{φ1, φ2, ...φn, φn+1, ..., φn+nD}, wherenD is the
number of nodes on the Dirichlet boundary andn is the number of all element nodes except those
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can be uniquely represented as a vectorT = (T1,T2, ...,Tn)T with the boundary dataT j , j = n +
1, ..., n+nD known. Finally, we take the the test functionv = φi and apply it to the weak formulation






















∇φ j · ∇φi , (3.3)
for i = 1, 2, ...n. In matrix form, we can write the linear system as
AT = f , (3.4)
where the symmetric matrix
A = [ai j ], ai j = k
∫
Ω
∇φ j · ∇φi = k
∫
Ω
∇φi · ∇φ j
and the right-hand side forcing termf = [ fi ]. We display the finite element solution of the diffusion
equation on a square domain withf (x) ≡ 10 in Figure 3.1.
3.2.2 Convection-diffusion Equations
The convection-diffusion equation describes the distribution of a quantity, such as temperature,
density or concentration, inside a flowing medium which has aprescribed velocity field (wind)
w = (wx,wy)T . When the quantity of interest is the fluid temperature, we write the steady-state


















−ν∇2T + w · ∇T = f in Ω
T = gD on ∂ΩD
∂T/∂n = gN on ∂ΩN,
(3.5)
whereν is the diffusion coefficient. We denote the boundary of the domain as∂Ω with ∂Ω = ∂ΩD ∪
∂ΩN, and we impose Dirichlet and Neumann boundary condition on∂ΩD and∂ΩN, respectively.
We assume that we are dealing with pipe flow. We denote∂ΩD as the inflow boundary and∂ΩN as
the outflow and wall boundary. We impose the homogeneous Neumann boundary condition at the
outlet. Using the Lax-Milgram theorem, we can show thatT has the regularity inH1(Ω), where
H1(Ω) = {T ∈ H1 | T = gD on∂ΩD}.
14
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FEM solution mesh plot
Figure 3.1: Diffusion equation on a square domain with constant forcing.
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Moreover, We introduce the test functionφ ∈ H10(Ω), where
H10(Ω) = {φ ∈ H
1(Ω) | φ = 0 on∂ΩD}.




∇T · ∇φ +
∫
Ω






νgNφ for all φ ∈ H10(Ω). (3.6)
This is the standard Galerkin formulation. However, the numerical solution of the temperatureT
based on this formulation can be inaccurate when the mesh is not fine enough to resolve all the
details close to the boundary layer. An under-resolved boundary layer, in which a large second
derivative ofT cannot be represented, may cause oscillation in the numerical approximation, which
can further pollute the solution in the interior region. A popular remedy for this issue is to use the




∇T · ∇φ +
∫
Ω
(w · ∇T)φ + s
∫
Ω
(w · ∇T)(w · ∇φ) − sν
∫
Ω











f w · ∇φ.
Comparing to (3.6), the extra diffusion terms introduced in (3.7) stabilize the numerical scheme and
















) if Ph > 1
0 if Ph ≤ 1.
(3.8)
Ph := |wh|/(2ν) is the mesh Peclet number denoting the ratio of the convection over diffusion
inside a mesh cell with sizeh. Next, we introduce the finite dimensional spaceSh0 ⊂ H
1
0(Ω)
of test functions with basis{φ1, φ2, ...φn} and spaceSh ⊂ H1(Ω) of trial functions with basis
{φ1, φ2, ...φn, φn+1, ..., φn+nD}, wherenD is the number of nodes on the Dirichlet boundary andn
is the number of all element nodes except those on the Dirichlet boundary. The finite element
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can be uniquely represented as a vectorT = (T1,T2, ...,Tn)T with the boundary dataT j , j ≥ n + 1
known. Finally, we take the the test functionφ = φi and apply it to the weak formulation (3.8)
with T = Th. For the simplicity of notation, we take the linear basis functions, homogenous source
function f and Neumann boundary conditiongN = 0, we obtain a linear algebraic system for the
temperature approximationT = (T1,T2, ...,Tn)T











Galerkin FEM solution mesh plot











SUPG solution mesh plot
Figure 3.2: Convection-diffusion equation on a square domain with a constant wind blowing skew












































(w · ∇φ j)(w · ∇φi) = gh(φi), (3.10)
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(w · ∇φ j)(w · ∇φi).
In matrix form, we can write the linear system as
FT = g, (3.11)
where
F = νA+ N + S ;
A = [ai j ], ai j =
∫
Ω
∇φ j · ∇φi ;
N = [ni j ], ni j =
∫
Ω
(w · ∇φ j)φi ;
S = [si j ], si j = s
∫
Ω
(w · ∇φ j)(w · ∇φi) ;
g = [gi ], gi = gh(φi).
(3.12)
We display in Figure 3.2 the finite element solutions of a modifie test case from [31], namely the
convection-diffusion equation on a square domain with a constant wind blowing from southeast at
30◦ angle.
3.3 Incompressible Navier-Stokes Equations


























−ν∇2u + (u · ∇)u + ∇p = f in Ω
∇ · u = 0 in Ω
u = gD on ∂ΩD
(−pI + ν∇u) · n = 0 on ∂ΩN,
(3.13)
whereν is the kinematic viscosity of the fluid,∂ΩD is the inflow and wall boundary, and∂ΩN is the
outflow boundary. We note that the first equation in (3.13) is equivalent to that of (2.1). The velocity
field u and the pressurep are characterized by the non-dimensional Reynolds numberRe:= UL/ν,
18
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whereL is the characteristic length of the domain. Introducing thetrial and test functional spaces
for the velocityu
H1(Ω) = {v ∈ H1 | v = gD on∂ΩD}
H10(Ω) = {v ∈ H
1 | v = 0 on∂ΩD},
(3.14)
and the right space for the pressurep, L20(Ω) [58], we derive the weak formulation of (3.13), which













∇u : ∇v +
∫
Ω
(u · ∇u) · v −
∫
Ω
p(∇ · v) =
∫
Ω




q(∇ · u) = 0 for all q ∈ L2(Ω),
(3.15)
where∇u : ∇v = ui, jvi, j in index notation. The difficulty of solving the Navier-Stokes equations is
mainly caused by the nonlinear term inside (3.15)
c(a; b, c) =
∫
Ω
(a · ∇b) · c, (3.16)
which is a trilinear form defined on the product spaceH1(Ω) × H1(Ω) × H10(Ω). In order to solve
the nonlinear system (3.15), we linearize the nonlinear term and use iterative scheme [48]. Given
iterate (uk, pk), we set
uk+1 = uk + δu
pk+1 = pk + δp
and enforce that (uk+1, pk+1) satisfies the weak formulation (3.15). Then, neglecting the second










c(δu; uk, v) + c(uk; δu, v) + ν
∫
Ω
∇δu : ∇v −
∫
Ω




q(∇ · δu) = rk(q),
(3.17)




f · v − c(uk; uk, v) − ν
∫
Ω









The above system (3.17) is the Newton update system, and the resulting iterativesch me is Newton’s
method. We note that if we also neglect the termc(δu; uk, v) in (3.17), the resulting iterative scheme
is Picard’s method.
19
CHAPTER 3. BUILDING BLOCKS FOR CHT SIMULATIONS
We assume that the trial function space for the velocity approximation isuh ∈ H1(Ω) with basis



















































































































}, and the trial functional space for the
























δp jψ j ,
(3.19)
wherenD is the degrees of freedom (DOF) of the velocity field at Dirichlet boundary,nU the rest of
the DOF of the velocity field andnP the DOF of the pressure distribution. Plugginguh andph at the
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A = [ai j ], ai j = ν
∫
Ω
∇φ j · ∇φi ;
























whereα, β ∈ {x, y}. We display the Q2-Q1 stable Galerkin finite element solutionof Poiseuille
channel flow with parabolic inflow boundary condition (1− y2, 0)T in Figure 3.3.
20













Figure 3.3: Q2-Q1 solution of Poiseuille channel flow with parabolic inflow boundary condition
andRe= 100.
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3.4 Conjugate Heat Transfer Modeling and its Verification
It is clear that the CHT model (2.1)-(2.3) involves all numerical building blocks discussed in Sec-
tion 3.2 and Section 3.3. For the simplified geometry shown inFigure 2.1, we have used the Q2-
Q1 Taylor-Hood elements, namely piecewise-quadratic basis functions for the fluid velocity and
piecewise-linear basis functions for the pressure, and Q2 elements, namely piecewise-quadratic ba-
sis functions for the fluid-solid temperature. This leads toan approximation that allows comparable
accuracy between the velocity and temperature variables [46]. We display the mesh layout for the
fluid-solid domain in Figure 3.4. The details about the discretization of the CHT state equations
(2.1)-(2.3) are discussed in Chapter 5.
Q2 velocity dofs Q1 pressure dofs Q2 temperature dofs
Figure 3.4: Q2-Q1-Q2 grid of the CHT problem domain.
3.4.1 Model Verification in Multiphysics Simulations
It is important to validate and verify the software after itsimplementation, since this is the only way
to gain confidence that the code is solving the correct equations and solving them correctly. For
simulations that involve multiphysics components, we havefound that it is helpful to first verify
each physics separately, and then to set up test cases to verify two or more physics jointly.
To demonstrate the verification process, we verify the part of the CHT code that solves the cou-
22
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pled diffusion (solid) and convection-diffusion (fluid) equations on the fluid-solid domain in Figure
2.1. Our assumption is that the velocity in the fluid region isgiven. For the coupled temperature
equations (2.2) and (2.3), the FEM simulation of this systemconsists of five parts, namely, the
discrete diffusion operatorsAf in the fluid region,As in the solid region, the discrete convection
operatorNf in the fluid region, and the discrete source termsqf andqs.
In the first test, we verify the diffusion operatorsAf andAs and the source termsqf andqs. We
consider Poisson’s equation−△T = 1, which has an exact solution similar to Example 1.1.3 in [48]
T(x, y) =
2(1+ y)
(3+ x)2 + (1+ y)2
+ 1. (3.22)
The solution of this problem is posed on the same fluid-solid domain as shown in Figure 2.1. Al-
though the thermal diffusivities in both subdomains are the same, we assemble the FEM compo-
nentsAf , As, qf andqs in the fluid-solid domain separately by using the fluid equation (2.2) and
solid equation (2.3), respectively. This is for testing purposes only. The grid is shown in Figure 3.5.
The computed temperature and the exact termperature are shown in Figure 3.6 and Figure 3.7. The
absolute difference between the computed solution of the CHT code and the analytical solution is
O(10−9), and this verifies the FEM componentsAf , As, qf andqs in the CHT forward simulation.
Q2 velocity dofs Q1 pressure dofs Q2 temperature dofs
Figure 3.5: Q2-Q2 grid of Poisson’s equation.
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Verifying the CHT code

























Exact solution of diffusion
operators in the fluid/solid domain
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difference of the two solutions
Figure 3.7: Error plot for Poisson’s equation.
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In the second test, we verify the convection operatorNf and diffusion operatorAf . We note that
both Nf andAf only appear in the fluid region; therefore, without loss of generality, we adjust the
CHT domain in Figure 2.1 such that the fluid region is now the whole domain andΩ1 becomes∅.
In other words, the fluid and the fluid-solid domains in Figure3.8 are both [0, 1] × [0, 1] now. We
study a benchmark problem modified from the Example 3.1.2 in [48]. We set the thermal diffusivity
as 1/200 and the vertical windu = (0, 1+ (x+ 1)2/4), and we apply Dirichlet boundary conditions


















T = 1 on y = 0,
T = 1− x3 on x = 0,
T = 1− x2 on x = 1.
On the top boundary= 1, we impose the natural homogenous outflow boundary conditis. When
the system is in steady state, there will be two characteristic layers on the left and right boundaries.
In Figure 3.9, we compare the simulation result of the CHT code with that of the Q1 FEM code using
Galerkin approximation with 16 macroelements. We show the diff rence of these two computed
solutions in Figure 3.10. It is evident that the difference isO(10−3) in the interior of the domain and
O(10−2) when it gets closer to the left and right boundary layer regions. This verifies the convection
operatorNf and diffusion operatorAf . Finally, we have verified all five components,Nf , Af , As, qf ,
andqs, of the CHT simulation code. Therefore, we have the confidence that the fluid-solid internal
energy equations are solved correctly.
25
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Q2 velocity dofs Q1 pressure dofs Q2 temperature dofs





























 generate by the Q1FEM test problem
Figure 3.9: Comparison of simulation results from the CHT code and the Q1 Galerkin code for
Convection-Diffusion test problem.
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distribution of the 
difference of the two solutions
Figure 3.10: Difference of the two simulation results for the Convection-Diffusion test problem.
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Chapter 4
Optimality Conditions in Infinite
Dimensional Spaces
4.1 Overview
To ensure the well-posedness of Navier-Stokes equations, we have assumed that the control data
g ∈ H1(Γi) and chosenβ2 > 0. See Section 2.3. In fact, after deriving the optimality conditions
of the Dirichlet velocity boundary control (DVBC) of the CHTprocess, we can assure that the
assumptiong ∈ H1(Γi) is valid. In Section 4.2, the variational form of the state equations is derived
and the appropriate function spaces for solutions are determin d. In Section 4.3, we derive the first
order optimality conditions and the adjoint equations for the boundary control problem of the CHT
process. Based on the derivation in Section 4.2 - 4.3, Section 4.4 discusses the necessity of the
regularization on the control gradient in the objective function for ensuring the well-posedness of
the optimal control problem and the resulting regularity estimate on the boundary control profile.
Features of the optimization codes are documented in the Appndix B.
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4.2 Weak Form of the State Equations
In this section, we derive the weak formulation of the state equations (2.1), (2.2), and (2.3) for the
CHT process. We note that mathematical symbols that are inbold face represent vector quantities.
Using the definition of the Sobolev spaces in Section 3.1, we define the trial and test function spaces
on the fluid domainΩ2 for the velocity fieldu:
H1(Ω2) = {v ∈ H1(Ω2) | v = gD on∂Ω2D}
H10(Ω2) = {v ∈ H
1(Ω2) | v = 0 on∂Ω2D}.
(4.1)
Here,∂Ω2D = Γc ∪ Γ4 in Figure 2.1 andgD represents the Dirichlet velocity boundary conditions
prescribed on∂Ω2D. The trial and test function spaces for the pressurep areL20(Ω2) andL
2(Ω2),
respectively. TheL20(Ω2) is the space ofL
2(Ω2) functions with zero mean. On the fluid-solid domain
Ω = Ω1 ∪ Ω2, we denote the trial and test function spaces for the temperatur T f as
H1(Ω2) = {T ∈ H1(Ω2) | T = T0 onΓi}
H10(Ω2) = {T ∈ H
1
0(Ω2) | T = 0 onΓi}.
(4.2)
The trial and test function spaces for the temperatureTs are eachH1(Ω1).
In order to show the regularity of the boundary control profile in later sections, we impose
the Dirichlet boundary condition at the control boundary weakly through the Lagrange multiplier
[5, 26, 66], which represents the stress at the corresponding boundary in the dual system. As an
alternative, the penalty approach has also been used succesfully in fluid control problems. See
[2,79]. We now turn to the derivation of the weak form for the fluid motion equations (2.1), and we




















νa1(u, v) + c1(u; u, v) + b(v, p) − (σ, v)Γi = 0 for all v ∈ H10(Ω2)
b(u, q) = 0 for all q ∈ L2(Ω2)
−(τ, u − g)Γi = 0 for all τ ∈ H−1/2(Γi),
(4.3)
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(∇u + ∇uT) : (∇v + ∇vT ) dx
c1(u; u, v) :=
∫
Ω2
(u · ∇u)v dx
b(v, p) := −
∫
Ω2
(∇ · v)p dx.
(4.4)
We note thatσ is the stress at the control boundaryΓi in the state system .
In the weak forms of the fluid-solid internal energy equations (2.2)-(2.3), we look forT f ∈
H1(Ω2) andTs ∈ H1(Ω1) such that
(Fluid) kf a2(T f , φ) + c2(u; T f , φ) = 0 for all φ ∈ H10(Ω2)
(Solid) ksa3(Ts, ψ) − (q, ψ)Ω1 = 0 for all ψ ∈ H1(Ω1),
(4.5)
where
a2(T f , φ) :=
∫
Ω2
∇T f · ∇φ dx
c2(u; T f , φ) :=
∫
Ω2




∇Ts · ∇ψ dx.
(4.6)
4.3 First Order Optimality Conditions
We have assumed thatg belongs toH1(Γi) and has a boundedH1 norm in Section 2.3. Consequently,
for the objective function (2.4), there is a minimizing sequnce of (u, p,T f ,Ts, g)T in the product
spaceH1(Ω2)× L20(Ω2)×H
1(Ω2)×H1(Ω1)×H1(Γi), where (u, p,T f ,Ts)T solves the state equations
(2.1)-(2.3) and is bounded inH1(Ω2) × L20(Ω2) ×H
1(Ω2) × H1(Ω1). Therefore, an optimal solution
exists for the Dirichlet boundary control of the CHT process(2.1)-(2.4). To characterize the opti-
mality conditions of the system (2.1)-(2.4), we introduce th Lagrange multipliers (ξ, µ, τ, θ f , θs)T
for the state variables (u, p,σ,T f ,Ts)T . TakingΩd = Γc, we define the Lagrangian function for the
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objective function (2.4) and the state equations (4.3) and (4.5) as
L(u, p,σ,T f ,Ts, ξ, µ, τ, θ f , θs) :=
1
2







+ νa1(u, ξ) + c1(u; u, ξ) + b(ξ, p) − (σ, ξ)Γi + b(u, µ) − (τ, u − g)Γi
+ kf a2(T f , θ f ) + c2(u; T f , θ f )
+ ksa3(Ts, θs) − (q, θs)Ω1.
(4.7)
First, by taking variations of the LagrangianLwith respect to the multipliers (ξ, µ, τ, θ f , θs)T and re-
quiring stationarity of the Lagrangian at local extrema, werecover the state equations (4.3) and (4.5).
Similarly, by taking variations of the LagrangianL with respect to the state variables (u, p,σ)T



















νa1(ũ, ξ) + c1(ũ; u, ξ) + c1(u; ũ, ξ) + b(ũ, µ) − (τ, ũ)Γi + c2(ũ; T f , θ f ) = 0
b(ξ, p̃) = 0
−(σ̃, ξ)Γi = 0,
(4.8)
for all (ũ, p̃, σ̃)T ∈ H10(Ω2) × L
2(Ω2) × H−1/2(Γi).
Moreover, by taking variations of the LagrangianL with respect to the state variables (T f ,Ts)T
along the direction (̃T f , T̃s)T , we obtain the adjoint internal energy equations
(Fluid) kf a2(T̃ f , θ f ) + c2(u; T̃ f , θ f ) + (T f − Td, T̃ f )Γc = 0 for all T̃ f ∈ H10(Ω2)
(Solid) ksa3(T̃s, θs) = 0 for all T̃s ∈ H1(Ω1).
(4.9)
Finally, we take variations of the LagrangianL with respect to the variableg along the directioñg
to obtain the reduced gradient equation
(Gradient) β1(g, g̃)Γi + β2(∇g,∇g̃)Γi + (τ, g̃)Γi = 0 for all g̃ ∈ H1/2(Γi). (4.10)
Here, as indicated in the system (4.3),τ belongs to the spaceH−1/2(Γi). For more details on the
derivation of the Optimality Conditions, see Appendix A. The optimality system of the Dirichlet
velocity boundary control of the CHT process is fully coupled and consists of the nonlinear state
equations (4.3) and (4.5), the adjoint equations (4.8)-(4.9), and the reduced gradient equation (4.10).
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In order to see the structural similarity between the state and the adjoint systems, we need to




































−ν∇ · (∇ξ + ∇ξT) + (∇u)Tξ − (u · ∇)ξ + ∇µ + ∇T f θ f = 0 in Ω2
∇ · ξ = 0 in Ω2
ξ = 0 on Γi , Γc, Γ4
−µn + ν(∇ξ + ∇ξT)n + (u · n)ξ = 0 on Γo
n · (−µI + ν(∇ξ + ∇ξT)) − τ = 0 on Γi ,
(4.11)
whereξ = ξ(x, y) is the adjoint velocity,µ is the adjoint pressure, andτ is the adjoint stress at the
inflow boundaryΓi . The appropriate Sobolev spaces are (ξ, µ, τ)T ∈ H10(Ω2) × L
2(Ω2) × H−1/2(Γi)













































−kf∆θ f − u · ∇θ f = 0 in Ω2
n · (kf∇θ f − ks∇θs) − (T f − Td) = 0 on Γc
θ f = θs on Γc
n · ∇θ f = 0 on Γ4
n · kf∇θ f + uθ f = 0 on Γo





























−ks∆θs = 0 in Ω1
n · (ks∇θs − kf∇θ f ) + (T f − Td) = 0 on Γc
θs = θ f on Γc
n · ∇θs = 0 on Γ1, Γ2 andΓ3,
(4.13)
where (θ f , θs)T ∈ H10(Ω2)×H
1(Ω1). In the derivation of (4.11) and (4.12), we have used the intgral
by parts formula on the termc1(u; ũ, ξ) in (4.8) and the termc2(u; T̃ f , θ f ) in (4.9). Comparing
the strong forms of the adjoint equations (4.11)-(4.13) with the strong forms of the state equations
(2.1)-(2.3), it is evident that these two sets of equations have similar structures, but with convective
“winds” blowing from opposite directions. More specifically, in the adjoint systems, the “wind”
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is −u and the boundaryΓo becomes the inlet. Furthermore, the structural similaritybetween the
state and the adjoint systems indicates that, in the numerical implementation, it is very convenient
to modify the code for solving the state equations into that for adjoint equations.
Finally, we write the gradient equation (4.10) in the strongform
(Gradient) − β2∆g+ β1g+ τ = 0 on Γi . (4.14)
We note that in the Steepest Descent method, the algorithm starts from solving the state equa-
tions (2.1), (2.2), (2.3) for (u, p,σ,T f ,Ts)T , then solves the adjoint equations (4.11), (4.12), (4.13)
for (ξ, µ, τ, θ f , θs)T , and finally updates the control profile along the negative gradient direction in
(4.14).
4.4 Necessity ofβ2 > 0 in the Continuous Problem
In [65] and [43], it has been pointed out that a nonzeroβ2 is suitable for deriving regularity results for
the optimal control of Navier-Stokes equations and for generating a less oscillary control. Indeed,
becauseτ is the boundary stress of the adjoint Navier-Stokes equations and belongs to∈ H−1/2(Γi)
in (4.11), andβ2 > 0 in the gradient condition (4.14), if we enforce the homogenous boundary
condition forg on the boundaryΓi in (4.14), it can be shown via the Lax-Milgram theorem that
g ∈ H3/2(Γi) [58]. This indicates thatg even lies in a subspace ofH1(Γi).
If we had imposedβ2 = 0 in (2.4), the control problem (2.1)-(2.4) would be ill posed, because
merely having the termβ12
∫
Γi
|g|2ds in the objective function (2.4) is insufficient for providing a
bounded controlg in H1/2(Γi), which, however, is a part of the minimal regularity requirement
known for the existence of solutions to Navier-Stokes equations. Therefore, in infinite dimensional
function spaces, the regularization term on the control gradient is necessary for the existence of
solutions to the Dirichlet boundary control of the CHT process.
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Chapter 5
Discretization of the State and the
Objective
5.1 Overview
Based on the weak formulations (4.3) and (4.5), we carry out the Finite Element discretization for
the state equations and the objective function. In Section 5.2, we discuss the proper discretization of
the state equations and its Finite Element assembly in blockmatrix form. In Section 5.3, we discuss
the discretization of the objective function and the necessity of β2 > 0 in the discretized problem.
5.2 Discrete State Equations
In this multiphysics system, there are three phenomena, namely, the momentum transport in the fluid
region, the convection-diffusion process of the fluid internal energy and the heat diffusion in the solid
region. For the incompressible Navier-Stokes equations, we use the Galerkin formulation with the
stable Taylor-Hood (Q2-Q1) element. Alternatively, stabilized elements can also be used [48]. For
the fluid-solid internal energy equations, we use the Q2 Lagran e finite element with piecewise-
quadratic basis functions. In the mesh generation, the fluid-soli domainΩ = Ω1 ∪ Ω2 is first
partitioned into uniform quadrilateral cells for Q2 elements, and then a layer of Q1 macro-element
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cells is attached to the fluid domain. The resulting Q2-Q1 discretization for (u, p)T and the Q2
discretization for (T f ,Ts)T leads to an approximation that allows comparable accuracy between the
velocity and temperature variables [46].
The weak forms (4.3) and (4.5) of the state equations are nonlinear, due to the couplings in
the velocity components (ux, uy) and in the velocity-temperature pair (u, T f ). We apply Newton’s
method to this nonlinear system. At the iterate (uk, pk,σk,Tkf ,T
k
s)
T , we write the Newton system of



















νa1(δu, v) + c1(δu; u, v) + c1(u; δu, v) + b(v, δp) − (δσ, v)Γi = R1
b(δu, q) = R2
−(τ, δu)Γi = R3,
(5.1)
for all (v, q, τ)T ∈ H10(Ω2) × L
2(Ω2) × H−1/2(Γi), and
(Fluid) kf a2(δT f , φ) + c2(δu; T f , φ) + c2(u; δT f , φ) = R4 for all φ ∈ H10(Ω2)
(Solid) ksa3(δTs, ψ) = R5 for all ψ ∈ H1(Ω1),
(5.2)





T = (uk, pk,σk,Tkf ,T
k
s)
T + (δu, δp, δσ, δT f , δTs)T .
We introduce the mesh sizeh-dependent finite element basis functions for the velocity,pressure,
boundary stress, fluid temperature and solid temperature:































































































for p: Ph = {ψi}i=1,...,np ∈ L2(Ω2);
for T f : T f h = {ϕ f i}i=1,...,nTf ∈ H
1(Ω2);
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wherenu, np, nΓi , nT f , andnTs denote the degrees of freedom in the velocity, pressure, boundary
stress, fluid temperature and solid temperature approximations. With the finite element approxima-
tion of (u, p,σ,T f ,Ts) known at iterationk, we expand the Newton update (δu, δp, δσ, δT f , δTs) in

































































































After substituting the finite element approximation (5.4) into the Newton system (5.1) and (5.2), we




















































A+ N +Wxx Wxy BTx Π
T
x 0 0 0
Wyx A+ N +Wyy BTy 0 Π
T
y 0 0
Bx By 0 0 0 0 0
Πx 0 0 0 0 0 0
0 Πy 0 0 0 0 0
Mx My 0 0 0 Af + Nf 0
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where the block matrices are defined as
A = [ai j ], ai j = ν
∫
Ω2
∇φ j · ∇φi ;































φ jϕ f i ;
Af = [af i j ], af i j = kf
∫
Ω2
∇ϕ f j · ∇ϕ f i .
(5.6)
Here,α, β ∈ {x, y}, anduh = (uhx, uhy)T denotes the mesh sizeh-dependent finite element approx-
imations of the velocityu. We note that in (5.5) there are tiny nonzero blocks in the (δT f , δTs)
and (δTs, δT f ) positions due to the connectivity of finite element cells atthe fluid-solid interfacial
boundaryΓc. In other words, the block matricesAf + Nf andAs are not strictly decoupled.
In the setting of optimal control problems,a priori error estimates for Finite Element approxi-
mations of the state and the adjoint variables (u, p, ξ, µ)T for Navier-Stokes equations are discussed
in [64], and the estimate of (T f ,Ts, θ f , θs)T for convection-diffusion equations are discussed in [63].
Finally, we conclude this section with the following remarks:
Remark 5.2.1. The first-order necessary optimality-conditions (4.3), (4.5), and (4.8)-(4.10) are the
so-called Karush-Kuhn-Tucker (KKT) conditions in constrained optimization. When the KKT con-
ditions are linearized with Newton’s method and then discretized, they become a discrete linear KKT
system with the block partitioning({U}, {g}, {λ})T . Here, the state variablesU := (u, p,σ,Ts,T f )T
and the adjoint variablesλ := (ξ, µ, τ, θ f , θs)T . This system is ill-conditioned and indefinite with
positive and negative eigenvalues. The solution methods ofthe KKT conditions are classified into
two categories, namely the full-space and the reduced-space approaches. In the full-space ap-
proach, Newton’s method combined with Krylov solvers can beexploited to solve simultaneously
for ({U}, {g}, {λ})T from the coupled KKT system. An effective preconditioner for the KKT system is
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the key component to obtain an efficient and effective optimization scheme in the full space. On the
other hand, in the reduced-space approach, either the blockGaussian elimination or solution-space
decomposition technique can be utilized to decouple the KKTsystem into separated linear systems
for each of the state, adjoint, and control variables. The cofficient matrix of the resulting decoupled
gradient equation is the reduced Hessian, which is dense, but much smaller than the KKT matrix,
and has the same dimension as the control space. See [3].
In general, solving the KKT system is equivalent to applyingthe Sequential Quadratic Program-
ming (SQP) technique to the original optimization problem (2.1)-(2.4). Therefore, the full-space
and the reduced-space approaches are also referred to as theFSQP and the RSQP methods re-
spectively. The full-space approach is attractive for several reasons. First, the state, adjoint, and
control variables are solved simultaneously and inexactlytowards optimal solutions. In fact, the
state and adjoint constraints are satisfied exactly only at the final optimization iteration. Second,
the inexactness of the solution process makes full-space appro ches very efficient, because at the
early stage of the optimization loop the control variables are far from optimal, and approximate
solutions of the state and adjoint variables are normally sufficient for obtaining a descent search
direction in the full space. Finally, the preconditioners of the coupled KKT matrix can be gener-
ated by reusing existing state and adjoint solvers. The maindifficulty of the full-space approach
lies in the complexity of obtaining an efficient preconditioner for the coupled, indefinite, and ill-
conditioned KKT system. Recently, there have been several succe sful applications based on the
full-space approach. See [3, 26, 111, 122] and references threin. The scalability comparisons of
the full-space and reduced-space approaches are also discussed in [3]. The exploration of inex-
act Newton’s methods for solving the KKT system is discussedfor full-space approach in [54] and
reduced-space approach in [24,71,82].
Remark 5.2.2. In this multiphysics CHT system, the three components, namely, th momentum
transport inside the fluid, the convection-diffusion process of the fluid internal energy and the heat
diffusion in the solid, are strongly coupled in the optimizationalgorithm. In fact, each time we
update the boundary controlg, we need to solve the consistently coupled state equations for the
state variables(u, p,Ts,T f ). Nevertheless, computationally, this solution process can be decoupled.
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First, we can solve for the velocity-pressure pair(u, p) from the Navier-Stokes equations. This in
turn allows us to solve a linear system for the temperature vaiables(Ts,T f ). The advantages of this
numerical decoupling are threefold. It allows us to reduce th nonlinearity of the coupled system
by solving each physics separately. In addition, the memoryusage of the segregated approach is
much less than that of the coupled approach for both the stateand the adjoint equations. Finally,
the computational separation of different physics provides the possibility of reusing existingstate
equation solvers. This segregated approach is a variant of the Reduced SQP method as shown in
Appendix C. The price for the segregated approach would be sev ral more nonlinear optimization
iterations in the reduced control space than Newton appliedto the coupled KKT system. In this
study, we have implemented the segregated solvers.
5.3 Necessity of the Smoothness Term in the Discrete Objective Func-
tion
On the continuous level, whenβ2 = 0, the boundedness ofg in H1/2(Γi) is not guaranteed, and the
solution to Navier-Stokes equations (2.1) may not exist. See ction 4.4. On the other hand, on the
discrete level, because all norms in finite dimensional spaces re equivalent,β2 = 0 can be freely
chosen for a fixed discretization to ensure the well-posedness of the discretized optimal control
problem. However, in the test cases of this study, we emphasize that we have to chooseβ2 > 0
in the discrete objective function to keep it consistent with the continuous formulation (2.1)-(2.4).
Otherwise, only nonsmooth and nonphysical controls can be gen rated by the numerical algorithms.
The evidence is shown in Section 7.2.1. Therefore, the discrete objective function has the same form
as (2.4) withβ1, β2 > 0.
One way to see the necessity ofβ2 > 0 in the discrete objective function is that if we have
imposedβ2 = 0 on the discrete level, we haveg = −(1/β1)τ and g ∈ H−1/2(Γi) from (4.14).
Moreover, since the finite element approximation forτ is not smooth in comparison with that for
the velocityu, which has the regularity estimate inH1(Ω2), the finite element approximation for
the control profileg is also not smooth. See Figure 7.2 in Section 7.2.1 for the nonsm othness ofg
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whenβ2 = 0.
In fact, it is not enough to merely haveβ2 > 0 in the continuous and the discretized control
problems for the optimization algorithm to locate the correct optimal solutions. Numerical smooth-
ing [83–85] has to be involved in the gradient computation toenhance the regularity of computed
control profiles. See Section 6.3. Furthermore, as shown in the numerical test problem in Section
7.2.1 and 7.2.2, the conditionβ2 > 0 in the objective function has also been computationally nec-
essary for deriving the numerical smoothing operator and increasing the regularity of the control
profile g.
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The complex structure of the optimality conditions (4.3), (4.5), (4.8), (4.9) and (4.10) for the Dirich-
let velocity boundary control of the CHT process has made analytic l solutions impossible for non-
trivial target temperature profiles; therefore, we seek numerical approximations to the exact optimal
control solution. Moreover, as shown in Section 5.3, imposing regularization on the∇g term in the
continuous and the discrete objective functions (2.4) onlyguarantees a smooth control profile in the
continuous theory, but not in the numerical setting. In fact, numerical smoothing devices that are
directly applied to the control update must be incorporatedinto the optimization scheme. It is evi-
dent from the Numerical Test Case 1 in the Section 7.2.2 that wenβ2 > 0, the optimization scheme
using the plain Steepest Descent update on the control profile stagnates, due to the nonsmoothness
of the control updates, which forces the line search iteration o take tiny steps at every nonlinear
optimization iteration.
We discuss various approaches to obtaining the discrete optimality conditions in Section 6.2.
In Section 6.3, based on the plain Steepest Descent method, we introduce the numerical smoothing
device. In Section 6.4, for the L-BFGS method, we illustratethe implicit smoothing process, which
is turned on at each Quasi-Newton Hessian update and makes this method successful. Finally,
in Section 6.5, we combine the smoothed optimization schemewith the numerical continuation
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technique on regularization parameters to obtain a robust solu ion strategy for difficult boundary
optimal control problems.
6.2 “Discretize Then Optimize”
There are two approaches for solving the optimality system,namely, the “optimize then discretize”
approach and the “discretize then optimize” approach [2, 3,36]. In the “optimize then discretize”
approach, we discretize the state equations (4.3) and (4.5)and the adjoint equations (4.8)-(4.9), sep-
arately, and the discretization on the state and the adjointequations can be done differently, namely,
using either different methods, such as the Finite Element method or the Finite Volume method,
or the same method but with different stabilization terms or different trial function spaces [2, 36].
In contrast, in the “discretize then optimize” approach, wediscretize the PDE state equations, in-
troduce discrete multiplier functions acting on the discrete state equations, and then take varia-
tions of the discrete Lagrangian with respect to the discrete state variables in the finite dimensional
space. At the end of this process, we obtain the discrete adjoint system and the discrete gradient
condition. We note that these two approaches are generally not equivalent, since differentiation
and discretization operators generally do not commute, especially for nonlinear problems or lin-
ear problems that have strong convection and nonlinear stabilization terms inside the discretization
operator. For diffusion-convection-reaction equations discretized by discontinuous Galerkin meth-
ods, both approaches produce the same discrete optimality conditions for the symmetric interior
penalty Galerkin (SIPG) method, but different optimality conditions for the nonsymmetric interior
penalty Galerkin (NIPG) method or the incomplete interior penalty Galerkin (IIPG) method [134].
For convection-diffusion-reaction equations discretized with some stabilized finite element schemes
such as the Local Projection Stabilization (LPS) method [16,30], the “optimize then discretize” and
“discretize then optimize” approaches coincide and have optimal order of convergence for the state,
adjoint, and control variables [17]. For the convection-diffusion equation with high order Galerkin
discretization, it has been shown that the “optimize then discretize” approach produces better control
solutions [36]. For the Oseen equations discretized by Finite Element methods with Galerkin/Least-
Squares (GLS) stabilization, both approaches produce comparable approximations for the Dirichlet
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boundary control problem [2]. For other systems, a conclusive comparison between those two ap-
proaches has not been made, and we believe that the result is problem dependent. We also note that
the discrete system in the “discretize then optimize” approach is generally symmetric for the state
and the adjoint blocks, but this symmetry is lost for the “optimize then discretize” approach. In this
study, we have carried out the “discretize then optimize” approach.
6.3 Smoothed Steepest Descent Method
For optimization with partial differential equation (PDE) systems as constraints, it is not rare that
the second order information of the objective function is too complex or too expensive to ob-
tain. However, the first order adjoint-based [28, 62, 76] gradient information is usually accessible,
given that the adjoint equations have a structure similar tothat of the state equations and can be
solved without too much modification of the state solvers. With an initial control vectorg and
the discretization in Chapter 5, we can solve for (u, p,Ts,T f )T from the state equations (4.3) and
(4.5). With the state variablesu andT f known, we can then solve the adjoint equations (4.8) and
(4.9) for (ξ, µ, θs, θ f , τ)T . Finally, we obtain the Steepest Descent direction, which is the nega-
tive reduced gradient of the objective functionJ(g), namely,−(τ + β1g − β2∆g) in (4.14). Here,
J(g) := J(u(g), p(g),T f (g),Ts(g), g) is the implicitly constrained objective function (2.4), and the
state variables (u(g), p(g),T f (g),Ts(g))T are actuated by the controlg. See [72] for the framework
of implicit constrained formulation. Moreover, this implicit constrained formulation can be viewed
as a variant of the Reduced SQP method. See Appendix C.
To ensure thatJ(g) has sufficient decrease along the search direction, globalization techniques,
such as line search or trust region methods [104], are requird to generate feasible stepsizes. In
this study, we have applied the line search method with only the Armijo condition (or the suffi-
cient decrease condition). We note that for difficult problems, in addition to the sufficient decrease
condition, the line search process can be further guarded bythe curvature condition. However, the
curvature condition requires the calculation of the gradient of the objective function at each line
search iteration, which involves a pair of solves for the state and the adjoint equations, and thus is
computationally too expensive. We summarize the Steepest Dcent method in Algorithm 6.3.1.
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Algorithm 6.3.1 Steepest Descent method
1. Set up the initial controlg0 and setn = 0
while ( ‖τ + β1gn−1 − β2∆gn−1‖ >= tolerance orn == 0 ) do
2. Solve the state equations (4.3) and (4.5) for (u, p,Ts,T f )
3. Solve the adjoint equations (4.8) and (4.9) for (ξ, µ, θs, θ f , τ)
4. Set the control updateδgn = −(τ + β1gn − β2∆gn)
5. Start the line search process and take initial stepsizeα = 1
while J(gn + αδgn) > J(gn) + c1α∂J∂g δgn do
5.1 Setα = c2α
end while
6. Setgn+1 = gn + αδgn andn = n+ 1
end while
At the beginning of Section 6.1, we have pointed out the nonsmoothness of the numerical ap-
proximation of the control update, which restricts the linesearch procedure back up to tiny steps
and causes the nonlinear optimization algorithm to stagnate. To circumvent this difficulty, we have
implemented a simple smoothing device acting on the controlupdateδg. Starting from controlgn,
we solve the state and the adjoint equations. Instead of taking the Steepest Descent direction in
Algorithm 6.3.1, we then setgn+1 = gn + δgn and enforce the decision equation (4.14) at iterate
gn+1:
τ + β1gn+1 − β2∆gn+1 = 0
τ + β1(gn + δgn) − β2∆(gn + δgn) = 0
(6.1)
δgn = −(β1I − β2∆)−1(τ + β1gn − β2∆gn), (6.2)
where (6.2) can be solved as a homogenous boundary value probl m (BVP) on the Dirichlet control
boundaryΓi. In fact, the resolvent operator (β1I − β2∆)−1 in (6.2) has the smoothing eff ct on the
Steepest Descent direction. One way to see this is to look intthe auxiliary linear systemAx = b,
whereA is a finite difference approximation of the operatorβ1I − β2∆ in one dimension using 5
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mesh points. To computex = A−1b, we use the Jacobi iterative method on the equationAx = b,













































































































































































































































































































































































































Sinceβ1 > 0, the coefficient matrixA in (6.3) is strictly diagonally dominant and thus the Jacobi
method converges for any mesh sizeh > 0. Moreover, at iteratexn = (xn1, x
n
2, . . . , x
n




β1 + 2β2/h2 > 0, the iteratexn+1i is a positive weighted average ofx
n at its neighboursi − 1 and
i+1. Therefore, starting from any vectorb and any initial guessx0, the converged solutionx will be
a smooth quantity depending onb. This is the smoothing effect, and it indicates that the smoothed
search direction of the control updateδgn in (6.2) is smoother and has a higher regularity than the
plain Steepest Descent direction−(τ + β1gn − β2∆gn). The computational cost of the smoothing
process consists of the one-time Finite Element assembly ofthe surface mass and surface Laplacian
matrices and the solution of the Laplacian-like linear system (6.2) at each nonlinear optimization
iteration. Finally, we note that a different argument for showing the smoothing effect of the operator
(β1I + β2∆)−1 can be derived based on its Green’s function, and the numerical smoothing device
above can be viewed as solving the gradient equation (6.1) via a Preconditioned Richardson method.
Alternatively, (6.2) can be viewed as the realization of theH1 norm of the reduced gradient in the
function space [70]. Finally, we note that whenβ2 > 0 is enforced, the numerical smoothing effect
would be automatically incorporated in the Newton iteration of the coupled KKT system in the full-
space approach. Taking the Gauss-Newton method [19, 28, 104] as an example, the inverse of the
(δg, δg) block in the Gauss-Newton iteration has the same form as themoothing operator in (6.2).
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In the literature of aerodynamic shape optimization [83–85], the Jameson-type smoothing, which
is based on introducing a specific weighted Sobolev norm, hasbeen tested extensively. It directly
applies a similar smoothing operator to the Steepest Descent dir ction without any modification to
the objective function. However, for the control model of the CHT process, it turns out that adding
the regularization term on∇g to the objective function (2.4) is necessary. If we apply the smoothing
to the reduced gradient without the penalty term on∇g in the objective function, we can only gen-
erate a smooth search direction for the control, but still with tiny line search steps, which hinders
the rate of convergence and makes the method impractical. This is due to the lack of the math-
ematical justification of using the smoothing operator, since the line search routine is not able to
find a feasible stepsize along the smooth, but modified searchdirection for the unmodified objective
function. In other words, the numerical optimization algorithm is not consistent with the discrete
optimization problem in this case. Section 7.2.1 is devotedto further illustrate this point via nu-
merical experiments. Finally, we summarize the smoothed Stepest Descent method in Algorithm
6.3.2.
Algorithm 6.3.2 Smoothed Steepest Descent method
1. Set up the initial controlg0 and setn = 0
while ( ‖τ + β1gn−1 − β2∆gn−1‖ >= tolerance orn == 0 ) do
2. Solve the state equations (4.3) and (4.5) for (u, p,Ts,T f )
3. Solve the adjoint equations (4.8) and (4.9) for (ξ, µ, θs, θ f , τ)
4. Set the control updateδgn = −(β1I − β2∆)−1(τ + β1gn − β2∆gn)
5. Start the line search process and take initial stepsizeα = 1
while J(gn + αδgn) > J(gn) + c1α∂J∂g δg
n do
5.1 Setα = c2α
end while
6. Setgn+1 = gn + αδgn andn = n+ 1
end while
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6.4 Limited-Memory BFGS Method
The Steepest Descent method is equivalent to taking the Hessian a the identity matrix at each non-
linear optimization iteration, namely,B ≡ I in the Newton equationBδg = −∂J/∂g. In comparison,
the smoothed Steepest Descent method takes the constant HessianB ≡ β1I − β2∆ at each iteration.
Both of these methods are limited to linear convergence ratedue to the lack of updates on the cur-
vature information along the nonlinear optimization iteraions. Quasi-Newton methods, such as the
BFGS method, use successive gradient information from previous iterations to build up a local Hes-
sian approximationBk at the iterationk. With an efficient line search procedure, BFGS methods
have a superlinear convergence rate [104].
Algorithm 6.4.1 Limited-memory BFGS method
1. Set up the initial controlg0 and setn = 0
while ( ‖τ + β1gn−1 − β2∆gn−1‖ >= tolerance orn == 0 ) do
2. Solve the state equations (4.3) and (4.5) for (u, p,Ts,T f )
3. Solve the adjoint equations (4.8) and (4.9) for (ξ, µ, θs, θ f , τ)
4. Compute the updateδgn = −(Hn)−1(τ + β1gn − β2∆gn) via L-BFGS two-loop recursion
5. Start the line search process and take initial stepsizeα = 1
while J(gn + αδgn) > J(gn) + c1α∂J∂g δg
n do
5.1 Setα = c2α
end while
6. Setgn+1 = gn + αδgn andn = n+ 1
end while
We denote the inverse of Hessian approximation as,
Hk = (Bk)−1, (6.5)
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then the BFGS updating formula [104] for the objective functionJ with gradient∂J
∂g is,











Vk = I − ρkyk(sk)T ;
Hk+1 = (Vk)THkVk + ρksk(sk)T .
(6.6)






which is a matrix-vector multiplication. The storage and the manipulation of the dense inverse
Hessian approximationHk+1 can be avoided by storing a sequence of vector pairs{si , yi}, where
i = 1, 2, ..., k, at each nonlinear optimization iterationk. Moreover, whenk is large, in order to
reduce the memory occupied by{si , yi}, only the most recentm pairs of{si , yi} are stored, namely,
i = k−m+ 1, ..., k. Furthermore, we note thatm= 20 or 30 is sufficient for the control problems in
this study, as shown in Table 7.5 in Section 7.3.1. The resulting algorithm is the Limited-memory
BFGS method [98,102,104] with the formula,







wheresk, yk andVk are defined in (6.6).
In our implementation, we have set, at thek-th nonlinear iteration, the initial inverse Hessian
Hk0 := (β1I − β2∆)
−1, which is the smoothing operator in Section 6.3. Therefore,it is clear that
in (6.8) the same smoothing procedure has been carried out explicitly in the middle step of the
L-BFGS two-loop recursion at each nonlinear optimization iteraionk. The L-BFGS algorithm for
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the boundary control of the CHT process and the L-BFGS two-loop recursion implementation of
(6.8) are summarized in Algorithm 6.4.1 and Algorithm 6.4.2 [102, 104]. Our implementation on
the two-loop recursion follows [72,104].
Algorithm 6.4.2 L-BFGS two-loop recursion
1. Setq = −(τ + β1gn − β2∆gn)
for i = n, n− 1, ..., n−m+ 1 do
2. αi = ρi(si)Tq
3. q = q− αiyi
end for
4. Computer = (β1I − β2∆)−1q
for i = n−m+ 1, n−m+ 2, ..., n do
5. β = ρi(yi )Tr
6. r = r + si(αi − β)
end for
7. Return withr; r is the result−(Hn)−1(τ + β1gn − β2∆gn)
6.5 Numerical Continuation on Regularization Parameters
For highly nonlinear optimization problems, such as the boundary control of systems governed by
multiphysics processes, it is essential to have an initial guess close to the exact solution in order to
make the optimization scheme converge to the correct minimizer. And it is also essential to apply
regularization to improve the convexity of the objective function and the regularity of the boundary
control solution. Indeed, as shown in Section 7.2.1, even for a simple test problem of recovering the
boundary control profile of Poiseuille flow, regularizationis required. Furthermore, the situation is
most challenging when the initial guess is far from optimal.In that case, we need not only bring
the iterate close to optimal solution, but also adjust the right amount of regularization and keep
the balance between the dominance of the observation term and the efficiency of the penalty terms
in (2.4). More specifically, with too much regularization, the optimization schemes may converge
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prematurely to a suboptimal control profile and, on the otherhand, with insuffcient regularization
the optimization schemes may fail to converge at all. In Section 7.3, we demonstrate an example of
such an situation.
Our solution strategy for problems with an initial guess of low quality is to apply the numer-
ical continuation to the regularization parametersβ1 andβ2 in (2.4). Numerical continuation is a
standard globalization technique in solving nonlinear equations. It is quite useful when the target
problem can be parameterized on a small set of continuation parameters which characterize the dif-
ficulty of the underlying physics. Some examples of such parameters are the Reynolds number [26],
the pseudotimestep in steady state problems [35,90], the mesh size [120], and the barrier parameter
in nonlinear optimization [128]. The numerical continuation process always starts from solving a
much easier subproblem, namely, a subproblem with a lower Reynolds number, a smaller timestep,
a coarser mesh, or a large barrier parameter. It then incrementally changes the set of continuation
parameters and solves a sequence of progressively more difficult subproblems. With increasingly
better initial guesses from solving each of the subproblems, we finally obtain the solution of the
original difficult problem.
When applying the regularization continuation technique to the boundary control of CHT pro-
cesses, with an initial control profile that is far from optimal, we would take a relatively large
amount of regularization, namely,β1 andβ2 that are an order of magnitude larger than what would
be used in the ideal case, to formulate an easier subproblem A. See (7.2) and Section 7.2.4 for
details. This allows the optimization schemes to identify an improved suboptimal control profile.
Then, we slightly reduce the regularization parametersβ1 andβ2 to formulate another subproblem
B, which is more difficult than the subproblem A but easier than the original problem. With the
newly identified suboptimal control profile from the subproblem A, the optimization schemes iden-
tify a further improved suboptimal control profile from the subproblem B. We repeat this process,
until either the maximum allowed continuation steps or the tol rance of the objective function value
has been reached. We note that each time we reduceβ1 andβ2, we have modified and, actually,
reduced the objective function. This modification generally increases the reduced gradient, because
the computed optimal control of the previous subproblem is not optimal in the current subproblem.
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We summarize the L-BFGS method withk-phase regularization continuation in Algorithm 6.5.1.
Algorithm 6.5.1 Limited-memory BFGS method withk-phase regularization continuation
1. Set the initial regularization parametersβ1 = a andβ2 = b, and the reduction factor 0< c < 1
2. Set up the initial controlg00 at continuation phase 0
for i = 0,1,...kdo
3. Use L-BFGS Algorithm 6.4.1 to obtain the suboptimal controlgni of phasei
4. Reduce the regularization parametersβ1 = cβ1 andβ2 = cβ2
6. Set up the initial control of phasei + 1: g0i+1 = g
n
i
5. Seti = i + 1
end for
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Chapter 7
Numerical Test Models for Smooth and
Robust Solutions
7.1 Overview
We study three numerical test problems for the Dirichlet boundary control of CHT processes. For the
first test problem in Section 7.2, we use three different numerical schemes, namely, the plain Steep-
est Descent method, the smoothed Steepest Descent method and the L-BFGS method, to recover the
boundary control profile of a Poiseuille flow. Moreover, we study the effect of regularization and
the necessity of keepingβ2 > 0 on both the continuous and the discrete levels in Section 7.2.1, the
smoothing operator in Section 7.2.2 and the comparisons between the smoothed Steepest Descent
method and the L-BFGS method in Section 7.2.3. Furthermore,we discuss various observation
operators and the strategy for choosing appropriate regularization parameters in Section 7.2.4.
For the test problems in Section 7.3, we solve the boundary control problem for the channel
flow again and then for the flow past a square. In the channel flowcase, the target temperatureTd
is generated by the velocity control profile of two adjacent Poiseuille-flow peaks pointing to thex
direction. Since we start from an initial control profile that is far from optimal and the appropriate
regularization parameters are hard to determine, in Section 7.3.1, we use this test to demonstrate
the robustness of the L-BFGS method with 5-phase regularization continuation. We also show that,
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when the L-BFGS method is embedded in the regularization continuation loop, oversolving can be
avoided by choosing a relaxed relative tolerance for the L-BFGS loop. In Section 7.3.2, we apply
the optimization schemes developed in previous sections tores lve the boundary control problem
of the flow past a square cylinder. This involves a more complex geometry and fluid velocity field
and further demonstrates the effectiveness and robustness of our optimization scheme.
7.2 Numerical Test Problem 1
We set up the test model with the following data:Re = 1000, ks = 1 andkf = 0.1, where the
Reynolds numberRe := 1/ν. ν is the kinematic viscosity. This model is modified from a test
case used for the temperature boundary control of convection-diffusion equations in [63]. The
computational domain consists ofΩ2 = [0, 1] × [0, 0.75] andΩ1 = [0, 1] × [0.75, 1]. We take the
heating source in the solid domainΩ1 as a constant valueq = 6, and the initial controlg in (2.1) is
set to be the Poiseuille flow profile (1.5y−2y2, 0)T onΓi = {0}× [0, 0.75]. The exact optimal control
is given by
g = 2(1.5y− 2y2, 0)T . (7.1)
The target temperatureTd in (2.4) is calculated using the fluid velocity induced by the optimal
control profile in (7.1) and is shown in Figure 7.1. To assemble the objective function (2.4), we
set the regularization parameters as follows:β1 = 1 andβ2 = 1 when the observation domain
Ωd = Ω2 in (2.4); β1 = 5× 10−2 andβ2 = 5× 10−3 whenΩd = [0.075, 1] × {0.75}. In the following
discussion, if not specified, we assumeΩd = Ω2. The IFISS package [47,117] has been used for the
finite element assembly. In the mesh generation, the fluid-sol d main is discretized with 40 Q2
elements in bothx andy directions. In a single Q2 cell, there are 9 degrees of freedom (DOF) for
each component of the triple (ux, uy,T). The fluid pressure is discretized with 40 Q1 elements inx
and 30 iny direction on the fluid domainΩ2. Each Q1 cell has 4 DOF.
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Figure 7.1: Target temperature distribution with prescribed inflowg = 2(1.5y−2y2, 0)T . The dashed
line indicates the fluid-solid interface.
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7.2.1 Necessity of the Regularization Term on the Control Gradient
In Section 5.3, we have emphasized the importance of keepingβ2 > 0 in (2.4) on both the continuous
and the discrete levels to ensure smooth controls. Whenβ2 = 0 in the discrete objective function,
only nonsmooth control profiles can be generated. We displaythe nonsmooth flow solution after
100 plain Steepest Descent iterations in Figure 7.2. Moreover, the situation becomes clearer when
we useβ2 = 0 in the discrete objective function on different meshes. We show in Figure 7.3 the
computed control profiles on a sequence of meshes. It is evident that two patterns exist, namely,
one forh = 1/24, 1/40, 1/60 and the other one for the rest, and both of them become increasingly
oscillatory as the meshsizeh decreases. This is caused by the inconsistency between the continuous
control problem, in whichβ2 > 0, and the discrete control problem, in whichβ2 = 0. Furthermore,
in Table 7.1, we see that the computed optimal objective functio values do not have a limit point
as the meshsizeh decreases, and this renders the solution process of the discr te optimal control
problem unsuccessful and allows only nonsmooth, nonunique, and mesh-dependent local minima.
Therefore,β2 > 0 on both the continuous and the discrete levels is crucial for obtaining smooth,
unique and mesh-independent global minimum. Moreover, it is clear from Table 7.2 that whenβ2 >
0 and the numerical smoothing operator is incorporated in the optimization scheme, the computed
optimal objective function values converge as the meshsizeh d creases.
In fact, the regularization termβ22
∫
Γi
|∇g|2 in (2.4) not only penalizes the objective function
for the nonsmoothness of the controlg, but it justifies the mathematical derivation of the smoothing
operator in the smoothed Steepest Descent method in Section6.3 a d the L-BFGS method in Section
6.4. Whenβ2 = 0, in the smoothed Steepest Descent method, if we still use (β1I − 1 · ∆)−1 as
the smoothing operator on the reduced gradient, the method will stagnate after 100 optimization
iterations, but with a smooth flow solution. There is no mathematical justification for using the
operatorβ1I − 1 · ∆ as an approximation for the Hessian of the objective functio, and, in fact, the
reduced gradient ceases to decrease. Whenβ2 = 0 and with the smoothing operator turned on, in
the the L-BFGS method, the line search process of the first fewoptimization iterations fails quickly.
Again, this is no mathematical justification for using the smoothing operator, since the line search
routine is not able to find a feasible stepsize along the smooth, but modified search direction for the
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Figure 7.2: Nonsmooth velocity solution after 100 plain Steep st Descent iterations when without
smoothness control, or whenβ2 = 0.
7.2.2 Necessity of the Smoothing Operator for the Steepest Descent Method
In order to show the necessity of the smoothing operator for the Steepest Descent method, we
compare the performance of the plain Steepest Descent method with that of the smoothed Steepest
Descent method for the test problem 1. We setβ1 = β2 = 1 andΩd = Ω2 in (2.4). After 100 nonlin-
ear optimization iterations with more than 600 line search iterations, the Steepest Descent method
is not able to converge. The nonsmoothness of the reduced gradient (or control update) forces the
line search iteration to take tiny steps at every nonlinear optimization iteration. Eventually, the
Steepest Descent method stagnates. In contrast, after 32 nonlinear optimization iterations with 101
Armijo line search iterations, the smoothed Steepest Descent m thod converges. Moreover, this
method is able to obtain totally smooth control updates, which allow the line search process to take
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Figure 7.3: Nonsmooth control profiles generated without smoothness control, usingβ2 = 0. There
are two patterns: one forh = 1/24, 1/40, 1/60 and the other one for the rest, and both are increas-
ingly oscillatory as meshsizeh decreases.
Meshsize h −→ 0
1/8 1/16 1/24 1/32 1/40 1/48 1/56 1/64
J(g⋆h ) 0.0514 0.0507 0.7175 0.0510 1.087 0.0515 0.0517 0.8331
Table 7.1: Computed optimal objective function values using β2 = 0. The comparison is made for
different meshsizes. It is evident that the objective function valuesJ(g⋆h ) do not have a limit point,
as the meshsizeh goes to 0. This shows the need for the smoothing term in the objective function.
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Meshsize h −→ 0
1/8 1/16 1/24 1/32 1/40 1/48 1/56 1/64
J(g⋆h ) 0.6941 0.8703 0.9540 1.003 1.035 1.057 1.074 1.087
Table 7.2: Computed optimal objective function values using β2 = 1 and the L-BFGS method
with numerical smoothing. The comparison is made for different meshsizes. It is evident that
the objective function valuesJ(g⋆h ) converge, as the meshsizeh goes to 0. This demonstrate the
effectiveness of the smoothing term in the objective function and the numerical smoothing operator
in the optimization scheme.
much larger steps. In conclusion, the smoothing operator (β1I − β2∆)−1 is essential for the Steepest
Descent method to converge to the optimal boundary control.
7.2.3 Comparison between the Smoothed Steepest Descent Method and the L-BFGS
Method
We note that both the smoothed Steepest Descent method and the L-BFGS method have converged
successfully for the test problem 1 and obtained control profiles of the same quality on different
meshsizes. In Table 7.3, we show the order of convergence of the computed control profilesg⋆h
towards the exact optimal controlg⋆ of (7.1). It is evident that both methods have almost the same
error and order of convergence. Therefore, their effici ncy is determined by their corresponding
counts of nonlinear optimization iterations and line search iterations on a fixed mesh. For a mesh
with 40× 40 Q2 cells onΩ and the nonlinear tolerancetol = 10−6, the smoothed Steepest Descent
method takes 32 optimization iterations with 101 Armijo line search iterations to converge to the
optimal boundary control. In contrast, the L-BFGS method only takes 9 optimization iterations and
13 Armijo line search iterations to converge. In fact, each line search iteration is computationally
quite expensive, since for each candidate stepsize we have to recompute the objective function value,
which requires the solution of the state equations. Therefore, a large number of line search iterations
taken by the smoothed Steepest Descent method indicates that this method is very expensive. In
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Figure 7.4, the history of the reduced gradient confirms the superlinear convergence of the L-BFGS
method. As shown in Figure 7.5, the computed optimal controlg can be seen from the flow solution
at x = 0 during the last L-BFGS line search iteration. The computedtemperature distribution is
shown in Figure 7.6, which is quite close to the target temperature profile in Figure 7.1. Figure
7.7 and Figure 7.8 contain the adjoint temperature solution and adjoint velocity solution at the last
L-BFGS line search iteration, respectively. The initial contr l, the computed optimal controls and
the exact optimal control are shown in Figure 7.11.
Smoothed SD L-BFGS
Meshsizeh ‖g⋆h − g
⋆‖L2(Γi ) OC ‖g⋆h − g
⋆‖L2(Γi ) OC
1/8 4.6345× 10−2 – 4.6345× 10−2 –
1/16 2.1662× 10−2 1.10 2.1662× 10−2 1.10
1/32 9.1681× 10−3 1.24 9.1682× 10−3 1.24
1/64 3.6426× 10−3 1.33 3.6426× 10−3 1.33
Table 7.3: Order of convergence (OC) for the smoothed Steepest Descent method and the L-BFGS
method. Both methods are eff ctive and have the same OC when the numerical smoothing device is
turned on.
7.2.4 Choices of the observation operator and regularization parameters
In the numerical experiments above, we have defined the observation operator in the objective func-
tion (2.4) to be the whole fluid region, namely,Ωd = Ω2. For some applications, such as the cooling
process in power plants, the fluid-solid interfacial temperature is the quantity of interest, since it
serves as an indicator of the solid-fuel failure [130]. Therefo e, we have carried out an experi-
ment usingΩd = [0.075, 1] × {0.75} as the observation domain. The same interfacial observation
domain has been used in temperature boundary control problems for convection-diffusion equa-
tions [63, 116]. We setβ1 = 5 × 10−2 andβ2 = 5 × 10−3 and keep all other previous numerical
parameters intact. The observation domainΩd = [0.075, 1] × {0.75} is a line segment and has a
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Figure 7.5: Fluid velocity solution at the last L-BFGS line search iteration.
61














































1 2 3 4


















































Negative adjoint temperature surface
y direction
 
0 2 4 6
Figure 7.7: Last adjoint temperature solution of the L-BFGSmethod withΩd = Ω2.
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Figure 7.8: Last adjoint velocity solution of the L-BFGS method withΩd = Ω2.
much smaller measure than that of the previous oneΩd = Ω2; therefore, to make the observation
term in (2.4) dominant and thus find an accurate optimal control, we haveto r duceβ1 and β2





(T − Td)2dx in (2.4) is the forcing term in the adjoint equations (4.9) and has amuch smaller
magnitude whenΩd = [0.075, 1] × {0.75}, the corresponding adjoint quantities have a smaller mag-
nitude as well. This is confirmed in Figure 7.9 and Figure 7.10.
With the parameters above, both the smoothed Steepest Descent method and L-BFGS method
have converged for the control problem withΩd = [0.075, 1] × {0.75}. The smoothed Steepest De-
scent method takes 36 nonlinear optimization iterations with 101 line search iterations to converge,
while the L-BFGS takes only 8 nonlinear optimization iterations with 4 line search iterations. In
Figure 7.11, we have shown the computed controls from both methods fortwo different observation
operators. It is clear that when the observation operator inv lves more points, namely,Ωd = Ω2, the
numerical approximations of the optimal control are closerto the exact optimal control.
Choice of the regularization parameters affects the robustness of the optimization scheme. In
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β1 = O( 1300 ·
A
B)
β2 = O(β1 · BC).
(7.2)
In this test case with the partial observation operator and before the first optimization iteration,
A = 1.97 × 10−1, B = 1.58 × 10−2, andC = 2.81 × 10−1. Following (5.2), we have chosen
β1  O(4.15× 10−2) andβ2  O(2.33× 10−3).
In Figure 7.12, we study the sensitivity of the computed control with respect to the regularization
parametersβ1 andβ2. Starting from the smallest possible regularization parametersβ1 = 8 × 10−3
andβ2 = 8× 10−4 that allow the L-BFGS method to converge, the larger theβ1 andβ2 are, the less
dominant the observation term in (2.4) becomes over the regularization term and thus the further
the computed controls are from the exact control. It followsthe conclusion that regularization has
an effect on the convergence of numerical optimization algorithms. In comparison to the L-BFGS
method, the smallest possible regularization parameters that allow the smoothed Steepest Descent
method to converge areβ1 = 4× 10−2 andβ2 = 4× 10−3. From Table 7.4, we see that whenβ1 and
β2 increase, the regularity of the optimization problem increases and thus the counts of nonlinear
optimization iterations and line search iterations decrease for both the smoothed Steepest Descent
method and the L-BFGS method. And the regularization has a bigger impact on the smoothed
Steepest Descent method than that on the L-BFGS method.
7.3 Numerical Test Problem 2
Solving this second suite of test problems is a much more challenging task for our optimization al-
gorithms. In the channel flow case, the target temperatureTd is generated by the piecewise quadratic













































































































Adjoint velocity vector y component
y direction
Figure 7.10: Last adjoint velocity solution of the L-BFGS method withΩd = [0.075, 1] × {0.75}.
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Full obs. Smoothed SD
Full obs. L−BFGS
Partial obs. Smoothed SD
Partial obs. L−BFGS
Figure 7.11: Computed controls for both the smoothed Steepest D scent (SD) method and the L-
BFGS method. In the full observation (obs.) case,Ωd = Ω2 and β1 = β2 = 1. In the partial
observation case,Ωd = [0.075, 1] × {0.75}, β1 = 5 × 10−2 andβ2 = 5 × 10−3. The exact optimal
control profile is described in (7.1).
Regularization Smoothed SD L-BFGS
β1 β2 Opt. L.s. Opt. L.s.
8× 10−3 8× 10−4 – – 15 10
4× 10−2 4× 10−3 54 165 9 4
5× 10−2 5× 10−3 36 101 8 4
Table 7.4: Effects of regularization on optimization (Opt.) and line search (L.s.) iterations counts
for the smoothed Steepest Descent method and the L-BFGS method with the partial observation
domainΩd = [0.075, 1] × {0.75}.
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Figure 7.12: Computed controls for the L-BFGS method with the partial observation domainΩd =
[0.075, 1] × {0.75}. The exact optimal control profile is described in (7.1).
See Figure 7.19 for the plot ofgx. The initial control in (2.1) is set to be the Poiseuille flow profile
(1.5y − 2y2, 0)T on Γi = {0} × [0, 0.75]. Our aim is to match the fluid temperature with the target
temperatureTd and approximate the optimal control in (7.3) via minimizingthe objective function
J(g). As shown in Figure 7.19, the initial control is significantly different from the exact optimal
control in shape. Therefore, we consider this test as a difficult problem for the optimization scheme.
In Section 7.3.1, we show that with the regularization continuation technique discussed in Section
6.5, the L-BFGS method can solve this demanding problem to a high accuracy.
We set up the test model with the following data:Re= 1000,ks = 1 , kf = 0.1 and the heating
sourceq = 6 in the solid domain. The computational domain consists ofΩ2 = [0, 1] × [0, 0.75] and
Ω1 = [0, 1] × [0.75, 1], and the observation domainΩd is set to beΩ2 in (2.4). The mesh layout is
the same as that of the test problem 1.
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7.3.1 Numerical Continuation on the regularization parameters
In this test case, from (7.2), we haveA = 2.15× 101, B = 1.58× 10−2, andC = 2.81× 10−1,
which lead toβ1  O(4.53) andβ2  O(2.54× 10−1). It turns out that the smallest regularization
parameters that make the L-BFGS method to converge areβ1 = 0.1 andβ2 = 0.1. It is evident that
choosing the right amount of regularization is important for this boundary control problem. In fact,
choosing penalty parameters as small asβ1 = 0.1 andβ2 = 0.01 provides too little regularization,
producing a nonsmooth control profile and causing the line search iteration of the L-BFGS method
to fail to identify a feasible stepsize. However, for a slightly larger amount of regularization, namely,
β1 = 0.1 andβ2 = 0.1, the L-BFGS method converges only to a suboptimal control profile without
any resemblance to the shape of the two adjacent Poiseuille-flow peaks in the optimal control. This
is due to an excess of regularization. See the Phase-1 control plot in Figure 7.13.
Our solution strategy is to start with a sufficient amount of regularization that allows the L-BFGS
method to produce a converged suboptimal control profile. Then, we use regularization continua-
tion strategy described in Algorithm 6.5.1. We emphasize that we do not force the optimization
scheme to locate the global minimum at the current continuation phase; instead, we are satisfied
with reducing both the objective function and the reduced gradient to a certain extent as long as an
improved control profile can be produced. The difficulty of solving the original problem is allevi-
ated by solving multiple easier subproblems. During each continuation phase, we fix the amount of
regularization and use the suboptimal control from the previous phase as an initial guess to solve
the subproblem at current phase, but only up to a relaxed toleranc . Because of the progressive




(T −Td)2dx remains relatively dominant, but not so dominant that thereis not enough
regularization and that the optimization iteration would fail. This sustained dominance forces the
optimization scheme to consistently reduce the observation function value (and thus the objective
function value), towards locating an accurate approximation of the optimal boundary control profile.
In this numerical study, we have implemented the L-BFGS method with a 5-phase regularization
continuation strategy, namely,k = 5 in Algorithm 6.5.1. Starting withβ1 = β2 = 0.1 at the zeroth
phase, the reduction factor isc = 10−1 for both parameters. The initial control profileg0k+1 at the
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phasek + 1 is the computed optimal controlg⋆k at phasek. From Figure 7.13, we can see that as
the continuation phases evolve, the computed control profiles progressively approach to the exact
optimal control profile that is shown in the Figure 7.19. For a better illustration, thex components
of the velocity field induced by the boundary control at the end of each phase are shown in Figure
7.14. Finally, Figure 7.15 dispays the progressive reduction in the objective functio along the
continuation path.
We have also carried out experiments on the sensitivities ofthe optimization scheme with respect
to different starting regularization parameters (β1, β2) and different reduction factorsc in Algorithm
6.5.1. It turns out that the quality of computed control profiles degrades and the counts of opti-
mization iterations and line search iterations go down whent starting regularization parameters
increase, withrtol = 10−2 and the reduction factorc = 0.1 fixed, as shown in Figure 7.16 and
Table 7.5. The relationship here between the regularization parameters and the iterations counts
are similar to that in Section 7.2.4. The computed control prfiles generated by different reduction
factorsc are displayed in Figure 7.17, which shows that the reductionfactor c has a direct impact
on the quality of the computed controls whenrtol = 10−2 and the starting regularization param-
etersβ1 = 0.1 andβ2 = 0.1. The quality of the computed controls degrades asc increases, and
this indicates the excess of regularization when the reduction factorc is not small enough. We list
the iterations counts of the L-BFGS method with 5-phase regularization continuation for different
reduction factorsc in Table 7.6.
We have studied the sensitivity of the optimization scheme with respect to different levels of
Gaussian white noise added to the target temperature. In real applications, measurements are subject
to uncertainty. Adding random perturbations to the target temperature is a means of demonstrating
robustness with respect to such uncertainty. We thus avoid committing an “inverse crime” of the type
where the target profile is synthesized by the same model thatest blishes the control profile [37]. We
assume that the target temperature is generated by the abstract operatorF(g) with additive Gaussian
white noise
Td = F(g) + e, (7.4)
wheree is a random vector, with independent and identically distribu ed normal components of
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mean 0 and standard deviationS D · max(|F(g)|). We have generated the computed controls for
various noise levelsS D= 0.005, 0.01, 0.02, 0.04, and 0.08, respectively. We display the computed
control profiles in Figure 7.18. For the lower noise levelsS D= 0.005, 0.01, and 0.02, the computed
controls are of good quality. As the noise level is increased, the computed control starts to degrade,
since noise are more pronounced whenS D is large.
We conclude this section with the importance of avoiding oversolving the subproblems when
the L-BFGS method is combined with regularization continuation. It is evident from Figure 7.19
that for the boundary control of CHT processes,rtol, the relaxed relative tolerance on the reduced
gradient, as large as 10−2 is sufficient. Any further tightening on this tolerance does not improve
the computed control profile, but purely taxes the computation l cost. This further reflects the idea
of the regularization continuation: only solve the currentsubproblem approximately to obtain a
better initial control profile for the next subproblem. Table 7.7 provides detailed information on the
computational expense. It is evident that choosingrtol = 10−2 can significantly avoid oversolving.
We note that relaxing thertol is equivalent to introducing inexactness in the optimization loop.
In fact, inexactness of the state and adjoint solvers can also be explored to further enhance the
efficiency of the optimization scheme. See Remark 5.2.1 for refeences.
7.3.2 Boundary Control of CHT flow past a square cylinder
To demonstrate the eff ctiveness and robustness of our optimization schemes on a different geometry
and on a more complex flow velocity field, we set up the boundarycontrol model for a cold confined
flow past a hot square cylinder. For further discussion on theflow past a square cylinder, see [32].
The test model has the following data:ν = 0.01, ks = 3 andkf = 0.4. The physical domain in
Figure 7.20 consists ofΩ2 = [0, 8] × [−1, 1] andΩ1 = [1.25, 1.75] × [−0.25, 0.25]. It has a length
L = 8 and heightH = 2. A solid square with a diameterD = 0.5 is placed at (1.5, 0) with its
center on this point. This corresponds to a blockage ratioR := D/H = 1/4 and Reynolds number
ReD := DŪ/ν = 50, whereŪ is the magnitude of the mean velocity. We take the heating source in
the solid domainΩ1 as a constant valueq = 16. To the walls of the solid square,Γk, k = 1, 2, 3, 4,
and the wall of the channel,Γ5 andΓ6, we have applied no-slip boundary conditions for the fluid
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Figure 7.13: Computed controls of Numerical Test 2 using theL-BFGS method with 5-phase regu-
larization continuation. We have setrtol = 10−2 for the L-BFGS method to generate this plot.
βi = 1× 10−1 βi = 2× 10−1 βi = 4× 10−1 βi = 8× 10−1 βi = 1.6
Phase Opt. L.s. Opt. L.s. Opt. L.s. Opt. L.s. Opt. L.s.
1 16 11 8 6 8 4 6 4 4 4
2 8 12 5 9 5 7 5 6 4 5
3 9 20 8 18 6 16 7 13 6 10
4 11 36 10 31 9 27 9 23 8 20
5 18 59 16 53 13 45 12 39 11 32
Total 62 138 44 117 41 99 39 85 33 71
Table 7.5: Optimization (Opt.) and line search (L.s.) iteraions counts in Numerical Test 2 using the
L-BFGS method with 5-phase regularization continuation. The comparison is made for different
starting regularization parameters (β1, β2). The indexi runs over 1 and 2.
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Phase 5: velocity x component
Figure 7.14: Computedx components of the fluid velocity in Numerical Test 2 using theL-BFGS
method with 5-phase regularization continuation. We have set rtol = 10−2 for the L-BFGS method
to generate this plot.
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Figure 7.15: History of the objective function value in Numerical Test 2 using the L-BFGS method
with 5-phase regularization continuation. We have setrtol = 10−2 for the L-BFGS method to
generate this plot.
c = 1× 10−1 c = 2× 10−1 c = 4× 10−1 c = 8× 10−1
Opt. L.s. Opt. L.s. Opt. L.s. Opt. L.s.
Total 62 138 45 89 36 59 34 36
Table 7.6: Optimization (Opt.) and line search (L.s.) iteraions counts in Numerical Test 2 using the
L-BFGS method with 5-phase regularization continuation. The comparison is made for different
reduction factorsc. The quality of the computed controls degrades asc decreases, as shown in
Figure 7.17.
73
CHAPTER 7. NUMERICAL TEST MODELS FOR SMOOTH AND ROBUST SOLUTIONS


























































Figure 7.16: Computed controls of Numerical Test 2 using theL-BFGS method with 5-phase reg-
ularization continuation. The comparison is made for different starting regularization parameters
(β1, β2). The exact optimal control profile is described in (7.3).
Regularization rtol = 10−2 rtol = 10−3 rtol = 10−4
Phase β1 β2 Opt. L.s. Opt. L.s. Opt. L.s.
1 10−1 10−1 16 11 19 11 20 11
2 10−2 10−2 8 12 9 12 9 12
3 10−3 10−3 9 20 10 20 12 20
4 10−4 10−4 11 36 14 34 15 35
5 10−5 10−5 18 59 25 93 33 161
Total – – 62 138 77 170 89 239
Table 7.7: Optimization (Opt.) and line search (L.s.) iteraions counts in Numerical Test 2 using the
L-BFGS method with 5-phase regularization continuation. The comparison is made for different
relative tolerances in the L-BFGS method.
74
CHAPTER 7. NUMERICAL TEST MODELS FOR SMOOTH AND ROBUST SOLUTIONS



































Figure 7.17: Computed controls of Numerical Test 2 using theL-BFGS method with 5-phase regu-
larization continuation. The comparison is made for different reduction factorsc in Algorithm 6.5.1.
The exact optimal control profile is described in (7.3).
velocity u. At the outlet of the channelΓo, we have posed the stress-free boundary condition foru.
The initial controlg in (2.1) is set to be the parabolic flow profile (1− y2, 0)T onΓi = {0} × [−1,−1].
The exact optimal control is given by
g = 4(1− y2, 0)T . (7.5)
For the temperature system in the fluid-solid region,Γ5, Γ6, andΓo are adiabatic boundaries.
The fluid-solid thermal interface consists ofΓk, k = 1, 2, 3, 4, and its boundary conditions are the
continuity of temperature and heat flux. See similar boundary conditions in (2.2)-(2.3). On the
inflow boundaryΓi, we prescribe the fluid temperature. The target temperatureTd in (2.4) is calcu-
lated using the fluid velocity induced by the optimal controlprofile in (7.5) and is shown in Figure
7.21.
We set the observation domain asΩd = Ω2∩ (Ω1)c. The IFISS package [47,117] has been used
for the finite element assembly. In the mesh generation, the fluid-solid domain is discretized with
128 and 32 Q2 elements inx andy directions respectively. In a single Q2 cell, there are 9 degre s
of freedom (DOF) for each component of the triple (ux, uy,T). The fluid pressure is discretized with
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Comparison of computed controls for different levels of









Figure 7.18: Computed controls of Numerical Test 2 using theL-BFGS method with regularization
continuation. The comparison is made for different levels of white Gaussian noise added to the
target temperature. The exact optimal control profile is described in (7.3).
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Figure 7.19: Computed controls of Numerical Test 2 using theL-BFGS method with 5-phase reg-
ularization continuation. The comparison is made for different relative tolerances in the L-BFGS
method. The exact optimal control profile is described in (7.3).
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128 Q1 elements inx and 32 iny direction on the fluid domainΩ2. Each Q1 cell has 4 DOF.
To assemble the objective function (2.4), we use the strategy in (7.2). Before the first opti-
mization iteration, the terms in the objective function (2.4) and equation (7.2) areA = 4.70× 102,
B = 5.33× 10−1, andC = 1.33. Therefore, we have chosen the regularization parameters: β1 = 3
andβ2 = 1.2. Also, it is evident that the initial objective function value is quite large and the initial
control is far from optimal, when the optimal control (7.5) and the initial control (1− y2, 0)T are
in use for the test model. In the numerical experiments, regularization parameters that are in the
vicinity of (β1 = 3, β2 = 1.2) and thus sufficiently large to make the optimization scheme converge
are only able to provide suboptimal temperature profiles. InFigure 7.23, we display the computed
temperature profile generated by the L-BFGS method without regularization continuation. The rel-
ative tolerance is set to bertol = 10−6, which is much smaller than the relaxed tolerance 10−2 in
thek-phase L-BFGS method. However, merely reducing the relativtolerance does not provide any
adjustment to keep the dominance of the temperature mismatch over the regularization terms in the
equation (2.4). Therefore, to obtain better computed temperature profiles, we apply the L-BFGS
method with 2-phase regularization continuation and withrtol = 10−2 and c = 10−1to this test
model. It takes 8 optimization iterations and 12 line searchreductions in total to recover the target
temperature profile. We display the target temperature, initial temperature, and computed optimal
temperature profiles in Figure 7.21, 7.22, and 7.24. It is evident from Figures 7.21-7.24 that the
computed temperature profile generated by the 2-phase L-BFGS method has a higher quality than
the one generated by the L-BFGS method without regularization continuation. The computed con-
trol profiles after the first and the second phase of the L-BFGSmethod with 2-phase regularization
continuation are shown in Figure 7.25, from which it is evident that the optimal control profile has
been identified successfully by the optimization scheme.
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1 1.5 2 2.5
Figure 7.21: Target temperature in the boundary control of CHT flow past a square cylinder.
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1 2 3 4
Figure 7.22: Initial temperature in the boundary control ofCHT flow past a square cylinder.
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1 1.5 2 2.5
Figure 7.23: Temperature induced by the computed optimal control in the boundary control of CHT
flow past a square cylinder, using the L-BFGS method without regularization continuation. The
relative tolerance isrtol = 10−6.
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1 1.5 2 2.5
Figure 7.24: Temperature induced by the computed optimal control in the boundary control of CHT
flow past a square cylinder, using the 2-phase L-BFGS method.The computed temperature profile
in this case matches the target temperature better than the profil generated by the L-BFGS method
without regularization continuation in Figure 7.23.
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Computed controls along the regularization continuation path for







Figure 7.25: Computed controls of CHT flow past a square cylinder using the L-BFGS method with
2-phase regularization continuation. We have setrtol = 10−2 for the L-BFGS method to generate





We have developed a robust numerical strategy for finding smooth solutions to the Dirichlet velocity
boundary control of fluid-solid conjugate heat transfer problems. For this optimal control problem
of multiphysics processes on multidomains, we formulated the state equations, objective function,
adjoint equations and first order optimality conditions in both the strong and the weak formulations,
and we also discussed the well-posedness of the continuous optimal control problem. Moreover,
we studied the proper Finite Element discretization of the control problem and emphasized the im-
portance of making the objective function consistent on both the continuous and the discrete levels,
namely, imposing regularization on the control gradient onb th levels. Furthermore, we studied
a number of numerical optimization algorithms. The numerical smoothing technique, aiming to
computationally resolve the nonsmoothness issue of the control profile, was illustrated in a variant
of the Steepest Descent method and the Quasi-Newton L-BFGS method; the numerical continua-
tion technique, which is applied to the regularization parameters, was combined with the L-BFGS
method to enhance the robustness of the optimization schemefor difficult control problems, such as
the case in which the initial control profile is far from optimal.
The efficiency and robustness of our solution strategy have been demonstrated via two suites of
numerical test problems. In the test case of recovering the boundary control profile of Poiseuille
flow, we illustrated the necessity of the regularization on the control gradient in the objective func-
tion (2.4) and of the numerical smoothing device for the control update in (6.2). We also tested a
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few feasible choices on the observation operator in the objective function and proposed a strategy
of choosing regularization parametersβ1 andβ2. In the second suite of numerical tests, with a low
quality initial guess on the control profile, we demonstrated the robustness of the L-BFGS method
first with 5-phase regularization continuation for the boundary control of the channel flow and then
with 2-phase regularization continuation for the boundarycontrol of the CHT flow past a square
cylinder. In conclusion, we have generated a roadmap for providing smooth and robust solutions to
optimal control of multiphysics processes. We believe our strategy is general and can be extended
to other optimal control problems.
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Chapter 9
Parallel Scalable Preconditioners for
Multiphysics Simulations of CHT
processes
9.1 Overview
Solving a linear system
Ax= b, (9.1)
invites two approaches, namely direct solvers and iterative solvers. Although direct solvers such
as LU decomposition are robust on solving the nonsingular thoug generally ill-conditioned linear
systems generated by the discretization of PDEs, iterativemethods are most often the favorite choice
for linear equations involving a large number of variables in high dimensions. This is due to their
great advantages of memory and per-iteration implementatio scalability. For an estimate on the
memory consumption and the computational complexity of direct methods, see [59].
However, for iterative methods to be eff ctive, including both the stationary and nonstationary
iterative methods, the coefficent matrixA needs have a condition number close to one, or more
generally, the eigenvalues of the matrixA need to form a small number of tight clusters [40, 113].
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Otherwise, a preconditioner is necessary to accelerate theconvergence of the iterative solution pro-
cess. We illustrate the key idea of preconditioning using a stationary iterative method, Richardson
method. Suppose thatx⋆ is the exact solution of (9.1) andM is a left-preconditioner matrix for the
matrix A, then we have the preconditioned linear system
M · Ax= M · b. (9.2)
Applying the Richardson iteration at thek-th iteratexk to (9.2), we have the following derivation
xk+1 = xk + M(b− Axk)
ek+1 = ek + M(−Aek)
ek+1 = (I − MA)ek,
(9.3)
where we have defined the iteration error at thek-th step asek := xk − x⋆. It is evident that when
MA is a better approximation to the identity matrix, or whenM is a better approximation ofA−1,
the convergence rate of (9.3) will improve. The same result holds for CG, GMRES and other
nonstationary iterative methods from the family of Krylov sub pace iterations.
The following sections introduce the strategy of choosing effective iterative methods for differ-
ent applications. We discuss scalable preconditioners fordiffusion and convection-diffusion equa-
tions in Section 9.2, for Stokes and Navier-Stokes equations in Section 9.3.
9.2 Preconditioners for Diffusion and Convection-Diffusion Equations
The discrete equation (3.4) resulting from the Finite Element discretization of the diffusion equa-
tion (3.1) is generally symmetric positive definite (SPD) when the Dirichlet boundary nodes are
treated properly. The conjugate gradient (CG) method is a very effective iterative method for such
systems [113]. Moreover, as a member of the Krylov solvers family, the CG method also enjoys
the ease of parallelization, which comes naturally from itsmajor component, namely, matrix-vector
multiplications. Only when load balance is difficult to maintain between the inner product synchro-
nizations of CG, do we have issues of maintaining distributed memory parallel scalability. Further-
more, effective parallel preconditioners, such as Domain Decomposition (DD) [88, 91, 119, 123],
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Geometric Multigrid (GMG), and Algebraic Multigrid (AMG) [33,112,124] can greatly shrink the
spectral radius of the overall preconditioned coefficient matrix and accelerate the convergence of
CG. For discretizations that do not store the grid hierarchy, AMG is a suitable choice and has shown
good scalability for the diffusion equation in parallel [8] .
The discrete equation (3.11) resulting from the Finite Element discretization of the convection-
diffusion equation (3.5) is always nonsymmetric when the windw is nonzero. The CG method is
not suitable for nonsymmetric systems. Suitable choices from the Krylov family are biconjugate
gradient method (BiCG), biconjugate gradient stabilized (BiCGSTAB) [125], quasi-minimal resid-
ual method (QMR) [56], transpose-free QMR method (TFQMR) [55], and the generalized mini-
mal residual method (GMRES) [114]. Both Geometric Multigrid (GMG) and Algebraic Multigrid
(AMG) methods can be used as preconditioners inside the Krylov iterations to solve convection-
diffusion equations [106,129]. When the GMG is applied, both thefluid direction and the instability
of the discretization on the coarse grid and have to be properly tr ated [48].
9.3 Preconditioners for Stokes and Navier-Stokes Equations
In this section, we review the preconditioners for Stokes and Navier-Stokes equations. Precondi-
tioning is an essential technique in solving discrete linear systems arising from the discretization of
incompressible fluid systems. Our treatment follows that ofElman et al. [48].
9.3.1 Stokes Equations
When the viscosityν in the equation (3.13) is very large, the advective inertialforce is very small
compared to the viscous forces, and the flow is creeping. After neglecting the quadratic inertial term


























−ν∇2u + ∇p = f in Ω
∇ · u = 0 in Ω
u = gD on ∂ΩD
(−pI + ν∇u) · n = 0 on ∂ΩN.
(9.4)
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Using the trial and test function spaces in Section 3.3 and the s able Q2-Q1 discretization for the

























































































































A = [ai j ], ai j = ν
∫
Ω







whereα ∈ {x, y}. Alternatively, stabilized elements can also be used. In that case, the (3, 3) position
of the block matrix in equation (9.5) is a nonzero block matrix. In either of the cases with stable or




















































is symmetric but indefinite, namely, with both positive and negative eigenvalues [48]. Suitable
choices from the Krylov family are the minimal residual (MINRES) and symmetric LQ (SYMMLQ)
methods [107]. To effectively precondition the discrete Stokes matrixC, we have to take the block
structure into account. Moreover, when either MINRES or SYMMLQ is used as a solver, a sym-
metric preconditioner is desirable to preserve the symmetry of the preconditioned system. But this



















































































































has the same spectrum as the Stokes matrixC in (9.7). In fact, it can be shown that when the inverse
of (9.9) is used as a preconditioner, MINRES will converge inthree steps [48]. However, in practice,
the inversion of the Schur complementS := −BA−1BT is too expensive to carry out. Therefore, a
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good approximation of the Schur complementS is sought. For both stable and stablized elements,
the pressure mass matrixQp is spectrally equivalent toS [118,126]. In fact, when the pressure mass
matrix Qp is used to precondition the Schur complementS, he preconditioned stokes system has a
























is effective, as long as̃A is a good approximation to the discrete vector LaplacianA. Efficient
parallel preconditioners forA include DD, GMG, AMG preconditioners, as discussed in Section
9.2. Since the mass matrixQp is well conditioned, any parallel preconditioners are eff ctive.
9.3.2 Navier-Stokes Equations
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First, the block matrixH is nonsymmetric. The GMRES method from the Krylov solvers family is
a suitable choice. Again, we have to take the block structureinto account for effective precondition-
ing. Yet, there is no symmetry to preserve this time, since the coefficient matrixH is nonsymmetric.
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Here, we have the same issue as in the Stokes system, namely, the inversion of the Schur comple-
mentS is too expensive to carry out. Besides, the inversion of the veloctiy blockF is also very
expensive. Therefore, we seek approximations to the Schur complementS and the velocity block





































































whereF̃ andS̃are some approximations forF andS.
The Krylov subspace iteration of system (3.20) with an approximate preconditioner̃P requires
the matrix-vector multiplication of̃P−1. This in turn requires matrix-vector multiplications byF̃−1 in
the velocity subspace and̃S−1 in the pressure subspace. Each of these matrix-vector multiplication
can be achieved via iterative methods. Many different strategies have been studied for the precondi-
tioning of the Schur complementS of Navier-Stokes equations. The precondionerS̃ := ApF−1p M p
[50] based on the commutator of the convection-diffusion operatorF-scaled and the gradient oper-
atorBT-scaled has shown mesh-independent and mildlyRe-dependent convergence for steady state
Picard-linearization of the Navier-Stokes equation. The boundary consistency is discussed in [48].
We expect the performance to be similar for the Newton-linearization of Navier-Stokes equations,
because they share the similar block matrix structure with only differentF blocks. Efficient choices
of applying the matrix-vector multiplications of̃S−1 in parallel include multigrid methods, either
geometric or algebraic.
92
CHAPTER 10. PARALLEL LINEAR SOLVERS FOR SIMULATIONS OF REACTOR THERMAL
HYDRAULICS
Chapter 10
Parallel Linear Solvers for Simulations
of Reactor Thermal Hydraulics
10.1 Overview
In this chapter, we describe research [130], which is related to the preconditioning of Navier-Stokes
equations, using the Algebraic Multigrid Method (AMG). We show the scalability of the resulting
parallel implementation. This work is for the Reynolds-aver ged Navier-Stokes (RANS) equations
with multiple fluid species (up to 5 in our context) on unstrucured meshes. The Newton-Krylov
machinery is carried out with specific user-defined preconditioners to capture the fine structure
of the simulation. It demonstrates the robustness of the physics-based block preconditioners for
complex turbulence multiphase fluid simulations based on RANS. The physical setting significantly
generalizes the single fluid laminar incompressible case atthe heart of our control problem; however,
we have not applied control to the reactor thermal hydraulicproblem. We aim here to demonstrate
that the linear algebraic solvers can be extended to solve mor complex fluid systems.
Performing RANS simulations of turbulent flow inside large computational domains at macro-
scale requires the solution of a nonlinear system of PDEs, which represents the conservation laws
for multi-phase fluid [108]. For steady-state problems, discretizing the PDE on a finite volume
mesh results in a set of nonlinear algebraic equations,F(x) = 0, which can be solved using a variant
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of Newton’s method. At iteratexn, in order to obtain the next iteratexn+1 = xn + ωδxn, Newton
requires the correctionδxn from solving a large sparse system of linear equations of theform,
Aδxn = bn, whereA = [ai j ] is the Jacobian ofF(x) evaluated atxn, andbn is the negative of the
residual of the nonlinear system, namely,bn = −F(xn). When the underlying continuous governing
system is nonlinearly stiff, F(x) may contain continuation temporal terms [35], and the Newton
iteration is typically damped through an under-relaxationfactorω, where 0< ω < 1. In practice,
for an ill-conditioned linear system, combining a Krylov sub pace method with a preconditioner is
essential to reduce the condition number of the resulting coeffi ient matrix, tighten the clustering of
the eigenvalues of the preconditioned system, alleviate the effect of round-off errors, and enhance
the convergence rate. In what follows, we briefly describe two perspectives that are related to this
dissertation work.
10.2 AMG Preconditioned Newton-Krylov Methods
Regarding the choice for preconditioner, we separate each fluid component [130], and then apply
a Krylov solver object to perform the inversion of each subfield. This method can be viewed as a
multiplicative composition of preconditioners built up bysubmatrices. In fact, the preconditioner
can separate coupled degrees of freedom within each mesh cell, namely, each variable in the con-
servation laws. It turns out that the decoupling between thevelocity and the pressure variables is
critical for achieving effective preconditioning. Denotingi as the index for thei-th fluid species,
we group all the velocity componentsui into one field, the pressurepi into another field, and the
volume fractionsαi into a third field. It can be represented as an index set{{ui}, {pi}, {αi}}. This
preconditioner intrinsically has an emphasis on the block structure and thus requires the matrix to
be partitioned on block level over all processes. With this partitioning on all DOFs, we can then
apply the AMG that is based on parallel aggressive coarsening [74] as a preconditioner for the
Newton-Krylov iterations. This process can be viewed as applying a block diagonal preconditioner,
where each block represents a preconditioner for the corresponding velocity variables. This work is
done by using PETSc [12–14] and Hypre [7,8,51].
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10.3 Scalable Data Interface and Scaling Results
Our solver has shown almost linear computational complexity w h respect to the problem sizeM,
which is also the dimension of the JacobianA or the overall number of degrees of freedom (DOF)
on all processes. In other words, for fixed DOF per CPU core, our s lver uses almost constant time
as the problem size increases. Indeed, for each plain GMRES iteration, the complexity isO(r · M)
on a sparse matrix of sizeM with a nonzero ratio per rowr/M. Therefore, for each preconditioned
GMRES iteration of a sparse matrix of sizeM, the complexity will be the sum ofO(r · M) and the
complexity of the sparse preconditioning. In the context ofusing BoomerAMG as a preconditioner
inside the Krylov iteration, the computational complexityof the sparse preconditioning increases
almost linearly with respect to the problem sizeM [121], that is,O(c·M) for some positive constant
c. Therefore, our solver has almost linear complexity per iteration.
With a well-balanced mesh partitioner and discretization,we build up a data interface with
minimal inter-processor data movement to set up the exact memory preallocation for assembling
the Jacobian and to achieve the scalable performance. All these are done on the block matrix level.
In Figure 10.1, we show the weak scaling results of the full and partial-splitting-2 strategies for
two-phase flow in the reactor core geometry. The weak scalingis a measure of how the solution
time varies with the number of CPU cores for a fixed problem size per process. We denote byT(M)
the time to solve a problem of sizeM on a single process or CPU core, and byT(M · P) the time to
solve a problem of sizeM · P on P processes, with a fixed problem sizeM per process. A solver is
scalable if the ratioT(M · P)/T(M) is close to one.
A series of numerical experiments have been performed on theOpt ron Blade Cluster located at
the Computational Center for Nanotechnology Innovations (CCNI) of RPI, Troy, NY. This cluster
consists of 462 IBM LS21 blade servers with two dual-core 2.6 GHz Opteron processors, gigabit
Ethernet and Infiniband interconnects, and system memory ineight, twelve and sixteen gigabyte
configurations. The computational speed improvements to the linear solvers and thus the full simu-
lation would be used for various multiphase problems such asa lo s-of-flow accident scenario in a
Gen. IV reactor.
The cross-sectional view of fuel channels for a section of the assembly is shown in [130]. Thirty
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complete fuel rods of 8mmdiameter and 10.4mmpitch are encompassed by the fluid domain along
with several surrounding partial rods at the boundaries. The length of the domain was varied to
control the aspect ratio of the elements. This assured a constant DOF per core and helped to preserve
the aspect ratio of the elements. The DOF per core was fixed at 1.175E5 along the weak scaling
path, so that each core used same amount of memory
It was observed that, for a given run, a large fraction of the computational time has been spent on
the function calls KSPSetup and KSPSolve. For the two-phaseflow case, the timing on KSPSetup
was 8 times larger, and on KSPSolve was 1.6 times larger, whereas the problem itself was 12 times
bigger. In contrast, using the partial-splitting-2 strategy, the timing on KSPSetup was 4 times larger
and on KSPSolve was 1.3 times larger. As a result, the partial-splitting-2 strategy turns out to be
more scalable. This can be seen from the ratioT(M · P)/T(M) from Figure 10.1, in which the
horizontal axis represents the number of processesNP, the vertical axis represents the wall time for
the solution process, and connected blue and red lines representT(M · P) of the full and partial-
splitting-2 strategies respectively.
Furthermore, there seems to be some nonscalable component in the setting up stage of this
particular preconditioner which damages the overall weak sc lability, and this will be the subject
of a future study. On the other hand, the observation just described has confirmed that it would be
beneficial to reuse the preconditioner during a nonlinear run to avoid the expense of setting up the
preconditioner at each step of the time integration, in order to achieve the overall scalability of the
nonlinear solver.
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Figure 10.1: Weak scaling results with full and partial-splitting-2 strategies for two-phase flow in
the reactor core geometry.
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In this section, we discuss the necessary steps to achieve parallel scalable solutions to optimal
control of CHT processes, and the possibilities of adaptingthe current optimization framework to
more practical engineering settings, such as fluids in 3D complex geometry, compressible fluids,
buoyancy effects, phase change, turbulence, real-time control, control with noisy measurements,
and optimal control of PDEs with random coefficients.
First, to ensure the overall scalability of our control algorithms, we need investigate two aspects,
namely the algorithmic scalability and the implementationscalability. In Section 11.2, we discuss
effective parallel preconditioners for solving the discrete state and the discrete adjoint equations.
This demonstrates, up to certain contemporary practical values for engineering computations, the
algorithmic scalability of our solvers. For computations that push today’s concurrency limits, or
push beyond them to the exascale, there remains significant work to be done on both precondition-
ing, and on the Krylov accelerator, itself. See [68]. Indeed, at each optimization iteration, most of
the computational cost comes from calculating the reduced gra ient and line search. The former
involves solving a pair of state and adjoint PDEs, and the later involves solving the state equation
repeatedly. Therefore, the computational kernel in the optimal control code is solving PDEs, and its
scalability mostly depends on the scalability of the PDE solvers and preconditioners. In Appendix
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C, we focus on the algorithmic scalability of our optimizer and discuss an effective optimization
algorithm, namely the sequential quadratic programming (SQP) method, which does not require
exact solutions of the state or the adjoint equations and does n t compromise the superlinear con-
vergence rate. Finally, The implementation scalability can be ensured by using parallel marix-vector
multiplications inside the Krylov iteration, using truncated Krylov bases, and using inexact Newton
iterations in the SQP method. In Section 11.3, we discuss multiple research directions that can be
explored based this thesis work.
11.2 Scalable Preconditioners for the State Equations
It is evident that the Finite Element matrix in (5.5) of the state equations (2.1)-(2.3) has a block
structure, which assembles the discrete Navier-Stokes, discrete convection-diffusion, and discrete
diffusion operators. In the segregated approach in Remark 5.2.1, the solution process of the state
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CHAPTER 11. FUTURE DIRECTIONS
From the block preconditioners for various discrete operators in Chapter 9 , we know that the fol-
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would be effective for the discrete CHT state matrix. Moreover, we can also build an effective
preconditioner for the discrete adjoint equations due to its structure similarity to the discrete state
equations. With an effective preconditioner, the preconditioned matrix has a spectrum that is only
weakly dependent on the problem size, and thus the preconditi ed Krylov subspace iteration is
algorithmic scalable [25, 49]. Moreover, with a parallel scalable implementation [13, 75] of the
Krylov subspace iteration method, the implementation scalability can be ensured.
11.3 Adaptation of the Optimization Framework to Practical Engi-
neering Settings
As we have discussed in the Chapter 1, the computational kernel in the optimal control code is
solving the state and the adjoint PDEs. Moreover, it is evident from Chapter 10 that parallel scal-
able PDE solvers based on the Newton-Krylov-AMG framework have shown good scalability for
two-phase turbulent fluids in 3D complex reactor core geometry. Therefore, our simulation-based
optimal control strategy can be carried out in these correspondingly more realistic settings. How-
ever, many engineering codes are using various discretizations other than FEM, which makes it
difficult to obtain the analytical Jacobian of the state equations. A remedy to this is to use automatic
differentiation tools [101] to compute the approximated Jacobian for both the state and the adjoint
equations. Alternatively, the Jacobian-Free Newton-Krylov framework [93] is also applicable. In
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this case, the “optimize then discretize” approach is suitable, and special care has to be taken in
implementing the boundary conditions of the adjoint equations.
In our CHT control model, we have currently considered incompressible viscous coolant fluids
without buoyancy effects. But when the temperature change of the fluid has a large impact on
its density, the thermal expansion inside the fluid cannot beneglected and we need consider the
Boussinesq approximation [95], which couples the temperature with the velocity in the momentum
transport equations. In this case, we need treat the velocity-temperature coupling terms in both the
state and the adjoint equations.
Moreover, for compressible coolant fluids governed by the “full” Navier-Stokes equations,
which can be described in conservation forms as a hyperbolicsystem, the resulting optimal control
problems have a similar structure as those appear in the aerodynamic shape optimization. Scalable
solvers for compressible fluids are studied in [61].
In almost all practical settings for conjugate heat transfer processes, the flow is turbulent [18].
PDE-based modeling of Turbulence is to solve the Reynolds-averaged Navier-Stokes Equations
(RANS), which are derived by introducing zero-mean fluctuations to average fluid properties. We
introduce the Reynolds decomposition for the velocity, pressure, and temperature variables
u := U + u′
p := P+ p′
T := T + T′,
(11.3)
where terms in capital andbold letters represent the time average of fluid properties and terms with
primes′ represent the fluctuations with zero means. Using the Reynolds decomposition (11.3) and



















∇ ·U = 0 in Ω2
−ν∇ · (∇U + ∇UT) + (U · ∇)U + ∇P+ ∇ · (u′u′) = b in Ω2
−kf∆T + U · ∇T + ∇ · (u′T′) = 0 in Ω2,
(11.4)
whereA represent the time average ofA. In (11.4), the turbulent stressesu′u′ and turbulent fluxes
u′T′ are new unknowns and depend on the turbulent flow properties.Therefore, to model the
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turbulent stresses and turbulent fluxes and to bring (11.4) to closure, we need additional equations
[127], such as zero equation, one equation, and two equationmodels. It is evident that the turbulence
model (11.4) is much more complex with additional unknowns ad dditional equations than the
laminar model (2.1)-(2.2); therefore, the derivation of the optimality condition for optimal control of
systems governed by (11.4) is more involved. We also note thaw en the underlying discretization
of (11.4) does not allow us to obtain the analytical Jacobianof the state equations, we can use
automatic differentiation tools [101] to compute the approximated Jacobian for both the state and
the adjoint equations.
Furthermore, it is very common that real-time controls are desirable in engineering practice [20].
In these cases, both the constraints and the objective are time dependent, and the resulting adjoint
equations are also time dependent. At each optimization iteration, we need to solve both the state
and the adjoint equations on the whole time domain to obtain the reduced gradient, and this renders
the full space SQP approach impractical, due to its excessivmemory usage when simultaneously
solving nonlinear implicit systems coupled in different intervals in time and multiphysics in space.
Reduced SQP is suitable, and parallelism on the temporal level can be utilized, such as the parareal
methods [11,20].
In practice, target measurements are very often subject to noise. Specialized variational formu-
lations have been derived to deal with noisy data. See [9] forthe solution to the parameter identifica-
tion problem based on noisy measurements of the continuum deformations of a non-homogeneous
isotropic solid.
We have also noticed a recent surge in interest and research efforts in optimal control of PDEs
with random coefficients, due to that many of the simulation parameters cannotbe measured exactly
and very often these measurements are subject to uncertainty. Examples of such parameters are the
Reynolds number, thermal diffusivity, density, shape geometry, and boundary conditions[6]. These
problems have proven computationally very challenging, since now we need to solve many optimal
control problems in the sampling space of the infinite dimensional probability space. However, the
efficiency of the control algorithms in these cases still lies inthe efficiency of the PDE solvers,
since the computational kernel in optimal control for PDEs with random coefficients is still solving
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PDEs. To solve PDEs with random coefficients, there are two class of numerical methods, namely
projection-based methods and sample-based methods. The form r includes the polynomial chaos
and stochastic Galerkin methods, and the latter includes the Monte Carlo and stochastic collocation









Our original objective of this work is to build up an optimal control model for CHT processes using
first principles, since the efficiency of the current forced convection heat transfer system are far
from optimal due to either over-simplified mathematical formulations or vague safety estimates. Our
motivations for this research lie in the fact that CHT control m dels have many important industrial
applications and great potential to improve the thermal effici ncy of current cooling systems and to
reduce the amount of coolant fluid in the system. However, such a CHT control model does not
exist in literature.
As a consequence of our research, we have built up, analyzed and implemented an Dirichlet
boundary control model for CHT processes based on first princi les, namely, the conservation of
mass, momentum, and energy. We have also demonstrated a strategy for smooth and robust so-
lutions for Dirichlet boundary control of fluid-solid conjugate heat transfer processes. Also, we
have demonstrated the eff ctiveness and scalability of the “physics-based” block preconditioners
for multiphase fluid turbulence simulations based on Navier-Stokes equations. Finally, based on the
research results that we have shown, a roadmap can be extrapola ed for parallel scalable solutions
for Dirichlet boundary control of fluid-solid conjugate heat transfer processes, and this is the future
research direction.
A summary for each chapter of the dissertation is as follows.In Part I Chapter 2, we derived the
mathematical formulation of the optimal control problem and its underlying physical constraints,
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namely the governing PDEs that describe the CHT process on a simplified fluid-solid domain. In
Chapter 3, we discussed the building blocks of the finite elemnt modeling for each single physics
involved in the CHT process.
In Part II, we demonstrated an framework for generating smooth and robust boundary control
profiles. In Chapter 4, we set up the variational formulationf r the state equations, derived the
first order optimality conditions and discussed the well-posedness of the control problem in infinite
dimensional function spaces. In Chapter 5, we studied the finit element assembly of the state equa-
tions, explained the nonsmoothness of the boundary controlprofi e on both the continuous and the
discrete levels using regularity estimates, and emphasized the importance of keeping the regularity
term on the control gradient in both the continuous and the discrete objective functions. We illus-
trated in Chapter 6 the numerical smoothing technique that resolved the nonsmoothness issue in the
discrete optimization schemes, and the numerical continuation technique on regularization param-
eters that circumvented the difficulty of locating the global minimum in one shot when the initial
guess of the control problem was far from optimal. In Chapter7, we demonstrated the feasibility,
effectiveness, and robustness of our numerical optimization schemes via two suites of numerical test
problems.
In Part III, we discussed the strategy for generating scalable nd parallel algorithms for CHT
models in Simulations of Reactor Thermal Hydraulics. In Chapter 9, we studied parallel scal-
able preconditioned Krylov subspace iterations for each single physics involved in the CHT procss.
In Chapter 10, we summarized salient algebraic features of our w rk published elsewhere, which
demonstrates the eff ctiveness and scalability of the physics-based block preconditioners for simula-
tions of multiphase turbulent channel flows in reactor thermal hydraulics. In Chapter 11, a physics-
based block preconditioner is suggested for the state equations of the optimal control problem, and
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[6] I. Babuška, F. Nobile, and R. Tempone, A Stochastic Collocation Method for Elliptic Partial
Differential Equations with Random Input Data, SIAM Review, 52 (2010), pp. 317–355.
[7] A. Baker, R. Falgout, T. Gamblin, T. Kolev, M. Schulz, and U. Yang, Scaling algebraic
multigrid solvers: On the road to exascale, in Competence in High Performance Comput-
ing 2010, C. Bischof, H.-G. Hegering, W. E. Nagel, and G. Wittum, eds., Springer Berlin
Heidelberg, 2012, pp. 215–226.
108
BIBLIOGRAPHY
[8] A. H. Baker, R. D. Falgout, T. V. Kolev, and U. M. Yang, Scaling hypre’s multigrid solvers
to 100,000 cores, in High Performance Scientific Computing: Algorithms and Applications,
M. W. Berry, K. A. Gallivan, E. Gallopoulos, A. Grama, B. Philippe, Y. Saad, and F. Saied,
eds., Springer, London, 2004, pp. 261–279.
[9] G. Bal, C. Bellis, S. Imperiale, and F. Monard, Reconstruction of constitutive parameters
in isotropic linear elasticity from noisy full-field measurements, Inverse Problems, 30 (2014),
p. 125004.
[10] G. Bal andK. Ren, Reconstruction of singular surfaces by shape sensitivity analysis and level
set methods, Mathematical Models and Methods in Applied Sciences, 16 (2006), pp. 1347–
1473.
[11] G. Bal and Q. Wu, Symplectic parareal, in Domain Decomposition Methods in Science
and Engineering XVII, U. Langer, M. Discacciati, D. Keyes, O. Widlund, and W. Zulehner,
eds., vol. 60 of Lecture Notes in Computational Science and Egineering, Springer Berlin
Heidelberg, 2008, pp. 401–408.
[12] S. Balay, J. Brown, K. Buschelman, V. Eijkhout, W. D. Gropp, D. Kaushik, M. G. Knepley,
L. C. McInnes, B. F. Smith, and H. Zhang, PETSc users manual, Tech. Report ANL-95/11 -
Revision 3.4, Argonne National Laboratory, 2013.
[13] S. Balay, J. Brown, K. Buschelman, W. D. Gropp, D. Kaushik, M. G. Knepley, L. C. McInnes,
B. F. Smith, and H. Zhang, PETSc Web page, 2013. http://www.mcs.anl.gov/petsc.
[14] S. Balay, W. D. Gropp, L. C. McInnes, and B. F. Smith, Efficient management of parallelism
in object oriented numerical software libraries, in Modern Software Tools in Scientific Com-
puting, E. Arge, A. M. Bruaset, and H. P. Langtangen, eds., Birkhäuser Press, 1997, pp. 163–
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Appendix A
Derivation of the Optimality Conditions
in Section 4.3
In this section, we derive the Optimality Conditions for theDVBC of the CHT process (2.1)-(2.4).







) = q, (A.1)






















∂y = 0 on Γc
Ts − T f = 0 on Γc
∂Ts
∂n = 0 on Γ1, Γ2, Γ3,
(A.2)
whereq represents the volumetric heat source. We note that an altern tive way to write (A.2) is
n · (kf∇T f − ks∇Ts) = 0.
For the convenience in the derivation of the optimality conditions, we write the incompress-
ible Navier-Stokes equations in Cartesian coordinates notation, instead of tensor or index notation,
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u = (0, 0)T on Γc, Γ4
u = g on Γi
−pn + ν(∇u + ∇uT)n = 0 on Γo,
(A.4)
whereg is the inlet velocity boundary control with nonzero components in x-direction only.
Assuming that the thermal transport in the fluid-solid system is forced convection and the buoy-
ancy effect can be neglected, we decouple the fluid internal energy equation from the mass and







) + u · ∇T f = 0, (A.5)






























∂y = 0 on Γc
T f − Ts = 0 on Γc
T f = T0 on Γi
∂T f
∂n = 0 on Γ4, Γo,
(A.6)
whereT0 is inlet temperature boundary condition. As we have shown in(A.5), in the optimization
problem, the fluid internal energy equation is coupled with the fluid kinematics, althoughT f andu
is decoupled in the forward simulation. Without loss of generality, we assumeβ2 = 0 in (2.4) to
simplify the notation in this derivation. (However, we emphasize thatβ2 > 0 has to be enforced on
both the continuous and the discrete levels to ensure the well-posedness of the problem (2.1)-(2.4).
This is actually one of the main results of this study. See Part II for details.) The objective function
(2.4) of the optimal control problem is given by
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whereTd is the desired temperature prescribed at the fluid-solid interface andΩd denotes the obser-
vation domain where the measurement of the fluid temperatureis taken. Without loss of generality,
we setΩd as a subset of the interfaceΓc. The second term in the equation above represents the cost
of the control. It regularizes the optimal control problemsin g and limits the control size. Finally,
we arrive at a non-convex infinite dimensional optimizationproblem in functional spaces, due to the
nonlinear Navier-Stokes PDE constraints.
There are typically two approaches to prove the existence ofoptimal controls. The first is to
choose the appropriate functional spaces for state equations and inequality constraints, and utilize
the solution space structure to construct adjoint equations, gradient variational inequalities, and
minimizing sequences in state and control variables towards optimal. This approach needs very
careful consideration on the choice of functional spaces and their dual and is of great theoretical
interest. The second approach is using Lagrange multipliertheory in function spaces with regularity
assumptions on the structure of the function spaces (constrai t qualification) [76]. The latter is
quite general and can be applied to optimal control problem for ally. Here, we follow this second
approach. Also, see [62, 87]. Introducing Lagrange multipliers, θs, θ f , ξ ≡ (ξu, ξv)T , µ, andτ for
state variablesTs, T f , u ≡ (u, v)T , p and the boundary controlu = g on Γi, respectively, we obtain
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the Lagrangian of the system























































































τ · (u − g)ds.
(A.8)
By the existence theorem of Lagrange multipliers for the optimal control problem (A.1)-(A.7), we
can derive the first order optimality conditions or the Karush-Kuhn-Tucker (KKT) conditions for
the orginal control problem via taking the Fréchet derivitives ofL with respect toTs, T f , u, v and
p along variationsδTs, δT f , δu, δv andδp respectively and making them zero. We note that all
variations need to satisfy the boundary condtions that are not forced by Lagrange multipliers. For
the solid and fluid adjoint internal energy equations, by arbitrarity of the variationδTs andδT f , we
have
−ks∆θs = 0 in Ω1
−kf∆θ f − u · ∇θ f = 0 in Ω2,
(A.9)
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∂y − χΩd (T f − Td) = 0 on Γc
θ f − θs = 0 on Γc
∂θs
∂n = 0 on Γ1, Γ2, Γ3
∂θ f
∂n = 0 on Γ4
θ f = 0 on Γi
kf
∂θ f
∂x + uθ f = 0 on Γo.
(A.10)






































































ξu = 0 on Γi , Γc, Γ4
ξv = 0 on Γi , Γc, Γ4
−µn + ν(∇ξ + ∇ξT)n + (u · n)ξ = 0 on Γo.
(A.12)
The Lagrange multiplierτ, is reduced to the weakly-posed boundary inflow stress of theadjoint
Navier-Stokes equations, namely,
−µn + ν(∇ξ + ∇ξT)n − τ = 0 on Γi . (A.13)
Next, we derive the decision equation. Taking the Fréchet derivitives ofL with respect tog along
vartionsδg, we obtain the reduced gradient equations of the optimalitysystem
τ + βg = 0 on Γi . (A.14)
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Appendix B
Computer Codes for Multiphysics
Controls
B.1 System and Software Requirements
The code has been tested on a Windows 7 system that runs Matlabversion 7.6.0.324 (R2008a).
The information provided here is in the hope that it will be usef l, but WITHOUT ANY WAR-
RANTY, and without even the implied warranty of MERCHANTABILITY or FITNESS FOR A
PARTICULAR PURPOSE. The code is archived at the link:http://goo.gl/MbS7D9.
This code is to demonstrate an numerical scheme with smoothed algorithms and numerical con-
tinuations for generating smooth and robust optimal controls for the conjugate heat transfer process.
It is an independent set of codes that makes function calls tothe library IFISS, Incompressible Flow
& Iterative Solver Software [47, 117]. Therefore, before any code run, one may download IFISS
3.2 from the link: http://www.cs.umd.edu/˜elman/ifiss/download.html, and follow the
instruction and IFISS documentation listed there. Please read the License Information for IFISS for
its relevant usage, and the document of IFISS for citation.
The input parameters used in the optimal control models are pssed through interactive com-
mand line. A snapshot of the input for the Numerical Test Case1 in Section 7.1 is as follows:
* * *Optimization of CHT problem demo* * *
-----------------------------------------------------------
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flow in a CHT setting [0,L]x[0,H]
-----------------------------------------------------------
* * * * * * *Grid generation* * * * * * .
* * *fluid velocity and pressure* * * *.
* * * * * * * * * * * * * * * * * * * * .
Input the velocity domain height Hv (default 1): 0.75
Input the domain width L (default 1) :
Input the number of elements in x direction (default 2): 16
Input the multiplication factor in y-direction (default Hv/L) :
Number of elements in y-direction is: 12
**Grid generation for fluid velocity and pressure**.
Grid statistics Number of elements: 192 ( 16 x 12)
hxmin=0.0625 hxmax=0.0625
hymin=0.0625 hymax=0.0625
Grid partitioning done in 0.035 seconds
Velocity and Pressure Grid data saved in box_grid1h_v.mat.
* * * * * * *Grid generation* * * * * * .
* * * **fluid/solid temperature* * * *.
* * * * * * * * * * * * * * * * * * * * * * * .
The temperature domain length is: 1
Input the temperature domain height Ht (default ==L) :
Number of elements in y-direction is: 16
Input the multiplication factor in y-direction (default Ht/L) :
Number of elements in y-direction is: 16
**Grid generation for fluid velocity and pressure**.
Grid statistics Number of elements: 256 ( 16 x 16)
hxmin=0.0625 hxmax=0.0625
hymin=0.0625 hymax=0.0625
Grid partitioning done in 0.030 seconds
Temperature Grid data saved in box_grid1h_t.mat.
SPACE DISCRETIZATION OF THE CHT PROBLEM (u,p,T):
Setting up Q2-Q1-Q2 matrices:
setting up Q2-Q1 matrices... done
Input the fluid domain heat coefficient (default 2) : 0.1
Input the fluid domain heating source (default 0) :
Input the solid domain heat coefficient (default 1) :
Input the solid domain heating source (default 6) :
Number of velocity elements: 192
Number of temperature elements: 256
Number of velocity dofs (x+y): 1650
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Number of pressure dofs: 221
Number of temperature dofs: 1089
Total number of dofs: 2960
Temperature System setup in 0.057 seconds
done
setting up Q2 diffusion matrices... done
Grid data saved in *** box_grid1h_v.mat and box_grid1h_t.mat ***
System matrices saved in *** cht_nobc.mat ***
Generate all the parameters for the nonlinear CHT problem:
fluid k-viscosity (default 1.0) : 0.001
Objective function penalty parameter: beta1 for L2 control term (default 1.0) :
Objective function penalty parameter: beta2 for H1 control term (default 1.0) :
nonlinear tolerance (default 1.e-8) :
uniform/exponential streamlines 1/2 (default uniform) :
B.2 The Main Routine
To describe the hierarchy of the optimal control code, we list the commentedmain routine in the
following.
%%%% temperature BCs and RHS
system(’copy .\cht\test_problems\cht_temp.m .\diffusion\specific_bc.m’);
system(’copy .\cht\test_problems\cht_rhs.m .\diffusion\specific_rhs.m’);
fprintf(’\n * * *Optimization of CHT problem demo* * *\n’)
cht_gen;









% smoothed Reduced gradient method
if( optimizer == 1)
para.c1= 1.e-4; ... % parameters
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[ ctrl, iter,iterls, iflag ] = cht_reducedgradient_wp( ctrl0, para);
% smoothed L-BFGS method
elseif ( optimizer == 2)
para.c1= 1.e-4; ... % parameters
[ ctrl, iter, iterls, iflag ] = cht_lbfgs_wp( ctrl0, para);
% K-phase smoothed L-BFGS method
elseif ( optimizer == 3)
para.c1= 1.e-4; ... % parameters
[ ctrl, iter_pt, iterls_pt, iflag ] = cht_pt_lbfgs_wp( ctrl0, para);
end
The partitioning of the physical domain and the assembly of initial FEM matrices are carried out
in cht_gen, the target temperature profile is generated incht_1pl_2uTd_gen, and the initial con-
trol is generated incht_gencontrol. We have adopted the Modular Programming paradigm to
enhance the readability of the code, and the optimization framework is based on [72].
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(LNRK) Framework for Multiphysics
Controls
C.1 Overview
Many nonlinear optimization problems, either constrainedor unconstrained, are solved by using
solution sequencing techniques, in which solutions of a sequence of subproblems are forced to
converge to the global minimum. Among those techniques, thesequential quadratic programming
(SQP) method [23, 27, 53, 104] and the interior point method [78, 104, 128] are the most efficient
ones. Both methods have been applied successfully to optimal control with PDE constraints. See
[42, 57, 78]. For the optimal control problem of CHT processes, we have chosen the SQP method,
which is derived from the Lagrange-Newton framework. In this method, there are two approaches to
solving the quadratic programming subproblems, namely thefull space SQP method, in which the
state and the control variables are solved and updated simultaneously, and the reduced space SQP
method, in which the linearized Karush-Kuhn-Tucker (KKT) system is reduced to a much smaller
dense linear system in the control space only.
In multiphysics boundary control problems where the actuation device is only effective in a
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single physics and only on a very small part of the domain, such as in optimal control of CHT pro-
cesses, the discrete control space has a much smaller dimension than the discrete state space. This
implies that the reduced SQP method is a more suitable choice. In fact, the reasons are threefold.
First, each of the state, the adjoint, and the reduced Hessian ystems in the reduced SQP method
has a much smaller size than the linearized KKT system in the full space. Therefore, the solution
process of the reduced SQP method consumes much less memory.M reover, the separation be-
tween the state and the adjoint systems in the reduced SQP method has made it convenient to reuse
the solvers and preconditioners of the state and adjoint PDEs. This is a quite desirable feature for
complex multiphysics simulations. Furthermore, the reducHessian in the reduced SQP method
is dense, but much smaller and much better conditioned than the full discrete KKT matrix in the full
space SQP method.
In Section C.2, we derive the Lagrange-Newton reduced spaceapproach. The quasi-Newton
approximation for the reduced Hessian is discussed in Section C.3. In Section C.4, we make con-
nections between the reduced space approach and the implicitly constrained optimization problem.
The merit function for the line search process is studied in Section C.5, and the inexactness issue is
discussed in Section C.6.
C.2 Lagrange-Newton Reduced Space Approach
In constrained optimization problems, the optimality conditions are characterized by the stationarity
of the Lagrangian function [29], namely the Karush-Kuhn-Tucker (KKT) conditions. The Lagrange-
Newton (or SQP) method applies Newton linearization to the KKT conditions and solves for the
optimal solution iteratively. It can be shown that under theassumptions of constraint qualifications,
the Lagrange-Newton method defines a SQP algorithm, and the Newton linearization of the KKT
conditions provides a quadratic approximation for both thePDE constraints and the Lagrangian
function [4].
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subject to h(y, u) = 0,
(C.1)
whereu is the control variable,y the state variable,f (y, u) the objective function, andh(y, u) = 0
the constraints, which is usually a system of ODEs [115] or PDEs [21, 76]. When the Jacobian of
theh(y, u) is nonsingular, the constraintsh(y, u) = 0 define an implicit functiony := y(u). In prac-
tice, there are various interpretations of the control variableu, for instance,u is the reconstruction
parameter [10,68] in inverse problems, andu is the shape parameter [78] in shape optimization. To
















subject to h(x) = 0.
(C.2)
Moreover, we introduce the Lagrangian function
L(x, λ) := f (x) + λTh(x). (C.3)
By taking variations ofL with respect to the primal variablex and the multiplierλ respectively and











Lx(x, λ) = g(x) + C(x)Tλ = 0
Lλ(x, λ) = h(x) = 0,
(C.4)
whereg(x) is the gradient of the functionf (x), and thei-th row of the matrixC(x) is the gradient of
thei-th component of the constraintsh(x). We denote byH(x) the Hessian of the LagrangianL(x, λ)
and apply Newton’s method to the KKT conditions (C.4). Then,we obtain the Newton system for




































































































































































We have omitted the iteration numbersk and k + 1 and the notation (xk+1, λk+1)T = (xk, λk)T +
(dx, dλ)T , and in what follows, we omit the dependency onx in (C.5) and (C.6). It can be shown

















x Hdx + g
Tdx
subject to Cdx + h = 0.
(C.7)
Therefore, the Lagrange-Newton method is also referred to as the SQP method. In general, two
approaches exist for solving the system (C.5), namely the full space approach and the reduced
space approach. In the full space SQP method, the Newton system (C.5) is solved in the primal and
the dual spaces simultaneously [3, 110, 132, 133]; in the reduc space SQP method [22, 57, 103],
(C.5) is reduced to a much smaller system in a subspace of the primal variablex = (y(u), u), and the
subspace is almost always chosen to be the control spaceu in optimal control problems with PDEs
constraints [3,28,57,76].
For deriving the reduced space SQP method, we use (C.6) and intro uce the subspace decom-
position for the Newton updatedx of the primal variablex
dx := Ydy + Udu. (C.8)
We assume that the columns of the matrixY are the basis of the range space ofCT and the columns
of U are the basis of the null space ofC, namelyCU = 0. From the expansion of the second row in
(C.6), we obtain the state equation
(State) CYdy = −h or Cdx = −h. (C.9)
By multiplying the first row of (C.6) byYT from left, we obtain the adjoint equation
(Adjoint) YTCTλ = −YT(Hdx + g) ≈ −YTg, (C.10)
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where in the last step we have used the fact thatdx eventually converges to zero in the nonlinear
optimization iterations for a fixedg [104]. Finally, by multiplying the first row of (C.5) byUT from
left, we obtain the reduced Hessian equation for the controlupdatedu
(Reduced)
UTHdx + UTCTdλ = −UTLx , where − UTLx = −UTg
UTHYd y + UTHUdu = −UTLx
UTHUdu ≈ −UTLx,
(C.11)
where we have usedUTCT = 0 and the fact thatdy eventually converges to zero in the nonlinear
optimization iterations for a fixedu [104]. In practice, the reduced SQP problem (C.11) can be
solved by two different methods, namely the Newton reduced SQP method where the matrix-vector
multiplication of the reduced HessianUTHU is carried out exactly, and the quasi-Newton reduced
SQP method where the matrix-vector multiplication of (UTHU)−1 is computed by quasi-Newton
approximations, such as the L-BFGS method [98,102].
C.3 Quasi-Newton Approximation for the Reduced Hessian
For optimization problems with PDE systems as constraints,t i not rare that the second order in-
formation of the objective function is too complex or too expnsive to obtain. However, the first
order information is always accessible [28, 62, 76]. Therefore, it is practical in complex problems,
such as CHT controls, to seek quasi-Newton approximations fr the reduce HessianUTHU or its in-
verse. The advantages of using quasi-Newton methods for (C.11) are threefold. First, quasi-Newton
methods are gradient-based methods, which do not require the Hessian of the Lagrangian function.
Second, these methods are memory and computationally efficient. They do not store any part of the
Hessian or solve for exact Hessian-vector multiplications, which are required by Newton’s method,
and which involve the solutions of auxiliary state and adjoint systems that are computationally very
expensive. In fact, the quasi-Newton method only solves a much smaller linear system with a dense
symmetric positive definite (SPD) reduced Hessian [57] and store a limited amount of vectors to
recover the approximated Hessian-vector multiplications. Third, these methods has a local super-
linear convergence rate. The quasi-Newton methods use succssive gradient information obtained
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from previous iterations to build up a local approximation tthe reduced Hessian or its inverse. It
can be shown that these methods have a superlinear convergenc rate when guarded with an efficient
line search procedure [104]. Furthermore, in quasi-Newtonapproximations, we can easily incorpo-
rate the numerical smoothing device into the two-loop recursion, given that numerical smoothing is
required by CHT control problems [131]. Also, see Section 6.4 for a detailed discussion.
For optimal control of PDE systems, it is important to take account of the partitioning between
the state variabley and the control variableu. In fact, this partitioning has been implicitly taken care
of and been available in almost all existing software for PDEsimulations, due to that the control
device can be either boundary conditions [3, 26], source terms [122], shape parameters [78], or
unknown coefficients [10, 67, 68]. Therefore, once the range-null space deomposition of the state
JacobianC in (C.8) is aligned with the state-control space partitioning, reusing the existing PDE
solvers and preconditioners is possible for the optimal control problems.
We recall the structure of the primal variablex := (y(u), u), and partition the Jacobian matrix as
















































has been applied successfully in many optimal control problems [28, 57, 69]. We summarize the
L-BFGS reduced SQP method in Algorithm C.3.1.
C.4 Connections to the Implicitly Constrained Optimization Problem
Our derivation of the reduced SQP method is on the discrete level, namely in finite dimensional
spaces where the Jacobian of the state equation is defined andpartitioned. In fact, there is a contin-
uous analogue of the reduced SQP method in infinite dimensional fu ction spaces. See [28,72,76].
We consider again the constrained optimization problem (C.1) with the state variable being an im-
plicit function, namelyy := y(u) defined byh(y, u) = 0. We then arrive at the implicitly con-




f̂ (u) := f (y(u), u) (C.13)
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Algorithm C.3.1 Smoothed L-BFGS reduced SQP method
1. Set up the initial controlu0 and setn = 0
while ( ‖UTg‖ >= tolerance orn == 0 ) do
2. Solve the state equations (C.9) fordy
3. Solve the adjoint equations (C.10) forλ
4. Solve the reduced Hessian equation (C.11) fordu via two-loop recursion Algorithm 6.4.2
5. Start the line search process and take initial stepsizeα = 1
whileM((xn, λn) + α(dx, dλ)) >M(xn, λn) + c1α(∇M, (dx, dλ)) do
5.1 Setα = c2α
end while
6. Set (yn+1, un+1) = (yn, un) + α(dy, du) andn = n+ 1
end while
For the optimization problem (C.13), many gradient-based methods are applicable, such as the
Steepest Descent method, the nonlinear conjugate gradient(CG) methods, and the quasi-Newton
method. Their convergence rates range from linear to superlinea [28, 104]. See [131] or Chapter
6-7 for the application of the Steepest Descent method and the quasi-Newton method to optimal
control of CHT processes. When the reduced Hessian∇2 f̂ (u) is accessible, the Newton CG method
can be employed to achieve the local quadratic convergence by solving Newton’s equation of the
unconstrained optimization problem (C.13)
∇2 f̂ (u)du = −∇ f̂ (u), (C.14)
wheredu is the Newton direction of the control variableu. There are generally two approaches to
computing the reduced gradient∇ f̂ (u), namely the sensitivity approach and the adjoint approach
[62,76]. To see the connections between the reduced SQP method in Section C.2 and the Newton CG
method for the implicitly constrained optimization problem, we take the adjoint approach. Again,
we denote byC the Jacobian of the state equationh(y, u) = 0, and we partition the statey and the
controlu as before, namelyC := [Cy|Cu]. After applying the implicit function theorem [72,76] on
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h(y, u) = 0, we have
Cyyu = −Cu
yu = −C−1y Cu.
(C.15)
Therefore, the reduced gradient is
∇ f̂ (u) = yTu∇y f (y(u), u) + ∇u f (y(u), u)
= −CTu C−Ty ∇y f (y(u), u) + ∇u f (y(u), u)
= UT∇x f (y(u), u)
= UTg,
(C.16)


























If we define the multiplier
(Adjoint) λ := C−Ty ∇y f (y(u), u), (C.18)
the reduced gradient can be written
(Gradient) ∇ f̂ (u) = −CTuλ + ∇u f (y(u), u) = Lu. (C.19)
For the derivation of the Hessian∇2 f̂ of the reduced objective function̂f , we refer to [72, 76]
and write



























It is evident from (C.16) and (C.20) that the Newton equation(C.14) has the same expression with
the reduced Hessian equation (C.11) of the reduced SQP method in Section C.2. However, the re-
duced SQP method equations (C.9)-(C.11) are different from those of the implicitly constrained
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optimization problem (C.13)-(C.14). At each nonlinear optimization iteration, in reduced SQP
method, we are solving one linearized state equation (C.9) for a fixed controlu, but in the reduced
optimization problem, becausey := y(u) is considered as an implicit function, we need to solve
the nonlinear state equationh(y, u) = 0 for y exactly. Moreover, the reduced SQP method is much
more efficient, because when the optimization iterate is outside thebasins of attraction in Newton
or quasi-Newton methods, feasibility of the state equationca be relaxed to avoid oversolving.
C.5 Merit Functions for the Line Search Process
It is evident from (C.5) that in the SQP method, the feasibility of the state variabley has been
relaxed, namely the solution of (C.5) merely satisfies the lin arized constraintsC(x)dx = −h(x).
In other words, the nonlinear constraintsh(x) = 0 may not be satisfied during the optimization
process. Therefore, we need measure both the value of the objective function and the violation of
the nonlinear constraints in globalization procedures, such as line search or trust region methods,
to determine proper stepsizes. For SQP methods, including both the full and the reduced space
approaches, two popular merit functions are thel1 merit function [26,104]
M1 := f (x) + µ1‖h(x)‖1 (C.21)
and the augmented Lagrangian function [26,41,69,104,110]








It is clear that when the parametersµ1 andµ2 which penalize the violation of the constraintsh(x) = 0
are small, the optimization step chosen will be mostly reducing the objective function value, and
whenµ1 andµ2 are large, the step chosen will be mainly reducing the violation of the constraints.
Therefore, it is intuitive to choose small parameters at thebeginning of the optimization process,
since the control is still far from optimal at this stage and the merit function is designed to accept
rough estimates of the state variables, which are computationally inexpensive to obtain. Gradu-
ally, we increase those parameters and enforce the feasibility when the control is approaching the
optimum.
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The drawback of using thel1 merit function is the Maratos effect [26, 104], which represents
the case that a good line search step is rejected and the superlinear convergence rate is hindered. To
overcome this difficulty, two strategies are used in practice. First, a second order correction term
can be added to the search directiondx := (dy, du) if the current line search step fails. Second, a
nonmonotone line search process can be used. See [104] for more details. The directional derivative
forM1 is
(∇M1, dx) = (∇f (x), dx) − µ1‖h(x)‖1
= ∇fT (x)dx − µ1‖h(x)‖1,
(C.23)
and the strategy for choosing the penalty parametersµ1 includes
µ1 > ‖λ‖∞, (C.24)
which uses the multiplierλ and ensures the descent condition for thel1 merit functionM1 anddx.
The augmented Lagrangian function does not suffer from the Maratos effect. But the eveluations
of the merit functionM2 and its gradient∇M2 are more involved. For the search direction (dx, dλ),
the directional derivation ofM2 is
(∇M2, (dx, dλ)) = (∇xL(x, λ), dx) + (∇λL(x, λ), dλ) + µ2(CT(x)h(x), dx)
= ∇xLTdx + ∇λLTdλ + µ2hTCdx,
(C.25)
where in the last step we have omitted the dependence onx andλ for brevity. With Cdx = −h in





to ensure the descent condition (∇M2, (dx, dλ)) < 0. We note that all the quantities∇xL, ∇λL, dx,
dλ andh are available at thek-th iteration (xk, λk)T in the SQP method.
C.6 Inexactness of the Solution Process
The SQP method is very efficient, due to its inherent inexactness of solving the nonlinear KKT
conditions at each optimization iteration. In fact, to further enhance the efficiency of the SQP
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method, we can explore another level of inexactness, namelyw can use inexact Newton methods
to solve the linearized KKT system at each optimization iteration, either in the full space [54] or in
the reduced space [24,71,82].
Inexact Newton (or truncated Newton) methods have been veryimportant strategies for solving
large scale nonlinear equationsh(y) = 0. Instead of taking the exact Newton stepdy by solving the
Newton equationh(yk)+∇hT (yk)dy = 0, the inexact Newton method accepts the Newton updatedy
as long as the following inexact or relaxed condition is satisfied
‖h(yk) + ∇hT(yk)dy‖ ≤ ηk‖h(yk)‖, (C.27)
whereηk is the forcing term [38, 44, 45]. Two strategies for choosingthe forcing termηk are sug-


















5/2 > 0.1; (C.29)






, where γ ∈ [0, 1] andα ∈ (1, 2], (C.30)
with safeguard
ηk = max{ηk, γ(ηk−1)α} when γ(ηk−1)α > 0.1. (C.31)
These strategies have been applied successfully to large scal imulations [26, 34, 81, 110], and
the advantage of using inexact Newton schemes lies in that itgreatly saves computation through
acceptting an inexact Newton updatedy when the current iterateyk is far from the roots of the
nonlinear equations and outside the basins of local quadratic convergence. For the strategy (C.28)-
(C.29), theq-superlinear local convergence can be proved, and for the strategy (C.30)-(C.31), the
q-quadratic local convergence can be recovered with specifically hosenγ andα. See [45] for
details.
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Inexact Newton methods have been extended to unconstrainedoptimization problems [39] and
constrained optimization problems [24,26,54,71,82]. Forthe full SQP approach, the bound on the
forcing termηk for solving the nonlinear KKT conditions is given in [26]. For the reduced SQP
approach, the bound onηk is given in [71] and in [24] for the trust region method and thelin search
method respectively.
The efficiency gain of introducing the inexactness in solving the lin arized KKT conditions is
justified by the observation that when the controlu is far from optimal, the quadratic approximation
(C.7) defined by the Lagrange-Newton method of the original problem (C.2) is of low quality.
Therefore, it is beneficial to use inexact statey, adjoint λ and controlu to save computation at
the beginning of the optimization scheme. As the controlu approaches optimum, we can reduced
the forcing term to recover the superlinear convergence andreduced both the nonlinear constraints
and the objective function simultaneously. In complex engineering simulations, such as the CHT
process, it is desirable to solve both the state and adjoint equations (C.9)-(C.10) using the inexact
Newton method above.
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