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Abstract
In this article, we study the cyclotomic polynomials of degree N − 1 with coefficients restricted to the
set {+1,−1}. By a cyclotomic polynomial we mean any monic polynomial with integer coefficients and all
roots of modulus 1. By a careful analysis of the effect of Graeffe’s root squaring algorithm on cyclotomic
polynomials, P. Borwein and K.K. Choi gave a complete characterization of all cyclotomic polynomials
with odd coefficients. They also proved that a polynomial p(x) with coefficients ±1 of even degree N − 1
is cyclotomic if and only if p(x) = ±Φp1(±x)Φp2(±xp1) · · ·Φpr (±xp1p2···pr−1), where N = p1p2 · · ·pr
and the pi are primes, not necessarily distinct. Here Φp(x) := xp−1x−1 is the pth cyclotomic polynomial.
Based on substantial computation, they also conjectured that this characterization also holds for polynomials
of odd degree with ±1 coefficients. We consider the conjecture for odd degree here. Using Ramanujan’s
sums, we solve the problem for some special cases. We prove that the conjecture is true for polynomials of
degree 2αpβ − 1 with odd prime p or separable polynomials of any odd degree.
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We are interested in studying polynomials with coefficients restricted to the set {+1,−1}. This
particular set of polynomials has drawn much attention and there are a number of difficult old
questions concerning it (e.g. see [1]). Littlewood raised a number of these questions in [11] and
so we call these polynomials Littlewood polynomials. A Littlewood polynomial of degree N − 1
has L2 norm on the unit circle equal to
√
N . Many of the questions raised concern comparing
the behavior of these polynomials in other norms to the L2 norm. One of the older and more
intriguing of these asks whether such polynomials can be “flat.” Specifically, do there exist two
positive constants C1 and C2 so that for each N there is Littlewood polynomial P(z) of degree
N − 1 with
C1
√
N <
∣∣p(z)∣∣< C2√N
for each z of modulus 1?
The size of the Lp norm of Littlewood polynomials has been studied from a number of points
of view. The problem of minimizing the L4 norm has also attracted a lot of attention (e.g. see
[3–7]).
Mahler raised the question of maximizing the Mahler measure of Littlewood polynomials.
The Mahler measure is the limit of the Lp norm on the circle as p → 0+ and one would expect
this to be closely related to the minimizing problem for the L4 norm above (see [9]).
Let P(x) be a cyclotomic polynomial of degree N − 1, that is,
P(x) = a0 + a1x + · · · + aN−1xN−1, ai ∈ Z,
and all the roots of P(x) are of modulus one. For convenience, we also let n = N − 1 so that
n is the degree and N is the length of the polynomial P(x). Let Φm(x) be the mth irreducible
cyclotomic polynomial, that is,
Φm(x) :=
m∏
j=1
(j,m)=1
(
x − ξjm
)
whose roots are the primitive mth roots of unity. Here (j,m) = gcd(j,m) and ξm := e2πi/m.
By a classical result of Kronecker, polynomials with integer coefficients having minimal
Mahler measure 1 are precisely cyclotomic polynomials, or xn.
In [2], P. Borwein and K.K. Choi addressed the question of characterizing the cyclotomic
Littlewood polynomials of even degree and showed that all cyclotomic polynomials with odd
coefficients are characterized as follows.
Theorem 1.1. Let N = 2tM with t  0 and (2,M) = 1. A polynomial, P(x), with odd coefficients
of degree N − 1 is cyclotomic if and only if
P(x) = ±
∏
Φ
e(d)
d (x)Φ
e(2d)
2d (x) · · ·Φ
e
(
2t+1d)
2t+1d (x),
d|M
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e(d) +
t+1∑
i=1
2i−1e
(
2id
)=
{
2t for d | M , d > 1;
2t − 1 for d = 1.
Furthermore, if N is odd, then any polynomial, P(x), with odd coefficients of even degree N − 1
is cyclotomic if and only if
P(x) = ±
∏
d|N,d>1
Φ
e(d)
d (±x)
where the e(d)’s are non-negative integers.
They also gave an explicit formula for the number of such polynomials. Their analysis in [2]
was based on a careful treatment of Graeffe’s root squaring algorithm.
It transpires that all cyclotomic Littlewood polynomials of fixed degree have the same fixed
point on iterating Graeffe’s root squaring algorithm. This gives a characterization of all cyclo-
tomic polynomials with odd coefficients.
Among the polynomials with odd coefficients, we are particularly interested in Littlewood
polynomials, i.e., with ±1 coefficients. As a corollary of Theorem 1.1, Borwein and Choi ob-
tained the characterization of all Littlewood cyclotomic polynomials of even degree.
Theorem 1.2. Suppose N is odd. A Littlewood polynomial, P(x), of degree N − 1 is cyclotomic
if and only if
P(x) = ±Φp1(±x)Φp2
(±xp1) · · ·Φpr (±xp1p2···pr−1),
where N = p1p2 · · ·pr and the pi are primes, not necessarily distinct.
The authors in [2] conjectured that Theorem 1.2 also holds for polynomials of odd degree.
They computed up to degree 210 (except for the case n = 191). The computation was based on
computing all cyclotomic polynomials with odd coefficients of a given degree and then check-
ing which were actually Littlewood and checking that this set matched the set generated by the
conjecture. For example, for n = 143 there are 6 773 464 cyclotomic polynomials with odd coef-
ficients of which 416 are Littlewood.
Conjecture 1.3. A Littlewood polynomial, P(x), of degree N − 1 is cyclotomic if and only if
P(x) = ±Φp1(±x)Φp2
(±xp1) · · ·Φpr (±xp1p2···pr−1),
where N = p1p2 · · ·pr and all pi are primes, not necessarily distinct.
In this article, we prove the conjecture is true for polynomials of degree n = 2αpβ − 1 with
odd prime p or for separable polynomials of any odd degree.
Theorem 1.4. Conjecture 1.3 is true for separable Littlewood cyclotomic polynomials.
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where N = 2αpβ and p is an odd prime.
Here we recall that a separable polynomial is a polynomial with no repeated roots.
In [12], R. Thangadurai proves that Conjecture 1.3 is true for separable polynomials of degree
n = 2rpl − 1. There is apparently a typographical error in the abstract of [12] where the word
“separable” is forgotten to be written and the separability in fact is assumed in his proof. Our
results improve Thangadurai’s result.
2. Separable polynomials
Let P(x) = a0 +a1x+· · ·+anxn, ai = ±1, and N = n+1 = 2tM with 2  M be a Littlewood
polynomial of degree N − 1. We also assume that P(x) is a product of cyclotomic polynomials.
Without loss of generality, assume a0 = a1 = +1, by replacing by −P(x) or P(−x) if necessary.
Now consider
Q(x) = −Φ1(x)P (x)
= (1 − x)P (x)
= a0 + (a1 − a0)x + · · · + (aN−1 − aN−2)xN−1 − aN−1xN
:= b0 + b1x + · · · + bNxN (2.1)
with b0 = a0 = 1 and bN = −aN−1 = ±1 but b1, b2, . . . , bN−1 ∈ {−2,0,2} because ai = ±1.
Also since a1 = 1, so b1 = 0. We now suppose that
a0 = a1 = · · · = ai−1 = 1 and ai = −1
for some i  2 (if such i does not exist, the result becomes trivial because P(x) = 1 + x +
· · · + xn). This corresponds to
b0 = 1, b1 = · · · = bi−1 = 0 and bi = −2. (2.2)
By Theorem 1.1, we have the factorization of Q(x) into cyclotomic polynomials
Q(x) =
∏
d|M
t+1∏
l=0
Φ
e
(
2ld
)
2ld (x)
where for any d | M
e(d) + e(2d) + 2e(4d) + · · · + 2t e(2t+1d)=
t+1∑
φ
(
2l
)
e
(
2ld
)= 2t . (2.3)l=0
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of all the roots of Φm(x) is
cm(j) =
m∑
h=1
(h,m)=1
ξ
hj
m
where cm(j) is the Ramanujan’s sum, so
Sj =
∑
d|M
t+1∑
l=0
e
(
2ld
)
c2ld (j). (2.4)
Since P(x) is a product of cyclotomic polynomials, it follows that xN−1P(x) = ±P( 1
x
) and
consequently we may write Newton’s identity (e.g. p. 5 of [8]) as
Sj + b1Sj−1 + · · · + bj−1S1 + jbj = 0
for j  n.
For j = 1, we have S1 + b1 = 0. However, b1 = 0 and hence S1 = 0.
For i > 2 and j = 2, we have b1 = b2 = 0 and so
S2 = −b1S1 − 2b2 = 0.
Inductively, we have
S1 = · · · = Si−1 = 0. (2.5)
For j = i, we have
Si = −ibi = 2i. (2.6)
In order to prove Conjecture 1.3 for our cases, we aim to obtain some “periodic” properties
for Sj .
The following two lemmas are elementary results about the greatest common divisor which
are useful later.
Lemma 2.1. Let N and k be positive integers. Then for any d | N , we have
(d, k) = (d, (N, k)).
Proof. For any d | N , we first see that since (N, k) | k, so
(
d, (N, k)
) | (d, k).
On the other hand, since d | N so (d, k) | (N, k). Thus (d, k) | (d, (N, k)). This proves the
lemma. 
For the remainder of this section, we write the length N of P(x) as N = 2tM with M odd.
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Proof. Let d | M . Since (N, k) | k, we first have
(
2t+1d, (N, k)
) | (2t+1d, k).
It remains to prove that
(
2t+1d, k
) | (2t+1d, (N, k)). (2.7)
Let p be an odd prime. If pα | (2t+1d, k) then pα | (d, k). Clearly, pα | (N, k). Thus,
pα | (2t+1d, (N, k)).
If 2α | (2t+1d, k) then 2α | k. Because 2t+1  k we get α  t . Since N = 2tM , so 2α | N and
hence 2α | (N, k). Therefore, 2α | (2t+1d, (N, k)). This proves (2.7). 
It is well known (e.g. Theorem 272 of [10]) that
cq(m) = μ
(
q
(m,q)
)
φ(q)
(
φ
(
q
(m,q)
))−1
, (2.8)
where μ(n) is the Möbius function and φ(n) is Euler’s totient function. We note from (2.8) that
if (q,m1) = (q,m2) then
cq(m1) = cq(m2). (2.9)
We next establish some “periodic” properties for Sj .
Lemma 2.3. If 2t+1  k, then we have
Sk = S(N,k).
Proof. In view of Lemma 2.1 (for 0  j  t) and Lemma 2.2 (for j = t + 1), if 2t+1  k, then
(2j d, k) = (2j d, (N, k)) for j = 0,1, . . . , t + 1 and d | M . Hence from (2.4) we have
Sk =
∑
d|M
t+1∑
l=0
e
(
2ld
)
c2ld (k) =
∑
d|M
t+1∑
l=0
e
(
2ld
)
c2ld
(
(N, k)
)= S(N,k). 
Lemma 2.4. If 2t+1 | k and k N − 1, then Sk = 0.
Proof. Let k = 2t+1k′. Then for any 0 j  t + 1 and d | M , we have
c2j d (k) = μ
(
2j d
(2j d, k)
)
φ
(
2j d
)(
φ
(
2j d
(2j d, k)
))−1
= μ
(
d
(d, k)
)
φ
(
2j
)
φ(d)
(
φ
(
d
(d, k)
))−1
= cd(k)φ
(
2j
)
.
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Sk =
∑
d|M
t+1∑
j=0
e
(
2j d
)
c2j d (k)
=
∑
d|M
t+1∑
j=0
e
(
2j d
)
φ
(
2j
)
cd(k)
=
∑
d|M
cd(k)
t+1∑
j=0
e
(
2j d
)
φ
(
2j
)
= 2t
∑
d|M
cd(k)
by (2.3). We note that k ≡ 0 (mod M); otherwise N | k and k N . The lemma now follows from
the fact that
∑
d|M cd(k) = 0 for k ≡ 0 (mod M). 
Lemma 2.5. For the integer i defined in (2.2), we have i | N .
Proof. Since Si = 2i = 0, by Lemma 2.4, 2t+1  i. By Lemma 2.3, Si = S(N,i). If (N, i) < i then
S(N,i) = 0 = Si by (2.2). Hence (N, i) = i and i | N . 
We end this section by proving Theorem 1.4.
Proof of Theorem 1.4. Suppose P(x) is a separable cyclotomic Littlewood polynomial of de-
gree N − 1 with N = 2tM , t  1, and odd integer M (for the case t = 0, the result follows from
Theorem 1.2). Then
P(x) =
∏
d|M
Φ
e(d)
d (x)Φ
e(2d)
2d · · ·Φ
e
(
2t+1d)
2t+1d
where e(l) is either 0 or 1 (because P(x) is separable) and satisfies
e(d) +
t+1∑
i=1
2i−1e
(
2id
)=
{
2t if d | M , d > 1;
2t − 1 if d = 1.
For d = 1, we have
e(1) + e(2) + 2e(4) + · · · + 2t e(2t+1)= 2t − 1.
Since e(j) is either 0 or 1, so we must have e(2t+1) = 0 and
e(1) + e(2) = e(4) = e(8) = · · · = e(2t) = 1.
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Φ2k (x) = Φ2
(
x2
k−1)
,
we have
Φ
e(1)
1 (x)Φ
e(2)
2 (x) · · ·Φ
e
(
2t+1)
2t+1 (x) = Φ
e(1)
1 (x)Φ
e(2)
2 (x)Φ4(x) · · ·Φ2t (x)
= Φ2(±x)F1
(
x2
)
for some polynomial F1(x) in Z[x]. For d > 1, we have
e(d) + e(2d) + 2e(4d) + · · · + 2t e(2t+1d)= 2t .
So we have either
e
(
2t+1d
)= 1 and e(d) = · · · = e(2t d)= 0
or
e
(
2t+1d
)= 0 and e(d) = · · · = e(2t d)= 1.
So Φe(d)d (x)Φ
e(2d)
2d (x) · · ·Φe(2
t+1d)
2t+1d (x) is either
Φ2t+1d(x) = Φ2d
(
x2
t )
or
Φd(x)Φ2d(x) · · ·Φ2t d (x) = F2
(
x2
)
for some F2(x) in Z[x]. In either case, it is in the form of F2(x2) for some F2(x) in Z[x].
Therefore,
P(x) = Φ2(±x)F
(
x2
)
for some polynomial F(x) in Z[x]. Hence induction applies to F(x) and this proves Theo-
rem 1.4. 
3. The case of N = 2αpβ and proof of Theorem 1.5
As we mention in Section 2, we aim to obtain some “periodic” properties for Sj . We wish to
show that (cf. (2.5))
S1 = · · · = Si−1 = 0,
Si+1 = · · · = S2i−1 = 0,
...
S(N/i−1)i+1 = · · · = SN−1 = 0
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Sj = 0 for all j ≡ 0 (mod i). (3.1)
Suppose (3.1) is proved. Then we claim that
bj = 0 for all j ≡ 0 (mod i). (3.2)
If (3.2) holds then one can easily observe that the coefficients of P(x) are equal in runs of
length i, which implies that the polynomial (1 + x + · · · + xi−1) can be factored out and this
gives
P(x) = (1 + x + · · · + xi−1)P1(xi)
for some cyclotomic Littlewood polynomial P1(x) of degree N/i − 1. Hence from this, we can
apply the induction to P1(x) on the degree.
To prove the claim (3.2) from (3.1), by Newton’s identity, if j ≡ 0 (mod i), then we have
Sj +
j−1∑
l=1
blSj−l + jbj = 0.
For 1  l  j − 1, either l ≡ 0 (mod i) or j − l ≡ 0 (mod i) because j ≡ 0 (mod i). By (3.1)
and the induction assumption, we have blSj−l = 0 for 1 l  j − 1. Hence Sj + jbj = 0. From
(3.1) again, bj = 0. This proves the claim (3.2).
From now on, we may assume the set
E := {0 k < N : Sk = 0, i  k} (3.3)
is non-empty and let j be the least positive integer in this set. From the definition of j , we have,
if there exists l < j such that Sl = 0, then i | l.
Lemma 3.1. Let i be defined in (2.2) and j be the least positive integer of the set E defined in
(3.3). Then we have
(i) j | N ,
(ii) bk = 0, for any k < j and i  k,
(iii) Sj = −jbj ,
(iv) Si+j = 0,
(v) (i + j) | N .
Proof. (i) Since Sj = 0, so 2t+1  j by Lemma 2.4 and hence by Lemma 2.3, Sj = S(j,N). So, if
(j,N) < j then by the definition of j , we have i | (j,N). It follows that i | j which contradicts
the definition of j . Therefore, (j,N) = j and hence j | N .
(ii) For any k < j and i  k, by the definition of j , we have Sk = 0. By Newton’s identity,
Sk + b1Sk−1 + · · · + bi−1Sk−(i−1) + biSk−i + bi+1Sk−(i+1) + · · · + bk−1S1 + kbk = 0.
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the induction assumption. So Sk + kbk = 0 and hence bk = 0.
(iii) By Newton’s identity, we have
Sj +
j−1∑
l=1
blSj−l + jbj = 0
and by (ii), so
Sj +
∑
1l(j−1)/i
bilSj−il + jbj = 0.
But i  j − il because i  j , so Sj−il = 0. Thus Sj + jbj = 0 and hence Sj = −jbj .
(iv) We first note that i + j < N from (i). By Newton’s identity, we have
Si+j +
i−1∑
l=1
blSi+j−l + biSj +
j−i−1∑
l=1
bi+lSj−l + bjSi +
i−1∑
l=1
bj+lSi−l + (i + j)bi+j = 0.
Now we note that since b1 = · · · = bi−1 = 0, so
i−1∑
l=1
blSi+j−l = 0.
For 1 l  j − i − 1, then i + l < j . If i  l, then we have bi+l = 0 by (ii). If i | l then i  j − l
and by the definition of j , we have Sj−l = 0. Thus we have
j−i−1∑
l=1
bi+lSj−l = 0.
For 1 l  i − 1, we have i  i − l and hence Si−l = 0. We conclude that
Si+j + bjSi + biSj + (i + j)bi+j = 0.
Since Si = 2i and Sj = −jbj by (2.6) and (iii), we get
Si+j = −(i + j)(2bj + bi+j ).
Suppose Si+j = 0. Then 2bj + bi+j = 0. Since bN = ±1, so i + j = N and hence bi+j ∈
{−2,0,+2}. Because bj = 0, so bi+j = 0 and hence
bi+j = ±2 ≡ 2 (mod 4).
Therefore,
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≡ 2 + 2bj (mod 4).
It follows that 1 + bj ≡ 0 (mod 2) and hence bj ≡ 1 (mod 2). This contradicts bj ∈ {−2,0,+2}.
(v) Since Si+j = 0 and i + j < N , we have 2t+1  (i + j) by Lemma 2.4 and Si+j = S(N,i+j)
by Lemma 2.3. If k = (N, i + j) < i + j then since i + j < 2j , every proper divisor of i + j is
less than j . In particular, k < j but Sk = Si+j = 0 by the definition of j . So i | k and hence i | j .
This contradiction shows that k = (N, i + j) = i + j and (i + j) | N . 
Proof of Theorem 1.5. Let i and j be as above. Since i, j | N , we have i = 2α1pβ1 and
j = 2α2pβ2 where 0 α1, α2  α and 0 β1, β2  β . Since i  j , either “α1 > α2 and β2 > β1”
or “α2 > α1 and β1 > β2.” In both cases, one finds that i + j has a factor of the form 2r +ps with
r and s positive. By Lemma 3.1(v), (i + j) | N , but (2r + ps)  2αpβ . This is a contradiction.
Thus we conclude that the set E defined in (3.3) is empty and as we explained before, P(x) can
be written as
P(x) = (1 + x + · · · + xi−1)P1(xi)
for some cyclotomic Littlewood polynomial P1(x) of degree N/i − 1. So one can complete the
proof of Conjecture 1.3 for N = 2αpβ by induction. This proves Theorem 1.5. 
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