I. INTRODUCTION
Over the last few decades, considerable progress has been made in obtaining information on both the atomic structure and collision dynamics of multiply excited atomic states using high resolution Auger electron spectroscopy. 1, 2 This interest has been generated to a large degree in the fields of plasma physics, thermonuclear fusion research, and astrophysics where the collisional properties of highly stripped ions play an important role. The determination of highly accurate excitation energies, transition rates, and lifetimes combined with production cross section information obtained from line intensity measurements leads to a better overall understanding of the dominant processes at play. A persistent problem in such measurements is the determination of the contribution from metastable states to the measured Auger electron yields due to their inherent long lifetime. Indeed, in so called "zero-degree" measurements, where the electron spectrometer lies in the direct path of the ion (and the electrons are measured at 0
• with respect to the beam direction), the excited metastable projectile states decay all along its path towards the spectrometer (and even inside the spectrometer), and thus, the overall electron detection solid angle varies with the position of electron emission. This situation can result in a considerable correction to the measured 0
• electron yield. So far in the literature, this correction has been treated primarily by determining a purely geometrical 1, [3] [4] [5] solid angle correction factor. Such an approach can only be, in principle, applied to spectrometers that do not have focusing elements at their entrance. However, modern spectrographs equipped with a focusing/preretardation entry lens and position sensitive detector (PSD) do not allow for such a straightforward geometrical correction treatment of the solid angle due to the more complex input lens optics and has not been attempted to date.
In this report, we present a Monte Carlo type approach within the SIMION 8.1 6 charged particle optics simulation environment to treat the problem of the accurate determination of the solid angle correction factor for a hemispherical deflector analyzer (HDA) with injection lens [7] [8] [9] [10] and PSD. We have been using such a spectrograph over the last decade and now turn to the determination of electron yields from excited metastable ion projectile states as in the on-going APAPES project 11 where such a correction will be crucial. Here, we re-examine and extend the existing geometrical approaches (applied to conventional slit spectrometers) to also include spectrographs with a focusing/pre-retardation entry lens. In addition, we also include important rest-frame-to-laboratory kinematic considerations, previously not considered, but here shown to be important in the accurate determination of the measured line shape with a HDA. As a stringent test of our approach, we reproduce in remarkable good agreement the Auger line shape of the long lived 1s2s2p 4 P ( 4 P for short) state recorded in older measurements by our spectrograph in 25.3 MeV F 7+ + H 2 12,13 and in new 12.0 MeV C 4+ + Ne measurements presented here for the first time. Our approach will be used in ongoing measurements with He-like ionic beams of pure 1s 2 1 S ground state and mixed (1s 2 1 S, 1s2s 3 S) ground and metastable states, to correctly determine the measured electron yield of the 4 P state formed by electron capture and account for the ratio R = 4 P/ 2 P of cross sections. This ratio, has been of recent interest, 5, [14] [15] [16] [17] as large departures from the expected statistical value of R = 2 has been reported lending themselves to various explanations as to possible mechanisms involved.
II. KINEMATIC CONSIDERATIONS
We include here, a brief summary of electron kinematic transformations for electron emission from moving ionic emitters. We also present, for the first time, our theoretical results using more accurate equations derived from the special relativistic consideration 18 of these transformations which can result in shifts of a few eV in the position of Auger lines in typical MeV/u ion beams and important in high resolution measurements.
Auger electrons emitted from scattered projectiles are kinematically influenced. A detailed analysis of the general electron kinematic effects can be quite complicated. 1, 19 However, for the case of energetic collisions of a few MeV/u or larger, projectile ions are scattered through very small angles (∼milliradian), resulting in negligible effects both on the energy loss and the projectile electron trajectories. In this case, a simple velocity vector addition model is sufficient for the determination of the kinematic effects. Thus, the velocity v of the Auger electron in the laboratory frame is obtained by adding the projectile velocity V p to the velocity v ′ of the electron in the projectile rest frame as shown in Fig. 1 . Denoting with prime, quantities in the projectile rest frame, the electron kinetic energy ε in the laboratory frame can be related to the corresponding rest frame electron kinetic energy ε ′ as
or its more accurate relativistic counterpart
where
E p is the reduced projectile energy known also as the cusp electron energy (electrons isotachic to the projectile ion). E p and M p are the kinetic energy and mass of the projectile, respectively, while m is the electron mass and γ p (=1 + It is practical to express the relation between the electron kinetic energies in the laboratory and rest frame ε and ε ′ as a function of the laboratory emission angle θ. Applying simple trigonometric rules to the geometry of Fig. 1 , the laboratory kinetic energy ε can be written as
or its more accurate relativistic counterpart (readily derived from energy-momentum 4-vector Lorentz transformation algebra 18 )
where χ p ± is given by
with ζ
1 Equation (5) can be brought to the form where we have used 
or its more accurate relativistic counterpart resulting from Eq. (5),
We shall use the more accurate relativistic form for ε ± and θ max in our SIMION Monte Carlo simulations in Sec. IV.
III. THE SOLID ANGLE CORRECTION FACTOR-G τ
Projectile Auger transitions can be distinguished into prompt or metastable depending on whether the decay length z e ≡ V p τ is much smaller or comparable to the length of the detection geometry L, where τ is the lifetime of the state giving rise to the observed Auger line. Most Auger states can be considered prompt since τ ∼ 10 −6 ns and for V p ∼ 4 − 30 mm/ns (a 1 MeV/u projectile has a speed of ∼13.89 mm/ns) gives z e ∼ 4 × 10 −6 − 30 × 10 −6 mm therefore decaying well within the target volume. However, metastable states with lifetimes τ > 10 ns give rise to substantially larger decay lengths z e > 40 mm and therefore contribute over a considerable length of the projectile trajectory even well outside the target volume. Thus, for prompt decays, Auger electrons are emitted from a small well defined volume and their detection solid angle depends mostly on geometrical parameters of the experimental setup. For metastable states, however, the emission is not localized and the effective solid angle has to rely on model calculations including the decay lifetimes independently obtained from atomic structure calculations or measurements.
We next consider the calculation of the detection solid angle for each of the two cases. A typical geometry is shown in Fig. 2 . The target area consists of a gas cell of length L c within which the excitation of the projectile ion takes place by collision with a target atom. At distance s 0 lies the entrance of the spectrometer here consisting of an injection lens, a hemispherical deflector analyzer, and a 2-dimensional PSD. 20 The spectrograph lies in the direct path of the ion, so the ion traverses the lens, part of the HDA, exits from a special exit aperture at the back of the HDA, and is collected in a Faraday cup (FC). This particular observation angle θ obs = 0
• is chosen since kinematic line broadening effects are minimized at this angle. The technique has become known as zero-degree Auger projectile spectroscopy (ZAPS). 1 In the case of long-lived projectile Auger states J, one faces the difficulty that part of the measured electron yield N e J (ε) originates from emission points outside the target cell lying all along the path between the cell and the spectrometer resulting in a very different effective solid angle ∆Ω J than for the practically point source solid angle ∆Ω 0 in the case of prompt Augers. For such a metastable state, we may set the effective solid angle, ∆Ω J = G τ J ∆Ω 0 , thus defining the correction factor G τ J .
The most commonly encountered metastable state in ZAPS is the 1s2s2p 4 P J state with J = 1/2, 3/2, 5/2. 4 P J lifetimes τ J depend on the total angular momentum component J and are given in Table I 4 P J states of F 6+ and C 3+ ions: projectile energies E p , lifetimes τ J , Auger yields ξ J , correction factor G τ J , J -averaged correction factor G τ , statistical factors a J , and Auger energies ε ′ . Also listed is the ratio V p τ J /L. Note that L = 295 mm for the case of 25.3 MeV, while L = 320 mm for 12.0 MeV as they correspond to two different experimental setups (s 0 = 264 mm and s 0 = 289 mm, correspondingly) of the otherwise same spectrograph. in measurements using two-stage parallel plate analyzers (2PPA). 3 The correction factor G τ J computed below follows along the lines of the treatment of Zouros and Lee 1, 3 -first developed for 2PPA with slits used in ZAPS-with some important modifications applicable to a HDA with injection lens and PSD. A slightly different approach by Tanis et al. for a 2PPA leads to the same formula. 21 The number of projectiles excited to the metastable state J in collisions with a differential target length element dz ′ (see Fig. 3 ) is dN
where σ J is the production cross section for direct (e.g., direct capture, excitation, or ionization of the corresponding impinging He-like, Li-like, or Be-like ion beam) populating the 4 P J state in the collision with N 0 number of ions impinging on the target of areal density ndz ′ (#atoms/cm 2 ). Following excitation at z ′ (z = 0), within the time t = z/V p and t + dt later, dN τ J metastable states decay
where τ J denotes the lifetime of the metastable state with angular momentum J and L is the maximal distance along the ion trajectory over which significant contributions to the overall electron line shape can be made. Its exact value is investigated in the SIMION simulations in Sec. IV. In Fig. 2 is shown a schematic of the experimental setup simulated here. Assuming electron emission at z, we integrate all electron contributions along the beam trajectory from z = 0-the point of excitation-all the way to z = L − z ′ to obtain the total number of accepted electrons within dε dΩ, N e τ J (ε) dε dΩ, as FIG. 3 . Schematic of integration region used in Eqs. (11) and (12) . N 0 ions (in the initial 1s2s 3 S state) enter the gas cell (length L c at distance s 0 from the lens entry) from the left with velocity V p and get excited (by electron capture in a collision with a target gas atom of density n) between z ′ and z ′ + dz ′ to the 1s2s2p 4 P state. Due to its long lifetime τ, the excited ionic 4 P state travels a further distance z before it decays emitting an Auger electron at angle θ which enters the lens and is eventually energy analyzed by the HDA (not shown). The ions traverse the entire lens and part of the HDA, exiting at the back of the HDA, and finally collected in a FC used for beam normalization. The length L marks the part of the ion trajectory over which emitted electrons contribute to the 4 P line shape with non-negligible intensity as measured by the PSD. The exact value of L (gray area) is determined here by SIMION simulation together with the overall effective detection solid angle ∆Ω(L) (Eq. (19) 2015) follows:
where ξ J is the Auger yield, i.e., the probability for the state J to decay through the particular Auger transition giving rise to the corresponding electron.
Since for low-Z ions, the different J components of the 1s2s2p 4 P Auger line cannot be resolved, we may add all J contributions to obtain
where σ =  J σ J and we have introduced the J-averaged solid angle correction factor G τ ,
with
The effective solid angle for the metastable state J averaged over the length of the gas cell is
and similarly, for a prompt state,
where the solid angle ∆Ω 0 (s) for point source emission into the lens entry aperture of radius r at distance s and the corresponding angle θ are given by
In Eq. (22), we always have θ ≤ θ max given by Eq. (10). For prompt states, the variation in θ is less than 1
• in typical setups (e.g., for the current setup r = 2 mm, s 0 = 289 mm, L c = 50 mm) and thus ∆Ω 0 (s 0 ) = 1.505 × 10 −4 sr and
sr, respectively. The difference is less than 1% and may be neglected. Equation (13) is then just the average of the electron emission probability over the excitation length in the target and along the subsequent decay distance. Typical variations of the solid angle ∆Ω 0 (s 0 − z), the linear probability density F τ (z) = exp(−z/V p τ)/V p τ, and their product can be seen in Fig. 4 .
From Eq. (16), it is clear that G τ J can be computed directly as the ratio of the effective solid angle of the long lived state (see Eq. (19)) to that of the same state but prompt (Eq. (20)). Here, we evaluate this ratio using the SIMION Monte Carlo approach described in Sec. IV.
The above G τ correction factor formulation has been widely applied to the case of two-stage parallel plate slit spectrometers traditionally used in ZAPS. 1 In this case, the limiting detection aperture is typically found at the exit slit of the spectrometer, and therefore, the solid angle is very small even for metastable decays. This situation is completely different for single-stage spectrometers with an injection lens at their entrance, such as the HDA, and having a PSD at their exit. In this case, on one hand, the lack of any other defining apertures beyond those found in the lens and HDA entry simplifies any transmission calculations. On the other hand, as already discussed, the injection lens complicates the theoretical determination of L required in the evaluation of the solid angle in Eq. (19) . Here, it is determined by SIMION simulations discussed in Sec. IV.
IV. THE SIMION MONTE CARLO APPROACH
As already mentioned in Secs. I-III, the inability to a priori define the exact length L required in the evaluation of the integral in Eqs. (13) and (19) led us to investigate their evaluation via a Monte Carlo type simulation using the well known charged particle optics package SIMION. 6 The spectrograph layout including the HDA, 4-element lens, PSD, and gas cell was all built in the SIMION 8.1 geometry files design environment (with surface enhancement) at an accuracy of 0.254 mm per grid unit, the highest accuracy allowed by our 32 GB RAM memory computer. An example of this realization is shown in Fig. 2 , where trajectory simulations for three different lifetimes τ are shown. The same electrode voltages used in the experiment were also applied to the model electrodes in order to simulate as closely as possible the experimental conditions. The numerical code was developed in the Lua programming language environment where extended use of the internally defined SIMION 8.1 functions (random number generators, cone angular distributions, etc.) was made.
In more detail, at each point of the ionic trajectory z, a number of emitted electrons is determined proportional to the product of the decay term and the solid angle term in Eq. (19) as illustrated in Fig. 4 and then multiplied by a starting indicative number N i that determines the total number of electrons to be flown. The effects of the extended gas cell and ionic beam cylindrical shape are treated by creating electron distributions along the length of the gas cell in cylindrical disks having the radius of the ionic beam (≃0.8 mm). The electrons were emitted with the laboratory kinetic energy defined by This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP: Table I ). At the very bottom, drawn to scale is the experimental geometry showing the gas cell, the lens, and the HDA. The solid angle (computed by Eq. (22)) is seen to increase by more than four orders of magnitude, but can never surpass the maximum kinematically allowed angle θ max given by Eq. (10).
Eq. (5) for the corresponding Auger energy ε ′ = ε A , cusp energy t p , and within a cone distribution angle θ defined either by the lens aperture of radius r at s 0 mm (see Eq. (21)) or the maximum allowed angle θ max if the computed θ was found to be larger than θ max . The values of ε ′ and t p were obtained, respectively, from a Lorentzian and Gaussian pseudo-random distribution to describe more accurately the Auger widths and the ion beam energy width. We should emphasize here that the calculation is quite demanding in RAM memory limiting the number of electrons to be flown to a maximum of about 14 × 10 6 for a 32 GB RAM computer. The number of electrons created in this way was checked in our program against Eq. (19) for solid angles smaller than the maximum kinematically allowed and found to be in good agreement.
A. The role of the injection lens
As already mentioned, the number of electrons generated can increase to large numbers exceeding the available RAM memory for large consecutive solid angles. For this reason, we examined the effect of the lens on the long lived states that decay inside the region of the lens in order to limit the decaying path of the ionic beam and thus the useful number of electrons. We chose the 4 P 5/2 state of C 3+ having a relatively long lifetime of 117.2 ns 22 for the experimentally measured case of 12.0 MeV C 4+ ionic beam. We performed the study for the lens voltages corresponding to pre-retardation factors F = 1 and F = 4. The results are presented in Fig. 5 .
The results of the simulations clearly show that electrons generated inside the lens, even at the very beginning of the lens entry area, do not make it through and are largely filtered out before reaching the PSD area. This relatively unexpected result can be justified by a number of reasons based on the fact that the electrons generated inside the lens cannot have a solid angle larger than θ max , the kinematically allowed limit. Thus, it now becomes clear that:
1. The lens focuses primarily paraxial rays into the HDA.
Thus, all electrons that deviate from the paraxial rays will largely depart from the central ray neighbourhood and will either hit the walls of the lens or the walls of the entry HDA aperture and not enter the HDA. For those few electrons that accidentally make it through the HDA aperture, these will have rather large entry angles resulting in detection at the PSD, but outside the range of the 4 P peak for paraxial rays and will thus be detected as background. The situation is qualitatively illustrated in Fig. 2 (bottom) . 2. The electrons that are generated at angles much larger than the paraxial values will have laboratory kinetic energies (as given by Eq. (5)) significantly different from the central energy to which the HDA and the lens have been tuned due to the kinematics presented in Sec. II. Thus, their rejection primarily by the lens is almost certain. In particular, in the case of forward emission (the + sign in Eq. (3)) considered here, it is clear that the laboratory energy ε + (θ) will always be smaller for θ 0,
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP: The value of L = s 0 (defined in Fig. 3 ) corresponds to the lens entry, while the larger values to locations inside the lens. F is the pre-retardation factor. Note the much narrower energy window of the F = 4 case.
and therefore, contributions from non-zero θ angles will affect mostly the low energy side of the peak clearly seen in the experimental line shape of the 4 P. This situation reverses for backward emission (the − sign in Eq. (3)) with contributions now broadening the peak on its high energy side (simulation not shown). Such backward emission for metastable Auger lines has never be reported to date and would therefore be of interest. This effect is probably also the cause of the broadening observed in the very low Auger energy prompt line shapes discussed in Ref. 23. 3 . Finally, electrons generated inside the lens will also have an altered kinetic energy by the amount of the value of the lens potential at the point of generation. Therefore, their kinetic energy will be out of the acceptance energy window of the lens/HDA, and consequently, they will not be detected at all or in the worst case will be detected as a background signal on the PSD area (i.e., as in case 1).
The above three points become even stronger in the case of pre-retardation (i.e., F > 1), as can be clearly seen in Fig. 5 , where the energy window of the lens/HDA is now significantly narrowed. The reverse is also seen to happen for F = 1 (see Fig. 5 top) where the larger acceptance window allows the passage of electrons contributing to the low energy hump absent in the case of F = 4.
We have also examined cases of very long lifetimes, like the boron 4 P 5/2 state having a lifetime of 297 ns 24 for the experimentally measured case of 4 MeV B 3+ ionic beam. 25 Such long lived states will decay along the projectile ion trajectory, not only within the lens but also within the HDA itself and beyond. This study shows that the part of the beam that decays inside the HDA only adds a background signal to the peak that can easily be subtracted without affecting the results.
In conclusion, the lens is found to act as an efficient filter rejecting electrons emitted outside the lens with large solid angles that substantially deviate from the paraxial values as well as those generated inside the lens itself. Its particular filtering action cannot be readily assessed theoretically. Here, it is simulated by SIMION showing that for our particular experimental setup, the end point L could be safely set to 6 mm inside the lens for all metastable state lifetimes considered.
V. RESULTS AND DISCUSSION
We applied our simulations, described in Sec. IV, to one of our previously published 13 spectra that from 25.3 MeV F 7+ + H 2 , as well as to new spectra from 12.0 MeV C 4+ + Ne collisions obtained for the APAPES project 11 where the 4 P J states have even longer lifetimes. In order to obtain the solid angle correction factor G τ in simulation, we worked as follows. The correction factor G τ J was determined for the SIMION distance s 0 (see Fig. 3 ) as the ratio of the number of PSD recorded electrons from the metastable state J under the peak of interest to that of the same but assuming a prompt decay which is equivalent to evaluating the ratio in Eq. (16) for each J. It should be noted that we have not considered any possible effects arising from non-isotropic angular distributions as these are expected to be minimal for the case of the 1s2s2p 4 P/ 2 P ratio (the quartet and doublet P states can be expected to have very similar angular distributions) of particular interest to our work. In Table I , the Auger lifetimes τ J and Auger yields ξ J for the examined cases are listed along with other parameters soon to be explained.
Following the above procedure, we primarily obtained the electron yields for the 4 P J state as well as the corresponding reference prompt state, i.e., the state with the same energy as the 4 P J state but that decays promptly entirely inside the gas cell, for the aforementioned collisional systems. Then, the Javeraged correction factors G τ were determined according to Eq. (15) . The calculations were performed using two different sets of theoretical Auger lifetimes and yields that exist in the literature for both ions. 22, 24, 26, 27 The resulting line profiles were normalized to the existing experimental data and are presented in Fig. 6 for comparison. Only the set of theoretical Auger lifetimes and yields of Refs. 24 and 26 is included in Fig. 6 , as it turned out that no essential differences were noticeable between spectra of either set. It is clearly evident that our Monte Carlo calculations reproduce with remarkable accuracy the line shapes of both the metastable 4 P and the prompt states for both collision systems.
Regarding the prompt states, although not of direct interest in this work, we chose to include them as a further
This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitationnew.aip.org/termsconditions. Downloaded to IP: test of our simulation procedure. Thus, we tried to reproduce the shape and FWHM of the prompt states including, aside from the earlier presented geometric and kinematic terms, the natural widths of the Auger states found from the literature. However, we were able to accurately reproduce the experimental line shapes only after also taking into account the small uncertainty in the ion beam energy. This is of the same order as the kinematic broadening or even larger 1 and is often overlooked. As can be seen in Fig. 6 , the experimental energy resolution is different for each of the examined cases. This is largely due to the different beam energy widths of ∼0.13% for the fluorine beam of the 7 MV tandem Van-deGraaff accelerator at the J. R. Macdonald Laboratory at Kansas State University and of ∼0.21% for the carbon beam of the 5 MV NCSR Demokritos tandem Van-de-Graaff accelerator. Thus, the observed good agreement also seen for prompt states further reinforces our confidence in these calculations.
In more detail, in the fluorine case, it is apparent that the J = 1/2 and J = 3/2 states behave essentially as prompt states due to their relatively short lifetimes. Therefore, they do not contribute to the low energy shoulder of the 4 P peak which is entirely due to the J = 5/2 state. The relatively long lifetime of the J = 5/2 state results in a considerable amount of decay close to and inside the lens. Thus, angles largely departing from zero degrees (emission in the forward direction) always bring about smaller kinetic energies according to Eq. (3) (+ case) that do not meet the optimum focusing conditions and therefore result in the observed low energy shoulder.
Alternatively, for emission in the backward direction, this condition should be reversed resulting in a shoulder only on the high energy side. A small disagreement in the shape of the prompt 2 D peak is due to its known Fano line shape that has not been included in our simulation. In addition, a "reference" prompt 4 P peak is also presented along with the J-averaged 4 P peak serving as a qualitative measure of the solid angle correction factor G τ under investigation.
The quantitative determination of the J-averaged correction factors G τ for both theoretical sets of Auger lifetimes and yields is presented in Table I . We note that despite the fact that the two theoretical calculations differ considerably in the values of τ and ξ for the J = 3/2 state, the correction factors G τ are similar and the line shapes of the 4 P peaks are practically identical. This is due to the rather small Auger yields of the J = 3/2 state compared to those for the J = 1/2 and J = 5/2 states that are close to unity resulting in the significantly reduced overall contribution of the J = 3/2 state to the J-averaged 4 P line shapes and correction factors G τ . For the case of carbon, only the J = 1/2 state behaves as a prompt state, while both long lived J = 3/2 and J = 5/2 contribute to the low energy shoulder of the 4 P peak. The shape of the 4 calculated lifetimes of the J = 5/2 state found in the literature (it is reminded, however, that the lifetime from Ref. 24 was estimated by extrapolation). Despite this difference, the shape of the 4 P peak is not particularly affected, even though its area has been adjusted accordingly.
Clearly, there is a need for accurate theoretical calculations of Auger lifetimes and yields for first row ions to aid the reliable determination of the J-averaged correction factors G τ to be used in the APAPES program.
VI. SUMMARY AND CONCLUSION
In this report, we have shown how a Monte Carlo type approach can be combined with SIMION to accurately simulate a high resolution projectile Auger electron spectrum recorded by a hemispherical spectrograph with injection lens and 2D position sensitive detector. In particular, we show that Auger electron line shapes can be well characterized even in the case of electrons emitted from long lived (metastable) states of fast moving ions observed in the beam direction. Such a well-known example is provided by the 1s2s2p 4 P metastable state of first row ions formed in MeV collisions with atoms having a lifetime in the tens of ns. Our approach extends older similar treatments applied to two-stage parallel plate slit spectrometers to also include possible contributions from Auger decays inside the lens and/or hemispherical analyzer itself. In addition, kinematic effects particular to Auger emission from fast moving projectile ions such as line broadening and solid angle limitations are included here for the first time allowing for a more accurate line shape modeling. Our SIMION simulations were compared to experiment and found to be in excellent agreement with previously recorded 1s2s2p 4 P Auger line shape measurements in 25.3 MeV F 7+ + H 2 , as well as with new experimental data from collisions of 12.0 MeV C 4+ + Ne provided by our new experimental setup. For the first time, the 1s2s2p 4 P J Auger line shape, and in particular its prominent low energy shoulder, is explained in terms of the differential metastability of its J-components leading to different kinematic broadenings caused by the much larger electron emission angles that occur for decays close to the spectrometer. These results will be particularly useful in the accurate modeling of the metastable 1s2s2p 4 P and prompt 1s2s2p 2 P Auger yields of first row ions and the determination of their ratio, recently of special interest due to its unexpected non-statistical nature. 
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