Identifying interesting or salient regions in an image plays an important role for multimedia search, object tracking, active vision, segmentation, and classification. Existing saliency extraction algorithms are implemented using the conventional von Neumann computational model. We propose a bottom-up model of visual saliency, inspired by the primate visual cortex, which is compatible with TrueNorth-a low-power, brain-inspired neuromorphic substrate that runs large-scale spiking neural networks in real-time. Our model uses color, motion, luminance, and shape to identify salient regions in video sequences. For a three-color-channel video with 240 Â 136 pixels per frame and 30 frames per second, we demonstrate a model utilizing $3 million neurons, which achieves competitive detection performance on a publicly available dataset while consuming $200 mW.
Introduction
From an engineering perspective, building a portable, energy-efficient, and real-time vision system that is capable of identifying interesting or salient visual regions of an image is challenging, because of the inherent ambiguity and intractability of the vision problem [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Biological visual systems, on the other hand, have evolved specialized attentional neural circuitry that is able to quickly locate and discriminate visual events important for an organism's survival [11] . Remarkably, the biological neural networks that underlie this complex visual task are extremely energy-efficient (the entire human brain consumes only 10 W), perform well in a wide range of conditions (low light and moving and cluttered environments), and react quickly (complex identification occurs in a few hundred milliseconds).
It has been proposed that biological visual systems make use of the fact that salient objects in a visual image differ statistically from their backgroundVthe so called Bpop-out[ effect that automatically draws an observer's attention. Based on Treisman and Gelade's Feature Integration Theory [12] , Koch and Ullman [13] hypothesized a purely stimulus-driven model of primate visual attention selection. The basic elements of this hypothesis are 1) a massively parallel computation of separate feature maps (orientation, color, motion, etc.), 2) the merging of the separate feature maps into a single topographic saliency map encoding the relative locations of salient regions, and 3) a winner-take-all mechanism enabling the serial selection of conspicuous image locations. Itti et al. [14] presented an algorithmic implementation building upon [13] that has been used for diverse tasks such as predicting eye-movement fixation patterns in primates [15] , target detection [14] , and video compression [16] . Judd et al. [17] used a database of eye-tracking experiments to build a supervised learning model of saliency that combines bottom-up cues (characterized by little or no high-level direction) and top-down image semantics (satisfying specific goals and targets).
By drawing upon the rich and diverse literature on saliency algorithms, our main contribution is to invent a spiking-based, real-time, bottom-up visual saliency model and implement it on a brain-inspired processor, TrueNorth [18, 19] , to enable real-world vision applications (Figures 1 and 2 ).
The TrueNorth architecture
TrueNorth is a low-power, brain-inspired, digital chip architecture [18, 19] with one million spiking neurons and 256 million synapses organized in 4,096 neurosynaptic cores. TrueNorth is implemented in a 28-nm silicon process and has $5.4 billion transistors ( Figure 1 ). The cores are interconnected by a two-dimensional on-chip mesh network. Further, multiple TrueNorth chips can be seamlessly interconnected by grid tiling.
Each core consists of 256 input axons i 2 f0; . . . ; 255g and 256 output neurons j 2 f0; . . . ; 255g, interconnected by programmable binary synapses W i;j , implemented as a 256 Â 256 binary crossbar ( Figure 3 ). To implement weighted synapses, each axon i has a type index G i 2 f0; 1; 2; 3g, and each neuron j assigns a 9-bit signed weight, S Gi j , to axon type G i . Thus, the effective weight from axon i to neuron j is W i;j Â S Gi j . Information is communicated via spikes, generated by neurons and sent to axon inputs via the on-chip/off-chip interconnection network. A spike is a packet with a target delivery time, encoding the value 1. The absence of a spike corresponds implicitly to a value of 0. An axon receiving a spike transfers it to each neuron it is connected to via the binary synaptic crossbar. Spikes may be used to represent values using the rate, time, and/or place at which spikes are created ( Figure 4) . A core's operation is driven by a global clock with a nominal 1-ms tick, during which all spikes are delivered to their destinations.
The computation performed by neuron j at tick t is defined by the neuron equation, described in detail in [20] . It is an extension of the leaky integrate-and-fire neuron model and comprises five operations executed in sequence:
1. Synaptic integrationVThe neuron state, or membrane potential, V j ðtÞ, is the sum of its value V j ðt À 1Þ at the previous tick and the weighted sum of input spikes A i ðtÞ that arrive at the neuron from up to 256 input axons i, using the neuron's weight S Gi j associated with each axon's type G i :
Figure 1
A TrueNorth chip consists of 4,096 interconnected cores. Each core takes its input spikes through 256 input axons and also has 256 output neurons. A network of nine such cores is shown at the bottom left inset.
2. Leak integrationVThe neuron membrane potential V j ðtÞ is incremented (or decremented) by a signed leak j , acting as a constant bias on the neuron dynamics. 3. Threshold evaluationVAfter synaptic and leak integration, V j ðtÞ is compared with a threshold j . 4. Spike firingVIf V j ðtÞ ! j , the neuron Bfires[ or injects a spike into the network, bound for its destination axon. Note that if V j ðtÞ does not reach its threshold, it will not spike. 5. ResetVIf a spike is fired, the neuron resets V j ðtÞ to a configurable reset value.
In addition to this basic operation mode, the neuron also supports several leakage modes, stochastic modes for synapses, leak, thresholds, and more. This neuron model has been demonstrated to implement a wide range of arithmetic, logical, and stochastic operations, and to emulate the 20 Izhikevich models of biological neurons [20] . Configuring a neuron's computational behavior is accomplished by setting the 23 neuron parameters (synaptic weights, leak, thresholds, stochastic operation, etc.). Various neuron configurations were used to implement a number of different algorithms and applications [21] . In this paper, we use several neuron configurations/types to implement the needed functionality.
Each neuron can output up to one spike per tick. With a tick frequency of 1 kHz, each neuron can output between 0 and 1,000 spikes per second, sent to an axon located either on the same core or on a different core. An axon may receive its input from more than one neuron (referred to as a bus-OR), such that if more than one spike arrives at an axon in the same tick, these spikes are merged into a single spike (logical OR operation). Furthermore, each neuron has an associated delay value between 1 and 15, which is the number of ticks from the time a spike is generated by the neuron until the time the spike is consumed by the target axon. At the time of consumption, the axon distributes the spike to up to 256 neurons on the core, according to the programmed crossbar connectivity.
The corelet programming paradigm
This section provides a brief overview of the corelet programming paradigm [22] for building TrueNorth applications. This new paradigm supports the different Figure 2 An overview of the basic saliency system's corelet architecture (top) as well as example inputs and outputs (bottom). Each of these subcomponents is described in the paper.
thinking programmers must acquire in their migration from implementing sequential algorithms on von Neumann architectures toward programming brain-inspired, neurosynaptic architectures.
The corelet programming paradigm offers
1. An abstraction for a TrueNorth program, named a corelet, which is an object-oriented paradigm for creating and hierarchically composing networks [22] , conceptually akin to the concepts of compositional modularity [23] . 2. A library of reusable corelets suitable for combining into larger, complex functional networks. 3. An end-to-end corelet programming environment (CPE) that integrates seamlessly with the TrueNorth simulatorVCompass. Compass is a highly scalable, parallel, spike-for-spike equivalent simulator of the TrueNorth functional blueprint, which runs on Linux**, OS X**, Windows**, and IBM Blue Gene* supercomputers. Compass has been tested with networks containing more than 2 billion neurosynaptic cores, 500 billion neurons, and more than 10 14 synapses [24, 25] .
A TrueNorth program is a complete specification of a network of neurosynaptic cores, along with a specification of its input axons and output neurons. A corelet is an abstraction that represents a parameterized TrueNorth program, exposing only its external inputs and outputs while masking all other details of the neurosynaptic cores and their connectivity and configuration. The internal network
Figure 4
The value 7 encoded by three different spike-coding schemes, all using a 16-tick time window. In rate coding, the information is encoded by the number of spikes occurring over the time window. In burst coding, the spikes encoding the value are sequential and commence at the beginning of the time window. In time-to-spike coding, the spike's time of occurrence in ticks within the time window denotes the value.
Figure 3
The left inset shows a TrueNorth core's crossbar, with input spikes entering via the axons to the left, and spikes exiting via neurons at the bottom. Black circles at crossbar intersections denote synaptic connectivity. PRNG stands for Bpseudo-random number generator.[ The right insets give an example of two periodically spiking neurons that send their periodic spikes to a four-way splitter which is responsible for making four copies of each bus-OR merged input spike (see Table 1 for the actual neuron parameters). Such splitters and synchronization neurons are fundamental blocks used in the saliency system. The six neurons are indexed as six distinct neuron types A-F. connectivity of these external inputs and outputs is hidden from the corelet user through the use of lookup tables (referred to as input connectors and output connectors respectively). By specifying values for the corelet parameters, a TrueNorth program instantiation is generated that can specify the TrueNorth processor's behavior.
The saliency system introduced in this paper is a corelet that consists of multiple subcorelets, each of which in turn consists of several subcorelets. Some of the more prominent subcorelets used within the saliency system are: convolution, Gaussian pyramid, image gradient, rate-to-burst conversion, local averaging, center-surround filter, weighted feature merge, image upsampling, splitter, delay, motion detection, and motion history corelets. Figure 2 illustrates the block-level organization of the components that make up the saliency system. The input consists of sequences of video frames, where each frame typically consists of three channels representing luminance and chromaticity. A spike representation of each pixel's intensity and color in each frame is provided as input to the system.
Methods
The saliency system's pipeline first calculates a Gaussian pyramid [26] in each channel, which enables the processing of each input frame at multiple scales. The luminance channel is sent to the motion detection block, which detects image pixels where a significant change in luminance occurs over a short period of time, and is realized in the form of a multiscale frame-difference algorithm combined with a stochastic motion history neuron for retaining the recent frame-difference history. The user has the flexibility of specifying the actual separation of frame pairs whose difference is calculated, as well as the spatial scales used.
The Gaussian pyramid outputs for all three channels are also sent to the center surround detector [27] . The center-surround detector responds strongly to small regions that are significantly different than their surroundings, and is realized in the form of a 15 Â 15 center-on, surround-off filter that is applied to the multiscale edge maps. These edge maps are extracted from the output of the Gaussian pyramid by a finite differences algorithm. In unison, this Gaussian pyramid with edge detection operation is akin to performing a difference-of-Gaussians on the input image. Subsequently, a spatial rescaling step is applied. It involves upsampling and downsampling blocks to bring all the motion detection and center surround outputs to a common resolution. Afterwards, a smoothing block is applied to the registered images. It suppresses speckle noise and enhances the centers of salient pixel patches. The final step involves applying a cascade of nonlinear weighted local maxima blocks, combined with weighted averaging, to produce the final saliency map.
The next section explains how to map the above-described conceptual blocks onto corelets for the TrueNorth architecture.
Gaussian pyramid
Input considerations: Source of input spikes If this is a standalone corelet, the spikes arrive from the external video transduction mechanism that represents each channel of each input frame as a set of spikes. If this is a subcorelet of a larger system, the corelet that generates these input spikes must also output a spike-based representation of each frame in a video sequence.
Input considerations: Input spike format
The input consists of sequences of video frames entering at 30 frames per secondVone frame every 33 ticks. Each frame typically consists of three channels, some channels (typically one) representing luminance and the rest chromaticity. For each channel, the pixel values are uniformly quantized into 4 bits and then rate-coded using 0 to 15 spikes distributed across the first 15 ticks of the 33 tick window (see Figure 4 ).
Algorithm: Functional description
The algorithm calculates the Gaussian pyramid representation of each input frame, which provides a multiscale representation of each input frame. A cascade of Gaussian-filter-based convolutions followed by subsampling is applied, which provides the desired pyramidal representation of the input.
Algorithm: Corelet implementation
As shown in Figure 2 , the first layer of the saliency pipeline consists of a corelet that extracts three-layer Gaussian pyramidsVone pyramid per input channel. The resolutions for the three layers are 240 Â 136, 120 Â 68, and 60 Â 34 pixels ðwidth Â heightÞ.
Each downsampled pyramid layer applies a 3 Â 3 convolution with a discrete Gaussian kernel to the previous layer's output and downsamples the resultant image by discarding the output of every second horizontal and vertical pixel. As shown in Figure 5 and Figure 6 , the kernel consists of three distinct non-negative integers r, s, and t. Each layer outputs a 4-bit rate-coded representation of the result. Figures 5, 6 , and Table 1 show the neuron parameters necessary to implement this convolution.
In order to make efficient use of the TrueNorth architecture, each core receives input from up to 256 pixels, with one axon used per input pixel. Each input pixel/axon affects the output of multiple neurons, due to the overlapping 3 Â 3 window of the Gaussian convolution. As a result, it becomes necessary to use three different neuron types per core (see Figure 5 and Figure 6 ) and three axon types. The fourth axon type of each neuron has a negative weight and is used to reset the membrane potential every frame.
Note that neurons of type D calculate the weighted average value of the eight border pixels of each 3 Â 3 kernel, and then by using a copy of the central pixel value (neuron E) a weighted average neuron C calculates the weighted average of the two inputs, which provides the desired result. Splitters are used to replicate any input pixels that are used at the boundaries by more than one core. Each one of these neurons also uses rounding bias axons that increment the membrane potential by a constant value at the start of each period to make the normalized output value lie closer the
Figure 5
Gaussian convolutions and weighted average neuron. Shown here are the neuron parameters used to calculate the 3 Â 3 Gaussian convolution for each block of pixels mapped to a core, by using neuron types A-E (also see Table 1 ). Note that the letters a, b, c, and d in square boxes denote an axon type. See Figure 6 for related information.
Figure 6
Kernel and gradient. The subfigure at the left shows the modeling of a 5 Â 5 Gaussian kernel as a cascade of two 3 Â 3 kernels where the second 3 Â 3 kernel is applied over four distinct grates. The right subfigure shows the edge extraction network, with the neuron type A-D specification given in Table 1 . See Figure 5 for related information.
9 : 6 A. ANDREOPOULOS ET AL. rounded result after division by r þ 4s þ 4t or 4s þ 4t. Synchronization neurons (see Figure 3 ) are used to send periodic reset and rounding pulses to the control axons, at the appropriate ticks within each frame.
While only 3 Â 3 kernels were used in this instantiation of the Gaussian pyramid, the corelet can also use kernels with larger support regions as it is shown in Figures 5 and 6 for 5 Â 5 kernels. The idea is to decompose an image into multiple sub-images by uniformly sampling the original image every f ¼ 2 pixels horizontally and vertically to create f 2 subimages (f is referred to as the grating parameter) and apply a 3 Â 3 convolution to each of these sub-images. In other words, the idea is to first apply a standard 3 Â 3 Gaussian convolution, and then successively apply more convolutions as needed, with larger but sparser kernels (see Figures 5 and 6 ), so that the result approximates the desired kernel.
Output considerations: Output spike format For each channel, output connectors are provided that represent the output for the 240 Â 136, 120 Â 68, and 60 Â 34 pixel resolutions of the respective channel.
Output considerations: Destination of output spikes For each output resolution of the luminance channel, one copy of the spikes is sent to a motion detection corelet, and the other copy is sent to an edge extraction corelet, which is in turn used as part of the center surround operation. Each unique output resolution of the non-luminance channels is sent to an edge extraction corelet.
Rate-to-burst conversion and edge extraction
Input considerations: Source of input spikes The input spikes represent the result of a Gaussian pyramid layer. Table 1 The assignments for the neuron parameters of the networks discussed in this paper. These neuron parameters define the dynamic behavior of the neuron according to the neuron equation [20] with each new tick of the simulation and with each new set of input spikes that enter the neuron at the corresponding tick. Variables r, s, t, t c , t m , k are described in the BMethods[ section of this paper and in Figures 3, and 5 through 8 . The function fl(.) stands for the floor operator.
Input considerations: Input spike format The input to the edge extraction network must be burst-rate coded (see Figure 4) . If only rate-coded input is available, a rate-to-burst conversion corelet can be used first to convert the rate code to a burst code. Tests show that if a rate-coded representation is provided to the edge extractor, system performance is not significantly affected, and therefore, removing the conversion mechanism is possible in order to decrease the system's neuron count.
Algorithm: Functional description
The absolute gradient network is shown in Figure 6 . The network takes a batch of pixels as input, and for every pixel ðx; yÞ in this batch, it uses the burst representation of pixel intensity values at coordinates fðx À 1; yÞ; ðx; yÞ; ðx; y À 1Þg to calculate the horizontal and vertical finite differences, thus approximating the partial derivative of the input intensity image.
Algorithm: Corelet implementation
The output of the Gaussian pyramid network is rate-coded but not necessarily burst coded. This suggests the inclusion of an optional rate-to-burst code conversion network to convert the output of the Gaussian pyramid before being used by the edge extraction network, in order improve performance. In other words, we need a mechanism that takes as input a sequence of potentially random spikes and outputs the same number of concatenated/juxtaposed spikes, since this is the input that the edge extraction mechanism expects. The idea is simpleVby using a linear neuron ð j ¼ 1Þ with a positive threshold of 1 and a negative threshold of À255, which is also initialized to a membrane potential of À255, we are guaranteed that the neuron will store any input spikes without producing any output spikes, so long as the total number of input spikes does not exceed 255. By using a control pulse to increase the membrane potential by 255, once all the output spikes of the corresponding Gaussian pyramid neuron have entered the conversion neuron's axons, we can force the neuron to output a sequence of juxtaposed spikes (burst code) of length equal to the number of input spikes. After all the spikes have exited the neuron, a reset pulse along a synapse with weight À255 causes a reset of the membrane potential to À255, at which point the process is repeated for the next frame.
The edge-extraction corelet ( Figure 6 ) can then process this burst-coded input. By merging the first two output neurons of the finite-differences network in Figure 6 using a single bus-OR axon, and also merging the last two neurons using another bus-OR axon, we are guaranteed that the two destination axons will take as input a number of spikes that is equal to the absolute value of the horizontal and vertical finite differences, respectively.
Output considerations: Output spike format The four output neurons provide a number of spikes equal to the positive and negative values of the horizontal and vertical finite differences. As a result, for any frame at most two neurons output spikes.
Output considerations: Destination of output spikes As previously described, each horizontal and vertical pair of neurons can be bus-OR merged via an input axon of the local averaging corelet, providing as input to the local averaging module the absolute value of the horizontal or vertical finite differences.
Motion detection
Input considerations: Source of input spikes The input spikes correspond to the output of a Gaussian pyramid layer, typically that of a luminance channel.
Input considerations: Input spike format
The input consists of sequences of video frames entering at 30 frames per secondVone frame every 33 ticks. The pixel values may be rate-coded using 0 to 15 spikes distributed across the first 15 ticks of the 33 tick window, or burst-coded.
Algorithm: Functional description
As it is shown in the saliency system's architecture in Figure 2 , the Gaussian pyramid is sent to a motion detection module ( Figure 7) . The network subtracts the current frame from the k-th previous frame by calculating the absolute value of the pixel intensity differences at each scale. If this value is at least equal to a user-specified threshold t m , a single output spike is created for that pair of pixels. This spike in turn is sent to a motion history neuron, which uses the stochastic threshold parameters of the TrueNorth neuron [20] to integrate the current input spike with previous spikes and fire a spike with a probability proportional to the current membrane potential of the neuron. Notice that a negative leak is associated with the motion history neuron, and as a result in the absence of new inputs, the probability of it firing decreases with time. In other words, the motion history neuron fires with a time weighted probability that increases as it receives more spikes over a more recent time window.
Algorithm: Corelet implementation
Every input pixel goes through a splitter corelet creating two copies of the input pixel intensity's rate-coded representation. One copy goes through a number of delay neurons so that the total extra delay is 33 ticks (i.e., k ¼ 1 frame delay). This delayed frame and the current frame finally go into the main motion detection network axon inputs (see Figure 7) . These two rate-coded inputs are subtracted from one another using two neurons H and I. One neuron's membrane potential is increased in proportion to the positive difference of the inputs, and the other neuron's membrane potential is increased in proportion to the negative difference of the inputs. A synchronization neuron E is then responsible for sending a periodic probe signal at the appropriate tick after all the input spikes have entered the axons, so that the two neurons output a total of at most one spike for the current frame if and only if the absolute value of the difference between the two input rate codes is at least equal to threshold t m . These two neurons are merged using a bus-OR which causes a neuron J to output a single spike if and only if the absolute value of the difference between the two inputs is at least equal to the desired threshold. Right after the probing control spike enters, a reset spike is sent from neuron F, which resets the membrane potentials of neurons H and I in preparation for the next frame.
Notice that there is also a suppression neuron G that is responsible for suppressing any possible outputs at the beginning of the simulation. This is important until the first delayed frame enters the input axon, to ensure that no unwarranted output spikes are created. Notice that we only need to use one periodic probe, reset, and suppress neuron per core, since the corresponding control spikes can be shared by all neurons in the crossbar. The output of neuron J is then sent to the motion history neuron K of Figure 7 . As previously described, this is a leaky neuron that fires with a time-weighted probabilistic threshold that is proportional to the number of spikes that entered the neuron over a finite time window. By appropriately controlling the neuron parameters, it is possible for example to maintain a Bmotion tail[ of the recent paths traversed by the moving target.
Output considerations: Output spike format
The output of stochastic neuron K is binarized so that a single spike is sent to the next corelet if and only if the stochastic neuron outputs at least a certain number of spikes during the frame.
Output considerations: Destination of output spikes
The binarized output spikes of each scale of the motion detection corelet are sent to a Bnormalization[ subcorelet that uses nearest-neighbor interpolation to resample the corresponding map to a common resolution. This in effect registers the images to a common coordinate frame.
Local averaging and center surround
Input considerations: Source of input spikes The input spikes are a function of the output of the edge extraction module.
Input considerations: Input spike format
The edge extraction module provides the positive and negative values of the horizontal and vertical partial derivatives at every pixel of an image. These four outputs are Figure 7 Motion detection network. See Figure 8 for a blocked center-surround network. See Table 1 for the neuron parameter values.
A. ANDREOPOULOS ET AL. 9 : 9 fused at the corresponding input axon of the local-averaging module by a bus-OR operation, providing a simple and efficient representation of the intensity of the edge at the corresponding pixel. Each one of the four inputs that are bus-ORed is rate-coded using 0 to 15 spikes distributed across the first 15 ticks of the 33 tick window. Figure 8 shows the 15 Â 15 center-on, surround-off operator used, where the central 5 Â 5 pixels correspond to the center-on region. Compared with often-used operators, such as difference of Gaussians, the Haar-like operator with a nontrivial support region lends itself to an efficient implementation on TrueNorth.
Algorithm: Functional description
There are two main components to the operator. The first component is local averaging, which estimates the 5 Â 5 average pixel value at each scale and pixel that is output by the corresponding absolute gradient networks (see Figs. 2  and 6 ). Then, based on the definition of image gratings given above for the Gaussian convolution corelet, each locally averaged matrix/image is decomposed into 25 grates/sub-images, by using an f ¼ 5 grating parameter. Similar to the case of the 5 Â 5 Gaussian, each grate is an independent non-overlapping sub-matrix/sub-image containing all the information needed to calculate the center surround response. Figure 8 and Table 1 show the neuron tiling and neuron parameters used to apply the center surround operator on a 2D rate-coded input matrix corresponding to each one of these grates. The placement of the three axon types fa; b; cg across a grate's pixels is shown, which is similar to the placement for the Gaussian kernel. The fourth axon type available is used for the reset axon which resets the membrane potential at the end of the frame. An output neuron type from A, B, and C is associated with each grate pixel, where for each output neuron its corresponding 3 Â 3 receptive field is centered at an axon/input pixel of type a, b and c, respectively.
Algorithm: Corelet implementation
By distributing within each grate the neuron types in the manner shown in Figure 8 , it is possible to create a network that uses nine 5 Â 5 pixel sub-tiles to patch together a 15 Â 15 center-surround operator, which outputs a single spike if the result is at least equal to the user-specified threshold t c . Neurons A, B output the thresholded center surround response, while neuron D outputs the average response of the surround region, which is later combined with a copy of a 5 Â 5 center region (neuron E) by using a Bpositive difference[ neuron of type C to give the thresholded center surround response for the rest of the image pixels.
Figure 8
The blocked center-surround network is implemented as a cascade of filtering operations applied on the original input. See Table 1 for the neuron parameter values. Similar to the previously described synchronization design pattern, the fourth axon type in each grate is dedicated as a reset axon with a negative synaptic weight of À255, and linear combinations of the other two or three positively weighted axon types of a neuron are defined so that control spikes, which arrive simultaneously and one tick before the reset spike, increase the membrane by a sufficient amount to cause a single output spike only when the center is greater than the average of the surrounding by at least t c . Mathematically, this can be expressed by 8 
Within each grate, the problem of center-surround operators that overlap multiple cores is addressed in the same way it was addressed for the Gaussian pyramid, namely by using splitters to replicate pixels whose values are used by multiple neighboring cores.
Output considerations: Output spike format Either one or zero spikes are output per frame for each output neuron on which a center-surround operator is centered. The output spikes might have an extra delay associated with them to synchronize their arrival at the destination axon with the outputs from other modules.
Output considerations: Destination of output spikes Similar to the output for the motion detection module, the spikes are sent to a Bnormalization[ subcorelet that uses nearest-neighbor interpolation to resample the corresponding map to a common resolution. This in effect registers the binary images to a common coordinate frame.
Weighted multichannel merge
Input considerations: Source of input spikes As discussed in the introduction, one of the core components of the saliency map hypothesis is the existence of a stage where the individual feature maps are merged into a single master saliency map. This paper's saliency system merges the maps through a preprocessing stage for registering and smoothing the individual multiscale feature maps, followed by the application of a network for merging input feature maps by applying cascades of (and possibly alternating) weighted max and weighted average operations (see Figure 2) . The first stage of this merging phase consists of a normalization/registration that aligns all the multiscale motion and center-surround maps into a common resolution.
The input for this normalization routine is provided by the motion detection and center-surround routines previously described.
Input considerations: Input spike format
The input is binary and therefore consists of 0 or 1 spike per frame per pixel.
Algorithm: Functional description
The registration downsamples or upsamples some of the feature maps through a nearest-neighbor interpolation corelet (implemented through a splitter network), in order to bring the feature maps to a common resolution. This is then followed by a Gaussian smoothing stage that inhibits speckle noise and enhances the centroids of salient patches.
For the subsequent weighted max operator, a gain value is assigned to the input rate code at the moment the code is created at the source, which effectively multiplies the number of input spikes by a weight of significance specified at corelet/network instantiation time. By merging the burst-rate-codes through a bus-OR, we obtain the maximum of the input rate codes. A cascade of weighted averages can then merge multiple results of the weighted max operation into a single saliency map.
Algorithm: Corelet implementation
The weighted average operation relies to a large extent on the weighted average neuron, an instantiation of which was previously used for the Gaussian pyramid corelet (see neuron C of Gaussian convolution in Figure 5 ). Assume that the user wishes to use the weighted average neurons to merge n feature maps, where with each feature map a positive weight of importance is associated. The first step is to normalize the weights so that their sum does not exceed 255. This constraint is attributed to the use of an 8 bit synaptic weight in TrueNorth. Since each weighted average neuron can find the average of two inputs, we apply a cascade of weighted pairwise merges, where at each layer of the cascade, the merge weight of each input is equal to the summation of the weights of all previously merged features that the input rate code represents.
As shown in Figure 2 , in the basic saliency system a single weighted max operation is first applied to each triple of corresponding pixels from the motion or center surround sequence. This results in numerous merged maps, where each map contains the cross-scale maximum of motion and center surround responses. The output of this operation is then followed by a number of weighted merge operations, which merge the resulting maps across all channels into the final saliency map. In Figure 9 , we show the resulting raw saliency maps, as well as their peaks, which result after thresholding the raw saliency maps. Note that the corelet is flexible in the actual sequence of operations performed. For example with different corelet parameter values it is possible to fuse all maps using a single max operation without any Gaussian smoothing or averaging.
Output considerations: Output spike format
The output consists of a single saliency map (typically 120 Â 68 or 240 Â 136 pixels) where each pixel outputs between 0 and 15 spikes per frame, with more spikes denoting a more salient region. Sometimes an extra thresholding is performed on this map by suppressing to zero the regions that have below a certain number of spikes, as this better helps visualize the level sets.
Output considerations: Destination of output spikes
The output spikes are used by whatever module might Bwant[ to use the saliency system, such as a router system that simulates eye movements.
Results and discussion
The system is evaluated on the publicly available NeoVision Tower dataset [28, 29] , which contains annotated video sequences of pedestrians, cars, buses, trucks, and bicyclists. This provides a qualitative and quantitative measure of system performance on a real-world problem. To the best of our knowledge, this constitutes the first attempt at constructing a saliency model that is implemented and tested on a low-power spiking neurosynaptic architecture. Our results provide an early proof-of-concept that TrueNorth provides a viable platform for a low-power implementation of a complex application.
The dataset consists of 45,000 RGB frames at a resolution of 1,920 Â 1,088 pixels per frame ðwidth Â heightÞ. The video was recorded at 30 frames per second, for a total of 25 minutes of video. See Figure 2 for an example RGB frame. The transduction process converts each input frame to a 240 Â 136 pixel three-channel input frame, where each channel is quantized to 4 bits from the original 8 bits. This results in a 0 to 15 spike rate-coded representation for every pixel of every input channel, and an average of $23,500,000 input spikes per second.
The basic saliency system was optimized for the L Ã log Yb Ã space (a mix of channels from CIE L Ã a Ã b Ã and YCbCr color spaces) and was tested using a model consisting of 13,727 neurosynaptic cores (about 3 million neurons). The network size depends on many of the corelet Figure 9 Examples of input frames for different camera orientations and illuminations (column 1), the corresponding saliency maps (column 2), and the thresholded saliency maps that result after suppressing any values below a certain threshold (column 3).
parameters, such as the number of layers and the resolutions/filters of the Gaussian pyramids, as well as the parameter k of the motion detector, which specifies the number of frames separating the frame pairs used in motion detection, which in turn affects the number of delay neurons needed. Under appropriate parameters, the corelet can generate saliency models that process a maximum of 52 frames per second, since each frame can be pipelined within a minimum of 19 ticks for 4-bit inputsVeach extra Gaussian pyramid layer is the most costly factor that decreases the maximum frame rate. Our basic model and synchronization neuron parameters were set to expect a single frame every 33 ticks. The motion detector was only applied to the luminance channel and the center surround operator was applied to all 3 channels. The system accuracy was measured with respect to various overlap ratios between salient/non-salient pixels and foreground annotated objects versus background pixels. The following list provides more details. (i) The true positive rate ðTPÞ is defined as the number of ground truth patches overlapping at least one salient pixel divided by the number of ground truth patches. (ii) The positive predictive value ðPPV Þ is defined as the number of salient labeled pixels overlapping a ground truth patch divided by the number of all salient labeled pixels. (iii) The true negative value ðTN Þ is the number of non-salient pixels not overlapping the ground truth patch divided by the number of pixels not overlapping a ground truth patch. (iv) The negative predictive value ðNPV Þ is the number of non-salient pixels not overlapping a ground truth patch divided by the number of non-salient pixels. For completeness, YCbCr, and CIE L Ã a Ã b Ã spaces were also tested under slightly different model parameters/thresholds, and gave performance results (see Table 2 ) demonstrating that system performance under 4-bit quantization is only slightly affected by the choice of color representation. We also executed on a single TrueNorth chip, consisting of 4,096 cores, a smaller version of the saliency system (four chips are necessary to run the full 13,727 core system). The smaller version uses a single input channel (luminance) to calculate the Gaussian pyramid, motion detection, center surround and merging. On a 4-second test video sequence, we measured power consumption of 50 mW, and based on this we extrapolate a power consumption of $200 mW for the full system. On average, each neuron's firing rate for the single chip version of the basic saliency system was $97 spikes/second or $3 spikes/frame.
Qualitatively, we observe that the system detects most moving objects, and has trouble detecting small moving objects with low contrast. Most of the nonannotated salient moving object detections occurred due to splashing water near a fountain. While gusts of wind often caused foliage to move, the resolution of the input stream diminished such false detections. Salient non-moving objects, such as sitting pedestrians, were usually detected by the center surround operators. False positive detections typically occurred near objects whose structure varied significantly compared to their surroundings, such as lamp-posts (see Figures 2 and 9 ).
Conclusion
We described an implementation of a bottom-up visual saliency algorithm on a spiking, neurosynaptic, non-von Neumann, parallel, distributed, real-time, energy-efficient architecture that supplies an alternative template to the prevailing von Neumann architecture for future research in cognitive computing [30] . Future improvements include the use of different spike coding schemes for producing saliency maps with higher dynamic ranges, the inclusion of more channels, and more features [31] . 
