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Abstract
The DG algorithm is a powerful method for solving pdes, especially for evolution
equations in conservation form. Since the algorithm involves integration over vol-
ume elements, it is not immediately obvious that it will generalize easily to arbitrary
time-dependent curved spacetimes. We show how to formulate the algorithm in such
spacetimes for applications in relativistic astrophysics. We also show how to formulate
the algorithm for equations in non-conservative form, such as Einstein’s field equations
themselves. We find two computationally distinct formulations in both cases, one of
which has seldom been used before for flat space in curvilinear coordinates but which
may be more efficient. We also give a new derivation of the ALE algorithm (Arbi-
trary Lagrangian-Eulerian) using 4-vector methods that is much simpler than the usual
derivation and explains why the method preserves the conservation form of the equa-
tions. The various formulations are explored with some simple numerical experiments
that also explore the effect of the metric identities on the results.
Keywords: Discontinuous Galerkin, Hydrodynamics, Magnetohydrodynamics,
Einstein’s equations, Moving mesh, Arbitrary Lagrangian-Eulerian (ALE), Metric
identities, Geometric conservation law
1. Introduction
In relativistic astrophysics, simulations involving hydrodynamics or magnetohy-
drodynamics or similar physics are most often carried out using finite-volume methods.
Two major challenges of such simulations are accuracy and computational efficiency.
Many important problems cannot be solved to the required accuracy using currently
available hardware resources. Accuracy can be improved only by increasing numerical
resolution. If parts of the solution are smooth so that one might want to take advantage
of high-order methods to improve the accuracy, current methods eventually run into
problems. High-order finite-volume methods couple together more cells and require
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more communication between cells. Ultimately, when the number of cells and proces-
sors gets large enough, the communication time begins to limit the computation and the
code no longer scales with the number of processors. Moreover, astrophysical appli-
cations often involve multiphysics (fluids, magnetic fields, neutrinos, electromagnetic
radiation, relativistic gravity). With current formulations, each new type of physics of-
ten requires its own computational treatment, making coupling of the physics difficult.
As one looks ahead to the arrival of exascale computing, it seems that we should look
to the development of algorithms that can take advantage of these very large machines
properly for astrophysics.
In the last decade, discontinuous Galerkin (DG) methods have emerged as the lead-
ing contender to achieve all the goals of a general purpose simulation code, particularly
for equations in conservation form: high order accuracy in smooth regions, robustness
for shocks and other discontinuities, scalability to very large machines, accurate han-
dling of irregular boundaries, adaptivity, and so on. Many applications of DG in terres-
trial fluid dynamics have appeared. However, applications in relativity and astrophysics
have so far been mainly exploratory[1–10] and confined to simple problems.
The goal of this paper is to formulate the DG method for arbitrary 3-dimensional
problems involving general relativistic gravitation. At first sight, this sounds tricky:
the basic DG algorithm involves integrating the pdes over space and using Gauss’s
Theorem to turn integrals of divergences into surface integrals. In general relativity,
spacetime is curved and coordinates are arbitrary and not necessarily simply related
to physical measurements by an observer. So should integrations be performed over
coordinate volume or proper volume? What are the corresponding normal vectors that
enter into the interface flux prescriptions? How should Einstein’s equations, which are
not typically in conservation form, be handled? Is the weak form or the strong form
of the equations better? How do the so-called metric identities affect the formulation?
We give answers to these questions. In particular, we find that the final formulation
is very close to that already developed for Euclidean space in curvilinear coordinates.
Moreover, the covariant approach adopted in this paper gives new insights into the
standard curvilinear coordinate treatment. Not only are derivations much simpler, but
alternative formulations that may be more efficient computationally are found.
Here we summarize the key results in this paper.
• Despite the curvature of spacetime, the DG algorithm can easily be formulated
in general relativity. In fact, the formulation is analogous to that for curvilinear
coordinates in flat spacetime.
• In the general case, there are two distinct strong formulations for conservation
laws. For the tensor-product basis functions used in this paper, the corresponding
weak formulations are both equivalent to one of the strong formulations.
• Only one of the formulations has been widely used for flat space in curvilinear
coordinates. In numerical experiments, the other appears to be somewhat more
efficient and should be further investigated.
• Similarly, there are two inequivalent formulations for hyperbolic equations in
non-conservation form. These formulations are important for solving Einstein’s
equations.
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• Time-dependent mappings (Arbitrary Lagrangian-Eulerian (ALE) methods and
the dual-frame approach[11] that has proved useful for black hole simulations)
are easily implemented in the relativistic treatment.
• We give streamlined derivations of the so-called metric identities, the geometric
conservation law, and the ALE method for moving grids. The derivation of the
ALE method is novel and uses general covariance to get the result in a few lines.
In addition, the reason that the ALE method preserves the conservation form of
the equations is explained.
• Satisfying the metric identities discretely is often claimed to be a necessary con-
dition for “free-stream preservation,” or the requirement that a uniform flow re-
main uniform for all time. We show that in fact this statement is true for only
one of the computational formulations of the DG algorithm and not the other.
• We clarify how normal vectors should be normalized. The normal vector that the
boundary flux vector is projected along does not need to be the unit normal—the
normalization factor cancels out of the algorithm.
A covariant treatment of DG in general relativity has previously been given by
Radice and Rezzolla[4]. This paper covers many aspects that were not covered by
them.
2. DG for equations in conservation form
2.1. Form of the equations
In a general time-dependent curved spacetime, a conservation law can be written in
terms of a 4-divergence:
∇µFµ = 0, (2.1)
where ∇µ denotes the covariant derivative. Here and throughout, repeated indices are
summed over. Greek indices µ, ν, . . . range from 0 to 3, while Latin indices a, b, . . . will
be purely spatial, ranging from 1 to 3. We choose units with the speed of light c = 1,
so that x0 = t. We will often denote F0 by u, a quantity like density that is conserved.
The spatial flux vector Fa is generally a function of u. In practice, rather than a single
conservation law like (2.1), one deals with a system of conservation laws. In this case,
u is a vector of conserved quantities and Fa is a vector of flux vectors. For example,
u and Fa are vectors of length 5 for hydrodynamics. In this paper, we will typically
not need to deal with the various separate equations in a system of conservation laws.
Accordingly, we will write u and Fa whether we are dealing with one equation or a
system. All the derivations go through independently on each equation in a system.
It will be convenient to generalize (2.1) to allow a source term s on the right-hand
side. Such a source term arises, for example, when one considers conservation of
energy and momentum in a general curved (or curvilinear) metric. The divergence of
the energy-momentum tensor gives an extra term that cannot be included as the pure
divergence of a flux vector. However, the extra term depends only on u and not on
its derivatives. This is the key requirement that we place on the source term in the
subsequent treatment.
3
The metric in a general spacetime can be written in the standard 3 + 1 form
ds2 = gµνdxµdxν = −α2dt2 + γab(dxa + βadt)(dxb + βbdt), (2.2)
where α is called the lapse function, βa the shift vector, and γab is the spatial metric on
t = constant slices. (For more on the 3 + 1 decomposition, see, e.g., [12] or [13].) In
flat spacetime (no relativistic gravitational field), we can set α = 1, β = 0. In Cartesian
coordinates, γab = δab, the Euclidean 3-metric.
Now using a standard identity for the covariant divergence (see, e.g., Problem
7.7(g) in [14]), the conservation equation (2.1) with source term can be written
1√−g∂t(
√−gu) + 1√−g∂a(
√−gFa) = s, (2.3)
where g is the determinant of the 4-metric gµν. It is easy to show from (2.2) that√−g = α√γ, where γ is the determinant of γab. So Eq. (2.3) becomes
1√
γ
∂t(
√
γu) +
1√
γ
∂a(
√
γFa) = s. (2.4)
Here we have absorbed the factor of α in the definitions of u, Fa, and s, which is
standard practice in computational relativity. Multiplying Eq. (2.4) through by
√
γ
gives
∂t(
√
γu) + ∂a(
√
γFa) =
√
γs, (2.5)
which suggests that
√
γu,
√
γFa, and
√
γs might be convenient variables to use in a
code.
Note that Eq. (2.4) or (2.5) is formally the same as a conservation law in flat space
written in curvilinear coordinates. In that case the metric is simply the Euclidean metric
transformed to the curvilinear coordinates, whereas here we consider the more general
case where the metric might be the solution of Einstein’s equations of general relativity
in an arbitrary coordinate system.
2.2. The DG algorithm in curved spacetime
As we will see, the DG algorithm is remarkably similar in flat and curved space-
times. However, at key points there are important details that need to be correctly
implemented.
The algorithm starts by dividing the spatial domain into subdomains, often called
cells or elements. Each element is a mapping of a reference element (triangle or square
in 2-d, tetrahedron or cube in 3-d). The mapped elements can have straight or curved
sides. (Here “straight” means having two constant spatial coordinates.) In each ele-
ment, the quantities u, Fa, s, etc. (or equivalently
√
γu,
√
γFa,
√
γs) are each expanded
in term of a set of basis functions, typically polynomials:
u(x) =
∑
i
uiφi(x). (2.6)
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Analogous to spectral collocation methods, we will work with a so-called nodal expan-
sion, where Eq. (2.6) is an interpolation:
u(xi) = ui, i = 0, . . . ,N (2.7)
for some choice of nodes (grid points) xi. This implies that φi(x j) = δi j. Such basis
functions are called cardinal functions. For polynomial basis functions, they will be
simply Lagrange interpolating polynomials.
Get the DG equations by integrating Eq. (2.4) in each element with test functions
that are the same as the basis functions:∫ [
∂t
(√
γu
)
+ ∂a
(√
γFa
) − √γs] φi(x) d3x = 0. (2.8)
Here we have integrated with respect to proper volume
√
γd3x, where d3x is the co-
ordinate volume element dx dy dz. Had we started with the form (2.5), then we would
have integrated with respect to coordinate volume instead. The choice is designed to
allow Gauss’s Theorem to be invoked in a simple way, as we now show.
Transform the spatial derivative term by integrating by parts:∫
∂a
(√
γFa
)
φi(x) d3x =
∫
∂a
(√
γFaφi(x)
)
d3x −
∫ √
γFa∂aφi(x) d3x
=
∮
Fanaφi d2Σ −
∫ √
γFa∂aφi(x) d3x. (2.9)
Here d2Σ is the proper surface element of the cell and na is the unit outward normal
(see Appendix A for more on Gauss’s Theorem and normal vectors.)
With a formulation like (2.9) in each element, there is no connection between the
elements. The heart of the DG method is to replace Fa in the surface term by the
numerical flux Fa∗, a function of the fluxes on both sides of the interface:∫
∂a
(√
γFa
)
φi(x) d3x→
∮
Fa∗naφi d2Σ −
∫ √
γFa∂aφi(x) d3x. (2.10)
This gives the weak form of the equations (no derivatives of Fa). To get the strong
form, undo the integration by parts on the right-hand side of Eq. (2.10):∫
∂a
(√
γFa
)
φi(x) d3x→
∮
(Fa∗ − Fa)naφi d2Σ +
∫
∂a
(√
γFa
)
φi(x) d3x. (2.11)
So one question we will have to answer is: Should we use the weak form (2.10) or the
strong form (2.11)? We will return to this question in §4.3.
2.2.1. The mass matrix
Evaluation of Eq. (2.8) now follows standard lines as in flat spacetime. The first
term gives the mass matrix:∫
∂t
(√
γu
)
φi(x) d3x =
d
dt
∑
j
(√
γu
)
j
∫
φ j(x)φi(x) d3x
= M ·
d
(√
γu
)
dt
∣∣∣∣
i
, (2.12)
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where the mass matrix M has components
Mi j =
∫
φi(x)φ j(x) d3x (2.13)
and the dot in Eq. (2.12) denotes matrix-vector multiplication.
Note that a product like
√
γu is expanded using the product of the function values
at the grid points for each factor:
√
γu =
∑
j
√
γ ju jφ j(x). (2.14)
This is not exact in general unless γ is constant, and will introduce aliasing that may
have to be dealt with by filtering. We will handle all products in this way. The notation√
γu is used to denote the vector whose elements are √γ ju j.
Similarly, the last term in Eq. (2.8) gives
−
∫ (√
γs
)
φi(x) d3x = −M · (√γs) |i. (2.15)
2.2.2. The volume derivative term
For the strong form, the derivative term in Eq. (2.8) gives the boundary and vol-
ume terms as in Eq. (2.11). Note that all spatial derivatives can be rewritten using the
derivative matrices defined by
D(a)i j = ∂aφ j(xi). (2.16)
Explicitly, for any quantity f (x) we have
f (x) =
∑
k
fkφk(x) ⇒ ∂a f (x) =
∑
k
fk∂aφk(x) ⇒ ∂a f (x)| j =
∑
k
D(a)jk fk.
(2.17)
Applying this to the derivative in Eq. (2.11) gives
∂a
(√
γFa
)
=
∑
j
[
∂a
(√
γFa
)]
j φ j(x) =
∑
jk
D(a)jk
(√
γFa
)
k φ j(x). (2.18)
Thus the volume term becomes∫
∂a
(√
γFa
)
φi(x) d3x =
∑
jk
D(a)jk
(√
γFa
)
k
∫
φ j(x)φi(x) d3x
=
∑
jk
Mi jD
(a)
jk
(√
γFa
)
k
= M · D(a) · (√γFa) ∣∣∣
.
(2.19)
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2.2.3. The boundary flux
For the boundary surface term, define
F ≡ (Fa∗ − Fa)na. (2.20)
For smooth problems the numerical flux is generally evaluated by upwinding. For
non-smooth solutions, the flux prescription typically enforces the Rankine-Hugoniot
relations in some way. So let’s assume we have some prescription for F on the bound-
ary and that this has been computed as an expansion in terms of the basis functions.
Then ∮
Fφi d2Σ =
∑
j
F j
∮
φ j(x)φi(x) d2Σ. (2.21)
Write this as ∮
Fφi d2Σ =
∑
surfaces
M(2) · F∣∣∣i, (2.22)
where the surface mass matrix on each piece of the boundary surface is defined as
M(2)i j =
∫
surface
φi(x)φ j(x) d2Σ. (2.23)
2.3. The equations of motion
Now put all the pieces together: Substitute Eqs. (2.12), (2.15), (2.19) and (2.22) in
Eq. (2.8) and multiply through by M−1 to get
d
(√
γu
)
dt
+ D(a) · (√γFa) − (√γs) = −M−1 · ∑
surfaces
M(2) · F. (2.24)
This is the form that is integrated with a suitable time stepper. We see that the algorithm
resembles the method of lines in finite-volume methods.
3. Evaluation of Integrals
Evaluate the various integrals by mapping them to the reference element and then
doing a Gaussian quadrature. Let the mapping be some time-independent function
x = x(x¯) (3.1)
with Jacobian matrix
J =
∂xa
∂xa¯
(3.2)
and Jacobian
J = det J. (3.3)
Here the barred coordinates are some standard coordinates covering the reference ele-
ment, which we will sometimes also denote as
(x1¯, x2¯, x3¯) = (a1, a2, a3). (3.4)
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Note the standard relativist’s convention of placing the bar on the index: xa¯ in (3.2)
rather than x¯a, which facilitates working with tensor indices.
We will take the reference element to be a cube with extents [−1, 1] in each direc-
tion. The boundaries in most typical astrophysics problems are sufficiently simple that
we don’t need the flexibility of grids composed of triangles or tetrahedra. Even for bi-
nary black hole simulations, where the centers of each black hole are excised from the
computational domain, we only need a domain bounded by a large sphere at infinity
with two interior holes removed. Such a domain can easily be covered with elements
that are mapped cubes.
Using cubes allows a big simplification in the algorithm: We can take the basis
functions to be a tensor product of 1-d basis functions `i on the reference element:
φi(x)→ φi jk(x) = `i(x1¯)` j(x2¯)`k(x3¯). (3.5)
Since the Gaussian quadrature along each dimension is being carried out with a weight
function of unity, it should be a Gauss-Legendre quadrature, with nodes x¯i correspond-
ing to roots of an appropriate Legendre polynomial. A further simplification follows
if we assume that these quadrature points are chosen to be the same as the interpola-
tion points. The combination of tensor product basis functions and quadrature points
the same as interpolation points gives a very simple form of the equations that resem-
bles multipenalty collocation. It also implies that the basis functions are the Lagrange
interpolating polynomials corresponding to Legendre polynomials:
`i(x¯) =
N∏
j=0
j,i
x¯ − x¯ j
x¯i − x¯ j . (3.6)
Note that we can have different numbers of points along each dimension in (3.5),
which will lead to different values for the quadrature points x¯i and weights wi along
each dimension. We will not clutter the notation to make this distinction. Also, we
now have to give up the nice matrix notation we used above, since each matrix index
becomes a triple like (i jk).
3.1. The mass matrix
Equation (2.13) for the mass matrix becomes
Mi j → M(i jk)(lmn) =
∫
φi jk(x)φlmn(x) d3x
=
∫
`i
(
x1¯
)
` j
(
x2¯
)
`k
(
x3¯
)
`l
(
x1¯
)
`m
(
x2¯
)
`n
(
x3¯
)
J(x¯) d3 x¯
=
∑
pqr
`i
(
x1¯p
)
`l
(
x1¯p
)
wp` j
(
x2¯q
)
`m
(
x2¯q
)
wq`k
(
x3¯r
)
`n
(
x3¯r
)
wr J
(
x1¯p, x
2¯
q, x
3¯
r
)
=
∑
pqr
δipδlpwpδ jqδmqwqδkrδnrwr Jpqr
= δilδ jmδknwiw jwk Ji jk. (3.7)
8
Here we have used the equality of quadrature and interpolation points to set quantities
like `i
(
x1¯p
)
equal to δip. The resulting mass matrix is diagonal in each dimension.
The “matrix” multiplication of the expression (3.7) by a term like d(
√
γu)/dt|lmn
gives
wiw jwk Ji jk
d(
√
γu)i jk
dt
, (3.8)
and a similar term for Eq. (2.15).
3.2. The volume derivative term
Corresponding to the manipulations in Eq. (2.17) we have
f (x) =
∑
i jk
fi jkφi jk(x) ⇒ ∂a f (x) =
∑
i jk
fi jk∂aφi jk(x)
⇒ ∂a f (x)|lmn =
∑
i jk
fi jk∂aφi jk(xlmn). (3.9)
Mapping to the reference element gives
∂aφi jk(xlmn) =
∂xa¯
∂xa
∂a¯φi jk(x¯)
∣∣∣
lmn
=
∂xa¯
∂xa
∂a¯`i
(
x1¯
)
` j
(
x2¯
)
`k
(
x3¯
)∣∣∣
lmn
=
∂x1¯
∂xa
D1¯liδ jmδkn +
∂x2¯
∂xa
D2¯m jδilδkn +
∂x3¯
∂xa
D3¯nkδilδ jm, (3.10)
where
D1¯li = ∂1¯`i
(
x1¯
)∣∣∣
l (3.11)
is the derivative matrix for x1¯, and similarly for the 2- and 3-coordinates. Substituting
Eq. (3.10) in Eq. (3.9) gives
∂a f (x)|lmn = ∂x
1¯
∂xa
∣∣∣∣
lmn
∑
i
D1¯li fimn +
∂x2¯
∂xa
∣∣∣∣
lmn
∑
j
D2¯m j fl jn +
∂x3¯
∂xa
∣∣∣∣
lmn
∑
k
D3¯nk flmk. (3.12)
So analogously to Eq. (2.18) we get
∂a
(√
γFa
)
=
∑
lmn
[
∂a
(√
γFa
)]
lmn φlmn(x), (3.13)
where [∂a
(√
γFa
)
]lmn is given by the analog of Eq. (3.12). Thus the volume term (2.19)
gives ∫
∂a
(√
γFa
)
φi(x) d3x =
∑
lmn
[
∂a
(√
γFa
)]
lmn
∫
φlmn(x)φi jk(x) d3x
=
∑
lmn
[
∂a
(√
γFa
)]
lmn M(i jk)(lmn)
=
[
∂a
(√
γFa
)]
i jk wiw jwk Ji jk, (3.14)
where we have used Eq. (3.7) in the last line.
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3.3. The boundary flux
Let’s consider the flux through the surface corresponding to a3 = x3¯ = 1 on the
reference element. Evaluating Eq. (2.21) by transforming to the reference element
gives∫
Fφi jk(x) d2Σ =
∑
lmn
Flmn
∫
a3=1
`l
(
x1¯
)
`m
(
x2¯
)
`n
(
x3¯
)
`i
(
x1¯
)
` j
(
x2¯
)
`k
(
x3¯
)√(2)γ(x1¯, x2¯) dx1¯ dx2¯.
(3.15)
Here (2)γ is the determinant of the 2-dimensional metric induced on the surface by γi j.
Assume the quadrature uses Gauss-Lobatto points. Then `k
(
x3¯
)
= δkN , where N is
the last grid point. Equation (3.15) becomes∫
Fφi jk(x) d2Σ =
∑
lmn,pq
Flmn
√
(2)γpq δlpδmqδnNδipδ jqδkNwpwq
= Fi jN
√
(2)γi j wiw jδkN . (3.16)
Integrating over the surface a3 = −1 gives a similar term with a minus sign and
N replaced by the index 0, corresponding to the first grid point in the interval. The
contributions from the other 4 sides of the cube are similar.
3.4. The equations of motion — strong form
Putting together Eqs. (3.8), (3.14), (3.12) and (3.16), and dividing through by
wiw jwk Ji jk, we get
d(
√
γu)i jk
dt
+
[∂x1¯
∂xa
∣∣∣∣
i jk
∑
l
D1¯il
(√
γFa
)
l jk +
∂x2¯
∂xa
∣∣∣∣
i jk
∑
m
D2¯jm
(√
γFa
)
imk
+
∂x3¯
∂xa
∣∣∣∣
i jk
∑
n
D3¯kn
(√
γFa
)
i jn
]
− (√γs)i jk
= − 1
wN
Fi jN
√
(2)γi j
Ji jN
δkN +
1
w0
Fi j0
√
(2)γi j
Ji j0
δk0 − 1wN FN jk
√
(2)γ jk
JN jk
δiN
+
1
w0
F0 jk
√
(2)γ jk
J0 jk
δi0 − 1wN FiNk
√
(2)γik
JiNk
δ jN +
1
w0
Fi0k
√
(2)γik
Ji0k
δ j0. (3.17)
The relatively simple form for the boundary flux terms in Eq. (3.17) occurs because of
the 1-d Gauss-Lobatto quadratures using the interpolation points.1
1If we had used Gauss interior points instead of Gauss-Lobatto points, then an interpolation would be
required to evaluate quantities on the boundary. Several works have compared the relative advantages of these
choices of quadrature points (see [15] and references therein). However, these comparisons have typically
been done with relatively simple fluxes and no source terms. Since we have in mind relativistic applications
where complicated source terms and equation of state calculations could dominate the computational time,
we will consider only the simpler Lobatto choice here.
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Note that the flux terms can be rewritten using Eq. (A.18). For example, for the
surface x3¯ = constant we get
(
Fa∗ − Fa)na √(2)γJ = (Fa∗ − Fa)
∂x3¯∂xa J
√
γ√
(2)γ
 √(2)γJ
=
√
γ
(
Fa∗ − Fa)∂x3¯
∂xa
, (3.18)
and similarly for the other surfaces. In other words, the “normal vector” can be taken
to be simply na = ∂x3¯/∂xa since the factor
√
γ is usually incorporated in the definition
of Fa. The simplified version of the right-hand side of Eq. (3.17) is
− 1
wN
[√
γ
(
Fa∗ − Fa)]i jN ∂x3¯∂xa ∣∣∣∣i jNδkN + 1w0 [√γ(Fa∗ − Fa)]i j0 ∂x
3¯
∂xa
∣∣∣∣
i j0
δk0
− 1
wN
[√
γ
(
Fa∗ − Fa)]N jk ∂x1¯∂xa ∣∣∣∣N jkδiN + 1w0 [√γ(Fa∗ − Fa)]0 jk ∂x
1¯
∂xa
∣∣∣∣
0 jk
δi0
− 1
wN
[√
γ
(
Fa∗ − Fa)]iNk ∂x2¯∂xa ∣∣∣∣iNkδ jN + 1w0 [√γ(Fa∗ − Fa)]i0k ∂x
2¯
∂xa
∣∣∣∣
i0k
δ j0. (3.19)
Note the symmetry between the Jacobian matrix elements that appear on the left-hand
side of Eq. (3.17) and in the boundary flux terms Eq. (3.19), reflecting the essence of
Gauss’s Theorem.
3.5. The equations of motion — weak form
The weak form of the equations follows from using Eq. (2.10) instead of Eq. (2.11).
The boundary flux now contains only Fa∗ instead of (Fa∗ − Fa), while the volume term
is now
Vol. term = −
∫ √
γFa∂aφi(x) d3x
= −
∑
j
(√
γFa
)
j
∫
φ j(x)∂aφi(x) d3x. (3.20)
The derivative of the basis function in Eq. (3.20) is
∂aφi(x) =
∑
k
∂aφi(xk)φk(x) =
∑
k
D(a)ki φk(x) (3.21)
and so
Vol. term = −
∑
jk
√
γ jFaj D
(a)
ki
∫
φ j(x)φk(x) d3x
= −
∑
jk
√
γ jFaj M jkD
(a)
ki
= − D(a) T ·M · (√γFa)∣∣∣i . (3.22)
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Now evaluate the volume term explicitly using Gaussian quadrature. Equation
(3.20) gives
Vol. term = −
∑
lmn
(√
γFa
)
lmn
∫
φlmn(x)∂aφi jk(x) d3x
= −
∑
lmn
(√
γFa
)
lmn
∫
φlmn(x¯)
∂xa¯
∂xa
∂a¯φi jk(x¯)J d3x¯
= −
∑
lmn,pqr
(√
γFa
)
lmn `l
(
x1¯p
)
wp`m
(
x2¯q
)
wq`n
(
x3¯r
)
wr Jpqr
∂xa¯
∂xa
∣∣∣∣∣∣
pqr
∂a¯`i
(
x1¯p
)
` j
(
x2¯q
)
`k
(
x3¯r
)
.
(3.23)
The term corresponding to xa¯ = x1¯ is
−
∑
lmn,pqr
(√
γFa
)
lmn `l
(
x1¯p
)
wp`m
(
x2¯q
)
wq`n
(
x3¯r
)
wr Jpqr
∂x1¯
∂xa
∣∣∣∣∣∣
pqr
∂1¯`i
(
x1¯p
)
` j
(
x2¯q
)
`k
(
x3¯r
)
= −
∑
lmn,pqr
(√
γFa
)
lmn δlpδmqδnr Jpqr
∂x1¯
∂xa
∣∣∣∣∣∣
pqr
D1¯piδ jqδkrwpwqwr
= −
∑
l
(√
γFa
)
l jk Jl jk
∂x1¯
∂xa
∣∣∣∣∣∣
l jk
D1¯liwlw jwk. (3.24)
We get similar terms for x2¯ and x3¯. Dividing through by wiw jwk Ji jk gives a volume
term that replaces the term in square brackets in Eq. (3.17):
− 1
Ji jk
[∑
l
D˜1¯il
∂x1¯
∂xa
∣∣∣∣
l jk
Jl jk
(√
γFa
)
l jk +
∑
m
D˜2¯jm
∂x2¯
∂xa
∣∣∣∣
imk
Jimk
(√
γFa
)
imk
+
∑
n
D˜3¯kn
∂x3¯
∂xa
∣∣∣∣
i jn
Ji jn
(√
γFa
)
i jn
]
, (3.25)
where D˜ is the differentiation matrix for the weak form:
D˜il =
wl
wi
Dli. (3.26)
4. Alternative Formulation: Transform Then Integrate
In the above formulation of DG, we integrated the flux-conservative equations
against the test functions φi(x) and then evaluated the integrals by transforming to the
reference grid x¯. Instead of this “integrate then transform” approach, we can trans-
form first, then integrate. Analytically, this is completely equivalent, but this is not
necessarily so in the discrete case.
Transforming Eq. (2.5) gives
∂t
( √
γ¯u¯
)
+ ∂a¯
( √
γ¯F a¯
)
=
√
γ¯ s¯. (4.1)
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This form follows immediately by noting that Eq. (2.5) comes directly from the coordinate-
independent expression (2.1). Now since the transformation Eq. (3.1) is independent
of t, we can consider just the spatial 3-vector properties of the transformation and leave
the time components of 4-vectors unchanged: u¯ = u, s¯ = s.2 The determinant of the
metric transforms according to Eq. (A.16), and so Eq. (4.1) becomes
∂t
(
J
√
γu
)
+ ∂a¯
(
J
√
γF a¯
)
= J
√
γs, (4.2)
where
F a¯ =
∂xa¯
∂xa
Fa. (4.3)
Integrating Eq. (4.2) against the basis functions in the reference frame gives∫ [
∂t
(
J
√
γu
)
+ ∂a¯
(
J
√
γF a¯
)
− J √γs
]
φi(x¯) d3x¯ = 0. (4.4)
This equation is equivalent to Eq. (2.8) provided
∂a¯
(
J
∂xa¯
∂xa
)
= 0, (4.5)
as we see from Eq. (4.3). Equation (4.5) is in fact a set of identities that follows from
symmetry properties of the Jacobian matrix and is called the metric identities. For
completeness, we give a derivation of Eq. (4.5) in Appendix B. From that derivation,
it is clear that the metric γab really has nothing to do with the identities. Rather, in the
special case that the original metric is flat space in Euclidean form, so that γab = δab,
then Eq. (A.15) shows that the transformed metric γa¯b¯ is given by elements of the
Jacobian matrix, which is the origin of the name.
Now consider evaluating Eq. (4.4) by Gaussian quadrature. The first term gives Eq.
(3.8) again, with a similar term for the third term. For the second term, we carry out
the standard manipulations that led to Eqs. (2.10) and (2.11) to get
Vol. term =

∫
∂a¯
(
J
√
γF a¯
)
φi(x¯) d3x¯, strong form
−
∫
J
√
γF a¯∂a¯φi(x¯) d3x¯, weak form.
(4.6)
The boundary term is∫
∂a¯
(
J
√
γF a¯φi(x¯)
)
d3x¯ =
∮ √
γJF¯φi(x¯)/
√
γ¯ d2Σ
=
∮
F¯φi(x¯) d2Σ, (4.7)
which is the same as Eq. (3.15) since F¯ = F is a scalar. (Note that d2Σ is also an
invariant.)
2 For the momentum equation, where u ∼ T 0b is the b-component of the momentum density, we leave
the b index untransformed, and u remains the momentum component in the original frame.
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4.1. Strong form
Evaluating the strong form of the volume term (4.6) gives∑
lmn
(
J
√
γF a¯
)
lmn
∫
φi jk(x¯)∂a¯φlmn(x¯) d3 x¯
=
∑
lmn,pqr
(
J
√
γF a¯
)
lmn`i
(
x1¯p
)
` j
(
x2¯q
)
`k
(
x3¯r
)
∂a¯`l
(
x1¯p
)
`m
(
x2¯q
)
`n
(
x3¯r
)
wpwqwr. (4.8)
The term corresponding to xa¯ = x1¯ is∑
lmn,pqr
(
J
√
γF 1¯
)
lmn`i
(
x1¯p
)
` j
(
x2¯q
)
`k
(
x3¯r
)
∂1¯`l
(
x1¯p
)
`m
(
x2¯q
)
`n
(
x3¯r
)
wpwqwr (4.9)
=
∑
lmn,pqr
(
J
√
γF 1¯
)
lmnδipδ jqδkrD
1¯
plδmqδnrwpwqwr (4.10)
=
∑
l
(
J
√
γF 1¯
)
l jkD
1¯
ilwiw jwk, (4.11)
with similar terms for x2¯ and x3¯. Dividing through by wiw jwk Ji jk gives the volume
term that replaces the term in square brackets in Eq. (3.17):
1
Ji jk
[∑
l
D1¯il
(
J
√
γF 1¯
)
l jk +
∑
m
D2¯jm
(
J
√
γF 2¯
)
imk +
∑
n
D3¯kn
(
J
√
γF 3¯
)
i jn
]
. (4.12)
In comparing Eq. (4.12) with Eq. (3.17), note that the term ∂xa¯/∂xa is present in the
definition of F a¯. The key result is that this expression is different from the integrate-
then-transform result in that the J∂xa¯/∂xa term is now being operated on by D rather
than being outside this operator.
4.2. Weak form
Similarly, evaluating the weak form of the volume term (4.6) gives
−
∑
lmn
(
J
√
γF a¯
)
lmn
∫
φlmn(x¯)∂a¯φi jk(x¯) d3 x¯
= −
∑
lmn,pqr
(
J
√
γF a¯
)
lmn`l
(
x1¯p
)
`m
(
x2¯q
)
`n
(
x3¯r
)
∂a¯`i
(
x1¯p
)
` j
(
x2¯q
)
`k
(
x3¯r
)
wpwqwr. (4.13)
The term corresponding to xa¯ = x1¯ is
−
∑
lmn,pqr
(
J
√
γF 1¯
)
lmn`l
(
x1¯p
)
`m
(
x2¯q
)
`n
(
x3¯r
)
∂1¯`i
(
x1¯p
)
` j
(
x2¯q
)
`k
(
x3¯r
)
wpwqwr (4.14)
= −
∑
lmn,pqr
(
J
√
γF 1¯
)
lmnδlpδmqδnrD
1¯
piδ jqδkrwpwqwr (4.15)
= −
∑
l
(
J
√
γF 1¯
)
l jkD
1¯
liwlw jwk. (4.16)
This is identical to Eq. (3.24), so in the weak form integrate-then-transform gives the
same result as transform-then-integrate.
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4.3. Equivalence of strong and weak forms for transform-then-integrate
So far, we have shown that the weak form of the equations is the same whether
we integrate first or transform first. However, the strong forms are different from each
other and appear different from the weak forms. We now show that the strong form is
algebraically identical to the weak form for transform-then-integrate. This means that
in a numerical code it would differ only by roundoff and perhaps in efficiency.
The easiest way to see the equivalence is to use the following identity for Gauss-
Legendre-Lobatto differentiation matrices:
wiDil + wlDli = δNiδNl − δ0iδ0l. (4.17)
This identity is derived in Appendix C. The identity allows us to convert weak differ-
entiation matrices into strong and vice versa, and it shows that the weak form (3.25)
is identical to the strong form (4.12) plus the boundary terms necessary to change Fa∗
into (Fa∗ − Fa).
For the case of flat space, the equivalence between the strong and weak forms of
the equations for transform-then-integrate has previously been shown by a different
method in [15].
To summarize:
• The strong form of the equations gives rise to two computationally distinct forms,
corresponding to the integrate-then-transform and transform-then-integrate ap-
proaches. The first form is given by Eqs. (3.17) and (3.19). The second form is
given by Eq. (4.12).
• The weak form of the equations appears also to come in two forms. However,
both approaches lead to Eq. (3.25).
• The weak form is algebraically equivalent to the second strong form (4.12). So
in practice only the two strong forms need be considered.
The transform-then-integrate strong form (4.12), or the equivalent weak form (3.25),
is the formulation that has generally been used previously for hexadedral meshes, with√
γ = 1 because of flat space and with the factor Ji jk not divided out but kept with
the variable u in the time derivative (see, e.g., the textbook [16].) As we will see in
the numerical experiments below, the alternative form (3.17) may offer advantages in
some cases.
Note that even if the metric identities are satisfied discretely, the two strong forms
of the algorithm are not equivalent. The reason is that the derivative matrix does not
in general satisfy the product rule for derivatives. While the matrix gives the exact
derivative for a polynomial of degree N, a product is a polynomial of degree 2N.
Note also that if we set
√
γFa = constant in Eq. (4.12), then the time derivative will
vanish if the metric identities are satisfied discretely. (Here we assume that the bound-
ary conditions do not spoil this statement.) This fact is the basis for the claim that sat-
isfying the metric identities discretely is a necessary condition for “free-stream preser-
vation,” or the requirement that a uniform flow remain uniform for all time. However,
for the alternative form (3.17), the time derivative vanishes when
√
γFa = constant
without any requirement on the metric identities.
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Finally, note that when the mapping from the physical frame to the reference frame
is linear, as in the common case of a Cartesian grid with elements simply translated in
x, y, and z, the elements of the Jacobian matrix are constant and the two computational
forms discussed here are the same. Another special case where there is only one distinct
formulation is in one dimension. The reason is that the Jacobian determinant and the
Jacobian matrix are identical in this case.
5. Equations in non-conservative form — Einstein’s equations
The two most widely used formulations of Einstein’s equations for numerical work
are the Generalized Harmonic equations in first-order form [17] and the BSSN for-
mulation [18, 19]. Neither of these is in conservation form. However, since these
formulations of Einstein’s equations do not lead to shocks in the gravitational field
variables, it is not clear that there is any advantage in trying to find flux-conservative
forms. Accordingly, we need to develop a DG algorithm for hyperbolic equations of
the form
∂tu + Aa∂au = s, (5.1)
where A and u are sufficiently smooth.3 Again, everything in this section goes through
if (5.1) is a system of equations, with Aa a set of matrices multiplying the vector u.
Get the DG equations by integrating Eq. (5.1) with the basis functions over proper
volume4: ∫
(∂tu + Aa∂au − s) φi(x)√γ d3x = 0. (5.2)
Transform the spatial derivative term in the usual way:∫
Aa∂au φi(x)
√
γ d3x→
∮
(Aau)∗naφi d2Σ −
∫
u∂a(Aaφi
√
γ) d3x (5.3)
=
∮
[(Aau)∗ − Aau]naφi d2Σ +
∫
Aa∂au φi
√
γ d3x. (5.4)
As expected, the quantity Aau plays the role of the flux. Using the strong form (5.4) and
carrying out the expansion in basis functions as before, we find the equation analogous
to Eq. (2.24):
du
dt
+ Aa · D(a) · u − s = −M−1 ·
∑
surfaces
M(2) · F. (5.5)
Here F = [(Aau)∗ − Aau]na is the boundary flux for the strong form of the equations.
3When u can be discontinuous the algorithm becomes much more complicated and is beyond the scope
of this paper.
4We could integrate over coordinate volume instead. Then one uses Gauss’s Theorem in the form (A.3).
When using tensor product basis functions, the final expression (5.6) turns out to be unchanged.
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5.1. Non-conservative equations — strong form
Carrying out the integrals in (5.5) by Gauss-Legendre-Lobatto quadrature as before,
we get the equations of motion
dui jk
dt
+ Aai jk
[∂x1¯
∂xa
∣∣∣∣
i jk
∑
l
D1¯ilul jk +
∂x2¯
∂xa
∣∣∣∣
i jk
∑
m
D2¯jmuimk +
∂x3¯
∂xa
∣∣∣∣
i jk
∑
n
D3¯knui jn
]
− si jk
= − 1
wN
[(
Aau
)∗ − Aau]i jN ∂x3¯∂xa ∣∣∣∣i jNδkN + 1w0 [(Aau)∗ − Aau]i j0 ∂x
3¯
∂xa
∣∣∣∣
i j0
δk0
− 1
wN
[(
Aau
)∗ − Aau]N jk ∂x1¯∂xa ∣∣∣∣N jkδiN + 1w0 [(Aau)∗ − Aau]0 jk ∂x
1¯
∂xa
∣∣∣∣
0 jk
δi0
− 1
wN
[(
Aau
)∗ − Aau]iNk ∂x2¯∂xa ∣∣∣∣iNkδ jN + 1w0 [(Aau)∗ − Aau]i0k ∂x
2¯
∂xa
∣∣∣∣
i0k
δ j0. (5.6)
5.2. Non-conservative equations — weak form
To get the weak form for the non-conservative equations, we have to evaluate the
volume term on the right-hand side of 5.3):
−
∫
u∂a(Aaφi
√
γ) d3x = −
∑
lmn,pqr
∫
upqrφpqr(x)
[
∂a
(
Aa
√
γφi jk
)
lmn
φlmn(x)
]
d3x
= −
∑
pqr
upqrAai jk
√
γi jk
∫
φpqr(x)∂aφi jk(x) d3x, (5.7)
where we have used φi jk(xlmn) = δilδ jmδkn. Proceeding now as for getting Eqs. (3.23)
and (3.24), we find that the second term on the left-hand side of Eq. (5.6) is replaced
by
−
Aai jk
Ji jk
[∑
l
D˜1¯il
∂x1¯
∂xa
∣∣∣∣
l jk
Jl jkul jk +
∑
m
D˜2¯jm
∂x2¯
∂xa
∣∣∣∣
imk
Jimkuimk +
∑
n
D˜3¯kn
∂x3¯
∂xa
∣∣∣∣
i jn
Ji jnui jn
]
, (5.8)
where D˜1¯il was defined in (3.26). In the boundary flux, the term (A
au)∗ − Aau becomes
just (Aau)∗.
5.3. Non-conservative equations — alternative strong form
Using the identity (4.17), we can convert Eq. (5.8) to the equivalent strong form
simply by replacing D˜a¯il by D
a¯
il and changing the sign:
Aai jk
Ji jk
[∑
l
D1¯il
∂x1¯
∂xa
∣∣∣∣
l jk
Jl jkul jk +
∑
m
D2¯jm
∂x2¯
∂xa
∣∣∣∣
imk
Jimkuimk +
∑
n
D3¯kn
∂x3¯
∂xa
∣∣∣∣
i jn
Ji jnui jn
]
. (5.9)
When using this form, the boundary flux is the same as in Eq. (5.6).
We see that the alternative strong form (5.9) is different from the form given in
(5.6). So as in the conservative case, there are two inequivalent discrete formulations
for the non-conservative case.
Note that in the non-conservative case, we learn nothing new by transforming first
and then integrating. The reason is that Aa¯∂a¯ = Aa∂a, without any Jacobian matrices
acted on by the differentiation operator.
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6. Numerical fluxes
There are some issues that need to be clarified in computing numerical fluxes when
one is working in curved spacetime (or even just in curvilinear coordinates). We will
illustrate the issues with a smooth problem, but our conclusions also apply for fluxes
that can handle discontinuities.
At a boundary, let u− denote the values of the solution in the element itself, and let
u+ denote the boundary values in the neighboring element. The aim is to construct the
numerical flux using u− and u+. A key ingredient in such a recipe is the characteristic
decomposition of the variables. For Eq. (2.5), in regions away from discontinuities, we
can rewrite the equation in the non-conservative form (5.1) by defining
Aa =
∂Fa
∂u
. (6.1)
To do this, we absorb the derivatives of
√
γ into a redefined source term s. For a system
of equations, Aa will be a square matrix. To find the characteristic decomposition with
respect to some normal vector na, we diagonalize
Aana = S ΛS −1. (6.2)
Here Λ is a diagonal matrix of the eigenvalues of Aana, the characteristic speeds, and S
is a matrix whose columns are the corresponding eigenvectors. Then the characteristic
variables are given by the transformation S −1u. (The existence of this decomposition
is essentially the definition of hyperbolicity.)
Recall that for smooth problems the numerical flux is generally evaluated by up-
winding. This means that we write Λ = Λ+ + Λ−, where Λ+ contains the positive ele-
ments of Λ and Λ− the negative elements. The positive speeds correspond to variables
propagating in the direction of na, that is, leaving the element. So they are associ-
ated with characteristic variables at the boundary but inside the element, that is, S −1u−.
Conversely, the negative entries Λ− correspond to variables propagating in the direc-
tion − na, that is, entering the element. So they are associated with variables outside
the element, S −1u+. Thus we write
(naAau)∗ = (S ΛS −1u)∗ = (S (Λ+ + Λ−)S −1u)∗ → S (Λ+S −1u− + Λ−S −1u+). (6.3)
Equation (6.3) is the upwinding numerical flux.
Now the question arises: Which normal vector should we use in Eq. (6.2)? Obvi-
ously, from the derivation of the DG algorithm where we used Gauss’s Theorem to get
the boundary flux term, the direction of the normal should be that of the normal to the
reference element. But what about the normalization? The standard recipe is to use the
unit normal, which in a general metric means γabnanb = 1. We will see that this leads
to unnecessary complications.
Note that changing the normalization of na in Eq. (6.2) will scale the characteristic
speeds in Λ by the same factor. The normalization of the eigenvectors, by contrast, is
arbitrary, since S always appears together with S −1 in a flux prescription. Using the
unit normal follows from Gauss’s Theorem and leads to the flux prescription in Eq.
(3.17), with geometric factors like
√
(2)γ,
√
γ, and J appearing. However, as shown in
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Eq. (3.18), using the unnormalized normal vector na = ∂xa¯/∂xa removes all the extra
geometric factors. Basically, the same factor that normalizes the normal vector gets
undone in the flux prescription. The reason for this is explained in Appendix A.
The reader may be concerned that many characteristic decompositions involve
products of normal vectors. These will not scale linearly with a rescaling of the normal
vector. How can everything work out correctly? The answer is surprising. We illustrate
with the example of a scalar wave propagating in a given background metric.
6.1. Scalar wave evolution
The scalar wave equation is
ψ =
1√−g∂µ
(√−ggµν∂νψ) = 0. (6.4)
To write this in first-order form, define variables Φa and Π to replace the spatial and
time derivatives of ψ as follows:
Φa = ∂aψ Π =
1
α
(−∂tψ + βaΦa). (6.5)
Then Eq. (6.4) can be written in the form (2.5) with
u =
 ψΠ
Φb
 Fa =
 0αγabΦb − Πβa
αΠδab − βaΦb
 . (6.6)
We have not bothered to write down the source terms s since they are not important for
determining the numerical flux.
The next step is the characteristic decomposition. Using Fa and u from 6.6), we de-
termine the matrix Aa from Eq. (6.1). Then for some normal vector na (not necessarily
a unit normal), we form the quantity Aana. The result is
Aana =

−βn 0 0 0 0
0 −βn αnx αny αnz
0 αnx −βn 0 0
0 αny 0 −βn 0
0 αnz 0 0 −βn
 , (6.7)
where βn = βana. Next we compute the eigenvalues and eigenvectors of this matrix to
form the matrices Λ and S of Eq. (6.2). We find
Λ = diag(−βn,−βn,−βn,−αn − βn, αn − βn), (6.8)
where n is the magnitude of the normal vector: n2 = γabnanb. (In a Euclidean metric,
n2 = n2x+n
2
y +n
2
z .) With a unit normal in flat spacetime, so that α = 1, β
n = 0, we see that
the last two eigenvalues correspond to characteristic speeds equal to ±1 (the speed of
light). There are also three zero-speed modes that acquire nonzero speeds when βn , 0.
The degeneracy of these three modes means that the corresponding eigenvectors are not
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unique, but this makes no difference since S and S −1 always appear together in the flux
formula.
Carrying out the computation in Eq. (6.3) gives
(naAau)∗ =

−βnψ−
1
2
[
nα(Π− − Π+) − βn(Π− + Π+) + αna(Φ−a + Φ+a ) − βnna(Φ−a − Φ+a )/n
]
−βnΦ−b +
nb
2n2
{
(nα + βn)
[
na(Φ−a − Φ+a ) + nΠ+
]
+ (nα − βn)nΠ−
}
 .
(6.9)
Here for definiteness we have assumed βn ≤ 0; otherwise, we interchange plus and
minus variables for any term proportional to βn . Now consider the scaling of the flux
terms with the normalization of na. For example, the last term in the middle line is
proportional to βnna/n = βbnbna/n. The factor na/n is the unit normal vector, so the
overall scaling is with only a single power of the scale of the normal vector. This is true
for every term in the flux. Even though we used an unnormalized normal vector, it gets
automatically normalized “inside” the flux. Thus the answer to the question of what
normal vector to use in the characteristic decomposition is that it doesn’t matter as long
as its direction is correct. It is fine to use a unit normal if you want to. However, the
DG algorithm simplifies if one uses the “external” normal vector that gives the overall
scaling of the flux to be the quantity na = ∂xa¯/∂xa for the surface xa¯ = constant.
Although we have demonstrated the automatic normalization of “internal” normal
vectors for the scalar wave equation, it seems to be a general property of hyperbolic
systems, and least in all the cases we have examined.
7. Moving grids: Dual frames and ALE
Many applications, both in non-relativistic terrestrial fluids and in relativistic as-
trophysics, can take advantage of a moving computational mesh. Examples include
those with moving boundaries or interfaces, but even with fixed boundaries one can
expect better accuracy if the grid absorbs some of the fluid motion. In the case of non-
relativistic conservation equations, the corresponding methods are called ALE methods
(Arbitrary Lagrangian-Eulerian), which are extremely popular (see, e.g., [20] for a re-
view). For evolutions of Einstein’s equations with spectral methods, a moving frame
was found to be necessary [11]. In this case, the reason is that the interiors of black
holes contain singularities. However, since black hole interiors are causally discon-
nected from the exterior, they can be excised from the computational domain. Since
spectral methods use all the grid points in a subdomain, such excision causes a prob-
lem if the black holes are moving and causing the excision boundary to move through
the domain. Accordingly, one uses a time-dependent map between the “inertial frame”
in which the black holes move and the computational grid in which the holes remain
fixed. This “dual-frame” method has proved very successful (see, e.g., [21]).
For DG methods, we expect to require dual frames for the same reasons that we
require them for spectral methods. In this section, we show that dual frames can be
implemented in relativity exactly as ALE is implemented in the non-relativistic case.
In fact, we show that the usual ALE algorithm can be derived in a few lines using 4-d
vector transformations. This is in contrast to the standard derivations, e.g., Ref. [22] of
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1985, where the result is equation number 121 of the derivation. Even a streamlined
modern derivation [23] still takes 2 full journal pages. Besides simplicity, another
reason not to follow the standard ALE derivation here is that it starts with the Euclidean
metric of flat space, not a general curved metric.
The derivation starts with the conservation equation (2.1) written in the form (2.3)
(everything in this section goes through if we include a source term s on the right-hand
side):
1√−g∂t(
√−gF0) + 1√−g∂a(
√−gFa) = 0. (7.1)
Here we are in the “inertial” or “physical” frame xµ.5
Now make a time-dependent spatial coordinate transformation to the grid frame:
t = tˆ
xa = xa(xaˆ, tˆ).
(7.2)
We use the carets for quantities in the grid frame to distinguish the transformation from
the time-independent transformation to the reference frame used previously. (The caret
does not imply that the grid frame is orthonormal.) It is convenient to distinguish be-
tween t and tˆ even though their values are identical. When taking partial derivatives,
those with respect to t keep xa constant, whereas those with respect to tˆ keep xaˆ con-
stant. The Jacobian matrix of the transformation is
∂xµ
∂xµˆ
=

∂t
∂tˆ
∂t
∂xaˆ
∂xa
∂tˆ
∂xa
∂xaˆ
 =

1 0
vag
∂xa
∂xaˆ
 , (7.3)
where we have defined the grid velocity components as
vag =
∂xa
∂tˆ
. (7.4)
The inverse transformation is
∂xµˆ
∂xµ
=

∂tˆ
∂t
∂tˆ
∂xa
∂xaˆ
∂t
∂xaˆ
∂xa
 =

1 0
−vaˆg
(∂xa
∂xaˆ
)−1
 . (7.5)
To get the second equality in (7.5) from the first, we used the formula for the inverse
of a partitioned matrix like (7.3) (see, e.g., §2.7.4 of Ref. [24]). Here we have defined
the components of the grid velocity in the grid frame just by the spatial part of the
transformation:
∂xaˆ
∂t
= −∂x
aˆ
∂xa
vag ≡ −vaˆg. (7.6)
5In relativistic applications, the frame is typically inertial only at infinity. Similarly, the coordinate system
typically does not correspond directly to physical measurements made in a local inertial reference frame
except at infinity.
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The first equality in (7.6) is from the formula for the partitioned matrix inverse.
Now consider the conservation equation (7.1) in the grid frame. Since the equation
is covariant, that is ∇µFµ = ∇µˆF µˆ, we get immediately
1√−gˆ∂tˆ( √−gˆF 0ˆ) + 1√−gˆ∂aˆ( √−gˆF aˆ) = 0. (7.7)
Here the quantity
√−gˆ can be calculated from the 4-d equivalent of (A.16): √−gˆ =
J
√−g where from Eq. (7.3) J = det (∂xa/∂xaˆ).
To proceed, replace the grid components (F 0ˆ, F aˆ) by their inertial components:
F 0ˆ =
∂x0ˆ
∂xµ
Fµ = F0 (7.8)
F aˆ =
∂xaˆ
∂xµ
Fµ =
∂xaˆ
∂t
F0 +
∂xaˆ
∂xb
Fb = −vaˆgF0 +
∂xaˆ
∂xb
Fb. (7.9)
So eqn. (7.7) gives the final form
1√−gˆ∂tˆ( √−gˆF0) + 1√−gˆ∂aˆ
[ √−gˆ (∂xaˆ
∂xb
Fb − vaˆgF0
)]
= 0. (7.10)
This equation is again in flux-conservative form. We can use it with the vector compo-
nents in the inertial frame as written, or in the grid frame. In that case, F0 = F 0ˆ, but
we can regard F aˆ as being a purely spatial vector given by
F aˆ =
∂xaˆ
∂xb
Fb (spatial transformation only), (7.11)
rather than as a piece of a 4-vector with transformation given by eqn. (7.9).
We can use Eq. (7.10) in the DG algorithm in several ways. One way is to intro-
duce another time-independent map from the grid frame (hatted) to the reference frame
(barred) and follow the previous treatment. Alternatively, we can choose the mapping
to the grid frame to go all the way to the reference frame and work with the equation
directly in that frame (“transform-then-integrate,” cf. §4).
While keeping conservation form with a moving mesh is important for equations
that are fundamentally conservation laws, for non-conservative systems like (5.1) one
simply leaves the extra terms outside the derivative operators since there is no simple
way to remove their effects completely.
7.1. ALE, or the “wrong” way to derive the equations
In non-relativistic fluid dynamics, mappings like (7.2) define ALE methods. As
mentioned earlier, the derivations of the ALE equations in the literature are quite com-
plicated [22, 23], with many papers just referring back to the original derivations. These
derivations start with eqn. (7.1) with g = 1 because the coordinates are Cartesian. Us-
ing the chain rule, the equation becomes
∂F0
∂t
+
∂Fa
∂xa
=
∂F0
∂tˆ
+
∂xaˆ
∂t
∂F0
∂xaˆ
+
∂xaˆ
∂xa
∂Fa
∂xaˆ
=
∂F0
∂tˆ
− vaˆg
∂F0
∂xaˆ
+
∂xaˆ
∂xa
∂Fa
∂xaˆ
. (7.12)
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To get an equation in conservation form, one rewrites the second and third terms with
everything inside the ∂/∂xaˆ minus some extra terms. Then one shows that the extra
terms can all be absorbed by putting
√
gˆ = J inside the ∂/∂tˆ. The manipulations involve
complicated maneuvers with derivatives of the Jacobian matrix. The final result is
exactly eqn. (7.10). In this approach, the fact that the final result is again in conservative
form is a surprise. The miraculous cancellations that occur involve the metric identities
4.5) and the geometric conservation law (see Appendix D).
The covariant derivation, by contrast, just uses straightforward properties of the
divergence operator and the fact that t = tˆ. It does not assume that the 4-d metric
is that of relativity. All we need to assume is that the fundamental equation is a 4-
divergence with respect to some metric. Then, since t = tˆ, the final equation involves
tensor transformations that are purely spatial, using only the spatial part of the Jacobian
matrix. In Newtonian physics, physical quantities are required to be tensors only under
such spatial transformations, so the final result is valid, with no mystery as to why the
transformed equation should be a conservation law.
8. Numerical experiments
The algorithms developed above are intended to be used for fully relativistic 3-
dimensional problems. Here, we investigate them for a simple test problem to highlight
some of their properties. We have implemented the algorithms for the scalar wave
equation of §6.1 in flat spacetime, that is, with α = 1, β = 0, and γab = δab. The
domain is a 2-dimensional disk divided into five elements as shown in Figure 1. Such a
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Figure 1: Domain of 5 elements used for numerical experiments.
domain was used in Chapter 8 of Ref. [16] for a sightly different test problem. We study
two different ways of mapping the elements with curved boundaries to the reference
square. First, following Chapter 6 of Ref. [16], we use an isoparametric map with
transfinite blending. In this case, the map is constructed with polynomials of degree N
and since we are in two dimensions, the discrete version of the metric identities holds
identically without any special precautions [25].
The second map is analytic and depends on four parameters. The quantities emin
and emax give the maximum values of the x locations of the inner and outer boundaries.
For the rightmost element in Figure 1, these are 0.7 and 2. The quantities cmin and cmax
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describe the curvature of the inner and outer boundaries of the wedge, respectively. If
cmin = 0, the inner edge is flat, whereas if cmin = 1, it is circular. Similarly, if cmax = 0,
the outer edge is flat, whereas cmax = 1 corresponds to a circular outer edge. Using
these parameters, we define
xmin =
emincmin√
1 + y¯2
+ (1 − cmin)emin
xmax =
emaxcmax√
1 + y¯2
+ (1 − cmax)emax.
(8.1)
Then the map is given by
x = xmin + (xmax − xmin) x¯ − eminemax − emin
y = xy¯.
(8.2)
Note that in these expressions x¯ ∈ [emin, emax]. A simple linear map puts x¯ in the stan-
dard range [−1, 1]. Permutations of x and y and sign changes allow all four curvilinear
elements to be generated with the above map.
For one set of experiments with this second map, we compute the Jacobian of the
transformation analytically. In this case, the discrete metric identities are not satisfied.
To see how important these identities are, in a second set of experiments we evaluate
the Jacobian by applying the differentiation matrix (3.11) directly to the x and y values
at the collocation points. Since this corresponds to differentiating the interpolating
polynomial of degree N, the result is also a polynomial and in two dimensions the
discrete metric identities are satisfied [25].
The test case is a wave propagating at 45◦ to the coordinate axes, with analytic
solution
ψ = A sin(t − k · x). (8.3)
Here A = 1 and kx = ky = 1/
√
2. The numerical flux is computed using Eq. (6.9).
Where the boundary conditions require solution values outside the computational do-
main, these are provided by the analytic solution. We integrate from t = 0 to t = 1 with
a fixed timestep dt = 2 × 10−4 using a low-storage third-order Runge-Kutta method
(Case 7 in [26]). All elements have the same spatial resolution, which we vary from
N = 4 to N = 20. For these choices, the timestepping error is negligible compared with
the error from the spatial discretization.
So altogether there are 6 experiments:
1. Integrate first (Eqs. 3.17 and 3.19) with isoparametric map.
2. Transform first (Eq. 4.12) with isoparametric map.
3. Integrate first with analytic map and analytic Jacobian.
4. Transform first with analytic map and analytic Jacobian.
5. Integrate first with analytic map and numerical Jacobian satisfying metric iden-
tities.
6. Transform first with analytic map and numerical Jacobian satisfying metric iden-
tities.
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Figure 2: Results of numerical experiments for different DG implementations. Shown is the error as a
function of resolution N for integrating the scalar wave equation as described in the text. The numerical
annotations on each line correspond to cases (1) – (4) in the text.
The results are shown in Figure 2.
We find that for the analytic map used here, the results when the metric identities are
satisfied are indistinguishable on the plot from the results with the analytic Jacobian.
Accordingly, experiments (5) and (6) are not shown in the figure. For the analytic map,
it appears that the grid distortion is small enough that the metric identity error is less
than the truncation error. We explicitly computed the discrete metric identities for these
cases to verify that, although they do not vanish, their magnitude is smaller than the
truncation error.
The first thing we note from Figure 2 is the expected exponential convergence of
the error with resolution for all the implementations. Cases (1) and (2), which use the
isoparametric map, have smaller errors for the same resolution than the corresponding
cases (3) and (4) that use the analytic map. As explained in the previous paragraph,
this is not because the isoparametric map satisfies the metric identities. Rather, the
isoparametric map introduces less grid distortion for this example. We can quantify
this very roughly by examining the magnitude of the Jacobian, which is closer to unity
by about a factor of 2 for the isoparametric map than the analytic map.
The most interesting result from these experiments is that, independent of the
mapping, the integrate-then-transform formulation performs somewhat better than the
transform-then-integrate version. The error for a given N is consistently smaller for
cases (1) and (3) compared with (2) and (4). It should be noted, however, that for this
simple example, the computation time is dominated by the matrix-vector multiplies in
computing the derivatives. For cases (1) and (3), each derivative matrix has to operate
on each component of the flux vector, whereas for cases (2) and (4) each derivative
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matrix operates on only a single component of the flux vector. Accordingly, the com-
putation time is twice as long (in two dimensions) for cases (1) and (3) than for cases
(2) and (4). Realistic astrophysics applications are likely to be dominated by compli-
cated equation of state calculations or source terms, so it is not clear that this property
will be important in practice. Since the transform-then-integrate algorithm is widely
used, whether integrate-then-transform is better just for this setup or whether it is better
in general needs to be examined in future work.
Note that for this example, integrating the scalar wave equation in non-conservative
form gives identical results to the conservative form studied in the experiments. This
is because for linear equations with constant coefficients the matrix Aa = ∂Fa/∂u is
constant and so the two formulations are essentially identical.
We have not investigated the effect of enforcing the geometric conservation law in
the case where one uses a time-dependent map. There are various strategies for doing
so. These strategies, and the accuracy of the resulting algorithms, are discussed for
example in Ref. [23].
9. Conclusions
We have shown that because of the underlying covariance of the equations, the DG
algorithm can easily be formulated in general relativity. The formulation turns out to be
very similar to that for curvilinear coordinates in flat spacetime, which leads to several
insights that are applicable in that arena as well.
We find that in general there are two distinct strong formulations for conserva-
tion laws. These correspond to integrate-then-transform, Eqs. (3.17) and (3.19), and
transform-then-integrate, Eq. (4.12). Both weak forms are equivalent to this second
strong form for the tensor-product basis functions we use. In one spatial dimension, or
for the common case of a Cartesian grid with elements simply translated in x, y, and z,
the two strong formulations are equivalent.
Most applications in curvilinear coordinates in flat space have used the formulation
(4.12). However, in the numerical experiments described in §8, the other formulation
was more efficient. Whether this is true or not in general remains to be seen.
For hyperbolic equations in non-conservation form, there are also two inequiva-
lent formulations, Eqs. (5.6) and (5.9). These formulations are important for solving
Einstein’s equations, which generally are not written in conservation form.
We have given a careful discussion of how numerical fluxes should be handled.
In particular, we have shown that the normal vector that the boundary flux vector is
projected along does not need to be the unit normal—the normalization factor cancels
out of the algorithm. We call this normal vector the “outside” normal vector. If a
characteristic decomposition is used to construct the numerical flux vector, it is the
unit normal that appears “inside” the flux. However, it is not necessary to explicitly
normalize this vector either: Any normal vector that is used in finding the characteristic
decomposition gets automatically normalized “inside” the flux.
We have shown that moving grids implemented with time-dependent mappings
(ALE and dual-frame methods) are easily handled in the relativistic treatment. We give
a novel derivation of the ALE method that uses general covariance to get the result in a
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few lines. In addition, the reason that the ALE method preserves the conservation form
of the equations is explained.
We clarify several aspects of the metric identities. For example, we show that sat-
isfying the metric identities discretely is a necessary condition for free-stream preser-
vation only for one of the computational formulations of the DG algorithm and not
the other. The numerical experiments in §8 suggest that satisfying the metric identi-
ties is not necessarily a prerequisite for accurate simulations, but likely depends on the
problem.
The formulation of the DG method in this paper will allow the algorithm to be ap-
plied to general problems in computational astrophysics that involve relativistic gravity.
These methods hold great promise for achieving high accuracy and efficiency on cur-
rent and upcoming supercomputer hardware. It will be interesting to see how well they
perform in practice.
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Appendix A. Gauss’s Theorem and normal vectors
The usual form of Gauss’s Theorem for an arbitrary curved (or curvilinear) metric
is ∫
V
∇aFa √γ d3x =
∮
S
Fa d2Σa =
∮
S
Fana d2Σ. (A.1)
This is a physically appealing result: The left-hand side is the divergence of a flux
integrated over proper volume. The right-hand side is the total flux through the surface.
In this form, the result is manifestly independent of the coordinates. Let’s now spoil
this elegant result.
The covariant divergence in the integrand of Eq. (A.1) can be written as
∇aFa = 1√
γ
∂a
(√
γFa
)
. (A.2)
So, letting
√
γFa → Fa, an equivalent form of (A.1) is∫
V
∂aFa d3x =
∮
S
Fa
1√
γ
d2Σa =
∮
S
Fana
1√
γ
d2Σ. (A.3)
We see explicitly that Gauss’s Theorem appears to depend on the metric in several
places, for example, to define the unit normal na and the invariant surface element
d2Σ. However, it turns out that this dependence is illusory, introduced originally by
Stokes who first developed the geometric form of the theorem. For our application, it
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is actually more convenient to revert to the primitive form of the theorem that uses only
basic calculus and does not rely on the metric.
Start with one of the terms on the left-hand side of Eq. (A.3):
I3 =
∫
∂3F3 d3x
=
∫
∂F3
∂x3
dx1 dx2 dx3
=
∫
F3
∣∣∣∣x3+
x3−
dx1 dx2. (A.4)
Consider first the surface x3 = x3+. Choose intrinsic coordinates (a
1, a2) to parametrize
this surface, so that on the surface
x1 = x1(a1, a2)
x2 = x2(a1, a2).
(A.5)
Extend the coordinates (a1, a2) to cover the neighborhood of the surface by introducing
a third coordinate a3 such that the boundary is a level surface a3 = constant. The
contribution to the integral (A.4) is
I3+ =
∫
F3(x3+) dx
1 dx2
=
∫
F3
∂(x1, x2)
∂(a1, a2)
da1 da2. (A.6)
An alternative form can be derived using some Jacobian gymnastics:
∂(x1, x2)
∂(a1, a2)
∣∣∣∣∣∣
a3
=
∂(x1, x2, a3)
∂(a1, a2, a3)
=
∂(x1, x2, a3)
∂(x1, x2, x3)
∂(x1, x2, x3)
∂(a1, a2, a3)
= J
∂a3
∂x3
∣∣∣∣∣∣
x1, x2
. (A.7)
(You can also derive Eq. (A.7) by noting that ∂a3/∂x3 is an element of the inverse of the
Jacobian matrix. Eq. (A.7) says that this element is given by the cofactor of ∂x3/∂a3
divided by the determinant of the matrix.)
Substituting Eq. (A.7) in Eq. (A.6) gives
I3+ =
∫
F3
∂a3
∂x3
J da1 da2. (A.8)
Summing up contributions like this from each segment of the boundary surface gives
the simple form of Gauss’s Theorem that is in effect being used in the main text, with
the identification J da1 da2 → J dx1¯ dx2¯ = dx1 dx2.
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A.1. Using a metric
The form (A.6) or (A.7) does not make use of a metric. We can start to see where
the usual form of Gauss’s theorem comes from by noting that the normal to the surface
a3 = constant is proportional to (0, 0, 1) in the (a1, a2, a3) coordinates, and so ∂a3/∂x3
is proportional to the component n3 in the (x1, x2, x3) coordinates. But to write the
result in terms of a true unit normal we need to introduce a metric. To do this, note that
∂(x1, x2)
∂(a1, a2)
da1 da2 = e3ab
∂xa
∂a1
∂xb
∂a2
da1 da2
=
1
2
e3ab dxa ∧ dxb
=
1√
γ
1
2
3ab dxa ∧ dxb. (A.9)
Here eabc is the completely antisymmetric permutation symbol and abc =
√
γeabc
is the permutation tensor (Levi-Civita tensor). The 1-form dxa is defined from the
parametrization of the surface, xa = xa(a1, a2):
dxa =
∂xa
∂a1
da1 +
∂xa
∂a2
da2. (A.10)
Define the surface element in the usual way:
d2Σc =
1
2
cab dxa ∧ dxb. (A.11)
This requires only a notion of volume (
√
γ). With a full metric, however, it is equivalent
to
d2Σc = ncd2Σ, d2Σ =
√
(2)γda1 da2. (A.12)
as we will verify below. The vector with components nc is the normal to the surface,
here assumed to be a3 = constant, and (2)γ is the determinant of the 2-dimensional
metric induced on the surface by γi j.
A.2. Proof that d2Σc = ncd2Σ
First get an expression for the normal vector. Let xa¯ denote the coordinates (a1, a2, a3).
The unit normal to the surface a3 = constant has components
na¯ =
1√
γ3¯3¯
(0, 0, 1), (A.13)
where
γ3¯3¯ =
cofactor(γ3¯3¯)
det(γi¯ j¯)
=
(2)γ
γ¯
. (A.14)
Taking determinants of both sides of the transformation rule
γi¯ j¯ =
∂xi
∂xi¯
∂x j
∂x j¯
γi j (A.15)
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gives the transformation rule √
γ¯ = J
√
γ. (A.16)
Thus Eq. (A.13) becomes
na¯ =
√
γ¯√
(2)γ
(0, 0, 1) = J
√
γ√
(2)γ
(0, 0, 1), (A.17)
and so
na =
∂xa¯
∂xa
na¯
=
∂a3
∂xa
J
√
γ√
(2)γ
. (A.18)
Now we can verify Eq. (A.12):
d2Σ = ncd2Σc
=
1
2
nccab dxa ∧ dxb
=
1
2
nc¯c¯a¯b¯ dx
a¯ ∧ dxb¯ (since the quantity is a scalar)
= n3¯
√
γ¯ da1 da2
= γ3¯3¯n3¯
√
γ¯ da1 da2
=
√
(2)γ da1 da2 (using (A.14) and (A.17)), (A.19)
which is the correct expression for the surface element.
A.3. The usual form of Gauss’s Theorem
Now return to Eq. (A.6). Equation (A.9) becomes
∂(x1, x2)
∂(a1, a2)
da1 da2 =
1√
γ
d2Σ3 =
1√
γ
n3 d2Σ. (A.20)
So Eq. (A.6) can be rewritten as
I3+ =
∫
F3n3
1√
γ
d2Σ. (A.21)
A similar expression holds on the lower surface x3 = x3− provided we interpret the
normal vector as pointing in the outward direction. This is because the outward normal
has components proportional to (0, 0,−1), but F3(x3−) appears in the integrand of (A.4)
with a compensating minus sign.
Similar arguments hold for the terms I1 and I2 analogous to (A.4). The conclusion
is that Gauss’s Theorem in the form Eq. (A.3) holds in general.
To complete the proof of Gauss’s Theorem, we would need to deal with concave
surfaces (above we implicitly assumed each boundary surface was convex) and also
surfaces with corners, where x+ and x− can be on boundary segments parametrized by
different pairs of a1, a2, and a3. Both these complications can be handled by subdivid-
ing the volume into subvolumes, and the details are not important for our purposes.
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Appendix B. The metric identities
The metric identities (4.5) follow from properties of the Jacobian matrix itself.
First, an element of the inverse Jacobian matrix ∂xa¯/∂xa is given by the cofactor of
∂xa/∂xa¯ divided by the determinant J. We can recover this result using some Jacobian
manipulations: If a, b, and c are in cyclic order, then
∂xa¯
∂xa
∣∣∣∣∣∣
xb, xc
=
∂(xa¯, xb, xc)
∂(xa, xb, xc)
=
∂(xa¯, xb, xc)
∂(xa¯, xb¯, xc¯)
∂(xa¯, xb¯, xc¯)
∂(xa, xb, xc)
=
∂(xb, xc)
∂(xb¯, xc¯)
1
J
. (B.1)
Equivalently,
J
∂xa¯
∂xa
= abc
∂xb
∂xb¯
∂xc
∂xc¯
. (B.2)
We can rewrite this equation to build in the cyclic order requirement:
J
∂xa¯
∂xa
=
1
2
 a¯b¯c¯abc
∂xb
∂xb¯
∂xc
∂xc¯
. (B.3)
The metric identity follows immediately from the expression (B.3). For when we take
its divergence with ∂a¯, the second derivative terms are symmetric in a¯ and b¯ or a¯ and c¯,
whereas  a¯b¯c¯ is antisymmetric.
Note that in the general derivation given here, the elements of the Jacobian matrix
cannot be interpreted as components of basis vectors in curvilinear coordinates. This
is because we are not starting from a Euclidean metric.
Appendix C. An identity for GLL derivative matrices
Equation (4.17) is an identity for Gauss-Legendre-Lobatto derivative matrices that
is useful in converting between the strong and weak forms of the DG equations, and is
also at the root of discrete “summation by parts.” The relation is implicit in the second
equation following Eq. (25) in Ref. [27]. Here we demonstrate the identity explicitly.
Consider the integral on the reference element that defines the “stiffness matrix,”
S il =
∫ 1
−1
`i(x)`′l (x) dx. (C.1)
Integrating by parts gives
S il = `i(x)`l(x)|1−1 −
∫ 1
−1
`′i (x)`l(x) dx
= δNiδNl − δ0iδ0l − S li. (C.2)
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To get the last line, note that for the Lobatto case, all the cardinal functions must vanish
at ±1 except for `0 and `N . Now for N + 1 grid points, the integrand in (C.1) is a
polynomial of degree 2N + 1, and so doing the integral by Gauss-Lobatto quadrature
gives the exact result:
S il =
∑
j
w j`i(x j)`′l (x j)
=
∑
j
w jδi jD jl
= wiDil. (C.3)
Substituting (C.3) in (C.2) gives the relation 4.17).
Appendix D. The geometric conservation law
The geometric conservation law is an identity for the Jacobian of a time-dependent
spatial coordinate transformation like (7.2). From Eq. (7.3), the Jacobian is the deter-
minant of the spatial Jacobian matrix:
J = det J, J =
∂xa
∂xaˆ
. (D.1)
To derive the identity, use the formula for the derivative of a determinant,
∂tˆ J = J Tr
(
J−1 · ∂tˆJ
)
= J
(
J−1ba ∂tˆ Jab
)
(sum on a and b). (D.2)
Using Eq. (7.4) and replacing the index b by aˆ gives the geometric conservation law:
∂J
∂tˆ
= J
∂xaˆ
∂xa
∂vag
∂xaˆ
=
∂
∂xaˆ
(
J
∂xaˆ
∂xa
vag
)
(using Eq. 4.5)
=
∂
∂xaˆ
(
Jvaˆg
)
. (D.3)
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