Latency optimal storage and scheduling of replicated fragments for
  memory-constrained servers by Jinan, Rooji et al.
ar
X
iv
:2
01
0.
01
58
9v
1 
 [c
s.I
T]
  4
 O
ct 
20
20
1
Latency optimal storage and scheduling of
replicated fragments for memory-constrained servers
Rooji Jinan∗ Ajay Badita† Pradeep Sarvepalli‡ Parimal Parag†
Abstract
We consider the setting of distributed storage system where a single file is subdivided into smaller fragments
of same size which are then replicated with a common replication factor across servers of identical cache size.
An incoming file download request is sent to all the servers, and the download is completed whenever request
gathers all the fragments. At each server, we are interested in determining the set of fragments to be stored, and the
sequence in which fragments should be accessed, such that the mean file download time for a request is minimized.
We model the fragment download time as an exponential random variable independent and identically distributed
for all fragments across all servers, and show that the mean file download time can be lower bounded in terms
of the expected number of useful servers summed over all distinct fragment downloads. We present deterministic
storage schemes that attempt to maximize the number of useful servers. We show that finding the optimal sequence
of accessing the fragments is a Markov decision problem, whose complexity grows exponentially with the number
of fragments. We propose heuristic algorithms that determine the sequence of access to the fragments which are
empirically shown to perform well.
Index Terms
Distributed storage systems, mean download time, replication storage codes, projective plane designs, scheduling.
I. INTRODUCTION
The recent years have seen a widespread deployment of distributed storage systems, consisting of large number
of storage nodes. These nodes are prone to failures and unpredictable download times [1]. A primary challenge in
such systems is to provide resilience against such events. One approach for improving the robustness of a distributed
storage system is adding redundancy through error-correcting codes. It turns out that these systems also offer fast
access to the data due to parallelization gains. Latency redundancy trade-off has been studied for maximum distance
separable (MDS) and replication codes in various articles [2]–[7].
For simplicity, we consider a single file of unit size. A distributed storage system of B servers that can each
store α fraction of this file, is referred to as an α-B system. A single file of unit size divided into V fragments,
encoded into V R fragments, and stored over an α-B system, is called an α-(B,V,R) coded storage scheme. This
suggests that we can use (n, k) error-correcting codes which encode k = V information symbols into n = V R
encoded symbols, such that the file can be decoded by downloading certain coded symbols. In replication coding,
we replicate each of the V file fragments R times, and the file can be decoded by downloading a single replica of
each fragment. On the other hand, in a (V R, V ) MDS code the V file fragments are encoded into V R fragments,
and the entire file can be reconstructed from any of the V encoded fragments.
For an α-B system, it is assumed that per server storage is K = αV in terms of the fragments. From the
memory constraint on each of B servers, we have V R 6 BK or R 6 αB. An α-(B,V,R) coded storage scheme
is called completely utilizing if the encoded V R fragments completely utilize the available memory of the underlying
α-B system, and underutilizing otherwise. For completely utilizing and underutilizing α-(B,V,R) coded storage
schemes, we have R = αB and R < αB respectively. Fig. 1 shows such a scheme for 37 -(7, 7, 3) replication storage
scheme.
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Fig. 1: An example of 37 -(7, 7, 3) replication coded system, where a single file is fragmented into V = 7 fragments,
and each fragment is repeated R = 3 times over B = 7 servers each with storage of K = 3 fragments. The
corresponding block replication code is denoted by (21, 7).
A commonly studied α-(B,V,R) system is where per server storage α = 1V [1], [8], [9], that is the number of
coded fragments on each of the B parallel server caches is K = 1. For this case it was shown that MDS codes
provide optimal performance [9] in terms of the mean access delay. However, if we allow for an additional degree
of freedom, namely a larger subpacketization of the fragments stored on the servers, then even non-MDS codes
can become competitive. For instance, when K > 1 the staircase codes proposed in [10] for secure computation
have been used to improve upon the MDS codes. The mean download time of staircase codes was shown to be
smaller than that of a (B,B/R) MDS code in [11], [12].
Fixing the subpacketization at V fragments, the code rate at 1/R, and the number of servers at B, it can be shown
that among all (V R, V ) codes stored over an α-B system, an MDS code has the smallest file download time for
a class of distributions. Even though MDS codes are latency optimal, they have certain drawbacks. First, encoding
and decoding require complex finite field arithmetic. The best known MDS decoding algorithms are polynomial
in the number of coded symbols V R [13]. For a slow processing system, this could lead to a non-trivial decoding
latency. Second, file sizes often change in storage systems with frequent writes [14]. In this case, the entire file
has to be encoded again [15]. Third, to be able to code V fragments of a file into V R MDS coded symbols, the
symbols must belong to a sufficiently large alphabet [16, Theorem 4.1]. This can be achieved by grouping multiple
bits together in each file fragment. This puts a constraint that each fragment should be sufficiently large.
Block replication codes score well on all of these fronts. As the replication codes are binary, encoding and
decoding of replication is trivial and the file sizes can be small. Further, the file size changes can be accommodated
by change in the associated fragments and their replicas. This is reflected in widespread adoption [17]–[20] of
replication codes in distributed systems. Furthermore, we will show that the latency performance of block replication
codes becomes comparable to that of MDS codes with increase in either the number of fragments or the storage size
per server. Hence, we focus on (V R, V ) replication codes that offer good mean download time for an α-B system.
For replication codes, we need to determine on which servers each of the replicated fragments should be stored. In
addition, we need to consider the order in which the fragments are accessed at each server. We consider the problem
of optimal storage and access sequence of the replicated fragments at each of the B servers, such that the mean
download time is minimized. There is no obvious relation between the fragments stored on each of the servers and
the mean download time. Therefore, determining what fragments should be stored on each of the servers appears
to be a difficult problem as there are exponentially many ways to store the fragments on the servers. For a given
fragment storage on each server, the problem of optimal access sequence can be posed as a finite horizon Markov
Decision Problem(MDP), which can be solved by standard backward induction algorithm [21]. For the proposed
MDP, this algorithm requires exponentially large memory in number of fragments, and cannot be implemented
efficiently for large system parameters.
3A. Related work
Coding techniques have emerged as a popular technique to provide reliability in distributed storage systems with
fault-prone network [1], [22]–[25]. Storage codes can also be designed to achieve additional objectives such as
low repair bandwidth [1], [8], [17], [26], [27], low regeneration bandwidth [28]–[30], high locality [31], [32], low
latency [33]–[36], among others. In this work, we are interested in low latency performance of distributed storage
systems, by using codes. Specifically, we study replication codes where files are stored redundantly over the system.
It has been shown that redundant storage can reduce latency as well. In this case, a download request can be
served in parallel by multiple servers storing the requested file [2], [6], [9], [36]–[41]. Trade-off between latency
and cost of availing redundancy was observed empirically in [37], and subsequently studied theoretically in [6],
[20], [34], [38], [40], [42]. Two well studied file encoding strategies used in distributed systems with redundant
storage are MDS coding [9], [22], [34], [42] and replication [18]–[20], [23]. It has been shown that MDS coding
outperforms replication in mean file access latency [3], [9], [43].
In all these works, it was assumed that each server stores a single coded fragment of the file. In other words, the
size of a file fragment is equal to the memory of the server. If we divide the file into smaller fragments than the
memory available at the server, then we can store multiple file fragments on each server. This fact was exploited
by [11], [12] to show that the mean access latency for Staircase codes can be smaller than MDS codes storing
single coded fragment stored on each server. In Staircase codes, the fragments stored on the servers are not all of
equal size. We note that if the file is uniformly subfragmented and a larger code is used, then performance of MDS
codes can also be improved.
Our work differs from these existing works in the following ways. We focus on replication codes for equal sized
fragments of a single file stored over multiple servers, such that each server can store multiple fragments. Each
server stores a different set of fragments introducing an asymmetry among the servers. The storage scheme has a
direct impact on the mean download time. Furthermore, the sequence of access of fragments at each server affects
the download time significantly. We address the problem of constructing good storage scheme as well as the access
sequence at each server in this work. These aspects have not been explored in the literature to the best of our
knowledge.
B. Main contributions
We briefly summarize the main contributions of the paper.
i) We study replication codes for file fragments stored over distributed storage systems. Our study differs from
previous work in that each server can store multiple fragments.
ii) We characterize the mean download time of a file when fragment download times are random and independent
and identically distributed(i.i.d) exponential, and find a lower bound in terms of the expected sum of number
of useful servers for each fragment download.
iii) We provide bounds on the number of useful servers for any fragment storage scheme in an α-B system
employing (V R, V ) replication code.
iv) We propose fragment storage schemes that maximize the aforementioned lower bounds on number of useful
servers.
v) We establish that finding the optimal fragment access sequence is an MDP. We propose efficient suboptimal
algorithms that are easy to implement.
vi) We show that among all the (V R, V ) codes stored on an α-B system, an MDS code minimizes the mean
download time. In addition, we show that a (V R, V ) replication code matches the MDS code performance
when α > 1, i.e. K > V .
vii) We propose a random fragment storage scheme for (V R, V ) replication codes that performs competitively
with respect to (V R, V ) MDS codes when K < V , for large V .
viii) We support our analyses with numerical studies which provide additional insights into α-(B,V,R) coded
storage schemes. They also illustrate the performance of various proposed algorithms.
A key takeaway from our work is that a good choice of storage scheme and access sequence can enable replication
codes to be a practical alternative to MDS codes in certain situations. For instance, when files are updated frequently,
or when encoding/decoding complexity is comparatively expensive, or when file size is small.
4C. Organization
We present the system model in Section II and the problem formulation in Section III. We provide universal
performance bounds in Section IV, based on which we propose deterministic storage policies in Section V.
Algorithms for fragment access sequence are studied in Section VI. A random storage scheme for replication
codes is presented in Section VII. The performance of replication and MDS codes are compared in Section VIII.
Empirical studies are provided in Section IX, and we conclude with some final remarks in Section X.
Notation. We briefly summarize the notation used throughout this article. We denote the set of first N consecutive
positive integers by [N ] , {1, . . . , N}, the set of positive integers by N, the set of non-negative integers by Z+,
the set of non-negative reals by R+. For a set A, we denote the collection of all subsets by 2
A, and the cardinality
by |A|.
II. SYSTEM MODEL
We consider the storage of a single file fragmented into V pieces on a finite number of servers B. Each of these
servers are assumed to have identical storage capacity of K such fragments. We will initially consider K 6 V ,
and define the storage capacity per server in terms of fraction of file fragments
α ,
K
V
. (1)
We will see in Section VIII-B, that K > V is a special case and can be studied independently. For (V R, V ) block
codes that encode V fragments into V R coded fragments, the code rate is 1/R. We study (V R, V ) replication
codes where each file fragment is replicated R times, and R is called the replication factor of the code. The system
should have sufficient storage capacity to store all V R fragments, and this requires that V R 6 KB, or equivalently
R 6 Bα.
We assume a single request in the system which is forked to all B servers. At each server b ∈ [B], the request
starts downloading stored fragments in succession. The fragment to be downloaded at each server depends on
the fragments that have already been downloaded. Any server that contains a fragment that has not yet been
downloaded is called a useful server. The download time for the file is affected by which fragments are stored on
each server, download time of each fragment, and the temporal sequence in which the fragments are downloaded.
In the following sections, we consider each of these aspects in more detail.
A. Storage model
In the context of distributed storage systems it is not enough to specify the storage code, one also needs to
specify where the coded fragments are stored. For a specific storage code, we refer to the collection of fragments
stored on each server as the storage scheme. The storage scheme must be designed with a view to facilitate fast
download of the file.
For replication codes, some storage schemes are suboptimal. For instance, when multiple copies of a fragment
are stored on the same server, there is no parallelization gain. This scheme implicitly under-utilizes the storage on
each server. Therefore, we study storage schemes where each server stores at most a single copy of each fragment.
Definition 1 (Occupancy set). The set of servers on which a fragment v ∈ [V ] is replicated, is denoted by Φv ⊆ [B]
and called occupancy set.
Recall that each fragment is replicated an identical number of times in the system, and the replication factor
R = |Φv| for all fragments v ∈ [V ]. The storage scheme is completely determined by the collection of occupancy
sets Φ , (Φv : v ∈ [V ]).
Definition 2 (Fragment set). We denote the set of fragments stored on a server b ∈ [B] by the fragment set
Sb ⊆ [V ], such that
Sb , {v ∈ [V ] : b ∈ Φv} . (2)
Recall that we classify the storage of (V R, V ) codes on α-B systems as completely utilizing and underutilizing.
In a completely utilizing storage scheme, the storage capacity at each server is completely used, i.e. |Sb| = K for
all servers b ∈ [B]. In such schemes V R = BK, since there are R replications of V fragments on B servers that
5can store K fragments each. This also implies that the number of servers B can be written in terms of the fraction
α of file fragments stored per server and the replication factor R as B = Rα . A (V R, V ) replication code stored on
a α-B system is said to be underutilizing, if it is not completely utilizing. For such schemes, the replication factor
R < αB.
Definition 3. For any (V R, V ) replication code stored on B servers with storage capacity of K fragments, the
completely utilizing α-(V,R) replication storage ensemble is defined as the collection
S ,
{
Φ ∈ (2[B])[V ]
∣∣∣∣∣ |Φv| = R, |Sb| = Kfor all v, b, V R = BK
}
. (3)
Let us also elaborate on the special case of underutilizing α-(V,R) replication storage scheme. An underutilizing
α-(V,R) replication storage scheme satisfies |Sb| = K but allows multiple copies of the same fragment to be stored
on the same server. That is, |Φv| < R = αB. In short, it completely utilizes the storage available at each server,
but it is still underutilizing in the sense that it do not take full advantage of the possible parallelization.
Once a storage scheme Φ from S has been chosen, the fragments are placed on the servers according to this
scheme. File download time in an α-(V,R) system is affected not only by the storage scheme Φ in S , but also on
the fragment download times, and the sequence in which the fragments are downloaded. We consider these next.
B. Fragment download time model
The fragment download time at each server is modeled by a random variable that captures uncertainty due to
network delays and server background processes [44]. We denote the fragment download time for fragment v at the
server b by a nonnegative random variable Tbv . We assume that all fragments are of equal size and the servers are
identical, in the sense that the marginal distribution of Tbv is identical for all fragments v ∈ Sb at all servers b ∈ [B].
Motivated by analytical tractability, we further assume that the fragment download times Tbv are independent. Thus,
we have assumed fragment download times to be i.i.d., which is a popular assumption in the literature [2], [4], [9],
[19], [40], [45].
It has been shown that shifted exponential distribution is a good model for the random download time in data
center networks [7], [11], [40], [46], where the constant shift is the startup time for servers, and the memoryless
part accounts for the uncertainty. In the case when the startup time is negligible when compared to the mean
download time, exponential distribution is a good approximation for the download time distribution. Therefore,
we also assume the common distribution function F for the random fragment download time to be exponentially
distributed with rate µ, such that
F (x) , P ({Tbv 6 x}) = 1− e−µx, for all x > 0.
C. Download sequence and scheduling
Recall that the request is completely serviced when all the V distinct fragments have been downloaded. Due to
the stochastic nature of fragment download, the order in which the request downloads the fragments is random.
We assume that the request only downloads the fragments which have not been downloaded before, and such
download sequences are referred to as minimal downloading sequences. A minimal downloading sequence for
replication codes consists of unique fragments. The ℓth downloaded fragment is denoted by vℓ, and the sequence of
downloaded fragments until ℓth download is called download subsequence and denoted by Iℓ , (v1, . . . , vℓ). Since
all the downloaded fragments are unique, sometimes we regard the download subsequence Iℓ as a set and ignore
the ordering of fragments. The distinction between the set and the subsequence will be clear from the context.
Given the sequence of downloaded fragments, the process of determining which fragment is made available for
downloading at each server is referred to as scheduling. We will only be interested in class of scheduling policies
that result in minimal download sequences, and refer to them as work-conserving. These scheduling policies do
not waste the servers’ work on downloading replicas of the fragments that have already been downloaded. In other
words, the scheduler only selects the the remaining fragments at each server. Therefore, after a fragment download,
the request immediately stops downloading that fragment from other servers. Instead, it starts downloading the
6scheduled fragment among one of the remaining fragments at that server. After ℓth download, the set of remaining
fragments on a server b ∈ [B] is denoted as
Sℓb , Sb \ Iℓ, ℓ ∈ [V ]. (4)
Definition 4 (Work-conserving scheduling). The work-conserving scheduling can be formally defined as a function
Ψ : S × 2[V ] → [V ][B], that selects one of the remaining fragments at each server b after ℓ downloads for a storage
scheme Φ ∈ S . That is, for all ℓ ∈ {0, . . . , V − 1}, we have
Ψ(Φ, Iℓ)(b) ∈ Sℓb , for all b ∈ [B] such that Sℓb 6= ∅. (5)
We denote the restriction of work-conserving scheduling policy Ψ to a fixed storage scheme Φ ∈ S by ΨΦ : 2[V ] →
[V ][B] such that
ΨΦ(Iℓ)(b) = Ψ(Φ, Iℓ)(b).
Motivated by analytical tractability, we have assumed an idealized model of perfect and immediate cancellation
at all parallel servers serving the same fragment. We further remark that cancellation delays would impact any
redundant access scheme, where remaining redundant requests have to be cancelled. This has been studied in [4].
Since our main objective is to show that replication codes can be competitive to other storage codes, we ignore
this cancellation delay.
III. PROBLEM FORMULATION
In this section, we give a precise formulation of the main problem we study. Our main goal is to minimize the
mean download time for a file stored using a storage scheme Φ from the completely utilizing α-(V,R) replication
storage ensemble and work-conserving scheduling scheme Ψ, when the service times at each server are independent
and exponentially distributed with rate µ. Recall that each file is divided into V fragments prior to storage, and a
unique replica of each fragment has to be downloaded for a successful file download.
We denote the download time of ℓth distinct fragment vℓ by Dℓ, where D0 , 0 and ℓ ∈ {0, . . . , V }. This
indicates that a download subsequence Iℓ of ℓ fragments has been downloaded at time Dℓ. With this notation, the
file download time is denoted by DV .
If the request has downloaded all the fragments available at a server, the corresponding sever is called useless
server. Any server that has fragments not yet downloaded by the request, is called a useful server1. The set of
useful servers after ℓth download is denoted U(Iℓ) and its cardinality by N(Iℓ). More precisely, we have
U(Iℓ) =
⋃
v/∈Iℓ
Φv, N(Iℓ) = |U(Iℓ)| . (6)
The request is being served by N(Iℓ) parallel servers in the duration [Dℓ,Dℓ+1). From the independent and
memoryless service assumption at all servers of rate µ, we have
E
[
Dℓ+1 −Dℓ
∣∣∣Iℓ] = 1
N(Iℓ)µ
.
The download time for V fragments can be written as the sum of download time of individual fragments, i.e.
DV =
∑V−1
ℓ=0 (Dℓ+1 − Dℓ). From the linearity and the tower property of expectation, it follows that the mean
download time averaged over all fragments is
1
V
E [DV ] =
1
V
E
[
V−1∑
ℓ=0
1
N(Iℓ)µ
]
. (7)
We see that the mean download time depends on U(Iℓ), the set of useful servers remaining after ℓth download,
which in turn depends on the storage scheme Φ and the scheduling policy Ψ. We present the following lemma that
provides us a lower bound on the mean file download time in terms of the sum of mean number of useful servers.
1We borrow this nomenclature of useful and useless servers from [9].
7Lemma 5. For any positive random vector X ∈ RV+, we have
1
V
E
[
V∑
i=1
1
Xi
]
>
V∑V
i=1 E [Xi]
.
Proof: Recall that the arithmetic mean is always larger than the harmonic mean, and hence we can write
1
V
∑V
i=1
1
Xi
> V/(
∑V
i=1Xi). Taking expectation on both sides, and applying Jensen’s inequality [47] to the convex
function f(x) = 1x and positive random variable
∑V
i=1Xi, we get the result.
Remark 1. It follows from the above lemma that the mean download time can be lower bounded as
1
V
E [DV ] >
V
µ
∑V−1
ℓ=0 E [N(Iℓ)]
. (8)
In some important settings, the sum
∑
ℓ E [N(Iℓ)] is analytically more tractable when compared to
∑V−1
ℓ=0 E [1/N(Iℓ)].
Motivated by this fact, instead of minimizing the mean download time in Eq. (7), we minimize the lower bound
in Eq. (8), which is then equivalent to maximizing
∑V−1
ℓ=0 E [N(Iℓ)]. Guided by this observation, we now pose the
following problem.
Problem 1. Find the storage scheme Φ in completely utilizing α-(V,R) replication storage ensemble and restriction
ΨΦ of work-conserving scheduling policy Ψ to this storage scheme, that maximizes the mean number of useful
servers averaged over all fragments, i.e.
(Φ∗,Ψ∗Φ∗) = arg max
(Φ,ΨΦ)
1
V
V−1∑
ℓ=0
E [N(Iℓ)] .
That is, we must find the optimal storage scheme along with the restricted scheduling policy that maximizes the
mean number of useful servers averaged over all fragments. We divide this problem into two subproblems. The
first subproblem is to find the optimal scheduling policy given a fixed storage scheme.
Problem 1-A. Find the optimal work-conserving scheduling policy restricted to a fixed completely utilizing α-(V,R)
replication storage scheme Φ, i.e.
Ψ∗Φ = argmax
ΨΦ
1
V
V−1∑
ℓ=0
E [N(Iℓ)] .
The optimal work-conserving scheduling policy Ψ∗ is the collection of restrictions Ψ∗Φ for all storage schemes
Φ ∈ S .
The second subproblem is to find the optimal storage scheme given a fixed scheduling policy.
Problem 1-B. Given a work-conserving scheduling policy Ψ, find the optimal completely utilizing α-(V,R) repli-
cation storage scheme Φ ∈ S , i.e.
Φ†(Ψ) = argmax
Φ∈S
1
V
V−1∑
ℓ=0
E [N(Iℓ)] .
By solving Problem 1-A for each storage scheme Φ ∈ S , we can find the optimal work-conserving scheduling
policy Ψ∗. Subsequently, we can obtain the optimal storage scheme Φ∗ = Φ†(Ψ∗) by solving Problem 1-B for the
optimal scheduling Ψ∗. It follows that if we can solve the above two sub-problems, then we can find the optimal
solution (Φ∗,Ψ∗Φ∗) to Problem 1.
It turns out that Problem 1-A can be posed as an MDP, for a given storage scheme Φ. This MDP suffers from
the well-known curse of dimensionality [48], and becomes intractable for large values of number of fragments. We
propose heuristic scheduling algorithms that are computationally efficient. These algorithms are empirically shown
to have a good performance for given storage schemes.
In contrast to Problem 1-A, it is not clear at the outset, how to efficiently solve Problem 1-B. A brute force way
of solving this problem would be to compute the mean download time for all storage schemes Φ ∈ S under the
optimal scheduling policy Ψ∗Φ, or its surrogate suboptimal heuristic algorithms, and searching among all storage
schemes. Since this brute force search is computationally expensive, we propose an alternative suboptimal approach.
8This suboptimal selection of storage scheme together with heuristic scheduling algorithms, is empirically shown to
have good performance.
Instead of directly maximizing the mean number of useful servers, we first find universal lower bounds on the
number of useful servers which are agnostic to scheduling algorithm and then maximize these lower bounds. These
lower bounds depend only on certain properties of storage schemes Φ ∈ S . Good storage schemes can be chosen
to maximize the universal lower bounds on the aggregate number of useful servers. This suboptimal selection of
storage scheme together with heuristic scheduling algorithms, is empirically shown to have good performance.
IV. PERFORMANCE BOUNDS
In this section, we study the aggregate number of useful servers for completely utilizing α-(V,R) replication
storage schemes Φ ∈ S , in conjunction with a work-conserving scheduling policy Ψ. In particular, we provide
bounds on the number of useful servers N(Iℓ) after each download ℓ ∈ {0, . . . , V − 1}. We observe that these
bounds are independent of the work-conserving scheduling policies Ψ. The upper bound holds universally for any
completely utilizing α-(V,R) replication storage scheme Φ ∈ S . The lower bound depends on certain properties
of the storage scheme Φ. Recall that our goal is to maximize the mean of aggregate number of useful servers.
Motivated by this fact, we find storage schemes that maximize the lower bound on the aggregate number of useful
servers.
A. Upper bound on N(Iℓ)
First, we prove a simple upper bound for the number of useful servers for any α-(V,R) storage scheme.
Theorem 6. For a completely utilizing α-(V,R) replication storage scheme Φ ∈ S defined in Eq. (3), the number
of useful servers N(Iℓ) after ℓ downloads is upper bounded in terms of m , ⌈B/R⌉, as
N(Iℓ) 6 B1{ℓ6V−m} + (V − ℓ)R1{ℓ>V−m}. (9)
Proof: From the construction of a completely utilizing α-(V,R) storage scheme, it follows that all servers are
useful before any download is initiated, i.e. N(I0) = B. Further, no servers are useful after all fragments have
been downloaded, i.e. N(IV ) = 0. Taking cardinality of the set of useful servers given in Eq. (6), we get
N(Iℓ) = |∪v/∈IℓΦv| 6
∑
v/∈Iℓ
|Φv| = (V − ℓ)R.
Since the number of useful servers cannot exceed the total number of servers B, we getN(Iℓ) 6 min {B, (V − ℓ)R}
for any ℓ. We verify that B 6 (V − ℓ)R if and only if m 6 V − ℓ, and the result follows.
From Theorem 6, we can obtain an upper bound on the number of useful servers averaged over the number of
fragments and the number of servers.
Remark 2. Recall that for a completely utilizing α-(V,R) replication storage scheme B/R = V/K = 1/α. When
B/R is an integer, summing up both sides of Eq. (9), and dividing both sums by the product BV , we obtain
1
BV
V−1∑
ℓ=0
N(Iℓ) 6 1− (m+ 1)
2V
. (10)
This gives us a normalized upper bound on the sum of number of useful servers.
Remark 3. Note that this upper bound is true for all completely utilizing α-(V,R) replication storage schemes and
all work-conserving scheduling policies. That is,
sup
Φ∈S
sup
ΨΦ
1
BV
V−1∑
ℓ=0
N(Iℓ) 6 1− (m+ 1)
2V
.
Remark 4. Consider an underutilizing α-(V,R) replication storage scheme where each fragment v ∈ [V ] is assumed
to be replicated on Rv servers, where Rv 6 R and
1
V
∑
v∈[V ]Rv < R. Since, the number of useful servers before
the commencement of download can only be smaller than or equal to B and Rv 6 R for all v ∈ [V ], following
the exact steps as in above shows that the above given upperbound holds for an underutilizing α-(V,R) replication
storage scheme.
9B. Lower bound on N(Iℓ)
Next, we proceed to find a lower bound for the number of useful servers N(Iℓ) after ℓ downloads for a completely
utilizing α-(V,R) storage scheme. To this end, we define two important properties of a storage scheme Φ ∈ S . For
servers a, b ∈ [B] and fragments v,w ∈ [V ], we define the maximum overlap of fragment sets and occupancy sets
as
τM , max
a6=b
|Sa ∩ Sb| , λM , max
v 6=w
|Φv ∩ Φw| . (11)
In the initial stages of download when the number of fragments downloaded is less than O(K2), the number
of useful servers is primarily determined by the overlap between the fragment sets. More precisely, we have the
following lower bound on N(Iℓ).
Theorem 7. Consider a completely utilizing α-(V,R) replication storage scheme Φ with the maximum overlap of
fragment sets τM , as defined in Eq. (11). Suppose the number of downloaded pieces satisfies
ℓ < iK − i(i− 1)τM/2. (12)
Then, for i 6 ⌊K/τM ⌋+ 1, the number of useful servers can be lower bounded as
N(Iℓ) > B − i. (13)
That is, there are at most i servers that are no longer useful after ℓ downloads .
Proof: We prove this by contradiction. We assume that the number of downloaded pieces ℓ satisfies Eq. (12),
and the number of useful servers N(Iℓ) < B − i. We denote the number of useless servers B −N(Iℓ) > i. Then,
there exists i servers {b1, . . . , bi} ⊂ [B], which are no longer useful after ℓ downloads. This implies that the union
of their fragment sets ∪ij=1Sbj is included in the downloaded fragment set Iℓ.
Since any two servers can have at most τM file fragments in common, jth server has at least (K − (j − 1)τM )
fragments distinct from the fragments stored in first (j − 1) servers. Thus,
ℓ >
∣∣∪ij=1Sbj ∣∣ >
i−1∑
j=0
(K − jτM ) = iK − i(i− 1)τM/2.
This contradicts our assumption and the result follows.
By solving the quadratic inequality in Eq. (12), we can obtain the following result.
Corollary 8. Consider a completely utilizing α-(V,R) replication storage scheme Φ ∈ S with maximum fragment
set overlap τM . If the number of pieces downloaded satisfies ℓ < K(K + τM )/2τM , then the number of useful
servers is at least
N(Iℓ) > B −
(
2K + τM +
√
(2K + τM )2 − 8ℓτM
2τM
)
. (14)
We can also give a lower bound on the number of useful servers when most of the fragments have been
downloaded. In this case the number of useful servers is determined by the overlap between occupancy sets. By
considering the largest possible overlap of the occupancy sets, we can show the following lower bound on N(Iℓ).
Theorem 9. Consider a completely utilizing α-(V,R) replication storage scheme Φ ∈ S with the maximum overlap
of occupancy sets λM , as defined in Eq. (11). Suppose that ℓ = V − i pieces have been downloaded, where
i ∈ {0, . . . , ⌊R/λM⌋+ 1}. Then, the number of useful servers can be lower bounded as
N(Iℓ) > iR− i(i− 1)λM/2. (15)
Proof: After ℓ downloads, the set of downloaded fragments is Iℓ, and the set of remaining fragments is [V ]\Iℓ.
Since ℓ = V − i, we denote the set of remaining fragments as {w1, . . . , wi}. Recall that the set of useful servers is
the union of servers storing the remaining fragments U(Iℓ) = ∪v/∈IℓΦv = ∪ij=1Φwj . We can write the number of
useful servers as
N(Iℓ) =
∣∣∪ij=1Φwj ∣∣ = i∑
j=1
(
∣∣Φwj ∣∣− ∣∣∣∪j−1r=1(Φwj ∩ Φwr)∣∣∣).
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Since any two occupancy sets can have at most λM servers in common, we get
N(Iℓ) >
i∑
j=1
(R− (j − 1)λM ),
and the result follows.
For any completely utilizing α-(V,R) replication storage scheme, we observe that the proposed lower bounds
on the number of useful servers depends on the maximum overlap fragment set overlap τM and the maximum
overlap of the occupancy sets λM . This bound holds for any work-conserving scheduling policy ΨΦ restricted to
this storage scheme. Replication storage schemes with small values for the overlap parameters τM and λM will
maximize the derived lower bounds. Motivated by this fact, we introduce certain special replication storage schemes
with desirable overlap parameters. When the maximum overlap of fragments τM is 1, we have the following lower
bound on the number of useful servers.
Lemma 10. For a completely utilizing α-(V,R) replication storage scheme with the maximum overlap of fragments
τM set to be 1, the number of useful servers N(Iℓ) satisfies
N(Iℓ) > N(Iℓ−1)−
⌊
ℓ− 1
K − 1
⌋
.
Proof: We denote the set of servers that turn useless after ℓth download by Gℓ , U(Iℓ−1) \ U(Iℓ), and its
cardinality by |Gℓ| = N(Iℓ−1) − N(Iℓ). Each server b ∈ Gℓ has the ℓth downloaded fragment vℓ, and all its
remaining fragments have been downloaded in first (ℓ − 1) downloads. Further, since the maximum overlap of
fragment sets for these storage schemes is τM = 1, it follows that the sets (Sb \ {vℓ} : b ∈ Gℓ) are disjoint. That
is, we can write
∪b∈Gℓ(Sb \ {vℓ}) ⊆ Iℓ−1.
Since |Iℓ−1| = ℓ− 1 and |Sb \ {vℓ}| = K − 1 for all b ∈ Gℓ, we obtain the result.
V. DETERMINISTIC PLACEMENT SCHEMES FOR REPLICATION CODES
In this section we shift our attention to Problem 1-B. Recall from the discussion in Section III, given the
work-conserving scheduling policy, one can find the optimal storage scheme using a brute-force search among all
the storage schemes. As the brute-force is computationally expensive, and we need the knowledge of the work-
conserving scheduling policy, there is no obvious efficient solution to this problem. In particular, the dependency
on the work-conserving scheduling policy makes Problem 1-B difficult to solve directly.
In Problem 1-B, we see that the optimal storage scheme maximizes the mean number of useful servers aggregated
over all fragment downloads. Theorems 7 and 9 provide deterministic lower bounds on the number of useful servers
after each fragment download, for any work-conserving scheduling policy. This suggests that one could search for
the storage schemes that maximize the lower bound on the number of useful servers. This allow us to systematically
approach Problem 1-B without knowledge of any work-conserving scheduling policy. The resulting storage schemes
are empirically shown to have good performance.
Lower bounds on the number of useful servers are decreasing in the overlap parameters τM and λM . This suggests
that keeping the overlap between the servers small, we can make the servers useful for a longer time. We see in
Theorem 7 that the maximum overlap τM between fragment sets affects the initial stage of downloading the file.
Further, we observe in Theorem 9 that the maximum overlap λM between occupancy sets affects the final stages
of downloading the file.
Using this intuition we propose some algebraic constructions for storage schemes. We establish a connection
between storage schemes and combinatorial designs. This connection allows us to systematically construct new
storage schemes for a given α-B system. We then study the performance of a particular class of storage schemes
constructed from a combinatorial design called projective plane. Numerical studies are reported in Section IX.
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A. Storage schemes from combinatorial designs
In this section, we establish a correspondence between storage schemes and designs. Then using this correspon-
dence we propose storage schemes from designs, with desirable overlap parameters τM and λM .
Definition 11 (Design). A design is a pair (P,B) satisfying the following conditions:
D1) P is a set of elements called points.
D2) B is a collection of nonempty subsets of P called blocks.
Theorem 12. Every completely utilizing α-(V,R) replication storage scheme corresponds to a design ([V ],B)
where |B| = B = Rα and
B = {Sb ⊆ [V ] : b ∈ [B]} .
Conversely, every design (P,B) leads to a replication storage scheme with |P| fragments stored on B = |B| servers,
where bth server is storing the fragments indexed by the bth block of B.
In addition, if every block has the same size K, and every point occurs R times, then we obtain an α-(|P| , R)
replication storage scheme where α = R/ |B|.
Proof: Given a completely utilizing α-(V,R) replication storage scheme we can form a design as follows: i)
identify all the fragments [V ] with the point set of the design P, ii) identify Sb the set of fragment replicas at each
server with a block. Thus the collection of blocks B = {Sb ⊆ [V ] : b ∈ [B]}.
Conversely, suppose we are given a design (P,B). Construct a storage scheme as follows. Divide the file into
V = |P| fragments. Then there is a one to one correspondence between the points and the integers in [V ]. For
each block in B, we associate a server which stores the fragments corresponding to the points in that block. Since
each block can be associated to a server, we have B = |B| servers. If all blocks are of the same size K and every
point occurs R times, then this is a completely utilizing α-(V,R) replication storage scheme for α = KV =
R
B .
The class of designs that are suitable for completely utilizing α-(V,R) replication storage schemes, where all
the servers have the same storage capacity, are the so-called t-designs. A design (P,B) is said to be a t-design
with parameters t-(V,K, λ) if
1) there are V points in P,
2) every block in B contains exactly K points,
3) every t-subset of P is contained exactly in λ blocks of B.
The following result is well known from design theory and can be found in any standard textbook, see for
instance [49]. For completeness, a short proof is provided in the Appendix A.
Proposition 13 ( [49]). For every t-(V,K, λ) design, the following conservation laws hold true,
BK = V R, (16)
B
(
K
t
)
= λ
(
V
t
)
, (17)
where B is the number of blocks and R is the number blocks containing any point.
From the one to one correspondence between designs and replication storage schemes shown in Theorem 12, it
follows that the set of blocks in which a point p appears is precisely the occupancy set of the fragment corresponding
to point p. Further, the total number of blocks that contain the point p is the replication factor R of the corresponding
fragment. In our setting, the points are the fragments, and the blocks are the set of fragments on each server. Table I
summarizes the mapping between design and storage parameters.
TABLE I: Correspondence between designs and storage codes
t-(V,K, λ) designs to codes
Design parameter Storage parameter
P : Points [V ]: File fragments
B: Blocks (Sb : b ∈ [B]): Fragment sets at servers
|P|:Number of points V :Number of file fragments
|B|: Number of blocks B: Number of servers
K: Size of each block K: Storage capacity at each server
R: Replication factor for each point R: Replication factor for each fragment
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In practical systems, typically, the number of servers and the storage capacity at each server is fixed. In addition,
Eq. (16) tells us that among V and R, only one can be chosen independently. That is, among the two design
parameters, the number of pieces in to which file is fragmented and the replication factor, choosing one determines
the other one. Similarly, having chosen V , the parameter λ is completely known for any t-design.
In general, it is an open question whether a t-design with a given set of parameters exists and if it exists how
to construct that design. For some specific parameters, there are explicit constructions of designs. A popular and
well studied case is where t = 2. These designs are called balanced incomplete block designs (BIBDs). Then, from
Eq. (17), we have
BK(K − 1) = λV (V − 1), (18)
and using Eq. (16) we obtain
λ =
R(K − 1)
(V − 1) . (19)
A special case of BIBDs of interest is where the number of points is equal to the number of blocks. In other
words, the number of servers is equal to the number of fragments. Such BIBDs are also called symmetric BIBDs.
Then, from Eq. (16), we note that the replication factor is equal to the memory at each server. Further, we also
have the property that any two distinct blocks intersect in λ points, see [49, Theorem 2.2]. An important symmetric
design is the projective plane for which explicit constructions are known.
Another well known 2-design for which explicit construction is known is the affine plane, and can be obtained
from a projective plane. The memory requirements at each server scale as O(
√
B) for storage schemes derived
from projective planes (and affine planes) with B servers. If we are interested in storage schemes with a fixed size
of memory, then we could consider constructing a storage scheme from a Steiner triple systems [49]. They are also
2-designs, but with the block size fixed at K = 3. In the following table we summarize the storage schemes from
the designs we discussed above.
TABLE II: Parameters of various completely utilizing α-(V,R) replication storage schemes from designs.
t-design Parameters α-(V,R) system
General t-(V,K, λ) K
V
-(V,R)
t-design B = λ
(
V
t
)
/
(
K
t
)
R = λ
(
V −1
t−1
)
/
(
K−1
t−1
)
BIBD 2-(V,K, λ) K
V
-(V,R)
B = V K/R, R = λ(V − 1)/(K − 1)
Symmetric 2-(V,K, λ) K
V
-(V,K)
BIBD B = V , R = λ(V − 1)/(K − 1)
Projective 2-(n, q + 1, 1), q+1
n
-(n, q + 1)
plane n = q2 + q + 1 B = n, R = q + 1
q = pm, p prime K = q + 1
Affine 2-(q2, q, 1) q
q2
-(q2, q + 1)
plane q = pm, p prime B = q2 + q, K = q
Steiner triple 2-(V, 3, 1) 3
V
-(3V/R,V, R)
system V ≡ 1, 3 mod 6 R = (V − 1)/2
As can be seen from the Table II, there is a flexibility in the choice of the design parameters allowing us to
construct storage schemes for various (B,K) systems. Additional storage schemes can be constructed using results
from design theory. For instance a t-(V,K, λ) design implies the existence of (t− i)-(V − i,K − i, λ) design for
i < t, see [49, Theorem 9.2].
B. Storage schemes from projective planes
As mentioned earlier Theorems 7 and 9 motivate us to construct storage schemes where λM and τM are small.
Since they are both nonnegative, one might try to make them both zero. However, λM = 0 implies that K = 1
which has been studied extensively. Similarly, τM = 0 implies that R = 1 in which case there is no redundancy.
For these reasons, we do not study these two cases in this paper. The next possible choice would be λM = 1
and τM = 1. Note, that λM = 1 implies that the maximum occupancy overlap is less than or equal to one. For
simplicity, we consider the symmetric case, where for any two distinct fragments u, v we have |Φu∩Φv| = 1. Such
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a storage scheme immediately leads us to Steiner systems which are BIBDs with λ = 1. This motivates the study
of storage schemes from such 2-designs. If we similarly restrict that the fragment sets also satisfy a similar overlap
property, i.e. |Sa ∩ Sb| = 1 for distinct blocks a, b, then such a BIBD must also be symmetric in that number of
blocks is identical to the number of fragments [49, Corollary 2.5]. A well studied class of symmetric BIBDs is that
of projective planes. In this section, we study storage schemes from projective planes. If we relax the constraint that
two blocks do not necessarily intersect in λM points, then also it is possible to construct a storage scheme form
a 2-design with λM = τM = 1. Specifically, the affine planes lead to storage schemes with these parameters. In
the rest of the section, we review the construction of projective planes and affine planes and use them to construct
storage schemes.
We now briefly review the construction of a projective plane from F3q where q is the power of a prime and Fq
denotes a finite field with q elements, see [49] for more details. Consider the set of 3-tuples in F3q . Let Vi be the
set of all i-dimensional subspaces of F3q . The projective plane is formed by taking the collection of points to be V1
and collection of blocks to be V2 giving us a 2-(q
2 + q + 1, q + 1, 1) design. Let U ∈ V2, then we can associate
to it a block as follows.
BU = {V ∈ V1 | V ⊂ U} . (20)
The collection of blocks is then given by
B = {BU | U ∈ V2} . (21)
Since scalar multiples of a nonzero vector (x1, x2, x3) are in the same vector space, we can see that there are
(q3− 1)/(q− 1) = q2+ q+1 vectors in F3q which are not scalar multiples of each other. Thus there are q2+ q+1
vector spaces in V1. For each 2-dimensional vector space we associate a 1-dimensional orthogonal vector space.
This is unique since (V ⊥)⊥ = V . Therefore, the number of 2-dimensional vector spaces |V2| is equal to the number
of 1-dimensional vector spaces |V1|. In each 2-dimensional vector space U , there are q2− 1 nonzero vectors. Each
nonzero vector u generates a 1-dimensional vector space. The nonzero nonscalar multiples of u also generate the
same vector space. Since there are q−1 nonzero scalar multiples of any vector, these q2−1 nonzero vectors generate
q+1 distinct 1-dimensional vector subspaces in U . Thus there are (q+1) distinct 1-dimensional subspaces in each
2-dimensional vector space. This implies that each block of the projective plane has q + 1 points.
Any two distinct one-dimensional spaces V, V ′ ∈ V1 must be generated by distinct vectors v, v′ respectively.
If V, V ′ are both subspaces of a two-dimensional subspace U ∈ V2, then v, v′ are also in U . Thus U must be
generated by v, v′. Any other 2-dimensional vector space W that contains V, V ′ must be identical to U . Thus two
distinct one-dimensional vector spaces can occur only in one two-dimensional vector space giving λ = 1. From
these designs we obtain an α-(q2 + q + 1, q + 1) replication storage scheme, where α = (q+1)(q2+q+1) . A
3
7 -(7, 3)
replication storage scheme constructed from a projective plane is shown in Table III.
Placement of pieces
Server 1 2 3 4 5 6 7
Sb 1,2,3 3,4,5 1,5,6 1,4,7 2,5,7 3,6,7 2,4,6
TABLE III: A 37 -(7, 3) replication storage scheme based on a projective plane.
Given a design we can often construct other designs from it. For instance, given a projective plane, we can
construct another design called the affine plane. In general, to construct an affine plane, we start with a projective
plane. We take any 2-dimensional vector space in V2 and remove the points of this block from the set of points
and all the remaining blocks. Since each block contains q + 1 points, the number of blocks is reduced by unity,
and the number of points is reduced by q + 1. As there are q2 + q + 1 blocks (and points) originally, the residual
points are q2 in number and the remaining blocks are q2 + q in number. Every remaining block has an overlap
of λ = 1 with the deleted block, thus each residual block contains exactly q points. Finally, note the residual
blocks are a subset of the blocks of the projective plane. Therefore, any pair of residual points occur in exactly one
block as they did in the projective plane. This gives us a 2-(q2, q, 1) design. From this design we can construct a
1
q -(q
2, q + 1) replication storage scheme.
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C. Analysis of storage schemes derived from projective plane designs
Remark 5. Recall that the overlap parameters τM = λM = 1 for any α-(V,R) replication storage scheme derived
from a 2-(q2 + q + 1, q + 1, 1) design. Therefore, from Corollary 8, Theorem 9, and Lemma 10, we can lower
bound the number of useful servers for number of downloads ℓ ∈ {0, . . . , V }, as
N(Iℓ) >


B − (2K+1+√(2K+1)2−8ℓ2 ), ℓ 6 K(K+1)2 ,
(V − ℓ)R− (V−ℓ)(V −ℓ−1)2 , ℓ > V −K − 1,
N(Iℓ−1)−
⌊
ℓ−1
K−1
⌋
, else.
(22)
D. Cyclic shift based storage
We conclude this section by considering a simple α-(V,R) storage scheme. The set of servers storing replicas
of a fragment v ∈ [V ] are cyclically shifted by v. More precisely, the occupancy set of a fragment v is given by
Φv+R−1 = {v, v + 1, · · · , v +R− 1} , (23)
where the addition is modulo B whenever the sum exceeds B. We observe that |Φv ∩ Φv+j | = |Φv ∩ Φv−j | = R−j
for j ∈ [R−1], v ∈ [V ] where the addition and subtraction is modulo V whenever the sum exceeds V or difference
go below 1. Thus, the maximum overlap between the occupancy sets λM = R− 1.
In addition, we can write the fragment set at server b ∈ [B] for this storage scheme as
Sb = {b, b+ 1, . . . , b+K − 1} , (24)
where the addition is modulo V whenever the sum exceeds V . Here, we observe that |Sb+j ∩ Sb| = |Sb−j ∩ Sb| =
K − j for j ∈ [K − 1], b ∈ [B] where the addition and subtraction is modulo B whenever the sum exceeds B
or difference go below 1. Thus, the maximum overlap between the servers τM = K − 1. An example is given in
Table IV.
Placement of pieces
Server 1 2 3 4 5 6 7
Sb 1,2,3 2,3,4 3,4,5 4,5,6 5,6,7 6,7,1 7,1,2
TABLE IV: A 37 -(7, 3) replication storage schemes based on cyclic shift.
While the maximum overlap parameters for this scheme are τM = K−1 and λM = R−1, the overlap parameters
have a wide spread. Any server will have a fragment set overlap i, where i ∈ [K − 1], with exactly two other
servers and will have zero overlap with the remaining max(0, B− 2K+1) servers. Similarly, the occupancy set of
each fragment will have an overlap of j, where j ∈ [R−1], with the occupancy sets of exactly two other fragments
and will have zero overlap with the occupancy sets of remaining max(0, V − 2R + 1) fragments.
From the bounds in Theorems 7 and 9, we expect that these schemes should perform somewhat poorly compared
to the schemes presented previously, as we will corroborate in Section IX. If B = V , the fragments in the ith
locations of the servers can be arranged to be a permutation of [V ] giving a natural nonadaptive scheduling policy.
Later, in Section IX we will study the performance of this scheme along with a adaptive scheduling policy to
highlight the importance of scheduling. The worst case overlap parameters for cyclic shift based storage schemes
are very large, and this is reflected in their large mean download time with nonadaptive scheduling. However, the
performance is not only affected by λM and τM but also the spread of the occupancy set overlaps and fragment set
overlaps. Taking advantage of this fact we can improve the performance of this scheme with adaptive scheduling.
Specifically, the adaptive schedulng algorithms exploit the spread of the overlap parameters, to drive the system
state towards good residual fragment sets with small overlap.
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VI. WORK-CONSERVING SCHEDULING
Recall that our original Problem 1 was broken down into two interrelated Problems 1-A and 1-B. We addressed
Problem 1-B by obviating the need for the knowledge of an optimal scheduling policy. In order to complete our
solution for Problem 1, we need to combine it with a solution for Problem 1-A. As already discussed in Section III,
Problem 1-A can be reformulated as an MDP, given a completely utilizing α-(V,R) storage scheme. In view of the
complexity of the MDP, we propose two classes of efficient suboptimal work-conserving scheduling algorithms. One
class of algorithms are nonadaptive while the other are adaptive. The nonadaptive algorithms fix the schedule at each
server ahead of the file download. In adaptive algorithms, the schedule of remaining fragments to be downloaded
at each server is causally aware of the sequence of fragment downloads. We show that both classes of algorithms
offer good performance through numerical studies. As will be seen in Section IX, adaptive algorithms can give a
better performance than the nonadaptive ones. Adaptive work-conserving scheduling provides more flexibility in
the download process which can be exploited to reduce the mean download time. Nonadaptive scheduling policies
maybe preferred in some cases, when adaptive fragment selection incurs non-negligible delay.
A. Nonadaptive work-conserving scheduling
Given a completely utilizing α-(V,R) replication storage scheme Φ, we can find the fragment set Sb at each server
b ∈ [B]. In the nonadaptive case, the scheduling decisions are embedded in the placement order πbΦ : [K] → Sb
of fragment set at each server b ∈ [B], and is fixed prior to the commencement of download. A nonadaptive
work-conserving scheduling is defined by the collection of placement order πΦ , (π
b
Φ : b ∈ [B]). Given the set of
downloaded fragments Iℓ after ℓ downloads, the fragment to be downloaded from a server b is the first residual
fragment stored at this server in the order of placement. This fragment is denoted by πbΦ(k
b
ℓ+1), where
kbℓ+1 , inf {k ∈ [K] : πb(k) /∈ Iℓ} , b ∈ U(Iℓ).
A placement order π induces a scheduling policy Ψ such that ΨΦ(Iℓ)(b) = π
b
Φ(k
b
ℓ+1). Finding a nonadaptive work-
conserving scheduling policy is equivalent to finding a placement order. Therefore, given an α-(V,R) replication
storage scheme Φ ∈ S , the optimal nonadaptive work-conserving scheduling policy is given by
π†(Φ) = argmax
π(Φ)
1
V
V−1∑
ℓ=0
E [N(Iℓ)] .
One way to find the optimal nonadaptive work-conserving scheduling policy is to search over all possible placement
orderings. This search is highly computationally intensive, and it is not clear how to efficiently find the optimal non-
adaptive work-conserving scheduling policy. As such, we discuss heuristic nonadaptive work-conserving scheduling
policies in Section IX that attempt to maximize the mean number of useful servers, aggregated over all downloads.
B. Adaptive work-conserving scheduling
Recall that, for a fixed completely utilizing α-(V,R) replication storage scheme Φ, the corresponding adaptive
scheduling policy is a map ΨΦ : 2
[V ] → [V ][B]. In particular, the policy schedules a residual fragment ΨΦ(Iℓ)(b) =
wbℓ+1 ∈ Sℓb on each useful server b ∈ U(Iℓ), after ℓ downloads. That is,
ΨΦ(Iℓ) : b 7→ Sℓb , for all b ∈ U(Iℓ), all ℓ ∈ {0, . . . , V − 1} .
We first show that the evolution of downloaded fragments can be modelled as a Markov chain for any work-
conserving scheduling policy ΨΦ given a fixed completely utilizing α-(V,R) replication storage scheme Φ. We
then pose optimal dynamic scheduling problem defined in Problem 1-A as an MDP.
Let Xt ⊆ [V ] be the set of downloaded fragments at time t. We can write ℓth download instants in terms of the
process X , (Xt ∈ 2[V ] : t ∈ Z+) as
Dℓ = inf {t > 0 : |Xt| = ℓ} .
At ℓth download instant Dℓ, the set of downloaded fragments is Iℓ = XDℓ . Further, the set of useful servers at this
instant is U(Iℓ). At time Dℓ, the fragment scheduled on any useful server b ∈ U(Iℓ) is the scheduling decision
ΨΦ(Iℓ)(b) ∈ Sℓb . Since the process X is piecewise constant and only changes at decision epochs, we are interested
16
in the associated discrete time process sampled at the decision epochs {D0,D1, . . . ,DV −1}. Defining Yℓ , XDℓ
for all ℓ ∈ {0, . . . , V − 1}, we can write the sampled process as Y , (Yℓ : ℓ ∈ {0, . . . , V − 1}).
Lemma 14. For a fixed completely utilizing α-(V,R) replication storage scheme Φ, scheduling policy ΨΦ, and
i.i.d. exponential fragment download times, the continuous time process X = (Xt ∈ 2[V ] : t ∈ Z+) is Markov.
Hence, the associated sampled process Y is a discrete time Markov chain with the transition probabilities given
by
pIℓ,Iℓ∪{v} =
1
N(Iℓ)
∑
b∈U(Iℓ)
1{ΨΦ(Iℓ)(b)=v}, v /∈ Iℓ. (25)
Proof: Refer Appendix B-A.
1) MDP formulation: Since we have already shown that the set of downloaded fragments evolves as a discrete-
time Markov chain at the decision epochs, we can reformulate Problem 1-A as an MDP. Recall that the objective
function 1V
∑V−1
ℓ=0 E [N(Iℓ)] is additive over the downloads. Therefore, we can consider this to be a finite MDP
with V stages, where the reward in stage ℓ is
rℓ(Iℓ) ,
N(Iℓ)
V
, ℓ ∈ {0, . . . , V − 1} . (26)
Given a fixed completely utilizing α-(V,R) replication storage scheme Φ, our goal is to find the optimal work-
conserving scheduling policy ΨΦ such that the aggregate reward is maximized over the finite time horizon, i.e.
Ψ∗Φ = argmaxE
[
V−1∑
ℓ=0
rℓ(Iℓ)
]
. (27)
A very powerful idea to solve an MDP is to use principle of optimality [21]. This principle implies the following
property for any optimal policy.
Whatever the current state and decision, the remaining decisions must constitute an optimal policy with
regard to the state resulting from the current decision.
Since the rewards are additive for our current problem, we can define a reward-to-go function uℓ+1(ΨΦ(Iℓ)) =
E
[∑V−1
j=ℓ+1 rj(Ij)
]
at the ℓth download time instant Dℓ, of the current state Iℓ and the decision rule ΨΦ(Iℓ). We
can re-write this reward-to-go function as
uℓ+1(ΨΦ(Iℓ)) =
∑
v/∈Iℓ
pIℓ,Iℓ∪{v}
[
rℓ+1(Iℓ ∪ {v}) + uℓ+2(ΨΦ(Iℓ ∪ {v}))
]
.
Then, the optimal reward-to-go function from (ℓ+ 1)th stage is given by
u∗ℓ+1(Iℓ) = max
ΨΦ
uℓ+1(ΨΦ(Iℓ)), ℓ ∈ {0, . . . , V − 1} .
This is the well known Bellman’s optimality equations and it follows from [21, Theorem 4.3.3] that
u∗0(I0) = max
ΨΦ
E
[
V−1∑
ℓ=0
rℓ(Iℓ)
]
and the optimal work-conserving scheduling policy is the one that achieves the optimal reward-to-go function i.e.
Ψ∗Φ = argmax
ΨΦ
u0(ΨΦ(I0)).
In order to solve this optimal scheduling decision we can use the standard backward induction algorithm [21].
For completeness, we have provided the backward induction algorithm tailored to our problem in Appendix B-B.
The computational complexity of the backward induction algorithm to solve the optimal scheduling problem grows
exponentially with the number of file fragments as discussed in Appendix B-C.
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2) Greedy scheduler: Recall that a greedy solution to MDP would just maximize the immediate reward E [rℓ+1(Iℓ+1)]
after ℓ downloads.
Theorem 15. For a given completely utilizing α-(V,R) storage scheme, the adaptive work-conserving scheduler
that maximizes the expected immediate reward E
[
rℓ+1(Iℓ+1)
∣∣∣Iℓ] after ℓ downloads is given by
ΨΦ(Iℓ)(b) = arg min
v∈Sℓb
ρgℓ (v), ℓ ∈ {0, · · · , V − 1}, (28)
where the greedy ranking function ρgℓ (v) for a fragment v after ℓ downloads is defined as
ρgℓ (v) ,
∑
b∈Φv
1{|Sℓb|=1}
. (29)
Proof: After each download ℓ, maximizing the immediate reward of number of useful servers after next
download E [N(Iℓ+1)|Iℓ] is equivalent to minimizing the expected additional number of servers that become useless
after next download i.e., N(Iℓ)− E [N(Iℓ+1)|Iℓ]. Conditioned on the set of downloaded fragments Iℓ, the number
of useful servers N(Iℓ) is deterministic. Therefore, we can write the conditional expectation of the reduction in the
number of useful servers after (ℓ+ 1) downloads, as
E
[
N(Iℓ)−N(Iℓ+1)
∣∣∣Iℓ] = ∑
b∈U(Iℓ)
E
[
1{Sℓb={vℓ+1}}
∣∣∣Iℓ] ,
where vℓ+1 is the (ℓ+1)th downloaded fragment. Note that vℓ+1 is a random variable given Iℓ, and it takes value
among all scheduled fragments with probability distribution given by Eq. (25). We can re-write the conditional
expectation of the reduction in number of useful servers given ℓ downloads, as
E
[
N(Iℓ)−N(Iℓ+1)
∣∣∣Iℓ] = ∑
v/∈Iℓ
pIℓ,Iℓ∪{v}
∑
a∈Φv
1{|Sℓa|=1}
.
The above sum is a convex combination of greedy rank ρgℓ (v) over the probability distribution of scheduled fragments
v. It follows that the greedy algorithm must schedule the fragment with the lowest greedy rank, at each useful
server b ∈ U(Iℓ) after ℓ downloads.
Remark 6. Note that the greedy rank ρgℓ (v) is equal to the number of servers that become useless if fragment v
gets downloaded at the (ℓ+ 1)th download instant.
3) Ranked schedulers: Recall that a scheduling algorithm has to schedule a remaining fragment to be downloaded
at each of the useful servers, at each download instant. The greedy scheduler discussed previously, computes a
function ρgℓ (v) at each download instant ℓ for each remaining fragment v and schedules the fragment with smallest
rank at each useful server. Instead of ρgℓ (v), we could consider other functions for remaining fragments giving us
a class of algorithms for various rank functions. The rank function ρℓ quantifies the suitability of the fragment to
be scheduled for download. Fragments with lower rank are prioritized over fragments with higher rank while they
are scheduled for downloading. The complete algorithm for a choice of ρℓ : [V ] \ Iℓ → R is given below.
Algorithm 1 Suboptimal adaptive work-conserving scheduler
Input: α-(V,R) replication storage scheme Φ
Output: ((ΨΦ(Iℓ)(b) : b ∈ U(Iℓ) : ℓ ∈ {0, . . . , V − 1})
1: Set S0b = Sb = {v ∈ [V ] : b ∈ Φv} for all b in [B]
2: for ℓ ∈ {0, · · · , V − 1}, do
3: for b in U(Iℓ) do
4: ΨΦ(Iℓ)(b) = argminv∈Sℓb ρℓ(v) ⊲ Ties can be broken randomly or by any other rule.
5: end for
6: Update Sℓ+1b = S
ℓ
b \ {vℓ+1} for all b in U(Iℓ+1)
7: end for
One big issue with the greedy approach is that it does not optimize the expected number of useful servers over
all downloads. Since, it is oblivious to the evolution of Iℓ and the choices it makes can steer the algorithm in a
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direction that does not minimize the mean download time. In particular, in the initial stages of download when ℓ
is small, the greedy ranking function ρgℓ (v) = 0 for many fragments and the likelihood of not making the optimal
choice is high.
A better choice for the ranking function should be more sensitive to the download sequence and be able to assign
a nonzero value even in the initial stages. This implies that a good ranking function must have some desirable
properties. In the following discussion we attempt to derive some of them. First, we make the simplifying assumption
that the ranking function ρℓ(v) for a remaining fragment v /∈ Iℓ only depends on the collection {Sℓb : b ∈ Φv}.
Recall that our goal is to maximize the number of useful servers, not just at the ℓth download but over all the
subsequent downloads. Intuitively, a choice of the metric ρ(v) that ensures scheduling a fragment which is less
likely to lead to servers storing single fragments in the future, might perform better compared to a greedy approach.
To this end, we make the following two observations. First observation is that a server becomes useless if all its
stored fragments are downloaded. That is, N(Iℓ+1) =
∑
b∈[B] 1{Sℓ+1b 6=∅}. The second observation is that a fragment
download reduces the number of remaining fragments on each of the server it is stored. If a remaining fragment
v /∈ Iℓ is downloaded next, then ∣∣∣Sℓ+1b ∣∣∣ = ∣∣∣Sℓb∣∣∣− 1{b∈Φv}, b ∈ U(Iℓ).
This suggests that we want to schedule fragments that are stored on servers with large cardinality of remaining
fragment set. This implies the following monotonicity property for a good ranking function.
Definition 16 (Monotonicity). Consider two fragments v,w /∈ Iℓ after ℓ downloads, with the corresponding collec-
tion of remaining fragment sets
{
Sℓb : b ∈ Φv
}
and
{
Sℓb : b ∈ Φw
}
respectively. If there is a bijection f : Φw → Φv
such that
∣∣Sℓb∣∣ 6 ∣∣∣Sℓf(b)∣∣∣ for all servers b ∈ Φw, then ρℓ(v) 6 ρℓ(w).
Remark 7. We note that greedy ranking function ρgℓ has the monotonic property, however, it maps to zero for many
fragments for small ℓ.
Unfortunately, there are many collections of remaining fragment sets which can not be compared. We still need
to rank such fragments, and therefore we propose the following harmonic ranking function ρhℓ : I
c
ℓ → R at the ℓth
download instant, for each of the remaining fragments v /∈ Iℓ, as
ρhℓ (v) ,
∑
a∈Φv
1
|Sℓa|
, v /∈ Iℓ, ℓ ∈ {0, . . . , V − 1} . (30)
Remark 8. Note that the ranking function ρhℓ has the monotonic property, and the value ρ
h
ℓ (v) for a fragment v is
the harmonic sum of the cardinality of the set of remaining fragments
∣∣Sℓa∣∣ at each server a ∈ Φv after ℓ downloads.
Intuitively, one would like to schedule fragments that are present at servers with large remaining fragment sets.
This ensures that scheduling of this fragment doesn’t lead to large reduction in the number of useful servers, not
only in the next download instant but also in near future. Our proposed metric captures this effect in the following
sense. That is, if the number of remaining fragments after ℓ downloads, at these servers are small, then we would
not like to schedule this fragment.
As the reciprocals of numbers increases steeply as the numbers get smaller, this harmonic sum is highly sensitive
to low size of remaining fragment set at servers. That is, the rank of a fragment increases significantly if the servers
on which it is hosted has very few remaining fragments to be downloaded. Then, scheduling the fragment with the
least value of the ranking function helps in decreasing the download probability of fragments which are stored on
servers with low number of remaining fragments. This in turn reduces the probability of reduction of number of
useful servers at each download instant.
Algorithm 1 is computationally efficient, easy to implement, and requires us to only keep track of the downloaded
fragments for a given completely utilizing α-(V,R) storage scheme. We know that ideally, the best algorithm
should provide a solution that is jointly optimal over all download instants. But, this algorithm only provides the
best solution for the current download instant and does not take into account the impact of the current scheduling
decision on the future evolution of the system. Yet, we observe that its performance is comparable with the optimal
backward induction algorithm when implemented for a small number of fragments(see Fig. 8, Appendix B-B).
We conclude this section with a few remarks concerning the complexity of Algorithm 1. At every download
instant, Algorithm 1 computes the metric ρℓ(v) for the remaining V − ℓ fragments to be downloaded. Assume that
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computation of ρℓ(v) requires c computations. Since there are V − ℓ fragments, the cost of computing ρℓ at each
step is c(V − ℓ). Finding the minimum at each server b takes |Sℓb | − 1 computations, giving (V − ℓ)R − N(Iℓ)
computations. Thus at each step ℓ, the complexity is given by O((c + R)(V − ℓ) −N(Iℓ)). Summing over all ℓ,
we obtain an upper bound on the complexity of the algorithm as O(V 2(c+R)). When the rank is given by ρhℓ (v),
the cost c = O(R). In this case, the complexity can be upper bounded by O(V 2R).
VII. RANDOMIZED STORAGE ENSEMBLE
We propose a random storage scheme for a (V R, V ) replication code stored over B servers, where the storage
capacity at each server is the entire V R fragments. When the number of fragments V grows large, we show that
the fraction of fragments stored per server converges to α , RB almost surely. Furthermore, we show that a typical
2
storage scheme from the random ensemble achieves the universal upper bound on the expected number of useful
servers aggregated over all fragment downloads, for any α-(V,R) replication storage scheme.
Hence, a typical storage scheme from this random ensemble together with any work-conserving scheduling policy
solves the Problem 1 asymptotically as the number of fragments grows large. However, we observe that any storage
scheme from the random replication storage code ensemble will not be a α-(V,R) replication code, with finite
probability.
A. Randomized replication coded storage
A storage scheme for a (V R, V ) replication code, stored on a system with B servers each having storage capacity
of V R fragments, is called a (B,V,R) replication storage scheme.
Definition 17. A (B,V,R) replication storage scheme, where rth replica of fragment v is stored on server Θv,r ∈
[B], chosen independently and uniformly at random from B servers, is called a randomized (B,V,R) replication
storage scheme. The collection of all random (B,V,R) replication storage schemes is referred to as the random
(B,V,R) replication storage ensemble.
Remark 9. A randomized (B,V,R) replication storage scheme can be determined by i.i.d. random vectors Θv =
(Θv,r : r ∈ [R]) ∈ [B]R for all fragments v ∈ [V ], where
P {Θv,r = b} = 1
B
, for all b ∈ [B].
We observe that since the number of replicated fragment V R is smaller than the total system storage capacity
BV R for B > 1, this is a non completely utilizing storage scheme.
Note that, the random vector Θv is not a set but a vector, since more than one replica of a file fragment can be
stored on a single server. For each fragment v, we can compute the number of replicas of this fragment stored at
server b as
βvb ,
∑
r∈[R]
1{Θv,r=b}. (31)
Lemma 18. For the random (B,V,R) replication storage scheme defined in Definition 17, we have
P (∪b∈[B] {βvb > 2}) > 1− e
−α(R−1)
2 , v ∈ [V ].
Proof: The event of no server storing more than a single replica of a fragment v in the random replication
storage scheme is given by
E , {Θv,1 6= Θv,2 6= . . . 6= Θv,R} .
Since placement of each replica r ∈ [R] for each fragment v ∈ [V ] is i.i.d. uniform over servers in [B], the
probability of this event is
P (E) =
R−1∏
r=1
(
1− r
B
)
6 e−
∑
R−1
r=0
r
B = e−
α(R−1)
2 .
2A typical storage scheme refers to an element in a high probability set in the random ensemble.
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The result follows as the event ∪b∈[B] {βvb > 2} is the complement of the event E.
As the choice of fragment v in the above Lemma was arbitrary, it implies that the probability of each file fragment
repeating on some server is finite. However, we can construct an occupancy set Φv for each fragment v from this
vector Θv, by throwing away the repeated entries. That is,
Φv = {b ∈ [B] : Θv,r = b for some r ∈ [R]} .
This implies that |Φv| 6 R, and this inequality is strict if any entry in the vector Θv is repeated twice.
We will consider a family of (B,V,R) random replication storage schemes for increasing values of number of
fragments V , while keeping the ratio α = RB constant for the system. In this case, we will show that the fraction of
file fragments stored by each server converges to α for the proposed random (B,V,R) replication storage scheme.
Recall that the ratio α is the normalized storage capacity of each servers in a completely utilizing α-(V,R) storage
scheme.
The normalized number of fragments stored at any server b ∈ [B] is defined as
αrepb ,
1
V
∑
v∈[V ]
∑
r∈[R]
1{Θv,r=b}. (32)
Remark 10. If the normalized number of fragments αrepb = α, then the randomized (B,V,R) replication storage
scheme defined in Definition 17 in terms of i.i.d. vectors (Θv : v ∈ [V ])3, is an underutilizing α-(V,R) storage
scheme, since there exists servers storing redundant replicas of the same fragment with high probability.
Definition 19. We say that a randomized (B,V,R) replication storage scheme is an α-(V,R) storage scheme
asymptotically in V , if for each server b, limV→∞ α
rep
b = α almost surely.
Theorem 20. The randomized (B,V,R) storage scheme defined in Definition 17 is an α-(V,R) storage scheme
asymptotically in V .
Proof: We first a define a random sequence (Mn : n 6 V ), such that the nth term is
Mn ,
1
V
n∑
v=1
∑
r∈[R]
(
1{Θv,r=b} − E
[
1{Θv,r=b}
] )
, n 6 V.
Since each term in the above summation is i.i.d. and zero mean, it can be easily verified that the sequence
(Mn : n 6 V ) is a Martingale. Further, we can write the second moment of Mn for n 6 V as
E
[
M2n
]
=
nR
V 2
Var
(
1{Θv,r=b}
)
=
nR
V 2B
(
1− 1
B
)
6
α
V
.
This implies that as number of fragments V grows to infinity keeping the fraction α = R/B constant, the Martingale
(Mn : n 6 V ) converges to zero in mean square sense. Furthermore, as the variance of a random variable is always
non-negative, we see that E [|Mn|] 6 (E
[
M2n
]
)1/2. Thus,
0 6 lim sup
V→∞
sup
n6V
E [|Mn|] 6 lim sup
V→∞
√
α
V
= 0.
In particular, it implies that limV→∞ E [|MV |] = 0, or equivalently limV→∞MV = 0 almost surely. The result
follows since MV = α
rep
b − α.
We can compute the sum of mean number of useful servers aggregated over all downloads, when the mean is
taken over ensemble of random (B,V,R) replication storage schemes.
3Even though Θ : [V ] → [B]R is a collection of i.i.d. random variables, we observe that normalized number of pieces on each server
αrepb are dependent random variables. To see this, we observe that P {Θv,r = b,Θv,r = a} = 0 6=
1
B2
for any b 6= a. It follows that
E [αrepb α
rep
a ] = α
2 −
1
B
α 6= α2 = E [αrepb ]E [α
rep
a ] .
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Theorem 21. For the random (B,V,R) replication storage ensemble defined in Definition 17, we can write
1
BV
V−1∑
ℓ=0
E [N(Iℓ)] = 1−
(
1− 1B
)(
1− (1− 1B )RV
)
V
(
1− (1− 1B )R
) .
Proof: For any storage scheme in random (B,V,R) replication storage ensemble, the storage is specified by
the random vectors Θ = (Θv : v ∈ [V ]). Since (Θv,r : r ∈ [R]) is an i.i.d. sequence, we can write the ensemble
probability that none of the replicas of a fragment v are stored on server b as
P (∩r∈[R] {Θv,r 6= b}) =
(
1− 1
B
)R
.
A server b ∈ U(Iℓ) is useful after download of ℓ-fragment subset Iℓ, if and only if b = Θv,r for some v /∈ Iℓ
and r ∈ [R]. Since each fragment was stored independently and uniformly at random, we obtain the ensemble
probability of a server b not being useful, given download sequence Iℓ, as
P {b /∈ U(Iℓ)} = P (
⋂
v/∈Iℓ
⋂
r∈[R]
{Θv,r 6= b}) =
(
1− 1
B
)R(V−ℓ)
.
Since N(Iℓ) =
∑
b∈[B] 1{b∈U(Iℓ)}, it follows from the linearity of expectation that
1
BV
E [N(Iℓ)] =
1
V
[
1−
(
1− 1
B
)R(V −ℓ)]
. (33)
Result follows from summing the above equation on both sides over ℓ ∈ {0, . . . , V − 1}.
Remark 11. Recall that we did not make any assumption on scheduling policies for the above computation, other
than that it is a work-conserving scheduling policy. We assumed that a scheduler will only schedule a remaining
fragment. The ensemble averaging allowed us to get rid of combinatorial constraints on work-conserving scheduling
posed by the storage schemes.
Corollary 22. A random (B,V,R) replication storage scheme is asymptotically optimal solution to the Problem 1
almost surely.
Proof: As the number of fragments V tends to infinity, the following two results hold.
1) By Theorem 20, a proposed random (B,V,R) replication storage scheme almost surely converges to a
underutilizing α-(V,R) replication storage scheme.
2) From Theorem 21, we obtain
lim
V→∞
1
BV
V−1∑
ℓ=0
E [N(Iℓ)] = 1.
From Eq. (10) and Remark 4, we observe that the ensemble mean of normalized number of useful servers for the
proposed random (B,V,R) replication storage scheme meets the upper bound for any α-(V,R) replication storage
scheme, asymptotically in V . Thus, we see that the proposed random storage scheme asymptotically achieves the
universal upper bound almost surely, and is the solution to Problem 1.
VIII. COMPARISON WITH MDS CODES
So far we have looked at storage schemes based on (V R, V ) replication codes. In this section we consider
storage schemes based on (V R, V ) MDS codes assuming that the field is large enough so that a (V R, V ) code
exists. MDS codes are known to outperform replication codes in many settings. For example, MDS codes have
better code rates for same fraction of erasure correction [50], and are shown to be latency optimal for class of
symmetric codes in single fragment storage [9].
In this section, we first show that among all α-(V,R) coded storage schemes, the ones based on MDS codes
minimize the mean download time. Second, we find the bounds on the number of useful servers for MDS coded
storage, and show that replication coded storage is asymptotically order optimal. That is, when the number of
fragments grows large, the average number of useful servers per fragment can be achieved by random replication.
22
Third, we show that when each server can store whole file, i.e. K > V , then the replication coded storage is as
good as a MDS coded storage, even in non-asymptotic regime.
Definition 23. Consider a file with V fragments encoded to V R coded fragments, and completely utilizing storage
of this (V R, V ) code on a α-B system. Such storage schemes are referred to as α-(V,R) coded storage schemes,
where the normalized storage capacity per server is α = R/B = K/V and the code rate is 1/R.
Remark 12. For any α-(V,R) coded storage scheme, the number of useful servers N(Iℓ) after ℓ downloads is
always upper bounded by the total number of servers B, and hence
1
BV
V−1∑
ℓ=0
N(Iℓ) 6 1. (34)
Definition 24. Any V subset of V R coded fragments that suffices to decode a (V R, V ) code, i.e., reconstruct the
V uncoded fragments, is called an information set [9], [51]. For an α-(V,R) coded storage scheme, we can define
the collection of all information sets [9, Section II], as I .
For a completely utilizing α-(V,R) replication storage scheme, information sets consist of distinct V fragments.
For a completely utilizing α-(V R, V ) MDS coded storage, information sets are any V coded fragments, and hence
I = {S ⊂ [V R] : |S| = V }. This implies that the collection of information sets for MDS code includes collection
of information sets for any other (V R, V ) code.
Theorem 25. Among all α-(V,R) coded storage schemes, MDS codes minimize the mean download time.
Proof: For any completely utilizing α-(V,R) coded storage scheme, each server b is storing a set Sb ⊆ [V R]
of |Sb| = αV out of V R coded fragments. Further, the first ℓ downloaded symbols Iℓ are an ℓ-subset of some
information set S ∈ I . Then, we can write the set of useful servers after ℓ downloads as those that have the
remaining coded symbols for such information sets. That is,
U(Iℓ) = ∪S∈I {b ∈ [B] : (S \ Iℓ) ∩ Sb 6= ∅} .
Recall that the collection of information sets for MDS codes includes collection of information sets for any other
(V R, V ) code. Using this fact together with the definition of the set of useful servers, it follows that the largest
possible set of useful servers among all α-(V,R) coded storage schemes, is the one achieved by MDS coded storage
for the same download sequence Iℓ. From coupling arguments for the download sequence and Eq. (7) for mean
download time, the result follows by induction on the number of downloaded fragments.
A. Asymptotic order optimality of replication codes
We established that the among all α-(V,R) coded storage schemes, an MDS code has the largest number of
useful servers. we next find bounds on the number of useful servers for MDS coded storage, which can be used as
a benchmark to compare replication coded storage.
Lemma 26. For a completely utilizing α-(V,R) MDS storage scheme, the number of useful servers Nmds(Iℓ) is
bounded as
B −
⌊
ℓ
K
⌋
6 Nmds(Iℓ) 6 min(B,V R− ℓ).
Proof: For an α-(V,R) MDS coded storage scheme, each V R coded fragment is useful and downloading any
V coded fragments suffices to reconstruct the entire file. Therefore, if ℓ < V fragments are downloaded, then all the
servers that store any of the remaining V R− ℓ fragments are useful. As each server can store K = αV fragments
each, a server can become useless if and only if all its K coded fragments have been downloaded. Therefore, the
maximum number of servers that can be useless after ℓ downloads is ⌊ℓ/K⌋.
To obtain the upper bound on the number of useful servers, we make the following observations. First, that
all servers remain useful at the ℓth download if less then K coded fragments have been downloaded from them.
However, if the number of remaining coded fragments V R− ℓ < B, then at most V R− ℓ unique servers are useful.
The previous lemma will immediately give us the following result by taking average over all V fragments.
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Corollary 27. For a completely utilizing α-(V,R) MDS coded storage scheme with code rate 1R 6
V
B+V , the
normalized aggregate number of useful servers is bounded as
1− 1
2R
(1− 1
V
) 6
1
BV
V−1∑
ℓ=0
Nmds(Iℓ) 6 1. (35)
Remark 13. We recall from Theorem 20 that a random (B,V,R) replication storage scheme achieves a storage
fraction α = R/B on each server, as the number of fragments V becomes large. Further, from Corollary 22 we
observe that the limit of average number of useful servers for a typical random (B,V,R) replication storage scheme
meets the upper bound for MDS codes in Eq. (35), as the number of fragment grows. This implies that replication
coded storage is asymptotically order optimal.
B. Optimality of replication codes for large storage
So far, we have considered the case α 6 1. In other words, it means that storage capacity per server is K = αV 6
V , i.e. each server can store at most a single file. We now show that, when K > V , then there exists a (V R, V )
replication code such that the number of useful servers remains B after every download, for any work-conserving
scheduling policy. Thus, the average number of useful servers for replication code meets the universal upper bound
for all fragment size V , when the storage can store at least the entire file.
Lemma 28. There exists a (V R, V ) replication code, that meets the universal upper bound on average number of
useful servers for any completely utilize α-(V,R) coded storage scheme when α > 1.
Proof: Since V R = BK and K > V , it follows that R = BKV > B. Thus, we can construct replication
mappings θv : [R] → [B] for each fragment v ∈ [V ], where θvr is the server on which rth replica of fragment v is
stored. Let θvr = r ∈ [B] for all replica r 6 B and fragment v ∈ [V ].
There are (R − B)V replicas left to be stored on B(K − V ) places on B servers. As BK = V R, we get
(R−B)V = K(K − V ) and can choose to store the remaining replicas at these remaining locations in any order.
It follows that each of V fragments is stored on all the B servers, and hence all B servers remain useful until
all fragments are downloaded.
IX. NUMERICAL STUDIES
In this section, we present the results of our numerical studies for completely utilizing α-(V,R) replication
storage schemes and work-conserving scheduling policies. The interplay of the storage scheme and work-conserving
scheduling policies determines the overall download time for a file. We use the storage schemes proposed in
Section V. We study the performance of these storage codes in conjunction with various nonadaptive and adaptive
scheduling policies.
Before presenting the numerical results, we first review some scheduling policies and illustrate them by consid-
ering a completely utilizing 37 -(7, 3) replication storage scheme. We consider the storage scheme constructed from
a projective plane.
1) Smallest index first scheduling: A straightforward nonadaptive scheduling policy is to schedule the fragments
based on their indices. We could arrange the fragments in the increasing order of the fragment index. After
a fragment is downloaded, the fragment with the next highest index is moved to the head of the server. This
scheduling policy applied to the storage scheme in Table III is shown in Table V.
Smallest index first scheduling
Server 1 2 3 4 5 6 7
Layer 1 1 3 1 1 2 3 2
Layer 2 2 4 5 4 5 6 4
Layer 3 3 5 6 7 7 7 6
TABLE V: A static scheduling policy for the 37 -(7, 3) replication storage coding scheme with the fragments scheduled
in increasing order of their indices.
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2) Uniform diversity scheduling: The previous scheduling policy, leads to an asymmetric scheduling in that all
fragments are not equally distributed at the heads of the servers. For instance, in Table V, fragments 4 to 7
are not scheduled in the first layer. We can make the policy more symmetric, by scheduling as many distinct
fragments at the head of each server and in each subsequent layer. The motivation being that having a diversity
of fragments at the heads of the servers leads to larger number of fragments being downloaded in parallel. One
such scheduling for the design based 37 -(7, 3) replication storage is shown in Table VI. For storage schemes
based on projective planes and the cyclic shift storage scheme, where B = V , it is always possible to place
fragments in each layer across the servers as a permutation of all the fragments. Such a uniform scheduling
may not be possible for every storage scheme.
Uniformly diverse scheduling
Server 1 2 3 4 5 6 7
Layer 1 1 3 5 7 2 6 4
Layer 2 3 4 6 1 5 7 2
Layer 3 2 5 1 4 7 3 6
TABLE VI: A scheduling for 37 -(7, 3) replication storage coding scheme with uniform diversity at each layer.
3) Pushback scheduling: This scheduling policy aims to maximize the number of useful servers toward the end
when a large number of pieces have been downloaded.
A heuristic scheduling policy that aims to maximize N(Iℓ) in this range is as follows: Pick a server b and
schedule the fragments of Sb last in the other servers i.e. [B] \ {b}.
In a projective plane based storage scheme, the pushback policy will schedule the fragments stored in bth
server on R(R− 1) disjoint servers. Comparing with the bound given in Theorem 9 for the number of useful
servers, we can see this will lead to larger number of useful servers at the end.
Pushback with uniform diversity scheduling
Server 1 2 3 4 5 6 7
Layer 1 1 4 5 7 5 6 4
Layer 2 3 5 6 4 7 7 6
Layer 3 2 3 1 1 2 3 2
TABLE VII: Combining pushback policy with the uniform diversity policy for the 37 -(7, 3) replication storage coding
scheme. The fragments of the first server (in blue) are placed in the last layer, due to which they are scheduled
last in those servers.
This policy can be combined with any other scheduling policy. When combined with the scheduling policy
in Table VI, the effective scheduling is as in Table VII and combining with the smallest index first policy in
Table V gives the placement in Table VIII.
Pushback with smallest index first scheduling
Server 1 2 3 4 5 6 7
Layer 1 1 4 5 4 5 6 4
Layer 2 2 5 6 7 7 7 6
Layer 3 3 3 1 1 2 3 2
TABLE VIII: Combining pushback policy with the smallest index first policy in Table V for the 37 -(7, 3) replication
storage scheme.
We now illustrate an example of an adaptive ranked scheduler with harmonic ranking function defined in Eq. (30),
with design based 37 -(7, 3) replication storage code given in Table VI. We will look at one sample path of download
sequence in Fig. 2. Initially harmonic rank of all fragments is identically unity, and any stored fragment can be
scheduled at any of the 7 servers. Let us assume that the first downloaded fragment is 1. We now compute the
harmonic rank of the remaining six fragments {2, 3, 4, 5, 6, 7} as {1.16, 1.16, 1.33, 1.66, 1.66, 1.66} respectively.
Thus, Algorithm 1 schedules either fragment 2 or 3 on server 1, fragment 3 on server 2, either fragment 5 or 6 on
server 3, fragment 4 on server 4, fragment 2 on server 5, fragment 3 on server 6, and fragment 2 on server 7.
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1 1(1.00) 3(1.00) 2(1.00)
2 3(1.00) 4(1.00) 5(1.00)
3 5(1.00) 6(1.00) 1(1.00)
4 7(1.00) 1(1.00) 4(1.00)
5 2(1.00) 5(1.00) 7(1.00)
6 6(1.00) 7(1.00) 3(1.00)
7 4(1.00) 2(1.00) 6(1.00)
1 3(1.16) 2(1.16) 1
2 3(1.16) 4(1.33) 5(1.66)
3 5(1.66) 6(1.66) 1
4 4(1.33) 7(1.66) 1
5 2(1.16) 5(1.66) 7(1.66)
6 3(1.16) 6(1.66) 7(1.66)
7 2(1.16) 4(1.33) 6(1.66)
Fig. 2: We show first two steps of a sample path of download sequence for a design based 37 -(7, 3) replication
storage scheme given in Table VI. The ranked adaptive scheduling defined in Algorithm 1 with harmonic rank
function defined in Eq. (30) is used. We have listed the rank of the fragment along with its identity.
We now present the results of our numerical studies on a completely utilizing α-(V,R) replication storage
scheme constructed from a projective plane of order q = 11. This results in a symmetric (V R, V ) replication
code stored on an α-B system, where the number of servers B = V = q2 + q + 1, the replication factor of
each fragment R = q + 1, and the storage capacity of each server is a fraction α = R/B of all V fragments.
We also considered an alternative completely utilizing α-(V,R) replication storage scheme based on cyclic shift
of fragments, for the identical parameters α, V,R. As mentioned earlier, the download time for each fragment
is modelled as an independent random variable that has an exponential distribution with rate µ = 10−5, chosen
to amplify the differences between various storage schemes and scheduling policies. We performed Monte Carlo
simulations of our system setup with 1× 105 runs. We computed the normalized empirical mean Eˆ[N(Iℓ)]/B,
of number of useful servers N(Iℓ) after ℓ downloads, averaged over all simulation runs. Performance of various
storage schemes and scheduling policies are compared by plotting the normalized empirical average Eˆ[N(Iℓ)]/B
as the fraction of downloads ℓ/V grows. From Eq. (7), we know that the performance of the scheme is better if the
number of useful servers remains high as the download progresses. That is, a uniformly higher plot is indicative
of a better performance.
The simulation results for the cyclic shift based storage scheme for nonadaptive scheduling policies, are shown in
Fig. 3. We observe that the uniform diversity scheduling has the best performance among the proposed nonadaptive
scheduling policies. The results for the projective plane based scheme for nonadaptive scheduling policies, are
shown in Fig. 4. In this case, we observe that the scheduling policy that combines the uniform diversity with
pushback has the best performance.
For the following numerical studies, we consider ranked schedulers with greedy and harmonic ranking functions,
as adaptive scheduling policies. In Fig. 5 these adaptive scheduling policies are compared with the best nonadaptive
policies for both cyclic shift based and projective plane based storage schemes. In this case, we have the freedom
to choose the initial schedule, since the rank of all fragments remain identical before the first download. We
explored two types of initial schedules: i) the smallest index first, and ii) uniform diversity where all fragments
are present. The performance is very similar in both cases as can be seen in Fig. 5, with the uniform initialization
performing slightly better with respect to the total download time. This suggests that for a given storage scheme, the
initialization does not affect the overall performance as much. Note also, that the cyclic storage scheme with adaptive
scheduling still does not perform as well as nonadaptive scheduling with design based storage scheme. Therefore,
it is important to find a good storage scheme. As mentioned in Section V-D, the performance of cyclic shift based
replication storage with nonadpative scheduling is poor due to large value of overlap parameters. However, this
storage scheme has low overlap for certain fragment and occupancy sets. An adaptive scheduling exploits this
property by driving the system state to ensure the good fragment sets such that the remaining fragments have low
overlap in their occupancy sets with low overlap remains. For cyclic storage with nonadaptive scheduling, spread
of overlap parameters should be highlighted, which is exploited by dynamic scheduling over static scheduling. That
is, system state is driven towards the good fragment sets, the ones with low overlap.
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Fig. 3: This plot shows an empirical average of the normalized number of useful servers Eˆ[N(Iℓ)]/B for the cyclic
shift based 12133 -(133, 12) replication storage scheme with nonadaptive scheduling policies.
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Fig. 4: This plot shows an empirical average of the normalized number of useful servers Eˆ[N(Iℓ)]/B for the
projective plane based 12133 -(133, 12) replication storage scheme with nonadaptive scheduling policies.
In Fig. 6, we compare the performance of projective plane based storage scheme for best performing nonadaptive
and adaptive scheduling policies against the bounds, which includes the universal lower bounds on N(Iℓ) derived in
Theorems 7 and 9, and the lower bound on the N(Iℓ) given in Eq. (22) for projective plane based storage scheme,
the upper bound for N(Iℓ) random replication storage given in Eq. (9), the average number of useful servers of
random replication storage ensemble given in Eq. (33), and the average number of useful servers of random MDS
storage ensemble given in Eq. (36) (see Appendix C). One important observation is that the performance of the
deterministic storage scheme is superior to the average performance of the random code ensemble. Therefore, it is
worthwhile to develop good deterministic storage schemes.
Finally, in Fig. 7, we show the variation of the normalized number of useful servers with increase in the number
of servers. As indicated in Corollary 22, we observe that the ensemble mean of normalized number of useful servers
for the proposed random (B,V,R) replication storage scheme meets the upper bound for any α-(V,R) replication
storage scheme, asymptotically in V .
Explicit expression for computation of the mean download time for replication storage schemes is given in Eq. (7),
in terms of E [1/N(Iℓ)] for download ℓ ∈ {0, , . . . , V − 1}. Even for our simpler setup analytical computation of
mean download remains elusive. We had provided a lower bound on the mean download time in terms of the
analytically tractable means E [N(Iℓ)] for ℓ ∈ {0, . . . , V − 1}. We computed the empirical mean of the file download
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Fig. 5: This plot shows an empirical average of the normalized number of useful servers Eˆ[N(Iℓ)]/B for
12
133 -
(133, 12) replication storage schemes based on projective plane and cyclic shift, with best nonadaptive scheduling
and rank based adaptive scheduling policies.
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Fig. 6: Comparison of the best nonadaptive and adaptive scheduling policies for the projective plane based 12133 -
(133, 12) replication storage scheme with the normalized universal lower bound in Eq. (22), the normalized upper
bound in Eq. (9), and the average performance of (133, 133, 12) random replication (Eq. (33)) and random MDS
scheme (Eq. (36)).
time for proposed replication storage schemes and scheduling policies, and the corresponding lower bound. We
observe that for all values of selected system parameters, they remain very close. The following Table IX shows
the empirical mean download times for various storage schemes and scheduling policies.
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Fig. 7: We plot the upper bound on the normalized number of useful servers in Eq. (9) and the empirical average
of the normalized number of useful servers given in Eq. (33) for random replication scheme, as the number of
fragments V increases in the set {50, 100, 500, 1000} for a fixed storage capacity per server α = K/V = 0.25.
Storage code Average
download time
Cyclic shift based storage-nonadaptive scheduling
Uniform diversity 139629.39
Smallest index first 141507.86
Pushback 145146.52
Projective plane based storage-nonadaptive scheduling
Smallest index first 122378.76
Smallest index first-Pushback 122394.19
Uniform diversity 122897.40
Uniform diversity-Pushback 121678.81
Projective plane based storage-adaptive scheduling
Smallest index first-Harmonic ranking 121002.69
Uniform diversity-Harmonic ranking 120886.04
Smallest index first-Pushback-Harmonic ranking 120940.41
Uniform diversity-Pushback-Harmonic ranking 120993.85
Uniform diversity-Greedy 121617.66
Cyclic shift based storage-adaptive scheduling
Uniform diversity-Harmonic ranking 126722.19
Smallest index first-Harmonic ranking 126769.84
Pushback-Harmonic ranking 126783.50
TABLE IX: Average download times of various nonadaptive and adaptive policies.
Discussion. Storage schemes based on combinatorial designs perform better than the naive schemes such as the
cyclic shift based storage schemes. The scheduling policy significantly affects the performance for the same storage
code.
For any storage code, adaptive scheduling leads to better performance over nonadaptive scheduling. The initial set
of fragments placed at the head of the servers does not noticeably affect the performance of the adaptive scheduling
algorithms. Adaptive scheduling also reduces the dependence on the storage code as can be seen that both cyclic
and design based storage schemes lead to comparable performance.
X. CONCLUSION
A. Summary
We considered a single file that is divided into finitely many fragments. The fragments are identically replicated
and the replicas are stored on a finite server system with finite storage capacity. A file is considered downloaded, if
29
one can reconstruct the file from the downloaded fragments. We posed the problem of optimal storage scheme and
scheduling policy to minimize the mean download time of the entire file, given that each fragment download time
is random i.i.d. and memoryless. We modified the problem from the minimization of mean download time to the
maximization of the aggregate number of useful servers over all fragment downloads. We subdivided this problem
into two subproblems. The first subproblem was to find the optimal scheduling policy given a storage scheme.
The second subproblem was to find the optimal storage scheme for a given scheduling policy. We provided lower
bounds on the number of useful servers, and proposed design based storage schemes that maximize this lower
bound. Further, we posed the optimal adaptive scheduling policy as an MDP, and provided suboptimal solutions.
We empirically verified that the proposed solution is close to the upper bound on the number of useful servers,
when the number of fragments is large.
B. Discussion and further directions
Our storage scheme and scheduling policy can be generalized to other codes as well. The problem of optimal
storage and scheduling policy exists for all coded storage schemes, except for MDS coded storage. For MDS coded
storage scheme, all fragments are useful until V coded fragments are downloaded. We showed that MDS coded
storage minimizes the mean download time. However, we observed that either when the servers have sufficiently
large storage or when the number of fragments is large, the mean download time performance of replication coded
storage is competitive to that of MDS coded storage.
We note that the exponential service distribution assumption was needed to compute the expression for mean
download time in terms of number of useful servers. Our study can be extended to any service distribution that
leads to a smaller mean download time for a more dominant sequence of number of useful servers. The mean
download time for a general distribution for fragment download time can also be minimized if it was a decreasing
function of the sequence of number of useful servers. In this case, the design based storage schemes will continue
to do well, since they attempt to maximize the number of useful servers. However, for non-memoryless distribution,
the scheduling policies are more complicated, since one needs to take care of age of previously scheduled fragment
replicas, which are not yet downloaded.
We also note that, even though our study was for a single file, our proposed framework can be extended to
multiple files. Specially, when we assume that each server has a predetermined fraction of storage for each file,
one can find optimal storage scheme for each of these files separately. However, the scheduling for multiple files
become somewhat more involved in this case. One has to schedule a fragment at each server that could be useful
for one of these files. For a specific file, which fragment to schedule can be selected by one of our proposed
scheduling algorithms. However, it is not clear apriori, which one of the files should be scheduled.
In our studies, we have ignored the delays in cancelling the scheduled replicas. We observe that these delays
affect other coding policies as well. There is a subtle difference though. Each download for a replication coded
storage, leads to cancellation at all other servers where the identical replica was being downloaded. This can lead
to a maximum of R cancellations per download. In MDS coded storage, there are no cancellations until the V th
download, when every other scheduled fragment at other N(IV−1)− 1 servers should be cancelled.
As can be seen from the preceding discussion, there are many interesting directions of practical import to explore;
we hope that this motivates further research in this topic.
APPENDIX A
PROOF OF LEMMA 13
For the first conservation law, we observe that
V R =
∑
v∈P
∑
S∈B
1{v∈S} =
∑
S∈B
∑
v∈P
1{v∈S} = BK.
For the second conservation law, we observe that
λ
(
V
t
)
=
∑
W∈(P
t
)
∑
S∈B
1{W⊆S}
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where,
(V
t
)
denotes the number of t-subsets that can be chosen from the set [V ]. Changing the order of the
summation, we can write the RHS of the above equation as∑
S∈B
∑
W∈(P
t
)
1{W⊆S} =
∑
S∈B
∑
W∈([S]
t
)
1 = B
(
K
t
)
.
APPENDIX B
MDP RESULTS
A. Proof of Lemma 14
Proof: A countable state process with sample paths that are right continuous with left limits, is Markov if
(a) the inter-transition times are memoryless, (b) conditioned on the current state the future inter-transition times
are independent of the past, and (c) the jump probabilities depend only on the current state [52, Chapter 5]. We
will show that the countable state process X satisfies all three conditions given a completely utilizing replication
storage scheme Φ ∈ S and associated work conserving scheduling policy ΨΦ.
Recall that each sample path of the process X is piece-wise constant, and transitions only at the download
instants. Thus, the process X is right continuous with left limits. After the ℓth download, the time to download the
next fragment vℓ+1 is the minimum of the residual download time at each of the N(Iℓ) useful servers given the
current state Iℓ. As the service times at all servers are i.i.d. and exponentially distributed with rate µ, it follows
that the time for next download Dℓ+1−Dℓ is exponentially distributed with rate N(Iℓ)µ. The memoryless property
of the service times also implies that the residual download time at each useful server is independent of the past.
Thus, future inter-transition times (Dj+1 − Dj : j > ℓ) are independent of the past conditioned on the current
state Iℓ. In addition, since residual fragment download times are identically exponentially distributed, it follows
that probability of any of the useful servers finishing first is 1N(Iℓ) . Since the scheduled fragment on each useful
server depends only on the current state Iℓ, the transition probability from current state Iℓ to the next state Iℓ+1
depends only on the current state. This transition probability is denoted
pIℓ,Iℓ∪{v} =
∑
b∈U(Iℓ)
1{ΨΦ(Iℓ)(b)=v}
N(Iℓ)
.
We observe that the three conditions outlined above are met by the process X and hence, the result holds.
B. Backward induction algorithm
For completeness, we discuss the backward induction algorithm which will provide us the optimal work con-
serving scheduling policy Ψ∗Φ for a fixed completely utilizing α-(V,R) replication storage policy Φ. Recall that the
utility function for the decision rule ΨΦ(Iℓ−1) is the reward-to-go from the remaining downloads, and is given by
uℓ(ΨΦ(Iℓ−1)) =
∑
v/∈Iℓ−1
pIℓ−1,Iℓ−1∪{v}
[
rℓ(Iℓ−1 ∪ {v}) + uℓ+1(ΨΦ(Iℓ−1 ∪ {v})
]
.
A file is considered downloaded when all V fragments have been downloaded, and hence we restrict our study to
transition instants until DV−1. Accordingly, we set the terminal utility function uV (ΨΦ(IV−1)) to be zero. Then,
the backward induction can be performed as follows.
1) At the terminal decision epoch DV−1, the only remaining fragment to be downloaded is {v} = [V ] \ IV−1.
This fragment is stored on the set of servers Φv, which are the only useful servers with remaining fragment sets
(SV−1b = {v} : b ∈ Φv). Therefore, the scheduling decision on these servers is trivially given ΨΦ(IV−1)(b) = v
for all b ∈ Φv, and u∗V (IV−1) = 0.
2) At the download instant DV−2, we have
uV−1(ΨΦ(IV−2)) =
∑
v/∈IV−2
pIV−2,IV−2∪{v}
N(IV−1)
V
.
As N(IV−1) = |ΦvV | = R, we get
u∗V−1(IV−2) =
R
V
.
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Fig. 8: This plot shows an empirical average of the normalized number of useful servers Eˆ[N(Iℓ)]/B for the
projective plane (PP) based 37 -(7, 3), replication storage scheme with optimal backward induction algorithm.
It follows that the utility function is independent of the chosen scheduling policy, and any arbitrary scheduling
decision can be made at this stage.
3) Given the scheduling decisions at download instants {Dℓ+1, . . . ,DV−1}, we consider the utility function at
download instant Dℓ. We calculate
u∗ℓ+1(Iℓ) =max
ΨΦ
[∑
v/∈Iℓ
pIℓ,Iℓ∪{v}
[
rℓ+1(Iℓ ∪ {v}) + u∗ℓ+2(Iℓ ∪ {v})
]]
.
Also, we get the optimal scheduling decision at the current epoch to be
Ψ∗Φ(Iℓ) = argmax
ΨΦ
[∑
v/∈Iℓ
pIℓ,Iℓ∪{v}
[
rℓ+1(Iℓ ∪ {v}) + u∗ℓ+2(Iℓ ∪ {v})
]]
.
For a given download subsequence Iℓ, the scheduling decision at each useful server b ∈ U(Iℓ) is ΨΦ(Iℓ)(b).
This decision affects the transition probabilities pIℓ,Iℓ∪{v} for all remaining fragments v ∈ Icℓ . Since the optimal
reward-to-go function u∗ℓ+2(Iℓ∪{v}) from the next decision epoch Dℓ+1 is already available from the previous
step, the optimal scheduling decision at each server can be chosen to schedule the fragment that maximizes
the reward-to-go function u∗ℓ+1(Iℓ).
4) If the present decision epoch is D0, stop. Else, return to previous step.
C. Computation complexity of backward induction algorithm
At every inductive step, the backward induction algorithm requires us to compute and record the optimal
scheduling decisions for every possible download subsequence Iℓ and the corresponding reward-to-go function.
At every ℓth download instant the number of possible download subsequences are
(V
ℓ
)
and hence the total number
of evaluations of the reward-to-go function summed up over the total number of stages grows exponentially with
the number of fragments.
We observe that this approach is computationally very expensive in comparison to the ranked schedulers. However,
in Fig. 8, we provide the backward induction algorithm results for small number of fragments V = 7 of the
projective plane (PP) based 37 -(7, 3) scheme with initial arrangement as in Table VI and ranked scheduler given
in Algorithm 1 with harmonic ranking function. Thus, we demonstrate that ranked schedulers with suitable rank
function can provide near optimal performance in certain cases of interest.
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APPENDIX C
RANDOMIZED PLACEMENT OF MDS CODES
In this section, we study a randomized (B,V,R) MDS code analogous to the randomized (B,V,R) replication
storage scheme defined in Definition 17.
Definition 29. A randomized (B,V,R) MDS code is defined as a (V R, V ) MDS code stored on a system with
B servers each having a storage capacity of V R fragments. Each coded fragment v ∈ [V R] is stored on a server
χv ∈ [B] independently with uniform probability 1/B. The collection of all random (B,V,R) MDS replication
storage schemes is referred to as the random (B,V,R) MDS storage ensemble.
We denote the normalized number of fragments stored on a server b ∈ [B] as αmdsb , 1V
∑
v∈[V R] 1{χv=b}. Further,
as for the randomized replication storage scheme, we say that a randomized (B,V,R) MDS storage scheme is an
α-(V,R) storage scheme asymptotically in V , if for each server b, limV→∞ α
mds
b = α almost surely.
Theorem 30. The randomized (B,V,R) storage scheme defined in Definition 29 is an α-(V,R) storage scheme
asymptotically in V .
Proof: The proof is very similar to that of Theorem 20. We consider the sequence (Mn : n 6 V ) where
Mn ,
1
V
n∑
v=1
(1{χv=b} − E
[
1{χv=b}
]
), n 6 V R.
Since the summands are i.i.d. and zero mean, the sequence (Mn : n 6 V ) can be verified to be a Martingale. In
addition,
E
[
M2n
]
=
n
V 2
Var(1{χv} = b) =
n
BV 2
(1− 1
B
).
Then, we can bound the limiting mean of absolute value of martingale Mn as in the proof of Theorem 20 as
0 6 lim sup
V→∞
sup
n6V R
E [|Mn|] 6 lim sup
V→∞
sup
n6V R
√
E [M2n] 6 0.
Thus, we conclude that MV converges to 0 almost surely and result follows from the observation that MV R =
αmdsb − α.
Theorem 31. For the random (B,V,R) MDS storage ensemble defined in Definition 29, we have
1
BV
V−1∑
ℓ=0
E [N(Iℓ)] = 1− B
V
(1− 1
B
)(R−1)V +1
(
1− (1− 1
B
)V
)
.
Proof: The proof is analogous to the proof of Theorem 21. The set and number of useful servers after ℓ
downloads are U(Iℓ) = ∪v/∈Iℓχv and N(Iℓ) = |U(Iℓ)| respectively.
The probability of event {χv 6= b} is given by (1− 1B ) for any fragment v ∈ [V R] and any server b ∈ [B]. Since
each placement was independent and uniform, we get
P {b ∈ U(Iℓ)} = 1−
(
1− 1
B
)RV−ℓ
.
Since N(Iℓ) =
∑
b∈[B] 1{b∈U(Iℓ)}, it follows from the linearity of expectation that
E [N(Iℓ)] = B
[
1−
(
1− 1
B
)RV−ℓ]
. (36)
Result follows from summing the above equation on both sides for ℓ ∈ {0, . . . , V − 1} and normalizing by BV .
Remark 14. If x , (1− 1B )−1 > 1, then from Theorem 21, we get
1
V
ln(1− 1
BV
V−1∑
ℓ=0
E [N(Iℓ)]) = −R lnx+ 1
V
ln
xV R − 1
xR − 1 ≈ α+
1
V
lnV R (37)
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for the random (B,V,R) replication storage ensemble. Similarly, from Theorem 31, we obtain that for a random
(B,V,R) MDS storage ensemble
1
V
ln(1 − 1
BV
V−1∑
ℓ=0
E [N(Iℓ)]) = −R lnx+ 1
V
ln
xV − 1
x− 1 ≈ α+
1
V
lnV. (38)
We infer from Eq. (37) and Eq. (38) that the performance of the random (B,V,R) replication storage schemes is
comparable to that of random (B,V,R) MDS storage schemes in the limit of large number fragments.
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