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O interesse principal do trabalho esta´ na proposta de uma abordagem Bayesiana
adequada para a estimac¸a˜o dos paraˆmetros das distribuic¸o˜es Beta BurrXII (BBXII)
e Beta Weibull Exponenciada (BEW). Essas distribuic¸o˜es pertencem a` classe de dis-
tribuic¸o˜es Beta Generalizadas (Beta-G). Sendo a distribuic¸a˜o Beta uma parte inte-
grante da distribuic¸o˜es BBXII e da BEW, constatou-se que a sua reparametrizac¸a˜o,
proposta por Ferrari e Cribari-Neto (2004), fornece vantagens computacionais para a
convergeˆncia das estimativas Bayesianas. Foram propostas duas abordagens Bayesianas
para a estimac¸a˜o dos paraˆmetros da distribuic¸a˜o BBXII e uma abordagem para a
distribuic¸a˜o BEW. Para a BBXII, a primeira abordagem considera prioris e func¸o˜es
geradoras de candidatos Beta, para o paraˆmetro µ, e Qui-Quadrado para os demais
paraˆmetros. A segunda abordagem considera transformac¸o˜es logit para µ e log para
os demais paraˆmetros. As prioris e func¸o˜es geradoras de candidatos adotadas foram
Beta para µ e Gama para os demais paraˆmetros. Nessa abordagem, obte´m-se um
vetor de candidatos Gaussianos de acordo com uma adaptac¸a˜o da proposta Gaus-
siana de Gray(2001). Para a BEW, considerou-se as transformac¸o˜es, prioris e func¸o˜es
geradoras de candidatos equivalentes a` segunda proposta da BBXII, diferindo na
obtenc¸a˜o de candidatos, que somente puderam ser obtidos de forma univariada para
cada paraˆmetro.




The aim of this work is the development of an adequate Bayesian approach for
the estimation of the parameters of the Beta BurrXII (BBXII) and Beta Exponen-
tiated Weibull (BEW) distributions. Both of these distributions belong to the Beta
Generalized Class (Beta-G). Since the Beta distribution is used in the construction
of the BBXII and the BEW distribution, It was observed that the Beta distribution
reparametrization proposed by Ferrari and Cribari-Neto (2004) provides computa-
tional advantages with respect to the convergence of the Bayesian estimates. Two
Bayesian approaches were proposed to the estimation of the parameters of the BBXII
distribution and one approach was proposed to the BEW one.In the case of the BBXII
distribution, a first approach incorporates both beta priors and beta proposal distri-
butions for the parameters µ and both Chi-square priors and Chi-square proposal
distributions for the other parameters. In the second approach it was applied a set
of transformations to the original parameters in order to make possible the use of
Gaussian approximations. It was applied a logit transformation to µ and a log trans-
formation to the others parameters. The proposal distributions were set up according
to an adaptation of the Gaussian approaches proposed by Gray (2001). In the case
of the BEW distribution it was also used Gaussian approximations to the original
parameters, with the difference that for the proposals it only possible the use of
univariate distributions.
key words: Beta BurrXII, Beta Exponentiated Weibull, Bayesian approach.
5
Introduc¸a˜o
A famı´lia de distribuic¸o˜es Beta-G (Eugene et al., 2002) tem motivado um ex-
tenso nu´mero de pesquisas no desenvolvimento de novas distribuic¸o˜es de probabilidade
desde sua criac¸a˜o. Eugene et al. (2002) postularam que, para a func¸a˜o distribuic¸a˜o
acumulada G de uma dada varia´vel aleato´ria (em que a func¸a˜o de densidade de prob-
abilidade e acumulada sa˜o denotadas por g(x) e G(x), respectivamente), a func¸a˜o















em que B(a, b) e´ a func¸a˜o Beta.
Tahir e Nadarajah (2015) fazem uma compilac¸a˜o dos artigos de desenvolvimento
relativos a distribuic¸a˜o Beta-G. Esta relac¸a˜o inclui, entre outras, a distribuic¸a˜o Beta
Burr XII (Parana´ıba, et. al., 2011) e a distribuic¸a˜o Beta Weibull Exponenciada
(Cordeiro et al., 2013), que foram descritas ao considerar-se, respectivamente, as
func¸o˜es distribuic¸a˜o G relativas a` distribuic¸a˜o Burr XII (Burr, 1942) e a` distribuic¸a˜o
Weibull (Weibull, 1951), que sa˜o de interesse central nesta dissertac¸a˜o.
Apesar de haver uma extensa literatura sobre as distribuic¸o˜es na famı´lia Beta-
G e sobre os procedimentos frequentistas, via ma´xima verossimilhanc¸a, adotados na
estimac¸a˜o dos paraˆmetros dos modelos propostos, sa˜o escassos os trabalhos que uti-
lizam o paradigma Bayesiano no processo inferencial. Uma das vantagens do uso da
abordagem Bayesiana e´ a obtenc¸a˜o de intervalos de credibilidade para os paraˆmetros
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do modelo beta-G em estudo sem a necessidade do uso de argumentos assinto´ticos.
Neste trabalho de dissertac¸a˜o objetiva-se o desenvolvimento de metodologia Bayesiana
adequada para a estimac¸a˜o dos paraˆmetros dos modelos Beta BurrXII (BBXII) e
Beta Weibull Exponeciada (BEW). A dissertac¸a˜o esta´ organizada como a seguir: no
Cap´ıtulo 1 apresenta-se as definic¸o˜es dos modelos BBXII e BEW assim como os pro-
cedimentos necessa´rios para a simulac¸a˜o de dados a partir de tais distribuic¸o˜es.
No Cap´ıtulo 2 descreve-se os procedimentos frequentistas para a estimac¸a˜o dos
paraˆmetros das distribuic¸o˜es BBXII e BEW e as formas funcionais das respectivas
verossimilhanc¸as para o caso de dados censurados com censuras ao acaso.
No Cap´ıtulo 3 sa˜o apresentados conceitos ba´sicos de infereˆncia Bayesiana e no
Cap´ıtulo 4 algumas tentativas de abordagem de estimac¸a˜o Bayesiana das distribuic¸o˜es
BBXII e BEW utilizando-se os softwares WinBUGS e JAGS. No entanto, tais ini-
ciativas mostraram-se infrut´ıferas de modo que foram necessa´rios a implementac¸a˜o
va´rios co´digos computacionais em R para viabilizar a explorac¸a˜o dos me´todos que
propusemos nesta dissertac¸a˜o.
No Cap´ıtulo 5 sa˜o apresentadas novas metodologias Bayesianas para a estimac¸a˜o
dos paraˆmetros da distribuic¸a˜o BBXII. Constatou-se que o uso da forma reparametrizada
da distribuic¸a˜o Beta, como descrito em Ferrari e Cribari-Neto (2004), traz vantagens
computacionais e conduz a` convergeˆncia das cadeias de Markov geradas via me´todo
Monte Carlo via Cadeia de Markov (MCMC).
Os modelos BBXII e BEW incorporam elementos da distribuic¸a˜o Beta e, ini-
cialmente trabalhou-se com os paraˆmetros desta u´ltima distribuic¸a˜o em sua forma
original. No entanto, em inu´meras estrate´gias que foram tentadas, ou na˜o obteve-
se a convergeˆncia das cadeias MCMC ou os resultados obtidos das estimativas dos
paraˆmetros para dados simulados foram muito insatisfato´rios.
Constatou-se (Cap´ıtulo 5) que o uso da parametrizac¸a˜o da distribuic¸a˜o Beta, como
descrita em Ferrari e Cribari-Neto (2004), traz vantagens computacionais e conduz a`
convergeˆncia das cadeias de Markov geradas via me´todo MCMC, ale´m de conduzir a
valores estimados muito mais pro´ximos aos valores reais dos paraˆmetros.
Na tentativa da obtenc¸a˜o de procedimentos mais robustos e precisos das dis-
tribuic¸o˜es BBXII e BEW foram propostos, nos Cap´ıtulos 5 e 6, aproximac¸o˜es Gaus-
sianas da distribuic¸a˜o a posteriori conjunta de transformac¸o˜es dos paraˆmetros origi-
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nais de modo a trabalhar-se com espac¸os parame´tricos descritos nos reais. Obteve-se
resultados satisfato´rios com tal estrate´gia.
No Cap´ıtulo 7 descreve-se as ana´lises Bayesianas para o modelo BBXII utilizando
os dados de melanoma de Ibrahim et al. (2001). Acreditamos que os me´todos desen-
volvidos nesta dissertac¸a˜o conduzem a um avanc¸o em relac¸a˜o a proposta Bayesiana
de Parana´ıba et. al. (2011) para a distribuic¸a˜o BBXII. Ale´m disso, propusemos um
me´todo Bayesiano (que acreditamos seja o primeiro) para a distribuic¸a˜o BEW.
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Cap´ıtulo 1
As Distribuic¸o˜es BBXII e BEW
Nesta sec¸a˜o sera˜o apresentados as Distribuic¸o˜es BBXII (Parana´ıba et. al. 2011)
e BEW (Cordeiro et al. 2011) e algumas propriedades. Tambe´m sera´ provado que
a func¸a˜o de distribuic¸a˜o de probabilidade de ambas distribuic¸o˜es podem ser escritas
como uma combinac¸a˜o linear da distribuic¸a˜o BurrXII e Weibull, respectivamente.
1.1 Distribuic¸a˜o BBXII
A distribuic¸a˜o BBXII foi proposta por Parana´ıba et.al (2011). Ela e´ uma com-
posic¸a˜o da distribuic¸a˜o Beta generalizada com a distribuic¸a˜o Burr XII. A primeira foi
proposta por Eugenne et. al. (2002), que definem uma classe de distribuic¸o˜es beta
generalizadas (beta-G), que consiste numa generalizac¸a˜o da distribuic¸a˜o Beta. Con-
sidere G(x) denotando uma func¸a˜o de distribuic¸a˜o acumulada (fda) de uma varia´vel
aleato´ria cont´ınua e a > 0 e b > 0 (paraˆmetros de forma) da distribuic¸a˜o beta. Tem-se







em que B(a, b) = Γ(a)Γ(b)/Γ(a + b) e´ a func¸a˜o beta e Γ(.) e´ a func¸a˜o Gama. Pelas
propriedades de probabilidade tem-se que a func¸a˜o densidade de probabilidade fdp









onde g(x) = dG(x)/dx e´ func¸a˜o densidade da distribuic¸a˜o de probabilidade (fdp) a
ser definida.
Dessa forma, a distribuic¸a˜o BBXII e´ obtida ao assumir G(x) e g(x) sendo a fda
e fdp da distribuic¸a˜o BurrXII, respectivamente. A distribuic¸a˜o BurrXII foi proposta
por Burr (1942), possui 3 paraˆmetros (s > 0, k > 0 e c > 0) e tem a seguinte forma:






, x > 0, (1.3)
e






xc−1, x > 0. (1.4)
Diante disso, assumindo G(x) a fda da BurrXII e substituindo na fda da beta-G,
tem-se que a fda da distribuic¸a˜o BBXII e´ dada por (x > 0)












1− [1 + (x/s)c]−k}a−1 . (1.6)
Dessa forma, a Func¸a˜o de Risco da distribuic¸a˜o BBXII e´ dada por (x > 0):
h(x) =
ckxc−1[1 + (x/s)c]−(kb+1){1− [1 + (x/s)c]−k}a−1
scB(a, b)[1− I{1−[1+(x/s)c]−k}(a, b)]
. (1.7)
Na Figura 1.1 ilustra-se algumas formas poss´ıveis da distribuic¸a˜o BBXII.
Uma caracter´ıstica da distribuic¸a˜o BBXII e´ que podemos obter uma se´rie dis-
tribuic¸o˜es em casos particulares. A exemplo, quando a = b = 1, obteˆm-se a dis-
tribuic¸a˜o BXII; quando b = 1, temos a distribuic¸a˜o BurrXII exponencializada; e
quando temos a = c = 1 ou a = b = c = 1, temos a Beta-Pareto tipo II (BPII) e
Pareto tipe II (PII), respectivamente.
Outra caracter´ıstica dessa distribuic¸a˜o e´ que a fdp pode ser escrita como uma
combinac¸a˜o linear de distribuic¸o˜es BurrXII. Considerando a expansa˜o de (1 − z)b−1
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a=2, b=2, s=7, k=1.4, c=5
a=2, b=2, s=7, k=4, c=5
a=2, b=2, s=1, k=1.4, c=5
a=2, b=2, s=7, k=1.4, c=0.5
Figura 1.1: Gra´fico da densidade BBXII
























(−1)jΓ(b){1− (1 + (x/s)c)−k}a+j
Γ(b− j)j!(a+ j) . (1.10)





B(a, b)scΓ(b− j)j! {1− [1 + (x/s)
c]−k}a+j−1. (1.11)
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wr(a, b)g(x; s, k(r + 1), c), (1.12)
em que g(x; s, k(r + 1), c) e´ a fdp da distribuic¸a˜o Burr XII com paraˆmetros s, c e
k(r + 1) e wr e´ dado por:
wr = wr(a, b) =
(−1)j+rΓ(b)Γ(a+ j)
B(a, b)Γ(b− j)Γ(a+ j − r)(r + 1)! . (1.13)
Por integrac¸a˜o de (1.13), para a e b positivos reais na˜o-inteiros, obte´m-se a fda da
distribuic¸a˜o BBXII, que pode ser escrita como combinac¸a˜o linear da func¸o˜es de den-




wj,rG(x; s, k(r + 1), c) (1.14)
em que wr foi definido em (1.13). Do mesmo modo, a func¸a˜o geradora de momentos
(fgm) da distribuic¸a˜o pode ser escrita em termos da fgm da distribuic¸a˜o BurrXII
reparametrizada.
1.1.1 Gerac¸a˜o de dados
Os dados da distribuic¸a˜o BBXII podem ser gerados pelo me´todo da inversa˜o. Se
X ∼ BBXII(a, b, k, s, c) e V ∼ Beta(a, b), uma amostra de tamanho n pode ser
gerada conforme o Co´digo 1.1.
Co´digo 1.1: Co´digo para gerac¸a˜o de dados da Distribuic¸a˜o BBurrXII









Na pro´xima Sec¸a˜o, apresenta-se a distribuic¸a˜o BEW e sera´ provado que a func¸a˜o
de distribuic¸a˜o pode ser escrita como uma combinac¸a˜o linear da distribuic¸a˜o Weibull.
1.2 Distribuic¸a˜o BEW
A distribuic¸a˜o BEW foi proposto por Cordeiro et al (2011). Ela e´ uma composic¸a˜o
da distribuic¸a˜o Weibull com a distribuic¸a˜o Exponencializada (ou Exponenciada) e
a Beta generalizada. A primeira e´ uma distribuic¸a˜o muito conhecida e tem sido
amplamente utilizada em estudos nas a´reas me´dicas, engenharia e confiabilidade.
A distribuic¸a˜o Exponencializada e´ obtida quando a distribuic¸a˜o acumulada (G(x))
e´ elevada a um expoente arbitra´rio (α > 0). Enta˜o a nova distribuic¸a˜o acumulada e´
dada por F (x) = G(x)α e pode ser chamada de distribuic¸a˜o G exponencializada (ou
exponenciada). Logo, a fda dessa distribuic¸a˜o e´ f(x) = αG(x)α−1g(x).
Assumindo que G(x) seja a fda da distribuic¸a˜o Weibull, tem-se a fda da dis-
tribuic¸a˜o Weibull Exponencializada (EW), que foi proposta por Mudholkar e Srivas-
tava (1993) e e´ dada por
Gλ,α,c(x) = {1− exp [−(λx)c]}α , x > 0, (1.15)
onde α > 0 e c > 0 sa˜o paraˆmetros de forma e λ > 0 e´ paraˆmetros de escala. Nota-
se que um caso particular da distribuic¸a˜o EW e´ a distribuic¸a˜o Exponencial, quando
α = c = 1.
A distribuic¸a˜o Beta-G foi proposta por Eugenne et al (2002) e foi definida em (1.1).
Assumindo G(x) dada em (1.15) e substituindo em (1.1) obte´m-se a distribuic¸a˜o Beta
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Weibull Exponencializada (BEW) que possui a seguinte forma:






wa−1(1− w)b−1dw,w > 0, (1.16)






1− e−(λx)c)αa−1 {1− (1− e−(λx)c)α}b−1 . (1.17)




1− e−(λx)c)αa−1 {1− (1− e−(λx)c)α}b−1
B(a, b)I1−(1−e−(λx)c )α
(a, b), (1.18)
Na Figura 1.2 ilustra-se algumas formas poss´ıveis da distribuic¸a˜o BEW. Uma car-




















Alpha=5, Lambda=1, a=2, b=10 e c=3
Alpha=0.05, Lambda=0.10, a=1, b=2.5 e c=2.5
Alpha=1, Lambda=1, a=2, b=2.5 e c=2
Alpha=2, Lambda=1, a=2.5, b=2.5 e c=2
Figura 1.2: Gra´fico da densidade BEW
acter´ıstica interessante dessa distribuic¸a˜o e´ a possibilidade de obtenc¸a˜o de va´rias
distribuic¸o˜es como caso particular da BEW. Por exemplo, se α = a = b = 1 tem-se a
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distribuic¸a˜o Weibull, se a = b = 1 tem-se a distribuic¸a˜o Weibull Exponenciada e se
α = b = c = 1 obte´m-se a distribuic¸a˜o Exponencial Exponenciada.
Outra caracter´ıstica interessante dessa distribuic¸a˜o e´ que sua fdp ou fda pode ser
escrita pela soma ponderada de fdp ou fda da Weibull, respectivamente. Primeira-
mente, se b > 0 real e na˜o inteiro, pode-se substituir (1−w)b−1 da integral pela se´rie
















= Γ(b)/Γ(b− j)! e´ definido para todo nu´mero real b.










{1− exp [− (λx)c]}α(a+j) . (1.20)












quando Gλk,1,c(x) e´ uma fdp da Weibull com paraˆmetro de escala λk = k
1/cλ e
paraˆmetro de forma c. Diferenciando (1.21) tem-se uma expansa˜o u´til para a func¸a˜o





quando gλk,1,c = dGλk,1,c(x)/dx denota a densidade da Weibull com paraˆmetro de
escala λk, paraˆmetro de forma c e w+,k =
∑∞











1.2.1 Gerac¸a˜o de dados
Os dados da distribuic¸a˜o BEW podem ser gerados pelo me´todo da inversa˜o. Se
X ∼ BEW (a, b, α, λ, c) e V ∼ Beta(a, b), uma amostra de tamanho n pode ser gerada
conforme o Co´digo 1.2.
Co´digo 1.2: Co´digo em R para gerac¸a˜o de dados da Distribuic¸a˜o BEW











Nesta sec¸a˜o sera˜o apresentadas as func¸o˜es score das distribuic¸o˜es BBXII e BEW,
ale´m de um teste de raza˜o de verossimilhanc¸a para avaliar a adequac¸a˜o das respectivas
distribuic¸o˜es e qualquer outro de seus sub-modelos.
2.1 Caso BBXII
Seja x1, x2, · · · , xn uma amostra aleato´ria de uma distribuic¸a˜o BBXII (vide (1.6))
com vetor de paraˆmetros θ=(a, b, s, k, c)T , enta˜o a correspondente func¸a˜o de verossim-









1− [1 + (xi/s)c]−k
}a−1
, (2.1)
e, consequentemente, a func¸a˜o log-verossimilhanc¸a e´:
l(θ) = n log(c) + n log(k) + (c− 1)
n∑
i=1




log (1 + (xi/s)



















= Ub(θ) = −n [ψ(b)− ψ(a+ b)] +
n∑
i=1
























































em que ψ(.) e´ a func¸a˜o digama. Enta˜o o estimador de ma´xima verossimilhanc¸a θˆ
de θ e´ obtido resolvendo o sistema de equac¸o˜es na˜o lineares tomado pelas equac¸o˜es
Ua(θ) = 0, Ub(θ) = 0, Us(θ) = 0, Uk(θ) = 0 e Uc(θ) = 0.
Tambe´m e´ poss´ıvel realizar um teste para verificar se a BBXII pode ser reduzida a
algum submodelo. Para tanto, obte´m-se a log-verossimilhanc¸a restrita ao submodelo
a log-verossimilhanc¸a irrestrita maximizada e calcula-se a estat´ıstica de raza˜o de log-
verossimilhanc¸a (TRV ). Um exemplo e´ o teste para avaliar as distribuic¸o˜es Burr XII
exponencializada (b = 1) e a BBXII. Dessa forma as hipo´teses sa˜o
H0 : b = 1,H1 : b 6= 1.
Com isso, a estat´ıstica de teste e´ dada por
w = 2
{
l(aˆ, bˆ, sˆ, kˆ, cˆ)− l(a˜, 1, s˜, k˜, c˜)
}
, (2.9)
onde aˆ, bˆ, sˆ, kˆ, cˆ sa˜o estimados sob H1 e a˜, 1, s˜, k˜, c˜ sa˜o estimados sob H0. Sob essa
hipo´tese w → χ2m, onde m e´ a diferenc¸a entre o nu´mero de paraˆmetros do espac¸o
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parame´trico sob H1 (θH1) e do espac¸o parame´trico sob H0.
2.2 Caso BEW
Seja x1, x2, · · · , xn uma amostra aleato´ria de uma distribuic¸a˜o BEW (vide (1.17))
com vetor de paraˆmetros θ= (a, b, α, λ, c)T , enta˜o a correspondente func¸a˜o de ma´xima






1− e−(λx)c)αa−1 {1− (1− e−(λx)c)α}b−1] , (2.10)
a correspondente func¸a˜o log-verossimilhanc¸a e´ dada por:
l(θ) = log(α) + log(c) + c log(λ)− log [B(a, b)] + (c− 1) log(x) +
− (λx)c + (αa− 1) log {1− exp [− (λx)c]}
+ (b− 1) log {1− [1− exp {− (λx)c}]α} . (2.11)







+ α log {1− exp [− (λx)c]} −
− (b− 1){1− exp [−(λx)
c]}α log {1− exp [−(λx)c]}






− cλc−1xc + (αa− 1)cx
cλc−1 exp [−(λx)c]
1− exp [−(λx)c]
− (b− 1)α {1− exp [−(λx)
c]}α−1 xccλc−1 exp [−(λx)c]
1− {1− exp [−(λx)c]}α , (2.13)
∂l
∂a
= ψ(a+ b)− ψ(a) + λ log {1− exp [−(λx)c]} , (2.14)
∂l
∂b






+ log(λ) + log(x)− (λx)c log(λx) + (λa− 1)(λx)
c log(λx) exp {−(λx)c}
1− exp (− (λx)c)
− (b− 1)α{1− exp [−(λx)
c]}α−1 (λx)c log (λx) exp (−(λx)c)
1− [1− exp {−(λx)c}]α , (2.16)
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onde ψ(.) e´ a func¸a˜o digama. Enta˜o o estimador de ma´xima verossimilhanc¸a θˆ de θ e´
obtido resolvendo o sistema de equac¸o˜es na˜o-lineares Uα(θ) = 0, Uλ(θ) = 0, Ua(θ) = 0,
Ub(θ) = 0 e Uc(θ) = 0.
Tambe´m e´ poss´ıvel realizar um teste para verificar se a BEW pode ser reduzida
a algum sub-modelo. Para tanto, obte´m-se a log-verossimilhanc¸a restrita ao sub-
modelo e a log-verossimilhanc¸a irrestrita e calcula-se a estat´ıstica de raza˜o de log-
verossimilhanc¸a (TRV ). Um exemplo e´ o teste para avaliar se a BEW se reduz a`
distribuic¸a˜o Beta Weibull. Dessa forma, as hipo´teses sa˜oH0 : α = 1,H1 : α 6= 1.
Com isso, a estat´ıstica de teste e´ dada por
w = 2
{
l(aˆ, bˆ, λˆ, αˆ, cˆ)− l(a˜, b˜, λ˜, 1, c˜)
}
, (2.17)
onde aˆ, bˆ, λˆ, αˆ, cˆ sa˜o estimados sob H1 e a˜, 1, λ˜, α˜, c˜ sa˜o estimados sob H0.
2.3 Verossimilhanc¸a com dados censurados
ao acaso
Seja ti o tempo decorrido ate´ a ocorreˆncia de um dado evento em estudo para o
i-e´simo indiv´ıduo. Logo, a varia´vel aleato´ria que designa o “tempo ate´ a ocorreˆncia
do evento” sera´ denotado por Ti . Considerando-se a varia´vel indicadora
δi =
1, se ti e´ o “tempo” associado ao indiv´ıduo i,0, se o tempo esta´ censurado,
onde os tempos censurados sera˜o considerados aleato´rios, denotados por Ci. Dessa
forma, ti e´, enta˜o, uma observac¸a˜o da varia´vel aleato´ria τi = min (Ti, Ci), em que
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Ti, Ci sa˜o independentes. Considerando dados censurados, tem-se que
P (τi = t, δi = 0) = P (Ci = t, Ti > t)
= P (Ci = t)P (Ti > t) , (2.18)
e para o caso em que os dados na˜o sa˜o censurados
P (τi = t, δi = 0) = P (Ci > t, Ti = t)
= P (Ti = t)P (Ci > t) , (2.19)
mas
P (τi = t) = P (τi = t, δi = 0) + P (τi = t, δi = 1)
= P (Ci = t, Ti > t) + P (Ti = t, Ci > t)
= P (Ci = t)P (Ti > t) + P (Ti = t)P (Ci > t) . (2.20)
Logo,
P (τi = t) = fCi(t)STi(t) + fTi(t)SCi(t). (2.21)
Considerando que o par (ti, δi) e´ observado, enta˜o, para cada indiv´ıduo, apenas uma
das duas partes de (2.21) ocorre
fCi(t)STi(t), se δi = 0,fTi(t)SCi(t), se δi = 1.
























Sob o pressuposto de que a censura e´ na˜o informativa, os paraˆmetros envolvidos
no primeiro produto´rio na˜o envolvera´ qualquer paraˆmetro que esteja relacionado no











STi(ti) = P (Ti > t) = 1− P (Ti ≤ t) = 1− FTi(t). (2.25)
2.3.1 Caso BBXII
A verossimilhanc¸a para dados censurados para a distribuic¸a˜o BBXII possui a
forma dada em (2.24), onde
STi(ti) = P (Ti > t) = 1− P (Ti ≤ t) = 1− FTi(t)


























A log-verossimilhanc¸a (com n = 1) e´ dada por
l(θ) = δ log (fT (t)) + (1− δ) log (q) . (2.28)
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2.3.2 Caso BEW
A verossimilhanc¸a para os dados censurados para a distribuic¸a˜o BEW e´ da forma
dada em (2.24), em que
STi(ti) = P (Ti > t) = 1− P (Ti ≤ t) = 1− FTi(t)



















A log-verossimilhanc¸a (com n = 1) e´ dada por




Neste Cap´ıtulo, sera´ apresentada uma introduc¸a˜o a` teoria da Infereˆncia Bayesiana.
Na Sec¸a˜o 3.1, sa˜o descritos os aspectos teo´ricos da Infereˆncia Bayesiana e seus ob-
jetivos. Na Sec¸a˜o 3.2 e 3.3 sa˜o apresentadas as estimativas bayesianas pontuais e
intervalares. Na Sec¸a˜o 3.4, sa˜o apresentadas algumas te´cnicas para a obtenc¸a˜o da
densidade marginal a posteriori pelo me´todo de Monte Carlo via Cadeias de Markov
(MCMC). Sa˜o elas: os me´todos de Metropolis-Hastings e Amostrador de Gibbs. Por
fim, na Sec¸a˜o 3.5 sa˜o apresentadas algumas formas de avaliac¸a˜o das estimativas obti-
das pelo MCMC.
3.1 Infereˆncia Bayesiana
A Infereˆncia Bayesiana e´ uma abordagem estat´ıstica em que toda e qualquer
incerteza sobre um fenoˆmeno em estudo e´ expresso em termos estoca´sticos. Inicia-se
a descric¸a˜o probabil´ıstica do problema com a formulac¸a˜o de um modelo estat´ıstico
adequado, estabelecendo-se as distribuic¸o˜es a priori dos paraˆmetros desconhecidos do
modelo em questa˜o. Isso tem por objetivo a descric¸a˜o probabil´ıstica do conhecimento
pre´vio do pesquisador acerca dos paraˆmetros do modelo.
Dessa forma, essa abordagem apresenta dois objetivos fundamentais: o primeiro
e´ a realizac¸a˜o de infereˆncias sobre o paraˆmetro na˜o observa´vel θ; o segundo e´ a
possibilidade de, a partir de um conjunto de observac¸o˜es, realizar predic¸o˜es sobre o
conjunto de observac¸o˜es ainda na˜o observados.
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Diante disso, o primeiro objetivo e´, ao mesmo tempo, coincidente e conflitante
com a abordagem cla´ssica. Pois, de um lado, a abordagem cla´ssica e´ baseada em
probabilidades associadas a diferentes amostras que poderiam ocorrer para algum
valor fixo, mas desconhecido, do paraˆmetro θ. Por outro lado, o Bayesiano esta´
baseada em probabilidades subjetivas, associadas a diferentes valores do paraˆmetro θ
e condicionadas a` amostra observada.
O’Hagan (1994) afirma que os Bayesianos podem emitir enunciados probabil´ısticos
sobre os paraˆmetros, pois o consideram varia´veis aleato´rias, mas isso na˜o se torna
poss´ıvel para os cla´ssicos.
Nesse contexto, na abordagem Bayesiana, o valor de θ e´ desconhecido e aleato´rio.
Portanto, θ possui uma distribuic¸a˜o de probabilidade associada. Assim, toda a in-
formac¸a˜o dispon´ıvel a priori em relac¸a˜o ao paraˆmetro θ e´ traduzida na forma de uma
distribuic¸a˜o de probabilidade pi(θ).
Vale ressaltar que pi(θ) pode ser informativa ou na˜o. Quando se tem algum
conhecimento pre´vio sobre os paraˆmetros usa-se prioris informativas. Caso contra´rio,
quando existe pouca ou nenhuma informac¸a˜o, usa-se as prioris na˜o-informativas.
Considere x=(x1, x2, · · · , xn)T um vetor com n observac¸o˜es, com vetor de paraˆmetros
θ=(θ1, θ2, · · · , θp). Assuma-se que a informac¸a˜o dispon´ıvel sobre θ pode ser resumida
probabilisticamente, de acordo com alguma func¸a˜o de densidade de probabilidade
f(x|θ).
Dessa forma, combinando a informac¸a˜o a priori pi(θ), que e´ o conhecimento pre´vio
do pesquisador, e a verossimilhanc¸a (que e´ func¸a˜o dos dados) obteve-se a distribuic¸a˜o









pi(θ|x)dθ = 1. (3.2)
Intuitivamente, observa-se que pi(θ|x) incorpora toda e qualquer informac¸a˜o dispon´ıvel
sobre os paraˆmetros, ale´m de ser usado como a regra de atualizac¸a˜o para quantificar
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o aumento de informac¸a˜o.
Em linhas gerais, a Infereˆncia Bayesiana segue um esquema ba´sico. Primeira-
mente, formula-se o modelo matema´tico (experimental), enta˜o de posse dos dados, a
func¸a˜o de verossimilhanc¸a (f(x|θ)), que mede toda informac¸a˜o sobre θ, e´ fornecida pe-
los dados. Define-se as distribuic¸o˜es a priori pi(θ) sobre os paraˆmetros e, utilizando-se
do Teorema de Bayes, obteˆm-se a distribuic¸a˜o a posteriori.
Uma vez constru´ıda a posteriori, alguns interesses residem em:
• Avaliar o efeito marginal de um conjunto de paraˆmetros no modelo multivari-
ado. Suponha que θ= (θ1, ..., θp) denote um modelo p-dimensional. Enta˜o, nosso







• Previso˜es a posteriori de alguma quantidade de interesse sa˜o obtidas de forma
natural. Denote por x˜ a quantidade a ser predita, enta˜o a func¸a˜o preditiva a







Note que, x˜ e x sa˜o condicionalmente independentes, dado θ. Na maioria dos
casos, a posteriori obtida na˜o possui distribuic¸a˜o conhecida e nem e´ trivial a sua esti-
mativa por me´todos na˜o iterativos. O me´todo de Monte Carlo via Cadeias de Markov
representa uma boa alternativa, sendo a mais utilizada em problemas Bayesianos.
3.2 Estimativa Pontual
Sabe-se que a distribuic¸a˜o a posteriori de um paraˆmetro θ conte´m toda a in-
formac¸a˜o probabil´ıstica do referido paraˆmetro. Dessa forma, se faz necessa´rio re-
sumir a informac¸a˜o contida no paraˆmetro atrave´s de valores nume´ricos, entre eles, as
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medidas de tendeˆncia central.
Na abordagem bayesiana, adota-se o conceito de Func¸a˜o Perda, como auxilio, na
escolha do estimador de θ, enquanto na abordagem cla´ssica o problema e´ resolvido,
por exemplo, encontrando-se o estimador de ma´xima verossimilhanc¸a da quantidade
desconhecida (pore´m fixa) θ.
Segundo Ehlers (2007), a Func¸a˜o Perda, denotada por L(α, θ), determina a perda
sofrida ao se tornar a decisa˜o α dado o real estado θ ∈ Θ. Esta perda e´ expressa
como um nu´mero real e e´ definida por
E [L(α, θ|y)] =
∫
L(α, θ|y)h(θ|y)∂θ, (3.5)
onde α e´ escolhida de tal forma que a perda esperada a posteriori seja minimizada.
α e´ chamado de estimador de Bayes e depende da func¸a˜o perda que e´ adotada.
Se a Func¸a˜o Perda e´ definida como L(α−θ) = (α−θ)2 enta˜o o estimador de Bayes
e´ a me´dia a posteriori. Se adotar a Func¸a˜o Perda absoluta (L(α−θ) = |α−θ|) tem-se
que o estimador de Bayes e´ a mediana a posteriori. Se a Func¸a˜o Perda denominada
0-1 e´ adotada, o estimador de Bayes sera´ a moda a posteriori. Esse estimador de
θ tambe´m e´ chamado de estimador de ma´xima verossimilhanc¸a generalizado e e´ o
mais de fa´cil de ser obtido dentre os apresentados. No caso cont´ınuo, deve-se obter a





No entanto, a principal restric¸a˜o da estimac¸a˜o pontual se deve ao resumo de
toda a informac¸a˜o da distribuic¸a˜o a posteriori a um u´nico nu´mero. Dessa forma,
faz-se necessa´ria associar alguma informac¸a˜o sobre o qua˜o precisa e´ a especificac¸a˜o
deste nu´mero, objetivo do intervalo de credibilidade, ou “intervalos de confianc¸a”
bayesianos.
Definic¸a˜o 3.3.1. C e´ um intervalo de credibilidade de 100(1 − α)%, ou n´ıvel de
credibilidade (ou de confianc¸a) 1− α, para θ se P (θ ∈ C) ≥ 1− α.
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Pela definic¸a˜o acima e´ poss´ıvel obter uma infinidade de intervalos, mas o in-
teresse esta´ naquele intervalo que possui o menor comprimento poss´ıvel. Segundo
Ehlers (2007), pode-se mostrar que os intervalos de comprimento mı´nimo sa˜o obtidos
tomando-se os valores de θ com maior densidade a posteriori. Esses intervalos sa˜o
denominados intervalos Highest Posterior Density (HPD).
Definic¸a˜o 3.3.2. Intervalo HPD: Um intervalo de credibilidade C de 100(1 − α)%
para θ e´ de ma´xima densidade a posteriori se C={θ ∈ Θ : pi(θ|x) ≥ k(α)} onde k(α)
e´ a maior constante tal que P (θ ∈ C) ≥ 1− α.
Por essa definic¸a˜o, todos os pontos dentro dessa intervalo tera˜o maior densidade do
que qualquer ponto fora dele. Ale´m disso, no caso de distribuic¸a˜o bicaudal (exemplo:
Normal, t de Student) e´ obtido de modo que as caudas tenham a mesma probabilidade.
De forma equivalente a abordagem cla´ssica, esses intervalos de credibilidades na˜o sa˜o
invariantes a transformac¸o˜es 1 a 1, a na˜o ser para transformac¸o˜es lineares.
Se a distribuic¸a˜o em estudo for sime´trica e unimodal, esse intervalo corresponde
ao intervalo sime´trico. Se for assime´trica e unimodal corresponde ao intervalo cuja a
posteriori apresenta o mesmo valor nos limites. Em geral, nesse caso, o HPD na˜o e´
obtido numericamente e, assim, deve-se empregar me´todos nume´ricos para constru´ı-
los.
3.4 MCMC
O me´todo de Monte Carlo via Cadeias de Markov (MCMC) tem a finalidade
de obter uma amostra da distribuic¸a˜o a posteriori, com o objetivo de calcular as
estimativas amostrais das caracter´ısticas da distribuic¸a˜o em estudo. Esse e´ um me´todo
alternativo aos me´todos na˜o iterativos em problemas complexos. Esse me´todo se
constitui numa integrac¸a˜o nume´rica baseada em simulac¸o˜es estoca´sticas.
Os me´todos de Metropolis-Hastings (Metropolis et. al., 1953; Hastings, 1970) e
amostrador de Gibbs (Geman e Geman, 1984; Gelfand e Smith, 1990) sa˜o tipos es-
pec´ıficos do MCMC. Em linhas gerais, nesses me´todos, simula-se um passeio aleato´rio
no espac¸o de θ que convergira´ para uma distribuic¸a˜o estaciona´ria, que e´ a distribuic¸a˜o
de interesse no problema. Diante disso, Kruschke(2014) propo˜e 3 objetivos principais
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na gerac¸a˜o de uma amostra da distribuic¸a˜o a posteriori pelo MCMC:
• Os valores da cadeia devem ser representativos da distribuic¸a˜o a posteriori. Eles
na˜o devem ser influenciados, de forma indevida, por valores iniciais arbitra´rios
da cadeia e, ainda, devem varrer o espac¸o parame´trico do paraˆmetro em estudo;
• A cadeia deve ter tamanho suficiente para que as estimativas se tornem precisas
e esta´veis. Principalmente, as estimativas de tendeˆncia central (tais como a
mediana ou moda), ale´m dos limites do intervalo HPD 95%, na˜o devem ser
muito diferentes se a ana´lise MCMC e´ executada novamente;
• A cadeia deve ser gerada de forma eficiente com ta˜o poucos passos quanto
poss´ıvel, de modo que na˜o exceda o poder de computac¸a˜o;
Diante disso, esse algoritmo de MCMC nos da´ um me´todo geral para construir
uma cadeia de Markov com distribuic¸a˜o estaciona´ria, dada por uma func¸a˜o de proba-
bilidade arbitra´ria f(x) (geralmente e´ a distribuic¸a˜o de interesse, ou alvo). Na maioria
das vezes a complexidade de f(x) faz com que a gerac¸a˜o de dados a partir dela na˜o
seja trivial.
3.4.1 Metropolis-Hastings
O me´todo de Metropolis-Hastings e´ a junc¸a˜o de dois trabalhos, o primeiro de
Metropolis et al. (1953) e o segundo de Hastings (1970). Estes sa˜o considerados como
os principais artigos para a caracterizac¸a˜o do me´todo, embora outros apresentaram
contribuic¸o˜es relevantes. O primeiro artigo foi proposto para resolver um problema
da a´rea da f´ısico-qu´ımica e somente mais tarde foi verificado o grande impacto na
a´rea da Estat´ıstica.
Em termos gerais, esse me´todo usa a mesma ideia dos me´todos de rejeic¸a˜o, de
forma que um valor e´ gerado (θ
′
) de uma distribuic¸a˜o q(.|θ) e e´ aceito de acordo com













onde pi() e´ a distribuic¸a˜o de interesse. Esse me´todo e´ de grande importaˆncia nos casos
em que a distribuic¸a˜o a posteriori na˜o e´ conhecida.
Dessa forma, o algoritmo de Metropolis-Hastings pode ser realizado conforme os
seguintes passos:
• 1. Inicialize o contador de iterac¸o˜es t = 0 e especifique um valor inicial θ0;
• 2. Gere um novo valor θ′ da distribuic¸a˜o q(.|θ);
• 3. Calcule a probabilidade de aceitac¸a˜o α(θ, θ′) e gere U ∼ Uniforme(0, 1).
• 4. Se u < α, enta˜o o novo valor deve ser aceito (θt+1 = θ′), caso contra´rio rejeite
e fac¸a θt+1 = θ;
• 5. Fac¸a t = t+ 1 e volte ao passo 2.
3.4.2 Amostrador de Gibbs
O Amostrador de Gibbs (Geman e Geman,1984; Gelfand e Smith,1990) e´ um
caso especial do algoritmo de Metropolis-Hastings com probabilidade de aceitac¸a˜o
igual a 1. Logo, e´ um esquema MCMC onde as transic¸o˜es sa˜o dadas por condicionais
completas com formas totalmente conhecidas.
A ideia ba´sica de Gibbs e´ a possibilidade de tornar um problema multivariado
numa sequeˆncia de problemas univariados, para o quais itera-se e assim produza
uma Cadeia de Markov. Isso nos mostra que a mudanc¸a de estado depende apenas
do estado atual. Temos tambe´m que a distribuic¸a˜o de equil´ıbrio e´ a distribuic¸a˜o a
posteriori desejada.
Assumindo que a distribuic¸a˜o conjunta de interesse e´ dada por pi(θ) = pi(θ1, ..., θd)
′
e que pode ser caracterizada pelas densidade condicionais completas pii(θi) = pii(θi|θi−1),
i = 1, ..., d. Logo, o algoritmo de Gibbs pode ser descrito da seguinte maneira:
• 1. Inicialize o contador de iterac¸a˜o da cadeia e o valor inicial θ0 = (θ01, θ02, ..., θ0d)
;
• 2. obtenha os novos valores θj = (θj1, θj2, ..., θjd) dado θ(j−1) atrave´s da gerac¸a˜o
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sucessiva de valores
θj1 = pi(θ1|θj−12 , ..., θj−1d )
θj2 = pi(θ2|θj1, θj−12 , ..., θj−1d )
...
...
θjd = pi(θd|θj1, θj2, ..., θjd−1);
• 3. Fazer j ← j + 1 e retorne ao passo 2 ate´ que a convergeˆncia seja alcanc¸ada;
Quando a convergeˆncia e´ alcanc¸ada, a amostra de θ converge para a distribuic¸a˜o
estaciona´ria. Ressalta-se que, mesmo num problema multidimensional, em alguns
casos, todas as simulac¸o˜es podem ser univariadas, o que pode ser uma vantagem
computacional.
3.5 Avaliac¸a˜o do MCMC
Nesta sec¸a˜o, objetiva-se apresentar alguns me´todos para avaliar a convergeˆncia
das estimativas obtidas pelo MCMC. Na literatura, existem va´rias estrate´gias. Aqui
sera˜o apresentados os me´todos mais utilizados.
3.5.1 Ana´lise Gra´fica
Na ana´lise gra´fica, primeiramente, temos que supor a estrate´gia de cadeias mu´ltiplas
(com valores iniciais diferentes) no me´todo de MCMC. Dessa forma, as observac¸o˜es
sera˜o geradas e a trajeto´ria monitorada ao longo dos passos.
Com isso, a ana´lise sera´ realizada atrave´s da ana´lise gra´fica da sobreposic¸a˜o da
trajeto´ria das cadeias. Se as estimativas forem graficamente indistingu´ıveis, existe
indicativo de convergeˆncia (Gelfand et. al., 1990).
3.5.2 Me´todo de Gelman e Rubin
O segundo me´todo apresentado se da´ pela descric¸a˜o nume´rica da convergeˆncia.
Gelman e Rubin (1992) propuseram um crite´rio baseado na ana´lise de variaˆncia. Em
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linhas gerais, nesse me´todo utiliza-se duas ou mais cadeias paralelas, com diferentes
pontos iniciais e realiza-se a comparac¸a˜o da variaˆncia dentro e entre as cadeias.
Suponha que existem m cadeias paralelas, de tamanho n cada. Seja φij, com
i = 1, ..., n e j = 1, ...,m, onde i representa a observac¸a˜o e j a cadeia. Denotando VD















(φij − φ¯.j)2, (3.9)
onde φ¯.j e´ a me´dia das observac¸o˜es da cadeia j, e φ¯ e´ a me´dia dessas me´dias. Logo,
a variaˆncia marginal a posteriori de φ (V (φ|y)) e´ estimada pela me´dia ponderada de
VE e VD






Enta˜o, o monitoramento da convergeˆncia da cadeia e´ denotado ”fator de reduc¸a˜o






de forma que a medida que n cresce, Rˆ tende a 1. Se Rˆ ≈ 1, tem-se o indicativo de
que o per´ıodo de burn-in pode terminar e o processo iterativo pode continuar.
3.5.3 Me´todo de Geweke
Esse me´todo e´ baseado em aplicac¸o˜es de te´cnicas usuais de se´ries temporais para
averiguar a convergeˆncia do me´todo de MCMC (Geweke, 1992). Seja g(θ) a func¸a˜o
do paraˆmetro de interesse. Sabe-se que o objetivo do MCMC e´ atingido quando
simula-se valores de θt de uma determinada Cadeia de Markov.
O valor esperado da estimativa marginal a posteriori de g(θ) e´ dada pela me´dia
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ergo´dica dos g(θ(j)). Com isso, considerando que g(θ) e´ uma func¸a˜o real e sua tra-
jeto´ria g1, g2, · · · , obtida a partir de gt = g(θt), define uma se´rie temporal.
Assim, observa-se a se´rie ao longo de n simulac¸o˜es, suficientemente grande, e





t), bem como a me´dia






Logo, se a cadeia e´ estaciona´ria, enta˜o a me´dia da primeira parte da cadeia (das
nα iterac¸o˜es) deve ser semelhante a` me´dia da segunda parte da cadeia das u´ltimas nβ





−→ N(0, 1), (3.12)




β sa˜o estimativas independentes das variaˆncias
assinto´ticas de gα e gβ. De acordo com o valor da estat´ıstica dada por (3.12) pode se
verificar se ocorre ou na˜o a convergeˆncia.
3.5.4 Taxa de Aceitac¸a˜o
Por final, pode-se verificar a taxa de aceitac¸a˜o do algoritmo MCMC (no caso do
Metropolis-Hastings) para cada paraˆmetro. Gelman et. al. (2003) propo˜em que a
taxa de aceitac¸a˜o do algoritmo deve ser pro´xima de 30%.
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Cap´ıtulo 4
A Abordagem Bayesiana via JAGS
e WinBUGS
A seguir, apresenta-se todas as tentativas desenvolvidas para aprimorar o pro-
cesso de estimac¸a˜o dos paraˆmetros da distribuic¸a˜o BBXII utilizando a abordagem
Bayesiana. Em cada sec¸a˜o, apresenta-se uma descric¸a˜o da metodologia a ser exposta,
bem como os resultados obtidos e uma breve discussa˜o sobre as limitac¸o˜es e vantagens
do me´todo em estudo.
Na Sec¸a˜o 4.2 sa˜o apresentados os procedimentos utilizados para implementar a
distribuic¸a˜o BBXII nos softwares JAGS e WinBUGS, bem como a estimac¸a˜o e os
resultados.
No Apeˆndice sa˜o apresentados algumas tentativas de processos de estimac¸a˜o baye-
siano para os quais na˜o logrou-se sucesso. No Apeˆndice A, e´ apresentada uma possi-
bilidade de inclusa˜o, ao algoritmo de MCMC, dos momentos da distribuic¸a˜o BBXII e
os resultados das simulac¸o˜es. No Apeˆndice B, e´ apresentada uma abordagem baseada
em McCormik (2012).
Na Apeˆndice C e´ apresentada uma forma alternativa de obtenc¸a˜o das estimati-
vas bayesianas dos paraˆmetros relacionados a` distribuic¸a˜o Beta(a, b) por uma apro-
ximac¸a˜o da moda a posteriori pelo estimador de ma´xima verossimilhanc¸a da func¸a˜o
de distribuic¸a˜o condicional completa bivariada do vetor (a, b) e os resultados obtidos.
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4.1 Distribuic¸a˜o a Posteriori e Condicionais Com-
pletas
A distribuic¸a˜o a posteriori dos paraˆmetros associados ao modelo BBXII e´ dada
por




f(xi|a, b, s, k, c)
]
pi(a, b, s, k, c), (4.1)
onde f(xi) e´ dado pela expressa˜o (1.6).
Assuma que os paraˆmetros do modelo sejam independentes a priori de modo que
pi(a, b, s, k, c) = pi(a)pi(b)pi(s)pi(k)pi(c). (4.2)
As distribuic¸o˜es condicionais completas a posteriori de cada um dos paraˆmetros
sa˜o dadas por:











1− [1 + (xi/s)c]−k
)a
× pi(a), (4.3)











c]−(kb) × pi(b), (4.4)































1− [1 + (xi/s)c]−k
)a−1
× pi(k), (4.6)

















4.2 JAGS e WinBUGS
Uma primeira implementac¸a˜o do problema de estimac¸a˜o Bayesiana da distribuic¸a˜o
BBXII foi realizada utilizando-se os programas JAGS e WinBUGS, considerando-
se prioris Gama independentes para todos os paraˆmetros do modelo. No entanto,
na˜o foi poss´ıvel trabalhar com tais prioris devido a problemas nume´ricos. Enta˜o
aplicou-se a transformac¸a˜o log nos paraˆmetros, na tentativa de evitar tais problemas
nume´ricos. Com os paraˆmetros expressos na escala log, trabalhou-se com prioris
uniformes restritas ao intervalo (−5, 5).
O primeiro desafio foi encontrar a forma correta de programar uma nova dis-
tribuic¸a˜o (na˜o padra˜o) nos referidos programas. Isso porque a distribuic¸a˜o BBXII
ainda na˜o esta´ implementada em ambos os softwares.
Depois de algum tempo de pesquisa, constatou-se que a forma correta para a
implementac¸a˜o de um modelo na˜o padra˜o, assim como a inserc¸a˜o de dados, e tambe´m
para obtenc¸a˜o dos resultados, deve seguir os procedimentos descritos por Lunn et. al.
(2013). Tanto no JAGS quanto no WinBUGS, utiliza-se o que se denomina “Bernoulli
ones trick” ou “Poisson zeros trick” (e.g, Lunn et al., 2013).
Novas func¸o˜es de verossimilhanc¸a podem ser descritas de maneira semelhante nos
dois softwares, conforme o Co´digo 4.1. A u´nica diferenc¸a e´ que no JAGS deve ser
inserida mais uma linha com o comando #monitor#c, s, k, a, b, que tem por objetivo
informar quais sa˜o os paraˆmetros de interesse no MCMC.
Co´digo 4.1: Modelo BBurrXII no JAGS e no WinBUGS
model{























Como mencionado anteriormente, a forma de inserc¸a˜o do novo modelo e´ equiva-
lente nos dois softwares, que diferem na maneira de inserir os dados e na obtenc¸a˜o
dos resultados.
4.2.1 Dados e Resultados no WinBUGS
O Co´digo 4.2 ilustra a sintaxe de inserc¸a˜o dos dados no WinBUGS, a t´ıtulo de
exemplo. Para a obtenc¸a˜o dos resultados, os dados foram gerados no software R, de
acordo com o Co´digo 1.1, da Sec¸a˜o 1.1.1, com tamanho 300.
Co´digo 4.2: Comandos para inserc¸a˜o de dados no WinBUGS
1 Data
list(N=10, x=c( 0.7997404 ,0.7836458 ,0.6757031 ,0.8283034
,0.7734923 , 0.8068642 ,0.7907033 ,0.8234490 ,0.7720038 ,0.7909191)
Como ja´ mencionamos, trabalhou-se com os paraˆmetros do modelo expressos na es-
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cala logar´ıtmica, para evitar problemas nume´ricos. Ale´m disso, utilizou-se prioris uni-
formes independentes. Achcar (2013) obte´m estimativas bayesianas dos paraˆmetros de
uma nova distribuic¸a˜o utilizando “zero’s trick” no WinBUGS e considerando prioris
independentes uniformes.
Dentre todas as tentativas, o resultado mais coerente esta´ apresentado na Tabela
4.1. Isso porque foi verificado uma grande sensibilidade na escolha dos hiperparaˆmetros
das prioris uniformes. Nota-se que as estimativas dos paraˆmetros apresentadas na
Tabela 4.1 na˜o sa˜o “pro´ximas” dos verdadeiros valores em todos os casos. Ainda
foram observados problemas de autocorrelac¸a˜o nas estimativas.
Tabela 4.1: Estimativas do WinBUGS com transformac¸a˜o log, prioris
Uniformes e dados gerados com a=16, b=8, k=6.0,s=1.0, c=5.0
n = 300 Valor real Me´dia Desvio Padra˜o 2,5% 50,0% 97,5%
a 16,0 1,702 0,864 0,584 1,502 4,013
b 8,0 10,280 5,102 2,259 9,965 19,460
c 6,0 23,760 8,017 12,780 22,300 44,510
k 5,0 0,524 0,250 0,099 0,522 0,965
s 1,0 0,835 0,024 0,800 0,831 0,889
Vale ressaltar que tentou-se implementar no Winbugs os ca´lculos de forma direta
(sem o uso de transformac¸o˜es nos paraˆmetros), mas isso na˜o foi poss´ıvel na maioria dos
casos. O programa indicava que os resultados na˜o eram definidos, com a possibilidade
de erros nume´ricos dos tipos overflow ou underflow. As razo˜es da ocorreˆncia de tais
erros, conforme a mensagem no software, esta˜o relacionados a seguir:
• Valores iniciais gerados a partir de uma distribuic¸a˜o a priori “vaga” podem ser
numericamente extremos - especificar os valores iniciais adequados;
• Valores numericamente imposs´ıveis, tais como registro de um nu´mero na˜o-
positivo;
• Dificuldades nume´ricas em amostragem. As soluc¸o˜es poss´ıveis incluem: mel-
hores valores iniciais; prioris mais informativas ou utilizac¸a˜o de prioris uni-
formes, mas com a sua gama restrita a valores plaus´ıveis; melhor parametrizac¸a˜o
para melhorar ortogonalidade; padronizac¸a˜o de covaria´veis a ter me´dia 0 e
desvio padra˜o 1.
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Observa-se, de modo geral, que os resultados obtidos na˜o foram satisfato´rios, pois
mesmo com valores iniciais semelhantes aos verdadeiros, as estimativas obtidas sa˜o to-
talmente diferentes dos verdadeiros, ainda com o aumento considera´vel do nu´mero de
simulac¸o˜es. Isso pode estar relacionado com problemas nume´ricos. Ale´m das prioris
Uniformes, tambe´m foram investigadas prioris Gama para todos os paraˆmetros. No
entanto, os resultados obtidos foram bastante insatisfato´rios.
4.2.2 Dados e Resultados no JAGS
No JAGS, em continuidade aos Co´digos 4.1 e obedecendo a forma de gerac¸a˜o de
dados da Sec¸a˜o 1.1.1, os dados simulados e os resultados podem ser obtidos atrave´s do
Co´digo 4.3. Vale ressaltar que, primeiramente, deve ser instalado o pacote runjags
no R. Utilizou-se 35.000 simulac¸o˜es, uma cadeia e burn-in de tamanho 4.000, que sa˜o
as mesmas especificac¸o˜es utilizadas no WinBUGS.











dados.jags <-list(’x’ = x,’N’ = N,’const ’=const ,’z’=z)
12 model <- read.jagsfile(string)
results <- run.jags(string , n.chains=1,data=dados.jags ,
14 method="rjags",sample =35000)
summary(results$mcmc)
Os resultados obtidos no JAGS sa˜o apresentados na Tabela 4.2. Verifica-se que
as estimativas na˜o sa˜o pro´ximas dos valores verdadeiros dos paraˆmetros em todos os
casos, exceto para o paraˆmetro s.
Diante das dificuldades, dos resultados insatisfato´rios e de limitac¸o˜es dos softwares
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Tabela 4.2: Estimativas do JAGS com Transformac¸a˜o log, prioris Uniformes.
n = 300 Valor real Me´dia Desvio Padra˜o 2,5% 50,0% 97,5%
a 16,0 2,700 0,017 2,653 2,705 2,717
b 8,0 2,463 0,210 1,935 2,516 2,710
c 6,0 25,396 19,800 3,857 18,219 69,431
k 5,0 0,038 0,033 0,007 0,026 0,127
s 1,0 0,994 0,005 0,978 0,995 0,999
WinBUGS e JAGS, no que diz respeito a` falta de flexibilidade para implementac¸a˜o
de modelagens Bayesianas mais complexas, que fogem a certos padro˜es no uso desses




distribuic¸a˜o BBXII utilizando o R
Nesta sec¸a˜o, apresenta-se alguns desenvolvimentos Bayesianos para a estimac¸a˜o
dos paraˆmetros das distribuic¸o˜es BBXII. Utilizou-se o software R para o desen-
volvimento de scripts a serem utilizados nas estimac¸o˜es frequentistas e Bayesianas da
distribuic¸a˜o BBXII.
5.1 Utilizac¸a˜o de prioris Gama
Considerando as expresso˜es (4.1) a (4.7), nesta sec¸a˜o apresenta-se o desenvolvi-
mento da proposta Bayesiana para a estimac¸a˜o dos paraˆmetros da distribuic¸a˜o BBXII,
utilizando-se prioris Gama para os paraˆmetros a, b, k e c e distribuic¸a˜o Gama inversa
para o paraˆmetro s, uma vez que todos esses paraˆmetros sa˜o na˜o-negativos. Dessa
forma, as prioris descritas nas equac¸o˜es (4.3) a (4.7) sa˜o tais que
a ∼ Gama(a1, b1), (5.1)
b ∼ Gama(a2, b2), (5.2)
s ∼ Gama− Inv(a3, b3), (5.3)
k ∼ Gama(a4, b4), (5.4)
c ∼ Gama(a5, b5). (5.5)
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Tais prioris, quando substitu´ıdas nas equac¸o˜es (4.3) a (4.7) auxiliam na obtenc¸a˜o
de propostas para a definic¸a˜o de func¸o˜es geradoras de candidatos a serem utilizadas
nos procedimentos MCMC, para cada um dos paraˆmetros acima.
Para tanto, a estrate´gia foi utilizar aproximac¸o˜es para as distribuic¸o˜es condi-
cionais completas obtidas com as escolhas mencionadas de prioris que conduzam
a distribuic¸o˜es conhecidas e fa´ceis de simular. A seguir, apresenta-se os referidos
desenvolvimentos para cada paraˆmetro do modelo.
5.1.1 Proposta de Func¸a˜o Geradora de Candidatos para o
Paraˆmetro a
Tome G(x, s, k, c) = 1 − (1 + (x/s)c)−k = v como a func¸a˜o de distribuic¸a˜o acu-
mulada de uma varia´vel aleato´ria BBXII. Logo, a distribuic¸a˜o condicional completa
de a e´ dada por:







Tomando hi = log(vi), enta˜o,





































, se b = 1. (5.7)
Como a distribuic¸a˜o Gama com paraˆmetros (α, β) e´ dada por





tentaremos a func¸a˜o geradora de candidatos de a dada por:















5.1.2 Proposta de Func¸a˜o Geradora de Candidatos para o
Paraˆmetro b
Agora a func¸a˜o de distribuic¸a˜o condicional completa de b e´ dada por:









Como v= G(x, s, k, c)=1−(1+(x/s)c)−k, logo 1−v = 1−G(x, s, k, c) = (1+(x/s)c)−k.
Portanto,





































, se a = 1. (5.12)
Portanto, tentaremos a func¸a˜o geradora de candidatos de b dada por:








5.1.3 Proposta de Func¸a˜o Geradora de Candidatos para o
Paraˆmetro k
Para o paraˆmetro k, temos que, de acordo com Parana´ıba et. al. (2011), se
a = b = c = 1, a distribuic¸a˜o BBXII reduz-se a` distribuic¸a˜o Beta Pareto, que tem a
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seguinte expressa˜o:
f(x|s, k) = k
s
[1 + (x/s)]−(k+1) . (5.14)
Considerando a distribuic¸a˜o condicional completa de k baseada na distribuic¸a˜o Beta
Pareto e uma priori Gama para o paraˆmetros k, tem-se que:








Seja zi = 1 + (xi/s). Enta˜o,
















que e´ o kernel de uma distribuic¸a˜o Gama. Logo, tentaremos como func¸a˜o geradora
de k
P (k) =d Gama
(






5.1.4 Proposta de Func¸a˜o Geradora de Candidatos para o
Paraˆmetro s
Segundo Parana´ıba et. al. (2011), se a = b = 1 e k → ∞, a distribuic¸a˜o BBXII
reduz-se a` distribuic¸a˜o Weibull:













Considerando uma distribuic¸a˜o condicional completa baseada na distribuic¸a˜o Weibull
e uma priori com distribuic¸a˜o Gama para s, temos que:

































No caso de c = 1, temos que









que e´ o kernel de uma distribuic¸a˜o Gama-Inversa. Logo,
S ∼ Gama−Inversa
(






5.1.5 Proposta de Func¸a˜o Geradora de Candidatos para o
Paraˆmetro c
No caso do paraˆmetro c, na˜o foi poss´ıvel obter nenhuma forma funcional conhecida
para ser utilizada como func¸a˜o geradora de candidatos. Nesse caso, utilizaremos a
proposta de Hoff (2009, pg 214), que e´ baseada na construc¸a˜o de uma func¸a˜o geradora
de candidatos utilizando-se a distribuic¸a˜o Normal. Em linhas gerais, a proposta de
Hoff e´ dada a seguir.
Seja X ∼ N(µ, σ2). Para gerar dados sujeitos a` restric¸a˜o de x ∈ [a, b], enta˜o fac¸a:
a. u ∼ Unif(Φ[(a∗ − µ)/σ],Φ[(b∗ − µ)/σ])
b. x = µ+ σΦ−1(u);
Seja θ um paraˆmetro na˜o-negativo, isto e´, θ ∈ (0,∞). Como Φ(∞) = 1 e a > 0,
a∗ ← 0.000001
u← runif(1, pnorm(a∗ − µ), 1)
x← µ+ qnorm(u),
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onde µ e´ o u´ltimo valor aceito de x no MCMC. No R, a ideia do algoritmo acima para
o paraˆmetro c da distribuic¸a˜o BBXII e´ dado pelo Co´digo 5.1.
Co´digo 5.1: Algoritmo para gerar um candidato pela aproximac¸a˜o da Normal com
restric¸a˜o no intervalo (a, b).
1 a.star <-0.000001
cc.old <-cc
3 u<-runif(1,pnorm(a.star -cc.old) ,1)
cc.cand <-cc.old+qnorm(u)
5.1.6 Resultados
Implementando-se os desenvolvimentos anteriores num algoritmo MCMC, verificou-
se que as estimativas dos paraˆmetros k e s foram ruins, comparativamente a`s obtidas
para os demais paraˆmetros, que foram, de fato, inaceita´veis.
A proposta tambe´m conduz a forte autocorrelac¸a˜o entre os valores gerados nas
cadeias de MCMC. Os resultados sa˜o apresentados na Tabela 5.1
Tabela 5.1: Estimativas marginais a posteriori (MCMC) dos paraˆmetros da Dis-
tribuic¸a˜o BBXII com tamanho amostral 300
Valor Real Me´dia Desvio Padra˜o 2, 5% 50, 0% 97, 5% Taxa de Aceitac¸a˜o(%)
a 16,000 568,547 80,494 449,261 562,269 707,222 73,859
b 8,000 287,621 38,290 218,282 291,223 339,991 74,549
s 1,000 0,730 0,017 0,697 0,729 0,767 12,353
k 5,000 1,461 0,050 1.3591 1,453 1,568 4,906
c 6,000 1,195 0,095 1,015 1,193 1,375 4,226
A Figura 5.1 apresenta o trac¸o das estimativas dos paraˆmetros via MCMC, a
aproximac¸a˜o da densidade marginal, ale´m da autocorrelac¸a˜o. Verifica-se que as tra-
jeto´rias dos gra´ficos relacionados ao trac¸o na˜o apresentaram a estacionariedade es-
perada.
Nota-se que as autocorrelac¸o˜es sa˜o muito elevadas, na˜o obtendo-se atenuac¸a˜o ao
longo do tempo, e as densidades marginais estimadas para alguns paraˆmetros na˜o sa˜o
unimodais, principalmente aos paraˆmetros relacionados a`s distribuic¸a˜o Beta.
A Figura 5.2 apresenta as curvas verdadeiras e estimadas segundo as estimativas
marginais obtidas pelo MCMC. Apesar de todos os problemas no geral, observa-se
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Figura 5.1: Trac¸o, densidade e autocorrelac¸a˜o em amostras MCMC para os















Curva com os parâmetros Verdadeiros
Curva com os parâmetros Estimados
Figura 5.2: Curva associada a densidade verdadeira e a curva estimada.
Na pro´xima sec¸a˜o apresenta-se outros desenvolvimentos visando um tratamento
Bayesiano mais satisfato´rio dos paraˆmetros, em especial dos paraˆmetros a e b associa-
dos a` distribuic¸a˜o Beta. Outras abordagens que na˜o tiveram sucesso sa˜o apresentadas
no Apeˆndice. Em uma destas abordagens verificou-se uma dependeˆncia entre as esti-
mativas dos paraˆmetros a e b. Numa tentativa de eliminar esse problema, propo˜e-se
o uso de outra parametrizac¸a˜o para a distribuic¸a˜o Beta, que e´ discutida na Sec¸a˜o 5.2.
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5.2 Nova parametrizac¸a˜o da Distribuic¸a˜o Beta
Nesta sec¸a˜o faremos uma mudanc¸a na parametrizac¸a˜o da distribuic¸a˜o Beta asso-
ciada a distribuic¸a˜o BBXII, conforme proposta de Ferrari e Cribari-Neto (2004).




xa−1 (1− x)b−1 , (5.22)
com a > 0, b > 0 e B(a, b) descrevendo a func¸a˜o Beta. Sabe-se que a me´dia e variaˆncia







(a+ b)2(a+ b+ 1)
. (5.24)
Ferrari e Cribari-Neto (2004) propo˜em outra parametrizac¸a˜o da distribuic¸a˜o Beta,














Sendo assim, µ corresponde a` me´dia da varia´vel resposta e γ e´ interpretado como
um paraˆmetro de precisa˜o, de modo que, dado µ fixo, quanto maior o valor de γ,
menor sera´ a variaˆncia de X.
Diante disso, espera-se que essa parametrizac¸a˜o elimine a dependeˆncia nas esti-
mativas dos paraˆmetros a e b que foram observadas em alguns estudos. Com essa
nova parametrizac¸a˜o, a densidade da varia´vel aleato´ria Beta e´ dada por:
fBeta−G(x) =
1
B (µγ, γ(1− µ))x
µγ−1 (1− x)γ(1−µ)−1 . (5.27)
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Nessa nova parametrizac¸a˜o, a fdp da classe de distribuic¸o˜es Beta generalizada,
descrita pela expressa˜o (1.2) (Eugenne et. al., 2002) e´ expressa por:
fBeta−G(x) =
g(x)
B (µγ, γ(1− µ))G(x)
µγ−1 (1−G(x))γ(1−µ)−1 , (5.28)
em que G(x) e g(x) sa˜o descritos pelas expresso˜es (1.3) e (1.4), respectivamente.
Logo, a distribuic¸a˜o BBXII nessa nova parametrizac¸a˜o, e´ dada por
f(x) =
ckxc−1
scB(µγ, γ(1− µ)) [1 + (x/s)
c]−(kγ(1−µ)+1)
{
1− [1 + (x/s)c]−k}µγ−1 . (5.29)
Na pro´xima Sec¸a˜o apresenta-se a distribuic¸a˜o a posteriori da BBXII sob a nova
reparametrizac¸a˜o e uma proposta de func¸a˜o geradora de candidatos.
5.2.1 Distribuic¸a˜o a posteriori da BBXII com a Nova
Parametrizac¸a˜o da Beta e Func¸a˜o Geradora de Can-
didatos
A distribuic¸a˜o a posteriori dos paraˆmetros associados ao modelo BBXII, sob a
nova parametrizac¸a˜o e´ dada por:




f(xi|µ, γ, s, k, c)
]
pi(µ, γ, s, k, c), (5.30)
onde f(xi) e´ dada pela expressa˜o (5.29). De forma ana´loga a` Sec¸a˜o 4.1, por sim-
plicidade, assuma que os paraˆmetros desse modelo sejam independentes a priori, de
forma que
pi(µ, γ, s, k, c) = pi(µ)pi(γ)pi(s)pi(k)pi(c). (5.31)
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As distribuic¸o˜es condicionais completas a posteriori de cada um dos paraˆmetros nessa
parametrizac¸a˜o sa˜o dadas por:




f(xi|µ, γ, s, k, c)
]
pi(µ), (5.32)




f(xi|µ, γ, s, k, c)
]
pi(γ), (5.33)




f(xi|µ, γ, k, c, x)
]
pi(k), (5.34)




f(xi|µ, γ, k, c, x)
]
pi(c), (5.35)
em que, a princ´ıpio, as prioris foram definidas da seguinte maneira, exceto para o
paraˆmetro s1,
µ ∼ Beta(1, 1), (5.36)
γ ∼ Log − normal(0, σγ), (5.37)
log(k) ∼ N(0, σk) (5.38)
e c ∝ 1
c
. (5.39)
Definiu-se a func¸a˜o geradora de candidatos dos paraˆmetros do modelo BBXII da
seguinte forma
P (µ) ∼ Beta (µ(t−1)γ(t−1), γ(t−1)(1− µ(t−1))) , (5.40)
P (γ) ∼ Log −Normal (log(γ(t−1)), σγ1) , (5.41)
P (log(k)) ∼ Normal (log(k(t−1)), σk1) , (5.42)
P (log(c)) ∼ Normal (log(c(t−1)), σc1) , (5.43)
onde as distribuic¸o˜es dadas em (5.38), (5.42) e (5.43) tratou-se do log do paraˆmetro,
da´ı o modelo gaussiano.
1Para evitar problemas nume´ricos, assume-se nesse caso s = 1
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5.2.1.1 Resultados
Implementando-se os desenvolvimentos das sec¸o˜es anteriores num algoritmo MCMC
e com os paraˆmetros k e c da distribuic¸a˜o BBXII na transformac¸a˜o “log” foi realizado
o estudo de simulac¸a˜o com µ = 0.66, obtida por (5.25), e γ = 24, pois γ = a+ b, onde
a = 16, b = 8, k = 5 e c = 6 sa˜o iguais a`s definidas nas simulac¸o˜es anteriores.
Vale lembrar que, para a realizac¸a˜o da simulac¸a˜o, definiu-se os valores dos hiper-
paraˆmetros da seguinte maneira: σγ = 0.08, σγ1 = 2, σk = 3, σk1 = σc1 = 0.055
e σc = 3. Os resultados das estimativas dos paraˆmetros sa˜o apresentados na Tabela
5.2. Nota-se que ja´ ocorre uma “aproximac¸a˜o” entre as estimativas e os valores ver-
dadeiros em todos os paraˆmetros. Embora, a taxa de aceitac¸a˜o de alguns paraˆmetros
ainda na˜o estejam em n´ıveis aceita´veis.
Tabela 5.2: Estimativas marginais a` posteriori da Distribuic¸a˜o BBXII com utilizando
a abordagem da Subsec¸a˜o 5.2.1
Valor Real Me´dia Desvio Padra˜o 2, 5% 50, 0% 97, 5% Taxa de Aceitac¸a˜o(%)
µ 0,666 0,677 0,005 0,666 0,6775 0,688 6,990
γ 24,000 21,178 1,246 18,774 21,145 23,712 61,031
k 5,000 5,730 0,314 5,140 5,718 6,391 34,436
c 6,000 6,405 0,252 5,910 6,399 6,902 26,648
A Figura 5.3 apresenta os gra´ficos do trac¸o da estimativa marginal a posteriori
do MCMC, a aproximac¸a˜o da densidade marginal, ale´m da autocorrelac¸a˜o para todos
os paraˆmetros da distribuic¸a˜o BBXII. Verifica-se que a densidade apresenta a forma
de uma distribuic¸a˜o unimodal e as trajeto´rias dos gra´ficos relacionadas ao trac¸o ap-
resentaram a estacionariedade esperada.
Pela Figura 5.4 (a) observa-se que a curva estimada segundo as estimativas marginais
obtidas pelo MCMC apresenta boa adereˆncia com a curva de densidade verdadeira.
Pela Figura 5.4 (b), tem-se que o verdadeiro valor de cada paraˆmetro (representado
pela linha horizontal) se encontra dentro do intervalo interquart´ılico, em todos os
casos. Isso revela que essa abordagem se mostra, a princ´ıpio, adequada na ana´lise
bayesiana.
No entanto, a priori e a func¸a˜o geradora de candidatos do paraˆmetro γ revelou-
se insta´vel computacionalmente. O algoritmo convergiu somente para valores de σγ
(vide expressa˜o (5.37)) ta˜o pequenos quanto 0.08. Considerou-se, enta˜o, a proposta
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Figura 5.3: Trac¸o, densidade e autocorrelac¸a˜o das amostras MCMC para os


















Curva com os parâmetros Verdadeiros






























































Figura 5.4: (a) Histograma dos dados e a Curva estimada (b) Box-plot e o valor do
verdadeiro paraˆmetro (linha horizontal).
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vislumbradas.
Dessa forma, observa-se a necessidade de novas propostas de prioris e de ger-
adoras de candidatos que sejam mais flex´ıveis. Na pro´xima sec¸a˜o apresenta-se uma
abordagem em que considera-se prioris Beta e Qui-quadrado.
5.2.2 Prioris Beta e Qui-Quadrado
Seguindo os procedimentos descritos nas equac¸o˜es (5.32) a (5.35), na tentativa
de descrever prioris e func¸o˜es geradoras de candidatos mais flex´ıveis, nessa sec¸a˜o as
prioris dos paraˆmetros da distribuic¸a˜o BBXII foram definidas da seguinte maneira:
µ ∼ Beta(a1, b1), (5.44)
γ ∼ Qui− quadrado(a2), (5.45)
s ∼ Qui− quadrado(a3), (5.46)
k ∼ Qui− quadrado(a4), (5.47)
c ∼ Qui− quadrado(a5), (5.48)
e as func¸o˜es geradoras de candidatos dos paraˆmetros da seguinte forma
µ ∼ Beta(µ(t−1)γ(t−1), γ(t−1)(1− µ(t−1))), (5.49)
γ ∼ Qui− quadrado(γ(t−1)), (5.50)
k ∼ Qui− quadrado(k(t−1)), (5.51)
c ∼ Qui− quadrado(cc−1). (5.52)
5.2.2.1 Resultados
Para esta nova proposta considerou-se um algoritmo MCMC, com burn-in de 10
mil e 100 mil simulac¸o˜es e com amostra sistema´ticas (gap) de tamanho 50. Os valores
iniciais foram definidos como µ0 = 0.6, γ0 = 10, k0 = 8 e c0 = 8. Os dados foram
gerados utilizando uma amostra de tamanho n = 200 de uma distribuic¸a˜o BBXII com
paraˆmetros µ = 0.4, γ = 18, k = 5 e c = 6, com s = 1 fixo (vide Sec¸a˜o 1.1.1).
A Tabela 5.3 apresenta os resultados das estimativas dos paraˆmetros. Observa-se
que, para todos os paraˆmetros o intervalo HPD contempla o verdadeiro valor, exceto
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para o paraˆmetro µ, embora o valor estimado deste paraˆmetro esteja pro´ximo do
valor verdadeiro. No entanto, o intervalo HPD para µ aparentemente exibe amplitude
estreita demais, o que nos motiva a buscar outras possibilidades de efetuar a estimac¸a˜o
Bayesiana da distribuic¸a˜o BBXII. Tais procedimentos esta˜o descritos na Sec¸a˜o 5.3.
Em relac¸a˜o a taxa de aceitac¸a˜o, na˜o foi poss´ıvel obter taxas em n´ıveis entre 25% e
50% para todos os paraˆmetros.
Tabela 5.3: Estimativas marginais a posteriori da Distribuic¸a˜o BBXII utilizando a
abordagem da Sec¸a˜o 5.2.2.
Paraˆmetro Valor Real Mediana Me´dia HPD (2, 5%) HPD(97, 5%) Tx. de Aceitac¸a˜o(%)
µ 0,400 0,344 0,345 0,328 0,364 8,487
γ 18,000 15,070 16,050 7,010 28,163 30,470
k 5,000 5,209 5,784 2,273 10,712 7,385
c 6,000 6,782 6,859 4,797 9,102 3,471
Na Figura 5.5 sa˜o apresentados os gra´ficos da trajeto´ria da cadeia, da densidade
emp´ırica estimada, da autocorrelac¸a˜o e dos boxplots para cada paraˆmetro. Nota-
se que, a densidade estimada possui unimodalidade e a trajeto´ria possui aparente
estacionariedade. A autocorrelac¸a˜o possui ra´pido decaimento para o paraˆmetro µ,
enquanto para os outros paraˆmetros possui decaimento mais lento. Exceto pelo
paraˆmetro µ, os boxplots revelam que o verdadeiro valor de cada paraˆmetro esta´
inserido dentro do intervalo interquart´ılico.
5.2.2.2 Estudo Comparativo entre as abordagens frequentista e Bayesiana
Foi realizado um estudo comparativo entre as estimativas obtidas via ma´xima
verossimilhanc¸a e as obtidas pelo me´todo Bayesiano descrito na Sec¸a˜o 5.2.2. Para
tanto, obteve-se o EMV, para o caso cla´ssico, e a me´dia e mediana a posteriori para o
caso Bayesiano. Adicionalmente, obteve-se os seus respectivos v´ıcios e a raiz quadrada
do EQM. Considerou-se os tamanhos amostrais n = 50, 100, 200, 300, 500 e 1000, de
modo a possibilitar a ana´lise de aspectos assinto´ticos dos estimadores.
Para obter comparabilidade entre as estimativas, tomou-se o cuidado em trabalhar
com as mesmas amostras, em ambos me´todos. Para isso, considerou-se somente as
amostras em que o me´todo frequentista foi convergente. Nesse estudo, as amostras
foram geradas conforme a Sec¸a˜o 1.1.1. Os valores iniciais nesse caso foram: µ0 = 0.6,




























































































































































































Figura 5.5: Trac¸o, densidade, autocorrelac¸a˜o e boxplots associados as amostras
MCMC para os paraˆmetros µ, γ, k e c da distribuic¸a˜o BBXII sob a proposta da
Sec¸a˜o 5.2.2.
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A Tabela 5.4 apresenta os resultados obtidos para 50 amostras da distribuic¸a˜o
BBXII sob diferentes tamanhos amostrais. Verifica-se que, em linhas gerais, a medida
que o tamanho amostral aumenta, o v´ıcio e a raiz do EQM diminuem, em todos os
casos. Tais medidas (v´ıcio e EQM) apresentam valores menores quando obtidos pelo
me´todo Bayesiano, na maioria dos casos, exceto para o paraˆmetro c.
Uma outra alternativa de abordagem de estimac¸a˜o bayesiana dos paraˆmetros da
distribuic¸a˜o BBXII sera´ discutida na pro´xima sec¸a˜o. A abordagem consiste em pro-
ceder a uma transformac¸a˜o na distribuic¸a˜o a posteriori. Nesse caso, considera-se
as seguintes transformac¸o˜es nos paraˆmetros: η1 = log (µ/(1 + µ)), η2 = log (γ),
η3 = log (k) e η4 = log (c).
Dessa forma, pode-se descrever prioris e func¸o˜es geradoras de candidatos gaus-
sianas, para cada paraˆmetro ηi, separadamente ou para o vetor η = (η1, η2, η3, η4)
T .



































































































































































































































































































































































































































































































































































































































































































































































































































































































































5.3 Aproximac¸o˜es Gaussianas para os paraˆmetros
da distribuic¸a˜o BBXII
Considere a nova parametrizac¸a˜o da distribuic¸a˜o BBXII, proposta na sec¸a˜o 5.2
(vide expressa˜o (5.29)) e o paraˆmetro de escala s=1 fixo. Seja Θ = (µ, γ, k, c) =
(θ1, θ2, θ3, θ4) e admita que os θi’s sa˜o independentes a priori, com as seguintes dis-
tribuic¸o˜es:
µ ∼ Beta(a1, b1), (5.53)
γ ∼ Gama(a2, b2), (5.54)
k ∼ Gama(a3, b3), (5.55)




























η2 = log(γ), isto e´, γ = e
η2 , (5.62)
η3 = log(k), isto e´, k = e
η3 , (5.63)
η4 = log(c), isto e´, c = e
η4 . (5.64)
A distribuic¸a˜o a posteriori de η = (η1, η2, η3, η4) e´ dada por
piη(η1, η2, η3, η4|X) ∝ piΘ(θ1, θ2, θ3, θ4|X)× |J |, (5.65)
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em que θ1 = exp(η1)/ (1 + exp(η1)), θ2 = exp(η2), θ3 = exp(η3) e θ4 = exp(η4) e J e´








































0 eη2 0 0
0 0 eη3 0
0 0 0 eη4

|J | = exp(η1 + η2 + η3 + η4)
(1 + eη1)2
. (5.66)
Admitindo-se a expressa˜o (1.3), a parametrizac¸a˜o dos paraˆmetros a e b proposta
na Sec¸a˜o 5.2 e as transformac¸o˜es (5.61) a (5.64), e por brevidade, denotando-se








tem-se que a distribuic¸a˜o a posteriori com respeito a η e´ dada por:






















× [eη2 ]a2−1 e−b2eη2 ×
× [eη3 ]a3−1 e−b3eη3 × [eη4 ]a4−1 e−b4eη4 × exp(η1 + η2 + η3 + η4)
(1 + eη1)2
. (5.68)




















× xeη4−1 × [eη1 ]a1 × [eη2 ]a2 ×
× [eη3 ]a3+1 × [eη4 ]a4+1 × e−b2[eη2 ] × e−b3[eη3 ] × e−b4[eη4 ] ×
× (1 + eη1)−(a1+b1) × [1 + (x)eη4 ]−(eη3+1) . (5.69)
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+ a1η1 + a2η2 + (a3 + 1)η3 +
+ (a4 + 1)η4 − b2 [eη2 ]− b3 [eη3 ]− b4 [eη4 ]−
− (a1 + b1) log (1 + eη1) . (5.70)
Na pro´xima Sec¸a˜o apresenta-se a forma de obtenc¸a˜o das distribuic¸o˜es geradoras
de candidatos para cada um dos paraˆmetros. Nesse caso, sera´ obtido um vetor de
candidatos.
5.3.1 Func¸a˜o Geradora de Candidatos Conjunta
Gray (2001) propo˜e o uso de uma distribuic¸a˜o geradora de candidatos baseada em







descreve a distribuic¸a˜o geradora de candidatos η, onde ηˆ e´ a moda a posteriori de
pi(η|X) e I−1 (ηˆ) representa o inverso da matriz de informac¸a˜o observada, que e´ dada
por menos o inverso da matriz hessiana de log (pi(η|X)) avaliada em ηˆ, isto e´,







Considere a decomposic¸a˜o de Choleski de I(ηˆ) de modo que
I(ηˆ) = BTB. (5.73)
Portanto,
I−1(ηˆ) = B−1(BT )−1 = B−1(B−1)T . (5.74)
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De acordo com Gray (2001) os vetores de candidatos de η podem ser obtidas a
partir da distribuic¸a˜o descrita em (5.71) e utilizando a seguinte estrate´gia: considere
um vetor candidato η descrito por
η(s) = B−1Z(s) + ηˆ, (5.75)
onde Z(s) = (Z1, Z2, Z3, Z4) e Zi ∼ N(0, 1) independentes. A distribuic¸a˜o geradora










(η − ηˆ)T I(ηˆ) (η − ηˆ)
)
. (5.77)
No processo de Metropolis-Hastings precisa-se calcular:















η(old) − ηˆ)T I(ηˆ) (η(old) − ηˆ)}
exp{−1
2
(η(s) − ηˆ)T I(ηˆ) (η(s) − ηˆ)}
. (5.80)


































































Implementando-se os desenvolvimentos da Sec¸a˜o 5.3.1 num algoritmo MCMC e
considerando os dados gerados utilizando uma amostra de tamanho n=200 de uma
distribuic¸a˜o BBXII com paraˆmetros µ = 0.4, γ = 18, k = 5 e c = 6, com s = 1
fixo, adotou-se um cadeia de tamanho 100.000, burn-in de 10.000 amostras e amostra
sistema´tica (gap) com per´ıodo k=100 .
A Tabela 5.5 apresenta os resultados das estimativas dos paraˆmetros. Observa-
se que, em todos os casos, o valor verdadeiro de cada paraˆmetro esta´ inserido no
intervalo HPD. Nota-se que a taxa de aceitac¸a˜o do vetor de candidatos esta´ em n´ıveis
aceita´veis. Dessa forma, aparentemente, a proposta desta sec¸a˜o e´ superior a sec¸a˜o
5.2.2 (com prioris Chi-quadrado).
Tabela 5.5: Estimativas marginais a` posteriori da Distribuic¸a˜o BBXII utilizando a
abordagem da Sec¸a˜o 5.3.
Paraˆmetro Valor Real Mediana Me´dia HPD (2, 5%) HPD(97, 5%) Tx. de Aceitac¸a˜o(%)
µ 0,400 0,561 0,557 0,369 0,775 32,700
γ 18,000 16,607 17,943 8,298 30,901 32,700
k 5,000 6,531 7,216 2,653 15,004 32,700
c 6,000 5,424 5,467 4,243 6,914 32,700
A Figura 5.6 apresenta os gra´ficos da densidade emp´ırica estimada, do trac¸o, da
autocorrelac¸a˜o e os boxplots para cada paraˆmetro da distribuic¸a˜o BBXII. Verifica-se
que, em todos os casos, a densidade possui forma unimodal, a trajeto´ria e´ aparente-
mente estaciona´ria e observa-se ra´pido decaimento da autocorrelac¸a˜o.
5.3.2.1 Estudo Comparativo entre as abordagens frequentista e Bayesiana
Foi realizado um estudo comparativo entre os me´todos frequentista e Bayesiano.




































































































































































Figura 5.6: Trac¸o, Densidade, Autocorrelac¸a˜o e Boxplot’s das amostras MCMC para
os paraˆmetros µ, γ, k e c da distribuic¸a˜o BBXII sob a proposta da Sec¸a˜o 5.3.
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amostras, tanto para a obtenc¸a˜o das estimativas de ma´xima verossimilhanc¸a, quanto
das Bayesianas.
Para isso, precisou-se primeiramente obter a moda a posteriori e a respectiva
matriz hessiana sob a decomposic¸a˜o de Choleski (vide Sec¸a˜o 5.3.1). Logo depois,
obteve-se os EMV’s e as estimativas Bayesianas.
A Tabela 5.6 apresenta os resultados obtidos para 50 amostras da distribuic¸a˜o
BBXII sob diferentes tamanhos amostrais. Nota-se que a raiz do EQM diminui com
o aumento do tamanho amostral. Outro ponto que se pode observar e´ que o v´ıcio
e o EQM diminuem mais rapidamente, a medida que n cresce para as estimativas
via EMV, exceto para o paraˆmetro c. No entanto, para amostras pequenas (n = 50)
o estimador Bayesiano apresenta, em geral, menor v´ıcio e EQM, conferindo uma
superioridade importante do me´todo Bayesiano neste caso, ta˜o frequente na pra´tica.
A lenta convergeˆncia observada para o verdadeiro valor pode estar relacionado


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































distribuic¸a˜o BEW utilizando o R
Nesta sec¸a˜o, apresenta-se o desenvolvimento Bayesiano para a estimac¸a˜o dos
paraˆmetros da distribuic¸a˜o BEW.
6.1 Aproximac¸o˜es Gaussianas para os paraˆmetros
da distribuic¸a˜o BEW
Considere a distribuic¸a˜o BEW dada em (1.17) e a nova parametrizac¸a˜o da dis-







1− e−(λx)c)αµγ−1 {1− (1− e−(λx)c)α}γ(1−µ)−1 . (6.1)
Tome Θ = (µ, γ, α, λ, c) = (θ1, θ2, θ3, θ4, θ5) e admita que os θi’s sa˜o independentes
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a priori com as seguintes distribuic¸o˜es:
µ ∼ Beta(a1, b1), (6.2)
γ ∼ Gama(a2, b2), (6.3)
α ∼ Gama(a3, b3), (6.4)
λ ∼ Gama(a4, b4), (6.5)
































η2 = log (γ) isto e´, γ = e
η2 , (6.13)
η3 = log (α) isto e´, α = e
η3 , (6.14)
η4 = log (λ) isto e´, λ = e
η4 , (6.15)
η5 = log (c) isto e´, c = e
η5 . (6.16)
Seguindo os desenvolvimentos ana´logos ao da Sec¸a˜o 5.3 tem-se que a distribuic¸a˜o
a posteriori de η = (η1, η2, η3, η4, η5) e´ dada por
piη(η1, η2, η3, η4, η5|X) ∝ piΘ(θ1, θ2, θ3, θ4, θ5|X)× |J |, (6.17)
em que θ1 = exp(η1)/ (1 + exp(η1)), θ2 = exp(η2), θ3 = exp(η3), θ4 = exp(η4) e
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0 0 0 0
0 eη2 0 0 0
0 0 eη3 0 0
0 0 0 eη4 0
0 0 0 0 eη5

|J | = exp(η1 + η2 + η3 + η4 + η5)
(1 + eη1)2
. (6.18)








eη2 , eη2(1− eη1
1+eη1
)















× [eη2 ]a2−1 e−b2eη2 × [eη3 ]a3−1 e−b3eη3 × [eη4 ]a4−1 e−b4eη4 × [eη5 ]a5−1 e−b5eη5 ×
× exp(η1 + η2 + η3 + η4 + η5)
(1 + eη1)2
. (6.19)
A log-posteriori de η e´ dada por

















































+ (a2 − 1)η2 − b2η2 +
+ (a3 − 1)η3 − b3eη3 + (a4 − 1)η4 − b4eη4 + (a5 − 1)η5 − b5eη5 +
+ log
[




Infelizmente a implementac¸a˜o do processo MCMC para o vetor η na˜o apresen-
tou resultados satisfato´rios, uma vez que na˜o obteve-se a convergeˆncia das cadeias.
Implementou-se, enta˜o, uma estrate´gia baseada em propostas individuais para cada
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coordenada de η.
6.1.1 Func¸a˜o Geradora de Candidatos Univariado
Considere a proposta de uma func¸a˜o geradora de candidatos baseada na aprox-
imac¸a˜o Gaussiana da distribuic¸a˜o a posteriori com repeito a η, dada por Gray (2001)
na Sec¸a˜o 5.3.1. Dessa forma tem-se que
η ∼ N5(ηˆ, I−1(ηˆ)), (6.21)
descreve a distribuic¸a˜o geradora de candidatos de η, onde ηˆ e´ a moda a posteriori de
pi (η|X) e I−1(ηˆ) representa o inverso da matriz de informac¸a˜o observada, que e´ dada
por menos o inverso da matriz hessiana de log (pi(η|X)) avaliada em ηˆ, isto e´,







Considere a matriz D = diag(I−1(ηˆ)). Enta˜o, teoricamente as amostras podem
ser obtidas a partir da distribuic¸a˜o descrita em (6.21). No entanto, como mencionado,
na˜o logramos eˆxito com esse procedimento para a distribuic¸a˜o BEW. Considerou-se,





i + ηˆi, (6.23)
onde Z
(s)
i ∼ N(0, 1). No processo de Metropolis-Hastings a regra de aceitac¸a˜o (r)








Implementando-se os desenvolvimentos da Sec¸a˜o 6.1.1 num algoritmo MCMC
para a distribuic¸a˜o BEW e realizou-se um estudo para uma amostra gerada com
µ = 0.66, γ = 24, α = 3, λ = 5 e c = 6 de tamanho 200. Adotou-se uma cadeia
de tamanho 50.000, burn-in de 20.000 amostras e amostras sistema´ticas com per´ıodo
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100.
Os valores iniciais foram escolhidos da seguinte maneira: primeiramente gerou-se
100 valores para cada paraˆmetro. Depois estimou-se o EMV para cada conjunto e
avaliou se houve ou na˜o a convergeˆncia no ponto estimado. Dentre todos os conjuntos
que tiveram convergeˆncia, o ponto inicial escolhido foi a me´dia desses valores iniciais.
A Tabela 6.1 apresenta os resultados das estimativas nesse desenvolvimento. Nota-
se que, exceto pelo paraˆmetro c, os valores verdadeiros dos paraˆmetros esta˜o inseridos
no intervalo HPD. Em relac¸a˜o a taxa de aceitac¸a˜o, todos os paraˆmetros esta˜o em n´ıveis
aceita´veis.
Tabela 6.1: Estimativas marginais a` posteriori da Distribuic¸a˜o BEW utilizando a
abordagem da Sec¸a˜o 6.1.
Paraˆmetro Valor Real Mediana Me´dia HPD (2, 5%) HPD(97, 5%) Tx. de Aceitac¸a˜o(%)
µ 0,666 0,473 0,473 0,428 0,524 24,606
γ 24,000 18,670 18,670 14,191 23,584 45,518
α 3,000 2,382 2,394 2,099 2,780 24,860
λ 5,000 4,592 4,591 4,537 4,645 23,374
c 6,000 7,896 7,929 7,097 8,859 47,154
A Figura 6.1 apresenta os gra´ficos da densidade, do trac¸o, da autocorrelac¸a˜o e os
boxplot para cada paraˆmetro. Verifica-se que a densidade possui a unimodalidade
esperada, a trajeto´ria possui estacionariedade, a autocorrelac¸a˜o possui decaimento
ra´pido. Pelos boxplots nota-se a aproximac¸a˜o dos valores gerados pela cadeia do
verdadeiro valor em cada paraˆmetro.
6.1.3 Estudo Comparativo entre as abordagens frequentista
e Bayesiana
Nesta sec¸a˜o sera´ apresentado um estudo comparativo entre o me´todo frequentista
e o bayesiano utilizando a abordagem trabalhada nesse cap´ıtulo. Tomou-se o cuidado
em utilizar as mesmas amostras nas estimac¸o˜es de ambos me´todos. Primeiramente,
para a selec¸a˜o de pontos inicias gerou-se 100 pontos aleato´rios para cada paraˆmetro
e obteve-se o EMV para cada conjunto de valores iniciais poss´ıveis. Selecionou-se
com ponto inicial a me´dia dos pontos gerados em que as estimativas de ma´xima
verossimilhanc¸a foram convergentes. Assumiu-se esses valores iniciais em todas as 50
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amostras de tamanhos n=50, 100, 200, 300, 500 e 1000.
Uma vez definido esses valores iniciais, selecionou-se apenas as amostras em que
foi poss´ıvel a obtenc¸a˜o de estimativas de moda a posteriori cuja matriz hessiana as-
sociada fosse positiva definida, de modo a permitir o ca´lculo da decomposic¸a˜o de
Choleski. Feito isso, obteve-se as estimativas de ma´xima verossimilhanc¸a e as esti-
mativas Bayesianas.
A Tabela 6.2 apresenta os resultados obtidos das 50 amostras. Para ambos
os me´todos, nota-se que existe uma lenta convergeˆncia para o verdadeiro valor do
paraˆmetro. O paraˆmetro α, no caso Bayesiano, e´ sistematicamente estimado com
maior v´ıcio e EQM do que o estimado via EMV. Para os outros paraˆmetros, as esti-


















































































































































Figura 6.1: Trac¸o, Densidade, Autocorrelac¸a˜o e Boxplots das amostras MCMC para






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Aplicac¸a˜o a dados reais
Neste cap´ıtulo e´ apresentado uma aplicac¸a˜o a um conjunto de dados reais nos
quais se aplicam o modelo BBXII e seus submodelos. O conjunto de dados refere-se a
um estudo que teve por objetivo a prevenc¸a˜o da reincideˆncia do melanoma cutaˆneo.
Segundo Ibrahim; Chen e Sinha (2001), o per´ıodo de coleta de dados dos pacientes foi
de 1991 a 1995 e o acompanhamento foi ate´ 1998. A varia´vel resposta foi o tempo (em
anos) ate´ a morte do paciente. O tamanho original da amostra foi de 427 pacientes,
dos quais 10 na˜o apresentaram mudanc¸a no tamanho do tumor e forem retiradas da
ana´lise, restando 417 pacientes. Observou-se que 56% dos dados sa˜o censurados.
Dessa maneira ajustou-se a distribuic¸a˜o BBXII (definida em (1.6)) e seus sub-
modelos. O objetivo e´ verificar qual distribuic¸a˜o proporciona melhor ajuste a esse






1− [1 + (x/s)c]−k}a−1 . (7.1)
Para a = b = 1 a distribuic¸a˜o BBXII reduz-se a` distribuic¸a˜o BurrXII (BXII) cuja
densidade e´ dada por








Para a = b = 1, s = m−1 e k = 1, a distribuic¸a˜o BBXII reduz-se a` distribuic¸a˜o
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No caso de k −→∞, a distribuic¸a˜o BBXII converge para a distribuic¸a˜o Beta Weibull
(Cordeiro, 2011):
fBW (x;µ, γ, λ, c) =
cλcxc−1 exp {−γ(1− µ) (λx)c}
B(µγ, γ(1− µ)) [1− exp {− (λx)
c}]µγ−1 . (7.4)
Para µγ = γ(1 − µ) = 1, ale´m de k −→ ∞, a distribuic¸a˜o BBXII reduz-se a dis-
tribuic¸a˜o Weibull:
fWeibull(x;λ, c) = cλ
cxc−1 exp {− (xλ)c} . (7.5)
Nas pro´ximas sec¸o˜es sera˜o apresentados os resultados das estimativas de ma´xima
verossimilhanc¸a para a distribuic¸a˜o BBXII e seus submodelos, ale´m de seus erros
padro˜es e os valores dos crite´rios de informac¸a˜o de Akaike (AIC), Bayesiano (BIC) e o
Akaike corrigido (CAIC). Tambe´m sera˜o apresentados os resultados obtidos pela abor-
dagem Bayesiana, ou seja, as estimativas a posteriori da BBXII obtidas via MCMC,
ale´m dos intervalos de credibilidade considerando as abordagens das Sec¸o˜es 5.3 e 6.1.
Em ambas abordagens assumiu-se valores iniciais diferentes dos adotadas por
Parana´ıba (2012). Pois, verificou-se que os valores iniciais na˜o resultam EMVs con-
vergentes, nem matriz hessiana positiva definida, tanto na distribuic¸a˜o BBXII, quanto
na BurrXII.
7.1 Abordagem Cla´ssica
Para cada uma das distribuic¸o˜es apresentadas acima, de acordo com a correspon-









Para a distribuic¸a˜o BBXII adotou-se, em ambos me´todos (cla´ssico e Bayesiano),
os seguintes valores iniciais: a0 = 0.1, b0 = 1.2, s0 = 0.1, k0 = 0.02 e c0 = 5.5,
e consequentemente, µ = 0.076 e γ = 1.3. Para a distribuic¸a˜o BurrXII foram os
seguintes pontos iniciais: s0 = 0.87, k0 = 0.14 e c0 = 2.5. Para a distribuic¸a˜o Beta
Weibull foram os seguintes pontos iniciais: a0 = 1, b0 = 0.5, λ0 = 0.08 e c0 = 5, e
consequentemente, µ0 = 0.666 e γ0 = 1.5. Para a distribuic¸a˜o Log-log´ıstica foram os
seguinte pontos iniciais: c0 = 2.5 e s0 = 1, consequentemente, m0 = 1/s0 = 1/1 = 1.
Por fim, para a distribuic¸a˜o Weibull foram os seguintes pontos iniciais: λ0 = 0.1 e
c0 = 0.8.
7.1.1 Resultados
A Tabela 7.1 apresenta as estimativas de ma´xima verossimilhanc¸a (e os cor-
respondentes limites dos intervalos de confianc¸a entre pareˆnteses) obtidas para a dis-
tribuic¸a˜o BBXII e outros submodelos.
Tabela 7.1: EMV dos paraˆmetros dos modelos BBXII, BurrXII, Beta Weibull, Log-
log´ıstica e Weibull para os dados de melanoma (Ibrahim et. al., 2001) e intervalos de
confianc¸a (95%) correspondentes.
Distribuic¸a˜o µ γ s k c
BBXII 0,270 1,069 1,703 0,016 6,077
(0,268;0,272) (1,061;1,076) (1,702;1,704) (0,015;0,017) (6,068;6,086)
BurrXII 0,873 0,146 2,566
(0,872;0,874) (0,145;0,147) (2,565;2,567)
λ
Beta Weibul 0,666 737,531 2,896 0,035







A Tabela 7.2 apresenta os crite´rios de informac¸a˜o de Akaike (AIC), o Bayesiano
(BIC) eAkaike corrigido (CAIC) para os modelos ajustados para os dados de melanoma.
Nota-se que os modelos BurrXII e BBXI possuem os menores valores de AIC, BIC e
CAIC. Por outro lado, a distribuic¸a˜o Weibull apresenta os maiores valores.
A Figura 7.1 descreve uma ana´lise gra´fica comparando a func¸a˜o de sobreviveˆncia
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Tabela 7.2: AIC, BIC e CAIC das distribuic¸o˜es BBXII, BurrXII, Beta Weibull,
Log-log´ıstica e Weibull para os dados melanoma.
Distribuic¸a˜o AIC BIC CAIC
BBXII 1057,214 1077,380 1077,392
BurrXII 1058,348 1070,447 1070,455
Beta Weibul 1074,517 1082,583 1082,588
Log-log´ıstica 1086,319 1094,385 1094,389
Weibull 1102,108 1110,174 1110,179
emp´ırica obtida a partir do estimador na˜o parame´trico de Kaplan-Meier (Kaplan
e Meier, 1958; Lawless, 1982) e a func¸a˜o de sobreviveˆncia estimada para a dis-
tribuic¸a˜o BBXII e seus submodelos. Observa-se a boa adequabilidade do ajuste das
distribuic¸o˜es BBXII e BurrXII.





















Figura 7.1: Func¸a˜o emp´ırica de sobreviveˆncia para os dados de Melanoma (Ibrahim
et al, 2001).
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A adequabilidade dos modelos tambe´m sera´ avaliada atrave´s da ana´lise de res´ıduos
de Cox-Snell (Cox e Snell, 1968). Os res´ıduos de Cox-Snell sa˜o um tipo de res´ıduo
padronizado utilizados em ana´lises de confiabilidade. Os res´ıduos de Cox-Snell sa˜o
iguais a menos o logaritmo natural da probabilidade de sobreviveˆncia para cada ob-
servac¸a˜o, ou seja,





Nas ana´lises gra´ficas dos res´ıduos constro´i-se gra´ficos de res´ıduos Cox-Snell para o
estimador de Kaplan-Meier (Sˆ(eˆi)KM) versus os res´ıduos de Cox-Snell para um modelo





esta˜o pro´ximos de uma reta que passa pela
origem.
Pela Figura 7.2, comparando-de os gra´ficos de todos os modelos ajustados,confirma-
se que o melhor ajustamento foram dos modelos BBXII e BurrXII, por meio da ana´lise
residual, o que indica a boa adequabilidade do ajuste.
7.2 Abordagem Bayesiana
No caso Bayesiano, considerou-se prioris independentes com distribuic¸a˜o beta
para o paraˆmetro µ e distribuic¸a˜o gama para os demais paraˆmetros. Trabalhou-se
com a distribuic¸a˜o BBXII na escala “log” nos paraˆmetros e, consequentemente, a
distribuic¸a˜o a posteriori e´ dada por






× pi(η1)pi(η2)pi(η3)pi(η4)pi(η5)×|J |, (7.7)
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Distribuic¸a˜o Weibull





















































































































Figura 7.2: Ana´lise gra´fica dos res´ıduos de Cox-Snell dos modelos Weibull, BurrXII,
Log-log´ıstica, Beta Weibull e BBXII ajustado aos dados de melanoma (Ibrahim et al,
2001).
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η2 = log(γ), isto e´, γ = e
η2 ,
η3 = log(s), isto e´, s = e
η3 ,
η4 = log(k), isto e´, k = e
η4 ,
η5 = log(c), isto e´, c = e
η5 .
Na sec¸a˜o seguinte apresenta-se os resultados obtidos sob as abordagens trabalhadas
nas sec¸o˜es 5.3 e 6.1 para a distribuic¸a˜o BBXII.
7.2.1 Resultados
A Tabela 7.3 apresenta os resultados das estimativas Bayesianas das sec¸o˜es 5.3
e 6.1 para a distribuic¸a˜o BBXII. Nota-se que as estimativas pontuais sa˜o similares
em ambos os me´todos, mas os intervalos HPD obtido pela abordagem da Sec¸a˜o 5.3
possui amplitude menor do que os obtidos com a abordagem da Sec¸a˜o 6.1. A taxa
de aceitac¸a˜o do me´todo proposto na Sec¸a˜o 5.3 e´ bastante alta (66%), ao passo que
as taxas de aceitac¸a˜o obtidas para o me´todo descrito na Sec¸a˜o 6.1 esta˜o em n´ıveis
aceita´veis.
A Figura 7.3 apresenta os boxplots, a autocorrelac¸a˜o, o trac¸o e a densidade esti-
mada para todos os paraˆmetros obtidos pela abordagem Bayesiana da Sec¸a˜o 5.3. A
trajeto´ria se manteve estaciona´ria ao longo dos passos da cadeia, a densidade possui
aspecto unimodal e a autocorrelac¸a˜o decai rapidamente para todos os paraˆmetros da
distribuic¸a˜o BBXII.
A Figura 7.4 apresenta os boxplots, a autocorrelac¸a˜o, o trac¸o e a densidade es-
timada para todos os paraˆmetros obtido pela abordagem Bayesiana da Sec¸a˜o 6.1.
Nota-se que a trajeto´ria se manteve estaciona´ria ao longo dos passos da cadeia, a
densidade possui aspecto unimodal e a autocorrelac¸a˜o decai rapidamente em todos
os paraˆmetros da distribuic¸a˜o BBXII.
A Figura 7.5 apresenta a curva emp´ırica de sobreviveˆncia obtida com as estimati-
vas Bayesianas, sob as abordagens das sec¸o˜es 5.3 e 6.1, e de ma´xima verossimilhanc¸a.
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Tabela 7.3: Estimativas Bayesianas dos paraˆmetros dos modelos BBXII para os
dados de melanoma, intervalos HPD (95%) correspondentes e taxas de aceitac¸a˜o.
Estimativas µ γ s k c
Aproximac¸a˜o gaussiana e vetor de candidatos (Sec¸a˜o 5.3)
Moda a posteriori 0,440 0,622 1,715 0,052 6,382
Mediana a posteriori 0,441 0,622 1,715 0,052 6,380
Me´dia a posteriori 0,441 0,623 1,715 0,052 6,381
HPD (2.5%) 0,400 0,557 1,704 0,037 6,243
HPD (97,5%) 0,477 0,687 1,727 0,064 7,521
Taxa de Aceitac¸a˜o (%) 66,842 66,842 66,842 66,842 66,842
AIC BIC CAIC
1061,151 1089,382 1061,425
Aproximac¸a˜o gaussiana e candidatos univariados (Sec¸a˜o 6.1)
Moda a posteriori 0,440 0,622 1,715 0,052 6,382
Mediana a posteriori 0,442 0,613 1,716 0,051 6,403
Me´dia a posteriori 0,442 0,624 1,720 0,053 6,425
HPD (2,5%) 0,387 0,463 1,488 0,027 5,188
HPD (97,5%) 0,508 0,803 1,992 0,084 7,887
Taxa de Aceitac¸a˜o (%) 42,276 35,904 48,670 43,706 50,068
AIC BIC CAIC
1061,155 1089,387 1061,429
Nota-se a sobreposic¸a˜o das curvas e a grande adereˆncia com a curva de kaplan-Meier.
Para verificar a adequabilidade do modelo BBXII sob a abordagem Bayesiana
calculou-se os res´ıduos Cox-Snell. Nota-se pela Figura 7.6 que, para ambas as abor-

























































































































































Figura 7.3: Trac¸o, Densidade, Autocorrelac¸a˜o e Boxplots das amostras MCMC para
os paraˆmetros µ, γ, s, k e c da distribuic¸a˜o BBXII obtido via aproximac¸a˜o gaussiana































































































































































Figura 7.4: Trac¸o, Densidade, Autocorrelac¸a˜o e Boxplots das amostras MCMC para
os paraˆmetros µ, γ, s, k e c da distribuic¸a˜o BBXII obtido via aproximac¸a˜o gaussiana
dos paraˆmetros e candidatos univariados- Metodologia proposta na Sec¸a˜o 6.1
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Figura 7.5: Func¸a˜o emp´ırica de sobreviveˆncia ajustada aos dados de Melanoma
(Ibrahim et al, 2001).
Candidatos Univariados - Abordagem da Sec¸a˜o 6.1





















Vetor de Candidatos - Abordagem da Sec¸a˜o 5.3





















Figura 7.6: Ana´lise gra´fica dos res´ıduos de Cox-Snell do BBXII obtidos pelas abor-




Neste trabalho de dissertac¸a˜o objetivou-se o desenvolvimento de me´todos Bayesianos
para a estimac¸a˜o dos paraˆmetros da distribuic¸o˜es BBXII e BEW. O desenvolvimento
de metodologia adequada para tal propo´sito revelou-se bastante desafiador, devido a
complexidade de tais modelos.
Tentativas frustradas do uso de alguns pacotes computacionais destinados a` es-
timac¸a˜o Bayesiana, tais como o WinBUGS e JAGS (Cap´ıtulo 4) motivaram o desen-
volvimento de nossas pro´prias rotinas em R. Tais pacotes na˜o sa˜o dotados de flexi-
bilidade suficiente para permitir a descric¸a˜o de me´todos Bayesianos que na˜o seguem
determinada construc¸a˜o padra˜o.
Uma vez que os modelos BBXII e BEW incorporam elementos da distribuic¸a˜o
Beta, inicialmente trabalhou-se com os paraˆmetros desta u´ltima distribuic¸a˜o em sua
forma orginal. No entanto, em nosso estudo (Cap´ıtulo 5, Sec¸a˜o 5.2) constatou-se que
o uso da parametrizac¸a˜o da distribuic¸a˜o Beta, como descrita em Ferrari e Cribari-
Neto (2004), traz vantagens computacionais e conduz a` convergeˆncia das cadeias
de Markov geradas via me´todo MCMC. No entanto, as distribuic¸o˜es geradoras de
candidatos de alguns paraˆmetros ainda necessitavam de maiores desenvolvimentos de
modo a robustificar o me´todo.
De modo a obter estimativas mais precisas dos paraˆmetros e cobertura adequada
nos intervalos de credibilidade, foram desenvolvidas me´todos baseados em aprox-
imac¸o˜es Gaussianas (Cap´ıtulo 5, Sec¸a˜o 5.3 e Cap´ıtulo 6) para a descric¸a˜o de dis-
tribuic¸o˜es geradoras de candidatos do paraˆmetros, agora expressos ou na escala log
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ou logit e, portanto, definidos nos reais.
Alguns estudos de simulac¸a˜o foram empreendidos de modo a permitir a com-
parac¸a˜o entre as metodologias Bayesianas que foram propostas nesta dissertac¸a˜o e
as estimativas obtidas atrave´s de estimac¸a˜o por ma´xima verossimilhanc¸a. Em linhas
gerais os me´todos Bayesianos e de ma´xima verossimilhanc¸a conduziram a estimativas
pontuais muito pro´ximas.
No entanto, as estimativas por ma´xima verossimilhanc¸a conduzem a intervalos de
confianc¸a estreitos em demasia, o que nos causa a suspeita de que os mesmos sa˜o
irrealisticamente otimistas, implicando em pequena probabilidade de cobertura. Na
pra´tica isso significa que, frequentemente os intervalos de confianc¸a constru´ıdos na˜o
incluira˜o o verdadeiro valor do paraˆmetro. Um exemplo deste comportamento pode
ser observado nos intervalos de confianc¸a (credibilidade) na Tabela 7.3.
Ale´m dos aspectos acima, no ca´lculo dos intervalos de confianc¸a frequentistas faz-
se necessa´rio a inversa˜o da matriz de informac¸a˜o observada, que, muitas vezes, na˜o
e´ positiva definida, impossibilitando o ca´lculo do desvio-padra˜o das estimativas, por
consequeˆncia, dos respectivos intervalos de confianc¸a.
Por outro lado, na construc¸a˜o dos intervalos de credibilidade, para o me´todo
Bayesiano, utiliza-se simplesmente as amostras MCMC apo´s a convergeˆncia da cadeia,
pois na˜o se utiliza nenhum argumento assinto´tico, tal como no caso frequentista.
Os desenvolvimentos da Sec¸a˜o 5.2.2, em que se utiliza prioris Qui-Quadrado para
va´rios paraˆmetros, nos parece promissor, no sentido de que o me´todo proporciona
boa varredura do espac¸o parame´trico.
No Cap´ıtulo 7 descreveu-se nossas ana´lises Bayesianas para o modelo BBXII uti-
lizando os dados de melanoma de Ibrahim et al. (2001). Utilizando o mesmo conjunto
de dados, Parana´ıba et. al. (2011), procedeu a ana´lises Bayesianas para o modelo
BBXII utilizando prioris gama(0.01,0.01) para todos os paraˆmetros (com a e b na sua
parametrizac¸a˜o original).
Os autores utilizaram distribuic¸o˜es geradores de candidatos gaussianas para to-
dos os paraˆmetros (que sa˜o na˜o-negativos), tomando-se o valor absoluto dos val-
ores gerados. No entanto, tais distribuic¸o˜es geradoras de candidatos gaussianas
foram parametrizadas com me´dias fixadas nos valores estimados dos paraˆmetros que
foram obtidos pelo me´todo de ma´xima verossimilhanc¸a. Adicionalmente, para o
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paraˆmetro de dispersa˜o adotou-se um valor extremamente pequeno, conduzindo a
pequena varredura do espac¸o parame´trico.
Acreditamos que os me´todos desenvolvidos nesta dissertac¸a˜o conduzem a um
avanc¸o em relac¸a˜o a proposta Bayesiana de Parana´ıba et. al.(2011) para a dis-
tribuic¸a˜o BBXII. Ale´m disso, propusemos um me´todo Bayesiano (que acreditamos
seja o primeiro) para a distribuic¸a˜o BEW.
Os trabalhos futuros envolvem a execuc¸a˜o de mais simulac¸o˜es e a escrita de um
artigo para ser submetido a um perio´dico internacional.
89
Refereˆncias Bibliogra´ficas
ACHCAR, J. A.; COELHO-BARROS, E. A.; CORDEIRO, G. M.. Beta generalized
distributions and related exponentiated models: a Bayesian approach. Brazilian Jour-
nal of Probability and Statistics, 27(1), 1-19,2013.
BURR,I.W.. Cumulative frequency functions, Annals of Mathematical Statistics, 13,
215-232, 1942.
CORDEIRO, G.M.; GOMES, A.E.; DA SILVA, C.Q.; ORTEGA, E.M.M.. The beta
exponentiated Weibull distribution. J Stat Comput Simul, 83: 114-138, 2013.
CORDEIRO, G.M.; SIMAS, A. B. ; STOSIC, B.. Closed Form expressions for mo-
ments of the beta Weibull distribution. Anais da Academia Brasileira de Cieˆncias
(Impresso), v. 83, p. 357-373, 2011.
COX, D. R.; SNELL, E. J. A general definition of residuals. Journal of the Royal
Statistical Society B, London, v. 30, n. 2, p. 248-254, Mar. 1968.
DENWOOD, M. J..runjags: An R package providing interface utilities, parallel com-
puting methods and additional distributions for MCMC models in JAGS. Journal of
Statistical Software. Retrieved from http://cran.r-project.org/web/packages/runjags/.
EHLERS, R. S..Infereˆncia Bayesiana. Dispon´ıvel em:http://conteudo.icmc.usp.
br/pessoas/ehlers/bayes/ . Acesso em: Outubro de 2016.
EUGENE, N.; LEE, C.; FAMOYE, F..Beta-normal distribution and its applications.
Commun. Statist. - Theory and Methods, 31, 497-512, 2002.
FERRARI, S.L.P.; CRIBARI-NETO, F.. Beta regression for modelling rates and
proportions. Journal of Applied Statistics, 31(7), 799-815, 2004.
GEWEKE, J.; Evaluating the accuracy of sampling-based approaches to the calcula-
tion of posterior moments (with discussion). In Bayesian Statistics. (J.M. Bernardo,
90
J. O. Berger, A. P. Dawid e A. F. M. Smith, eds), 169-193. Oxford University Press,
Oxford, 1992.
GELFAND, A.; SMITH, A.. Sampling - based approaches to calculating marginal
densities. Journal of the American Statistical Association, (85) : 398 - 409, 1990.
GELMAN, A.; RUBIN, D. B.. Inference from iterative simulation using multiple se-
quences Statistical Science, 7, 457-511, 1992.
GEMAN, S., GEMAN, D.. Stochastic relaxation, gibbs distribution and the bayesian
restoration of images. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, (6): 721-741, 1984.
GRAY, R.. BIO 248 cd Advanced Statistical Computing. Dispon´ıvel em: https://www
.ida.liu.se/ 732A26/info/report.pdf . Acesso em: Agosto de 2016.
HATINGS, W..Monte Carlo sampling methods using markov chains and their appli-
cations. Biometrika, (57):97-109, 1970.
HOFF, P. D.. A first course in Bayesian statistical methods. Springer Science &
Business Media, 2009.
LAWLESS, J. F.. Statistical Models and Lifetime Data. Ed. John Wiley & Sons,
1982.
LUNN, D.; JACKSON, C.; BEST, N., THOMAS, A.; SPIEGELHALTER, D.. The
BUGS book : A practical introduction to Bayesian analysis. Boca Raton, FL: CRC
Press, 2013.
KAPLAN, E. L.; MEIER, P.: Nonparametric estimation from incomplete observa-
tions. J. Amer. Statist. Assn. 53:457–481, 1958.
KRUSCHKE, J.; Doing Bayesian Data Analysis A Tutorial with R, JAGS, and Stan,
Academic Press, 2 Edic¸a˜o, 2014.
McCORMIK, T. H.; RAFTERY, A. E.; MADIGAN, D.; Burd, R. S.. Dynamic lo-
gistic regression and dynamic model averaging for binary classification. Biometrics,
68(1), 23-30, 2012.
METROPOLIS, N.; ROSENBLUTH, A., ROSENBLUTH, M., TELLER, A., TELLER,
E.. Equations of state calculations by fast computing machines. Journal of Chemical
Physics, (21): 1087-1092, 1953.
91
MUDHOLKAR,G.S.; SRIVASTAVA,D.K..Exponentiated Weibull family for analyz-
ing bathtub failure-real data, IEEE Trans. Reliab. 42, pp. 299–302, 1993.
NADARAJAH, S,; KOTZ, S.. The beta Gumbel distribution. Mathematical Problems
in Engineering, New York, v.10, p.323-332, 2004.
O’HAGAN, A.. Bayesian Inference. Kendall’s Advanced Theory of Statistics, Vol.
2B. Arnold, London, 1994.
PARANAI´BA, P. F.. Caracterizac¸a˜o e extenso˜es da distribuic¸a˜o Burr XII : pro-
priedades e aplicac¸o˜es. 2012. Tese (Doutorado em Estat´ıstica e Experimentac¸a˜o
Agronoˆmica) - Escola Superior de Agricultura Luiz de Queiroz, Universidade de Sa˜o
Paulo, Piracicaba, 2012. Dispon´ıvel em: http://www.teses.usp.br/teses/disponiveis
/11/11134/tde-29102012-085146/ . Acesso em: 2016-06-07.
PARANAI´BA, P. F.; ORTEGA, E. M.; CORDEIRO, G. M.; PESCIM, R. R.. The
beta Burr XII distribution with application to lifetime data. Computational Statistics
& Data Analysis, 55(2), 1118-1136, 2011.
R Core Team.R: A language and environment for statistical computing [Computer
software manual]. Vienna, Austria: R Foundation for Statistical Computing. Re-
trieved from http://www.R-project.org/, 2013.
SPIEGELHALTER, D.J.; THOMAS, A.. WinBUGS Version 1.2 User Manual. MRC
Biostatistics Unit, 1999.
UGRAY, Z.; LASDON, L.; PLUMMER, J.; GLOVERr, F.; KELLY, J.. R.: Scatter
Search and Local NLP Solvers : A Multistart Framework for Global Optimization.
INFORMS Journal on Computing, 19, No. 3, 328-340, 2007.
TAHIR, M.H.; NADARAJAH, S.. Parameter induction in continuous univariate dis-
tributions: Well-established G families. Anais da Academia Brasileira de Cieˆncias
(Annals of the Brazilian Academy of Sciences), 87(2): 539-568, 2015.
WEIBULL, W. . Wide applicability. Journal of applied mechanics, 103, 33, 1951.
ZIMMER, W. J.; KEATS, J. B.; WANG, F.K.. The Burr XII distribution in reliability
analysis. Journal of Quality Technology, Milwaukee, v. 30, p. 389-394, 1998.
92
Apeˆndice A:
Elicitac¸a˜o de Func¸o˜es Gerado-
ras de Candidatos Poisson para
os paraˆmetros a e b
Nessa sec¸a˜o sera´ proposto uma outra forma para obtenc¸a˜o das estimativas bayesianas,
em especial para os paraˆmetros a e b. Para tanto, sera˜o utilizadas algumas pro-
priedades da Distribuic¸a˜o BBXII, inclusive relacionadas a` famı´lia exponencial.
Objetiva-se criar distribuic¸o˜es geradoras de candidatos para os paraˆmetros a e b,
baseadas na Distribuic¸a˜o Poisson com paraˆmetros definidos atrave´s de um processo
de elicitac¸a˜o a ser detalhado a seguir.





= g(x; s, k, c)h(x; a, b, s, k, c),







h(x; a, b, s, k, c) =
1
B(a, b)









Dessa forma, a distribuic¸a˜o a posteriori envolvendo os paraˆmetros do modelo pode
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ser escrita como
pi(a, b, s, k, c|x) ∝
n∏
i=1
g(xi, s, k, c)h(x; a, b, s, k, c)pi(a, b, s, k, c). (8.5)
A distribuic¸a˜o condicional completa conjunta do vetor (a, b) e´ dada por:




h(xi, a, b, s, k, c)
]
pi(a, b). (8.6)
Logo, a verossimilhanc¸a tem a seguinte forma:
n∏
i=1







= exp {aT1 (G(xi)) + bT2 (G(xi))− γ(a, b)} (8.7)
onde












= n (ψ(a)− ψ(a+ b)) , E(T2) = ∂γ
∂b

























































= E(T1)− E(T2) = n (ψ(a)− ψ(b)) (8.9)
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= V ar (T1 − T2)










Para grande valores de z, ψ(z) ≈ log(z), enquanto ψ′(z) ≈ z−1. Com essas
aproximac¸o˜es tem-se que:



































Note que as fo´rmulas (8.13) e (8.14) indicam que a e b podem ser elicitadas quando














































onde f(x) e´ a densidade da BBXII. O ca´lculo de (8.16) encontra-se no Apeˆndice D.
Ale´m disso,










































Os ca´lculos de (8.17) tambe´m sa˜o encontrados no Apeˆndice D. Dessa forma, a
condicional de (a,b) e´ dada por:




hi(xi, a, b, s, k, c)
]
pi(a, b). (8.18)
Tomando pi(a, b) = pi(a)pi(b) e func¸a˜o geradora de candidatos P (a∗) e P (b∗), onde
a∗ e b∗ sa˜o os valores obtidos na elicitac¸a˜o de a e b descritos atrave´s das fo´rmulas














Uma observac¸a˜o adicional a ser feita e´ que, nesta abordagem, os valores gerados
pela func¸a˜o geradora de candidatos sa˜o obrigatoriamente inteiros.
Simulac¸a˜o
De posse dos ca´lculos acima, foram realizadas as devidas adaptac¸o˜es no algoritmo
de MCMC na tentativa de melhoria dos resultados bayesianos obtidas nas sec¸o˜es
anteriores. Diante disso, verificou-se problemas nesse algoritmo relacionado com os
valores iniciais dos paraˆmetros de interesse. Como exemplo, se fossem considerados
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os valores iniciais como os verdadeiros, o algoritmo sempre retornava um erro.
Para resolver esse problema, utilizou-se o comando MultStart do pacote BB do
software R, para obter pontos iniciais o´timos para a func¸a˜o de verossimilhanc¸a de
BBXII. De posse desses pontos iniciais, foi resolvido esse problema, mas observou-se
que no algoritmo MCMC os resultados estimados eram equivalentes aos pontos inici-
ais para alguns paraˆmetros, ou seja, os pontos iniciais determinavam as estimativas
marginais a posteriori.
Num estudo de simulac¸a˜o foram obtidos 20 vetores de pontos iniciais “o´timos” e,
assim, realizado o procedimento de MCMC. Na Figura 8.1, visualiza-se que, para os
paraˆmetros a e b, as estimativas marginais a posteriori sa˜o iguais aos valores iniciais.
Outro ponto problema´tico foi que os dados foram gerados com a=16 e b=8 e, nesse
procedimento, os paraˆmetros foram estimados pro´ximos de 2, em todos os casos.
Tambe´m observou-se problemas relacionados a taxa de aceitac¸a˜o, conforme e´ ap-
resentado na Tabela 8.1. Por outro lado, a autocorrelac¸a˜o ficou em n´ıveis aceita´veis.
Diante dessas constatac¸o˜es, resolveu-se tentar outras formas para resoluc¸a˜o desses
problemas.
Tabela 8.1: Estimativas a posteriori (MCMC) da BBurrXII
Valor Real Me´dia Desvio Padra˜o 2.5% 50% 97.5%
a 16.0 3.916 0.073 3.844 3.919 3.919
b 8.0 1.666 0.028 1.664 1.664 1.707
s 1.0 0.772 0.003 0.765 0.772 0.780
k 5.0 1.455 0.059 1.341 1.454 1.579














































































































































Figura 8.1: Gra´fico dos valores iniciais e dos estimados
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Apeˆndice B: Aproximac¸o˜es
Gaussianas para a e b via Me´todo
de McCormick
Como os resultados anteriores na˜o foram satisfato´rios, a nova abordagem e´
baseada nos me´todos de McCormick (2012) que propo˜e aproximac¸o˜es gaussianas para
distribuic¸o˜es a posteriori e estimac¸a˜o de paraˆmetros de interesse utilizando variac¸o˜es
do me´todo de Newton-Raphson.




G(x)a−1 (1−G(x))b−1 = f(x, a, b, s, k, c) (8.20)
onde:


















G(x)a−1 (1−G(x))b−1 , (8.23)
logo, a func¸a˜o densidade da BBurrXII pode ser escrita da seguinte forma:
f(x; a, b, s, k, c) = g(x; s, k, c)h(x; a, b, s, k, c). (8.24)
99
Considerando a perspectiva Bayesiana, a posteriori conjunta de θ = (a, b, s, k, c) e´
dada por:




f(xi; a, b, k, s, c)
]
pi(a, b, s, k, c), (8.25)
em que a pi(a, b, s, k, c) precisa ser especificada. No entanto, trabalharemos com trans-
formac¸o˜es dos paraˆmetros a e b.
Considere as transformac¸o˜es η1 = log(a) e η2 = log(b). Enta˜o, com base em (8.24)
teremos
piη (x, η1, η2, s, k, c) = f(x, e
η1 , eη2 , s, k, c)
= g(x; s, k, x)h(x, eη1 , eη2 , s, k, c). (8.26)
Com base em (8.26), a distribuic¸a˜o condicional completa a posteriori de (η1, η2)
T e´
dada por




h(x, eη1 , eη2 , s, k, c)
]
pi(η1, η2|s, k, c, x). (8.27)
Seja
(η1, η2|s, k, c, x) ∼ N(µ,R) (8.28)
a ser especificada. Denote,
• η = (η1, η2)T ;
• L(η) = pi(η|s, k, c, x)
• l(η) = log (L(η))
Logo de (8.27) e de (8.23) e considerando uma amostra aleato´ria de tamanho n





























(η − µ)TR−1(η − µ). (8.30)
Mas,
(η − µ)TR−1(η − µ) = ηTR−1η − 2ηTR−1µ+ µTR−1µ (8.31)
e
log (B(eη1 , eη2)) = log (Γ(eη1)) + log (Γ(eη2))− log (Γ(eη1 + eη2)) . (8.32)
Enta˜o

















































log (Γ (α)) (8.36)








 eη1 [ψ(eη1)− ψ(eη1 + eη2)]
eη2 [ψ(eη1)− ψ(eη1 + eη2)]
+





















[eη1ψ(eη1)− eη1ψ(eη1 + eη2)]
= eη1ψ(eη1) + e2η1ψ
′
(eη1)− eη1ψ(eη1 + eη2)− e2η1ψ′(eη1 + eη2)











[eη2ψ(eη2)− eη2ψ(eη1 + eη2)]




(eη2)− ψ′(eη1 + eη2)
]
e
a12 = a21 =
d
dη2
[eη1ψ(eη1)− eη1ψ(eη1 + eη2)] (8.38)











em que os a′is sa˜o func¸o˜es de η. Com isso a estimac¸a˜o de ηˆ(t) e´ feita a partir do
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me´todo de Newton−Raphson:
ηˆt = ηˆt−1 − [D2l(ηˆt−1)]−1Dl(ηˆt−1). (8.40)
Considerando µ = ηˆt−1 e Rt = Σˆt−1, em que Σˆt = − [D2(l(ηˆt−1))]−1 . Logo, no MCMC
substitui-se a atualizac¸a˜o de a e b por esse procedimento.
Simulac¸a˜o
Para simplificar um pouco nessa simulac¸a˜o foi assumido o valor de s = 1. Dessa
forma, os ca´lculos acima foram adaptados para a estimac¸a˜o de todos os paraˆmetros,
principalmente aos relacionados a distribuic¸a˜o Beta (a e b). Nas simulac¸o˜es realizadas
foi observada a grande sensibilidade do me´todo a valores iniciais, grande autocor-
relac¸a˜o em todas as estimativas e a baixa taxa de aceitac¸a˜o em todos os paraˆmetros.
Uma limitac¸a˜o e´ que o me´todo depende da especificac¸a˜o dos valores iniciais de Rt
e, em algumas simulac¸o˜es, isso apresentou uma forte influeˆncia nos resultados. Dessa
forma, optou-se por outra abordagem, no qual as estimativas na˜o dependessem de




Aproximac¸o˜es Gaussianas para a
Distribuic¸a˜o Condicional Completa
de η
Nesta sec¸a˜o, proporemos uma outra abordagem Gaussiana na construc¸a˜o de uma
func¸a˜o geradora de candidatos do vetor η = (η1, η2)
T = (log(a), log(b))T . A dis-
tribuic¸a˜o condicional completa a posteriori de η = (η1, η2)
T e´ dada por





η1 , eη2 , s, k, c)
]
pi(η1, η2). (8.41)
Sejam η1, η2 independentes a priori com ηi ∼ N(0, σ2). Logo,
pi(η) ∝ exp (−ηηT/2σ2) , (8.42)
onde η = (η1, η2)
T . Logo, a condicional completa conjunta de η e´ dada por:


















Para obter uma func¸a˜o geradora de candidatos de η, vamos construir uma
aproximac¸a˜o Normal para a distribuic¸a˜o a posteriori de η. Nessa aproximac¸a˜o pre-
tendida faremos a me´dia da distribuic¸a˜o igual a` moda da distribuic¸a˜o condicional
104
completa de η (ηˆ) e a matriz de covariaˆncia dada por menos o inverso da matriz
hessiana com respeito a η. Logo,
(
η∗|η(k)) ∼ N2 (ηˆ , I−1(ηˆ)) , (8.44)
representa a distribuic¸a˜o geradora de candidatos de η condicional ao valor atual de η
(denotado por η(k)) na cadeia MCMC, em que
• ηˆ e´ a moda a posteriori de η, e
•





l(η) = log (pi(η|s, k, c, x)) ∝ log (L(η)) + log (pi(η)) .
Enta˜o,




















 eη1 [ψ(eη1)− ψ(eη1 + eη2)] +





























































a12 = a21 = −eη1+η2ψ(eη1 + eη2). (8.50)
Logo,




Dessa forma, para obter uma estimativa da moda a posteriori de η, (ηˆ), pode-se
recorrer a` func¸a˜o nlminb ou optim do R.
• Seja ηˆ0 a estimativa de η obtida com a maximizac¸a˜o de (8.45);
• Obtenha






Amostrando a partir da Func¸a˜o Geradora de Candidatos Proposta
Para selecionar amostras a partir da distribuic¸a˜o geradora de candidatos
(η∗|η(k)) ∼2 (ηˆ, I−1(ηˆ)),
considere ηˆ0 uma estimativa de η. A decomposic¸a˜o de Choleski de I
−1(ηˆ0) e´ dada por
I−1(ηˆ0) = B−1(B−1)T . (8.52)
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Um vetor candidato e´ gerado calculando-se
η∗ = B−1Z∗ + ηˆ0 (8.53)
onde Z∗ e´ um vetor de varia´veis aleato´rias N(0, 1) independentes.
Resultados
Nesta simulac¸a˜o, os dados foram gerados com s = 1 fixo e conhecido, a = 16,
b = 8, k = 5 e c = 6 numa amostra de tamanho 300. Primeiramente, foi verificado que
os valores iniciais obtidos pelo comando MultStart do pacote BB do software R na˜o
eram razoa´veis, pois na˜o indicavam valores consistentes com os verdadeiros. Dessa
forma, propoˆs-se uma alternativa para a obtenc¸a˜o dos valores iniciais que leva em
considerac¸a˜o a me´dia de uma amostra de valores iniciais, que conduzem a resultados
convergentes em estimativas de ma´xima verossimilhanc¸a.
De posse da me´dia desses pontos iniciais, foi estimada a curva de densidade com
esses valores (Figura 8.2), com objetivo de verificar se ha´ alguma coereˆncia entre
esta e a curva obtida com os paraˆmetros verdadeiros. Verificou-se que os valores
sa˜o razoa´veis, pois a moda da curva estimada com a me´dia dos valores inciais na˜o e´
excessivamente distante da moda observada no conjunto de dados.
Verificou-se que outro ponto relevante e´ a especificac¸a˜o do paraˆmetro σ da dis-
tribuic¸a˜o a priori conjunta (vide equac¸a˜o 8.42), pois exerce influeˆncia na estimativa
da moda a posteriori. Optou-se pela especificac¸a˜o de uma priori vaga, fixando-se
σ = 300.
Os resultados das estimativas marginais a posteriori sa˜o apresentados na Tabela
8.2. Verifica-se que esses resultados apresentam severos v´ıcios relativamente aos val-
ores verdadeiros. Ale´m disso, as taxas de aceitac¸a˜o sa˜o muito altas.
Adicionalmente, observa-se que as autocorrelac¸o˜es das estimativas sa˜o muito altas.
Outro ponto importante e´ que as estimativas de a e b foram parecidas em todas as sim-
ulac¸o˜es realizadas, mesmo nos casos em que os pontos iniciais foram bem diferentes.
Ou seja, observou-se uma espe´cie de comportamento “geminado” nas estimativas de
a e b.
Vale ressaltar que, mesmo com as estimativas dos paraˆmetros a e b bem diferentes
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Curva com os parâmetros Verdadeiros
Curva com os valores iniciais
Figura 8.2: Histograma dos dados e a curva estimada com os valores iniciais (curva
pontilhada)
Tabela 8.2: Estimativas marginais a posteriori da BBurrXII
Valor Real Me´dia Desvio Padra˜o 2.5% 50% 97.5% Taxa de Aceitac¸a˜o(%)
a 16 5.072 1.872 2.819 4.625 9.804 82.169
b 8 5.074 1.870 2.814 4.616 9.797 82.272
k 5 8.975 3.188 4.268 8.437 15.531 70.802
c 6 10.561 1.656 7.429 10.577 13.364 56.318
dos verdadeiros, a curva ajustada para essas estimativas na˜o e´ ruim, conforme Figura
8.3, pois quase esta´ sobreposta a curva obtida com os verdadeiros valores.
A Figura 8.4 apresenta o trac¸o, a densidade estimada e a autocorrelac¸a˜o obtida no
algoritmo de MCMC. Verifica-se que no gra´fico do trac¸o das estimativas marginais na˜o
observa-se uma estabilizac¸a˜o da cadeia constru´ıda. Ainda que se aumente o nu´mero
de simulac¸o˜es MCMC, a estabilizac¸a˜o do trac¸o na˜o ocorre.
Notoriamente, constata-se problemas de autocorrelac¸a˜o em todas as estimativas.
Algumas densidades emp´ıricas das estimativas marginais apresentam va´rias modas,
indicando problemas de convergeˆncia nas cadeias MCMC.
No intuito de resolver o problema das estimativas “geminadas” de a e b, na pro´xima

















Curva com os parâmetros Verdadeiros
Curva com os parâmetros Estimados























N = 30000   Bandwidth = 0.2361




































N = 30000   Bandwidth = 0.2371
































N = 30000   Bandwidth = 0.4299































N = 30000   Bandwidth = 0.2233















Figura 8.4: Trac¸o, Densidade, Autocorrelac¸a˜o e Boxplot’s das amostras MCMC para
os paraˆmetros a, b, k e c da distribuic¸a˜o BBXII
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Apeˆndice D



















× (1−G(x))b−1 g(x)dx (8.54)





























log(1− u)ua−1(1− u)b−1du] (8.55)
fazendo −log(u) = z, u = e−z logo du = −e−z e −log(1 − u) = z, u = 1 − e−z e


























































































Da parcela da integral dada em (8.58) sera´ feito a substituic¸a˜o z = −log(G(x)),
dz = (−1/G(x))g(x)dx, G(x) = ez e g(x)dx = −ezdz, da parcela de 8.58 sera´ feito
a seguinte substituic¸a˜o −log(1 − G(x)) = z, G(x) = 1 − e−z e g(x)dx = e−zdz e da









































































































































(a+ j + k)2
].
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