The present paper was originally written as a draft for the author's use to serve as the mathematical basis for lectures the author delivered in 2014 (Istanbul Analysis Seminar, Nordwestdeutsches Funktionalanalysis-Kolloquium in Paderborn, DMV-PTM Mathematical Meeting in Poznań). It has maintained much of this character, for which the author apologizes. In particular, for proper references, citations and much of the notation, and also for the background of the problem we refer to [6] .
1 Multiplicative convolution on E ′ On E ′ (R d ) we define the multiplicative convolution :
we set (T ⋆S)f = T x (S y f (xy)).
We freely use this notation, in different context, also for other combinations of T, S and f , whenever the right hand side makes sense. As multiplication on E ′ (R d ) it has the following basic properties:
is a commutative algebra. 2. δ 1 is the unit element. 3. The multiplication is hypocontinuous. 4 . supp (T ⋆ S) ⊂ supp T · supp S.
Proof: 1. To show commutativity we remark that for any α ∈ N 2. is trivial. To show 3. we have, with suitable K and p for T , resp. L and q for S, and a constant C > 0 depending only on L, p, q the following estimates:
This shows 3. and implies 4. ✷
Let Ω ′ and Ω be open subsets of R d . From Proposition 1.1 we obtain immediately
Proof: We have only to remark that E ′ (Ω ′ ) is bornological and that, by Proposition 1.1, the map N T sends equicontinuous (=bounded) sets into equicontinuous (=bounded) sets. ✷
We want now to describe the maps
We denote the set of these maps by N(Ω ′ , Ω).
.
Proof: Since 3. ⇒ 1. and 1. ⇒ 2. are obvious we have only to show 2.
that is N * T = M T . We extend this to complete charcterization:
M admits all monomials as eigenvectors.
Proof: The equivalence of 1. and 2. is obvious. Likewise 2. ⇒ 3. is clear. We show 3. ⇒ 1. We set
. Due to the density in C ∞ (Ω ′ ) of the polynomials we have to show the equality only on the set of all monomials.
where
)f we obtain the same, which shows the result. ✷
The operators described in Theorem 2.1 are called operators of Hadamard type, or also multipliers and they have been subject of many investigations where the equivalence of 2. and 3. was one of the main results.
We state two basic facts:
The first follows from Mx α ⊂ span{x α } for all α, the second is a simple calculation.
Topologies
In this section we will study the Problem: Which topology does the algebraic
Here * b denotes the topology of uniform convergence on bounded sets
The solution will be given in several steps. First we need some notation:
For Ω
′ ⊂⊂ Ω open we set
It is easily seen that U Ω ′ is an open neighborhood of V (Ω).
Proof: From Proposition 1.1 and its proof it is clear that T → N T sends every bounded set of
We fix now η ∈ Ω ′ ∩ R d * and obtain, by use of the proof of Lemma 1.3,
and the support of all of its elements is contained in L. So it is a bounded subset of E ′ (U).
We have shown that the map N :
, which proves the result. ✷ Let now ω 1 ⊂⊂ ω 2 ⊂⊂ . . . be an exhaustion of Ω. We put U n := U ωn . Then
is a decreasing sequence of open neighborhoods of V (Ω) with
Clearly the t-topology does not depend on the choice of the exhaustion.
x ∈ R} with r n ց 1 : ω n = {(x, y) ∈ R 2 : |x| < n, r n < y < 2/r n } ⇒ U n = {(x, y) : 1/r n < y < r n } Ω = {(x, y) ∈ R 2 : 0 < x, 1 < y < 2} ⇒ V (Ω) = {(x, 1) : x > 0} with r n ց 1 ω n = {(x, y) ∈ R 2 : 1/n < |x| < n, r n < y < 2/r n } ⇒ U n = {(x, y) : 0 < x, 1/r n < y < r n } In both cases V (Ω) is closed in some U n . If this is the case,
• V (Ω) is locally compact, σ-compact and
We have shown:
is locally compact, σ-compact and M(Ω) ∼ = E ′ (V (Ω)) with its standard (DF)-topology. 
Relation to classical convolution
We set Q + = {x ∈ R d : x j > 0 for j = 1, . . . , d} and restrict our attention to open sets Ω ⊂ Q + . The map Log(x) = (log x 1 , . . . , log
The crucial observation relating the two kinds of convolution is:
A subset X ⊂ Q + will be called multiplicatively convex (mconvex) if with x, y ∈ X also x t y 1−t ∈ X for all 0 < t < 1. For a subset X ⊂ Q + we define the multiplivatively convex hull mconvX as the smallest mconvex set, which contains X. We have mconvX = Exp(conv(LogX)) where conv denotes the convex hull. Explicitly we have
where the sums and products are finite and the powers are taken coordinatewise.
We obtain the multiplicative analogue of the Theorem of Lions.
Theorem 5.2 mconv(supp (T ⋆ S))
For the following we might exploit Theorem 5.2, but we prefer to use the direct transfer of properties of classical convolution operators.
First we consider the case of supp T = {1}. The operators M T , resp. N T , are then called Euler operators . In this case T has the form T = |α|≤p c α δ
With θ j = x j ∂ j and different coefficients it can also be written as M T = |α|≤p c α θ α .
Let now Ω ⊂ Q + be open. If we set, keeping the notation, P (z) = |α|≤p c α z α , then P (∂)C ∞ (Log Ω) = C ∞ (Log Ω) if, and only if, Log Ω is P (∂)-convex. This means that for every compact K ⊂ Log Ω there is a compact L ⊂ Log Ω with the following property: if S ∈ E ′ (Log Ω) and
Now, it is obvious that this condition simply carries over to P (θ) and Ω, and we obtain
Here θ * j denotes the transpose of θ j , that is, θ * j T = −∂ j (x j T ). By Theorem 5.2 this implies:
If Ω is mconvex then all Euler operators are surjective in C ∞ (Ω).
Staying with mconvex Ω ⊂ Q + we study a more general situation. We fix T ∈ E ′ (Q + ) and set Ω ′ = V (supp T, Ω) = V (mconv supp T, Ω). It is easy to see that Ω ′ is open and mconvex. Clearly supp
). Let K ⊂ Ω be compact and mconvex. Assume moreover that S ∈ E ′ (Q + ) and supp (T ⋆ S) ⊂ K, then also mconv supp T · mconv supp S = mconv supp (
K for any η ∈ supp T . Therefore L is compact. We have shown:
To get solvability conditions for our multplicative convolution equations we need the equivalent of an elementary solution. We set for T ∈ E ′ (Q + )
and remark thatT = C * Log T , denoting the Fourier-transform.
Definition 4 An entire function J is said to be slowly decreasing if there exist positive numbers a, b, c such that for each point x ∈ R d we can find a point
This notation is due to Ehrenpreis and we obtain the following multplicative analogue to the Theorem of Ehrenpreis on completely inversible operators:
3.T is slowly decreasing.
Proof: 1. is equivalent to the surjectivity of f → (C *
the Theorem of Ehrenpreis this is equivalent to C * Log T being slowly decreasing an this is equivalent to 3.
3. means that C 6 Laurent representation theorem
which is a holomorphic function on W (supp T ).
, then C is a fundamental solution for∂ 1 and therefore∂
C T is the unique solution of∂ 1 u = T with this property.
For min j |z j | > R the function C T (z) is defined and holomorphic and it has the expansion
We have proved the following Proposition 6.1 Let B ⊂ R d be compact and closed with respect to multiplication. The algebra (E ′ (B), ⋆) is algebra-isomorphic to the algebra of all distributions on C d which are holomorphic on (C \ [−R, +R]) d for some R > 0, regular with value 0 in all infinite points of C d and zero solutions for∂ 1 outside B, equipped with Hadamard multiplication of the coefficients of theire Laurent expansion around (∞, . . . , ∞).
We will now give a description in terms properties of the functions on (C \ R)
d . All of the following is well known. We indicate the proofs for the convenience of the reader. 
If f ∈ H((C\[−R, +R])
d ) for some R > 0 is regular with value 0 in all infinite points of C d and fulfills (1), then there is T ∈ E ′ (R d ) such that f = C T .
3. If f = C T the for x ∈ R d we have: x ∈ supp T if, and only if there is a complex neighborhood ω of x such that f = f 1 + · · · + f d on ω ∩ (C \ R) d and f j ∈ H(ω j ) where ω j = ω ∩ {z = x + iy ∈ C d : y ν = 0 for ν = j}.
Hadamard representation theorem
In a next step we want to change the equivalence into one with Hadamard multiplication of power series. For that we observe that for z ∈ C
