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Abstract
In this paper we consider the existence of positive solutions for a second-order ordinary differential
system, where the nonlinear term is superlinear in one equation and sublinear in the other equation.
By constructing a cone K1 × K2 which is the Cartesian product of two cones in space C[0,1] and
computing the fixed point index in K1 × K2, we establish the existence of positive solutions for the
system. We remark that, differently from the literature, we deal with our problem on the Cartesian
product of two cones, in which the feature of two equations can be exploited better.
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1. Introduction
In this paper, we consider the existence of positive solutions for the following second-
order ordinary differential system:
✩ Supported in part by the NSFC grant (19971036) and Trans-Century Training Programme Foundation for the
Talents by the State Education Commission.
* Corresponding author.
E-mail addresses: chengxy03@163.com (X. Cheng), ckzhong@lzu.edu.cn (C. Zhong).0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.03.016
X. Cheng, C. Zhong / J. Math. Anal. Appl. 312 (2005) 14–23 15

−u′′(t) = f1
(
t, u(t)
)+ h1(u(t), v(t)), 0 < t < 1,
−v′′(t) = f2
(
t, v(t)
)+ h2(u(t), v(t)), 0 < t < 1,
u(0) = u(1) = v(0) = v(1) = 0,
(S)
where fi ∈ C(I × R+,R+), hi ∈ C(R+ × R+,R+) (i = 1,2), I = [0,1], R+ = [0,+∞)
and fi, hi satisfy the following conditions:
(H1) lim sup
u→0+
max
t∈I
f1(t, u)
u
< π2 < lim inf
u→+∞ mint∈I
f1(t, u)
u
,
(H2) lim inf
v→0+
min
t∈I
f2(t, v)
v
> π2 > lim sup
v→+∞
max
t∈I
f2(t, v)
v
,
(H3) lim
u→0+
h1(u, v)
u
= 0, uniformly with respect to v ∈ R+,
(H4) lim
v→+∞
h2(u, v)
v
= 0, uniformly with respect to u ∈ R+, and
lim
u→+∞h2(u, v) = 0, uniformly with respect to v ∈ [0,M], ∀M > 0.
It is easy to see that f1 and h1 are superlinear and that f2 and h2 are sublinear.
In recent years, many authors have studied existence of positive radial solutions for el-
liptic systems, which is equivalent to that of positive solutions for corresponding ordinary
differential systems, see [1–4] and the references therein. The usual method used is ap-
plying a fixed point theorem of a cone expansion and compression or the fixed point index
theory in cones. We know that it is critical to choose a proper cone in the preceding method.
In general, we can directly construct a single cone K in product space C[0,1] × C[0,1]
when the nonlinear terms in two equations have same features. For example, the authors
in [2] assume that the nonlinear terms in two equations are both superlinear or both sub-
linear, which means that the solution operators corresponding to two equations have both
the properties of cone expansion or both the properties of cone compression. So they can
directly construct a single cone in product space. However, for our case it is very difficult
to construct a single cone directly in product space. Since the nonlinear term is superlinear
in one equation and sublinear in the other equation, which implies the solution operator
corresponding to one equation has the properties of cone expansion and the solution op-
erator corresponding to the other equation has the properties of cone compression. Hence,
we need to construct a cone by a new way. Motivated by some ideas in [5], we choose a
cone K1 × K2 which is the Cartesian product of two cones in space C[0,1]. To compute
the fixed point index in K1 × K2, we establish a product formula for the fixed point in-
dex (see Theorem 2.1). By using the product formula and fundamental properties of fixed
point index, we easily compute the fixed point index in K1 × K2 and obtain the existence
of positive solutions for system (S).
The main result of this paper is
Theorem 1.1. Suppose fi ∈ C(I × R+,R+), hi ∈ C(R+ × R+,R+) (i = 1,2) and fi , hi
satisfy the conditions (H1)–(H4). Then system (S) has at least one positive solution.
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tion 3, we prove the main result; in Section 4, as an application, we give a concrete example.
2. Preliminaries
In this section, we shall construct a cone which is the Cartesian product of two cones
and change the problem (S) into the fixed point problem in the cone constructed. On the
other hand, we will give some useful preliminary results for the proof of Theorem 1.1.
It is well known that C[0,1] is a Banach space with the norm given by ‖u‖ =
maxt∈[0,1] |u(t)|. For convenience, we introduce the notations:
C+[0,1] = {u ∈ C[0,1] | u(t) 0, ∀t ∈ [0,1]},
K = {u ∈ C+[0,1] | u(t) 14‖u‖, ∀t ∈ [ 14 , 34 ]},
Kr =
{
u ∈ K | ‖u‖ < r}, ∂Kr = {u ∈ K | ‖u‖ = r} ∀r > 0.
Let G(t, s) be the Green’s function to the linear boundary value problem
−u′′ = 0, u(0) = u(1) = 0,
which is explicitly given by
G(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1.
It is easy to verify that G(t, s) has following properties:
(i) G(t, s) > 0, ∀t, s ∈ (0,1);
(ii) G(t, s)G(s, s), ∀t, s ∈ [0,1];
(iii) G(t, s)G(t, t)G(s, s), ∀t, s ∈ [0,1].
For h ∈ C+[0,1], we consider the non-homogeneous linear boundary value problem
−u′′ = h(t), t ∈ (0,1),
u(0) = u(1) = 0. (1)
Obviously, the solution u of the problem (1) can be expressed by
u(t) =
1∫
0
G(t, s)h(s) ds. (2)
For λ ∈ I , u,v ∈ C+[0,1], we define the mappings Av(λ, ·),Bu(λ, ·) :C+[0,1] →
C+[0,1] and Tλ(·, ·) :C+[0,1] × C+[0,1] → C+[0,1] × C+[0,1] by
Av(λ,u)(t) =
1∫
G(t, s)
[
(1 − λ)u2(s) + λ(f1(s, u(s))+ h1(u(s), v(s)))]ds,0
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1∫
0
G(t, s)
[
(1 − λ)√v(s) + λ(f2(s, v(s))+ h2(u(s), v(s)))]ds,
and
Tλ(u, v)(t) =
(
Av(λ,u)(t),Bu(λ, v)(t)
)
.
It is clear that the existence of a positive solution of system (S) is equivalent to the
existence of a nontrivial fixed point of T1 in K × K .
To compute the fixed point index of T1, we need the following preliminary results.
Lemma 2.1. Tλ :K × K → K × K is completely continuous.
Proof. For (u, v) ∈ K × K , we show that Tλ(u, v) ∈ K × K , i.e., Av(u, v) ∈ K and
Bu(u, v) ∈ K . By the above definitions and the properties of the Green’s function G(t, s),
we have
Av(λ,u)(t) =
1∫
0
G(t, s)
[
(1 − λ)u2(s) + λ(f1(s, u(s))+ h1(u(s), v(s)))]ds
 1
4
1∫
0
G(s, s)
[
(1 − λ)u2(s) + λ(f1(s, u(s))+ h1(u(s), v(s)))]ds
 1
4
∥∥Av(λ,u)∥∥, t ∈ [ 14 , 34 ].
Similarly,
Bu(λ, v)(t)
1
4
∥∥Bu(λ, v)∥∥, t ∈ [ 14 , 34 ].
Consequently Av(λ,u) ∈ K and Bu(λ, v) ∈ K , thus Tλ(K × K) ⊂ K × K . Obviously,
Tλ :K × K → K × K is completely continuous. 
Remark 2.1. In fact, denoting T (λ,u, v)(t) = Tλ(u, v)(t), we know T (I × K × K) is a
compact set by the Arzelà–Ascoli theorem.
We recall some concepts about the fixed point index (see [6,7]), which will be used in
the proof of our theorem. Let E be a Banach space and let P ⊂ E be a closed convex cone
in E. Assume Ω is a bounded open subset of E with boundary ∂Ω , and let A :P ∩Ω → P
be a completely continuous operator. If Au 
= u for u ∈ P ∩ ∂Ω , then the fixed point index
i(A,P ∩ Ω,P ) is defined. One important fact is that if i(A,P ∩ Ω,P ) 
= 0, then A has a
fixed point in P ∩ Ω .
For r > 0, let Pr = {u ∈ P | ‖u‖ < r}, ∂Pr = {u ∈ P | ‖u‖ = r}; then ∂Pr is the bound-
ary of Pr in P . The following lemma is needed in our proofs.
Lemma 2.2 [6,7]. Let A :P → P be completely continuous. We have:
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(ii) if ‖Au‖ < ‖u‖ for u ∈ ∂Pr , then i(A,Pr ,P ) = 1.
Lemma 2.3. Let Ωi ⊂ Rn be open and bounded, fi ∈ C2(Ωi,Rn) and pi ∈ Rn \ f (∂Ωi)
(i = 1,2). Then
deg
(
f,Ω1 × Ω2, (p1,p2)
)= deg(f1,Ω1,p1) · deg(f2,Ω2,p2), (3)
where f (x, y) def= (f1(x), f2(y)).
Proof. First, deg(f,Ω1 × Ω2, (p1,p2)) is well defined. In fact, we need only to ver-
ify (p1,p2) /∈ f (∂(Ω1 × Ω2)). Suppose, reasoning by the contradiction, that there exists
(x, y) ∈ ∂(Ω1 × Ω2) such that f (x, y) = (p1,p2). Then, either f1(x) = p1, x ∈ ∂Ω1 or
f2(x) = p2, x ∈ ∂Ω2 is valid. That is impossible.
Second, if (p1,p2) is a regular value, then p1 and p2 are both regular values. By the
definition of topology degree for C2-maps,
deg
(
f,Ω1 × Ω2, (p1,p2)
)= sgn(x, y)∈f −1((p1,p2))Jf (x, y)
= sgn
x∈f−11 (p1)Jf1(x) · sgny∈f−12 (p2)Jf2(y)
= deg(f1,Ω1,p1) · deg(f2,Ω2,p2).
Finally, if (p1,p2) is a singular value, we can choose one proper regular value
(p∗1,p∗2) such that ‖p∗i − pi‖ < dist(pi, fi(∂Ωi)) (i = 1,2) and ‖(p∗1,p∗2) − (p1,p2)‖ <
dist((p1,p2), f (∂(Ω1 ×Ω2)). From the definition of topology degree for C2-maps and the
result in the regular case, we obtain
deg
(
f,Ω1 × Ω2, (p1,p2)
)= deg(f,Ω1 × Ω2, (p∗1,p∗2))
= deg(f1,Ω1,p∗1) · deg(f2,Ω2,p∗2)
= deg(f1,Ω1,p1) · deg(f2,Ω2,p2).
Remark 2.2. Formula (3) is valid for Brouwer degree, Leray–Schauder degree and fixed
point index in cones, see Theorem 2.1, whose proof is based on definitions of topological
degree and fixed point index. We omit it.
Theorem 2.1. Let E be a Banach space and let Ki ⊂ E (i = 1,2) be a closed convex cone
in E. For ri > 0 (i = 1,2), denote Kri = {u ∈ Ki | ‖u‖ < ri}, ∂Kri = {u ∈ Ki | ‖u‖ = ri}.
Suppose Ai :Ki → Ki is completely continuous. If ui 
= Aiui , ∀ui ∈ ∂Kri , then
i(A,Kr1 × Kr2,K1 × K2) = i(A1,Kr1 ,K1) · i(A2,Kr2 ,K2),
where A(u,v) def= (A1u,A2v), ∀(u, v) ∈ K1 × K2.
X. Cheng, C. Zhong / J. Math. Anal. Appl. 312 (2005) 14–23 193. Proof of Theorem 1.1
From the definition of Av(λ,u)(t), we know
Av(0, u)(t) =
1∫
0
G(t, s)u2(s) ds.
Then for every u ∈ K , by the properties of G(t, s), we get that
∥∥Av(0, u)∥∥
1∫
0
G(s, s)u2(s) ds 
1∫
0
G(s, s) ds‖u‖2.
Set r0 = (
∫ 1
0 G(s, s) ds)
−1
, then for r ∈ (0, r0) and u ∈ ∂Kr , it follows ‖Av(0, u)‖ < ‖u‖.
By Lemma 2.2, we have
i
(
Av(0, ·),Kr,K
)= 1, ∀r ∈ (0, r0). (4)
On the other hand, for every u ∈ K , we have
∥∥Av(0, u)∥∥Av(0, u)
(
1
2
)
=
1∫
0
G
(
1
2
, s
)
u2(s) ds  1
4
3/4∫
1/4
G(s, s)u2(s) ds
 1
64
3/4∫
1/4
G(s, s) ds‖u‖2.
Set R0 = (1/64
∫ 3/4
1/4 G(s, s) ds)
−1(> r0), if R > R0, then ‖Av(0, u)‖ > ‖u‖ for every
u ∈ ∂KR . By Lemma 2.2, we get that
i
(
Av(0, ·),KR,K
)= 0, ∀R > R0. (5)
Similarly, we have
∥∥Bu(0, v)∥∥
1∫
0
G(s, s) ds
√‖v‖, ∥∥Bu(0, v)∥∥ 18
3/4∫
1/4
G(s, s) ds
√‖v‖.
Set R¯0 = (
∫ 1
0 G(s, s) ds)
2
, r¯0 = (1/8)(
∫ 3/4
1/4 G(s, s) ds)
2
, then 0 < r¯0 < R¯0 < ∞. For
r¯ ∈ (0, r¯0), R¯ > R¯0, it is clear that∥∥Bu(0, v)∥∥> ‖v‖, ∀v ∈ ∂Kr¯ , ∥∥Bu(0, v)∥∥< ‖v‖, ∀v ∈ ∂KR¯.
Thus by Lemma 2.2 we have
i
((
Bu(0, ·)
)
,Kr¯ ,K
)= 0, ∀r¯ ∈ (0, r¯0), (6)
i
((
Bu(0, ·)
)
,KR¯,K
)= 1, ∀R¯ > R¯0. (7)
By the additivity of fixed point index, Theorem 2.1, and (4)–(7), we have
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(
T0, (KR \ Kr) × (KR¯ \ Kr¯),K × K
)
= i(Av(0, ·),KR \ Kr,K) · i(Bu(0, ·),KR¯ \ Kr¯,K)= −1. (8)
Finally, we show that
i
(
Tλ, (KR1 \ Kr1 ) × (KR2 \ Kr2 ),K × K
)
= i(T0, (KR1 \ Kr1 ) × (KR2 \ Kr2 ),K × K),
here r1 ∈ (0, r0),R1 > R0, r2 ∈ (0, r0) and R2 > R¯0 will be determined later.
By virtue of Lemma 2.1, Remark 2.1 and the homotopy invariance of fixed point index,
we need only to verify that
(u, v) 
= Tλ(u, v), (u, v) ∈ ∂
[
(KR1 \ Kr1 ) × (KR2 \ Kr2 )
]
.
Now we show that it is valid.
Step 1. From assumptions (H1) and (H3), there are ε ∈ (0,π2/2) and 0 < r1 <
min(r0,π2 − ε) such that
f1(t, u) (π2 − 2ε)u, ∀t ∈ I,0 u r1, (9)
h1(u, v) εu, ∀v ∈ R+,0 u r1. (10)
We can prove that (u, v) 
= Tλ(u, v) for all λ ∈ I and (u, v) ∈ ∂Kr1 ×K . In fact, if there ex-
ist λ0 ∈ I and (u0, v0) ∈ ∂Kr1 ×K , such that (u0, v0) = Tλ0(u0, v0), then (u0, v0) satisfies
the differential equation{−u′′0(t) = (1 − λ0)u20(t) + λ0f1(t, u0(t))+ λ0h1(u0(t), v0(t)), t ∈ I ,
u0(0) = u0(1) = 0. (11)
From (9) and (10) it follows that
−u′′0(t) (1 − λ0)u20(t) + λ0(π2 − ε)u0(t) (π2 − ε)u0(t).
Multiplying the both sides of this inequality by sinπt and integrating on [0,1], we get that
π2
1∫
0
u0(t) sinπt dt  (π2 − ε)
1∫
0
u0(t) sinπt dt.
Since
∫ 1
0 u0(t) sinπt dt > 0, it follows that π
2  π2 − ε, which is contradiction.
Step 2. By assumptions (H1) and (H3), there exist ε > 0 and m > 0 such that
f1(t, u) (π2 + ε)u, ∀t ∈ I,um.
Let
C = (π2 + ε)2 + max
t∈I,0um
f1(t, u).
Then it is clear that
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u2  (π2 + ε)u − (π2 + ε)2  (π2 + ε)u − C, ∀u 0. (13)
If there exist λ0 ∈ I and (u0, v0) ∈ K × K such that (u0, v0) = Tλ0(u0, v0), then (11) is
valid. Combining (11) with (12) and (13) we conclude that
−u′′0(t) (π2 + ε)u0(t) − C.
From this inequality we can get
π2
1∫
0
u0(t) sinπt dt  (π2 + ε)
1∫
0
u0(t) sinπt dt − 2C
π
.
Consequently, we obtain that
1∫
0
u0(t) sinπt dt 
2C
πε
.
By the definition of K , it follows that
2C
πε
 1
4
3/4∫
1/4
sinπt dt · ‖u0‖. (14)
From (14), we see that if λ0 ∈ I and (u0, v0) ∈ K × K such that (u0, v0) = Tλ0(u0, v0),
then
‖u0‖ 8C
πε
( 3/4∫
1/4
sinπt dt
)−1
def= R¯. (15)
Choosing R1 > max(R0, R¯), (u, v) 
= Tλ(u, v) for any (u, v) ∈ ∂KR1 × K and λ ∈ I .
Step 3. From assumptions (H2) and (H4), there exist ε > 0 and 0 < η < 1/(π2 + ε)2 such
that
f2(t, v) (π2 + ε)v, ∀t ∈ I, 0 v  η. (16)
By 0 < η < 1/(π2 + ε)2 it is easy to see that
√
v  (π2 + ε)v, 0 v  η. (17)
Choosing 0 < r2 < min(r0, η), by (16), (17) and the proof similar to step 1, we can get that
(u, v) 
= Tλ(u, v) for any λ ∈ I and (u, v) ∈ K × ∂Kr2 .
Step 4. By assumptions (H2) and (H4), there exist ε ∈ (0,π2/2) and n > 0 such that
f2(t, v) (π2 − 2ε)v, h2(u, v) εv, ∀t ∈ I, u ∈ R+, v  n.
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C = 1
π2 − ε + maxt∈I,u∈R+,0vn
(
f2(t, v) + h2(u, v)
)
,
which is finite by assumption (H4). It is clear that
f2(t, v) + h2(u, v) (π2 − ε)v + C, ∀t ∈ I, u ∈ R+, v  0. (18)
It is easy to verify that
√
v  (π2 − ε)v + C, ∀v  0. (19)
From (18), (19) and the similar argument used in step 2, it can be proved that (15)
is valid if (u0, v0) = Tλ0(u0, v0) for (u0, v0) ∈ K × K and λ0 ∈ I . Hence we choose
R2 > max(R¯0, R¯), then (u, v) 
= Tλ(u, v) for any λ ∈ I and (u, v) ∈ K × ∂KR2 .
By virtue of the results of steps 1–4, it is easy to see that
(u, v) 
= Tλ(u, v), ∀λ ∈ I and (u, v) ∈ ∂
[
(KR1 \ Kr1 ) × (KR2 \ Kr2 )
]
.
Combining Remark 2.1 with the homotopy invariance of fixed point index and (8), we
have
i
(
T1, (KR1 \ Kr1 ) × (KR2 \ Kr2 ),K × K
)= −1.
Thus T1 has a fixed point in (KR1 \ Kr1 ) × (KR2 \ Kr2 ), so system (S) has at least one
positive solution.
The proof is complete. 
4. An example
As an example, we consider the existence of positive solutions for the following system

−u′′(t) = (1 + t2)u3/2(t) + u2(t) |sinv(t)|
v(t)
, 0 < t < 1,
−v′′(t) = (2 − t)v1/2(t) + v1/3(t) |sinu(t)|
u(t)
, 0 < t < 1,
u(0) = u(1) = v(0) = v(1) = 0.
(20)
In fact, let f1(t, u) = (1 + t2)u3/2, f2(t, v) = (2 − t)v1/2,
h1(u, v) =

u
2 |sinv|
v
, as v > 0,
u2, as v = 0,
and h2(u, v) =

v
1/3 |sinu|
u
, as u > 0,
v1/3, as u = 0.
It is easy to verify that all conditions in Theorem 1.1 are satisfied, so system (20) has at
least one positive solution.
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