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JOINT SIMILARITY FOR COMMUTING FAMILIES
OF POWER BOUNDED MATRICES
RAPHAE¨L CLOUAˆTRE AND DIARRA MBACKE
Abstract. An example due to Pisier shows that two commuting, completely
polynomially bounded Hilbert space operators may not be simultaneously sim-
ilar to contractions. Thus, while each operator is individually similar to a con-
traction, the pair is not jointly similar to a pair of commuting contractions.
We show that this phenomenon does not occur in finite dimensions. More
precisely, we show that a finite family of power bounded commuting matrices
is always jointly similar to a family of contractions. In fact, the result can
be extended to infinite families satisfying certain uniformity conditions. Our
approach is based on a joint spectral decomposition of the underlying space.
1. Introduction
The classical von Neumann inequality [17] states that for a contractive linear
operator T acting on a Hilbert space, we always have that
‖f(T )‖ ≤ sup
z∈D
|f(z)|
for every polynomial f , where D denotes the open unit disc in the complex plane.
This observation lies at the base of the fruitful connection between complex function
theory and operator theory. It also provides motivation for one of Halmos’ famous
ten problems [6], essentially asking to characterize the class of polynomially bounded
operators, that is those Hilbert space operators for which von Neumann’s inequality
holds up to a multiplicative constant. It is readily seen that being similar to a
contraction is a sufficient condition for an operator to be polynomially bounded,
and Halmos asked whether this condition was in fact necessary. If the condition is
weakened to the operator merely having uniformly bounded powers, then this was
shown not to be the case by Foguel [5].
A key insight into Halmos’ question was provided by Paulsen [9], who showed
that an operator is similar to a contraction if and only if it is completely polyno-
mially bounded, in the sense that it satisfies von Neumann’s inequality up to a
multiplicative constant for arbitrary matrix-valued polynomials. Such a characteri-
zation turned out to be very fruitful, and led to the solution of Halmos’ problem by
Pisier [11]. Therein, an example is exhibited of a polynomially bounded operator
which is not completely polynomially bounded. A somewhat streamlined treatment
appears in [3]. We refer the interested reader to [8, Chapter 10] or [13, Chapter 28]
for a detailed account of this problem and its solution.
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In this paper we explore the aforementioned problem in a multivariate context.
This is motivated by [12, Theorem 1], where it is shown that there exist two com-
muting bounded linear operators S and T on Hilbert space which are individually
similar to contractions (equivalently, S and T are both completely polynomially
bounded), yet there is no single invertible operator Y with the property that Y SY −1
and Y TY −1 are both contractions. In fact, the product ST is not even polynomi-
ally bounded, thus extending the result of [10]. This multivariate twist has received
a fair amount of attention in various special cases [4],[2],[1]. Decisive results were
obtained in [15] for joint similarity to strict contractions.
We mention that this joint similarity problem can be recast in the setting of
operator algebras by reformulating it in terms of a certain notion of length. In that
language, [12, Theorem 1] says that the maximal tensor product of the familiar
disc algebra with itself has infinite length. In contrast, it is shown in [12] that the
maximal tensor product of a nuclear C∗-algebra with any unital operator algebra
turns out to have finite length; see also [14] for related results.
The focus of our work here is more modest. We investigate the question of
simultaneous similarity to contractions for commuting matrices. In this finite-
dimensional setting, we show that the phenomenon exhibited in [12, Theorem 1]
does not occur.
We now describe the organization of the paper. Section 2 gathers the necessary
background and some preliminary tools that are used throughout. In Section 3, we
establish the following spectral decomposition for commuting families of matrices
with spectra in D (Theorem 3.2). This is our main technical tool and may be
of independent interest. For a matrix T , we denote by ∆(T ) the subset of the
spectrum consisting of those eigenvalues that appear in a block of size at least 2 in
the Jordan canonical form of T .
Theorem 1.1. Let A be a commuting family of n× n matrices with spectra in D.
Then, there are finitely many non-zero subspaces V1, . . . , Vs ⊂ C
n with the following
properties:
(a) for each 1 ≤ i ≤ s, the subspace Vi is invariant for A;
(b) we have Vi ∩
(∑
j 6=i Vj
)
= {0} for every 1 ≤ i ≤ s and Cn =
∑s
i=1 Vi;
(c) for each 1 ≤ i ≤ s and each T ∈ A, either σ(T |Vi) ⊂ ∆(T ) or there is
z ∈ D such that T |Vi = zIVi .
In Section 4, this decomposition is used to establish our main results. The first
one deals with finite families of commuting matrices (Theorem 4.2).
Theorem 1.2. Let T1, . . . , Tm be commuting power bounded matrices. Then, there
exists an invertible matrix Y with the property that Y TkY
−1 is a contraction for
every 1 ≤ k ≤ m.
In fact, we obtain a precise estimate on the size of the similarity Y in the pre-
vious theorem. This information is then leveraged to extend the result to infinite
families satisfying certain uniformity conditions (Theorem 4.4). Roughly speaking,
the family A should be uniformly power bounded, and there should be a uniform
bound on the size of the similarity needed to put any given element of A in Jordan
canonical form.
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Theorem 1.3. Let A be a uniformly power bounded commuting family of matrices
with the uniform Jordan property. Then, there exists an invertible matrix Y with
the property that Y TY −1 is a contraction for every T ∈ A.
Acknowledgements. This project was initiated while the second author was
conducting summer research under the supervision of the first author. The second
author wishes to acknowledge the financial support of the Faculty of Science at the
University of Manitoba through an Undergraduate Student Research Award.
2. Background and preliminary results
2.1. Basic facts from linear algebra. Given a positive integer n, we denote by
Mn the space of n × n complex matrices. We fix once and for all an orthonormal
basis {e1, . . . , en} of the Hilbert space C
n and identify Mn with the space of linear
operators on Cn in the usual fashion. Recall that if A ⊂Mn is a subset and V ⊂ C
n
is a subspace, then V is said to be invariant for A if TV ⊂ V for every T ∈ A.
We write A′ for the commutant of A, that is the collection of all matrices in Mn
commuting with every element of A. The spectrum of a matrix T is the subset
σ(T ) ⊂ C consisting of its eigenvalues. We will require the following basic rigidity
property for matrices commuting with a given block diagonal matrix.
Lemma 2.1. Let A1 ∈ Mn1 , A2 ∈ Mn2 , . . . , Ad ∈ Mnd be matrices with pairwise
disjoint spectra and let T = A1 ⊕ . . .⊕ Ad. Let S be a matrix that commutes with
T . Then, S = B1 ⊕ B2 ⊕ . . . ⊕ Bd where Bi ∈ Mni commutes with Ai for every
1 ≤ i ≤ d.
Proof. Decomposing the matrix S according to the block decomposition of T , we
may write S = [Bij ]
d
i,j=1 for some rectangular matrices Bij ∈ Mni×nj such that
AiBij = BijAj for every 1 ≤ i, j ≤ d. By Sylvester’s theorem [7, Theorem 2.4.4.1],
the assumption that the spectra of Ai and Aj are disjoint shows that Bij = 0
whenever i 6= j. The proof is finished by defining Bi = Bii for every 1 ≤ i ≤ d. 
Some of our arguments will make crucial use of the Jordan structure of matrices,
which we now recall. If r is a positive integer and λ is a complex number, we let
Jr(λ) denote the Jordan block of size r with eigenvalue λ, that is
Jr(λ) =


λ 1
λ 1
λ 1
. . .
. . .
λ 1
λ


∈ Mr
where the unspecified entries are zero. Given an arbitrary matrix T ∈ Mn, there
is an invertible matrix X ∈ Mn such that XTX
−1 is in Jordan canonical form, in
the sense that there are positive integers r1, . . . , rd along with complex numbers
λ1, . . . , λd ∈ σ(T ) such that
XTX−1 = Jr1(λ1)⊕ . . .⊕ Jrd(λd).
This form is unique up to a permutation of the Jordan blocks [7, Theorem 3.1.11].
We let ∆(T ) ⊂ σ(T ) denote the subset consisting of those λ ∈ σ(T ) for which the
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Jordan canonical form of T contains a block of the form Jr(λ) for some r ≥ 2.
Equivalently, an eigenvalue λ lies in ∆(T ) if and only if
ker(T − λI) 6= ker(T − λI)2.
An elementary property that we will require is the following.
Lemma 2.2. Let T ∈Mn be a matrix. Assume that there are subspaces V,W ⊂ C
n
which are invariant for T such that V ∩W = {0} and Cn = V +W . Then,
∆(T |V ) ∪∆(T |W ) = ∆(T ).
Proof. Define X : Cn → V ⊕W as X(v + w) = (v, w) for every v ∈ V,w ∈ W.
By assumption, we see that X is a well-defined invertible linear operator and that
XTX−1 = T |V ⊕ T |W . Denote by J, JV and JW the Jordan canonical forms of
T, T |V and T |W respectively. By uniqueness of the Jordan canonical form we see
that J is unitarily equivalent to JV ⊕ JW , and thus
∆(T |V ) ∪∆(T |W ) = ∆(T ).

We define the norm of a matrix T ∈ Mn to be that of the associated linear
operator on the finite-dimensional Hilbert space Cn, so that
‖T ‖ = max{‖Tv‖ : v ∈ Cn, ‖v‖ = 1}.
We say that T is a contraction if ‖T ‖ ≤ 1. If T = [tij ]
n
i,j=1, then
max{|tij | : 1 ≤ i, j ≤ n} ≤ ‖T ‖ ≤ n
2max{|tij | : 1 ≤ i, j ≤ n}.
Moreover, if T = diag(t1, . . . , tn), then
‖T ‖ = max{|tj | : 1 ≤ j ≤ n}.
More generally, if there are matrices Tj ∈Mnj , 1 ≤ j ≤ d such that
T = T1 ⊕ T2 ⊕ . . .⊕ Td,
then
‖T ‖ = max{‖Tj‖ : 1 ≤ j ≤ d}.
We say that T is power bounded if there is a constant K > 0 with the property that
‖T p‖ ≤ K for every p ∈ N. To emphasize the constant K, we sometimes also say
that T is power bounded with constant K. A collection of matrices A will be said
to be uniformly power bounded if there is K > 0 such that every T ∈ A is power
bounded with constant K.
Our next task is to establish a useful fact about the spectrum of a power bounded
matrix. To facilitate this, we introduce the following notation:
δ(T ) = min
λ∈∆(T )
‖(T − λI)|ker(T−λI)2‖.
We note that δ(T ) > 0 by definition of ∆(T ). Throughout the paper we denote
by Dr ⊂ C the open disc of radius r > 0 centred at the origin. The topological
closure of Dr is denoted by Dr. When r = 1, we simply write D instead of D1. For
convenience, we adopt the convention that the maximum of the empty set is simply
0.
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Lemma 2.3. Let T ∈Mn be a matrix which is power bounded with constant K > 0.
Then, we have that σ(T ) ⊂ D and
max
λ∈∆(T )
sup
p∈N
{p|λ|p−1} ≤
K
δ(T )
.
In particular, we have ∆(T ) ⊂ D.
Proof. By assumption, we have ‖T p‖ ≤ K for every p ∈ N. Let λ ∈ σ(T ) and
consider V = ker(T − λI). Then, V is invariant for T and T p|V = λ
pI whence
|λ|p = ‖T p|V ‖ ≤ ‖T
p‖ ≤ K
for every p ∈ N. We infer |λ| ≤ 1. This shows that σ(T ) ⊂ D.
Next, assume that λ ∈ ∆(T ) and let W = ker(T − λI)2. Then, W is invariant
for T and we set R = T |W . Note that (R − λI)
2 = 0 whence
(R− λI)W ⊂ ker(R − λI).
According to the decomposition
W = (R − λI)W ⊕ ((R− λI)W )⊥
we may write
R =
[
λ S
0 λ
]
for some linear operator S satisfying
‖S‖ = ‖R− λI‖ = ‖(T − λI)|ker(T−λI)2‖ ≥ δ(T ).
For each p ∈ N, it is easily verified that the (1, 2)-entry of Rp is pλp−1S, and
therefore we find
p|λ|p−1‖S‖ ≤ ‖Rp‖ ≤ ‖T p‖ ≤ K
and
p|λ|p−1 ≤
K
‖S‖
≤
K
δ(T )
.
In particular, limp→∞ |λ|
p = 0 for every λ ∈ ∆(T ), which implies that ∆(T ) ⊂
D. 
2.2. Matrices similar to contractions. Our main focus in the paper will be the
similarity of certain matrices to contractions. We record here a particularly simple
case of a classical theorem of Rota [16] (a multivariate generalization can be found
in [15]). We provide an elementary proof.
Lemma 2.4. Let T1, . . . , Tm ∈ Mn be commuting matrices. Assume that there are
constants K > 1 and 0 < r < 1 such that for every 1 ≤ k ≤ m, we have σ(Tk) ⊂ Dr
and ‖Tk‖ ≤ K. Then, there is an invertible matrix Y ∈ Mn such that Y TkY
−1 is
a contraction for every 1 ≤ k ≤ m and with the property that
‖Y ‖ = ‖Y −1‖ ≤
(
n2K
1− r
)n−1
2
.
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Proof. Since the family {T1, . . . , Tm} is commuting, by virtue of [7, Theorem 2.4.8.7],
there is a unitary matrix U ∈ Mn with the property that UTkU
−1 is upper trian-
gular for every 1 ≤ k ≤ m. Thus, for each 1 ≤ k ≤ m there are complex numbers
t
(k)
ij ∈ C, 1 ≤ i < j ≤ n and τ
(k)
j ∈ C, 1 ≤ j ≤ n such that
UTkU
−1 =


τ
(k)
1 t
(k)
12 t
(k)
13 t
(k)
14 · · · t
(k)
1n
τ
(k)
2 t
(k)
23 t
(k)
24 · · · t
(k)
2n
τ
(k)
3 t
(k)
34 · · · t
(k)
3n
. . .
. . .
...
τ
(k)
n−1 t
(k)
n−1,n
τ
(k)
n


where the unspecified entries are zero. By assumption on Tk, for every 1 ≤ k ≤ m
we see that |τ
(k)
j | ≤ r for every 1 ≤ j ≤ n and |t
(k)
ij | ≤ K for every 1 ≤ i < j ≤ n.
Let
ε =
1− r
n2K
and define
X = diag(1, ε−1, ε−2, . . . , ε−(n−1)) ∈Mn.
We see that ‖X−1‖ ≤ 1 and
‖X‖ = ε−(n−1) =
(
n2K
1− r
)n−1
.
For convenience, for each 1 ≤ k ≤ m we set
Rk =


0 εt
(k)
12 ε
2t
(k)
13 ε
3t
(k)
14 · · · ε
n−1t
(k)
1n
0 εt
(k)
23 ε
2t
(k)
24 · · · ε
n−2t
(k)
2n
0 εt
(k)
34 · · · ε
n−3t
(k)
3n
. . .
. . .
...
0 εt
(k)
n−1,n
0


where the unspecified entries are zero. A routine calculation now yields
XUTkU
−1X−1 = diag(τ
(k)
1 , τ
(k)
2 , . . . , τ
(k)
n ) +Rk
so we infer that
‖XUTkU
−1X−1‖ ≤ ‖ diag(τ
(k)
1 , τ
(k)
2 , . . . , τ
(k)
n )‖+ ‖Rk‖
≤ max{|τ
(k)
j | : 1 ≤ j ≤ n}+ n
2max{εj−i|t
(k)
ij | : 1 ≤ i < j ≤ n}
≤ r + n2Kε = 1
for every 1 ≤ k ≤ m. Therefore, the proof is complete upon setting
Y =
(
‖X−1‖
‖X‖
)1/2
XU.

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3. The spectral decomposition
This section contains the brunt of the technical work underlying our main argu-
ments. Our goal is to show that the space Cn can be decomposed as a direct sum
in a manner that is compatible with the spectral properties of a given commuting
family of matrices. Such a decomposition will then allow us to leverage Lemmas
2.3 and 2.4.
The first step in achieving the desired spectral decomposition is the following.
Given a vector space V , we denote by IV the identity operator on it.
Lemma 3.1. Let T ∈Mn be a matrix with spectrum in D. Then, there are finitely
many non-zero subspaces V1, . . . , Vs ⊂ C
n with the following properties:
(a) for each 1 ≤ i ≤ s, the subspace Vi is invariant for {T }
′;
(b) we have Vi ∩
(∑
j 6=i Vj
)
= {0} for every 1 ≤ i ≤ s and Cn =
∑s
i=1 Vi;
(c) for each 1 ≤ i ≤ s, either σ(T |Vi) = ∆(T ) or there is z ∈ D such that
T |Vi = zIVi .
Proof. Choose an invertible matrix X ∈ Mn such that J = X
−1TX , where J
denotes the Jordan canonical form of T .
Assume first that ∆(T ) is empty. By definition of ∆(T ), we see that there
are finitely many non-zero subspaces W1, . . . ,Ws ⊂ C
n that are invariant for J
and such that Cn = ⊕si=1Wi, along with distinct complex numbers z1, . . . , zs ∈ D
such that J |Wi = ziIWi for every 1 ≤ i ≤ s. It is a consequence of Lemma 2.1
that the subspaces W1, . . . ,Ws are in fact invariant for {J}
′. Let Vi = XWi for
every 1 ≤ i ≤ s. Then, V1, . . . , Vs are invariant for {T }
′ and have all the desired
properties, so the proof is complete in this case.
If σ(T ) = ∆(T ) then the desired conclusion trivially holds with V1 = C
n. The
remaining case is that when ∆(T ) and σ(T ) \ ∆(T ) are both non-empty. In this
case, there are non-zero invariant subspaces W1, . . . ,Ws ⊂ C
n for J such that
σ(J |W1) = ∆(T ), while there are distinct complex numbers z2, . . . , zs ∈ σ(T )\∆(T )
such that J |Wi = ziIWi for every 2 ≤ i ≤ s. As above, it follows from Lemma 2.1
that the subspaces W1, . . . ,Ws are in fact invariant for {J}
′. For each 1 ≤ i ≤ s,
we let Vi = XWi. Then, the subspaces V1, . . . , Vs have all the desired properties
and the conclusion is established in this case as well. 
We now arrive at our main technical tool, which extends the spectral decompo-
sition of the previous lemma to arbitrary commuting families.
Theorem 3.2. Let A ⊂Mn be a commuting family of matrices with spectra in D.
Then, there are finitely many non-zero subspaces V1, . . . , Vs ⊂ C
n with the following
properties:
(a) for each 1 ≤ i ≤ s, the subspace Vi is invariant for A;
(b) we have Vi ∩
(∑
j 6=i Vj
)
= {0} for every 1 ≤ i ≤ s and Cn =
∑s
i=1 Vi;
(c) for each 1 ≤ i ≤ s and each T ∈ A, either σ(T |Vi) ⊂ ∆(T ) or there is
z ∈ D such that T |Vi = zIVi .
Proof. Let S be the collection of pairs (F ,V) where F ⊂ A is a subset and V is a
collection of non-zero subspaces of Cn with the following properties:
• every V ∈ V is invariant for A;
• we have V ∩
(∑
W∈V,W 6=V W
)
= {0} for every V ∈ V and Cn =
∑
V ∈V V ;
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• for each 1 ≤ i ≤ s and each T ∈ F , either σ(T |Vi) ⊂ ∆(T ) or there is z ∈ D
such that T |Vi = zIVi .
Notice that S is non-empty by Lemma 3.1. Moreover, the second property above
forces the cardinality of V to be at most n. In particular, we may choose a
pair (F ,V) ∈ S with the property that V has maximal cardinality. Write V =
{V1, . . . , Vs}. We claim that the subspaces V1, . . . , Vs have the desired properties.
We see that (a) and (b) are automatically satisfied, so it suffices to establish (c).
Let T ∈ A. We must verify that for every 1 ≤ i ≤ s, either σ(T |Vi) ⊂ ∆(T ) or
there is z ∈ D such that T |Vi = zIVi .
Assume otherwise, so that there is a non-empty subset Λ of indices 1 ≤ i ≤ s
with the property that the restriction T |Vi is not of the form zIVi for some z ∈ D,
and σ(T |Vi) is not contained in ∆(T ). Fix i ∈ Λ. We may apply Lemma 3.1 to find
finitely many non-zero subspacesW
(i)
1 , . . . ,W
(i)
qi ⊂ Vi with the following properties:
• W
(i)
j is invariant for {T |Vi}
′ for each 1 ≤ j ≤ qi;
• we have W
(i)
j0
∩
(∑
j 6=j0
W
(i)
j
)
= {0} for every 1 ≤ j0 ≤ qi and Vi =∑qi
j=1W
(i)
j ;
• for each 1 ≤ j ≤ qi, either σ(T |W (i)
j
) = ∆(T |Vi) or there is z ∈ D such that
T |
W
(i)
j
= zI
W
(i)
j
.
We have that ∆(T |Vi) ⊂ ∆(T ) by Lemma 2.2, so the third property above forces
qi ≥ 2. Observe now that A|Vi ∈ {T |Vi}
′ if A ∈ A. Therefore, for each 1 ≤ j ≤ qi
the subspace W
(i)
j is invariant for the family A. In particular, this implies that
σ(A|
W
(i)
j
) ⊂ σ(A|Vi) for every 1 ≤ j ≤ qi and every A ∈ A. If we let G = F ∪ {T }
and
W = {Vi : 1 ≤ i ≤ s, i /∈ Λ} ∪ {W
(i)
j : i ∈ Λ, 1 ≤ j ≤ qi}
then we see (G,W) ∈ S, which contradicts the maximality property of (F ,V) as
qi ≥ 2 for every i ∈ Λ. 
4. Joint similarity
In this section, we prove our main results based on the spectral decomposition
obtained in Theorem 3.2. We first deal with the case of finitely many matrices,
starting from the following observation. Recall that we adopt the convention that
the maximum of the empty set is 0.
Lemma 4.1. Let F ⊂ Mn be a finite subset of commuting matrices. Assume that
there is a subset F ′ ⊂ F with the following properties:
(a) if T ∈ F ′, then there is z ∈ D such that T = zI;
(b) if T ∈ F \ F ′, then σ(T ) ⊂ D.
Then, there exists an invertible matrix Y ∈ Mn with the property that Y TY
−1 is a
contraction for every T ∈ F . Moreover, we have
‖Y ‖ = ‖Y −1‖ ≤
(
n2K
1− r
)n−1
2
where
K = max
T∈F
‖T ‖ and r = max
T∈F\F ′
max
λ∈σ(T )
|λ|.
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Proof. We proceed by induction on the cardinality of F . Assume first that F
has one element, say T . If T ∈ F ′, there is nothing to prove. Assume thus that
σ(T ) ⊂ D. We may apply Lemma 2.4 to find an invertible matrix Y ∈ Mn such
that Y TY −1 is a contraction and
‖Y ‖ = ‖Y −1‖ ≤
(
n2K
1− r
)n−1
2
.
Assume that the conclusion holds whenever F has m elements. We claim that the
conclusion holds when F has m + 1 elements as well. To see this, note first that
if F ′ = ∅, then an application of Lemma 2.4 yields the existence of an invertible
matrix Y with the property that Y TY −1 is a contraction for every T ∈ F and
‖Y ‖ = ‖Y −1‖ ≤
(
n2K
1− r
)n−1
2
.
This case did not require the induction hypothesis. In the alternative situation,
there is T ′ ∈ F ′ and z ∈ D such that T ′ = zI. By the induction hypothesis, there
is an invertible matrix Y with the property that Y TY −1 is a contraction for every
T ∈ F \ {T ′} and
‖Y ‖ = ‖Y −1‖ ≤
(
n2K
1− r
)n−1
2
.
Trivially, we see that
Y T ′Y −1 = Y (zI)Y −1 = zI
is also a contraction. In either case, we have found an invertible matrix Y with the
property that Y TY −1 is a contraction for every T ∈ F and
‖Y ‖ = ‖Y ‖ ≤
(
n2K
1− r
)n−1
2
,
so the proof is complete by induction. 
We can now prove one of our main results.
Theorem 4.2. Let A ⊂Mn be a commuting family of power bounded matrices and
let F ⊂ A be a finite subset. Then, there exists an invertible matrix Y ∈ Mn with
the property that Y TY −1 is a contraction for every T ∈ F . Moreover, we have
‖Y ‖ = ‖Y −1‖ ≤ α
(
n2K
1− r
)n−1
2
where α ≥ 1 is a constant depending only on A,
K = max
T∈F
‖T ‖ and r = max
T∈F
max
λ∈∆(T )
|λ|.
Proof. Invoking Lemma 2.3, we see that every matrix in A has spectrum contained
in D. We may thus apply Theorem 3.2 to find finitely many non-zero subspaces
V1, . . . , Vs ⊂ C
n with the following properties:
• for each 1 ≤ i ≤ s, the subspace Vi is invariant for A;
• we have Vi ∩
(∑
j 6=i Vj
)
= {0} for every 1 ≤ i ≤ s and Cn =
∑s
i=1 Vi;
• for each 1 ≤ i ≤ s and each T ∈ A, either σ(T |Vi) ⊂ ∆(T ) or there is z ∈ D
such that T |Vi = zIVi .
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Define a linear map X :
∑s
i=1 Vi → ⊕
s
i=1Vi as
X
(
s∑
i=1
vi
)
= (v1, v2, . . . , vs)
for each v1 ∈ V1, . . . , vs ∈ Vs. It is readily seen that X is a well-defined invertible
operator. Set
α = max{‖X‖, ‖X−1‖}.
For each T ∈ A, we note that
XTX−1 = T |V1 ⊕ T |V2 ⊕ . . .⊕ T |Vs .
Moreover, another application of Lemma 2.3 reveals that ∆(T ) ⊂ D for every
T ∈ A. Now, for each 1 ≤ i ≤ s we observe that {T |Vi : T ∈ F} is a finite set
of commuting matrices. Thus, for 1 ≤ i ≤ s we may apply Lemma 4.1 to find an
invertible matrix Zi with the property that Zi(T |Vi)Z
−1
i is a contraction for every
T ∈ F and
‖Zi‖ = ‖Z
−1
i ‖ ≤
(
n2K
1− r
)n−1
2
.
Define
Z = (Z1 ⊕ . . .⊕ Zs)X.
We notice that ZTZ−1 is a contraction for every T ∈ F , so we are done upon
setting
Y =
(
‖Z−1‖
‖Z‖
)1/2
Z.

We remark that the commutativity assumption in Theorem 4.2 cannot be dis-
pensed with.
Example 1. Consider
T =
[
0 2
0 0
]
.
Then, T 2 = 0 so T and T ∗ are power bounded with constant 2. Note that
T ∗T =
[
0 0
0 4
]
, TT ∗ =
[
4 0
0 0
]
hence T and T ∗ do not commute. We claim that there is no invertible matrix
X ∈M2 such that XTX
−1 and XT ∗X−1 are contractions. For using that
TT ∗ = X−1(XTX−1)(XT ∗X−1)X,
we would then find
4p = ‖(TT ∗)p‖
≤ ‖X−1‖‖X‖‖(XTX−1)(XT ∗X−1)‖p
≤ ‖X−1‖‖X‖‖XTX−1‖p‖XT ∗X−1‖p
≤ ‖X−1‖‖X‖
for every p ∈ N, which is absurd. 
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Next, we wish to take advantage of the precise estimate from Theorem 4.2 to
extend the statement to commuting families of arbitrary cardinality. The following
elementary example shows that some care must be taken in trying to achieve this
goal.
Example 2. For each k ∈ N, let
Tk =
[
0 k
0 0
]
∈M2.
We note that T 2k = 0 and thus Tk is power bounded for every k ∈ N. Moreover, the
family {Tk : k ∈ N} ⊂M2 is clearly commuting. Nevertheless, there is no invertible
matrix X ∈ M2 such that XTkX
−1 is a contraction for every k ∈ N. Indeed, this
would force
‖Tk‖ ≤ ‖X‖‖X
−1‖‖XTkX
−1‖ ≤ ‖X‖‖X−1‖
for every k ∈ N, which is absurd since Tk is easily seen to have norm k. 
To circumvent this problem, we will consider families of matrices that are uni-
formly power bounded. In addition, we will require the families to enjoy another
type of uniformity. A subset A ⊂ Mn will be said to have the uniform Jordan
property if
inf
T∈A
min
λ∈∆(T )
‖(T − λI)|ker(T−λI)2‖ > 0.
Using the notation introduced before Lemma 2.3, we see that A has the uniform
Jordan property if and only if infT∈A δ(T ) > 0.
Before proceeding, we wish to exhibit a condition that is sufficient for a collection
A ⊂ Mn to have the uniform Jordan property. Let T ∈ A and let λ ∈ ∆(T ). Let
X ∈ Mn be an invertible matrix such that XTX
−1 = J , where J is the Jordan
canonical form of T . Let Y = X |ker(T−λI)2 . Then, Y is an invertible operator
from ker(T − λI)2 onto ker(J − λI)2, and Y −1 = X−1|ker(J−λI)2 . Hence, we find
‖Y ‖ ≤ ‖X‖ and ‖Y −1‖ ≤ ‖X−1‖, while
Y (T − λI)|ker(T−λI)2Y
−1 = (J − λI)|ker(J−λI)2 .
On the other hand, it is easily verified that
‖(J − λI)|ker(J−λI)2‖ = 1
and therefore
‖(T − λI)|ker(T−λI)2‖ ≥
1
‖Y ‖‖Y −1‖
≥
1
‖X‖‖X−1‖
.
We conclude that A has the uniform Jordan property if for every T ∈ A there is an
invertible matrix XT ∈ Mn with the property that XTTX
−1
T is in Jordan canonical
form and such that the quantity
sup
T∈A
{‖XT‖‖X
−1
T ‖}
is finite. This explains our choice of terminology.
Next, we unravel the spectral information contained in the uniform Jordan prop-
erty that is relevant for our purposes.
Lemma 4.3. Let A ⊂ Mn be a uniformly power bounded family of matrices with
the uniform Jordan property. Then,
sup
T∈A
max
λ∈∆(T )
|λ| < 1.
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Proof. Choose K > 0 such that every T ∈ A is power bounded with constant K.
By virtue of the uniform Jordan property of A, the quantity
θ = sup
T∈A
δ(T )−1
is finite. Hence, by Lemma 2.3 we find
sup
T∈A
max
λ∈∆(T )
sup
p∈N
{p|λ|p−1} ≤ sup
T∈A
Kδ(T )−1 = Kθ.
Choose N ∈ N such that N ≥ 4θK, along with ε > 0 so small that
(1− ε)N−1 ≥ 1/2.
Assume now towards a contradiction that
sup
T∈A
max
λ∈∆(T )
|λ| ≥ 1.
We may thus find S ∈ A and µ ∈ ∆(S) with the property that |µ| ≥ 1− ε. Thus,
N |µ|N−1 ≥ N(1− ε)N−1 ≥ N/2 ≥ 2θK
which is absurd. 
Finally, we obtain a generalization of Theorem 4.2 which holds for possibly infi-
nite families.
Theorem 4.4. Let A ⊂ Mn be a uniformly power bounded commuting family of
matrices with the uniform Jordan property. Then, there exists an invertible matrix
Y ∈ Mn with the property that Y TY
−1 is a contraction for every T ∈ A.
Proof. Choose K > 0 such that every T ∈ A is power bounded with constant K.
We note that by Lemma 4.3 there is 0 < r < 1 with the property that
max
λ∈∆(T )
|λ| ≤ r
for every T ∈ A. By Theorem 4.2, there is a constant α ≥ 1 depending only on
A such that for every finite subset F ⊂ A, there is an invertible matrix YF ∈ Mn
with the property that YFTY
−1
F is a contraction for every T ∈ F , and
‖YF‖ = ‖Y
−1
F ‖ ≤ α
(
n2K
1− r
)n−1
2
.
Since closed balls of Mn are compact in the norm topology, there is a subnet
(YFβ )β∈B of (YF )F⊂A which converges in norm to some invertible matrix Y ∈ Mn
with
‖Y ‖ = ‖Y −1‖ ≤ α
(
n2K
1− r
)n−1
2
.
Let T ∈ A. Then, there is β0 ∈ B such that T ∈ Fβ for every β ≥ β0. We conclude
that ‖YFβTY
−1
Fβ
‖ ≤ 1 for β ≥ β0, whence
‖Y TY −1‖ = lim
β∈B
‖YFβTY
−1
Fβ
‖ ≤ 1
and the proof is complete. 
At the time of this writing, it is unclear to us whether or not the uniform Jordan
property may be removed from the assumptions of Theorem 4.4.
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