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Abstract
Stochastics and Dynamics, 4(2004),245–264.
We consider the stochastic Burgers equation
∂
∂t
ψ(t, r) = ∆ψ(t, r) +∇ψ2(t, r) +
√
γψ(t, r)η(t, r) (1)
with periodic boundary conditions, where t ≥ 0, r ∈ [0, 1], and η is some space-
time white noise. A certain Markov jump process is constructed to approximate a
solution of this equation.
1 Introduction
Scientific and engineering systems are often subject to uncertainty or random influ-
ence. Randomness can have delicate impact on the overall evolution of such systems.
Taking stochastic effects into account is of central importance for the development
of mathematical models of complex phenomena in engineering and science. Macro-
scopic models in the form of partial differential equations for these systems contain
such randomness as stochastic forcing, uncertain parameters, random sources or
∗This work was partly supported by the NSF Grants DMS-0209326 and DMS-0139073.
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inputs, and random boundary conditions. Stochastic partial differential equations
(SPDEs) are appropriate models for randomly influenced systems.
Most of stochastic partial differential equations models are nonlinear in nature.
Especially the Burgers equation with stochastic noise has attracted considerable
attention, for example, as a simplified model of fluid turbulence. Due to the nonlin-
earity, numerical simulations are often necessary in order to understand the dynam-
ical behavior of the stochastic models. In this paper, we propose a Markov chain
approximation method for a stochastic Burgers equation and prove its convergence.
More explicitly, our reaction-diffusion model is constructed by dividing the unit
interval into N cells of length 1/N.We place an initial distribution of approximately
Nl particles into the cells. The particles in each cell independently jump to neigh-
boring cells according to Poisson processes with rates N2nk where nk is the number
of particles in cell k, and are born or die with rates γNlnk/2. Moreover, to obtain
the desired nonlinearity we allow particles to jump to the cell next to them on the
left-hand side at a rate approximately given by Nn2k/l. Our approximating process
is given by a step-function-valued process XN defined by the rescaled “densities”
nk/l. We mainly assume that l ≥ cN. Then we show that for N → ∞ there exists
a limit satisfying (1).
Our method bases on a work by D. Blount [10]. He obtained a process solving
the SPDE
∂
∂t
ψ(t, r) = ∆ψ(t, r)− dψ2(t, r) + αψ(t, r) +
√
ψ(t, r)η(t, r). (2)
(where d ≥ 0 and η is some space-time white noise) as a high-density limit of a
Markov jump process consisting of birth- and death-processes and diffusion pro-
cesses similar to the jump process described above. We verify some important
martingale relationships between the approximating Markov jump process and its
generator by the method of [18]. This allows writing the process approximately as
XN (t)−XN (0) =
∫ t
0
∆NX
N (s) +∇+N (XN (s))2ds+ ZN (t)
where ZN is a mean-0-martingale and ∆N and∇+N are a discretized Laplace operator
and a discretized first derivative, respectively. It turns out that ZN consists of a
part originating from diffusion and a part coming from the birth process, where the
diffusion part vanishes in the limit. By the method of [10] we can show tightness
of the reaction part of ZN in spaces D(0, T,Hα(0, 1)) with Skorohod metric, where
Hα(0, 1) are certain Sobolev spaces. To show tightness of the remaining part of
the approximating process XN in L2(0, T, L2(0, 1)) we adapt a method of [13] and
[34] and especially show a discretized version of the compactness result [19]. The
representation of the limit, which is now inferred from the theorems of Prokhorov
and Skorohod, as solutions of (1) follows by an application of the theory of super
Brownian motion, see [15], [35], and [24].
Markov jump process approximations of reaction-diffusion equations have been
studied for a long time. A deterministic reaction-diffusion equation with polynomial
nonlinearities is treated in [2]. The approximation of a linear reaction-diffusion
equation by space-time jump Markov processes is investigated by D. Blount and P.
Kotelenez e.g. in [27], [28], and [6], for various assumptions on the initial density of
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particles and the number of cells, and in different function spaces, and central limit
theorems are proved. These results are generalized to reaction-diffusion equations
with polynomial nonlinearities in [29], [7], and [8] by these authors. In [9] laws
of large numbers in a high density and in a low density limit and a central limit
theorem is given for Equation (2) without noise. Only recently, M. Kouritzin and
H. Long [30] generalized the ansatz to a much broader class of nonlinearities and
applied the idea to a reaction-diffusion equation that is driven by a Poisson point
process and describes water pollution. However, their nonlinearities do not involve
spatial derivatives. Our work seems to be the first step in this direction.
When our work was almost finished, we learned about a preprint by G. Bonnet
and R. Adler, [11], where Equation (1) is studied on the entire real line. Their
approach is based on a multidimensional stochastic differential equation driven by
(multiplicative) white-in-time noise. By means of Green function representation and
a tightness argument convergence of a subsequence of solutions of the approximating
SDE towards a solution of (1) is shown.
Moreover, the classical Burgers equation has been investigated in the probability
literature in a number of ways, e.g. as limit of an asymmetric simple exclusion
process or as limit of certain particle systems driven by Brownian motions. We
cannot give a complete survey on the vast literature in this field. See e.g. [3],
[12], [16], [17], [23], [31], and [33], just to name a few. An approximation of the
2-D-Navier-Stokes equation is found in [32].
Our work is organized as follows. In Section 2, we construct the Markov chain
approximations to (1) in the manner of the above mentioned works. Section 3
contains the proofs of these results and in Section 4 we establish some auxiliary
results.
2 Problem and Result
In this section we introduce our models and present the main result.
The stochastic model: is the stochastic Burgers equation
∂
∂t
ψ(t, r) = ∆ψ(t, r) +∇ψ2(t, r) +
√
γψ(t, r)η(t, r),
ψ : [0, T ] × [0, 1] → R, (3)
with initial condition ψ(0, r) = ψ0(r) and periodic boundary conditions. η is
some space-time-white noise, and ∆ and ∇ denote ∂2
∂r2
and ∂∂r , respectively.
The approximation model: is a Markov jump process defined as follows.
Divide [0, 1] into N cells of width 1/N. [0, 1] is from now on is identified with a
circle of circumference 1, to obtain periodic boundary conditions. We place an
initial distribution of approximately Nl particles into the cells, corresponding to
the initial conditions given in the sequel, so l can be seen as initial average number
of particles in a cell. For 1 ≤ k ≤ N and t ≥ 0 let nNk (t) be the number of
particles in cell k at time t. We suppress the l-dependence of nNk in our notation.
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Let nN (t) = (nN1 (t), . . . , n
N
N (t)) in N
N
0 . (N0 = {0, 1, 2, 3, . . .} = N ∪ {0}.) Define the
jump rates for nN (t) by
(nk−1, nk) → (nk−1 + 1, nk − 1)
at rate N2nk +
N
3l
(n2k + nknk−1 + n
2
k−1),
(nk, nk+1) → (nk − 1, nk+1 + 1) at rate N2nk. (4)
nk → nk + 1 at rate γNlnk/2.
nk → nk − 1 at rate γNlnk/2.
(Observe the periodic boundary conditions for nN , i.e. nk+zN = nk, z, k ∈ Z.)
For an introduction in Markov jump processes see, e.g., [18]. The state space of the
process is E := NN0 .
The generator of the process nN(t) is given by
A(i, j) =
{ −λ(i) i = j
λ(i)Q(i, j) i 6= j, (5)
where i, j are elements of the state space E. Let i = (n1, . . . , nN ), then λ(i)
is the sum over the rates in (4), λ(i) =
∑N
k=1N
2nk +
N
3l (n
2
k + nknk−1 + n
2
k−1) +
N2nk + γNlnk. The time the process remains in state i until the next jump is
exponentially distributed with parameter λ(i). Q(i, j) is the transition function of
the underlying Markov chain corresponding to the states of the process. If state j
can be reached from state i, then Q(i, j) = rate(i, j)/λ(i), otherwise Q(i, j) = 0. If,
for instance, j = i up to a jump of one particle from a cell to a neighboring cell,
that means j − i = (0, .., 1,−1, 0..) for instance, where the −1 is at position k then
rate(i, j) = N2nk +
N
3l (n
2
k + nknk−1 + n
2
k−1). By
Af(i) =
∑
j∈E
(f(j)− f(i))A(i, j) (6)
A operates on the real valued functions f : E → R, see [18]. From [18], Prop.
4.1.7, e.g., we obtain that f(nN(t)) − ∫ t0 Af(nN(s))ds is a martingale w.r.t. the
filtration FNt ⊂ F on the underlying probability space (Ω,F , P ) which is the com-
pletion of the σ-field induced by the process nN (t). Let f = fk, fk(n1, . . . , nN ) = nk,
then
with I(s) := N2(nk+1(s)− nk(s))−N2(nk(s)− nk−1(s))
+
N
3l
(n2k+1(s) + nk+1(s)nk(s) + n
2
k(s))
−N
3l
(n2k(s) + nk(s)nk−1(s) + n
2
k−1(s)),
nNk (t)−
∫ t
0
I(s)ds is a FNt -Martingale. (7)
Note that first, with a stopping time τM such that sup0≤t≤T sup
N
k=1 n
N
k (t ∧
τM )1{τM>0} < M , we obtain that n
N
k (t ∧ τM) −
∫ t∧τM
0 I(s)ds is a FNt -Martingale
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for all M > 0. Equation (7) will then follow from the proof of Lemma 3.3. Our
approximating Markov jump process will be
XN (t, r) := XN,l(t, r) :=
nNk (t)
l
, r ∈ [k − 1
N
,
k
N
), (and periodic extension). (8)
Let HN be the L2(0, 1)-subspace of step functions on [0, 1) which are constant
on the intervals [k−1N ,
k
N ). Define the orthogonal projection PN : L
2(0, 1)→ HN by
PNf(r) = N
∫ k
N
k−1
N
f(x)dx for r ∈ [k − 1
N
,
k
N
), (9)
and introduce the discrete derivatives
∇±Nf(r) = ±N [PNf(r ±N−1)− PNf(r)],
∆Nf(r) = ∇−N∇+Nf(r) = ∇+N∇−Nf(r) (10)
= N2[PNf(r +N
−1)− 2PNf(r) + PNf(r −N−1)].
From (8) and (7) follows that
XN (t) = XN (0) +
∫ t
0
∆NX
N (s) +∇+NFN (XN (s))ds + ZN (t) (11)
where
FN :
{
HN 7→ HN
X → 13 [(X(·))2 +X(·)X(· −N−1) + (X(· −N−1))2]
(12)
and ZN (t) is an HN -valued martingale for FNt . In mild form this becomes
XN (t) = e∆N tXN (0) +
∫ t
0
e∆N (t−s)∇+NFN (XN (s))ds + Y N (t) (13)
where
Y N (t) =
∫ t
0
e∆N (t−s)dZN (s) (14)
(note that ZN is of bounded variation P -a.s. because it is piecewise absolutely
continuous). For technical reasons we assume that N is odd.
We obtain the following result (for the definition of the spaces see Definition
3.2). 〈·, ·〉 denotes the dual pairing and simultaneously the L2(0, 1)-scalar product.
Theorem 2.1 Let XN be the process defined by (8) with deterministic initial con-
dition 0 ≤ XN (0) ∈ HN , such that for arbitrary α ∈ (0, 12 )
‖XN (0)− ψ0‖Hα(0,1) N→∞−→ 0,
where 0 ≤ ψ0 ∈ Hα(0, 1) is the initial condition of (3). Moreover assume l ≥ qN
for arbitrary q > 0.
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Then there exists a probability space (Ω˜, F˜ , P˜ ), subsequences (Nk)k∈N and (lk)k∈N,
and HNk -valued processes X˜Nk , Y˜ Nk , and Z˜Nk on this probability space. The com-
mon distribution of X˜Nk , Y˜ Nk , and Z˜Nk equals the common distribution of XNk ,
Y Nk , and ZNk , for each k ∈ N. There exist processes ψ in C(0, T, L2(0, 1)), Y˜ in
C(0, T,Hα1(0, 1)), and M in C(0, T,Hα2(0, 1)) with α1 <
1
2 and α2 < −12 . M is a
martingale w.r.t. (σ(ψ(s), s ≤ t))t. We obtain
(X˜Nk , Y˜ Nk , Z˜Nk)
k→∞−→ (ψ, Y˜ ,M)
P˜ -almost sure in L2(0, T, L2(0, 1)) × D(0, T,Hα1(0, 1)) × D(0, T,Hα2(0, 1)). The
equation
ψ(t) = et∆ψ(0) +
∫ t
0
e(t−s)∆∇(ψ(s))2ds+ Y˜ (t) (15)
is fulfilled P˜ -a.s. in C(0, T, L2(0, 1)) where Y˜ (t) =
∫ t
0 e
(t−s)∆dM(s) P˜ -a.s. in
C(0, T,Hα1(0, 1)). Here et∆ denotes the semigroup defined by the Laplacian ∆ with
periodic boundary conditions. The equation
〈ψ(t), ϕ〉 = 〈ψ(0), ϕ〉 +
∫ t
0
〈∆ψ(s) +∇(ψ(s))2, ϕ〉ds + 〈M(t), ϕ〉 (16)
holds P˜ -a.s. in C(0, T,R) where ϕ ∈ Cα3per(0, 1) with α3 > 52 and 〈M(t), ϕ〉 =∫ t
0
∫ 1
0
√
γψ(s, x)ϕ(x)dW (s, x) where W is a certain space-time-white noise. In this
sense, M can be represented as
M(t) =
∫ t
0
√
γψ(s)dW (s).
Remark 2.2 The proof of the theorem will be given in the next section in Lemmata
3.9, 3.10, 3.11, 3.12, and 3.13. We have not tried to prove uniqueness of a solution
of Equation (3), see [11]. We can generalize Theorem 2.1 to random initial condi-
tions. Note that the l-dependence of the quantities in the theorem is suppressed in
the notation.
3 Proofs
Definition 3.1 (i) Eigenfunctions of ∆ : Set ϕ0(r) := 1 and
ϕn(r) :=
√
2 sin(2πnr) for n ∈ N,
ϕn(r) :=
√
2 cos(2πnr) for n ∈ Z \ N0. (17)
The eigenfunctions of ∆ with periodic boundary conditions on (0, 1) corresponding
to the eigenvalues λn = −4π2n2 are given by the complete orthonormal system
(ϕn)n∈Z ⊂ L2(0, 1).
(ii) Eigenfunctions of ∆N : Let
ϕn,N (r) := ϕn(
k − 1
N
) for r ∈ [k − 1
N
,
k
N
), (18)
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where k = 1, . . . , N, n = −N−12 , . . . , N−12 and N is assumed to be odd. According
to [10], (ϕn,N )n form a complete orthonormal system in the space H
N ⊂ L2(0, 1)
of piecewise constant functions (defined in Section 2). They are the eigenfunctions
of ∆N corresponding to the eigenvalues βn,N = −2N2(1 − cos(2πnN )). There are
constants 0 < c1 < c2 with
c1|λn| < |βn,N | < c2|λn| (19)
for all n = −N−12 , . . . , N−12 .
(iii) Projection operators: PN is the L
2(0, 1)-orthogonal projection on HN and Pn
the L2(0, 1)-orthogonal projection on span{ϕk , k = −n, . . . , n}.
Definition 3.2 We define the usual Sobolev spaces of order α ∈ R with periodic
boundary conditions by
Hα(0, 1) := {f =
∑
n∈Z
αnϕn, (αn)n∈Z ⊂ R with ‖f‖Hα(0,1) <∞}
where ‖f‖2Hα(0,1) :=
∑
n∈Z α
2
n(1− λn)α. Similarly we set
HαN (0, 1) := {f ∈ HN : ‖f‖2Hα
N
(0,1) :=
N−1
2∑
n=−N−1
2
〈f, ϕn,N 〉2(1− βn,N )α <∞}.
Set δX(t) = X(t) − X(t−) = X(t) − lims<t,s→tX(s). Then the following are
FNt -martingales.
ZND (t) :=
∑
s≤t
δXND (s)−
∫ t
0
∆NX
N (s) +∇+NFN (XN (s))ds,
ZNB (t) :=
∑
s≤t
δXNB (s), (20)
where δXND ∈ HN is a jump caused by diffusion and δXNB is a jump by birth or
death. The proof is similar to [5]. Moreover,
〈ZND (t), f〉2 −
1
Nl
∫ t
0
〈XN (s), (∇+Nf)2〉+ 〈XN (s) +
1
N
FN (X
N (s)), (∇−Nf)2〉ds,
〈ZNB (t), f〉2 − γ
∫ t
0
〈XN (s), f2〉ds (21)
are FNt -martingales, f ∈ HN .
Lemma 3.3 Let the conditions of Theorem 2.1 be fulfilled. Then with Y NB (t) =∫ t
0 e
∆N (t−s)dZNB (s),
sup
N
P (‖Y NB ‖L∞(0,T,Hα1
N
) ≥ R˜)
R˜→∞−→ 0,
for α1 <
1
2 .
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Proof: The proof follows [10], Lemma 3.2. We therefore only give a brief sketch of
the idea. Let
R(t) =
∫ t
0
e(t−s)∆N dZNB (s ∧ τ)
where τ = τN := inf{t ∈ [0, T ] : 〈XN (t), 1〉 ≥ ρ}. Since P (‖Y NB ‖L∞(0,T,Hα1
N
) ≥ R˜) ≤
P (‖R‖L∞(0,T,Hα1
N
) ≥ R˜) + P (τN < T ) we have to show supN P (τN < T )
ρ→∞−→ 0 and
for fixed ρ > 0, supN P (‖R‖L∞(0,T,Hα1
N
) ≥ R˜)
R˜→∞−→ 0. Let now ρ > 0 be fixed and
define for m 6= 0 and u ∈ [0, t]
M(u) = |m|
∫ u
0
eβm,N (t−s)d〈ZNB (s ∧ τ), ϕm,N 〉.
This is a mean-zero-martingale with M(t) = |m|〈R(t), ϕm,N 〉 and |δM(u)| ≤ 1. The
predictable quadratic variation process << M >> fulfills << M >> (u) ≤ cγρ, see
(21). Lemma 4.4 of [7] yields E[exp(M(t))] ≤ exp(32cγρ) whence
P (m2α1〈R(t), ϕm,N 〉2 ≥ m−2r) ≤ c(γρ) exp(−|m|1−r−α1)
Because for α1 <
1
2 there exists r >
1
2 with α1+ r < 1 such that
∑
m∈Z\{0} |m|−2r <
∞ and ∑m∈Z\{0}m2 exp(−|m|1−r−α1) <∞, we obtain as in [10]
sup
N
P (sup
t≤T
‖R(t)‖Hα1
N
≥ R˜) ≤ c(γ, ρ, T, α1)
∑
m∈Z\{0}
m2 exp(−c(T )|m|1−r−α1R˜)
+ sup
N
P (sup
t≤T
〈R(t), 1〉 ≥ R˜
c
)
R˜→∞−→ 0
where the last term is treated similarly to the others. For the assertion of the Lemma
it therefore remains to show supN P (τN < T )
ρ→∞−→ 0 which in turn follows from
E[supt≤T 〈XN (t), 1〉] ≤ c uniformly in N : From 〈∆NXN (t)+∇+NFN (XN (t)), 1〉 = 0
we conclude 〈XN (t), 1〉 = 〈XN (0), 1〉 + 〈ZN (t), 1〉 and by the Jensen and maximal
inequality and (20)
E[sup
t≤T
〈XN (t ∧ τ), 1〉] = E[sup
t≤T
〈ZN (t ∧ τ), 1〉] + 〈XN (0), 1〉
≤ 2 sup
t≤T
√
E[〈ZN (t ∧ τ), 1〉2] + 〈XN (0), 1〉
≤ 4 sup
t≤T
√
E[〈ZND (t ∧ τ), 1〉2] + E[〈ZNB (t ∧ τ), 1〉2] + 〈XN (0), 1〉 ≤
since 〈ZND (t∧τ), 1〉 = 0 a.s, we continue using Equation (21) and E[〈ZN (t∧τ), 1〉] =
0
≤ 4 sup
t≤T
√
γ
∫ t∧τ
0
〈XN (0), 1〉 + E[〈ZN (s ∧ τ), 1〉]ds + 〈XN (0), 1〉 ≤ c
uniformly in N. ✷
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Lemma 3.4 Let the conditions of Theorem 2.1 be fulfilled. Then with Y ND (t) =∫ t
0 e
∆N (t−s)dZND (s),
sup
N
P (‖Y ND ‖L∞(0,T,Hα1
N
) ≥ R˜)
R˜→∞−→ 0,
for α1 <
1
2 .
Proof: We proceed as in the proof of Lemma 3.3. Due to (21) we obtain with the
notation of this proof:
<< M >> (u) =
m2
Nl
∫ u∧τ
0
exp(2βm,N (t− s))
×
(
〈XN (s), (∇+Nϕm,N )2〉+ 〈XN (s) +
1
N
FN (X(s)), (∇−Nϕm,N )2〉
)
ds ≤
by ‖∇+Nϕm,N‖L∞ ≤ cm
≤ cm
4
Nl
∫ u∧τ
0
exp(2βm,N (t− s))
(
‖XN (s)‖L1 +
1
N
‖XN (s)‖2L2
)
ds ≤
by ‖XN (s)‖2L2 ≤ N‖XN (s)‖2L1
≤ cm
2
Nl
(ρ+ ρ2) ≤ c(ρ).
We can continue similarly to the proof of Lemma 3.3. ✷
Lemma 3.5 Under the assumptions of Theorem 2.1, the family of the probability
distributions of Y NB is tight on D(0, T,H
α1(0, 1)).
Proof: We again follow the proof of [10], Lemma 3.3 and first show that the distri-
butions of ZNB are tight on D(0, T,H
α2(0, 1)). We verify Condition (a) in Theorem
37.2 in [18] and (8.33) and (8.29) ibid. Let α2 < α˜ < −12 and Γη := BR(0) ⊂
H α˜(0, 1) ⊂⊂ Hα2(0, 1). Then by (21)
P (ZNB (t) ∈ Γη) ≥ 1− P (‖ZNB (t)‖2Hα˜
N
> R2)
≥ 1− γ
R2
N−1
2∑
m=−N−1
2
∫ t
0
E[〈XN (s), ϕ2m,N 〉](1 − βm,N )α˜ds ≥ 1− η
for sufficiently large R, see the proof of Lemma 3.3. Analogously, for 0 ≤ t ≤ T and
0 ≤ u ≤ δ˜ for some δ˜ ∈ (0, 1), E[‖ZNB (t+ u)− ZNB (t)‖2Hα˜(0,1)|FNt ] ≤ cδ˜.
This shows the existence of Kη ⊂⊂ D(0, T,Hα2(0, 1)) with P (ZNB ∈ Kη) ≥ 1−η.
By Lemma 4.6, Kη ⊂⊂ Lp(0, T,Hα2(0, 1)) for all p > 1. According to Lemma 4.5,
{
∫ t
0
e(t−s)∆N∆NZ
N
B (s)ds ∈ C(0, T,Hα2−ǫ(0, 1))|ZNB ∈ Kη}
⊂⊂ C(0, T,Hα2−ǫ(0, 1)) ⊂ D(0, T,Hα2−ǫ(0, 1))
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for all ǫ > 0. Because Pn is continuous from D(0, T,H
α2−ǫ(0, 1)) into
D(0, T,Hα1(0, 1)), and because of
Y NB (t) = Z
N
B (t) +
∫ t
0
e(t−s)∆N∆NZ
N
B (s)ds, (22)
see [10], the distributions of PnY
N
B are tight on D(0, T,H
α1(0, 1)) for fixed n ∈ N.
The assertion of the Lemma then follows from Problem 18, Chapter 3, in [18] and the
fact that for all ǫ > 0 there exist a n ∈ N such that P (‖(I−Pn)Y NB ‖L∞(0,T,Hα1 (0,1)) ≥
ǫ) ≤ ǫ uniformly in N. This can easily be deduced from Lemma 3.3 and Lemma 4.2.
✷
Lemma 3.6 Let the requirements of Theorem 2.1 be true. Then Y ND → 0 for
N →∞ in L∞(0, T, L2(0, 1)) in probability.
Proof: According to Lemma 3.4 it suffices to show PnY
N
D (·∧ τ)→ 0 for N →∞ in
the L∞(0, T, L2(0, 1))-norm in probability for any fixed n, where τ is the stopping
time from the proof of Lemma 3.3. Proving this can be done as in [6]. ✷
Let
uN = XN − Y N . (23)
By (13), uN : [0, T ]→ HN is continuous. Moreover, between two jumps, we obtain
∂
∂t
uN (t) = ∆Nu
N (t) +∇+NFN (uN + Y N )(t). (24)
Lemma 3.7 With constants c independent of N, uN , and Y N we obtain the fol-
lowing a-priori-estimates:
‖uN (t)‖2L2(0,1) ≤ exp
(
c
∫ t
0
(1 + ‖Y N (s)‖8/3
L4(0,1)
)ds
)
×
(
‖XN (0)‖2L2(0,1) + c
∫ t
0
‖Y N (s)‖4L4(0,1)ds
)
=: f(t)
and ∫ T
0
‖∇−NuN (t)‖2L2(0,1)dt
≤
∫ T
0
(
cf(t)(1 + ‖Y N (t)‖8/3
L4(0,1)
) + c‖Y N (t)‖4L4(0,1)
)
dt+ ‖XN (0)‖2L2(0,1).
Proof: We apply a well-known procedure, see e.g. [14]. Both estimates follow from
∂
∂t
‖uN‖2L2 + ‖∇−NuN‖2L2 ≤ c‖uN‖2L2
(
1 + ‖Y N‖8/3
L4
)
+ c‖Y N‖4L4 . (25)
by an application of the Gronwall lemma. To obtain this, we multiply (24) with uN
and integrate over the spatial variable,
1
2
∂
∂t
〈uN , uN 〉 − 〈∆NuN , uN 〉 = −〈∇+NFN (uN + Y N ), uN 〉.
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By partial integration 〈∇+Nf, g〉 = −〈f,∇−Ng〉 for f, g ∈ HN we obtain
1
2
∂
∂t
‖uN‖2L2(0,1) + ‖∇−NuN‖2L2(0,1) = S1 + S2 + S3. (26)
with
S1 = −1
3
〈(uN (·))2 + uN (·)uN (· − 1
N
) + (uN (· − 1
N
))2,∇−NuN 〉,
S2 = −1
3
〈2uN (·)Y N (·) + 2uN (· − 1
N
)Y N (· − 1
N
)
+uN (·)Y N (· − 1
N
) + uN (· − 1
N
)Y N (·),∇−NuN 〉,
S3 = −1
3
〈(Y N (·))2 + Y N (·)Y N (· − 1
N
) + (Y N (· − 1
N
))2,∇−NuN 〉.
We now treat S1, S2, and S3.
S1 = 0, because
S1 = −N
3
N∑
k=1
(uN (
k
N
))3 − (uN (k − 1
N
))3 = 0
due to periodic boundary conditions. This is the discrete equivalent to the standard
trick
∫ 1
0 u
2 ∂
∂xu =
1
3
∫ 1
0
∂
∂xu
3 = 0 used when treating the Burgers equation with
periodic boundary conditions. Note that for this result we impose the jump rate in
(4). Otherwise we could have taken N2nk +
N
l n
2
k as first rate in (4) which would
have entailed FN (X) = X
2 in (12) and therefore a “usual” deterministic Burgers
equation in (13) and (24).
S2 + S3 can be bounded by c‖uN‖L4‖Y N‖L4‖∇−NuN‖L2 + ‖Y N‖2L4‖∇−NuN‖L2 .
Since ‖uN‖L4 ≤ c‖uN‖
H
1
4
N
due to a standard Sobolev imbedding ([1], Theorem 7.57)
and Lemma 4.2, and due to Lemma 4.3,
‖uN‖
H
1
4
N
≤ c‖uN‖
3
4
L2
‖uN‖
1
4
H1
N
≤ c‖uN‖L2 + c‖uN‖
3
4
L2
‖∇−NuN‖
1
4
L2
,
the crucial term in the bound of S2 + S3 is
c‖uN‖
3
4
L2
‖∇−NuN‖
5
4
L2
‖Y N‖L4 ≤
1
6
‖∇−NuN‖2L2 + c‖uN‖2L2‖Y N‖
8
3
L4
.
This yields (25). ✷
Lemma 3.8 Let the conditions of Theorem 2.1 be fulfilled. Then the family of the
probability distributions of uN is tight on L2(0, T, L2(0, 1)).
Proof: By the computation in the proof of Lemma 4.3 we have for all β ∈ R and
vN ∈ HN , ‖∇+NvN‖2Hβ
N
≤ c‖vN‖2
Hβ+1
N
. A rough estimate now gives
‖FN (uN + Y N )‖2Hβ+1
N
≤ c
N−1
2∑
m=1
〈FN (uN + Y N ), 1〉2(1− βm,N )1+β
≤ c‖uN + Y N‖4L2
N−1
2∑
m=1
(1− βm,N )1+β ≤ c‖uN + Y N‖4L2
11
for β < −32 . Therefore
sup
N
P
(∫ T
0
‖∇+NFN (uN + Y N )‖2Hβ
N
dt ≥ R
)
≤ sup
N
P
(∫ T
0
‖uN + Y N‖4L2 ≥
R
c
)
R→∞−→ 0
according to Lemmata 3.7, 3.3 with Lemma 4.2, and Lemma 3.4. Let (RNh)(t) =∫ t
0 e
(t−s)∆Nh(s)ds for h ∈ HN and
Ξ(R) = {uN ∈ C(0, T,Hβ) ∩ L2(0, T,H1N ) :
‖∇+NFN (uN + Y N )‖L2(0,T,Hβ
N
)
≤ R, ‖∇+NuN‖L2(0,T,L2) ≤ R,
uN (t) = et∆NXN (0) +RN (∇+NFN (uN + Y N ))(t)}.
Then by the equivalence of the norms in Hβ and HβN for β ≤ 0,
P (Ξ(R))
≥ 1− P (‖∇+NFN (uN + Y N )‖L2(0,T,Hβ) ≥ R)− P (‖∇+NuN‖L2(0,T,L2) ≥ R)
≥ 1− ǫ
for R = R(ǫ) according to Lemmata 3.7, 3.3 with Lemma 4.2, and Lemma 3.4.
Moreover, Ξ(R) is compact in L2(0, T, L2) according to Lemmata 4.5 and 4.4. ✷
Lemma 3.9 Let the conditions of Theorem 2.1 be fulfilled. Then there exist subse-
quences (Nk)k∈N and (lk)k∈N and a probability measure µ such that in distribution
on L2(0, T, L2(0, 1)) ×D(0, T,Hα1(0, 1)) ×D(0, T,Hα2(0, 1)) ×D(0, T,Hα1(0, 1)),
(uNk , Y NkB , Z
Nk
B , Y
Nk
D )
k→∞−→ µ
for α1 <
1
2 and α2 < −12 .
Proof: See Lemma 3.6, Lemma 3.5 and its proof, and Lemma 3.8. The tightness
of the family of the probability distributions of Y ND is shown as in Lemma 3.5 using
an estimate E[‖XN (t)‖2L2(0,1)] ≤ cTN derived similarly to the proof of Lemma 3.3.
The conclusion follows from the theorem of Prokhorov, e.g. [18], Chapter 3. ✷
Lemma 3.10 Let the requirements of Theorem 2.1 be fulfilled. There exists a prob-
ability space (Ω˜, F˜ , P˜ ) and processes u˜ in L2(0, T, L2(0, 1)), Y˜B in D(0, T,Hα1(0, 1)),
and M in D(0, T,Hα2(0, 1)) with α1 <
1
2 and α2 < −12 . (u˜, Y˜B ,M, 0) has the law
defined in Lemma 3.9. There exist processes u˜Nk , Y˜ NkB , Y˜
Nk
D , and Z˜
Nk
B on this prob-
ability space such that the common distribution of u˜Nk , Y˜ NkB , Y˜
Nk
D , and Z˜
Nk
B equals
the common distribution of uNk , Y NkB , Y
Nk
D , and Z
Nk
B , for each k ∈ N. Moreover, in
L2(0, T, L2(0, 1)) ×D(0, T,Hα1(0, 1)) ×D(0, T,Hα2(0, 1)) ×D(0, T,Hα1(0, 1)),
(u˜Nk , Y˜ NkB , Z˜
Nk
B , Y˜
Nk
D )
k→∞−→ (u˜, Y˜B ,M, 0),
P˜ -almost surely.
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Proof: This lemma follows from Lemma 3.9, Lemma 3.6 and the theorem of Sko-
rohod, e.g. [18], Chapter 3. ✷
Lemma 3.11 Let the assumptions of Lemma 3.10 be fulfilled. Then
u˜(t) = et∆ψ0 +
∫ t
0
e(t−s)∆∇(u˜+ Y˜B)2(s)ds (27)
holds in L2(0, T, L2(0, 1)), P˜ -a.s.
Proof: For simplicity we denote the subsequence (Nk)k∈N in the Lemmata 3.9 and
3.10 by N, suppress the tilde, and replace L2(0, 1) by L2, e.g., in this proof. We
give the proof in several steps.
(i) ‖FN (uN )‖L1 ≤ ‖uN‖2L2 , see (12).
(ii) ‖FN (uN )− u2‖L1 ≤ ‖uN − u‖L2(‖uN‖L2 + ‖u‖L2) since∫ 1
0
1
3
(
(uN (x))2 + uN (x)uN (x−N−1) + (uN (x−N−1))2
)
−
(
u(x)
)2
dx
≤ 1
3
(
‖uN + u‖L2‖uN − u‖L2 + ‖uN + u‖L2‖uN − u‖L2
+‖uN‖L2‖uN (·)− uN (· −N−1)‖L2 + ‖uN + u‖L2‖uN − u‖L2
)
≤ ‖uN + u‖L2‖uN − u‖L2 +
1
N
‖uN‖L2‖∇−NuN‖L2 .
(iii) ‖∇ϕ−∇−Nϕ‖L∞ ≤ 1N ‖ϕ‖Ha1 for a1 > 52 because:
‖∇ϕ−∇−Nϕ‖L∞
= sup
k=1,...,N
sup
x∈[ k−1
N
, k
N
)
|ϕ′(x)−N
∫ k
N
k−1
N
ϕ(y) − ϕ(y −N−1)
N−1
dy|
= sup
k=1,...,N
sup
x∈[ k−1
N
, k
N
)
|ϕ′(x)− ϕ′(ξk,N )| ≤ c
N
‖ϕ′′‖L∞
with some ξk,N ∈ [k−1N , kN ].
(iv) If uN → u in L2(0, T, L2) then ∇+NFN (uN )→ ∇u2 in L1(0, T,H−a1) for a1 > 52 .
For
‖∇+NFN (uN )−∇u2‖H−a1 = c sup
‖ϕ‖Ha1=1
〈∇+NFN (uN )−∇u2, ϕ〉
≤ c sup
‖ϕ‖Ha1=1
〈FN (uN ),∇ϕ−∇−Nϕ〉+ c sup
‖ϕ‖Ha1=1
〈u2 − FN (uN ),∇ϕ〉
≤ c
N
‖uN‖2L2 + c‖uN − u‖L2
(
‖uN‖L2 + ‖u‖L2
)
+
c
N
‖uN‖L2‖∇−NuN‖L2
according to steps (i), (ii), and (iii).
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(v) For fixed n ∈ N , eβn,N t − eλnt → 0 for N → ∞ uniformly in t ≤ T, because
|eβn,N t − eλnt| ≤ t|βn,N − λn| and |βn,N − λn| = 4πn2|21−cos xx2 − 1| → 0 for x → 0
where x = 2πnN .
(vi) If hN is bounded in L1(0, T,H−a1) then for a2 > a1,
‖e∆N thN − e∆thN‖L1(0,T,H−a2) → 0 for N →∞.
Applying Lemma 4.1 we obtain
‖e∆N thN − e∆thN‖2H−a2
= ‖
∑
k∈Z
( N−12∑
n=−N−1
2
〈hN , ϕn,N 〉〈ϕn,N , ϕk〉(eβn,N t − eλkt)
)
ϕk‖2H−a2
≤
N−1
2∑
n=−N−1
2
∑
l∈Z
(1− λn+lN )−a2〈hN , ϕn,N 〉2(a2n+lN + b2n+lN )(eβn,N t − eλn+lN t)2
by a consideration similar to the proof of Lemma 4.2, distinguishing the cases l =
0, 1,≥ 2
≤ c
N−1
2∑
n=1
(
〈hN , ϕn,N 〉2 + 〈hN , ϕ−n,N 〉2
)(
(1− λn)−a2 |eβn,N t − eλnt|2
+N2(a1−a2)(1− λn)−a1 + n−2a2N
n
(1− cos(2πn
N
)
)
≤ c
(
max
|n|≤k0
|eβn,N t − eλnt|2 + (1− λk0)a1−a2 +N2(a1−a2)
+ max
|n|≤k0
|N
n
(1− cos(2πn
N
))|+ k2(a1−a2)0
)
‖hN‖2H−a1 .
The claim follows from the boundedness of hN and (v).
(vii) For XN0
N→∞−→ ψ0 in Hα, α > 0, we obtain e∆N tXN0 → e∆tψ0 for N → ∞ in
L∞(0, T, L2).
(viii) For uN
N→∞−→ u, in L2(0, T, L2),∫ t
0
e(t−s)∆N∇+NFN (uN )(s)ds
N→∞−→
∫ t
0
e(t−s)∆∇u2(s)ds
in L1(0, T,H−a2) because∫ T
0
‖
∫ t
0
e(t−s)∆N∇+NFN (uN )(s)ds −
∫ t
0
e(t−s)∆∇u2(s)ds‖H−a2dt
≤
∫ T
0
∫ t
0
‖
(
e(t−s)∆N − e(t−s)∆
)
∇+NFN (uN )(s)‖H−a2
+‖e(t−s)∆
(
∇+NFN (uN )(s)−∇u2(s)
)
‖H−a2dsdt
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The first summand in the integral tends to 0 because of (vi) and (iv), the second
due to (iv). See Lemma 3.7 and Lemma 3.10.
(ix) uN + Y NB + Y
N
D
N→∞−→ u+ YB, P˜ -a.s. in L2(0, T, L2) by Lemmata 3.10 and 4.6.
✷
Lemma 3.12 Under the requirements of Theorem 2.1, M and
〈M,f〉2 − γ ∫ t0 〈ψ(s), f2〉ds are (σ(ψ(s), s ≤ t))t-martingales, for all f ∈ L∞(0, 1),
where ψ := u˜ + Y˜B , see Lemma 3.10. Moreover, M ∈ C(0, T,Hα2(0, 1)), P˜ -a.s.
The quadratic variation process of 〈M(t), f〉 is given by γ ∫ t0 〈ψ(s), f2〉ds, for all
f ∈ L∞(0, 1).
Proof: We follow the proof of Lemma 3.6 of [10]. According to the proof of Lemma
3.3 we have, for m ∈ Z, that
E˜[〈Z˜NkB (t), ϕm〉2] ≤ 2γE˜
∫ t
0
〈X˜Nk(s), 1〉ds ≤ c
uniformly in k ∈ N, where X˜Nk := u˜Nk + Y˜ NkB . From [18], Chapter 7, Problem 7,
we infer that 〈M,ϕm〉 and then M are martingales w.r.t. the above filtration.
By the Burkholder inequality and the proof of Lemma 3.3,
E˜[sup
t≤T
〈Z˜NkB , f〉4] ≤ c(γ, f)E˜[(
∫ T
0
〈X˜Nk(s), 1〉ds)2] + c(XNk(0), f) ≤ c
uniformly in k ∈ N. [18], Chapter 7, Problem 7 yields the second claim.
Moreover, M is continuous because ‖δZ˜NkB (t)‖Hα2 (0,1) ≤ cNklk → 0 for k →∞.
The representation of the quadratic variation process of 〈M(t), f〉 follows from
(21). ✷
Lemma 3.13 For the quantities M and Y˜B defined in Lemma 3.10, P˜ -a.s.,
Y˜B(t) =
∫ t
0
e(t−s)∆dM(s)
holds in C(0, T,Hα1(0, 1)). M can be represented as M(t) =
∫ t
0
√
γψ(s)dW (s) in the
sense that 〈M(t), ϕ〉 = ∫ t0 ∫ 10 √γψ(s, x)ϕ(x)dW (s, x) for all ϕ ∈ C∞per(0, 1) where W
is a certain space-time-white noise on a possibly again extended probability space.
See also Chapter 2 of [35] for an introduction to integration w.r.t. martingale mea-
sures.
Moreover, u˜ ∈ C(0, T, L2(0, 1)) and (27) holds in this space.
Proof: From (22) we infer that
Y˜ NkB (t) = Z˜
Nk
B (t) +
∫ t
0
e(t−s)∆Nk∆NkZ˜
Nk
B (s)ds,
and similar to the proof of Lemma 3.11 the right hand side converges to M(t) +∫ t
0 e
(t−s)∆∆M(s)ds in D(0, T,Hα2(0, 1)) + L1(0, T,Hα2−2(0, 1)). By Lemma 3.12,
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the equality Y˜B(t) = M(t) +
∫ t
0 e
(t−s)∆∆M(s)ds holds in D(0, T,Hα2(0, 1)). Note
that the stochastic integral
∫ t
0 e
(t−s)∆dM(s) is well defined and has a version in
C(0, T,Hα2(0, 1)) according to [26]. For all m ∈ Z we have
〈Y˜B(t), ϕm〉 = 〈M(t), ϕm〉+
∫ t
0
e(t−s)λmλm〈M(s), ϕm〉ds
=
∫ t
0
e(t−s)λmd〈M(s), ϕm〉 = 〈
∫ t
0
e(t−s)∆dM(s), ϕm〉
in C(0, T,R) by a stochastic partial integration formula whence
Y˜B(t) =
∫ t
0 e
(t−s)∆dM(s) ∈ C(0, T,Hα2(0, 1)). Similarly to the proof of Lemma
3.3 we have that PnY˜B tends to Y˜B in D(0, T,H
α1(0, 1)) and therefore Y˜B ∈
C(0, T,Hα1(0, 1)), P˜ -a.s. This yields the first part of the claim.
The representation of the martingale M by a stochastic integral follows by [24].
Since u˜Nk is bounded in L2(0, T,H1N ), it is bounded by Lemma 4.2 in L
2(0, T,Hα)
for all α < 12 . For possibly a subsubsequence this yields u˜
Nk → u˜ in L2(0, T,Hα)
and a.s. in [0, T ] in Hα for all α < 12 . From Lemma 3.7 we infer u˜ ∈ L∞(0, T, L2)
and the claim follows by the method of [14]. ✷
4 Auxiliary Results
Lemma 4.1 Let a0,N = 1 and b0,N = 0 and
an,N =
N
2πn
sin(
2πn
N
), bn,N =
N
2πn
(cos(
2πn
N
)− 1), (28)
for all n ∈ Z. Then we obtain for n = −N−12 , . . . , N−12 and m ∈ Z
〈ϕn,N , ϕm〉 = am,N for m = ±n+ zN, z ∈ Z,m ≤ 0, n ≤ 0,
〈ϕn,N , ϕm〉 = ±am,N for m = ±n+ zN, z ∈ Z,m > 0, n > 0,
〈ϕn,N , ϕm〉 = −bm,N for m = ±n+ zN, z ∈ Z,m > 0, n ≤ 0,
〈ϕn,N , ϕm〉 = ±bm,N for m = ±n+ zN, z ∈ Z,m < 0, n > 0
Otherwise, this scalar product is zero.
Proof: Elementary calculations. ✷
Lemma 4.2 For α < 12 and f ∈ HαN (0, 1), ‖f‖2Hα(0,1) ≤ c‖f‖2Hα
N
(0,1) holds with a
constant c independent of N and f.
Proof: Since this is not proved in the references we know of, we sketch the proof.
By Definition 3.2 and Lemma 4.1
‖f‖2Hα ≤ 〈f, 1〉2 + c
N−1
2∑
n=1
〈f, ϕn,N 〉2
(∑
l∈Z
(a2±n+lN,N + b
2
±n+lN,N )(1− λ±n+lN )α
)
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where∑
l∈Z
(a2±n+lN,N + b
2
±n+lN,N)(1− λ±n+lN )α ≤ cN2(1− cos(
2πn
N
))
∑
l∈Z
(±n+ lN)2(α−1).
This can easily be estimated by cN
2
(1−2α)n2
(1 − cos(2πnN ))n2α ≤ c n
2α
1−2α which implies
the claim. ✷
Lemma 4.3 For f ∈ H1N (0, 1) we obtain with constants not depending on N and
f
‖f‖
H
1
4
N
(0,1)
≤ c‖f‖
3
4
L2(0,1)
‖f‖
1
4
H1
N
(0,1)
and
‖f‖H1
N
(0,1) ≤ c‖f‖L2(0,1) + c‖∇−Nf‖L2(0,1)
Proof: The first inequality is an application of Ho¨lder’s inequality. For the second,
we compute for k = 1, . . . , N and m 6= 0
∇+Nϕm,N (
k
N
) = 2πm(am,Nϕ−m,N + bm,Nϕm,N )(
k
N
)
This yields for m > 0
〈f,∇+Nϕm,N 〉2 + 〈f,∇+Nϕ−m,N 〉2
= (2πm)2
(
〈f, ϕm,N 〉2 + 〈f, ϕ−m,N 〉2
)(
a2m,N + b
2
m,N
)
.
By a2m,N + b
2
m,N = (−βm,N )/(2πm)2 we easily deduce the assertion from Definition
3.2. ✷
We now show a compactness criterion which is in some sense the discrete equiv-
alent to Theorem IV.4.1 in [34].
Lemma 4.4 Let (uN )N∈N be relatively compact in C(0, T,H
β(0, 1)) for some β ≤ 0
and (∇+NuN )N∈N be bounded in L2(0, T, L2(0, 1)). Then (uN )N∈N is relatively com-
pact in L2(0, T, L2(0, 1)).
Proof: Let uˆN be the piecewise linear function that coincides with uN at the
points k/N, k = 0, . . . , N − 1. Then ‖uˆN − uN‖2L2 = 13N2 ‖∇+NuN‖2L2 and therefore
‖uˆN‖2H1 ≤ c‖uN‖2L2 + c(1 + 1N2 )‖∇+NuN‖2L2 and ‖uˆN+M − uˆN‖2Hβ ≤ c‖uN+M −
uN‖2
Hβ
+ c
N2
‖∇+N+MuN+M‖2L2 + cN2‖∇+NuN‖2L2 . Hence we deduce from a classical
interpolation inequality that ∀ǫ > 0 : ∃Cǫ > 0 : ∃N0 ∈ N : ∀N ∈ N : N > N0 :
∀M ∈ N :M > 0 :
‖uN+M − uN‖2L2(0,T,L2) ≤ ǫ
(
‖∇+N+MuN+M‖2L2(0,T,L2) + ‖∇+NuN‖2L2(0,T,L2)
)
+Cǫ‖uN+M − uN‖2L2(0,T,Hβ).
✷
Lemma 4.5 Let (RNh
N )(t) =
∫ t
0 e
(t−s)∆NhN (s)ds for hN ∈ HN . Then for p >
1, γ > 0 such that 1 > 1p +γ and for β ∈ R such that β+2γ < 0, (RNhN )N∈N is rel-
atively compact in C(0, T,Hβ+2γ(0, 1)) if (hN )N∈N is bounded in L
p(0, T,Hβ(0, 1)).
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Proof: Here we adapt the method of [19]. We obtain by a standard argument that
‖et∆N f‖H2γ+β ≤ (1+ ctγ )‖f‖Hβ for β ∈ R and γ > 0 with a constant c not dependent
on N and f. An application of Ho¨lders inequality then yields for sufficiently small
ǫ˜ > 0 that for all t ≤ T
‖RNhN (t)‖H2γ+β+ǫ˜ ≤ c(T, ǫ˜, γ, p)‖hN‖Lp(0,T,Hβ)
whence (RNh
N (t))N∈N is relatively compact in H
2γ+β(0, 1) for all t ≤ T.
Similarly we estimate for s < t
‖
∫ t
s
e(t−τ)∆N hN (τ)dτ‖H2γ+β ≤ c(T, ǫ˜, γ, p)‖hN‖Lp(0,T,Hβ)|t− s|1−
1
p
−γ
.
Because due to β+2γ < 0, the norms of Hβ+2γ(0, 1) and Hβ+2γN (0, 1) are equivalent,
see [10], we obtain ‖∆Net∆N f‖H2γ+β ≤ (1 + ctγ+1 )‖f‖Hβ and
‖
∫ s
0
(
e(t−τ)∆N − e(s−τ)∆N
)
hN (τ)dτ‖H2γ+β
= ‖
∫ s
0
∫ t−τ
s−τ
∆Ne
∆NρdρhN (τ)dτ‖H2γ+β
≤ c
∫ s
0
‖hN (τ)‖Hβ
(
(t− s) + (s− τ)−γ − (t− τ)−γ
)
dτ ≤
by a technique used in [14], Appendix A,
≤ c(T, ǫ˜, γ, p)‖hN‖Lp(0,T,Hβ)|t− s|1−
1
p
−γ
for |t − s| ≤ 1. This shows that (RNhN )N∈N is equicontinuous in H2γ+β(0, 1) on
[0, T ]. ✷
Lemma 4.6 Convergence in D(0, T,Hα(0, 1)) implies convergence in
Lp(0, T,Hα(0, 1)), p ≥ 1.
Proof: First, D(0, T,Hα) ⊂ L∞(0, T,Hα) algebraically due to the existence of left
limits and right continuity in D(0, T,Hα). Let (fn)n∈N be a sequence in D(0, T,H
α)
which converges to f in that space. Then according to [18] there exists a sequence
of strictly increasing Lipschitz continuous functions (ρn)n∈N with ρn(0) = 0 and
ρn(T ) = T such that limn→∞ supt≤T |ρn(t) − t| = 0 and limn→∞ supt≤T ‖fn(t) −
f(ρn(t))‖Hα = 0. Because of 5.5.1 in [18], f(ρn(t)) → f(t) a.e. for n → ∞ and
therefore
∫ T
0 ‖f(t)− f(ρn(t))‖pHαdt due to the integrable bound c‖f‖pL∞(0,T,Hα). ✷
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