In this paper, we prove the global C ∞ regularity of the Oleinik's solution for the steady Prandtl equation with favorable pressure.
Introduction
In this paper, we study the steady Prandtl equation: This system derived by Prandtl could be used to describe the behavior of the solution near y = 0 for the steady Navier-Stokes equations when the viscosity coefficient is small.
The existence and regularity of solution for the system (1.1) was proved by Oleinik [8] for a class of positive data u 0 (y) prescribed at x = 0. Let us make it precise. We denote by K a class of functions, which satisfy Oleinik proved the following classical result(see Theorem 2.1.1 in [8] ).
Theorem 1.1. If u 0 ∈ K and dp dx (x) is smooth, then there exists X > 0 such that the steady Prandtl equation (1.1) admits a solution u ∈ C 1 ([0, X) × R + ) with the following properties:
1. regularity: u is bounded and continuous in [0, X] × R + ; u y , u yy are bounded and continuous in [0, X)×R + ; and v, v y , u x are locally bounded and continuous in [0, X)×R + . 2. non-degeneracy: u(x, y) > 0 in [0, X) × (0, +∞) and for allx < X, there exists y 0 > 0, m > 0 so that
3. global existence: if p ′ (x) ≤ 0, then the solution is global in x.
Then the following problems are natural and important:
• Problem 1. Boundary layer separation in the case of unfavorable pressure, i.e., p ′ (x) > 0.
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• Problem 2. Global C ∞ regularity of Oleinik's solution in the case of favorable pressure, i.e., p ′ (x) ≤ 0. • Problem 3. Vanishing viscosity limit of the steady Navier-Stokes equations.
For Problem 1, Dalibard and Masmoudi [1] proved the boundary layer separation for a class of special data and p ′ (x) = 1, and show that the solution behaves near the separation:
Shen, Wang and Zhang [9] proved the boundary layer separation for the Oleinik's type data in K and p ′ (x) > 0, and studied the local behavior of the solution near the separation point. See also [2] for an unpublished result.
For Problem 3, there are some important progress on the stability for some special boundary layer flows such as the Blasius flow and shear flow [4, 3] .
Global C ∞ regularity of Oleinik's solution is also a long-standing problem. The main challenge is to study the regularity of the solution for a degenerate parabolic equation. Indeed, Oleinik's proof is based on the Von Mises transformation:
Then the new unknown w(x, ψ) satisfies
Now (1.5) is a degenerate parabolic equation due to w = 0 at ψ = 0.
Recently, Guo and Iyer [5] proved the higher regularity of the solution in a local time, i.e., 0 < x < X ≪ 1. The goal of this paper is to give an affirmative answer to Problem 2. The following is our main result. Theorem 1.2. Let u be a global solution to (1.1) constructed in Theorem 1.1 with u 0 ∈ K and dp(x) dx ≤ 0 smooth. For any positive integers m, k and any positive constants X, Y with ǫ < X, there exists a positive constant C depending only on ǫ, X, Y, u 0 , p, k, m so that
For y ∈ [δ, +∞) and δ > 0, (1.5) is an uniform parabolic equation due to w(x, y) > 0 for y ≥ δ and (1.2) with favorable pressure and U (0) > 0. Thus, in the domain [ǫ, +∞)×[δ, +∞), the C ∞ regularity of the solution is a direct consequence of classical parabolic regularity theory [7] . Therefore, we will focus on the domain [ǫ, X] × [0, δ] for some small δ > 0.
Our result does not give the uniform bounds of |∂ k x ∂ m y u(x, y)| in x, y. In particular, the large time behavior of the solution is a very interesting problem(see also [6] ), which will be left to our future work. In the unsteady case, Xin and Zhang [10] proved the global existence of weak solution under the favorable pressure. However, the global C ∞ regularity up to the boundary remains open.
Lower order regularity estimates
In the sequel, we assume that u is a global solution to (1.1) constructed in Theorem 1.1 with u 0 ∈ K and dp(x) dx ≤ 0 smooth. First of all, we improve the growth estimate of |∂ x w|.
Here C is a constant independent of ψ.
Proof. Thanks to Theorem 2.1.14 in [8] 
for some α ∈ (0, 1 2 ), and positive constants m, M depending only on X, u 0 , p. Without loss of generality, we may assume
Next we take ϕ(ψ) = A 1 ψ − A 2 ψ 1+β with constants A 1 , A 2 big and β ∈ (0, 1) to be determined. Then by (2.1) and (2.2), we get
and take A 1 large enough depending on M, δ 1 , A 2 so that
Then the maximum principle ensures that
Proof. By Lemma 2.1, there exists δ 1 > 0 so that
By (2.3) and the definition of δ 0 , we have
Now we make a transformation
It follows from (2.1) that
and for any
for any α ∈ (0, 1). On the other hand, since p is smooth, we have
By standard interior a priori estimates(see Theorem 8.11.1 in [7] ), we have
We write
Thanks to
which along with (2.5) gives
As before, since dp dx is smooth, we have d dx
Then standard interior a priori estimates yield that
, which give our results.
Higher order regularity estimates
In this section, we study the higher order regularity of the solution constructed in Theorem 1.1 with u 0 ∈ K and dp(x) dx ≤ 0 smooth. The following is one of our main results. Proposition 3.1. Let 0 < ǫ < X and k ≥ 2, there exists δ > 0 so that in [ǫ, X] × [0, δ],
Proof. The proof is based on the induction argument. Thanks to Lemma 2.1 and Proposition 2.2, we may inductively assume that for 0 ≤ j ≤ k − 1, there holds that in ǫ
Without loss of generality, assume δ 3 << 1. Our goal is to show that there exists
This will follow from the following Lemma 3.2, Lemma 3.3 and Lemma 3.4. x w up to {ψ = 0}, we know that g is smooth in D and continuous inD(Growth estimate implies continuity, as pointed out on P38 in [8] ). By the assumption, we have g(x, 0) = 0. By the definition of ζ, we have g(0, ψ) ≤ 0. Taking M large enough, we have for x ∈ [0, X], g(x, δ 3 ) ≤ C(δ 3 ) − 1 2 + M δ 3 ln δ 3 ≤ 0. Next we show that by a proper choice of M, the positive maximum of g cannot be achieved in the interior. We argue by the contradiction. Assume that there exists a point (
Lemma 3.2. Assume that (3.1) holds. Then it holds that in
which implies x 0 > 5ǫ 8 and
for γ = √ m. By (1.5), we have in D,
We denote
√ w dp dx ,
Then for x ≥ 5ǫ 8 ,
, p = (x, ψ). Using the induction assumption (3.1), it is easy to verify that for x ≥ 5ǫ 8 ,
By the induction assumption (3.1) and g 1 (p 0 ) > 0, dp dx ≤ 0, we have 1 −h (I 2 (p h ) − I 2 (p)) ≤ C at p = p 0 . (3.9) Summing up (3.6), (3.7), (3.9), (3.8), we conclude that at p = p 0 ,
This along with (3.4) shows that for x ≥ 5ǫ 8 , we have at p = p 0 ,
Take M large enough. Then we have ∂ x g(p 0 ) − √ w∂ 2 ψ g(p 0 ) < 0. However, if p 0 is the interior positive maximum point of g, we have ∂ x g(p 0 ) − √ w∂ 2 ψ g(p 0 ) ≥ 0, which leads to a contradiction. Hence, for M chosen as above and independent of h, we have
Similarly, we can show that min D g 2 ≥ 0, where
Since M is independent of h and h is arbitrary, we have
Then we have the desired result. Set D = (0, X] × (0, δ 3 ). Then g is smooth in D and continuous in D. By (3.12), we have g(x, 0) = 0. Requiring A 1 ≥ A 2 , by the definition of ζ, we have g(0, ψ) ≤ 0. Taking A 1 large depending on A 2 so that for x ∈ [0, A], g(x, δ 3 ) ≤ 0.
Next we show that by a proper choice of A 1 , A 2 , the maximum of g cannot be achieved in the interior. By (2.1), we have
By (1.5), we have
By (3.12) and (3.1), we have, for x ≥ 7ǫ
where we note β << 1 2 . On the other hand, by (3.12) and (3.1), we have for 0 ≤ m ≤ k − 1,
, from which and (3.13), we deduce that at p = p 0 ,
which implies that the maximum of g cannot be achieved in the interior. Hence,
Similarly, we can prove that max 
Proof. By Lemma 3.3 and (3.1), it holds that in 15
By straight calculations, we obtain
Since
from which and the induction assumption, we can deduce that
This along with (3.17) gives the desired result.
Global C ∞ regularity
In this section, we prove Theorem 1.2. As we remark below Theorem 1.2, it is enough to prove the regularity of the solution on the domain [ǫ, X] × [0, δ] for some small δ > 0.
Proof. To make the notation clear, we write the Von Mises transformation as follows (x, ψ) = x, y 0 u dy .
A direct calculation(or See P25 in [8] ) shows that
By (2.1) and Proposition 3.1, we have |∂ x ψ| ≤ Cψ. Thanks to ∂ y = √ w∂ ψ , we find that
∂ k x 2∂ 2 y u =(∂x + ∂ x ψ∂ ψ ) k ∂xw + 2 dp dx =(∂x + ∂ x ψ∂ ψ ) k (∂xw) + 2 d k+1 p dx k+1 . Using (4.1) and Corollary 3.5, we can deduce that |∂ k x ∂ y u| + |∂ k x ∂ 2 y u| ≤ C. 
