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Zusammenfassung
Die archaeale Protonenpumpe Bacteriorhodopsin nutzt Sonnenlicht um einen Protonengradienten
über der Zellmembran aufzubauen. Der Mechanismus der Energieumwandlung basiert auf einem
gut erforschten Photozyklus. Obwohl schon über 45 Jahre an diesem bioenergetischen Modellsystem
geforscht wurde, sind noch immer wenig Informationen über den letzten Schritt dieses Photozykluses
vorhanden: den Übergang vom O zum Grundzustand (bR). Es wird jedoch angenommen, dass ein
langreichweitiger Protonentransfer den bR Zustand wiederherstellt.
Diese Arbeit zielt darauf ab, weiteren Aufschluss über die mechanistischen Details und thermody-
namischen/kinetischen Eigenschaften des O→bR Übergangs zu geben. Um dies zu bewerkstelligen,
wurden computergestütze Rechenmethoden als brauchbare Ergänzung zum Experiment verwendet,
da die Handhabung von Membranproteinen und die gesetzten Ziele für experimentelle Methoden
eine schwierige Aufgabe darstellen.
Zunächst wurden Strukturmodelle mit Hilfe von enhanced sampling Methoden für den O, bR und
den O* Intermediatszustand erstellt. Für die Simulation der (langreichweitigen) Protonentransfer-
reaktionen wurde ein hybrides QM/MM Set-up basierend auf der semiempirischen Quantenchemie-
Methode DFTB3 und dem CHARMM36 Kraftfeld verwendet. Die mit dem Protonentransfer asso-
ziierte Änderung der Gibbs’schen Freien Energie wurde mit Hilfe von Freie-Energie-Techniken in
Kombination mit einer fortgeschrittenen Reaktionskoordinate, die auf der center of excess charge-
Darstellung basiert, aufgeklärt.
Die Ergebnisse weisen darauf hin, dass es sich bei der O→bR Konversion um einen leicht exer-
gonen Prozess handelt, in dem der O* Zustand ein metastabiler Zwischenzustand bildet. Bezüglich
des Protonentransfer-Pfads wurde eine interessante Feststellung gemacht: Der langreichweitige Pro-
tonentransfer wird über einen Protonen-Loch-/inversen Grotthuss-Mechanismus vollzogen. Zudem
wird dieser Ladungstransfer begleitet von der Umorientierung einer funktionell wichtigen, positiv
geladenen Arginin Seitenkette sowie der Ausbildung der proton release group.
Im Zuge dieser Studien, wurde des Weiteren die Genauigkeit von DFTB3 für Protonentransfer-
reaktionen evaluiert. Die Methode bewies sich als leistungsstark für die Beschreibung dieser Reak-
tionen mit einer geringfügigen Tendenz für die Unterschätzung von Reaktionsbarrieren. Um diesen
Fehler zu korrigieren, der aus der Unterschätzung der kurzreichweitigen Pauli Repulsion in DFTB3
resultiert, wurde die empirische Delta-Pauli Korrektur entwickelt. Allerdings gab es bisher keine Pa-
rameter für dieses Model. Daher wurde in dieser Arbeit der erste Parametersatz für CHNO-basierte
Molekülsysteme entworfen und an relevanten organischen/biochemischen Systemen evaluiert.
Die Ergebnisse zeigen, dass Delta-Pauli erfolgreich kurzreichweitige Pauli Repulsion in DFTB3
einführt. Dies hat zur Folge, dass Delta-Pauli die Beschreibung von Molekülsystemen bezüglich




The archaeal proton pump bacteriorhodopsin uses sunlight to build up a proton gradient across the
cell membrane. The mechanism of energy conversion is based on a well investigated photocycle.
Despite over 45 years of research on this bioenergetical model system, there is still little information
available about the last step of the photocycle: the O→ground (bR) state transition. It is merely
assumed that a long-range proton transfer recovers the bR state of bacteriorhodopsin.
This work aims to shed further light on the mechanistic details and thermodynamic/kinetic
features of the O→bR transition. In order to achieve this, computational methods were used as
a viable complement to the experiment since the handling of membrane proteins and the targeted
objectives pose a quite involved task to experimental techniques.
Initially, structural models for the O, bR and the O* intermediate state were obtained by
employing enhanced sampling molecular dynamics simulations. For the simulation of the (long-
range) proton transfer reactions, a hybrid QM/MM setup based on the semiempirical quantum
chemistry method DFTB3 and the CHARMM36 force field was used. The change of Gibbs free
energy associated with the proton transfer was resolved by employing free energy techniques with
an advanced reaction coordinate based on the center of excess charge representation.
The results indicate that the O→bR conversion represents a slightly exergonic process in which
the O* state constitutes a metastable intermediate. Concerning the proton transfer pathway, an
interesting finding was made: The long-range proton transfer is accomplished via a proton hole/in-
verse Grotthuss mechanism. Moreover, this charge transfer is accompanied by the reorientation of
a functionally important, positively charged arginine side chain as well as by the formation of the
proton release group.
In the course of these studies, DFTB3 was furthermore benchmarked for proton transfer re-
actions. The method proved to be eﬃcient for the description of these reactions with a small
tendency to underestimate reaction barriers. In order to correct for this error, which results from
missing short-range Pauli repulsion in DFTB3, the empirical Delta-Pauli correction was developed.
However, until now, there were no parameters available for this model. Hence, in this work the
first parameter set for CHNO-based molecular systems was derived and benchmarked on relevant
organic/biomolecular systems.
The results show that Delta-Pauli successfully introduces short-range Pauli repulsion to DFTB3.
As a consequence, Delta-Pauli improves the description of molecular systems regarding non-covalent
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Proton Transfer in the bR O-State
Sunlight is the primary source of energy and is essential for all life on our planet. Various
organisms have trained themselves to derive energy from this source1. The most prominent
example therefore are photoautotrophic organisms like plants, bacteria and algae which
directly capture energy from sunlight via chlorophyll-based light-harvesting complexes in
order to use it for photosynthesis. Consequently, the photosynthetic process provides energy
for the cell and thus drives energy-consuming metabolic processes such as protein synthesis
etc. From a thermodynamic point of view this scenario can be seen as a coupling of an exer-
gonic (photosynthesis) to an endergonic process (protein synthesis). This so-called principle
of “energy coupling” is ubiquitous in nature and has been perfected in the metabolism of
higher life forms.
Beside photosynthesis, cell respiration is the other main energy-yielding process of most
organisms. Both processes have in common that they are indirectly coupled to the syn-
thesis of the universal energy carrier of all cells: adenosine triphosphate (ATP). In order
to achieve this, the energy which is liberated over a series of electron transfer reactions
during photosynthesis or cell respiration is used to drive an uni-directional transport of
positively charged hydrogens (protons) across the thylakoid membrane or inner mitochon-
drial membrane. Via this process, the energy is converted into an electrochemical gradient,
also known as protonmotive force, which is applied across the cell membrane and consists
of two components: the diﬀerence in hydrogen ion concentration and the electric potential
diﬀerence due to charge separation. The ATP synthase, another vectorial ion transporter
dissipates this protonmotive force and drives with it the endothermic reaction of adenosine
diphosphate with inorganic phosphate to produce ATP. As a result, the energy is stored
in the pyrophosphate bond. This whole concept is known as the “chemiosmotic theory”,
which was first proposed by Peter Mitchell in 19612 and who was rewarded with the Nobel
prize in 1978. The usage of a molecular energy carrier like ATP ensures that the energy
provision is not bound to a single compartment like chloroplasts (photosynthesis) or mito-
chondria (respiration) but can be delivered to at least, other parts within the cell in order
to drive endergonic processes. Furthermore, the energy is temporarily stored and available
also when the primary energy source (e.g. sun) is absent. Due to these properties, ATP is
the main energy currency in the cell.
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A special form of photoautotrophy, which is not based on chlorophyll as the light-
harvesting complex, can be found in the cell membranes of microorganisms from the class
of Halobacteria.
1.1 Bacteriorhodopsin
Unlike the name suggests, Halobacteria belong to the Archaea rather than to the Bacteria
domain3. These extremophilic organisms prosper under high salt concentrations like in the
Great Salt Lake or the Dead Sea. As a result, parts of those lakes are colored purple-red
due to the presence of Halobacteria.
An explanation for this was given in 1971, when Oesterhelt and Stoeckenius4 discovered
in one of such halophilic archaea, Halobacterium halobium, the integral membrane protein
bacteriorhodopsin (bR). They showed that this protein consists of an opsin-like part bound
to a photoactive retinal molecule, which exhibits an absorption maximum at 570 nm. This
chromophore is responsible for the discovered purple patches of the cell membrane5 and
hence for the coloring of the lakes.
A few years later, in 1973, the function of bR was elucidated: The archaeal protein
serves as a light-harvesting complex, which uses the energy of light to pump protons across
the cell membrane6. During this vectorial transport a protonmotive force results, which
drives ATP synthesis and in turn the energy production of the cell7–10. According to this,
the photosynthetic process taking place in bR bears analogy to the photosynthesis in the
chloroplasts.
The deep interest and the experimental advantages of bR led to its first low-resolution
crystal structure shortly afterwards, in 197511. This fact makes bR the first membrane
protein whose structure was resolved by any experimental technique. According to the
crystal structure, bR occurs as a trimeric unit with a 3:1 peptide:lipid-ratio in the membrane
(see Figure 1.1A). The functional monomer of bR, depicted in Figure 1.1B, consists of 248
amino acids with a molecular weight of 24 kDa. And there are seven α-helices, which
penetrate the membrane layer almost perpendicularly.
In the years that followed, bR advanced to a model system for structural biology and
bioenergetical transport mechanisms. This is mainly due to the proteins theoretical simplic-
ity and experimental advantages12,a. Nowadays, the protein data bank RCSB13 contains
131 bR crystal structures, mostly based on x-ray diﬀraction with high-resolutions of up to
1.43Å14. With respect to these data, the photoactive retinal molecule comprises a con-
jugated polyene chain with a β-ionone ring. Furthermore, this molecule is linked via a
protonated Schiﬀ base15 to the ϵ-amino group of K2164,16,17 and thereby separates the pro-
teins cytoplasmic and extracellular part. Neutron diﬀraction studies18 and crystallographic
B-factors19–21 indicated that the cytoplasmic part is more flexible than the rigid extracellu-
lar part. This fact is a result of the amino acid and water composition of the protein: The
cytoplasmic part is dominated by hydrophobic amino acids, whereas in the extracellular
ae.g. bR tends to form well-ordered two-dimensional crystals.
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part mainly charged and polar amino acids dominate, which form a network of hydrogen
bonds together with several water molecules, making this region more rigid12.
The proton pumping mechanism was studied extensively with various diﬀerent (also
time-resolved) spectroscopic methods in combination with experimental techniques like cry-
otrapping. These studies showed that the pumping mechanism is initiated by exposure of
the retinal molecule to light. This primary event triggers a sequence of large structural
rearrangements in the protein, leading to several diﬀerent intermediate states before the
initial state, the so-called ground (bR) state, is recovered. The sequence of the individual
intermediate states is known as the photocycle. Despite the fact that most of these inter-
mediate states are very well investigated, until today there is no consensus on the complete
reaction mechanism. Reasons for that are manifold and will not be discussed in this work.
Instead, the reader is referred to refs. 12,22,23. However, a generally accepted photocycle
scenario will be outlined in the next section.
Figure 1.1: Three-dimensional structures of the bR state. A: Top view on bR in its
naturally occurring trimeric form. Lipids are depicted in ochre and crystal waters in pink.
Based on PDBID 4XXJ24. B: Side view on the bR monomer. Functionally important
amino acids are shown and labeled. Key proton transfer steps are labeled from 1 to 5 and
are further described in the text. Based on PDBID 5B6V25.
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1.2 The Photocycle of Bacteriorhodopsin
bR→K Transition
In the bacteriorhodopsin ground state (bR) the Schiﬀ base of the retinal is facing the extra-
cellular side. This configuration is stabilized by a hydrogen-bonded network (HBN), which
is formed by the protonated Schiﬀ base together with three water molecules W400, W401,
W402 and the aspartate side chains of D85 and D21220,21,26. The photocycle of bR and
therewith the proton pumping mechanism is initiated, when a photon with a wavelength of
570 nmb is absorbed by the retinal. As a consequence, the chromophore is excited from the
electronic ground state S0 into its first excited state S1 27. During relaxation, an isomeriza-
tion around the C13=C14 bond converts the retinal from its all-trans to its 13-cis,15-anti
form. This process takes place on a timescale of 4 ps and leads to the K state28–30 (see
Figure 1.2B).
K→L Transition
The red-shifted K state exhibits a twisted configuration of the isomerized retinal, where
the Nζ-H bond of the Schiﬀ base is reoriented towards the cytoplasmic side. Furthermore,
the hydrogen bond to the structurally important water W402 is weakened/broken so that
the Schiﬀ base approaches D8531. This strained configuration is a result of the stored
photon excess energy. In fact, the K state can be seen as the intermediate with the highest
free energy which drives the subsequent reactions of the photocycle12. The mechanistic
details of the K→L transition are still under discussion, because of the strong dependence
on experimental conditions and probably spectroscopically silent intermediates32–34. After
approximately 1 µs the L state is formed.
L→M1 Transition
It is assumed that the strain on the retinal chromophore is reduced and the hydrogen bond
to W402 reestablished such that the first proton transfer (PT) step is prepared. During the
L→M1 transition, which lies on a timescale of roughly 40 µs the Schiﬀ base is deprotonated
with D85 as the proton acceptor. However, there is no consensus about the mechanism of
the PT. Proposed scenarios involve a direct PT as well as an indirect PT over the W402
water35–39. It was also proposed that W402 is first deprotonated, leading to a proton hole
which then deprotonates the Schiﬀ base40. The PT releases further strain on the retinal such
that the chromophore and the D85 residue are drawn apart making the PT irreversible12.
Consequently, the change in the protonation pattern directly aﬀects the R82 side chain
and induces a swing movement of this amino acid towards the E194/E204 and away from
D85/D21241–43. Clemens et al.44 observed this movement also in a molecular dynamics
(MD) simulation. Furthermore, on the basis of Potential of Mean Force (PMF) calculations
they could show that the extracellular orientation of R82 is preferred by roughly 0.9 kcal/mol
over the cytoplasmic-oriented one. According to their results, the extracellular-oriented R82
bThis is equivalent to an energy of 2.175 eV or 50.2 kcal/mol.
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Figure 1.2: The diﬀerent retinal configurations and the bR photocycle. A: The absorption
of a photon triggers the isomerization of the all-trans retinal in its 13-cis,15-anti form. The
retinal is linked via a protonated Schiﬀ base to the protein part. B: Schematic representation
of the bR photocycle. Important intermediates, their absorption maxima and approximate
lifetimes are shown. The key proton transfer steps are labeled from 1 to 5 (cf. Figure 1.1B).
configuration allows the influx of additional water molecules from the bulk. The R82 side
chain movement, in turn, changes the electrostatics in the protein environment close to
the extracellular side19. As a result, a proton is released at the extracellular side coming
from the so-called proton release group (PRG). The identity of this group is still debated.
Popular suggestions are that this group is the protonated amino acid E20445, a complex
of E204 and E19446 or a protonated water cluster between R82 and E204/E19447. With
the help of hybrid quantum mechanics/molecular mechanics (QM/MM) simulations it has
been shown that the last option is energetically very unfavorable, because PMF calculations
indicated that there is no stable conformation for a protonated water cluster48,49. According
to Goyal et al.49 a complex with a shared proton between E194/E204 and stabilized by S193
is approximately 15 kcal/mol more favorable than the protonated water cluster.
M1→M2 Transition
In the strong blue-shifted M1 state, the deprotonated retinal Schiﬀ base is still in a rather
extracellular- than cytoplasmic-oriented configuration. However, since bacteriorhodopsin is
a vectorial proton pump it must be ensured that the Schiﬀ base can be reprotonated by
a proton coming from the cytoplasmic side. Therefore, the Schiﬀ base has to reorient in
a so-called switch step which is happening during the M1→M2 transition23. This spectro-
scopically silent transition happens on a time scale of 350 µs50. It is believed that the switch
mechanism induces large conformational changes in the cytoplasmic protein region51.
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M2→N Transition
The Nζ group of the Schiﬀ base is reprotonated by D96 during the M2→N transition52–58.
Due to the large distance between the proton acceptor and donor (approximately 12Å) and
a transition time of ca. 5ms, it is assumed that the PT is accomplished over a transient
water chain in a Grotthuss-like mechanism59.
N→O Transition
During the approximately 5ms long N→O transition a hydrophobic plug in the cytoplasmic
region gets opened, allowing the influx of a proton from the cytoplasmic water phase which
then reprotonates D9653,55. Probably at the same time the retinal thermally reisomerizes
back in its all-trans configuration60. The synchronism of both processes suggests that they
are coupled to each other61.
O→bR Transition
Compared to the early half of the photocycle, the experimental data for the O state as well
for the transition back to the bR state is sparse: Currently, the RCSB database contains
four O-like crystal structures, but these are all based on bR mutants. It is assumed that
the newly formed all-trans retinal adopts a twisted conformation62 in the red-shifted O
state. Furthermore, structural rearrangements of the protein helices lead to a more open
conformation of the extracellular side. For the return into the bR state, which is assumed
to happen on a time scale of 5ms63, D85 has to be deprotonated and the PRG protonated.
Moreover, the change in the protonation pattern should trigger the upswing movement
of the R82 side chain back in its initial position. Since the low initial pKa of D85 and
the high initial pKa of the PRG are recovered during this process, it is expected that
this reaction is strongly downhill12,23. Furthermore, the deprotonation of D85 is assumed
to be the rate-limiting step in this process64. However, the D85 amino acid is spatially
separated by roughly 12-14Å from the E204/E194 amino acids, and the positively charged
R82 side chain lies directly in between. The appearance of a new C=O stretch band in time-
resolved Fourier transform infrared spectra gave the hint that D212 is transiently protonated
during the O→bR reaction65,66, leading to an intermediate state O*. Minimum energy
path (MEP) calculations, based on the conjugate peak refinement (CPR) method67 showed
that an indirect PT from D85 to D212 over water molecules is indeed kinetically feasible
with a reaction barrier between 4 – 11 kcal/molc. Furthermore, these results revealed the
endothermic character of this reaction leading to a metastable O* state. This in turn led
to the conclusion that D212 only serves as a proton-stabilizing intermediate in a larger
PT. The dominant opinion in the bR community hence suggest that like in the M2→N
transition, a long-range PT takes place in which the D85 proton is transferred over a water
wire and via D212 down to the PRG. However, CPR calculations68 have shown that a
Grotthuss-like PT from D85→E204 exhibits a very high reaction barrier of 21.9 kcal/mol
cDepending on the reaction pathway and the number of water molecules in the pathway.
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and is strongly endothermic(∆E = 10.0 kcal/mol)d. It is worth mentioning that the O-like
D85S mutant72 exhibits the ability to pump chloride ions from the extracellular towards
the cytoplasmic sidee.
To sum up, in the bR photocycle the collected photon energy of ca. 50 kcal/mol is
gradually converted into a protonmotive force by releasing one proton to the extracellular
side.
1.3 Open Issues
Despite over 45 years of research on bR, the exact mechanism of the photocycle still is not
revealed. Especially structural, mechanistic and energetic details of the late O state and
its conversion back to the bR state remain elusive.
The problem is the sparse information about the important degrees of freedom, which
drive the O→bR transition. Hence, it is necessary to find the most stable conformations
of the O and O* state and then compare them to the bR structure in order to identify
any possibly important degrees of freedom. One such, beside the long-range PT, has to
be the swing movement of the R82 side chain. However, it is not clear at what stage in
the O→bR reaction this side chain reorients towards the cytoplasmic side. It is also not
obvious, if there is enough cavity water for the assumed long-range PT available between
the D85/D212 and E194/E204 site. For the PT the cavity waters have to form a transient
water chain from D85 to the PRG, which could be hindered by the R82 side chain which
lies in between.
Regarding the O→O* transition, the exact pathway of the PT was not resolved because
the mentioned MEP calculations67 implied a predefinition of the reaction pathway (PT
over one or two etc. water molecules), and neglected the equilibration of the environment.
However, a PT entails a change in the protonation pattern, which could have drastic eﬀects
in a polar region like this. Consequently, if structural rearrangements arise due to this
transfer one would not notice them.
With respect to the energetics of the O→bR transition, the situation looks even worse:
The two proposed pathways seem to be either endothermic (Grotthuss pathway over water
wire) or kinetically unfeasible due to the high reaction barrier (pathway over R82 side
chain)68. Moreover, it is well known that the D85/D212 site is electrostatically coupled to
the E194/E204 site. Since the long-range PT alters the protonation state of these sites,
it is also probable that this event triggers further reactions, which are not resolved by
MEP calculations. Furthermore, entropic and solvent eﬀects, which are neglected in MEP
calculations, could also play important roles in the O→bR transition.
dA yet other scenario which is proposed, suggests the R82 side chain as simultaneous proton acceptor/donor
in the D85→PRG PT69. Nevertheless, R82 mutants are still able to pump protons (even though with
reduced eﬃciency)70,71 and MEP calculations yield a too high reaction barrier of roughly 36 kcal/mol for
this pathway68.
ehR, which is another archaeal rhodopsin-based protein closely related to bR, pumps chloride ions in its
native form73.
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Therefore, this work aims to:
• Propose structural models for the bR, O and O* states. Thereby the main stabilizing
interactions, their energetics and the most significant diﬀerences between the models
will be figured out for the active site between D85 and the PRG. Furthermore, the
water density in this region will be in the focus. These analyses are necessary in order
to detect the important degrees of freedom of the O→bR transition.
• Predict Gibbs free energies for the O→O* as well as for the O→bR transition. Thereby
the PT pathways (which should not be assumed a priori) and the response of the
environment (structural rearrangements etc.) are of special interest. The free energies
in turn can then be used in order to
• Propose a complete, kinetically feasible and exergonic reaction mechanism for the
O→bR transition.
As already mentioned, experimental researches struggle with the correct description
of the O state. As a consequence, it is diﬃcult to resolve the stated issues with these
methods. Nevertheless, MD simulations won fame especially for the study of membrane
proteins which are experimentally hard accessible. In order to give answers to the stated
issues, various MD simulation techniques will be employed in this work. Classical force-fields
are known to eﬃciently predict the time-dependent evolution of large molecular complexes,
consisting of multiple thousands of atoms. However, since the project implies the simulation
of chemical reactions, in which the electronic structure rearranges, a quantum mechanical
(QM) description is inevitable but much too expensive for the whole system. Consequently,
the multi-scale QM/MM approach will be applied where the small, reactive region of the
molecular system is described by quantum chemistry and the rest by classical Newtonian
mechanicsf. In this work, the QM region will be treated with the semiempirical density
functional tight-binding (DFTB) method. The semiempirical character of DFTB allows
eﬃcient sampling of large QM regions, which is necessary in order to predict free energies.
However, the accuracy of this method suﬀers sometimes from its approximative nature.
Especially the description of non-covalent interactions like Pauli repulsion is insuﬃcient
and need to be corrected, for example with an auxiliary model. The parametrization of one
such model, which should improve the Pauli repulsion in DFTB represents the second part
of this thesis.
fIn 2013, Karplus, Levitt and Warshel received the Nobel prize in Chemistry for the development of the
QM/MM approach.
CHAPTER 2
A Pauli-Repulsion Correction for
DFTB3
DFTB is a semiempirical quantum chemistry method, which is derived from Kohn-Sham
density functional theory (DFT) by a Taylor series expansion74. While the application of the
original DFTB model75,76 was restricted to the solid state, the self-consistent charge (SCC)
models, DFTB277 and the current model DFTB378–81 gained reputation in the field of
soft matter. Especially in the framework of QM/MM calculations, where large QM regions
of up to hundreds of atoms or long sampling times up to multiple nanoseconds are the
rule, the eﬃcient DFTB method is extensively used82. Consequently, DFTB also found
application to various PT reactions occurring in proteins, for example in bR35,48,49,67,68,
cytochrome c oxidase83, carbonic anhydrase84–86 etc. The speedup eﬀect of DFTB results
from approximations like the use of a minimal basis set and exclusive treatment of valence
electrons. Furthermore, the computationally expensive Hamiltonian and overlap matrices
contain one- and two-center contributions only. Therefore, they can be parametrized on
basis of the generalized gradient approximation (GGA)-DFT functional PBE87 in advance
such that they just need to be read in during the calculation. As a result, DFTB runs two
to three orders of magnitude faster than a conventional DFT calculation while still yielding
results comparable to a GGA-DFT method employing a double-ζ basis set81.
Nevertheless, the approximative character of DFTB and also inherited drawbacks from
the PBE functional are responsible for this method hardly reaching the chemical accuracy
(1.0 kcal/mol). Especially the description of non-covalent interactions like attractive dis-
persion and Pauli repulsion is a delicate issue. One has to mention that the insuﬃcient
description of these interactions is not a DFTB-specific problem as ab initio methods suﬀer
from this diﬃculty also. The reason for this can be traced back to the inadequate descrip-
tion of electron correlation eﬀects in these methods88. However, these interactions influence
important molecular properties like geometries, reaction energies etc. For example, the sta-
bility of the pi-stacked benzene dimer (see Figure 2.1A) or base pair stacking in nucleic
acids is mainly a result of mid- to long-range attractive dispersion interactions between
the pi-systems. On the other hand, at short interatomic distances the Pauli repulsion be-
comes important for the energetics. Hence, reaction barriers like the rotational barrier of
11
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Figure 2.1: Interaction energy of the benzene dimer (A) and rotational barrier of
ethanolamine (B). The data was calculated with a reference method (CCSD(T)98 or SCS-
MP2), PBE-DFT-D3 and DFTB-D3. A: The D3 correction ensures for the correct descrip-
tion of the dispersion-dominated mid- to long-range part (r/r0 > 1.1). However, for the
short-range Pauli-repulsive dominated part (red box) DFTB-D3 underestimates this contri-
bution and consequently deviates from the reference and its well performing parent method
PBE-DFT-D3. B: DFTBs underestimation of Pauli repulsion leads beside other eﬀects to
a continuous underestimation (red boxes) of rotational barriers.
ethanolamine (see Figure 2.1B) are mainly dictated by this interaction.
In order to account for non-covalent interactions, quantum chemistry methods which aim
at eﬃciency, use empirical corrections. As a result, the D3 model by Grimme89 advanced
in the recent years to the most popular and eﬃcient dispersion correction model. It was
parametrized for most quantum chemical methods including DFTB390,91.
However, a correction for the short-range Pauli repulsion is still missing such that this
interaction is generally underestimated in DFTB. This is mainly because of two reasons:
Already the PBE functional underestimates this interaction such that DFTB inherits this
deficiency due to parametrization. Secondly, this can be seen as a result of the minimal basis
set approximation. Consequently, energetic properties like reaction barriers are generally
underestimated. This deficiency also aﬀects geometrical properties such that DFTB de-
scribes condensed matter generally as too dense92, leading for example to overcoordinated93
complexes, a wrong radial distribution function for water94,95, voids in water clusters96 etc.
Consequently, there is a need for a Pauli repulsion correction in DFTB. Recently, Max-
imilian Kubillus97 proposed one such empirical correction model for DFTB3, named Delta-
Pauli. In this work the first parameter set for Delta-Pauli will be derived and benchmarked







In order to resolve the electronic structure of a molecular system, the corresponding Schrödinger
equation has to be solved. In most cases, atoms or molecules are investigated which exhibit
no time-dependent interactionsa, so that the stationary Schrödinger equation is solved:
HˆΨ(r1 ... rn,R1 ...RN ) = EΨ(r1 ... rn,R1 ...RN ) (3.1)
where Hˆ is the time-independent Hamilton operator, Ψ represents the many-body wave
function for a system of n electrons with coordinates r and N nuclei with coordinates R,
and E is the corresponding eigenvalue to Hˆ representing the total energy of the system.
This many-particle problem may be simplified via introduction of the Born-Oppenheimer
approximation99. The key message of this approximation is that the movement of the
electrons can be decoupled from those of the nucleib. As a consequence, the electronic
Hamiltonian depends only on the electronic coordinates r, while the coordinates of the
nuclei R enter solely as parameters:


















Tˆe represents the kinetic energy of the electrons, Vˆee is the electron-electron interaction,
VˆeN describes the interaction of the electrons with the nuclei.
Although the Born-Oppenheimer approximation reduces the complexity of the prob-
lem, there is still the many-body interaction of the electrons that makes an analytical and
hence exact solution of the Schrödinger equation unique to one-electron systems. Never-
theless, there is a recipe for approaching the ground state wave function Ψ0 with which all
quantum-chemical methods deal with: the variational principle. It states that the energy
ae.g. no interaction with an electric or magnetic field.
bThis approximation is justified by the fact that the nuclei are much heavier and hence slower than the
electrons. Thus, the electrons move from their point of view in a constant potential of the nuclei. Further-
more, the nuclear kinetic energy term is assumed to be independent of the electrons and the correlation in
the electron-nuclear potential is lost.
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Eg corresponding to a trial wave function Ψg is an upper bound to the true ground state
energy E0:
〈Ψg|Hˆ|Ψg〉 = Eg ≥ E0 = 〈Ψ0|Hˆ|Ψ0〉 (3.3)
From this point start the two main classes of quantum chemistry: Hartree-Fock (HF) theory
and DFT. We will continue with the latter method, because it was used in this work and
furthermore is the basis for the DFTB method.
3.1 Density-Functional Theory
The basis of DFT provides the replacement of the many-body wave function Ψ(r1 ... rn) by
the electron density ρ(r):
Ψ(r1 ... rn)→ Ψ[ρ(r)] (3.4)
As a consequence, the system is described by a function of three instead of a function of
3Nc coordinates. The use of the electron density as the central variable is legitimized by the
theorems of Hohenberg and Kohn100, which state that the ground state and its properties
like the total energy E0 are a unique functional of the ground state electron density ρ0(r):
E0 = E[ρ0(r)] (3.5)
The main goal of all DFT methods is to approach the exact functional which connects the
electron density ρ0(r) to the energy E0. As an ansatz, the total energy functional can be
decomposed into its contributions:
E[ρ] = T [ρ] + Vext[ρ] + J [ρ] + Exc[ρ] (3.6)
with T [ρ] as the kinetic energy of the electrons, Vext[ρ] as the external potentiald, J [ρ] as the
classical electron-electron Coulomb repulsion and Exc[ρ] as the exchange-correlation energy.
It is worth mentioning that the exchange-correlation term contains all the non-classical
contributions like self-interaction correction, exchange and electron correlation eﬀects.
The first attempts to construct this energy functional were made by Thomas101, Fermi102
and Dirac103. However, due to the pure density functional approach the description of the
kinetic energy term was insuﬃcient. In order to gain a correct representation of the kinetic
energy, Kohn and Sham104 reintroduced molecular orbitals (MOs) to DFT. They assumed
that the orbitals could be used to obtain the exact kinetic energy of an auxiliary system of
non-interacting electrons, representing the same electron density as the real, interacting sys-
tem. The diﬀerence between the kinetic energy of both systems, the classical self-interaction
correction as well as all non-classical contributions like exchange and electron correlation
eﬀects is then lumped together into the Exc[ρ] term. With this, the Kohn-Sham expression
















|r− r ′| drdr
′
+ Exc[ρ(r)] + VNN (3.7)
cDue to the N-electron wave function.
dEnergy of the electrons in the external field of the nuclei.
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An analytical solution can be found for all terms in the upper equation 3.7, except for the
Exc term, which needs to be approximated by a functional. The total energy can then
be minimized by applying the variational principle under the orthonomality constraint
〈ψi|ψj〉 = δij . This leads to an eigenvalue problem consisting of a set of one-electron
equations, which are known as the Kohn-Sham equations:
hˆiψi = ϵiψi (3.8)











|ri − r ′|dr
′ + Vxc (3.9)
The exchange-correlation potential Vxc is defined as the derivative of the exchange-correlation




The approximation of the unknown exchange-correlation functional Exc is crucial for the
performance of a DFT method and there are four main classes in modern DFT, shown in
Table 3.1, which treat this quantity diﬀerently. At this point, it is important to mention that
if the exact exchange-correlation potential Vxc was known, the Kohn-Sham approach could
take electron correlation eﬀects into account exactly and hence would lead to the exact
energy of the system. Since the Kohn-Sham operator hˆi itself depends on the electron
density ρ(r), the set of one-electron equations has to be solved in a self-consistent manner.
The computational cost of this procedure is cheaper than solving the Hartree equations
Table 3.1: Classes of exchange-correlation DFT functionals.









Exc depends on the local ρ(r)




The GGA is extended by the dependence
on higher-order derivatives of ρ(r).
Alternative approaches are using the
orbital kinetic energy density.
TPSS108
hybrid Exc is described as a functional composed ofHF and DFT exchange. B3LYP
107,109–111
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in HF theorye. Similarly as in HF, nearly all DFT applications make use of the linear
combination of atomic orbitals (LCAO) approach in order to expand the Kohn-Sham MOs





Due to their computational cost the application of DFT methods in QM/MM molecular
dynamics simulations is still limited to a small system size of less than 100 atoms and to a
time regime of picoseconds. This fact represents a serious constraint for the study of bio-
physical processes where suﬃcient sampling over nanoseconds to microseconds is essential.
As a consequence, fast semiempirical methods are still demanded and further developed.
Therefore, the following section introduces an approximate DFT method, which is able to
treat larger QM systems on a longer timescale than pure DFT methods.
3.2 Density-Functional Tight-Binding
DFTB has its roots in solid state physics. Like for semiempirical quantum chemical meth-
ods, the computational eﬃciency is increased by circumventing time-consuming calculations
via parameterization and introduction of several approximations.
In order to derive the DFTB formalism from the DFT total energy, the electron den-





ρa(r) + δρ(r) (3.12)
Equation 3.12 is then inserted in the DFT total energy (see equation 3.7) and the exchange-
correlation energy term Exc[ρ0(r) + δρ(r)] is expanded in a Taylor series up to the third
order around the reference density ρ0(r). All terms containing linear density fluctuations
δρ(r) vanish due to the variational theorem and we end up with the DFTB total energy:










































=E0[ρ0(r)] + E1[ρ0(r), δρ(r)] + E2[ρ0(r), (δρ(r))2] + E3[ρ0(r), (δρ(r))3] (3.13)
eUnless hybrid functionals like B3LYP are not used.
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The zeroth-order term E0[ρ0(r)] depends only on the reference density and consists of the
DFT double-counting terms. Since this term contains all the core electron eﬀects and
solely repulsive contributions, it is also known as the repulsive energy Erep. The Erep
term is approximated by a sum of two-body potentials, which are fitted to reproduce DFT
or empirical data. These pair potentials V repab play a crucial role in all covalent-bonding
situations and they are mostly fitted to atomization energies, bond lengths and vibrational
frequencies.





The original, non-selfconsistent DFTB1 model75,76 is obtained by truncating the Taylor
expansion after the first-order term E1[ρ0(r), δρ(r)]. This term is also known as the band-
structure energy and contains the DFTB Hamiltonian matrix elements. As already men-
tioned, DFTB exclusively treats valence electrons, and the Kohn-Sham orbitals are ex-




















The following approximations are applied for the calculation of the band-structure energy:
• Only valence electrons are considered and each atomic orbital (AO) is represented by
only one Slater-type basis function φµ (minimal basis set approach). AOs are well
suited for the description of free atoms but they are too diﬀuse to describe the bonding
situation in solids or molecules. In order to emulate this situation and to “contract”








φµ = ϵµφµ (3.16)
where V eﬀ[ρatom] contains the electron density of the neutral atom and r0 is approxi-
mately twice the atom covalent radius.
• The diagonal Hamiltonian matrix elements Hµµ are calculated (equation 3.16) by an
atomic DFT calculation using the PBE exchange-correlation functional. On the other





∣∣∣Hˆ0∣∣∣ ν〉 = 〈µ ∣∣∣Hˆ0[ρa(r) + ρb(r)]∣∣∣ ν〉 (3.17)
where the orbital µ is located on atom a and orbital ν is located on atom b. As a
consequence, crystal-field and three-center terms are neglected. Furthermore, Hµν and
Sµν depend only on the distance and orientation of two atoms and are tabulated for
all atom pairs at various distances. In contrast to a DFT calculation, these tabulated
integrals are read in during a running DFTB calculation which contributes to the
eﬃciency of DFTB.
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DFTB1 yields reasonable results for systems where the charges are uniformly distributed
like in solids or apolar molecules like hydrocarbons. Furthermore, this model is also able to
treat systems which exhibit a complete charge transfer like NaCl79. However, for molecular
systems where charge is flowing between the atoms the model breaks down. In order to
describe these systems, one has to consider these fluctuations in density. This is achieved
by adding the second-order term E2[ρ0(r), (δρ(r))2] of the Taylor expansion, leading to the
DFTB2/SCC-DFTB77 model.
The basis of DFTB2 is the approximation of the density fluctuations δρ(r) as a super-





Furthermore, a monopole approximation is applied for the atomic contributions:
δρa(r) ≈ ∆qaF 00a Y 00 (3.20)
This means the charge ∆qa is centered at the nucleus position ra and has a spherical shape
like a 1s orbital. On basis of the monopole approximation, the second-order integral is
approximated by an analytical function γab(rab), which interpolatesf between two cases:
• When the distance between the two atoms a and b is large (rab → ∞), then the
exchange-correlation term vanishes and the integral/γab function describes only the
Coulomb interaction between the two fluctuating charges ∆qa and ∆qb.
γab(Rab →∞) = ∆qa∆qb
rab
(3.21)
• For vanishing interatomic distances (a = b and rab → 0) the Coulomb term in
the second-order integral vanishes and the integral/γab(rab) function describes the
electron-electron interaction on atom a:




where Ua is known as the Hubbard parameter of atom a, which is related to the chemical
hardness η and hence also to the size of the atom by: Ua = 2ηa. Ua reflects the energy change
of an atom with respect to the change of charge, and can be calculated as the diﬀerence
of the ionization potential and the electron aﬃnity of the isolated atom a. Finally, the

















fBased on a functional form that was proposed by Klopman and Ohno114,115.
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With inclusion of the second-order term, the DFTB formalism has become useful for the
description of polar, organic systems and biomolecules. Nevertheless, the monopole approx-
imation still implies three drawbacks:
• The charge density is restricted to a spatial shape, and eﬀects that are based on
multipole moments (e.g. interactions of lone pairs) are not treated.
• The assumption that the atom size correlates with the Hubbard parameter holds for
most of the main group elements but not for hydrogen. For example, this leads to a
bad description of hydrogen-bonded systems. In order to correct for this anomaly a
modified γhab function was introduced78,79. This correction is always used when atom
a and/or b is hydrogen.
• The Hubbard parameter and hence the atom size is invariant with respect to the
charge state of the atom. As a consequence, this impairs the description of charged
systems.
A solution to the latter problem is provided by the inclusion of the third-order term
E3[ρ0(r), (δρ(r))
3] to the DFTB formalism and the introduction of Hubbard derivatives
Uda with respect to atomic charge. These derivatives are precalculatedg. The Γab function

























The application of the variational principle to the DFTB3 total energy expression with
respect to the MO coeﬃcients gives the Kohn-Sham equations. The matrix elements of
the Hamiltonian Hµν exhibit a dependence on the charges q, which are given by the MO
coeﬃcients. Accordingly, the DFTB Kohn-Sham equations have to be solved in an SCC
approach.
In comparison to DFT methods, DFTB runs approximately three orders of magnitude
faster and the calculation of ten times larger QM systems (hundreds of atoms) or the
prediction of 1000 times longer MD simulations (over nanoseconds) become feasible with
DFTB.
gBased on a DFT calculation or fitted.
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3.3 Treatment of Non-Covalent Interactions in DFTB
As already mentioned in the introduction, a proper treatment of non-covalent interactions
like short-range Pauli repulsion and attractive dispersion is indispensable for DFTB in
order to achieve chemical accuracy (< 1.0 kcal/mol). Since also ab initio methods struggle
or are incapable of the description of these interactions, the development of corrections
for these interactions has become a big business in quantum chemistry. In order to avoid
computationally expensive calculations, these corrections are usually of semiclassical nature
and depend rather on atom coordinates than on the electronic structure such that they can
simply be added to the quantum-chemical total energy. Thus, the total energy of a DFTB3
model corrected for dispersion and Pauli repulsion eﬀects reads:
EDFTB3corr = E
DFTB3 + Edisp + Erep (3.25)
Regarding dispersion correction, the D3 model is state of the art and was also used in this
work. This semiclassical correction is widely used in quantum chemistry and available for
most DFT- and semiempirical methods. Contrary to this, the Delta-Pauli model, which
should correct for the underestimated Pauli repulsion in DFTB was particularly developed
for this method by Maximilian Kubillus97. The two following sections will outline how both
corrections are modeled.
3.3.1 The D3 Dispersion Correction
From second order perturbation theory it is known that the London dispersion energy









with I as the ionization potentials and α as the polarizabilities of the respective atoms.
For short distances, this attractive interaction vanishes and is superseded by the Pauli
repulsion. Dispersion models try to interpolate between both extreme cases. Consequently,
the attractive dispersion must be damped at short interatomic distances in order to avoid
overbinding in the covalent region. Modern dispersion models hence express the dispersion
energy on the basis of rnab-dependent (where n < −6) terms in combination with a damping
function. Furthermore, multipole interactions are unified in empirical parameters Cabn .
Currently, the D3 model by Grimme et al.89 in combination with the Becke-Johnson
damping (BJ)116–119 is the most popular dispersion correction and was also used in this






















ab + a2 (3.28)
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The Cab6 term covers instantaneous dipole-induced dipole interactions, whereas the Cab8 term
covers contributions from dipole-quadrupole interactions. sn are the corresponding scaling
factors for these multipolar contributions. The s6 term dominates the long-range region and
is mostly set to unityh in order to ensure for a correct asymptotic decay of the dispersion
energy. Contrary to this, the s8 scaling factor dominates the short- and medium distances
rab and needs to be fitted for each DFT functional, semiempirical method etc. fBJ(r0ab) is
the BJ damping function, which ensures for the damping of the dispersion energy towards
a finite value at short distances. The damping function contains the cutoﬀ radii r0ab, which





3.3.2 The Delta-Pauli Correction
Progress has already been made to describe the short-range Pauli repulsion empirically.
Some attempts started with modeling this repulsive interaction on basis of the Born-Mayer
functional form120,121:
V repab (rab) = Aab · e−Bab·rab (3.29)
where Aab resembles an overlap proportionality factor of the interacting atom pair ab, and
Bab is an atom pair specific exponent. Later on, it will be shown that the Delta-Pauli
model, which should correct for the underestimated short-range repulsion is also related to
the Born-Mayer model.







q0a · q0b · fdamp(rab) · [1− σab(rab)] · V repab (rab) (3.30)
Beside the constant, initial atomic charges q0a, q0b this energy expression depends on a damp-
ing function fdamp, a screening function σab and a repulsive potential V repab .
Damping Function fdampab
The damping function is used to switch from the attractive, D3-controlled region (fdampab =
0) into the repulsive, Delta-Pauli controlled region (fdampab = 1). A cubic polynomial is




ai · riab (3.31)
For each atom pair, fdampab is centered around a specific D3 cutoﬀ radius r0ab and switches
within a specific range from 0 to 1. The width of this switching range is controlled by a
predefined parameter called β. In the current Delta-Pauli implementation this parameter
is set to 0.1 a0i. In order to obtain the coeﬃcients ai in equation 3.31 the following linear
hAlso in DFTB.
iBohr radius.
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equation system has to be solved:
fdamp(r0ab) = 0.5
fdamp((1.0− 0.5β) · r0ab) = 0.0 (3.32)
fdamp((1.0 + 0.5β) · r0ab) = 1.0
The behavior of the cubic damping function for the C-H atom pair is shown in Figure 3.1,A.
Repulsive Potential V repab
The Delta-Pauli repulsive potential is shown in equation 3.33 and is related to the Born-
Mayer equation:
V repab (rab) = sa · sb · [e−ξ U
p
a (rab−d) + e−ξ U
p
b (rab−d)] (3.33)
In the Delta-Pauli framework, the Born-Mayer prefactor Aab is modeled as a product of
atom-specific proportionality parameters to describe the electronic density overlap Sab be-
tween atom a and b, and the exponent Bab depends on the atomic charges of atom a and b
represented by their Hubbard parameters U . More precisely, diﬀusive Pauli-Hubbards are
used that are derived by the standard Hubbard parameters damped by a universal factor
αj:
Upx = α · Ux (3.34)
Figure 3.1, B depicts how the Delta-Pauli repulsive potential reacts upon change of Sab and
ξ.
The last remaining universal parameters in equation 3.33 is d. This parameter controls
the interatomic distance shift of the potential.
Screening Function σab
The screening function represents the main ingredient of the Delta-Pauli theory, since it
makes Delta-Pauli geometry-sensitive and “decides” which interactions are corrected by it
and which are not. For example, consider the cis- and trans-conformation of n-butane in
Figure 3.2B/C. The rotational barrier along the dihedral angle a − c1 − c2 − b is underes-
timated in DFTB3 due to missing short-range repulsion. Especially the cis-conformation,
where atoms a and b come very close to each other suﬀers from the missing repulsion, so
that the barrier height of DFTB3 has the largest error for the cis-conformation. Hence,
the Delta-Pauli correction should especially improve the representation of systems like cis-
n-butane. On the other hand, there should be no contribution for systems like the trans-n-
butane where the barrier height is represented correctly with DFTB3 (atom a and b are far
apart from each other) and no further repulsion is needed. The overlap-dependent screening
function σab accounts for this geometry specificity and is able to discriminate between such
jWe also tested repulsive potentials that either used atom pair dependent overlap-proportionality parameters
sab or atom-specific Hubbard-scaling factors αx but equation 3.33 yielded the best performance.



































SCH=15.75, ξ=29.33SCH=20.00, ξ=29.33SCH=15.75, ξ=25.00
Figure 3.1: Functional behavior of the Delta-Pauli damping function fdampab (A) and Delta-
Pauli repulsive potential V repab (B) for the CH atom pair. A: fdamp(rCH) switches within
a specific range around r0CH = 4.63 from 0 to 1 and consequently activates/deactivates
Delta-Pauli. B: A change of the electronic density overlap product SCH = sC · sH in-
creases/decreases V repCH at short-distances, whereas a change of the ξ parameter aﬀects the
steepnessof the function.
cases through the introduction of a virtual third atom density c. This atom density in- or


















where N is the number of atoms. The ζ-dependent prefactor is based on a hard spheres
model with the atom covalent radii r0xx as components. ζ is a universal parameter that
controls how fast σab decays towards 0. The latter quotient depends on the overlap of the
atom densities a and b with c. The factors Sxc depend on the distance rxc, while the * is the
projection of the atom density c on the connecting line between atom a and b (see Figure
3.2A). To model the overlap Sxc we use the short-range part of the DFTB3-γH function.
We can get a better understanding for σab when we take the n-butane system as example:
The third density c would then account for the presence of the atoms c1 and c2. The cis-
and trans-conformation represent the two possible extreme cases of the σab-function:
• cis-n-butane: The third density c does not lie on the connecting line between atoms
a and b (since c1 and c2 do neither), so that the overlap-dependent quotient and thus
σab would be close to 0. This leads to the addition of the full, undamped Delta-Pauli
energy according to equation 3.30.
• trans-n-butane: The connecting line between atom a and b is interrupted by atoms
c1 and c2. This leads to σab ≈ 1, since the overlap-dependent quotient is also close to
1. This conformation would not be aﬀected by the correction since the Delta-Pauli
energy would be fully damped (cf. equation 3.30).
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Figure 3.2: A: The screening behavior of the Delta Pauli σab function. The virtual density
C regulates the eﬀect of the Delta Pauli correction applied to the atom pair A and B. The
closer C lies to the connecting line between A and B, the more strongly σab screens the
eﬀect of Delta-Pauli (A). Consequently, the screening function evaluates to σab = 0 for the
cis-n-butane (B) and to σab = 1 for the trans-n-butane (C). See text for further explanation.
Particle Swarm Optimization
In order to apply the Delta-Pauli correction to CHNO-based systems, several parameters
need to be derived first. There are several algorithms for solving such multidimensional
optimization problems and some of them map the problem down to the minimization of a
given fitness/cost function f :
f(−→x ) : RD → R (3.36)
where RD represents the D-dimensional parameter space and every point in it can be de-
scribed by a vector of coordinates x⃗. The objective of the optimization is to find an optimal
solution −−→xopt which minimizes f 122:
f(−−→xopt) ≤ f(−→x ) ∀−→x ∈ RD (3.37)
Some of them like genetic algorithm123, bayesian optimization124 or particle swarm opti-
mization (PSO)125 have already been used for DFTB parameter development. In this work
the Delta-Pauli and D3 dispersion parameters will be also derived via PSO, which was
introduced by Kennedy and Eberhardt in 1995126 and further developed by Shi127. The
algorithm is based on a swarm of particles, where each particle represents a possible pa-
rameter set −→x ∈ RD. At the beginning, the particles are placed randomly in the parameter
space. From time to time the particles change their positions semistochastically with the
purpose of gradually decreasing the fitness function f . In the course of this, the particles
depend on each other: One particle Px tries to move towards its personal best parameter
combination −→xp while it is also dragged by the particle Pg with the global best parameter
combination −→xg towards its position. If the new position of Px yields a better parameter
set, then this position will become the new −→xg. The travel of the particles is controlled
by four PSO constants that need to be defined beforehand: the total number of particles
N, the inertia weight ω, the cognitive acceleration constant φp and the social acceleration
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constant φg. The inertia weight ω controls the velocity of each particle and hence the local
exploration and exploitation. The acceleration constants φp and φg determine the tendency
to move towards the local (−→xp) and global (−→xg) minimum respectively128,129. A PSO step
is shown schematically in Figure 3.3.
Figure 3.3: Example for a PSO step. The global best position −→xg is near to the global
minimum −−→xopt which needs to be found. The particle Px starts from the position
−→
xt . Due
to its inertia weight ω it is dragged in an arbitrary direction. The “flight direction” is
moreover influenced by the attraction of the local best postion −→xp and global best position
−→xg. In the next PSO step, the particle Px is initiated at position
−−→





Although semi-empirical methods exhibit a significant speedup, they are inappropriate for
the description of entire molecules like proteins, membranes etc. because of two reasons:
On the one hand, the system size with more than multiple thousands of atoms is simply
too expensive to calculate. On the other hand, biomolecular processes of interest like
protein folding etc. occur on a too long timescale of up to multiple seconds. Nevertheless,
the simulation of these large systems and timescales can be performed with molecular
mechanics (MM). In this framework the electronic structure is eﬀectively described by point
charges such that the energy of the system can be expressed as a function of the nuclear
coordinates R. Consequently, the molecular system is represented by atom-centered mass
points. The interaction of the atoms is treated classically, and is modeled empirically via
parameterized potentials.
The atomic parameters in force fields are usually defined through atom types. This
means the properties of an atom depend not just on the element but also on its bonding
situation and chemical environment. Accordingly, diﬀerent parameters will be used for an
N-H bond in ammonia and an N-H bond in a peptide etc. Only very few force fields are
parameterized for the purpose of large transferability in order to yield reasonable results for
systems comprising elements of the whole periodic tablea. In this work the CHARMM36
force field130,131 was used, which was specially parametrized for proteins.
ae.g. Universal Force Field (UFF).
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4.1 The CHARMM Force Field
The CHARMM force field energy is, like in the most force fields, modeled as a sum of
bonded and non-bonded contributions:
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The bonded energy term contains, like the name suggests, interactions of atoms that are
mediated by bonds. The fluctuation of a chemical bond b between the atoms A and B is
approximated via a harmonic potential with the force constant kb around the equilibrium
bond distance b0 (see Figure 4.1A). Consequently, this model gives reasonable results for
small deviations around b0 but is incapable of the description of a bond dissociation.
Another harmonic approximation is made for the displacement of the bond angle θ
defined by the atoms A, B and C (see Figure 4.1B).
A torsional angle is defined via four atoms A, B, C and D (see Figure 4.1C). Since
the torsional angle is periodic, also the potential energy has to be modeled in a periodic
fashion. In order to achieve this, the CHARMM force field employs a cosine function. The
periodicity of the potential is described by the dihedral angle prefactor n (e.g. n = 3 ≡
120°). Furthermore, the height of the torsional barrier is given by the force constant kφ and
the phase shift by δ.
Since force fields neglect QM eﬀects, special bonding situations like a planar pi-conjugated
system need an additional force field term that ensures the planarity. Therefore the im-
proper dihedral term is introduced. The improper dihedral angle ω is defined by atoms A,
B, C, D and models the interaction of the atoms A, B, D to the central atom C via a
harmonic potential (see Figure 4.1D).
Moreover, the CHARMM force field employs the Urey-Bradley term in order to describe
1,3-interactions that are necessary for the correct description of vibrational spectra. The
term involves the 1,3-distance between atom A and C, and is modeled as a harmonic
potential.
A force field term, which is unique to the CHARMM force field, is the CMAP132 energy.
It represents a quantum mechanically derived energy correction for the protein backbone
dihedrals φ, ψ. As a consequence, the description of peptide conformations is improved.
The last term in equation 4.1 summarizes the contributions of the non-bonded interac-
tions that are mediated through space: van-der-Waals and electrostatic interactions. The
former is modeled by the Lennard-Jones potential, which describes the attractive dispersion
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Figure 4.1: Illustration of force field terms. A: Bond stretching. B: Angle bending. C:
Torsional bending. D: Improper dihedral bending. E: Electrostatic interaction. F: van-der-
Waals interaction.
interaction as well as the Pauli-repulsion of two atoms i and j in dependence of their dis-
tance Rij (see Figure 4.1F). σij and ϵij are empirical parameters, which specify the depth
and the location of the potential minimum.
The electrostatic interaction of two point charges qi and qj at a distance Rij (see Figure
4.1E) is described via Coulomb’s law, where ϵ0 is the permittivity in vacuo. It is worth men-
tioning that the computation of the non-covalent interactions is the most time-consuming
part in the calculation of the force field energy since these interactions need to be evaluated
for all atom pairs. Furthermore, whereas the dispersive interactions decay with a R−6 de-
pendence, the electrostatic interactions converge very slowly (∝ R−1). In order to optimize
these calculations, cutoﬀ techniques and more sophisticated methods like the particle mesh
Ewald133,134 method have been developed.
4.2 Molecular Dynamics
While quantum chemical methods are mostly applied for optimizing characteristic geome-
triesb of a molecule on its potential energy surface (PES), force field methods are predom-
inantly used in MD simulations. In order to obtain a trajectory of a molecular system





The force Fi provides the acceleration d
2Ri
dt2
of the ith atom with mass mi. In a propagation
step the acceleration is combined with the atom position Ri(t) and velocity vi(t) to yield its
be.g. minima, transition states etc.
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new position Ri(t+∆t) and velocity vi(t+∆t). The force Fi is evaluated as the negative




For a system of i atoms, this leads to i diﬀerential equations which can not be solved
analytically and instead must be solved numerically using finite diﬀerence algorithms. In
this work, the leap-frog integrator135 was used that evaluates first the velocities at half time























The choice of the time step ∆t is dictated by the fastest motions of the molecular system,
which are usually the vibrations of hydrogen atoms. In order to resolve these motions
properly the time step in MD simulations is commonly 1 fs. With constraint algorithmsc
like SHAKE136, LINCS137 etc. the time step can be enlarged to 2 fs, which was also used in
this work. The propagation of a molecular system with the equations of motion shown in
equation 4.4 will lead to the microcanonical/NVE ensemble. However, for the comparison
of a MD simulation with experimental data or for the prediction of experimental values,
the sampling has to happen in an ensemble that corresponds to the experimental reality.
Since most experiments are conducted under constant temperature and constant pressure
conditions, MD simulations are usually designed to generate the NPT/isothermal-isobaric
ensemble. Therefore, additional algorithms are needed that ensure for the temperature
and pressure coupling. In this work the Nosé-Hoover thermostat138–140 was used. This
algorithm treats the heat bath as an internal part of the system and introduces it via an
additional degree of freedom, which can be interpreted as a friction term.
The barostat algorithms control the pressure of the system over its volume variation.
Again, this can be achieved directly through volume scaling or through an additional de-
gree of freedom like in the Parinello-Rahman141 barostat, which was used in this work.
Compared to other thermostats and barostats that introduce temperature and pressure by
simply scaling atom velocitiesd and variation of the box volumee, the Nosé-Hoover thermo-
stat and Parinello-Rahman barostat do generate a canonical NPT ensemble.
cApplied to keep the lengths of X-H bonds fixed during the simulation.
de.g. Berendsen thermostat.
ee.g. Berendsen barostat.
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4.3 Quantum Mechanics/Molecular Mechanics
The strengths and deficiencies of quantum chemical- and force field-based methods have
been described in the two previous sections. However, for the study of chemical reactions,
electron transfer processes, photochemical processes etc. these methods are either ineﬃcient
or incapable. A solution to this problem yields the combination of both methods and their
strengths, and results in the hybrid QM/MM approach. The idea behind this method is
based on the partition of the whole system in subsystems, which are then treated with
diﬀerent level of theory. For example, the reaction taking place in an enzyme-substrate-
complex is mostly localized in an active site. A QM description is required for this region
because of the rearrangement in the electronic structure. For the remaining, non-reactive
and much bigger part of the protein or system (solvent etc.), a classical force field-based
description is suﬃcient. As a consequence, the Hamilton operator of the whole system is
split in contributions of the QM and MM system and their interactions (additive QM/MM
scheme):
Hˆtotal = HˆQM + HˆMM + HˆQM/MM (4.5)
While the calculations of the pure MM and QM subsystems are straightforward, the de-
scription of the QM/MM interaction is more diﬃcult. Especially the treatment of the
electrostatic interactions between the QM and MM region is important and technically the
most involved one. There exist three main approaches to deal with it:
• Mechanical embedding: The electrostatic interaction between the regions is modeled
like in force fields as an electrostatic interaction of point charges. This is compu-
tationally eﬃcient and technically straightforward. However, the biggest problem is
that the QM region does not get polarized by the MM region.
• Electrostatic embedding: In this scheme, the MM point charges enter the QM Hamil-
tonian as one-electron terms. As a consequence, the QM region adapts to changes in
the MM region and is polarized by it. Since the electrostatic interaction is treated
at the QM level, this embedding scheme is in some cases computationally more ex-
pensive. This embedding scheme is the most popular one and was also used in this
work.
• Polarization embedding: This embedding scheme also accounts for the polarization
of the MM region through the QM region (and back). However, the computational
cost and the absence of an established polarizable force field makes this scheme an
diﬃcult alternative.
For the other interactions (bonded and van-der-Waals) between the QM and MM region
the force field representation is used.
The setup of a QM/MM simulation implies the presence of a QM/MM border. In
most cases, this border passes through a covalent bond such that the QM region is not a
chemically meaningful structure. There are various approaches available in order to saturate
the QM region. A conceptually simple and hence prominent approach is the introduction
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of link atoms, which was also used in this work. In this scheme, the valence of the QM
atom at the QM/MM boundary is saturated by a virtual hydrogen atom (the link atom)
and only reinserted in the QM region. As a consequence, in the QM calculation forces act
on the link atoms which must be redirected to the neighboring atoms. Since the electron
density of the link atom is spatially very close to the MM point charges, the QM region
may gets overpolarized. The divided frontier charge (DIV) scheme142 counteracts this
overpolarization due to the manual charge spreading of the MM boundary atom.
CHAPTER 5
Enhanced Sampling and Proton
Transfer Reactions
The fundamental aim of MD simulations is the correct sampling of the 6N-dimensional
phase-space density ρ(r,p), consisting of the coordinates r and momenta p of the atoms,
in order to predict at given conditions interesting properties of the system like for example
free energies. The justification for this represents the ergodic theory143–145, which says that
the time average 〈A〉t which is provided by a simulation, is equal to the ensemble average
〈A〉e of a property A, which is measured with most experimental techniques:
〈A〉t = 〈A〉e (5.1)
This means, thermodynamic ensemble properties can be obtained through the trajectory
of a long enough simulation, which passes through all the phase space points with non-
















with t as the total simulation time, E as the systems total energy, kB as Boltzmann’s
constant, T as the temperature and Q as the system partition function.
The ergodic hypothesis oﬀers a great potential for MD simulations, however it poses at
the same time the biggest problem. For example, consider a movement of a flexible amino
acid in a protein which can be represented by a reaction coordinate/collective variable ζ(r)
like, for example, a distance. The energy profile for this process with respect to ζ(r),
can then be mapped down like schematically shown in Figure 5.1. The energy profile
exhibits, in this picture, two stable conformations/minima for the amino acid. Structural
rearrangements of amino acids usually lie on a time scale of multiple nanoseconds146, which
is feasible to simulate. However, MD simulations at room temperature hardly overcome
barriers greater than several kBT , since the probability of “hitting” the correct degrees
of freedom which lead to a barrier crossing is very low. With respect to Figure 5.1 this
means the simulation is maybe started in conformation 1 but during simulation never
overcomes the barrier which leads to the representative global minimum conformation 2 .
35
36 CHAPTER 5. ENHANCED SAMPLING AND PROTON TRANSFER REACTIONS
Figure 5.1: Illustration of the “sampling problem” based on a model Gibbs (free) energy
surface. A simulation is initiated in the local minimum 1 . In the course of simulation the
system never overcomes the barrier leading to the global conformation 2 .
As a result, one predicts the wrong representative conformation and - even worse - one
may deduce wrong reaction mechanisms. Another diﬃculty that this so-called “sampling
problem” leads to, is the prediction of interesting thermodynamic properties like Gibbs (G)
or Helmholtz (F ) free energies. For example, one is interested in the free energy barrier∆G‡
connecting basins 1 and 2 . If one wants to give an estimate of this ensemble property
〈A〉e the energy landscape connecting both basins has to be sampled in order to get values
for E(r,p) (cf. equation 5.2). This is unproblematic for the minima basins 1 and 2 , since
they are well sampled during simulation. However, the higher lying conformations either
do not even get sampled (like in Figure 5.1) or are undersampled since the simulation
time is too short. As a result, in the first case, one simply can not give an estimate for
∆G‡, whereas in the second case, the estimate will probably contain a huge error. This
is because the most important data points for the ∆G‡ prediction are the energetically
higher lying ζ(r) conformations since these will contribute significantlya. Consequently,
in the field of MD simulations, there is a need for techniques that are able to bypass the
sampling problem in order to predict properties of a molecular system correctly and find its
representative conformations. In the past few decades various of these so-called enhanced
sampling techniques have been developed. The ones which were used in this work are
presented in the following. Some of them like Metadynamics and Umbrella Sampling need
a predefined collective variable/reaction coordinate, which provides a reasonable description
of the process. The sampling is then enhanced in this collective variable space. The other
ones like Simulated Annealing and Replica Exchange increase the sampling in the whole
phase-space.
Since this work focuses on the study of PT reactions, a proper reaction coordinate for
this process is needed and presented at the end of this chapter.







− ln c. Thus, large E(r,p) values enter an
exponential function and will contribute significantly to free energy estimates.
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5.1 Simulated Annealing
Simulated annealing 147 is from the technical perspective probably one of the most straight-
forward approaches to overcome barriers. With respect to equation 5.2 the probability to
visit a phase-space point P (r,p) with a specific energy E shows the following proportion-
ality:





This dependence can be exploited: In order to increase the probability for visiting higher
energetical phase space points and hence overcome barriers, simply the temperature needs
to be increased. Figure 5.2 depicts schematically a Simulated Annealing protocol for the
model energy profile which was already depicted in Figure 5.1. The Simulated Annealing
run starts with our molecular system trapped in the local minimum 1 at temperature Tlow
(see Figure 5.2A). Over the course of simulation, the temperature is linearly increased to
a target temperature Thigh which enables the system to overcome the barrier such that it
samples both minima (see Figure 5.2B). Moreover, the probability to find the system in the
global minimum 2 is larger than for finding it in basin 1 . Thus, there is a bigger chance
to end up in the global minimum after cooling down the system back to Tlow (see Figure
5.2C). However, there is no guarantee that the simulated annealing finds the true global
minimum. Moreover, it is not quite clear, how to estimate the barrier height (e.g. ∆G‡)
for the process 1 → 2 at Tlow.
Figure 5.2: Enhanced phase space sampling with Simulated Annealing. In the course
of the simulation, the temperature is increased (A), which enables the system to escape
the local minimum 1 and sample a larger region in the phase space (B). At the end, the
system is cooled down to the initial system temperature and probably is trapped in the
global minimum 2 (C).
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5.2 (Hamiltonian) Replica-Exchange
Another possibility to overcome barriers and to predict their heights is provided by Replica
Exchange MD (REMD) simulations. Like in simulated annealing, also this method works
by distorting the phase-space probability shown in equation 5.3. In this approach, several
copies (replicas) of the molecular system are simulated in parallel. The diﬀerence between
these replicas is the accessible phase space. In the original implementation of REMD148
this was ensured by using diﬀerent temperatures for each replicab. As a consequence,
with respect to Figure 5.3 the replica which samples at the reference temperature (lowest
temperature) hardly overcomes the barrier and the conformational exploration is restricted
to basin 1 (see Figure 5.3A). Importantly, the replicas at higher temperatures are able to
explore larger parts of the conformational space (see Figure 5.3B+C). The key step is the
exchange attempt of the positions r and momenta p of two replicas after a predefined time
τ (see Figure 5.3D). Thereby, only replicas which are similar in their potential energiesc and
therewith fulfill a specific acceptance ratiod undergo an exchange such that in the course of
the simulation the replicas exchange often. As a consequence, the replica at the temperature
of interest (reference) still generates the correct ensemble and is furthermore provided with
“conformational information” from higher tempered and hence better sampled replicas.
In this work the Hamiltonian Replica Exchange (HREX)149–151 method is used. This
REMD variant scales, instead of temperatures (denominator in equation 5.3), the Hamil-
tonians (numerator in equation 5.3) between the diﬀerent replicas. More precisely in the
HREX method Coulomb, Lennard-Jones and proper dihedral terms are scaled by a factor
λ since these interactions are significantly contributing to energy barriers. For the unscaled
reference system a λ factor of 1.0 is used, whereas the replicas where sampling is increased
exhibit a λ factor smaller than 1.0. In contrast to temperature, energy is an extensive
property which allows to apply the scaling to selected parts of the system - the so-called
“hot regions”. Like Simulated Annealing, also REMD increases the sampling in the whole
phase space, but in contrast with REMD it is possible to predict free energy diﬀerencese.
bThis approach is also known as parallel tempering.
cThese are mostly neighboring replicas.
de.g. based on the Metropolis criterion.
eFor example, the Gibbs free energy diﬀerence between the two basins 1 and 2 of the model energy profile
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Figure 5.3: Enhanced phase space sampling with Replica Exchange methods. A set of
replicas is simulated at a reference temperature/with an unscaled Hamiltonian (A) and
at higher temperatures/with downscaled Hamiltonians (B+C). The phase space sampling
increases at higher temperatures/lower λ factors such that barriers are overcome and both
minimum conformations 1 / 2 are sampled. After a predefined time τ the replicas exchange
their coordinates and velocities (D).
5.3 Umbrella Sampling
In Umbrella Sampling simulations, the change in free energy along a predefined reaction
coordinate ζ is resolved. To this end, the free energy is defined as a function of this reaction
coordinate, often called the PMF152:
F (ζ0) = −kBT · lnP (ζ0) + const.
with P (ζ0) =
∫











with kB as the Boltzmann constant, T as the temperature and P (ζ0) representing the
probability to find the system in a small interval dζ around ζ0. The probability distribution
is obtained by integration over the whole phase space except over ζ f. In MD simulations
these phase space integrals are approached by time averages (cf. equation 5.1). This means,
the free energy estimate for a system located at ζ0 can be obtained by simply counting how
often the (long enough) MD simulation populates ζ0. However, this approach works only
if the ζ0 conformation is well sampled/low in energy (e.g. 1 and 2 basin in the model
energy profile). For ζ-structures which lie significantly higher than kBT the sampling is
unfeasible and the free energy estimate will exhibit a huge error.
fThe constant is mostly chosen such that the free energy of the most probable distribution is equal to zero.
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Figure 5.4: Enhanced phase space sampling with Umbrella Sampling. The energy land-
scape is explicitly defined as a function of the reaction coordinate ζ (PMF). The sampling
at specific locations ζ0 along the predefined reaction pathway can be artificially increased
by using a harmonic bias potential which is centered at these positions. In order to resolve
the complete reaction pathway multiple simulations – so-called “windows” – are used which
distinguish in their location of the harmonic bias potential.
The Umbrella Sampling152 approach allows for the sampling of these high-energy con-
formations via the introduction of an additional bias potential V (ζ), which may be centered
at specific ζ positions, in order to increase the sampling in this region. Usually, V (ζ) is a




k(ζ − ζ0)2 (5.5)
For an eﬃcient sampling along the ζ coordinate, the system is replicated into so-called
“windows” and each of these is simulated at shifted V (ζ) positions (see Figure 5.4). Conve-
niently, the unbiased free energy Fi(ζ) in the ith window is given by its observed probability
P bi in the biased simulation minus the additional potential Vi(ζ):
F (ζ) = −kBT lnP bi (ζ)− Vi(ζ) + const.i (5.6)
The first term in equation 5.6 is obtained from the biased simulation directly, the second
term is just the biasing potential that has to be subtracted and the constant is unknown but
independent of ζ. In order to obtain the complete free energy profile along the ζ coordinate,
the individual windows have to be combined and the constants const.i need to be calculated,
for example with the weighted histogram analysis method (WHAM)153. A prerequisite for




Another approach which allows the exploration and reconstruction of a free energy surface
is Metadynamics154. The key ingredient of this method is the use of an external, history-
dependent bias potential V (ζ, t) which is added to the Hamiltonian of the system and
only acts on a predefined set of collective variables ζi(r). In practice, the bias potential is
constructed as a sum of Gaussians which are deposited along the trajectory. As a result,
conformations that have already been sampled become penalized energetically and the
system is pushed to other regions of conformational space. Consequently, due to the “filling
up” of the conformational basins, the system discovers new energy minima. The bias
potential V (ζ, t) at a specific time t is given by:












with σi as the Gaussian width and ω as the Gaussian deposition rate.
In the well-tempered Metadynamics155 implementation the Gaussian height decreases
with simulation time such that ω reads:






with ω0 as the initial Gaussian height and τ as their deposition frequency. The parameters
σi, ω0 and τ have to be defined a priori and they control the resolution and convergence
rate of the free energy profile156.
In order to further understand the eﬀect of V (ζ, t) consider again the model free en-
ergy profile in Figure 5.5. The well-tempered Metadynamics simulation starts in the local
minimum 1 . Gaussians are deposited in the ζ space in regular intervals, filling up the free
energy profile. After a certain time t2 the system is able to escape from the local mini-
mum via the lowest free energy saddle point and falls into the global minimum 2 where
the procedure continues. Consequently, in the long-time limit the bias potential smoothly
converges to the underlying free energy profile:
V (ζ, t→∞) = − ∆T
T +∆T
F (ζ) + C (5.9)
where F (ζ) is the free energy profile in the ζ space, T is the simulation temperature and C





This parameter allows to define the maximum temperature range T + ∆T in which the
collective variables are sampled. A bias factor of γ = 1 (∆T = 0) corresponds to a nor-
mal MD simulation, whereas a bias factor of γ → ∞ (∆T → ∞) recovers the standard
Metadynamics.
The reconstruction of the free energy in multiple dimensions/along multiple reaction
coordinates is also possible with Metadynamics. A further implementation, the Multiple-
Walkers (MW)-Metadynamics157 approach, allows the reconstruction of the free energy
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Figure 5.5: Enhanced sampling of the phase space with Metadynamics. A history-
dependent bias potential V (ζ, t) acts on a predefined set of collective variables. The energy
profile, which is a function of this collective variable set ζ, is continuously “filled up”. Con-
sequently the system discourages “visited” phase space points and the sampling is enhanced
in this specific collective variable space.
surface based on parallel simulations/walkers. In this work, the free energy along multiple
reaction coordinates was reconstructed with MW-Metadynamics.
5.5 Proton Transfer Reaction Coordinates
Compared to other processes taking place in biomolecular systems, PT reactions are very
fast and usually happen on a timescale of picoseconds. In such a case, it is possible to study
the energetics of PT with unbiased multiscale MD simulations158. However, for most PT
reactions the barrier is significantly higher than kBT and the investigation of the transfer
process requires enhanced sampling methods. Umbrella Sampling or Metadynamics are for
this task a convenient choice and were also used in this work for the study of the long-range
PT in the O state of bR. However, both of these methods require a predefined reaction
coordinate which properly describes the essential degrees of freedom that rule the reaction
kinetics. For a direct PT (e.g. between two amino acids or two water molecules), this is
an easy task: One can use the anti-symmetric stretch coordinate ξ = dD,H − dA,H which
describes the charge travel simply on the basis of distances between the transferring proton
with respect to its donor/acceptor. Unfortunately, such a collective variable is useless for the
description of long-range PT reactions where the excess charge is transferred over multiple
shuttling groups like in a water wire. The problem in this scenario is the rather concerted
nature of the process, where the excess charge location is not well defined anymore, and
multiple charge carriers (hydrogens) are available. Consequently, a proper descriptor for
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long-range PT reactions may is based on the center of excess charge (CEC), and was already















rHi − rXj) (5.11)
The first term in equation 5.11 is a sum over all hydrogen coordinates rHi . The second
term is a weighted sum over all positions rXj of hydrogen coordinating atoms (e.g. oxygen,
nitrogen etc.) taking part in the PT process, wXj is the number of protons/hydrogens
coordinated to Xj in the least protonated configuration with respect to the reactant or
product state. The last term can be seen as a correction which runs over all distances
between hydrogens and coordinating atoms in order to decide, on basis of a switching










rsw and dsw are empirical parameters which control the steepness and centering of the
switching function on the bond length scale. The choice of these parameters will influence
the transition state (TS) structures and the concertedness of the PT reaction.
With this, ξ is able to:
• reflect the center of excess charge (CEC) and the configuration/protonation state of
all proton carriers.
• describe non-linear PT pathways.
• allow free energy simulations without assuming the PT pathway a priori.
However ξ defined like in equation 5.11 is a vector, but for Umbrella Sampling or Meta-
dynamics we need a scalar quantity. This is accomplished by mapping ξ relative from an








With any of these definitions, the CEC transfer is defined in a range from ζ1 = 0/ζ2 = −1,
meaning the charge is located on the initial donor, to ζ1/2 = 1, meaning the charge is







Structural Models for the bR/O/O*
State
In order to resolve the energetics and the mechanism of the assumed long-range PT, taking
place in the O→bR transition, it is indispensable to work out the structural properties
of the individual states which are part of the PT process. Accordingly, in this chapter
structural models for the bR, O and O* state will be proposed.
While the structure of the bR state is very well known and resolved with high-resolution,
there is only few structural data for the O and none for the O* state available. Thus, one has
to rely on structural models derived from MD simulations for these states. However, also
in the theoretically derived models there are discrepancies in structural properties which
are important for the PT processa.
Consequently, in this chapter we aim to predict reliable structures for the two O states,
by minimizing the sampling problem with the help of the enhanced sampling technique
HREX. On basis of these simulations the most significant structural diﬀerences between
the three models will be analyzed. Of special interest is the water distribution and the
possible occurrence of a water wire in the region between D85 and the PRG, since this is a
crucial prerequisite for the assumed long-range PT.
Furthermore, the focus will be on structural rearrangements of amino acids in this
reactive region and their stable conformations with respect to Gibbs free energy.
6.1 Simulation Setup
As basis for the structural models of the bR, O and O* state served a recently released
crystal structure of the bR state which was obtained by time-resolved serial femtosecond
crystallography25. The heavy atom coordinates (see Figure 6.1A) of this structure were
obtained from the PDB file with the ID 5B6V. Beside the amino acid sequence, this file
also contained 17 entries for crystal water which were not deleted. This is mainly because
most of these water molecules were located in the active site cavity close to D85, D212,
aFor example the observation of a water wire between D85 and the PRG68,69,160.
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Figure 6.1: Workflow of the bR model setup. The crystal structure with the PDB-ID 5B6V
(A) was embedded in a POPC bilayer (during step I). The protein/membrane-complex was
subsequently solvated and a chloride ion was added in order to gain charge neutrality of the
system (during step II). The whole system comprised the truncated 230 amino acid long,
ground state bR, 284 POPC lipids, 16381 TIP3P waters and one chloride counterion (C).
R82, E204, E194 and it is well known that this region contains structurally important
water molecules which build up a HBN. This decision is furthermore underpinned by the
relatively high crystallographic resolution of 2.0Å and the very low, thus reliable, B-factors
(38.9 - 72.7Å2) of the water oxygens.
For MD simulations, Gromacs v.5.0161 in combination with the Plumed v.2.1.1 plugin162
was used. The CHARMM36 force field was used for the description of the whole system
comprising protein, lipid phase, water phase and ions. Parameters for the retinal molecule
were taken from refs. 163–167. During topology creation with pdb2gmx all titratable amino
acids were kept in their physiological protonation state, identical to the bR state. As lipid
environment, a 500 ns preequilibrated POPC bilayer was taken which was provided by
Violetta Schneider.
For the embedding of the bR protein into the POPC bilayer the InflateGRO168 method-
ology was used. During this workflow the protein was centered in the lipid bilayer. In the
next step, overlapping lipids within a cutoﬀ radius of 14Å were removed, and the bilayer
was artificially inflated in it’s plane. At the end, several shrinking steps followed which
compressed the bilayer and packed the lipids around the protein. The shrinking procedure
was seen as “converged”, when the area per lipid value of the POPC bilayer was close to
the experimental value169 of 65.8Å2 (see Figure A.1).
The protein/membrane-complex (see Figure 6.1B) was solvated by using the gmx solvate
routine with the CHARMM TIP3P as water model. During solvation, small gaps between
the lipid acyl chains also got filled with water. These misplaced water molecules were
removed from the structure with the help of a Python script which was written by Dr.
6.1. SIMULATION SETUP 49
Sabine ReiSSer. In order to gain charge neutrality of the system one chloride counterion was
added with the gmx genion routine. The whole workflow of the system setup is summarized
in Figure 6.1. The whole system comprised the truncated 230 amino acid long, ground state
bR, 284 POPC lipids, 16381 TIP3P waters and one chloride counterion (see Figure 6.1C).
Energy minimization was conducted using the steepest descent minimization algorithm
with a maximum force threshold of 1000 kJ/(mol · nm). The system was equilibrated in the
NVT ensemble for 200 ps at 300K using the V-rescale170 thermostat. Furthermore, xyz-
position restraints were placed on the heavy atoms of protein and lipids. An unrestrained
NPT simulation over 100 ns followed with a temperature and pressure coupling to 300K and
1.0 bar. The temperature was controlled via the Nosé-Hoover thermostat and the pressure
via the Parrinello-Rahman barostat. Since it is known that MD simulations are insuﬃcient
for the preservation of the pentagonal HBN67, an additional bias potential was applied
which should ensure the intactness of the HBN. Therefore, distance-dependent, harmonic
restraints were applied between the HBN water molecules and D85, D212, K216RET. The
biasing force of κ = 8000 kJ/(mol·nm2) was activated, when the distance between the water
oxygen atom and the respective amino acid atom was larger than 2.8Å.
6.1.1 Protonation States and Hamiltonian Replica Exchange Simulations
On basis of the 100 ns equilibrated bR state structure the two further models for the O
and O* state were created. Therefore, protonation states of the aspartates/glutamates
were changed. More precisely, for the O state model, E204 was deprotonated and D85
protonated. The same was done to mimic the O* state but instead of D85, D212 was
protonated. The O and O* state model were minimized and NVT equilibrated like before
(cf. section 6.1, p 47).
The three protonation models were then prepared for enhanced sampling simulations
employing HREX151. Since it is known that the NPT ensemble disrupts the HREX exchange
rates, these simulations were conducted in the NVT ensemble with the V-rescale thermostat.
All three protonation models were equilibrated over 200 ps. The HREX simulations had for
each protonation model the same setup: 16 replicas were used which spanned a λ scaling
range from 1 – 0.16. This corresponds to a simulation temperature range of 300 – 1900K.
The frequency for an exchange-attempt was set to 4 ps. The region, where the scaling was
applied to, consisted of the active site amino acids D85, D212, K216RET, R82, E194, E204
and all interacting amino acids in and around this region. A complete list with the amino
acids of the “hot region” and the justification for their selection is shown in Table 6.1. The
finished simulations were then analyzed for a proper exchange of the individual replicas.
All three simulations exhibited a frequent exchange of their replicas (see Figure A.2) which
is a prerequisite for eﬃcient sampling. As basis for the analysis of each state, served the
corresponding unscaled (λ = 1) replica.
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Table 6.1: Selected amino acids of the HREX “hot region” are listed together with their
justification of selection.
Amino acid Function
D85 proton donor + member of the pentagonal HBN
D212 proton acceptor/donor + member of the pentagonal HBN
K216RET Member of the pentagonal HBN
R82 Up-/Downswing movement during photocycle
E194 Part of the PRG region
E204 Part of the PRG region
Y185 Hydrogen-bonded to D212
W86 Hydrogen-bonded to D212
E9 Polar amino acid near to the PRG
Y83 Polar amino acid near to the PRG
S193 Hydrogen-bonded to the E204
P77 Polar amino acid near to the PRG + hydrogen-bonded to S193
Y57 Hydrogen-bonded to D212
F208 Serves together with R82 as hydrophobic plug
Y79 Polar amino acid near to the PRG + hydrogen-bonded to E9
P200 Hydrogen-bonded to E204
W189 Polar amino acid near to the PRG + hydrogen-bonded to Y83
6.2 Key Diﬀerences between the bR/O/O* State
6.2.1 Dynamics of the R82 Side Chain
During the 10 ns of HREX simulation, the three bR models diverge from each other with
respect to the active site geometry. Probably the most significant structural rearrangements
between the bR state and the two O states undergoes the arginine side chain R82. First,
its reorientation towards the extracellular or cytoplasmic side will be addressed.
This movement of R82 was already observed by Clemens et al. in an “early M-like”
state of bR44. In order to describe this “swing” movement, we use the distance between the
stiﬀ nitrogen atom of A44 and the Cζ atom of R82 (see Figure 6.2). This collective variable
is very similar to the one that Clemens et al. used. Figure 6.3A displays the R82-A44
distance for all three protonation models over 10 ns of HREX simulation. For the bR state
simulation, the R82-A44 distance stays over the whole simulation at around 2.3 nm. This
means, the R82 side chain is oriented towards the cytoplasmic side. Hence, R82 is close to
D85/D212 (also called “upper” active site) and interacts with D212 (like in Figure 6.2). For
the two O state models this is diﬀerent: The R82-A44 distance has already increased during
NVT equilibration (O* state) or within 500 ps of HREX (O state) to around 2.8 nm. The
distance stays for the whole simulation time at this value. For the O and O* structure this
means that the R82 side chain is oriented towards the extracellular side with E194/E204.
The arginine is hence close to the “lower” active site and interacts with the PRG (see
O state models in Figure 6.9). The histograms in Figure 6.3B were created with the
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Figure 6.2: Summary of the collective variables that were used for analysis of HREX
simulations or in Umbrella Sampling. The PRG gate movement is represented by the
distance between the two Cδ atoms of E194 and E204 (green). As measure for the cavity
hydration the number of water molecules within 4Å of the R82 residue is used (black).
The R82 swing movement is described by the distance between the R82 Cζ atom and the
backbone nitrogen of the stiﬀ A44 residue (orange). In order to monitor flip movements of
the R82 guanidinium group an internal dihedral angle α was defined (blue).
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Figure 6.3: A: The distance between the A44N and the R82Cζ atom is displayed over
the whole 10 ns of HREX sampling for the bR (black line), O (blue line) and O* (yellow
line) state. B: Histograms for the A44N-R82Cζ distance. The histogram is based on the
last nine nanoseconds of bR (black area), O (blue area) and O* (yellow area) state HREX
simulation.
data over the last nine nanoseconds and clarify that each of the three protonation models
exhibits only one preferred R82 orientation. Moreover, the histograms illustrate again
that the two O states are similar concerning their R82 orientation. The second structural
rearrangement that happens during the O→bR transition is an internal “flip” movement of
the R82 guanidinium group. In the bR state, the Nϵ and Nη1 atoms of R82 are oriented
towards the PRG, whereas the Nη2 atom is facing D212. In all three HREX simulations,
flip movements by ca. 180° of the planar guanidinium group can be observed such that the
orientation of the mentioned atoms are interchanged. For the purpose of describing this
movement, an internal dihedral angle named α, defined by the R82 atoms Hα-Cα-Nϵ-Hϵ,
was used (see Figure 6.2). Figure 6.4A shows the orientation of the guanidinium group over
the whole 10 ns of HREX sampling for all three bR models. In the bR state simulation
the guanidinium group stays constantly in the α = 2.5 rad/145° orientation. After around
7 ns a few flip movements can be observed into the conformation with α = -1.13 rad/-65°.
The analysis of the O* state trajectory shows a similar stable guanidinium conformation:
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Figure 6.4: A: The orientation of the planar R82 guanidinium group is displayed (via
α) over the whole 10 ns of HREX sampling for the bR (black line), O (blue line) and O*
(yellow line) state. B: Histograms for the guanidinium group orientation. The data is based
on the last nine nanoseconds of the bR (black area), O (blue area) and O* (yellow area)
state HREX simulation.
For the first 7 ns the planar group stays in its α = -2.5 rad/-145° conformation and then
begins shortly to populate the α = -0.5 rad/28° orientation. Contrary to the bR and O*
state, the guanidinium orientation fluctuates much more in the O state simulation. After
an equilibration time of around 1 ns, the guanidinium group populates its most favorable
conformation with α = 0.5 rad/28°. However, the guanidinium group flips frequently to
the conformation with α = -2.5 rad/-145°. Figure 6.4B shows for each of the three HREX
simulations the corresponding histogram for the α angle. The histograms are based on the
last nine nanoseconds of simulation. Again, it can be observed that the R82 guanidinium
group populates in the bR and O* state mainly one conformation, whereas in the O state
the planar group also significantly populates a second conformation. Based on these results,
the most stable conformation of the guanidinium group is for the bR and O* state the one
where the Nϵ and Nη1 atoms are oriented towards the PRG. This is diﬀerent for the O
state. The most favorable guanidinium orientation for this model is the one, where the Nη2
atom is facing the PRG (see Figure 6.9).
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Figure 6.5: A: The dynamics of the PRG is displayed via the E204Cδ-E194Cδ distance
over 10 ns of HREX sampling for the bR (black line), O (blue line) and O* (yellow line)
state. B: Histograms for the E204Cδ-E194Cδ distance. The data is based on the last
nine nanoseconds of the bR (black area), O (blue area) and O* (yellow area) state HREX
simulation.
6.2.2 Dynamics of the PRG
The modification of the protonation states in the three diﬀerent models also aﬀects the
conformation of the PRG amino acids E194 and E204. In the bR state, the Oϵ2 atom of
E204 is protonated and hence able to form a hydrogen bond to one of the E194 oxygens.
This ability gets lost in the O or O* state where E204 is deprotonated. In order to display
the conformational changes introduced by the deprotonation, the distance between the
E204-Cδ and E194-Cδ atom serves as an indicator (see Figure 6.2). Figure 6.5A displays
for all three protonation models this distance over the whole range of 10 ns HREX sampling.
The corresponding histogram plot (see Figure 6.5B) shows that the bR state structure stays
nearly the whole simulation time in two conformations where the E194Cδ-E204Cδ distance
is around 0.45 and 0.55 nm. Both structures are populated nearly equally with a slight
preference for the conformation with the larger glutamate distance. In the underlying
conformation, E194 is turned away from E204 and hydrogen bonds to Y83, whereas E204 is
stabilized by a hydrogen bond to the backbone NH group of E194. The second prominent
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geometry, where E194Cδ-E204Cδ distance is decreased, also exhibits these interactions but
furthermore E204 and E194 are hydrogen-bonded to each other. For the two O state models,
the glutamate distance increases directly over the first 1.5 ns. This seems reasonable since
there is no hydrogen bond anymore between the two glutamates. In the O state simulation,
one main conformation is populated where the E194Cδ-E204Cδ distance is ca. 0.6 nm. This
conformation also gets primarily populated in the O* state simulation. In the underlying
structure, E194 is stabilized by a hydrogen bond to Y83 and the other glutamate E204 is
interacting with R82 over a salt bridge. Furthermore, the O* state populates less frequently
a second conformation with 0.72 nm. In this structure, the E194Cδ-E204Cδ distance is even
more increased so that the E194 is hydrogen-bonded to Y83 and salt-bridged to R82.
6.2.3 Hydration of the Active Site Cavity
Beside the mentioned structural rearrangements of amino acids, there also occurs during
HREX sampling in some protonation models a change in the internal protein hydration.
The reason therefore is the presence of a cavity near to the extracellular “exit” of bR which
can change its hydration level. This cavity is located between the upper and lower active
site. Directly in the middle of this cavity lies the R82 side chain. Hence, as indicator for
the cavity hydration, the number of water molecules within 4Å of the R82 was taken (see
Figure 6.2). Figure 6.6A depicts the cavity hydration over the 10 ns of HREX sampling for
the bR, O and O* state. In the bR state, already seven water molecules were present at the
beginning of the simulation. This is due to the 100 ns of NPT equilibration and the presence
of crystal water molecules which were not deleted during model setup. In the course of the
HREX simulation, the cavity hydration stays nearly the same. In the bR state, mainly 6 –
7 water molecules are favored in this cavity (see Figure 6.6B). For the two O state models,
the cavity hydration is at the beginning gradually increased and at the end nearly twice as
large as for the bR state. The corresponding histograms show that for the O* state model
mainly ten water molecules are present in the cavity. For the O state model the preferred
hydration is a little bit larger with eleven water molecules. Figure 6.6A also shows that
the filling up of this cavity happens on a time scale of nanoseconds, which is in the context
of water dynamics a very slow process. Because of that, the histograms in Figure 6.6 are
based on the last seven nanoseconds of the HREX data.
A comparison with the results for the PRG dynamics reveals that the filling up of the
cavity is nearly on the same timescale as the increase of the E204Cδ-E194Cδ distance.
Hence, it is probable that these processes are correlated and the increase of the PRG
distance is like a gate opening that ensures the influx of extracellular water molecules.
Moreover, since the R82 side chain is located in the center of this cavity, it is likely that it
also influences the cavity hydration. Let us have a closer look on the underlying structures
in order to give a reason why the cavity hydration diﬀers in the individual models. In the bR
state, the PRG gate is mainly in its “closed” conformation and the R82 side chain is swung
up towards the D85/D212 region. As a consequence, the hydration level stays constant
and the cavity gets spatially reduced so that only water molecules are present in the lower
region around the PRG group. This is diﬀerent for the two O state models, where the PRG
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Figure 6.6: A: The internal cavity hydration of the bR (black line), O (blue line) and
O* (yellow line) state is shown over 10 ns of HREX sampling. As indicator for the cavity
hydration all water molecules within 4Å of R82 are counted. B: Histograms for the cavity
hydration based on the last seven nanoseconds of the HREX simulations. The histogram
for the bR, O and O* state is depicted as black, blue and yellow area respectively.
gate is in its “open” conformation and the R82 side chain is swung down towards the PRG.
Mainly these two properties cause the increase of the cavity hydration: Extracellular water
molecules can enter and furthermore are able to spread out over the whole cavity region.
Hence, only in the simulations for the two O state models water wires that connect the
upper D85 with the lower PRG site can be observed. Furthermore, the guanidinium group
plays with its five hydrogen bond donation sites an essential role. This property qualifies
the side chain to organize an ordered water network between the upper and lower active
site. Moreover, this ordered HBN could be altered through the “flip” movement of this
functional group.
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6.3 PMF Calculations for the R82 Side Chain
The previous results have shown that the R82 side chain is probably the most flexible amino
acid in the cavity region, and furthermore dictates primarily its hydration in combination
with the PRG. This task is ensured by the two principal dynamics of the R82 side chain:
the swing and flip movement.
In this section the most stable conformations with respect to these two movements
should be identified for each of the three bR protonation states. Furthermore, with this
analysis, other possible R82 conformations should be found and their diﬀerence in free
energy evaluated. In order to achieve this, Umbrella Sampling was performed on the swing
and flip collective variable for each protonation state.
6.3.1 Simulation Setup
The A44N-R82Cζ distance served as reaction coordinate for the swing movement. This
distance was scanned from 2.1 – 2.9 nm over 15 windows (0.06 nm displacement). In each
window, a harmonic potential was applied with a spring constant of κ = 4000 kJ/(mol·nm2).
Each window was simulated in the NPT ensemble at 300K (Nosé-Hoover) and 1.0 bar
(Parinello-Rahman) for 10 ns. The starting structure for each state was based on the corre-
sponding HREX end structure. The last eight nanoseconds of Umbrella Sampling were used
for statistical evaluation. In oder to check for a suﬃcient overlap between the individual
windows, histograms were created with g_analyze. The calculation of the PMF was done
with WHAM153. Therefore, the implementation of Alan Grossfield171 was used.
In order to scan the free energy profile of the R82 flip movement an internal dihedral
angle α was used, defined by the R82 atoms Hα-Cα-Cζ-Nη1b. The dihedral angle α was
scanned from -pi to pi over 42 windows (0.15 rad displacement). In every window, a harmonic
spring constant of κ = 800 kJ/(mol·rad2) was applied. The perturbation of the planarity of
the guanidinium group is a delicate issue for force fields. The atoms Nϵ, Cζ, Nη1 and Nη2 are
lying in one plane and the positive charge is delocalized between them. Force fields aren’t
able to describe quantum eﬀects like delocalization. Since the α angle directly perturbs
the geometry of the guanidinium plane, a QM description of this residue is indispensable.
Hence, the Umbrella Sampling simulations for the “flip” movement were performed with
QM/MM. The QM region comprised the R82 side chain from Cβ on and was treated
with DFTB3/3OB with D3BJ dispersion correction. The MM part was described with
the CHARMM36 force field. Each window was sampled for 1.7 ns at 300K (Nosé-Hoover)
and 1.0 bar (Parinello-Rahman). The last 1.2 ns of Umbrella Sampling were used for the
calculation of the PMF with WHAM.
The histograms for the swing reaction coordinate show for each bR model suﬃcient
overlap (see Figure A.3). The resulting PMF plots for this structural rearrangement are
shown in Figure 6.7. For the bR state, two minimum conformations are identifiable. The
global minimum forms the conformation where the R82 side chain is in the swung-up
bThis reaction coordinate is slightly diﬀerent to the one used for the analysis of the HREX simulations in
subsection 6.2.1.
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position with a A44N-R82Cζ distance of around 2.35 nm. The second minimum forms the
conformation where this amino acid is in the swung-down position with a A44N-R82Cζ
distance of ca. 2.7 nm. On the free energy profile, the latter conformation lies 8.4 kcal/mol
higher than the global minimum. Furthermore, the swung-down conformation seems to be
a metastable state since the barrier height for this process lies only 1.3 kcal/mol higher.
The preference for the swung-up R82 conformation in the bR state is due to the favorable
hydrogen-bonding situation in this state: The guanidinium group forms together with the
side chains of D212 and Y57 a complex which is strongly stabilized by three hydrogen bonds.
Contrary to this, the swung-down conformation is only loosely stabilized by fluctuating
hydrogen bonds of the R82 side chain with the E194 and T205 side chains.
For the two O state models there exists only one minimum: the R82 in the swung-down
conformation. In the O state PMF this global minimum is localized at a A44N-R82Cζ
distance of around 2.75 nm, whereas it is shifted a little to 2.8 nm in the PMF of the O*
state. Again, the hydrogen bonding situation is responsible for these results. In the O state,
the D85 is protonated and forms with the D212 and surrounding water molecules a HBN.
Consequently, the R82 guanidinium group has in the upper active region no hydrogen bond
acceptor anymore. Contrary to this, in the swung-down conformation the R82 side chain is
stabilized by hydrogen bonds to the E204 side chain and the E194 side chain is primarily
hydrogen-bonded to the OH group of Y83. Nearly the same situation applies for the O*
state: The D212 is protonated and hence can not stabilize the R82 side chain, yielding
to no minimum on the free energy profile for the swung-up conformation. Instead, the
guanidinium group is even a little bit further oriented towards the PRG as in the O state
so that it could form hydrogen bonds with E204 and E194. These results are in accordance
with the populated conformations of the HREX sampling (see Figure 6.3).
Also for the flip movement, the Umbrella sampling windows exhibited a reasonable
overlap (see Figure A.4). The resulting PMF of this movement shows for the bR state two
minima. The global minimum is located at α = −0.85 rad. For further discussion this con-
formation is called the non-flipped conformation. In the non-flipped bR state conformation
the Nη1 atom is facing the upper active site and the Nϵ atom is facing the PRG. This
conformation forms the global minimum on the free energy profile because the guanidinium
plane is perfectly oriented such that the guanidinium Nη1 and NHη2 atom can form the
hydrogen-bonded complex with the D212 and T57 side chain. Furthermore, the other un-
occupied hydrogen bond acceptors can interact with the water molecules in the lower cavity
region. For the bR state there exists another minimum, where the guanidinium group is
flipped by nearly 180° (α = pi rad). The flipped bR state minimum lies ca. 2.9 kcal/mol
higher on the free energy profile compared to the global minimum. In this conformation
the R82 guanidinium group is not stabilized by hydrogen bonds to other amino acid side
chains. Instead, the guanidinium plane is solvated and forms hydrogen bonds to the cavity
water molecules. The minimum free energy path that connects the non-flipped and flipped
bR state basin amounts to ca. 6.2 kcal/mol.
In the O state PMF the global minimum is found at an α angle of−pi rad. Thus, contrary
to the bR state, in the O state the flipped conformation forms the most stable one. The
second minimum on the free energy profile can be found at α = 1.0, where the guanidinium


























Figure 6.7: Potential of Mean Force for the R82 “swing” movement. As reaction coordi-
nate the A44N-R82Cζ distance was used. The minimum at 2.35 nm represents the R82 in
the swung-up conformation, whereas the minima at 2.7–2.8 nm represents the side chain in
its swung-down state.
group is in its non-flipped conformation. This minimum lies only 0.85 kcal/mol higher than
the flipped conformation. Compared to the bR state, the α angle for this conformation is
shifted by ca. 106°/1.85 rad. The minimal reaction barrier between the flipped and non-
flipped O conformation amounts to ca. 6.0 kcal/mol. A look on the underlying structures
of both minimum conformations, reveals that in the flipped O conformation the Nη1 atom
of the guanidinium group is strongly bound via a salt bridge to the PRG amino acids
E194/E204. Furthermore, the Nϵ atom serves as hydrogen bond donor for a rigid water
molecule close to Y83. Moreover, the NH2 atom interacts with the cavity water molecules.
In the non-flipped O conformation these interactions are weakened: The Nη2 atom forms a
salt bridge to E204 and the two other guanidinium nitrogens, that are facing D212, interact
with the cavity water molecules.
For the O* state the most stable guanidinium flip orientation is, like in the bR state,
the towards 0.6 rad shifted non-flipped one. This conformation is with respect to Figure
6.8 1.1 kcal/mol lower in energy than the second lowest minimum at α = −2.5 rad which
represents the flipped O* conformation. The minimum free energy path that connects both
valleys amounts to 7.0 kcal/mol. Like for the O state, the free energy diﬀerence ∆G between
the flipped and non-flipped conformation is very small. In the two corresponding O* state
conformations, the nitrogen atoms of the guanidinium group interact with the E204 side
chain, the rigid water molecule close to Y83 and with the water molecules in the upper
cavity region close to D212.
The identified minimum conformations of the three protonation states were already




























Figure 6.8: Potential of Mean Force for the R82 flip movement. The internal R82 dihe-
dral angle α defined by the atoms Hα-Cα-Cζ-Nη1 was used as reaction coordinate. The
minimum conformations around α = ±pi rad represent the R82 guanidinium group in its
“flipped” conformation. In the other minima at α = ±0.85 and 1.0 rad the guanidinium
group is in the “non-flipped” conformation.
observed in the corresponding HREX simulations in section 6.2.1. Keep in mind that the
definition of α in this section is directly inverted compared to the one used for the HREX
analysis.
6.4 Conclusions
The first part of this chapter outlined how the bR, O, and O* state model of bacteri-
orhodopsin were derived, based on a time-resolved crystal structure of the bR state. Beside
conventional force field methods, also HREX was employed in order to ensure for suﬃcient
sampling of the O state active site region. Furthermore, the main structural rearrangements
in this region have been identified and analyzed for all three models.
The most significant changes between the protonation models undergo the R82 side
chain and the PRG consisting of E194 and E204. These charged amino acids react very
sensible because a change in the protonation pattern involves for these amino acids an
extensive change in the hydrogen-bonding/salt-bridging situation. Moreover, it has been
shown that the R82 and PRG dynamics also influence the hydration level of the internal
cavity between D85/D212 and the PRG. Upon protonation change, the PRG reacts like
a gate. In the bR state, the E204 is protonated and the gate is closed due to a hydrogen
bond between E204 and E194 and no extracellular water molecules can enter the cavity.
The gate gets opened, and hence water can flow in, after deprotonation of E204 – in the O
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or O* state – due to the lack of the hydrogen bond between E194 and E204. The R82 side
chain reacts upon a protonation change like a plug that blocks or opens the entrance for
water molecules to the upper active site close to D85/D212. When the PRG is protonated,
like in the bR state, the “plug” is in its swung-up conformation (in interaction with D212)
and blocks the entrance to the upper active site. Since the PRG is also closed in this state,
only preexisting cavity water molecules are present in the lower cavity region. Hence, the
cavity hydration level for the bR state is low. Contrary to this, in the two O states the
PRG gate is deprotonated, open and forms salt bridges with the R82 side chain. Thus, the
plug is in its swung-down conformation. As a consequence, extracellular water molecules
can enter the cavity and spread out over the whole cavity also into the upper active site
region. Hence, the cavity hydration level for the O states is high.
Another structural rearrangement that was observed between the three protonation
states, was the flip movement of the R82 guanidinium group. With respect to the PMF
calculations, the bR and O* state favor the non-flipped conformation, whereas the O state
favors the flipped conformation. However, it has to be mentioned that the energetical
diﬀerences between these conformations are very small (1–3 kcal/mol) and the flip movement
plays, compared to the dynamics of the PRG gate and R82 swing movement, a minor role.
Nevertheless, the guanidinium group is a crucial component for the existence of the observed
water wires in the two O state models. In these states, the NH groups of the swung-down
guanidinium group serve as hydrogen bond donors for the cavity water molecules and hence
arrange a water wire between D85 and the PRG. Thus, the R82 probably prepares the water
wire for the long-range PT from D85 to E204c.
The results have shown that the O and O* model are very similar to each other concern-
ing cavity hydration level and R82/PRG conformation, whereas the models diﬀer exactly
in these properties from the bR state.
cThe mentioned properties of the arginine side chain were also observed by Armstrong et al. in voltage
sensitive ion channels172. There the plug movement of arginine controls the passage of ions through the
channel and its movement is also controlled by hydrogen bonding of the guanidinium plane with polar
amino acids.
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Figure 6.9: HREX sampled structures of the active site for the bR (A), O (B) and O*
state (C). In the bR state the R82 side chain is swung up and non-flipped. The PRG gate is
closed. Hence, the hydration level of the cavity is low and the connection to the D85/D212
site is interrupted by R82. This is diﬀerent for the O and O* state. The R82 is in its
swung-down conformation and the PRG gate is open. Moreover, in the O state the R82
guanidinium group is flipped. As a consequence, the water density in the cavity is raised
and the D85/D212 region is connected via a water wire with the PRG region.
CHAPTER 7
O→O*: A Direct Proton Transfer
With respect to the resolved structural properties of the O and O* state, one can assume
that the O→bR transition probably involves only little changes in the bR active site.
However, a MM-based description of the O* state tells nothing about the stability of
the transferring proton in this state. In order to address this question, in this chapter the
description of the upper active site is switched to a DFTB3-based QM/MM setup. The
subsequent prediction of Gibbs free energies for the PT in the O→O* transition should
provide a quantitative measure of the PT product stability.
The reaction barrier for the O→O* transition is of further special interest since it is
assumed that the deprotonation of the D85 represents the rate-limiting step in the O→bR
transition. Hence, a prediction of ∆G‡O−O∗ would allow the comparison with experimental
estimates for the O→bR transition.
Beside the energetics of the PT reaction, the focus will be placed on possible PT path-
ways and their mechanisms.
7.1 Stability of the Reactant and Product State
7.1.1 Simulation Setup
A structure from the O state HREX simulation around 9.95 ns served as starting structure
for the simulation of the reactant state. This geometry owns the in Chapter 6 mentioned key
properties of the O state and is comparable to the in Figure 6.9B displayed structure. Since
the PT product (O* state) is very similar to the O state, we took for the product starting
structure the same as for the reactant and only changed protonation states (deprotonated
D85, protonated D212).
The QM/MM simulations were conducted with a Gromacs-DFTB3 version173 in combi-
nation with the Plumed v.2.1.1 plugin. For reactant and product, the QM/MM simulations
and the equilibration were analogously set up: The QM region comprised the complete
amino acid side chains of D85, D212 and K216RET from the Cβ atoms on. Furthermore,
the starting structures contained four water molecules in the proximity of the three men-
tioned amino acids which were also included in the QM region. In total, the QM zone
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comprised 90 atoms that were treated with DFTB3 in combination with the 3OBw95 pa-
rameters. As dispersion correction, the BJ implementation of D3 was used. The rest of
the system was described with the CHARMM36 forcefield parameters. An NPT equilibra-
tion followed for 2 ps at 300K and 1.0 bar. For the temperature and pressure coupling, the
Nosé-Hoover thermostat and the Parrinello-Rahman barostat were used. A production sim-
ulation over 200 ps in the NPT ensemble at 1.0 bar followed. In this simulation, Simulated
Annealing was applied in order to increase the sampling of the two reactant states. The
system was heated from 300 – 340K over the first 30 ps. The temperature stayed at 340K
for the next 40 ps and was then decreased back to 300K within 30 ps. The last 100 ps were
conducted at 300K. Moreover, to prevent the leakage of the QM-treated water molecules
out of the QM regiona, spherical, harmonic position restraints were applied to the oxygen
atoms of the four water molecules. Thereby, the oxygen atoms were allowed to travel freely
from their initial positions in a sphere with 3.0Å radius. If the distance to the spherical
center was larger than 3.0Å, a harmonical restraint with a spring constant of κ = 2000
kJ/(mol·nm2) set in and pulled the oxygens back towards their center. For evaluation of
the two simulations, the last 100 ps of the corresponding trajectories were used.
7.1.2 Destruction and Formation of the Hydrogen-Bonded Network
The starting structure for the reactant state still exhibits after HREX sampling the pen-
tagonal HBN that is formed by D85, D212, K216RET and three water moleculesb. Figure
7.1, left shows a geometry that is sampled frequently during the 100 ps of QM/MM. This
conformation still exhibits the structural main features of the pentagonal HBN and is sim-
ilar to the O state HBN structure, proposed by Phatak et al.67. The only small deviation
is the absence of the hydrogen bond between the to K216RET coordinated water molecule
with D85. In the presented structure the water molecule only forms hydrogen bonds with
the carboxy group of D212. Figure 7.1, right shows the same active site but with a rep-
resentative, QM/MM sampled geometry of the PT product state. It is noticeable that
during sampling, the pentagonal HBN broke down. Compared to the O state, the three
hydrogen bonds (formed by two water molecules) which connected the carboxy groups of
D85 and D212 with each other vanished. Instead, there is only one water molecule left in
the product state that connects the two aspartates over two hydrogen bonds. Moreover,
the Schiﬀ base NH group lost its hydrogen bond to the water molecule and instead is tilted
and hydrogen-bonded to one oxygen atom of the D85 carboxy group.
The pentagonal HBN network serves like a scaﬀold which forms a gap between the two
aspartates and prevents the direct interaction of the two amino acids. Thus, the break down
of the HBN leads to further small structural rearrangements in the upper active site. The
most significant impact is the spatial approach of the two aspartates D85 and D212. This is
validated by Figure 7.2 which shows histograms of the D85Cγ-D212Cγ distance, evaluated
for the last 100 ps of QM/MM. The Figure displays for the aspartate distance a separated
aOr the influx of MM water molecules into the QM region.
bThe preservation of the HBN is probably due to the applied position restraints during the HREX equili-
bration (cf. Section 6.1, p.47).
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Figure 7.1: O (left) and O* (right) state geometries of the upper active site after 200 ps
of QM/MM simulation in combination with Simulated Annealing. In the O state the
pentagonal HBN is preserved, whereas it is disrupted in the O* state.
Figure 7.2: Histograms of the D85Cγ-D212Cγ distance for the O (blue area) and O*
(yellow area) state. The population maximum for the O* state is reduced by approximately
0.1 nm compared to the O state.
population for each of the two reactant states. With respect to the population maxima, the
D85Cγ-D212Cγ distance for the PT product is reduced by ca. 0.1 nm to 0.52 nm compared
to the reactant state.
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7.2 The Minimum Free Energy Path
In the previous section the most significant characteristics of the upper active site have been
presented for the PT reactant (O) and product (O*) state. In this section, there should be
shed light on the PT reaction itself and the free energy change associated with it. Moreover,
detailed information about the reaction mechanism should be given.
It has been shown that during the PT reaction from D85 to D212, the pentagonal HBN
breaks down and as a result the two aspartates approach each other. In order to ensure
convergence of the PT free energy profile, this parallel reaction has to be taken into account
and also sampled. Accordingly, for the free energy calculation two reaction coordinates (two
dimensions) will be used orthogonal to each other. In order to achieve this, the free energy
profile for the PT from D85 to D212 will be calculated with 2D-MW-Metadynamics.
7.2.1 Simulation Setup
The starting structures of the MW-Metadynamics simulation are based on the last 100 ps
QM/MM simulation of the reactant and product state (cf. section 7.1, p.63). Therefore, the
geometries of the reactant and product trajectory were written out every 10 ps yielding to 20
structures in total. Each of these structures served as starting structure for one walker. For
each walker, the same QM/MM setup, simulation parameters and water position restraints
were used as for the simulations of the reactant and product state. Solely the simulation
time was changed to 500 ps and the time step was adjusted to 0.5 fs. In order to describe the
PT reaction from D85 to D212, the mCEC coordinate was used and defined in a Plumed
input file. The mCEC definition contained all four water molecules of the QM/MM region
and the D85/D212 oxygen atoms as possible proton coordination sites. The transfer of the
excess charge was mapped relative to the D85Cγ and D212Cγ atom using the ζ2 definition
from equation 5.13. The PT coordinate was resolved with a σ value of 0.065. The second
reaction coordinate aimed to sample the formation and destruction of the HBN. Since
the description of this process is not straightforward, an indirect description based on the
D85Cγ-D212Cγ distance was used. In order to gain a faster convergence of the free energy
surface, the sampling space of this reaction coordinate was restricted to D85Cγ-D212Cγ
distances below 0.66 nm. Above this threshold value a harmonic restraint with a spring
constant of κ = 200000 kJ/(mol·nm2) set in. The distance dimension was resolved with a σ
value of 0.02 nm. Moreover, a Gaussian hill size of ω0 = 0.2 kJ/mol, a deposition frequency
of τ = 100 fs and a bias factor of γ = 8 was applied. The free energy surface was created
via post-processing of the HILLS files with the Plumed command sum_hills.
7.2.2 2D-MW-Metadynamics
Figure 7.3 depicts the two-dimensional free energy surface for the PT reaction from D85 to
D212. The first dimension (x-axis) displays the free energy change along the ζ coordinate
and hence the transfer of the proton (or excess charge), while the y-dimension represents
the free energy change along the D85Cγ-D212Cγ distance which indirectly represents the
HBN formation/destruction process. The whole free energy surface was sampled for 10 ns
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in total (20 walkers, each 500 ps). This surface exhibits two minima basins: one for the
reactant state at ζ = −0.5 and one for the product state at ζ = 0.5. Moreover, with respect
to the D85Cγ-D212Cγ distance the reactant minimum is shifted to a larger value of around
0.57 nm compared to the product basin with 0.52 nm. The corresponding geometries and
characteristics of these two states were already presented in the previous section in Figure
7.1 and Figure 7.2. In the reactant state, the pentagonal HBN is intact so that the D85Cγ-
D212Cγ distance is increased, whereas it is the other way around for the product state. In
terms of energetics, the reactant state represents the global minimum on the free energy
surface and the product basin is raised by ∆GO−O∗ = 4.2 kcal/mol. This means the proton
is better stabilized on the D85 than on the D212. Moreover, with respect to these results,
the PT from D85 to D212 and with this the O→O* transition depicts an endergonic process.
The minimum free energy path ( 1 in Figure 7.3) which connects both basins, exhibits a
barrier height of ∆G‡O−O∗ = 8.8 kcal/mol. A transfer over this path is linked to a strong
reduction of the D85Cγ-D212Cγ distance so that the approximate TS (ζ = 0.0) exhibits
an aspartate distance of 0.42 nm. A further analysis of the geometry of this state, reveals
that the two aspartates D85 and D212 are directly facing each other and share the proton
(see Figure 7.5, bottom, black dot). In other words, compared to the reactant and product
state, in the TS there are no water molecules present between D85 and D212. This means
that a PT over the minimum free energy path is direct, not water-mediated and connected
with a complete breakdown of the HBN. Furthermore, the NζH group of the Schiﬀ base
lost with the absence of the water molecule its hydrogen bond acceptor in the TS so that
this group interacts with one of the D212 carboxyl oxygens.
On the free energy surface in Figure 7.3 there is also another TS identifiable (labeled
with 2 ), where the aspartate distance is increased to around 0.52 nm. Compared to the
minimum free energy path, this pathway is raised by ∆G = 1.7 kcal/mol. Interestingly, this
TS features two diﬀerent geometries. In one geometry the TS exhibits a hydronium (H3O+)
ion (see Figure 7.5, bottom, green dot), whereas the other transition geometry features a
hydroxide (OH-) species (see Figure 7.5, bottom, red dot). The energetical diﬀerentiation
between these higher lying water-mediated PT pathways and the corresponding transition
geometries will be discussed in the next section.
7.3 Proton Transfer Pathways over Hydronium and Hydroxide
Species
It has been shown that the PT reaction from D85 to D212 exhibits, beside the direct PT
pathway, two other water-mediated pathways where the transfer is accomplished via hydro-
nium and hydroxide species. In this section these two pathways will be further investigated.
Particularly, the energetical diﬀerentiation of the two transfer mechanisms will be the cen-
tral topic of this section. Moreover, the hydronium and hydroxide transition states will be
further examined. In order to achieve this, a collective variable has to be found that is able
to discriminate between the two PT pathways. This collective variable can then be used as
additional, orthogonal reaction coordinate in a 3D-MW-Metadynamics simulation.
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Figure 7.3: Gibbs free energy surface for the D85→D212 PT reaction depending on the
D85Cγ-D212γ distance. The x-axis represents the relative transfer of the CEC between
both amino acids. The y-axis describes via the D85Cγ-D212γ distance indirectly the HBN
formation/destruction. There are two PT pathways identifiable labeled with 1 and 2 .
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7.3.1 Distinction between Hydronium/Hydroxide Species and Simulation
Setup
The two water-mediated pathways can be separated energetically with the Metadynamics
approach. Therefore, a collective variable must be provided which is able to distinguish
between the two transfer pathways. The most significant diﬀerence between both transitions
is the occurrence of a hydronium or hydroxide ion. Hence, a plausible collective variable may
is based on the hydrogen coordination number of the water oxygen atom. For a hydronium
ion, the oxygen coordination number is then equal to three, whereas it is equal to one for
a hydroxide ion. Since the QM region comprises four water molecules and each of them
could occur in the PT as hydronium or hydroxide, the average water oxygen coordination
number has to be used. For the description of the oxygen coordination number a Plumed-
















The upper equation is a simple switching function which switches in a parameter-dependent
region from one to zero. The parameters r0, n and m were manually fitted against water ge-
ometries containing hydronium or hydroxide species from the WATER27 benchmark set174.
A decent representation for the water oxygen coordination number yielded the parameter
set with r0 = 1.2Å and the exponents n = 45, m = 90. The functional behavior of sO(rij)
is depicted in Figure 7.4A. According to that, a hydrogen atom is treated as coordinat-
ed/bound to the water oxygen atom if its distance is less than 1.1Å. Contrary to this, the
hydrogen atom is seen as decoordinated/unbound if the rij distance is greater than 1.3Å. In
Figure 7.4B the coordination function was applied to four diﬀerent hydronium/hydroxide-
containing systems of the WATER27 set. For the hydronium ion we get a maximum water
oxygen coordination of sO(rij) = 3.0. It is the other way around for the hydroxide ion,
where sO(rij) displays the minimum water oxygen coordination of 1.0. In order to evaluate
cluster systems like the Zundel ion (H3O+H2O) or OH-(H2O)3, the average of the water
oxygen coordination function sO(rij) must be used. Generally, for water clusters which
exhibit a hydronium ion, sO(rij) will be greater than 2.0. In contrast to this, sO(rij) will
display a value below 2.0 for water clusters which contain a hydroxide ion. The Zundel
ion in Figure 7.4B displays a special case where the coordination function also provides a
decent result. The proton/excess charge is shared equally between the two water molecules
in this system. Hence, the sO(rij) function is situated between the mentioned extreme cases
in the region of rij = 1.2Å.
The previous results have shown that a proper collective variable was found that is
eﬃcient enough to distinguish between the conventional Grotthuss mechanism (over hydro-
nium) and a proton hole (over hydroxide) pathway. In order to separate both pathways
energetically, the in subsection 7.2.1, p.66 presented 2D-MW-Metadynamics setup was used
and solely extended by sO(rij) as a third reaction coordinate. The sO(rij) collective variable
was defined such that it represents the average water oxygen coordination number of all four
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Figure 7.4: A: The coordination function (equation 7.1) with the following parameters:
r0 = 1.2Å, n = 45, m = 90 is plotted over a rOH range of 0.9 – 1.5Å. B: Diﬀerent
hydronium- and hydroxide-containing systems are shown together with their corresponding
sO(rij)/sO(rij) function. If a hydronium ion is present the coordination function is greater
than 2.0, if a hydroxide ion is present the coordination function is less than 2.0.
water molecules present in the QM region. The Metadynamics resolution of sO(rij) was set
to σ = 0.025. The complete Plumed input file for the 3D-MW-Metadynamics simulation is
attached in the Appendix (see Listing A.1). Again, the Plumed sum_hills command was
used to yield a sO(rij) vs. ζ projection of the free energy surface.
7.3.2 3D-MW-Metadynamics
Figure 7.5 depicts the PT with respect to the transfer pathway for the D85 to D212 reaction.
The x-axis represents, like in Figure 7.3, the free energy change along the CEC transfer,
while the y-dimension displays the free energy change with respect to the average water
oxygen coordination number of the four QM-treated water molecules. The free energy
surface exhibits two minima at ζ = ±0.5. Like in Figure 7.3, these basins represent the
PT reactant and the energetical higher lying product state which were already discussed
in section 7.1, p.63. Furthermore, there are three possible pathways identifiable which
can accomplish a PT between these basins. The minimum free energy path on this surface
leads over an average water oxygen coordination number of sO(rij) = 2.0. Thus, the sO(rij)
coordinate reveals that no hydronium or hydroxide species are occuring in this pathway and
it must be a direct, non-water-mediated PT. This pathway is already known and was further
examined in section 7.2, p.66: it is the direct PT from D85 to D212 with a reaction barrier
of ∆G‡O−O∗ = 8.8 kcal/mol.
The second lowest free energy path represents the one which exhibits an average coor-
dination of sO(rij) = 1.75. The maximal barrier height for this PT pathway amounts to
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ca. ∆G‡ = 11.6 kcal/mol. The corresponding TS structure (see Figure 7.5, bottom, red
dot) shows, like expected for a sO(rij) value below 2.0, the presence of a hydroxide ion in
the water chain. The key characteristics of this TS are the two aspartates D85 and D212
which are protonated. Furthermore, the water-mediated nature of this PT mechanism is
noticeable: While the direct PT (cf. Figure 7.5, bottom, black dot) completely destroys the
HBN, it is only perturbed for the proton hole pathway and rather serves with its hydrogen
bonds as a stabilizing scaﬀold for the hydroxide ion. Furthermore, the D85-D212 distance
is so large that the charge transfer via the proton hole is accomplished over two water
molecules.
The third PT pathway shows an average coordination of sO(rij) = 2.25. This pathway
exhibits with ca. ∆G‡ = 11.9 kcal/mol nearly the same barrier height as the proton hole
pathway. Since sO(rij) is greater than 2.0 the corresponding TS contains a hydronium
ion. The corresponding geometry is shown in Figure 7.5, bottom, green dot. Contrary
to the proton hole pathway, in this TS, both aspartates D85 and D212 are deprotonated.
Nevertheless, similar to the proton hole pathway, also this process is water-mediated and
the HBN is only perturbed rather than destroyed. Furthermore, this TS gets stabilized by
the hydrogen bonds which were formed by the two aspartates and the neighboring water
molecules. Contrary to the proton hole pathway, the hydronium one is accomplished over
just one water molecule.
Beside the lower barrier height, the in Figure 7.5 presented free energy surface yields
another hint considering the preference for the proton hole over the hydronium pathway:
The formation of the proton hole, or to put it another way, the protonation of the D212
is with around ∆G = 11.0 kcal/mol even more favorable than the formation of the hydro-
nium ion. This is an interesting fact because from chemical intuition, one would assume
that the aspartate side chain with its low pKa of 3.9175 is rather deprotonated than the
other way around. However, the aspartate pKa value was determined in aqueous solution
with a dielectric constant of ϵ = 80176 but the electrostatics in a protein environment are
totally diﬀerentc. Thus, as a suﬃcient condition the semiempirical QM method DFTB3
was benchmarked regarding its preference for the hydronium/proton hole pathway against
a higher level DFT method.
7.4 A DFTB3 Benchmark Study: The AspH+-H2O-Asp System
In the previous section, it has been shown that DFTB3 prefers – counterintuitively – the
proton hole pathway over the hydronium one for the O→O* PT reaction. Moreover, both
pathways exhibit nearly the same reaction barrier on the free energy surface in Figure 7.5.
Thus, the question if DFTB3 suﬀers from a preference for the proton hole pathway is a
qualified one and will be answered in this section. In order to achieve this, the D85→D212
PT system is simplified to a water-bridged, protonated aspartate-aspartate system (see
Figure 7.6, bottom). Based on this toy system, the energetics of the PT and its pathway
cFor protein interior: ϵ ≈ 6− 7, for protein surface: ϵ ≈ 20− 30176.
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Figure 7.5: Top: Gibbs free energy surface for the D85→D212 PT reaction depending
on the sO(rij) function. The x-axis represents the relative transfer of the CEC between
both amino acids. The y-axis reflects the average water oxygen coordination number of
the QM-treated water molecules. There are three PT pathways identifiable which diﬀer in
their barrier heights. Furthermore, their transition structures are labeled by a red, black
and green dot respectively. Bottom: The upper active site geometries of the marked PT
TS structures are displayed. The geometry which belongs to the minimum free energy path
(black dot) shows a direct D85-D212 interaction, while the geometries of the higher lying
pathways exhibit hydroxide (red dot) or hydronium (green dot) species.
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will be analyzed, employing 2D-MW-Metadynamics with DFTB3 and the hybrid DFT
method B3LYP.
7.4.1 Simulation Setup
For the model setup a reactant state geometry from section 7.1 was used. Two-dimensional
Metadynamics simulations are very expensive with a DFT method like B3LYP. Hence, the
reactant system was simplified with the objective to design a smallest possible QM region
that still features the key characteristics of the D85→D212 PT system. The resulting system
comprised a QM regiond of 18 atoms. It contained the protonated aspartate side chain,
resembling D85, which is bridged over one water molecule to a deprotonated aspartate side
chain, which should represent D212. Moreover, in a second geometry, the protonation states
of the aspartate side chains were inverted in order to model the PT product state.
The DFTB3 and B3LYP benchmark calculations were set up and conducted equally.
For the DFTB3 calculations, again Gromacs v.5.0 with the implemented DFTB3 code in
combination with the 3OBw parameter set and the D3BJ dispersion correction was used. In
order to conduct the DFT calculations, Gromacs v.5.0 was interfaced with the QM package
ORCA v.3.0.1177. The hybrid density functional B3LYP107,109–111 was used. Since Kaila et
al.178 suggested for a correct description of PT energetics a triple-ζ basis set, the def2-TZVP
basis set179,180 was used in combination with the D3BJ dispersion correction. Furthermore,
in order to accelerate the SCF calculations, the RIJCOSX181,182 approximation was usede.
First, the geometries of the modeled reactant and product PT toy systems were mini-
mized with the steepest descent algorithm. For the 2D-MW-Metadynamics simulations the
QM-interfaced Gromacs versions were used in combination with the Plumed v.2.1.1 plugin.
The simulations were conducted at 300K in vacuo using the stochastic dynamics integrator
in Gromacs. In order to prevent PT disturbing, dynamical eﬀects like rotation, spatial
separation etc. of the two aspartates, the carbon atoms of the side chains were fixed with
the mdp-file option freezegrps.
Two Metadynamics collective variables were defined: The first reaction coordinate de-
scribes the PT reaction between both aspartates. The mCEC definition (ξ) contained all
transfer protons of the water molecule and aspartate residues. The oxygen atoms of the as-
partate carboxyl groups and the water molecule were taken into account as possible proton
coordination sites. With respect to the fact that all oxygen atoms of the carboxylic groups
could act as a proton donor (D1, D2) or acceptor (A1, A2), we modified the relative ζ1





The second collective variable represents with sO(rij) the oxygen coordination number of
the bridging water molecule. The Metadynamics simulations consisted of 16 walkers respec-
tively. Eight walkers started in the reactant state and the other eight in the product state.
dNo MM part.
eThe speedup eﬀect is due to two reasons: The Coulomb term J is treated via the resolution of identity
approximation (RI)183–185 and the Exchange term X via seminumerical integration.
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Each of them had a simulation time of 12.5 ps. Hence, in total the PES was sampled for
200 ps. For the general Metadynamics parameters, a Gaussian hill size of ω0 = 0.3 kJ/mol,
a deposition frequency of τ = 5 fs and a bias factor of γ = 4 was used. The resolution of the
ζ dimension was set to σ = 0.067, while for the sO(rij) dimension a σ of 0.133 was used.
7.4.2 Comparison of DFTB3 with B3LYP/def2-TZVP
The sO(rij) vs. ζ PES for DFTB3 and B3LYP are depicted in Figure 7.6. The reactant
and product state conformations form minima on these surfaces at ζ = 0.0 and ζ = 1.0
respectively. In both methods these minimum conformations are isoenergetic in potential
energy, which means the proton gets equally stabilized on both aspartates. The minimum
energy path for the PT is accomplished on both surfaces over a sO(rij) value of 1.0 and hence
over the proton hole mechanism. For DFTB3 the barrier height for this reaction amounts
to ca. ∆E = 4.3 kcal/mol, whereas in the B3LYP representation this barrier is raised by
1.0 kcal/mol to ∆E = 5.3 kcal/mol. In contrast to the results for the analogous PT in the
protein environment (cf. section 7.3, p.67), the hydronium pathway lies for both methods
a couple of kcal/mol higher and hence is energetically more separated from the proton hole
path. In the B3LYP reference calculation, the hydronium path exhibits a barrier height
of ∆E = 7.4 kcal/mol and lies 2.1 kcal/mol higher than the proton hole path. Contrary to
this, the DFTB3 results doesn’t follow the observed underestimation compared to B3LYP
for this pathway: The hydronium path shows a barrier height of ca. ∆E = 8.8 kcal/mol
and lies with this 4.5 kcal/mol higher than the proton hole pathway.
Let us have a closer look on the TS structures in order to answer the question, why
the proton hole pathway is energetically more favorable than the hydronium one. The TS
for the proton hole path is displayed in Figure 7.6, bottom, red dot. In this conformation,
the oxygen atom of the proton hole is twice stabilized by the hydrogen bonds from the
two flanking, protonated aspartates. Furthermore, the excess charge is centered in the
middle of this hydrogen-bonded complex. The case is diﬀerent for the hydronium TS. This
conformation also exhibits two hydrogen bonds. Nevertheless, these are both donated by
the hydronium ion and hence not so strong. Furthermore, the excess charge is more located
on both flanking aspartates and hence more diﬃcult to stabilize in the gas phase.
With respect to the time exposure of the calculations, DFTB3 definitely outperforms
B3LYP: The sO(rij) vs. ζ free energy surface was obtained with B3LYP in 68 days and 19
hours. In contrast, DFTB3 needed for this calculation only five minutes. The presented
results show that the eﬃcient DFTB3 method is able to predict the correct PT pathway and
furthermore yields a reasonable barrier height which is in accordance with the expensive
DFT reference. Nevertheless, for the hydronium pathway the barrier height is increased
with DFTB3 and also overestimates the B3LYP results. For PT reactions like in section
7.3, where the proton hole and hydronium pathways lie energetically very close to each
other, this could pose a problem to DFTB3 with respect to the correct prediction of the
pathway.
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Figure 7.6: Top: PES for the PT reaction in the AspH+-H2O-Asp system calculated
with DFTB3/3OBw/D3BJ (left) and B3LYP/def2-TZVP/D3BJ (right). The x-axis of the
countour plots represents the transfer of the CEC between the two aspartates. The y-axis
indicates the coordination number of the bridging water molecule. Both methods show a
preference for the proton hole pathway. Bottom: DFTB3 TS structures of the proton hole
(red dot) and hydronium pathway (green dot).
7.5 Conclusions
In this chapter the O→O* state transition and with this the PT reaction from D85 to D212
has been investigated. The free energy change which is connected with the PT was resolved
by employing DFTB3-based QM/MM simulations in combination with multidimensional
MW-Metadynamics. Furthermore, structural characteristics of the PT reactant, product
and transition states were investigated.
With respect to the Metadynamics simulations, the minimum free energy pathway of the
D85→D212 PT reaction exhibits a barrier height of∆G‡O−O∗ = 8.8 kcal/mol. Consequently,
this process represents a kinetically feasible reaction. Regarding the PT mechanism, the
minimum free energy pathway features a direct charge transfer between D85 and D212.
Beside this mechanism, two additional, higher lying pathways were resolved and identified.
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In these, the PT is water-mediated and their TS exhibit either hydronium or hydroxide-like
species. The use of the average water oxygen coordination number served as an appropriate
collective variable in order to discriminate energetically between the hydronium and proton
hole pathway. Since these PT reaction pathways lie approximately 3 kcal/mol higher than
the direct one, it can be assumed that the PT from D85 to D212 is accomplished via a
direct PT rather than via a water-mediated (hydronium/proton hole) one. It is worth
mentioning that the energetics of the direct and proton hole pathway were not discussed in
literature until now. Only the hydronium pathway was considered by Phatak et al.67f and
is in accordance with the here presented results.
The comparison of the reaction barriers of the hydronium and proton hole pathway
revealed that the proton hole mechanism is, with respect to energetics, slightly more favor-
able. In order to evaluate the reliability of DFTB3 with respect to the description of PT
reactions in general and specifically for the discrimination of the hydronium and proton hole
pathway, we benchmarked the semiempirical method against the computationally more ex-
pensive B3LYP-DFT method. DFTB3 yielded in these benchmark calculations reasonable
results with a small reaction barrier underestimation and a slight preference for the proton
hole pathway. Nevertheless, we assume that the preference for the proton hole over the
hydronium pathway in bR results from the electrostatic environment of the protein.
With a ∆GO−O∗ of 4.2 kcal/mol, the D85→D212 PT represents an endergonic reaction.
According to this, the O→O* state transition can not exist as an autonomous reaction.
It is rather the case that the D212 serves as an intermediate proton carrier in the O→bR
transition which was already proposed by Dioumaev et al.65 and Phatak et al.67.
Furthermore, it has been shown that the PT from D85 to D212 also aﬀects the environ-
ment around the two amino acids. The most significant change is the disruption (hydro-
nium/proton hole pathway) or whole break down (direct pathway) of the pentagonal HBN
during the PT. Hence, it can be assumed that also the O→bR transition is accompanied
with rearrangements in the pentagonal HBN.
f∆EO−O∗ ≈ 12 kcal/mol, based on CPR calculations.
CHAPTER 8
O→bR: A Long-Range Proton
Transfer
The last chapter has shown that the O* state serves as an intermediate state for the assumed
long-range PT reaction from D85 to the PRG group.
This chapter tries to close the gap between the O* state and the bR ground state by
simulating the PT from D212 down to the extracellular lying PRG. Or, to put it another
way, the bR state will be recovered by starting from an O* state structure. A prerequisite
for this long-range PT – the presence of a water wire which connects the proton donor and
acceptor – was already found in chapter 6.
The free energy profile for the O*→bR transition will be in the focus and is resolved via
Umbrella Sampling. The prediction of free energies for this transition is a delicate issue,
since beside the PT all other side processes that are taking place have to be equilibrated in
order to obtain a converged free energy profile. To these mentioned side processes mainly
belong the formation of the shared proton conformation in the PRG, the upswing movement
of the R82 side chain and the regeneration of the HBN.
In the previous chapter it was found out that the upper active site shows for the PT
process between D85 and D212 a slight preference for the proton hole pathway. Hence,
another interesting topic which will be analyzed is the pathway that the PT takes from
D212 down to the PRG.
Finally, a complete reaction mechanism will be proposed for the O→bR transition. This
assumption will then be compared with experimental results that are known for this process.
8.1 Simulation Setup
As starting structure for the simulations of the long-range PT served a geometry from
the O* state HREX simulation close to 5.3 ns (see Figure 6.9C, p.62). This conformation
exhibited a continuous water wire between D85/D212 and the PRG region. The structure
was converted to a QM/MM system in which the QM region comprised the D85, D212, R82,
E194 and E204 side chainsa. Furthermore, eight water molecules that were present in the
aFrom Cβ on.
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region between D85/D212 and the PRG were also treated quantum mechanically. The QM
region contained 78 atoms in total. Again, this region was treated with DFTB3/3OBw with
D3BJ dispersion correction. The rest of the system was described with classical mechanics
using the CHARMM36 force field. The simulations were conducted with the DFTB3-
implemented Gromacs v.5.0. For the handling of the ζ coordinate and the average water
oxygen coordination number the Plumed plugin v.2.1.1 was used. The mCEC coordinate ξ
was defined such that all carboxyl oxygens of D85, D212, E204 and all QM-treated water
oxygens could serve as possible proton coordination sites. All protons of the QM-treated
water molecules and the D212 proton were taken into account to be transferred. The relative
mapping of the CEC was accomplished via a ζ definition like in equation 5.13, p.43 (ζ2).
As initial donor the D85Cγ atom and as final acceptor the E204Cδ atom was chosen. This
definition ensures that both carboxyl oxygens could serve as donor or acceptor. For the
definition of the sO(rij) function all oxygens and hydrogens of the shuttling water molecules
and the D212 proton were taken into account. First, the starting structure was modified
such that the D212 side chain was deprotonated and a water molecule of the water wire was
protonated. The resulting structure exhibited a ζ value of 0.08 and a sO(rij) value of 2.13.
This modified structure was then geometry-optimized with the steepest descent algorithm.
Then, a harmonic restraint with a spring constant of κ = 4000 kJ/mol was placed on the
ζ variable, centered at ζ = 0.3, such that the CEC was directly located on the water wire
between D212 and the PRG. A restrained NVT and NPT equilibration followed where
the ζ restraint was kept on the mentioned value. The QM/MM system was shortly pre-
equilibrated for 500 fs at 300K in the NVT and for 1 ps in the NPT ensemble at 300K
and 1.0 bar. For the temperature and pressure coupling, the Nosé-Hoover thermostat and
the Parrinello-Rahman barostat were used. The applied time step was 0.5 fs. Moreover,
in order to prevent the leakage of QM-treated H2O molecules out of the cavity, spherical
harmonic restraints were applied to the water oxygen atoms with a radius of 0.4Å and
a spring constant of κ = 2000 kJ/mol. The NPT equilibrated structure was taken as
starting structure for 40 Umbrella Sampling simulations. These were conducted in the
NPT ensemble with a time step of 0.5 fs at 300K and 1.0 bar. The spherical harmonic
restraints on the QM-treated water molecules were loosened by applying the same spring
constant as before but a radius of 2.5Å. In each window the starting mCEC position of
ζs = 0.3 was changed via a time-dependent harmonic restraint (κ = 4000 kJ/mol) over a
period of 3 ps to a window-specific end value ζe. The ζe values were chosen in equidistant
steps ranging from -0.44 (proton localized on D212) to 0.8 (proton localized on E204).
After 3 ps the harmonic restraint became time-independent (stationary) and the window
was simulated until 800 ps. The first 500 ps were seen as equilibration time. Hence, the
data for the analysis of the Umbrella sampling windows and for PMF calculation was based
on the last 300 ps of simulation.
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8.2 Umbrella Sampling for the O*→bR Transition
Figure 8.1A shows the ζ-restrained geometry-optimized structure where the D212 proton
was directly placed on the water wire between D212 and E204. The ζ value for this confor-
mation is 0.29 and the hydronium ion is approximately at the same height as the positively
charged R82 side chain. During the short NVT pre-equilibration of 500 fs, an interesting
finding could be made: The water wire lost its hydronium ion and instead exhibits a proton
hole, a protonated D212 and a protonated E204. With respect to Figure A.5 the pathway
change happens very early after around 150 fs. Moreover, this change is not indicated by the
ζ variable, but still it is reflected by sO(rij), which was introduced for this purpose. This
observation of the pathway change is not unique to the system setup. The equilibration
from the hydronium path into the proton hole path was also observed for other QM/MM
setups of this PT system (not shown here). The proton hole formation happened there in
most Umbrella Sampling runs. Furthermore, a back conversion from the proton hole into
the hydronium pathway was never observed. Thus, it can be assumed that the D212→E204
PT shows, like the D85→D212 PT, a preference for the proton hole path over the hydro-
nium path. A possible explanation therefore could be the electrostatic environment (like
discussed before) but also the presence of the R82 side chain close to the PT pathway. The
latter assumption is justified by the fact that during the hydronium-based PT, a positive
charge passes by the positively charged R82 side chain, whereas in the proton hole-based
pathway it is a negative charge that passes by. The visual analysis of the Umbrella Sampling
simulations reveals a special event for a few simulations where the proton hole is spatially
close to the R82 side chain (region from ζ = −0.3 – 0.1): In these windows the proton hole
gets reprotonated from one of the amine groups of the R82 guanidinium group. As a result,
this event simply aborts the PT process. Since it is well known that the error of nitrogen
proton aﬃnities is striking in DFTB81, we believe that the deprotonation of arginine is
an artifact. Nevertheless, these windows which suﬀer from this inappropriate description,
have to be found and must be excluded from the subsequent WHAM analysis. In order to
accomplish this, the last 300 ps of the Umbrella Sampling simulations were post-analyzed
with the already introduced coordination function sO(rij). This time, the average hydrogen
coordination number of the guanidinium nitrogen atoms Nϵ, Nη1, Nη2 was used. With this
function the artificial deprotonation of the guanidinium group can be identified when a
window exhibits a sN (rij) value of 1.33. On the other hand, for windows where the proton
hole mechanism is still intact, this function evaluates to 1.66. During this analysis, four
windows were identified where the guanidinium group got deprotonated. Consequently,
these windows were not taken into account for the subsequent WHAM analysis. For the
remaining 36 windows, the configuration of the water wire was analyzed with the sO(rij)
function: All windows either were in the proton hole (transition) conformation or exhibited
a normal water wire (reactant/product states). Since the windows showed a reasonable
overlap on the ζ reaction coordinate (see Figure A.7) they were used for a WHAM analysis.
The calculated PMF profile is depicted in Figure 8.2. The basin for the PT reactant state
is localized around ζ = −0.33, while the PT product basin is centered around ζ = 0.82. The
PMF indicates that the PT product lies with ∆G = −5.4 kcal/mol, much lower than the
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Figure 8.1: A: Geometry-optimized O* state structure showing the complete active site
together with a conducting water wire. The H+ has been directly placed on the water wire.
B: After 500 fs NVT equilibration the CEC is still centered between D212 and E204 but
the two amino acids are protonated and the water wire contains a proton hole now.
PT reactant on the free energy profile. The rate-limiting step of this reaction can be found
at ζ = 0.20 and shows a barrier height of ∆G‡ = 4.7 kcal/mol. Regarding these values, the
PT reaction from D212→E204 represents an exergonic and hence spontaneous process. The
free energy barrier associated with the rate-limiting step suggests that a barrier crossing
at room temperature is feasible and furthermore justifies the assumption that the O* state
serves only as a metastable intermediate in the O→bR transition. Consequently, the proton
can be easily transferred down to the PRG, if a conducting water wire has been formed. In
order to further understand this PT process, one has to analyze the molecular structures
corresponding to minima and maxima on the PMF profile. The reactant state (orange
dot in Figure 8.2), is very similar to the MM-based starting geometry (Figure 6.9C, p.62)
which structural properties have already been discussed. Figure 8.2, green dot depicts the
structure which corresponds to the TS at ζ = 0.2. In this geometry, the proton hole is
located half-way between the protonated D212/E204. The proton hole is stabilized by the
surrounding water molecules. Compared to the reactant geometry, the guanidinium group
of R82 reoriented towards E194 in order to form hydrogen bonds with this amino acid. This
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Figure 8.2: Top: PMF for the PT reaction from D212→E204 over the proton hole path-
way. Bottom: The geometry of the reactant (orange dot), product (black dot) and an
intermediate state (green dot) are shown. The QM/MM sampled reactant state is com-
parable to the structure shown in Figure 6.9C. In the TS geometry D212 and E204 are
both protonated and the proton hole is stabilized by surrounding water molecules. The
geometry of the product state shows that the shared proton conformation of the PRG has
been formed during simulation. Furthermore, the R82 side chain is reoriented towards the
upper active site.
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reorientation results probably from the protonation of E204, which makes the hydrogen-
bonding situation for the guanidinium group unfavorable. With respect to the product state
structure (black dot in Figure 8.2), two important observations can be made: Firstly, the
ground state PRG conformation with a shared proton predicted by Goyal et al.49, has been
formed spontaneously during simulation. The proton is shared between E194 and E204,
while S193 is stabilizing this complex over hydrogen bonds. Secondly, the R82 side chain
reoriented during simulation towards the upper active site and is therewith in its swung-
up conformation like it is assumed for the bR state. This reorientation is again a result
of the hydrogen bonding situation. With the formation of the PRG, the R82 side chain
simply lost its hydrogen bonding partners in the swung-down conformation. However, the
reformation of the HBN is another structurally important property of the bR state, which
has not yet been recovered during simulation. Instead, the HBN is still disrupted and the
retinal NζH group hydrogen bonds with D85. Another interesting point on the PMF curve,
whose corresponding structure is shown in Figure A.8, is ζ = 0. The minimum in the PMF
results from a geometry where the proton hole is stabilized (not protonated) by hydrogen
bonds from the guanidinium side chain.
The previous results have shown that the O*→bR PT process is accompanied by the R82
upswing movement and the PRG formation. However, the results do not indicate at which
stage of the PT process (at which ζ value) the two side processes become favorable and hence
take place. In order to shed light on this issue, the end conformations of the 36 windows were
analyzed with respect to their PRG and R82 conformation. For the R82 swing conformation
this was accomplished by evaluating the distance of A44 to the R82 guanidinium group (like
before in chapter 6, p. 47). With respect to Figure 6.7, the R82 guanidinium group can be
seen in its swung-up orientation when the A44N-R82Cζ distance is smaller than 2.55 nm.
For the detection of the PRG group formation the distance between the Cδ atoms of E194
and E204 was used. With this definition, the PRG was formed when the E194Cδ-E204Cδ
distance lies around 0.4 nm. On the other hand, the PRG complex was seen as not formed
when this value was significantly larger than 0.45 nm in a simulation. These two properties
of the window end conformations are shown in Figure 8.3 in dependence on the PT process
(visualized by ζ). Concerning the PRG structure, the analysis indicates that this complex
is formed already in a window where the ζ restraint was centered around -0.05. Also for the
subsequent 24 windows, where ζ > −0.05, the formed PRG is the dominating conformation.
More precisely, 16 windows out of the 25 windows (64%) in this region exhibit the formed
PRG. With these results in mind, it can be assumed that the PRG formation is an “early”
side process of the PT reaction which happens directly after the formation of the proton
hole. Moreover, since the majority of the later windows exhibit this conformation, the PRG
formation is probably a more strongly exergonic process. Concerning the R82 orientation,
Figure 8.3 clearly shows a preference for the swung-down conformation over the whole ζ
range. Only in two windows, where the PT process is well advanced (ζ > 0.6), the swung-up
R82 orientation could be observed. Moreover, even in this late PT region (ζ = 0.6− 0.85)
the observation of the swung-up R82 orientation is rare (only 25% of the windows are in
this conformation). Thus, it can be concluded that the R82 upswing is a rather “late” PT
side process, which probably is not as exergonic as the PRG formation.
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The previous analysis has shown that the O*→bR transition represents a multidimen-
sional problem in collective variable space which could only roughly be described by the
PT reaction itself. As a consequence, the PMF in Figure 8.2 represents presumably not
the real free energy profile along the PT path and is probably distorted by the varying,
non-equilibrated, synchronous degrees of freedom (PRG formation, R82 swing). In order
to receive an equilibrated PMF along the O*→bR transition it is necessary to keep control
and equilibrate these essential degrees of freedom. One can achieve this by employing a
multidimensional free energy approach like 3D-Metadynamics with ζ, the PRG formation
and the R82 swing movement as the respective dimensions.
Figure 8.3: Analysis of the end conformations of the individual US windows. The R82
side chain orientation and the PRG conformation is depicted in dependence on the PT
process (represented by ζ). Top: The PRG group is already formed in early stages during
the PT process. After ca. ζ = −0.05 the formation of the PRG occurs very often. Bottom:
Contrary to the PRG formation, the R82 upswing movement is only observed in windows
where the PT is well advanced. Even there, it is still only rarely observed.
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8.3 O→bR: The Complete Reaction Mechanism
With the results from the O*→bR Umbrella Sampling calculations the thermodynamic gap
between the O→bR transition can be closed. Together with the free energies from the
O→O* (chapter 7, p.63) reaction, a complete free energy profile for the O→bR reaction
can be constructed (see Figure 8.4). As previously shown, the O→O* reaction represents an
endergonic reaction (∆GO−O∗ = 4.2 kcal/mol) with a reaction barrier of around ∆G‡O−O∗ =
8.8 kcal/mol. In this reaction, the proton is transferred from D85 to D212 via a direct PT
because the two amino acid side chains are close to each other. In the associated O*→bR
transition, E204 is first protonated by a cavity water molecule such that a proton hole is
formed, which then travels over a water wire towards the protonated D212 in order to get
reprotonated by this amino acid. During this “inverse” PT the PRG is reformed and the R82
side chain reorients towards D85/D212. The transfer of the proton hole in combination with
the structural rearrangements lead to a reaction barrier of ∆G‡O∗−bR = 4.7 kcal/mol. The
recovery of the bR state represents, in contrast to the O→O* reaction an exergonic process,
so that the bR state lies 1.2 kcal/mol lower on the Gibbs free energy profile than the O state.
According to this, the O→bR transition represents a slightly exergonic reaction but still
spontaneous process. The rate-limiting step on the free energy profile represents the O→O*
reaction, which exhibits a nearly twice as high reaction barrier than the O*→bR reaction.
Consequently, the O→bR transition time is mainly dominated by the D85 deprotonation
step, whereas the proton hole transfer, PRG formation and R82 reorientation should happen
much faster.


















where T is the temperature, ∆G‡ is the free energy barrier, kB is the Boltzmann constant,
h is Planck’s constant and ν is the attempt frequency with which the TS occurs and can








where mH is the mass of the hydrogen atom and kO−H is the force constant of the O-
H bond. In the CHARMM22187 force field, the force constant of the water O-H bond
is kO−H = 450 kcal/(mol ·Å2). Consequently, one obtains a vibrational frequency of ν =
8.25·1013 s-1. Together with the ∆G‡O−O∗ of the rate-limiting step the reaction rate amounts
to k = 2.43·106 s-1. This means in turn that the deprotonation of D85 happens on an average
time scale of τ = 0.41 µs and the O→bR transition would lie in the lower microsecond
regime. However, in literature it is reported that the O→bR transition takes approximately
5ms. With this, the calculated reaction barrier for the O→O* transition would be too low
by roughly 5 kcal/mol. But one also has to keep in mind that the experimental estimate is
quite rough, since the formation of the O state is diﬃcult to identify distinctly.
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Figure 8.4: Proposed Gibbs free energy profile for the O→bR transition. The reaction
can be divided into two steps: In the O→O* transition, the proton is transferred from D85
to D212 (direct PT) in an endergonic reaction exhibiting a reaction barrier of 8.8 kcal/mol.
In the subsequent O*→bR step, a proton hole is formed close to the PRG region (while
E204 gets protonated) and subsequently travels towards D212 in order to get reprotonated
by this amino acid. This process exhibits a reaction barrier of 4.7 kcal/mol and makes the
O→bR transition a slightly exergonic reaction in the end. The rate-limiting step of the
whole process represents therewith the D85 deprotonation (O→O*).
8.4 Conclusions
This chapter aimed to resolve the thermodynamics and kinetics of the O→bR transition.
Therefore, the assumed PT process between D212 and E204 (as part of the PRG) was
investigated with the free energy method Umbrella Sampling. A first interesting finding
was made with the observation where a proton was placed on a water between D212 and
E204: During the equilibration, the hydronium exhibiting water wire was converted into a
proton hole exhibiting water wire such that D212 and E204 got protonated. This finding
was not unique. By contrast, it was repeatedly observed during the Umbrella Sampling
runs. As a result, we can say with a good confidence that the PT process in O*→bR shows
a clear preference for a proton hole mechanism, which makes this PT an indirect one. The
charge migration in the form of an OH- ion is justified by the fact that the negative charge
can easily pass by the positively charged R82 side chain and is furthermore stabilized by it.
86 CHAPTER 8. O→BR: A LONG-RANGE PROTON TRANSFER
These circumstances are not given when the charge travels as a hydronium ion. The proton
hole mechanism is not an unexpected observation, because also experiments have shown
that a mere mutation of D85 to serine converts bacteriorhodopsin into an anion (chloride)
pump72. Consequently, the preference for pumping anions in this protein is given.
The PMF calculations indicated that the O*→bR transition represents an exergonic
reaction by ∆GO∗−bR = −5.4 kcal/mol which is not only driven by the inverse PT process
but also by the formation of the PRG and the R82 reorientation towards D85/D212. The
PRG formation was detected in many individual Umbrella Sampling windows, where the
PT process was rather close to the reactant state. Based on these observations, one can
deduce that the PRG formation is a strongly exergonic reaction, which may ensure for the
irreversibility of the transition. Secondly, the PRG formation can be seen as an “early” side
process of the O*→bR transition. In contrast to this, the R82 side chain orientation was
only detected a few times in windows where the PT was well advanced. These facts lead
to the assumption that the R82 upswing movement is probably only a slightly exergonic
reaction and represents more a “late” side process in the O*→bR transition where the
proton hole is nearly protonated by the D212.
These two additional structural rearrangements complicate the O*→bR transition in
theory and furthermore maybe pose a technical problem to the WHAM analysis. The
problem is that only one of the three essential degrees of freedom are controlled in the
Umbrella Sampling simulations. As a consequence, there is a danger that the two other
degrees of freedom were not suﬃciently equilibrated and hence could aﬀect the WHAM
analysis and in turn the PMF profile.
Another side process in the O→bR transition, is the reformation of the HBN between
K216RET, D85, D212 and the three water molecules. This process can only happen after
the proton hole transfer is completed since then D212 is deprotonated and able to accept
a hydrogen bond. However, this reformation was not equilibrated in the “late” Umbrella
Sampling windows. With the thermodynamic data of the O*→bR transition a complete
free energy profile along the PT process was proposed. On this profile, the O→O* transition
and hence the deprotonation of D85 represents the rate-limiting step. This prediction is in
accordance to pH jump experiments64. Furthermore, this endergonic transition is directly
coupled to the exergonic O*→bR transition, which in turn makes the complete O→bR
transition slightly exergonic by ∆GO−bR = −1.2 kcal/mol. This prediction deviates from
experimental reports, which state that the O→bR transition is strongly downhill due to the
regeneration of the low D85 pKa (ca. 2.5) and the high PRG pKa (ca. 9)23. It is conceivable
that an appropriate treatment of the poorly converging degrees of freedom (especially the
HBN formation and the R82 swing) will lead to a more exergonic free energy profile.
Also, the estimate of the O→bR transition time of τ = 0.41 µs is considerably faster
than the literature value of ca. τ = 5ms. However, the diﬃcult experimental conditions of
the O→bR transition also leave room for discussion of this literature value.
CHAPTER 9
Parametrization and Benchmarking of
Delta-Pauli DFTB
The performance of DFTB-D3 with respect to reaction barriers was already touched in
chapter 7, p.74 where the semiempirical method was benchmarked in comparison with the
hybrid-DFT method B3LYP. The results indicated that DFTB-D3 describes the PT quali-
tatively correct, but the method suﬀers from a small underestimation compared to the DFT
reference with respect to reaction barriers. It is known that this deviation results to a cer-
tain extent from the underestimated short-range Pauli repulsion in DFTB, resulting mainly
from the minimal basis set approximation and from inherited deficiencies of PBE. The bar-
rier of intermolecular reactions is only one observable among others which is aﬀected by
the inappropriate description of this non-covalent interaction. Also intramolecular barriers
around a torsional angle are underestimated by a few kcal/mol. Consequently, this error
can also be found in conformational transitions of biomolecular systems like peptides (e.g.
φ/ψ angles) etc. Moreover, the missing Pauli repulsion also aﬀects structural properties of
molecules like equilibrium distances and spatial orientation. Again, this error is also found
in properties of large molecular complexes like for example in a slightly deviating radial
distribution function for water.
In order to correct for this missing short-range repulsion, Maximilian Kubillus developed
an empirical correction model named Delta-Pauli and implemented it in the DFTB+188
software package. Until now, no parameter set is available for the Delta-Pauli model.
Thus, in this chapter a first parameter set will be derived and subsequently benchmarked.
9.1 A Fitting Approach for Delta-Pauli DFTB
It has been shown in chapter 2, p.11 that a non-covalent dissociation curve consists of
two significant parts: the short-range Pauli repulsion area and the attractive dispersion-
controlled region. Both interactions smoothly pass into each other. In order to achieve
a good balance between the D3 dispersion and Delta-Pauli correction, it is good practice
when deriving parameters for Delta-Pauli also to refit the D3 dispersion parameters. The
Delta-Pauli energy (see equation 3.30, p. 11) contains atom-specific (sX) as well as universal
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parameters (ξ, ζ, α, d), whereas the empirical D3BJ dispersion consists of three parameters:
a1, a2 and s8. For biological systems, which mainly comprise C, H, N and O, this leads to
eleven parameters in total which need to be fitted.
In this approach, the Delta-Pauli parameters were derived with the help of a training
set-based fitting protocol. Thus, it was necessary to design an appropriate training set with
systems that exhibit the mentioned types of non-covalent interactions. As fitting method
PSO126 was used. The goal of the fitting procedure was to derive a DP/D3 parameter set
that yields a more repulsive behavior than DFTB3/3OB-D3BJ for short-range non-covalent
interactions. At the same time these parameters should maintain the good performance of
the D3 dispersion correction.
9.1.1 Training Set Design and PSO Fitting
The first part of the training set consisted of the S66x8 set designed by Řezáč and cowork-
ers98. This benchmark set was originally designed to cover most of the non-covalent in-
teraction motifs occuring in CHNO-biomolecular systems. Moreover, the authors tried to
keep a good balance between electrostatic and dispersive non-covalent interactions. All in
all the S66x8 set consists of 66 biomolecular dimer-complexes and each was calculated at
the equilibrium distance as well as at 7 non-equilibrium distances to recover the dissocia-
tion curve. Previously, the 594 configurations were optimized at the MP2/cc-pVTZ level
and their energies were calculated at the CCSD(T)/CBS level. All configurations and the
corresponding energies were taken from the BEGDB189 website. Since hydrogen-bonded
systems pose a problem to Delta-Pauli (cf. subsection 9.1.3), OH- and NH-hydrogen-bonded
systems were excluded from the training set.
In order to specifically train the Delta-Pauli model to correct for the underestimation
of rotational barriers, we created the R10 set. It is based on all possible non-redundant
CHNO-combinations of ethane (see Appendix, Figure B.1), leading to ten small molecules in
total. For each system, non-redundant rotational conformers in 10° steps were created with
the Gaussian09190 quantum chemistry package. A restrained optimization at the B3LYP-
def2TZVP(D3-BJ) level followed, where the torsional angle was kept constant. From these
minimized rotamers SCS-MP2 energies were obtained. For the two latter steps the Turbo-
mole v.7.0191 quantum chemistry package was used. The modified S66x8 and R10 set led
to 476 data points (see Table 9.1).
Table 9.1: Detailed composition of the training set that was used to derive parameters for
Delta-Pauli and D3.
Training Set Description Data points Level of theory
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The Delta-Pauli and D3 parameters ξ, ζ, α, d, sC, sH, sN, sO, a1, a2, s8 were derived via
PSO fitting against the R10 and S66x8 set in a predefined parameter space (see Table B.2).
A PSO implementation was used which was written in Python by Maximilian Kubillus.
For the algorithm the settings reported in Table B.1 were used. The fit procedure started
with an initial global best fitness of 1.26. After 90 iterations this fitness value converged to
1.07 and yielded the parameters shown in Table 9.2. It is noteworthy that the sH and a1
parameter are at their fit boundaries.
Table 9.2: Obtained Delta-Pauli and D3 parameters, after fitting to the training set













9.1.2 First Tests with the Delta-Pauli Parameters
In order to determine the positive and negative eﬀects of Delta-Pauli, the R10 and S66x8
structures were reevaluated via single point energy calculations with the above listed pa-
rameters (see Table 9.2) on basis of the CCSD(T)/SCS-MP2 geometries.
Figure 9.1 depicts two rotamer systems from the R10 set and two dimer dissociation
systems from the S66x8 set. For the rotamer systems the single point energies are plot-
ted against the dihedral angle. For the dissociation systems the single point energies were
plotted against the ratio of the actual dimer displacement r with respect to the equilibrium
displacement r0. The four examples in Figure 9.1 represent positive and negative cases of
Delta-Pauli respectively: The top, left panel displays the rotational barrier of ethanediol.
Obviously, DFTB3-D3 underestimates this barrier by several kcal/mol. For instance, the
0° conformation, where the two terminal O atoms stand ecliptic to each other yields ap-
proximately 4 kcal/mol deviation with respect to the SCS-MP2 reference. Also the second
maximum barrier height at 120° where each oxygen is in ecliptic conformation towards
hydrogen is underestimated by around 3 kcal/mol with DFTB3-D3. Contrary to this, the
rotational barrier energies improve with Delta-Pauli DFTB (DP-DFTB): The deviation of
the first maximum from the reference energy is only ca. 1 kcal/mol lower than the reference
energy. The same applies to the second maximum, where the rotational barrier is overes-
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Figure 9.1: Top: Rotational barriers of ethanediol (left) and n-butane (right) calculated
with SCS-MP2, DFTB-D3 and DP-DFTB. Bottom: Dissociation curves of the pentane
(left) and water (right) dimer calculated with CCSD(T), DFTB-D3 and DP-DFTB. For
DP-DFTB the original parameters listed in Table 9.2 were used.
timated by Delta-Pauli by around 1 kcal/mol. However, for n-butane (top, right panel in
Figure 9.1) we don’t observe any improvement of the rotational barrier with Delta-Pauli:
The results are identical to the DFTB3-D3 energies, where the energies are underestimated
by approximately 1 – 2 kcal/mol for the 0° and 120° conformation.
The bottom, left graph in Figure 9.1 shows the dissociation curve for the pentane dimer
of the S66x8 set. The results verify that the Delta-Pauli method with its modified D3
parameters is able to maintain the performance of the standard D3 method and yields a
physically correct image of the dissociation curve. Moreover, the pentane-pentane dimer
is too stable in the DFTB-D3 representation, which is not the case for DP-DFTB. When
we have a closer look at the minimum of the interaction energy, we can identify a slight
diﬀerence between the DFTB-D3 and Delta-Pauli results: The DFTB-D3 data points at
r/r0 = 0.90 and 1.00 are nearly isoenergetic. This is not the case with Delta-Pauli: The
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data point r/r0 = 0.90 is slightly higher than for the one with r/r0 = 1.00 so that the
dissociation curve shape is more similar to the one derived by CCSD(T). This eﬀect stems
from the improved repulsive behavior introduced by the Delta-Pauli model. The dissociation
curve for the water dimer system in the bottom, right graph depicts an example, where the
Delta-Pauli model fails completely. The graph exhibits a strong peak from r/r0 = 1.0 to
1.25 leading to a destabilization of the complex in this area. Such a behavior is totally
wrong and diverging from the reference and also from the DFTB3-D3 results. Moreover,
this type of artifact is also observed in all other systems that comprise hydrogen bonds
(e.g. AcOH dimer, MeNH2-MeOH complex etc.). The same problem applies to weakly
hydrogen-bonded complexes (e.g. benzene-AcNH2(NH-pi), ethyne-AcOH(OH-pi) etc.).
9.1.3 Hydrogen Bonds – A Pitfall for Delta-Pauli
Hydrogen bonds are probably the most important non-covalent interactions and their physi-
cally correct description is crucial for the exact prediction of biomolecular systems of interest
like peptides, sugar conformers etc. Thus, it is indispensable to get rid of those repulsive
peaks which Delta-Pauli introduces to hydrogen-bonded systems (see Figure 9.1).
Let us have a closer look on the water dimer system depicted in Figure 9.2A, left. The
picture shows two overlaid conformations of the S66x8 water dimer at two diﬀerent points
of the dissociation curve: r/r0 = 1.00 and r/r0 = 1.25. The peak in the dissociation graph
in Figure 9.1 arises exactly between these two conformers, which exhibit hydrogen bonds
(the O-H distance lies between 3.8 – 4.7 a.u.). A closer look on the functional behavior of
the switching function for the O-H atom pair (Figure 9.2A, right) reveals that Delta-Pauli
switches on/oﬀ in this hydrogen-bonded region. The eﬀect is the artificial disruption of
the hydrogen bond which we observe as a peak in the dissociation curve. This behavior is
expected, since the Delta-Pauli model is not able to “detect” hydrogen bonds. It always
gets activated/deactivated at the same atom pair distance, no matter if a hydrogen bond
is present or not. The same circumstance applies to N-H hydrogen-bonded complexes like
peptide-MeNH2, water-pyridine etc.
Moreover, systems which form so-called weak hydrogen bonds also suﬀer from this
issue. A weak hydrogen bond is qualitatively similar to a normal one but it is based on the
interaction of an electron withdrawing group X-H (X=O,N,C, ...) with the electrons of a
delocalized pi-system. Thereby, the interaction strength grows with the acidity of the X-H
group192. Figure 9.2B, left shows the benzene-water(pi-OH) complex in its equilibrium state
(r/r0=1.00). The distance between the water hydrogen atom that is facing the benzene ring
and the center of mass of the benzene carbon atoms is 4.77 a.u. This distance is smaller
than ordinary C-H non-covalent interactions due to the stabilizing interaction of the O-H
group with the benzene pi-system. According to the C-H switching function in Figure 9.2B,
right, Delta-Pauli would also disrupt these weak C-H hydrogen bonds.
As a consequence, to make the actual Delta-Pauli implementation work for hydrogen-
bonded systems, it is necessary to exclude the O-H, N-H and C-H atom pairs from this
correction. In order to achieve this, the Delta-Pauli cutoﬀ radii r0ab for these atom pairs
were manually adjusted such that the Delta-Pauli correction switches on/oﬀ at distances
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Figure 9.2: A, left: Structure of the water dimer for the data points r/r0 = 1.00 and 1.25.
The O-H distance between the water molecules is indicated. Right: Functional behavior of
the O-H switching function. B, left: Structure of the benzene-water(pi-OH) complex in the
equilibrium geometry r/r0 = 1.00. The distance between the water hydrogen to the center
of mass of the benzene ring is indicated. Right: Functional behavior of the C-H switching
function.
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where hydrogen bonding is not present anymore. Hence, these cutoﬀ radii were extended by
1.0 a0. Since at such large distances the Vrep(rab) approaches anyway zero, the Delta-Pauli
repulsion is essentially deactivated for the O-H, N-H and C-H atom pairs.
Nevertheless, the manual adjustment of the X-H cutoﬀ radii seems to be the only
workaround for this issue, which does not need any modification of the underlying the-
ory (introduction of hydrogen bond recognition etc.).
Accordingly, from now on, we will use the modified Delta-Pauli cutoﬀ radii r0ab listed in
Table 9.3.
9.1.4 Manual Correction of the C/H Overlap Proportionality Parameters
Another issue, which should be addressed, is the poor performance of Delta-Pauli for the
n-butane rotational barrier shown in Figure 9.1. Fit parameters which were derived on a
training set that consisted of only CH systems reproduced this barrier much better (not
shown here). Thus, the parameters depicted in Table 9.2 yield a too low repulsion for
the C-H interaction. This fact is underpinned when we have a look at the fitted overlap
proportionality parameters. These parameters should be proportional to the atom size,
but the fitted sC and sH parameters are remarkably smaller than the ones for oxygen and
nitrogen. Moreover, the sH value is so small that it is close to the lower fit boundary of 0.1.
Test calculations on the training set, where the sC and sH parameters were slightly increased
manually yielded a better overall performance. Therefore several sC/sH combinations were
evaluated to gain more repulsion for rotational barriers without compromising dissociation
curves for CH systems. Eventually, the sC and sH parameters were manually increased to
the parameters shown in Table 9.3.
Table 9.3: List of Delta-Pauli cutoﬀ radii for the atom pairs O-H, N-H, C-H and overlap
proportionality parameters for C and H. The original and modified parameters are shown
respectively.
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9.2 Performance of Delta-Pauli on Training Set Systems
9.2.1 Single Point Energies
With the modified r0OH , r0NH , r0CH , sC and sH parameters, the training set data were re-
calculated in order to evaluate what eﬀects the new parameters yielded for the rotational
barriers and dissociation curves. Figure 9.3 shows the same systems like before (see Figure
9.1) but calculated with the updated Delta-Pauli parameters from Table 9.3. The most
obvious change is the disappearance of the peak in the water dimer dissociation graph. The
second finding is, as desired, a more repulsive behavior for the CH systems, so that the
rotational barrier of n-butane is slightly improved. But it is also noticeable that the repul-
sive parameters sC and sH have to be carefully adjusted such that sensitive, short-range
data points in the dissociation graphs (e.g. r/r0 = 0.9 in the Pentane dimer) do not get
too repulsive. Since the mean pitfalls seem to be fixed, we can go on with the analysis
of the whole training set. For the sake of clarity, all rotational barriers and dissociation
graphs have been attached to the Appendix (see Figure B.2, p.132). Figure B.3 shows
the mean absolute deviation (MAD) of DFTB3-D3 and DP-DFTB for each system in the
R10/S66x8 training set. The results indicate that Delta-Pauli decreases the error of the
rotational barriers compared to DFTB-D3 without exception. This fact is confirmed by the
averaged MADs shown in Table 9.4 where DP-DFTB exhibits a 0.4 kcal/mol lower MAD
for rotational barriers than DFTB-D3. Furthermore, with respect to Figure B.3 one can
say that Delta-Pauli has a very positive eﬀect on rotational barrier systems that depend
on H-O, O-O, H-N, N-N and N-O contacts (e.g. ethanol, ethanolamine etc.). However,
for systems where the rotational barrier stems mostly from H-H, C-H, C-C, C-N and C-O
contacts (e.g. n-propanol, n-butane etc.) the improvements are not so huge.
Considering the S66x8 systems, it can be observed that DP-DFTB performs a little
worse than DFTB-D3 so that the overall MAD from the reference is for DP-DFTB by
0.1 kcal/mol higher than for DFTB-D3 (see Figure 9.4). With respect to Figure B.3, there
is no obvious system-dependent pattern recognizable but one can say that the biggest out-
liers of DP-DFTB stem from pure pi-pi-bonded CH systems like the benzene(pi-pi) dimer.
Despite the higher MAD of DP-DFTB, a closer look on the dissociation plots reveals signif-
icant improvements of DP-DFTB compared to DFTB3-D3: Some systems like the pentane-
AcNH2 or the neopentane dimer have no minimum in the DFTB3-D3 representation whereas
DP-DFTB solves this problem. Furthermore, for some systems (e.g pyridine-uracil(pi-pi),
ethene-pentane etc.) the minimum of the dissociation curve is shifted with DFTB3-D3 to
smaller distances compared to the reference. This overbinding eﬀect is mostly corrected in
the DP-DFTB representation.
To sum up, it has been shown that DP-DFTB outperformed DFTB-D3 regarding the
description of rotational barriers. Furthermore, the reasonable performance of the D3 dis-
persion correction has been conserved in Delta-Pauli, and the overbinding has been com-
pensated partially in some cases.







































































Figure 9.3: Top: Rotational barriers of ethanediol (left) and n-butane (right) calculated
with SCS-MP2, DFTB-D3 and DP-DFTB. Bottom: Dissociation curves of the pentane
(left) and water (right) dimer calculated with CCSD(T), DFTB-D3 and DP-DFTB. For
DP-DFTB the modified parameters listed in Table 9.3 were used.
9.3 Analysis of the Delta-Pauli Repulsion
In the previous section it has been shown that DP-DFTB suﬃciently introduces repulsion
to short-range interatomic distances. Nevertheless, we do not know
• how the D3 dispersion energy and the Delta-Pauli repulsive energy behave in detail,
• which atom species introduce repulsion and to what extent,
• if Delta-Pauli is geometry-sensitive and
• how geometries change with Delta-Pauli.
These are the questions we want to address in this section.
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Table 9.4: Averaged MADs of DFTB-D3 and DP-DFTB for the R10 and S66x8 training
set.
Set DFTB-D3 [kcal/mol] DP-DFTB [kcal/mol]
R10 0.86 0.40
S66x8 0.73 0.81
Figure 9.4 shows the D3 and Delta-Pauli energy contribution for the cyclopentane-
neopentane complex over a dissociation range from r/r0 = 0.9 – 2.0. The D3 energy
decreases continuously from r/r0 = 2.0 – 0.9, which means that over the whole range
the D3 energy acts stabilizing to the molecule complex. Contrary to this, the Delta-Pauli
energy decays exponentially in a narrow interval from r/r0 = 0.9 – 1.1. It is noteworthy
that the Delta-Pauli energy decays not fully to zero in the long-range part, but rather
applies a constant repulsive oﬀset of 0.08 kcal/mol to the system. Compared to D3 with
-6.2 – -9.2 kcal/mol, the Delta-Pauli energy lies with 0.08 – 2.0 kcal/mol on a much smaller
scale. These results prove that Delta-Pauli only aﬀects the short-range repulsive part, like
we wanted. The medium- and long-range part of the non-covalent interactions are still





























Figure 9.4: Contribution of the Delta-Pauli (EDP) and D3 dispersion energy (ED3) for
the cyclopentane-neopentane complex.
the questions which atom species introduce repulsion and if the Delta-Pauli correction is
geometry-sensitive. Depicted are the three largest Delta-Pauli energy contributions for
the ethanolamine system in dependence on the O5-C1-C2-N9 dihedral angle. The biggest
contribution to the Delta-Pauli energy comes from the 1,4-interaction of O5 and N9 in the
0° conformation since there the two atoms are directly facing each other. The repulsive
interaction of this atom pair switches oﬀ with increasing dihedral angle, so that the Delta-
Pauli energy contribution for this atom pair vanishes at 70° since the distance rO5N9 becomes
too large. The second biggest contribution is due to the 1,3-interaction of the O5 with the
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Figure 9.5: Contribution to EDP of the three “most repulsive” atom pairs in ethanolamine
in dependence on the dihedral angle O5-C1-C2-N9.
C2 atom. The repulsive energy for this atom pair exhibits two maxima at 0 and 120°.
Between these two significant data points the Delta-Pauli energy vanishes completely in the
region between 30 – 70°. Since the distance rO5C2 is nearly constant during rotation, this
fluctuation in EDP must be caused by the shielding eﬀect of neighbouring hydrogen atoms.
An interesting fact is that the third biggest contribution to the Delta-Pauli energy stems not
from the atom pair N9-C1 as one would assume since this interaction is comparable to the
C2-O5 interaction. Instead, the third biggest contribution results from the 1,4-interaction
of the H3 atom with the H8 atom. This interaction vanishes after its maximum at 0° very
quickly. Furthermore, compared to the two other contributions this interaction is much
weaker. Up to now, only energies have been considered but we do not know if Delta-
Pauli is also able to correct for geometries. Therefore, since analytical gradients are still
under development, numerical gradients for Delta-Pauli were used to optimize the S66x8
geometries. With the minimized structures the root-mean-square deviation (RMSD) from
the CCSD(T) reference structures were calculated and the results were again compared
to DFTB-D3. Figure 9.6A depicts the structural RMSD values of DP-DFTB and DFTB-
D3. Like for energies, the deviation of DP-DFTB from the reference is smaller on average
than with DFTB-D3 but not for every individual system. Moreover, for systems where
DP-DFTB improved energies (e.g. pentane dimer, pyridine-ethene complex etc.) also an
improvement in the overall geometry is the consequence. This fact is confirmed by Figure
9.6B. It shows the superimposed reference-, DFTB-D3- and DP-DFTB-optimized structures
of the pentane dimer and the pyridine-ethene complex respectively. The geometries indicate
that the DP-DFTB proposed structure is nearly overlapping with the reference, whereas
the structure proposed by DFTB-D3 shows a larger deviation.
To conclude, it has been shown that Delta-Paulis screening function yields reasonable
results which makes the correction geometry-sensitive. The atom pair specific analysis of
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the Delta-Pauli energy proves that the biggest part of the repulsive energy originates from
the heavy atoms C, N and O. Furthermore, in this section it has been shown that for systems
where energies improved with DP-DFTB, also the corresponding geometries got better.
Figure 9.6: A: Structural RMSD analysis for the S66x8 systems. The RMSD value
is defined by the deviation of the DFTB-D3- and DP-DFTB-optimized geometries from
the CCSD(T) reference in untis of a0. The average MAD of the RMSD is smaller for
DP-DFTB compared to DFTB-D3. B: DFTB-D3- and DP-DFTB-optimized geometries
were superimposed with the CCSD(T) reference for the pentane dimer and pyridine-ethene
dimer. The deviation from the reference is bigger for DFTB-D3 as for DP-DFTB.
9.4 Performance of Delta-Pauli on Benchmark Systems
In the previous section it has been shown that the Delta-Pauli extension successfully im-
proved the short-range repulsive behavior of DFTB-D3. However, there still remains the
open question, if this improvement only applies to training set systems or if this correction
also improves the description of molecules that were not part of the training set. In order to
9.4. PERFORMANCE OF DELTA-PAULI ON BENCHMARK SYSTEMS 99
check for this, we collected systems for our benchmark set that are of organochemical and
biological relevance. Furthermore, a prerequisite for the benchmarking of DFTB3-D3 and
DP-DFTB is that those systems should have been calculated with a reliable higher-level
theory (e.g. coupled cluster, composite methods) or should be backed up by experimen-
tal results. One proper source is the non-covalent branch of Grimme’s GMTKN30 set174.
It consists of benchmark sets like the ACONF, ADIM6, IDISP, SCONF, WATER27 and
PCONF subset. These include relative energies of alkane chains, alkane dimers, disper-
sion dominated systems, sugar conformers, tripeptide conformers and water clusters. It
has to be mentioned that for the WATER27 data the revised energies by Manna et al.193
were taken. Furthermore, we used the extended PCONF(FGG) subset194 that was recently
recalculated195. Another appropriate set is the L7 set196, which contains interaction en-
ergies of large complexes that are mostly dispersion-stabilized. A further objective was
the benchmarking of DP-DFTB on two model systems which are commonly used to assess
the performance of quantum chemical methods for proteins and nucleic acids respectively:
the alanine dipeptide and sugar pucker conformers. For the alanine dipeptide, geometry-
optimized data from our group92 was used where the φ/ψ angles were scanned in 6° steps
in order to recover the PES. For the sugar pucker conformers (dA, dG, dC, dT, rA, rG, rC
and rU) the PES of the two endocyclic torsions Zx and Zy was also scanned in 6° steps. The
geometry-optimized data was obtained from Huang et al.197. The complete benchmark set
with further description is listed in Table 9.5.
Table 9.5: Composition of the benchmark set for DP-DFTB.
Benchmark Set Description Level of theory
ACONF174 Relative energies ofCnH2n+2 alkane conformers.
W1h-val
ADIM6174 Dimer interaction energiesof n-alkanes. CCSD(T)/CBS
IDISP174
Intramolecular dispersion
interactions of large organic
systems.
Theo. + exp.
L7196 Large (48-112 atoms)dispersion-stabilized complexes. CCSD(T)/CBS
SCONF174











Ala-Dipeptide92 Scan of the φ/ψ PES. BLYP/def2-QZVP-D3BJ
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9.4.1 Single Point Energies
The energies of ACONF, ADIM6, IDISP, L7, SCONF, FGG(PCONF) and WATER27 were
recalculated with DFTB-D3 and DP-DFTB. The y-axis of the corresponding bar charts
displays the deviation of these methods from the reference. For comparison, precalculated
results of two other DFT-functionals (preferably GGA) were listed.
ACONF
The bar chart for the ACONF subset in Figure 9.7 shows clearly that the reaction ener-
gies are better described by DP-DFTB compared to DFTB-D3. More precisely, the mean
absolute deviation of DFTB-D3 for this subset is 0.71 kcal/mol and gets lowered by half
with the Delta-Pauli correction to 0.34 kcal/mol. Furthermore, it can be observed that com-
pared to the CCSD(T) reference the two tight-binding models suﬀer in each reaction from a
barrier-underestimation. Contrary to this, the GGA density-functional methods BLYP and
PBE overestimate the barrier for nearly every reaction. Furthermore, the DFT methods
outperform DFTB-D3 in every ACONF reaction. This is not the case for DP-DFTB (e.g.
PTT→PGG, Httt→Hggg, Httt→Htgg). A closer look on the composition of the ACONF
reactions reveals why Delta-Pauli performs better compared to DFTB-D3: This subset
consists of torsional rearrangement reactions of alkane conformers198, for example trans-
n-butane → gauche-n-butane. The barrier-underestimation of DFTB-D3 results from the
missing short-range repulsion. DP-DFTB was especially fitted to reproduce such reactions

























































Figure 9.7: Deviation of DFTB-D3 and DP-DFTB from the W1h-val reference ener-
gies for the ACONF reactions. The overall MAD for DFTB-D3 amounts to 0.71 kcal/mol
and is decreased with DP-DFTB to 0.34 kcal/mol. For comparison also the deviation of
BLYP/def2-QZVP-D3BJ and PBE/def2-QZVP-D3BJ are listed.
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ADIM6
The positive eﬀects of Delta-Pauli also hold true for the ADIM6 results shown in Figure 9.8.
The MAD from the reference is decreased from 0.75 kcal/mol (DFTB-D3) to 0.24 kcal/mol
with Delta-Pauli. With one exception, PBE-DFT performs always better than DFTB-D3.
On the other hand, DP-DFTB outperforms its mother-functional in every case. The BLYP
functional exhibits, compared to the other methods, the biggest deviation from the refer-
ence. Furthermore, like with DFTB-D3, the error grows with increasing system size. Let us
connect the mentioned numbers with the composition of this benchmark set: The ADIM6
set consists of intermolecular, London dispersion interaction energies for alkane dimers.
These interactions are not so small as one would assume. Consequently, the interaction
energy of the n-hexane/n-heptane is on the same magnitude as the hydrogen bond of the
water dimer199. For a proper description of these interactions, a dispersion correction like
D3BJ is indispensable. The results show that the parametrized D3 parameters of DP-DFTB
yield sensible results for this type of non-covalent interaction. However, one has to mention




































Figure 9.8: Deviation of DFTB-D3 and DP-DFTB from the CCSD(T) reference ener-
gies for the ADIM6 reactions. The overall MAD for DFTB-D3 amounts to 0.75 kcal/mol
and is decreased with DP-DFTB to 0.24 kcal/mol. For comparison also the deviation of
BLYP/def2-QZVP-D3BJ and PBE/def2-QZVP-D3BJ are listed.
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IDISP
The IDISP is related to the ADIM6 set since it also contains London dispersion-dominated
interaction energies. However, in the IDISP set these interactions occur intramolecular.
Furthermore, the IDISP set contains with reactions like the anthracene dimerization, the
hydrogenation of [2.2]paracyclophane etc. a more advanced CH-based chemistry compared
to ADIM6 with its interactions of simple alkane chains. The performance of DFTB-D3,
DP-DFTB, BLYP/def2QZVP-D3BJ and PBE/def2QZVP-D3BJ for this benchmark set is
depicted in Figure 9.9. DP-DFTB yields for this subset no improvement compared to
DFTB-D3. Instead, the MAD for DFTB-D3 is with 2.88 kcal/mol marginally lower than
the one of DP-DFTB (3.28 kcal/mol).
Compared to the expensive DFT methods the tight-binding models perform very well
and are able to outperform them (e.g. antdimer→ant). Regarding the DFT methods,
again the PBE functional performs in nearly ever case better than BLYP. Moreover, the




























Figure 9.9: Deviation of DFTB-D3 and DP-DFTB from the reference energies for the
IDISP reactions. The overall MAD for DFTB-D3 amounts to 2.88 kcal/mol and is increased
with DP-DFTB to 3.28 kcal/mol. For comparison also the deviation of BLYP/def2-QZVP-
D3BJ and PBE/def2-QZVP-D3BJ are listed.
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L7
Figure 9.10 depicts the results for Hobza’s L7 set. This benchmark set is related to the
IDISP and ADIM6 set since it comprises large dimer and trimer complexes that are sta-
bilized through intermolecular dispersion interactions. Contrary to the IDISP and ADIM6
set, the L7 set is CHNO-based. Furthermore, most of the monomers exhibit (conjugated)
pi-systems like circumcoronene, guanine etc. which are strongly stabilized through pi-pi-
stacking in the complex. A comparison of the DFTB-D3 results with the one of DP-DFTB
reveals a similar performance of these methods like for the IDISP set: DFTB-D3 has a lower
MAD with 1.92 kcal/mol than DP-DFTB with 2.83 kcal/mol. But again, with respect to
the dissociation of the guaninetrimer and octadecanedimer DFTB-D3 is not in every case
the better tight-binding method.
The performance for the ADIM6, IDISP and L7 set depends mainly on the quality of
the D3 parameters. Considering the ADIM6 results, the DP-DFTB D3 parameters yield a
better description of alkane chains that are stabilized by dispersion, whereas the DFTB3
D3 parameters treat dispersion-stabilized aromatic systems of the IDISP/L7 set better.
Again, the expensive GGA density functional BLYP and hybrid density functional M06-














































Figure 9.10: Deviation of DFTB-D3 and DP-DFTB from the CCSD(T) reference en-
ergies for the L7 reactions. The overall MAD for DFTB-D3 amounts to 1.92 kcal/mol
and is increased with DP-DFTB to 2.83 kcal/mol. For comparison also the deviation of
BLYP/def2-QZVP-D3BJ and M06-2X/def2-QZVP-D3BJ are listed.
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SCONF
The SCONF benchmark set of Grimme’s GMTKN30 database is made up of 15 D-galactitol
(CX in Figure 9.11) and four D-glucopyranose (GX in Figure 9.11) conformers200. The
Delta-Pauli correction is able to improve most of the conformational energies compared
to DFTB-D3. The MAD amounts for DP-DFTB to 1.42 kcal/mol and for DFTB-D3 to
2.04 kcal/mol. For each conformation DFTB-D3 underestimates the barrier. Especially for
the D-glucopyranose conformations the error of DFTB-D3 is large (-6/-7 kcal/mol). Since
the energies of the underlying conformations depend mainly on rearrangements of the sugar
ring (chair, boat, skew) and exocyclic groups201 a correct description of the short-range
repulsion is required. This is probably the case why DP-DFTB performs better, although
still not perfectly.
BLYP and PBE show a decent performance for this benchmark set so that they mostly













































Figure 9.11: Deviation of DFTB-D3 and DP-DFTB from the CCSD(T) reference energies
for the SCONF conformers. The overall MAD for DFTB-D3 amounts to 2.04 kcal/mol
and is decreased with DP-DFTB to 1.42 kcal/mol. For comparison also the deviation of
BLYP/def2-QZVP-D3BJ and PBE/def2-QZVP-D3BJ are listed.
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FGG(PCONF)
The next small benchmark set covers peptide conformations. This so-called PCONF set was
originally designed by Řeha et al.202. It contains reactions of phenylalanyl-glycyl-glycine
tripeptide conformations that are mainly stabilized via London dispersion interactions be-
tween the aromatic ring, the peptide bonds and the carboxylic acid. In 2008, Hobza’s
group extended this set and recalculated it to yield the FGG set194. With respect to Figure
9.12, DFTB-D3 performs for this set with a MAD of 1.09 kcal/mol better than DP-DFTB
(MAD=1.42 kcal/mol). Nevertheless, DP-DFTB outperforms in some cases DFTB-D3 (e.g.
FGG99→FGG412 etc.).
Like for the other dispersion-dominated benchmark systems (ADIM6, IDISP, L7) the
DFT methods do not perform much better than DFTB-D3 or DP-DFTB. This leads to the
assumption that for a suﬃcient prediction of the FGG energies, probably the quality of the



























































































Figure 9.12: Deviation of DFTB-D3 and DP-DFTB from the CCSD(T) reference ener-
gies for the SCONF reactions. The overall MAD for DFTB-D3 amounts to 1.09 kcal/mol
and is increased with DP-DFTB to 1.42 kcal/mol. For comparison also the deviation of
BLYP/def2-QZVP-D3BJ and PBE/def2-QZVP-D3BJ are listed.
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WATER27
The WATER27 subset is a benchmark set composed of dissociation energies of small
to large neutral, protonated and deprotonated water clusters designed by Bryantsev et
al.203. Recently, Manna et al.193 released revised energies for this benchmark set at the
MP2/CCSD(T) level which we used for comparison. The MAD analysis for this benchmark
set yielded for the Pauli repulsion corrected DFTB method a MAD of 5.44 kcal/mol so that
it outperforms DFTB-D3 with its MAD of 5.91 kcal/mol. However, a closer look at the bar
chart in Figure 9.13 reveals that DP-DFTB mainly improves the dissociation energies of
neutral an deprotonated water clusters, whereas DFTB-D3 performs better for protonated
water clusters.
With respect to the expensive DFT functionals, the tight-binding models are able to
outperform them especially for neutral water clusters. Moreover, the PBE functional suﬀers
from a systematic error increase with growing system size. This is not the case for BLYP.
Furthermore, the DFT methods suﬀer from a systematic barrier-overestimation.
Since dispersion interactions are negligible for the underlying reactions, the improvement






































































































































Figure 9.13: Deviation of DFTB-D3 and DP-DFTB from the CCSD(T)/MP2 refer-
ence energies for the WATER27 reactions. The overall MAD for DFTB-D3 amounts to
5.91 kcal/mol and is decreased with DP-DFTB to 5.44 kcal/mol. For comparison also the
deviation of BLYP/def2-QZVP-D3BJ and PBE/def2-QZVP-D3BJ are listed.
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φ/ψ-Potential Energy Surface of Alanine Dipeptide
Since Rosskyt’s first MD simulation of a solvated alanine dipeptide in the 1970s204, this
system has evolved over the years to “the benchmark system for peptides and proteins”.
Not only for quantum-chemical but also for force-field based methods205. This predesti-
nation as peptide benchmark is justified due to two main features of the system: Alanine
dipeptide is the smallest molecule that exhibits peptide-like φ/ψ angles and thus is able
to resemble the conformation of a peptide backbone. Secondly, the study of the backbone
angles remains concise since the system yields only one Ramachandran plot92. In vacuo,
six main conformations are found on the alanine dipeptide PES (see Figure 9.14D). There
are three minima which are stabilized via intramolecular hydrogen bonds: the C7eq, C7ax
and C5ext conformation. C7eq represents the global minimum. According to MP2/aug-cc-
pVQZ data92, the second lowest minimum on this surface is C5ext followed by C7ax. These
conformations exhibit an internal hydrogen bond between the carboxy oxygen and amino
hydrogen atom. In the C7 conformations this internal hydrogen bond builds together with
the peptide backbone a seven-membered ring, whereas it is five-membered in the C5ext con-
formation. The diﬀerence between the C7 conformations is the orientation of the methyl
side chain: In C7eq it lies in the ring plane and in C7ax it stands perpendicular to it. The
higher-energy conformers (β-turn, β2, right- and left-handed α-helix) exhibit no hydrogen
bonds.
Figure 9.14A-C depicts the alanine dipeptide PES for BLYP, DFTB-D3 and DP-DFTB
respectively. The BLYP-optimized geometries were taken from Christensen et al.92 and
reevaluated with DFTB-D3 and DP-DFTB. The global minimum structure in the C7eq
area was arbitrarily set to zero. Let us discuss the diﬀerences of the PES between the BLYP
reference and the two tight-binding models. Considering the C7eq → C5ext transition, the
barrier height amounts in DFTB-D3 and DP-DFTB to approximately 2.5 kcal/mol and is in
accordance with the DFT reference. The diﬀerence between DFTB-D3 and DP-DFTB lies
in the conformational energy of the C5ext structure: In DFTB-D3 it is 0.5 kcal/mol too low,
whereas DP-DFTB is able to reproduce the reference conformational energy of 2.0 kcal/mol.
The neighboring non-minimum conformations, β2 and α, form in the BLYP representation
an isoenergetical surface. In both tight-binding approaches this property is missing. Let
us continue with the C7eq → C7ax transition: The MEP for this process leads over the
α conformation in the BLYP reference and has a barrier of approximately 8.5 kcal/mol.
Both DFTB methods are able to reproduce this feature and propose a MEP over the α
conformation. DFTB-D3 underestimates the pathway over α by ca. 1.5 kcal/mol, whereas
DP-DFTB is able to reduce this deviation to ca. 1.0 kcal/mol. Accordingly, DP-DFTB
made a step in the right direction. On the other hand, the C7ax minimum is with DP-DFTB
0.5 kcal/mol lower than in DFTB-D3 and hence would be the second lowest minimum on
the φ/ψ PES which is not correct regarding the BLYP reference. For the last conformer
transition – the C7ax → C5ext transition – the barrier is underestimated with DFTB-D3
by ca. 2.5 kcal/mol compared to the BLYP reference. DP-DFTB is able to minimize this
deviation such that the barrier only diﬀers by ca. 2.0 kcal/mol.
108
CHAPTER 9. PARAMETRIZATION AND BENCHMARKING OF DELTA-PAULI
DFTB
The previous results have shown that DP-DFTB is able to introduce systematic improve-
ments to the φ/ψ PES of alanine dipeptide such that the overall BLYP reference MAD for
this surface is reduced slightly from 1.09 kcal/mol with DFTB-D3 to 0.85 kcal/mol. Since
London dispersion interactions should play a minor role for this polar system, the improve-
ment of DP-DFTB results probably from the auxiliary Pauli repulsion. The only drawback
of DP-DFTB is that C7ax is too low in energy.
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Figure 9.14: φ/ψ PES of alanine dipeptide in vacuo evaluated with BLYP/def2QZVP-
D3BJ (A), DFTB3/3OB-D3BJ (B) and DP-DFTB/3OB-D3BJ (C). The energetical land-
scape exhibits six minimum and significant conformations that are depicted in D. For the
sake of clarity, the conformations in D have been numbered from one to six and their
position on the PES is shown in A.
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Sugar Pucker Conformations of Deoxy-/Ribonucleotides
The function of carbohydrates in nature is like for proteins very widespread. In deoxy-
/ribonucleotides, the building blocks of deoxyribonucleic acid (DNA)/ribonucleic acid (RNA),
the ribose takes on diﬀerent conformations. This eﬀect results from the reduction of steric
and electronic repulsion within the ring. A conformational change in the sugar ring will
also aﬀect the phosphate backbone and the nucleobase and hence the global conformation
of the nucleic acid (A-DNA, B-DNA, etc.)197. Thus, a correct description of these biolog-
ical components is desirable. It has become good practice to benchmark the performance
of semiempirical quantum and also force field methods on sugar puckered systems92. The
standard peptide-specialized forcefields but also semiempirical quantum-methods mostly
fail in the correct description of these systems. As a result, carbohydrate-specific forcefields
like GLYCAM06206 and semiempirical methods that were fitted against carbohydrates like
PM3CARB-1207, AM1/d-CB1208 and a B-spline corrected DFTB3197 have evolved.
The here reported DFTB3-D3 vs. DP-DFTB benchmark treats the following (de-
oxy)ribonucleosides: deoxyadenosine (dA), deoxyguanosine (dG), deoxycytidine (dC), deoxythymidine
(dT), adenosine (rA), guanosine (rG), cytidine (rC) and uridine (rU). For which, MP2-
optimized geometries from Huang et al.197 were used. In order to distinguish between the
diﬀerent sugar pucker conformations, two coordinates Zx and Zy are introduced which are








The PES in space of Zx/Zy for the DNA nucleoside deoxyadenosine (dA) is depicted in
Figure 9.15. Regarding the reference calculations, the global minimum on this surface is
formed by the C2’-endo conformation (known as “western” minimum), and a secondary min-
imum, the C3’-endo conformation (known as “eastern” minimum) is ca. 3 kcal/mol higher
in energy. Both basins are connected via two transition states. The so-called “northern”
TS O4’-endo lies with 4.4 kcal/mol marginally lower than the “southern” TS O4’-exo with
4.9 kcal/mol. Figure 9.15B represents the DFTB-D3 results for this PES. Compared to the
reference, there are three main discrepancies, which are also observed for the nucleosides
dC, dG and dT (see Figure B.4-B.6, p.144):
1. The two minima basins are nearly isoenergetic. For the nucleoside dC, this trend
even gets worse insofar the C3’-endo conformation becomes the global minimum (see
Figure B.4B).
2. The barrier heights are underestimated by ca. 3.5 kcal/mol.
3. The preference for the transition states is interchanged in the DFTB-D3 representa-
tion (particularly observed in the PES of dC) so that the path which leads over the
“southern” TS (O4’-exo) is lower in energy than via the “northern” TS (O4’-endo).
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Now let us evaluate if and to what extent DP-DFTB can fix the listed weaknesses of
DFTB-D3. Since the underlying systems are very polar, dispersion interactions probably
play a minor role, and an improvement should mainly result from increased Pauli repulsion.
The PES obtained with DP-DFTB for dA is depicted in Figure 9.15C. The plot shows clearly
that the C3’-endo conformation is raised in the DP-DFTB representation by approximately
1 kcal/mol without aﬀecting the location of the C2’-endo conformation which is good. Nev-
ertheless, this conformation is still too low in energy by roughly 2 kcal/mol. The Delta-Pauli
correction also resolves the wrong ordering of the minima which were observed for the nucle-
oside deoxycytidine. Furthermore, Figure 9.15C illustrates that DP-DFTB makes a step in
the right direction in order to raise the barrier heights between the minima: The “southern”
barrier is raised from ca. 0.6 kcal/mol with DFTB-D3 to ca. 1.6 kcal/mol with DP-DFTB.
The same trend could be observed for the “northern” TS O4’-endo: The barrier amounts
to ca. 1.2 kcal/mol in DFTB-D3, whereas it is raised to ca. 2.6 kcal/mol with DP-DFTB.
However, in comparison with the reference, DP-DFTB still underestimates these barriers
by 2-3 kcal/mol. Up to now, two of the three stated issues have been solved with the Pauli
repulsion corrected tight-binding method. Nevertheless, the Delta-Pauli correction is not
able to repair the interchanged preference for the “northern” and “southern” TS. Huang
et al.197 mentioned that the “southern” TS is unfavorable due to the steric contact of the
C4’-hydroxy group with the C1’ attached nucleobase (see Figure 9.15D). In more detail, in
the “southern” TS of the dA nucleoside the C4’-hydroxy group is directly facing a 3.05 Å
distant CH-group of the nucleobase. Maybe a DP-DFTB parameter set with an increased
repulsion for the atom pair C-O could also fix this issue. The above stated improvements
also hold true for the other deoxynucleosides dC, dG and dT (see Figure B.4–B.6 in the
Appendix).
Compared to DNA, the RNA-sugar pucker profiles in Figure B.7-B.10 (see Appendix)
exhibit just one TS and the “eastern” and “western” minimum are closer in energy. The
MP2 reference provides either C2’-endo or C3’-endo as global minimum, diﬀerent case by
case. In all DFTB3-D3-PES of the ribonucleosides only the “western” C2’-endo minimum
is visible and in the case of rA, rC and rU it is with respect to the MP2 reference the non-
global one. The corresponding DP-DFTB results for the ribonucleosides show that also the
“eastern” minimum (and sometimes a TS) can be resolved. Nevertheless, these minima are
weak and still too high in energy. Again, DP-DFTB is able to improve the barrier heights
also for the ribonucleoside puckering profiles.
An interesting and problematic observation in all PES calculated with DP-DFTB is that
large negative values of Zy are unfavorable (see for example Zy region from 0° to -20° in
Figure 9.15C). The corresponding MP2 and DFTB-D3 plots are much broader in this region
(0°– -40°), meaning the potential energy is too steep in the DP-DFTB representation. A
decrease of the Zy parameter mainly results in a decrease of the distance between the O4’
oxygen atom and the nitrogen atom of the sugar puckers N-glycosidic bond. This finding
is an evidence for an overestimated N-O-repulsion in the Delta-Pauli model.
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Figure 9.15: PES for deoxyadenosine (dA) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
DFTB/3OB-D3BJ is shown in B and C respectively. The individual conformations that
are sampled by these two pseudorotations are depticted in D.
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9.5 Excursus: Long-Range Corrected DFTB2 for Non-Covalent
Interactions
A general drawback of conventional LDA-/GGA-based DFT functionals is the insuﬃcient
description of long-range electron-electron exchange interactions. However, a proper de-
scription of these interactions is crucial for a suﬃcient prediction of e.g. valence orbital
energies, electron excitation spectra, response properties or van der Waals interactions209.
Global hybrids like B3LYP or PBE0, which incorporate a specific amount of HF exchange,
are known to improve the description of electronic and vibrational properties210.
The positive eﬀect of the admixture of HF exchange is also exploited in long-range
corrected (LC) DFT functionals. In contrast to global hybrid functionals, in LC functionals







with EDFT,ωxc as the short-range DFT electron exchange-correlation energy, EHF,ωx as the
long-range HF exchange energy and ω as the range-separation parameter. In contrast to
conventional DFT functionals, LC functionals provide the correct asymptotic −1/r be-
havior of the Kohn-Sham potential, minimize the electron self-interaction error and the
overdelocalization of electron-density211–217.
A formalism for a long-range correction for DFTB2 was reported in 2012218 and imple-
mented in 2015219. However, a change in the functional in DFTB is not as straightforward
as in DFT since the semiempirical method relies on precomputed Hamiltonian matrix el-
ements derived from DFT. Furthermore, a reparametrization of the electronic parameters
also requires an adjustment of the repulsive potential. Recently, these reoptimized electronic
and repulsive parameters were released by our group123. In the course of reparametrization
we augmented the LC-DFTB2 model with the D3BJ dispersion model in order to account
for attractive London dispersion eﬀects. This was achieved by a fitting approach compa-
rable to the one used for Delta-Pauli: The D3 parameters a1, a2 and s8 were PSO-fitted
against reference energies from the S66 set98,a for the three LC-DFTB parameter sets base,
shift and split. The fitted parameters are listed in Table 9.6. A detailed benchmark of the
Table 9.6: Final D3 dispersion parameters for the three LC-DFTB2 parameter sets.
Parameter Set base shift split
a1 0.717 0.816 0.497
a2 2.565 2.057 3.622
s8 0.011 0.010 0.010
newly parametrized LC-DFTB2-D3 is given in ref. 123. In this publication, it is mentioned
that LC-DFTB2-D3 shows an improvement over DFTB2 for geometries and vibrational
frequencies such that it performs similarly well as DFTB3/3OB. However, for atomization
and reaction energies the method is less eﬃcient than DFTB3/3OB.
aNot the S66x8.
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In this work, we focus on the performance of the derived D3 parameters. Figure C.1 in
the Appendix shows that the D3 dispersion correction eﬃciently improves the prediction of
S66 energies with LC-DFTB2b. Consequently, the D3 correction reduces the LC-DFTB2
MAD from 2.4 kcal/mol to 0.7 kcal/mol. With this, the D3-corrected LC-DFTB2 method is
also able to outperform the D3-corrected DFTB3 method (MAD=0.8 kcal/mol). However,
on closer examination of Figure C.1 it becomes apparent that the D3 parameters mainly
improve the energies of polar systems such that unpolar systems still exhibit a large error.
This is surprising, since especially unpolar systems which are dispersion-dominated, should
benefit from the inclusion of a dispersion correction. This observation can also be made in
benchmark calculations of GMTKN30 subsystems. Figure 9.7 shows MAD values for the
WATER27, FGG(PCONF) and IDISP sets calculated with diﬀerent DFTB methods. Also,
these results show that polar WATER27 systems benefit from the dispersion correction
more than the unpolar systems in the FGG(PCONF) subset. For the heavily dispersion-
dominated IDISP system, the inclusion of the D3 dispersion correction makes the results
even worsen. This eﬀect was also reported in ref. 123. It was suggested that the D3
parameters overcompensate the error of LC-DFTB2 for polar systems.
In order to further investigate this artifact, we took one polar system – the AcOH-
AcOH dimer – and one unpolar system – the pentane-pentane dimer – from the S66x10220,c
set and recalculated the interaction energies with DFTB2/MIO, DFTB3/3OB-D3BJ, LC-
DFTB2/BASE and LC-DFTB2/BASE-D3BJ. The results are depicted in Figure 9.16. Re-
garding the polar AcOH-AcOH dimer system all methods yield reasonable results and re-
produce the trend of the CCSD(T) reference (see Figure 9.16A). The corresponding equi-
librium geometries of the semiempirical methods are also in accordance with the reference
(see Figure 9.16C).
However, for the unpolar pentane-pentane dimer system (see Figure 9.16B) the LC-
DFTB2 methods show a physically wrong behavior in the short-range region (r/r0 = 0.7−
0.95). The most significant error of both LC methods is the shift of the equilibrium distance
to a ratio of r/r0 = 0.8. Moreover, both LC-DFTB2 methods show an enormous lack of
repulsion in the short-range region. The two other tight-binding models, DFTB2 and
DFTB3-D3BJ reproduce the trend of the reference. Certainly, this physically uncorrect
behavior of the LC-DFTB2 method also aﬀects the prediction of the equilibrium distances
(see Figure 9.16D) such that the distance between the pentane monomers is significantly
reduced. Further, we recalculated the whole S66x8 set with DFTB2, DFTB3-D3BJ, LC-
DFTB2/BASE and LC-DFTB2/BASE-D3BJ. The corresponding dissociation plots in the
Appendix (see Figure C.2, p.152) show that the unphysical behavior of the two LC-DFTB2
methods can be observed in every unpolar system.
To conclude, the PSO-derived D3 parameters are not responsible for the bad descrip-
tion of unpolar systems. It is also not the case, like the authors suggested that the D3
parametrization compensates to a great extent for an error of LC-DFTB2 for polar sys-
tems. Instead, we think that probably something in the parametrization of the confinement
bThe Figure in the Appendix shows the results for the base parameter set. The results for the split and
shift parameter sets are not shown but show an identical trend.
cIdentical to the S66x8 set but extended by three short-range data points.
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Figure 9.16: S66x10 dissociation curves and equilibrium geometries of the AcOH-AcOH
and pentane-pentane dimer. A: All DFTB models are able to give a physically correct
prediction of the polar AcOH-AcOH dimer dissociation curve. B: Also the correspond-
ing equilibrium geometries of this system are predicted correctly with DFTB3/3OB-D3BJ
(blue) and LC-DFTB2/BASE-D3BJ (green) compared to the CCSD(T) reference (black).
C: For the unpolar Pentane-Pentane system the reparametrized LC-DFTB2 models (brown
and green curve) are not able to give a physically correct prediction of the dissociation
curve (especially the short-range part), while DFTB3/3OB-D3 and DFTB2/MIO can. D:
This error of the LC-DFTB2 methods also aﬀects the equilibrium distance. As a result, the
distance of the pentane monomers is significantly reduced in the LC-DFTB2/BASE-D3BJ
representation, while DFTB3/3OB-D3BJ is in accordance with the CCSD(T) reference.
radii of the C or H atom has gone wrong. This hypothesis is supported by the fact that
already DFTB2/MIO yields reasonable results for the unpolar systems here presented (see
Figure 9.7 and 9.16). Consequently, for future work these deficiencies have to be solved.
116
CHAPTER 9. PARAMETRIZATION AND BENCHMARKING OF DELTA-PAULI
DFTB
Table 9.7: Mean Average Deviations (in kcal/mol) of DFTB2/3 methods for selected
subsets of the GMTKN30 database. The values after slash are calculated with D3-BJ
dispersion included.
Subset DFTB2/MIO DFTB3/3OB LC-DFTB2/base LC-DFTB2/shift LC-DFTB2/split
WATER27 22.0 7.1/5.3 19.9/12.6 19.9/12.1 20.0/13.5
FGG(PCONF) 1.9 2.0/1.1 1.2/ 1.0 1.4/ 1.0 1.7/ 1.0
IDISP 2.9 8.5/3.4 2.6/ 8.2 2.6/ 8.2 2.7/ 7.8
9.6 Conclusions
In this chapter a first parameter set for the empirical DFTB3 Delta-Pauli correction in
combination with D3 dispersion was created. The parametrization comprised all combina-
tions of CHNO atom pairs. The S66x8 and the newly created R10 set proved themselves
as reasonable components of the PSO training set such that the description of short-range
Pauli repulsion could be improved while maintaining the D3 performance for mid- to long-
range dispersion. Accordingly, DP-DFTB shows improvements over DFTB-D3 regarding
intramolecular reaction barriers (rotational barriers), short-range interaction energies and
equilibrium geometries. These improvements are not unique to systems in the training set.
The benchmark of Delta-Pauli on prominent test sets from databases like GMTKN30 or
BEGDB, as well as on biomolecular systems of interest (alanine dipeptide, sugar pucker
conformers), indicated a general improvement of Delta-Pauli compared to DFTB-D3. It
is worth mentioning that the improvements of Delta-Pauli are not only of quantitative
character. In some cases the empirical correction is able to convert a qualitatively wrong
DFTB-D3 representation into a correct one like in the example of sugar pucker conformers.
However, systems which are heavily dominated by attractive dispersion (like IDISP)
are probably better represented in the Pauli repulsion uncorrected DFTB3-D3 version.
The results also showed that there is still too much repulsion on the O-N atom pair (cf.
sugar pucker), whereas the C-C atom pair still lacks some repulsion (cf. n-butane). These
observations hint at a certain imbalance in the CHNO training set. Furthermore, it was
proven that Delta-Pauli is not applicable to all atom pairs. In order to avoid the disruption
of hydrogen-bonded systems, the correction has to be deactivated for X-H atom pairs (where
X is an electron-withdrawing group). The necessity for a special treatment of hydrogen-
bonded systems also contributes to the fact that the parametrization of Delta-Pauli is not
straightforward. This is aggravated by the large parameter space that the correction entails
and the uncertainty of an unbalanced CHNO training set.
Nevertheless, the present results show that the missing short-range Pauli repulsion in
DFTB may be introduced by applying an empirical correction to the DFTB total energy.
CHAPTER 10
Summary and Outlook
The first part of this work addressed the mechanism of the O→bR transition in bacte-
riorhodopsin. Since structural information on the O and O* states is very sparse from
experimental side, computational models for these and the bR ground state have been
created by employing enhanced sampling MD simulations.
The results indicated that the O→bR transition entails structural rearrangements re-
garding the R82 side chain orientation and the PRG formation, which in turn control the
hydration of a cavity between the D85/D212 and PRG site indirectly. Of particular inter-
est in the O→bR transition was the investigation of the mechanism and free energy change
along the assumed long-range PT. The modeled O state structures suggested that a pre-
requisite for this reaction is already given, since they exhibited water wires connecting the
D85 site with the PRG. In order to achieve the aforementioned objectives, DFTB3-based
QM/MM free energy simulations comprising Umbrella Sampling or Metadynamics have
proven themselves as successful approaches. According to these calculations, the O→O*
subprocess is a direct PT from D85 to D212 which involves only small structural rearrange-
ments like the perturbation of the pentagonal HBN near D85, D212 and K216RET. Besides
the direct PT, also less favorable, indirect pathways were observed where the proton is
transferred via bridging water molecules in the form of hydronium or hydroxide. Counter-
intuitively, the O state showed a preference of the hydroxide pathway over the hydronium
one.
This observation also applies to the subsequent O*→bR transition, where the proton is
transfered via an inverse Grotthuss/proton hole mechanism over a water wire from D212
to E204. Thus, the active site between D85/D212 and the PRG shows a general preference
for the proton hole pathway. We assume that this eﬀect results from the presence of
the positively charged R82 amino acid in the PT pathway as well as of the electrostatic
environment in the active site region. In contrast to O→O*, it was shown that the PT
in the O*→bR transition is accompanied with two considerable structural rearrangements:
the side chain reorientation of R82 and the PRG formation.
Like literature suggests, the calculated free energy profile for the O→bR transition
indicated that the O→O* subprocess represents the rate-limiting step64 and is furthermore
an endergonic process67. The subsequent subprocess O*→bR exhibits a 50% lower barrier
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than the O→O* transition and ensures the exergonicity of the O→bR transition. With
this, the O* state and hence the protonated D212, could be identified as a metastable
state. However, with respect to the rate-limiting step, the O→bR transition would occur
in the low µs regime, which deviates from the experimental estimate of 5ms. A further
discrepancy is the predicted exergonicity for the O→bR reaction which is too low with
respect to experimental expectations.
For future work, we want to eliminate possible error sources in the complex free energy
calculation of the O*→bR subprocess. In order to ensure equilibration along the PT path,
all structural processes beside the PT need to be equilibrated. Therefore multidimensional
Umbrella Sampling or Metadynamics will be used. This approach should also yield further
information about the timing of the PT-parallel side processes.
In the course of the PT studies on bR, the performance of the semiempirical DFTB3
method for this type of reaction was also benchmarked against the higher level theory
method B3LYP. The results indicated a decent agreement of DFTB3 with B3LYP with a
small reaction barrier underestimation.
In the second part of this work it was shown that the consistent underestimation of inter-
and intramolecular reaction barriers in DFTB3 is caused by the lack of short-range Pauli
repulsion. The description of this QM phenomenon may be introduced via the empirical
correction model Delta-Pauli. In this work, the first parameter set for the Delta-Pauli
model was derived for CHNO-based systems. This procedure also entailed the refitting
of D3 dispersion parameters. Delta-Pauli benchmark calculations of selected organic and
biochemical systems of interest showed overall promising results for properties where a
decent description of Pauli repulsion is essential. In this way, especially the description of
rotational barriers, non-covalent interaction energies at short distances but also equilibrium
geometries of molecules showed an overall improvement over DFTB3. It is also worth
mentioning that due to the refit of D3 parameters the Delta-Pauli model retains a good
description of attractive mid- to long-range non-covalent interactions. With this, the Delta-
Pauli model represents a paradigm how computationally eﬃcient semiempirical quantum
methods can be extended in order to yield results with a quality comparable to high level
quantum chemistry methods (e.g. DFT with triple-ζ basis set).
Nevertheless, there are still some issues of Delta-Pauli which should be addressed in
future work. For example, the results indicated that some atom pairs gain too less/ too
much repulsion. This in turn is probably a consequence of an imbalanced training set,
which is however hard to detect. The best approach to solve this issue, is to employ
an optimization technique which automatically determines appropriate atom pair weights
(e.g. like in ref. 124). Furthermore, in order to allow eﬃcient MD simulations employing
Delta-Pauli DFTB, analytical gradients have to be derived and implemented. It is also of
interest to know, how Delta-Pauli describes macromolecular properties like for example the

































InflateGRO: bR in POPC
Figure A.1: Area per lipid ratio in nm2 as a function of the InflateGRO shrinking steps.
The experimental value of 65.8Å2 is reached after approximately 25 steps.
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HREX replicas over the last 200ps
Figure A.2: Visualization of the exchange steps between the 16 replicas during the last








































Figure A.3: The histograms of the Umbrella Sampling for the R82 swing movement show
a reasonable overlap for all three bR protonation models.



















































Figure A.4: The histograms of the Umbrella Sampling for the R82 flip movement show a



























Figure A.5: During NVT equilibration the water chain is converted after approximately
150 fs from a hydronium-exhibiting to a proton-hole-exhibiting conformation. The change
in conformation is only indicated by the sO(rij) function and not by ζ.















PT D212→E204: Umbrella Sampling Histograms for ζ
Figure A.6: ζ histograms for the Umbrella Sampling of the PT reaction from D212 to



















PT D212→E204: Umbrella Sampling Histograms for sO(rij)
Figure A.7: sO(rij) histograms for the Umbrella Sampling of the PT reaction from D212
to E204. The windows show either a non-protonated water wire (sO(rij) = 2) or a proton
hole configuration of it (sO(rij)< 2).
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Listing A.1: Plumed input file for the 3D-MW-Metadynamics run.
1 # I n i t i a l PT donor/ acceptor
2 dcom : COM ATOMS=1280
3 DON: POSITION ATOM=dcom NOPBC
4 acom : COM ATOMS=3292
5 ACC: POSITION ATOM=acom NOPBC
6
7 # Get p o s i t i o n s from a l l atoms which are invo lved in the PT
8 OD1: POSITION ATOM=1281 NOPBC
9 OD2: POSITION ATOM=1282 NOPBC
10 HD: POSITION ATOM=1283 NOPBC
11 O1: POSITION ATOM=3684 NOPBC
12 H11 : POSITION ATOM=3685 NOPBC
13 H12 : POSITION ATOM=3686 NOPBC
14 O2: POSITION ATOM=3687 NOPBC
15 H21 : POSITION ATOM=3688 NOPBC
16 H22 : POSITION ATOM=3689 NOPBC
17 O3: POSITION ATOM=3690 NOPBC
18 H31 : POSITION ATOM=3691 NOPBC
19 H32 : POSITION ATOM=3692 NOPBC
20 O4: POSITION ATOM=3693 NOPBC
21 H41 : POSITION ATOM=3694 NOPBC
22 H42 : POSITION ATOM=3695 NOPBC
23 OA1: POSITION ATOM=3293 NOPBC
24 OA2: POSITION ATOM=3294 NOPBC
25
26 # De f i n i t i o n o f the sw i t ch ing func t i on components (3 rd term o f x i )
27 cx : COORDINATION_X GROUPA=1281 ,1282 ,3684 ,3687 ,3690 ,3693 ,3293 ,3294 GROUPB
=1283 ,3685 ,3686 ,3688 ,3689 ,3691 ,3692 ,3694 ,3695 R_SW=0.115 D_SW=0.0045
28 cy : COORDINATION_Y GROUPA=1281 ,1282 ,3684 ,3687 ,3690 ,3693 ,3293 ,3294 GROUPB
=1283 ,3685 ,3686 ,3688 ,3689 ,3691 ,3692 ,3694 ,3695 R_SW=0.115 D_SW=0.0045
29 cz : COORDINATION_Z GROUPA=1281 ,1282 ,3684 ,3687 ,3690 ,3693 ,3293 ,3294 GROUPB
=1283 ,3685 ,3686 ,3688 ,3689 ,3691 ,3692 ,3694 ,3695 R_SW=0.115 D_SW=0.0045
30
31 # x−dimension o f x i
32 COMBINE . . .
33 LABEL=x
34 ARG=HD. x ,O1 . x , H11 . x , H12 . x ,O2 . x , H21 . x , H22 . x ,O3 . x , H31 . x , H32 . x ,O4 . x , H41 . x , H42 . x , cx
35 COEFFICIENTS=1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−1
36 PERIODIC=NO
37 . . . COMBINE
38
39 #y−dimension o f x i
40 COMBINE . . .
41 LABEL=y
42 ARG=HD. y ,O1 . y , H11 . y , H12 . y ,O2 . y , H21 . y , H22 . y ,O3 . y , H31 . y , H32 . y ,O4 . y , H41 . y , H42 . y , cy
43 COEFFICIENTS=1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−1
44 PERIODIC=NO
45 . . . COMBINE
46
47 #z−dimension o f x i
48 COMBINE . . .
49 LABEL=z
50 ARG=HD. z ,O1 . z , H11 . z , H12 . z ,O2 . z , H21 . z , H22 . z ,O3 . z , H31 . z , H32 . z ,O4 . z , H41 . z , H42 . z , cz
51 COEFFICIENTS=1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−2 ,1 ,1 ,−1
52 PERIODIC=NO
53 . . . COMBINE
54
55 # Def ine zeta
56 MATHEVAL . . .
129
57 LABEL=zeta
58 ARG=x , y , z ,DON. x ,DON. y ,DON. z ,ACC. x ,ACC. y ,ACC. z
59 VAR=x , y , z , dx , dy , dz , ax , ay , az
60 FUNC=( sq r t ( ( x−dx ) ∗(x−dx )+(y−dy ) ∗(y−dy )+(z−dz ) ∗( z−dz ) )−s q r t ( ( x−ax ) ∗(x−ax )+(y−ay ) ∗(y−
ay )+(z−az ) ∗( z−az ) ) ) /( sq r t ( ( x−dx ) ∗(x−dx )+(y−dy ) ∗(y−dy )+(z−dz ) ∗( z−dz ) )+sq r t ( ( x−ax )
∗(x−ax )+(y−ay ) ∗(y−ay )+(z−az ) ∗( z−az ) ) )
61 PERIODIC=NO
62 . . . MATHEVAL
63
64 # Distance between D85Cgamma−D212Cgamma)
65 d i s t : DISTANCE ATOMS=1280 ,3292
66
67 # Upper harmonic r e s t r a i n t
68 UPPER_WALLS ARG=d i s t AT=0.66 KAPPA=200000 LABEL=uwal l
69
70 # Average oxygen coo rd ina t i on number o f a l l QM−t r ea t ed H2O molecu le s
71 coord : COORDINATIONNUMBER SPECIESA=3684 ,3687 ,3690 ,3693 SPECIESB
=1283 ,3685 ,3686 ,3688 ,3689 ,3691 ,3692 ,3694 ,3695 R_0=0.12 NN=45 MM=90 MEAN
72
73 # Setup Metadynamics s imu la t i on
74 METAD . . .
75 LABEL=metad
76 ARG=zeta , d i s t , coord .mean
77 SIGMA=0.065 ,0 .02 ,0 .025
78 GRID_MIN=−1.0 ,0 .0 ,1 .4









88 . . . METAD
89
90 # Print output
91 PRINT ARG=zeta , d i s t , coord .mean , metad . b i a s FILE=co lva r STRIDE=10
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Figure A.8: Intermediate structure from the D212→E204 PT. The CEC is localized at
ζ = 0 and gets in this configuration stabilized by the R82 guanidinium group.
APPENDIX B
Delta-Pauli DFTB
Table B.1: PSO constants used for fitting. With N = number of total particles, ω =
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144 APPENDIX B. DELTA-PAULI DFTB
Figure B.4: PES for deoxycytidine (dC) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
DFTB/3OB-D3BJ is shown in B and C respectively.
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Figure B.5: PES for deoxyguanosine (dG) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
DFTB/3OB-D3BJ is shown in B and C respectively.
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Figure B.6: PES for deoxythymidine (dT) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
DFTB/3OB-D3BJ is shown in B and C respectively.
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Figure B.7: PES for adenosine (rA) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
DFTB/3OB-D3BJ is shown in B and C respectively.
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Figure B.8: PES for cytidine (rC) defined by the two puckering parameters Zx and Zy. The
reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p) is shown in
A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-DFTB/3OB-D3BJ
is shown in B and C respectively.
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Figure B.9: PES for guanosine (rG) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
DFTB/3OB-D3BJ is shown in B and C respectively.
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Figure B.10: PES for uridine (rU) defined by the two puckering parameters Zx and
Zy. The reference profile calculated with MP2/6-311++G(3df,2p)//MP2/6-31++G(d,p)
is shown in A. The corresponding PES calculated with DFTB3/3OB-D3BJ and DP-
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