Abstract. Two entries of bilateral sums in Ramanujan's lost notebook are confirmed by means of Dougall's bilateral series identities with one of them being corrected.
Introduction
On page 200 of his lost notebook, in the pagination of [4] , Ramanujan offers two results on certain bilateral hypergeometric series. As we shall see, the second follows from a theorem of J. Dougall [2] . The first gives a formula for the derivative of a quotient of two certain bilateral hypergeometric series. Ramanujan's formula needs to be slightly corrected, but what is remarkable is that such a formula exists! This is one of those instances where we can undauntedly claim that if Ramanujan had not discovered the formula, no one else, at least in the foreseeable future, would have done so.
We first state the second formula, which requires modest deciphering, because of Ramanujan's use of ellipses to denote missing terms. It will be used in the proof of Ramanujan's first formula on page 200.
Entry 1.1 (p. 200). Let α, β, γ, δ, and ξ be complex numbers such that
We state a corrected version of Ramanujan's more interesting formula. At the end of the paper, we indicate the mistakes in Ramanujan's original formula. 
.
Background on bilateral series
For every integer n, define 
With the use of D'Alembert's ratio test, it can be checked that p H p converges only for |z| = 1, provided that [5, p. 181, eq. (6.1.
The series p H p is said to be well poised if
In 1907, J. Dougall [2] proved that a well-poised series 5 H 5 could be evaluated at z = 1. In order to state this evaluation, define
where, for convergence, by (2.2),
We need one further result, namely, the bilateral binomial theorem discovered by M. E. Horn [3] . If a and c are complex numbers Re(c − a) > 1 and z is a complex number with |z| = 1, then
It would seem that Ramanujan had discovered (2.5), but we are unaware of any mention of it by Ramanujan in his papers or notebooks. We remark that the bilateral binomial theorem can also be recovered from another bilateral hypergeometric series identity [1, p. 110, Thm. 2.8.2] due to Dougall [2] , namely,
where Re(c + d − a − b) > 1 for convergence. In fact, in the identity above, first replacing b by dz and second letting d → +∞, we derive (2.5) in view of Stirling's asymptotic formula for the Γ-function.
In the sequel, we very often use the classical reciprocal formula
3. Proof of Entry 1.1
We show that (2.3) leads to a proof of Entry 1.1.
Proof. Let S denote the series on the left-hand side of (1.1). Define
Using (2.7) and (3.1), we see that we can write S in the form
Note that the series (3.2) is well poised, and so we can invoke (2. 
πΓ(α+γ+ξ−1)Γ(β+δ−ξ−1)Γ(α+β−1)Γ(β+γ−1)Γ(γ+δ−1)Γ(δ+α−1)
, where we applied (2.7) five times, used the value of Ω from (3.1), and simplified.
Proof of Entry 1.2
We first replace the functions in Entry 1.2 by another pair with which it is easier to work. With four applications of (2.7), we see that we can write ϕ s (θ) in the form
Thus, we prove an analogue with ϕ s and ϕ t replaced by H s and H t , respectively. At the end of our proof, we convert our result to (1.2). For brevity, we introduce the notation
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In particular, we can then write
Proof. By the quotient rule for derivatives,
Using the notation above and in the previous paragraph, and setting k = m + n in the second equality below, we find that
Observe that the inner sum above is a well-poised 5 H 5 , requiring that
for convergence. Thus, we can use (2.3) to obtain the evaluation
Using the evaluation (4.6) in (4.5) and simplifying the expressions involving gamma functions and rising factorials, we find that
We next apply Horn's bilateral binomial theorem (2.5) with a = s + t − β − δ + 2 and b = s + t + α + γ − 1, subject to the condition Re(α + β + γ + δ) > 4. Thus,
Now substitute (4.8) into (4.7), use (2.7), and cancel common gamma function factors to arrive at
Lastly, substituting (4.9) into (4.3) and then reformulating the result according to the relation (4.1) between ϕ t (θ) and H t (θ), we derive the identity
, which is (1.3). The proof is thus complete.
Let φ t (θ) = e −tiθ ϕ t (θ). We end our paper with Ramanujan's rendition of Entry 1.2, given by Note that Ramanujan's function φ s (θ) does not have the factor e siθ in ϕ s (θ), defined in (1.2). The second major difference between the two formulas is in the exponent of e on the right-hand sides. One would guess that [x] in Ramanujan's exponent denotes the greatest integer less than or equal to x. The powers of 2sin( 
