This is an exposition of some basic ideas in the realm of Global Inverse Function theorems. We address ourselves mainly to readers who are interested in the applications to Differential Equations. But we do not deal with those applications and we give a 'self-contained' elementary exposition.
Introduction subject. The framework of Theorem 1 is somehow essential, in particular it is false in non-Hausdorff topological spaces as a simple counterexample will show.
Finally we show an application of the theorem to Algebra, due to Gordon. Namely we show, following [14] , that there cannot be a product in R n for n ≥ 3 (see Proposition 1.3 below for a precise formulation). This is related to the fact that R n \ {0} is simply-connected if and only if n ≥ 3. We quote this application to convince the reader of the depth of the Hadamard-Caccioppoli theorem in a concise way.
In Section 2 we deal with local homeomorphisms f : D → Y from an open connected set of a Banach space X to a Banach space Y . In order to briefly mention the ideas discussed there, let us here refer to the particular case of a local diffeomorphism f . Then the celebrated Ważewski equation with parameter
is often used in the literature to deal with invertibility problems. Ważewski introduced (0.1) in [40] , for X = Y = R n , to give an estimate for a ball, around a given point x 0 ∈ D, where the inverse function can be defined. Instead of (0.1) we consideṙ
whose trajectories are also trajectories of the family of equations (0.1) (as v ∈ Y ) but with different parametrization (incidentally, remark that the family (0.1) has many more trajectories).
The point x 0 is an asymptotically stable equilibrium for (0.2) and its attraction basin A will be proved to coincide with the maximal open subset of D, containing x 0 , such that f |A is injective and, at the same time, the image f (A) is star-shaped with respect to y 0 := f (x 0 ). Using these ideas we show some criteria for the injectivity of f . Moreover, we shall see that the solutions to the equation (0.2) are all defined on the whole R if and only if f is a global homeomorphism onto Y . In particular, this fact leads to the following: In particular this holds if, for some a, b ∈ R + , we have
This theorem was discovered by Hadamard in R n . Then it was generalized by Levy to infinite dimension under condition (0.4) with b = 0. Meyer dealt with the full condition (0.4), and finally Plastock gave a proof for the general statement. In the literature it is often named after Hadamard only.
Finally, we deal with the injectivity of f (together with the star-shape of the image) by means of global Lyapunov functions. We extend to general Banach spaces some results previously obtained in [17] by two of the authors for R n . Our approach to the invertibility of functions, by means of attraction basins for (0.2), is one of the ingredients used in [26] by Meisters and Olech to prove one of the results in that paper, namely the global asymptotic stability for certain polynomial vector fields. We hope that it can lead to further consequences, in particular for the Differential Equations.
The Hadamard-Caccioppoli Theorem
In this Section X, Y, Z will always be topological Hausdorff spaces.
Local homeomorphism. As is well known the function f : X → Y is called a local homeomorphism at x 0 ∈ X if there exist open neighbourhoods U, V of x 0 and y 0 := f (x 0 ) respectively, such that f (U ) = V and the restriction f |U : U → V is a homeomorphism. Then g := (f |U ) −1 : V → U is called a local inverse of f at y 0 . Moreover we say that f : X → Y is a local homeomorphism if it is a local homeomorphism at any x 0 ∈ X. 
Hausdorff spaces and let p : Z → Y be continuous with Z connected. Ifp 1 ,p 2 : Z → X are both liftings of p then eitherp 1 =p 2 orp 1 (z) =p 2 (z) for every z ∈ Z.
Proof. Let C := {z ∈ Z :p 1 (z) =p 2 (z)}. Let us see that C is open in Z. If C = ∅ then it is open; otherwise take z 0 ∈ C and let x 0 :=p 1 (z 0 ) =p 2 (z 0 ). Moreover let U, V and g : V → U be as in the definition of local homeomorphism above. The set W :=p 
The path-lifting property is clearly a particular case of the homotopy-lifting property, with Z a one-point space. It is then remarkable the following Proof. With the notations as in the above definitions, let t →H(z, t) be the unique lifting of the path t → H(z, t), with originH 0 (z), for any z ∈ Z. Clearly f •H = H, andH(z, 0) =H 0 (z). So starting from H andH 0 as above, we have definedH, all we are left to prove is its continuity on Z × [0, 1]. Take z 0 ∈ Z, and let D be the subset of [0, 1] consisting of all t ∈ [0, 1] such thatH is not continuous at (z 0 , t). We argue by contradiction: assuming D non empty, D has an infimum a ≥ 0; since t →H(z 0 , t) is continuous, given any neighborhood U ofH(z 0 , t 0 ) in X there exists an interval J 1 , an open neighborhood of a in [0, 1], such thatH(z 0 , t) ∈ U for every t ∈ J 1 . By restricting U if necessary we can assume U open, and that f induces a homeomorphism f |U : U → V onto a neighborhood V of H(z 0 , a). By continuity of H there exists a neighborhood W 1 of z 0 in Z, and another interval 
in fact these functions coincide on W × {b}; but then, for every z ∈ W the functions defined on J by t →H(z, t), t → (f |U ) −1 • H(z, t) are liftings of t → H(z, t) which coincide on b ∈ J, an hence coincide on all of J. The equality just proved shows thatH is continuous at (z 0 , t), for every t ∈ J, t ≥ a, contradicting the minimality of a. In the rest of the proof we use the following important fact: a constant path is lifted to a constant path (which works being continuous and which is the unique lifting by Lemma 1.1). Then the following formula, where 'cl' denotes the closure in X, defines the ω-limit set of φ:
Equivalently, x ∈ ω φ if and only if x is a cluster point of a sequence (φ(t n )), for some sequence t n ∈ [0, b[ which converges to b; in the particular case of X metrizable, x ∈ ω φ if and only if there exists a sequence (t n ) with
If φ were a solution of an autonomous differential equationẋ = F (x), then the terminology 'ω-limit set' would be usual. This concept has paramount importance since one of the main goal of Dynamics is precisely to say what is the destiny of the motions (incidentally, recall that ω is the last letter of the Greek alphabet). Proof. We argue by contradiction by assuming that J = [0, a] with 0 < a < 1. We consider a local inverse of f at f (φ(a)) and we easily extend φ to a lifting defined on a larger domain, this contradicts the maximality of φ. So
Now, let us contradict ω φ = ∅ and let
(in metric spaces we could just argue with sequences).
Consider open neighbourhoods U, V , of x 0 and f (x 0 ) respectively, such that f |U : U → V be a homeomorphism, and let g be the inverse function. Proof of the Hadamard-Caccioppoli Theorem. Let f be proper (in the other sense the theorem is trivial). We are going to prove that f lifts the paths. This gives the theorem by means of Lemma 1.3.
We argue by contradiction by assuming the existence of a path α :
) and this last set is compact since f is proper. Since every finite family of closed sets {cl φ(
Closed local homeomorphisms. The hypothesis of properness of f can be replaced by closedness of f : that is, a local homeomorphism between Hausdorff spaces which maps closed subsets of X into closed subsets of Y has the path lifting property. To see this, argue as above: to prove that ω φ is nonempty, take a sequence t n ∈ [0, b[ converging to b and such that α(t n ) consists of distinct points, and is never equal to α(b) (such a sequence certainly exists, unless α is constant on some left neighborhood of b ). If the sequence (φ(t n )) has no cluster point, then its range R = {φ(t n ) : n ∈ N} is a closed set in X; but then {α(t n ) : n ∈ N} = f (R) is closed in Y ; this is plainly absurd, since α(b) / ∈ f (R), but (α(t n )) converges to α(b). There are relations between properness and closedness, see Proposition 1.1 below.
A counterexample. We are going to show that the preceding theorem is not true if we drop the Hausdorff property. Let S = R ∪ {c} with c / ∈ R with the following topology: the open sets in R, {c} ∪ A, with A open neighbourhood of 0 in R, and {c} ∪ A \ {0}. The topological space S can be said 'the line with two origins', it is path connected but the Hausdorff property does not hold true. We easily check that the function f : S → R whose restriction to R is the identity, and with f (c) = 0, is a proper local homeomorphism but it is not injective.
Incidentally, also simple connectedness is essential, at least for locally well behaved spaces. 
Proper maps
Finally, let us see Gordon's application of the Hadamard-Caccioppoli Theorem to Algebra. We give some more details than the original paper [14] . Proposition 1.3 (Nonexistence of a product in n-space for n ≥ 3). The nspace R n with n ≥ 3 cannot be endowed of a product operation R n × R n → R n , (x, y) → xy which has the following properties for any x, y, z ∈ R n and any a ∈ R
x (a y) = (a x) y = a x y ,
• (iii) x y = 0 =⇒ either x = 0 or y = 0 ,
In other words: R n , with n ≥ 3, does not have a commutative algebra structure without zero divisors. Remark that the associative property x (y z) = (x y) z is not required.
Proof. We again argue by contradiction, and we denote by F : (x, y) → xy the product. Consider the function f :
x k e k , where e 1 , . . . , e n is the standard base of R n , then f (x) = n k,l=1 x k x l F (e k , e l ), a quadratic polynomial function, hence C ∞ . Next, denoting by m, M the minimum, respectively the maximum, value of |f (x)| when x ranges over the unit sphere of R n , we have
this follows from |f (x)| = |f (|x|(x/|x|))| = |x| 2 |f (x/|x|)|, valid for every x ∈ X (note that, by (i), f (tx) = t 2 f (x) for every non-zero real number t), and readily implies that f is a proper map. The differential of f is given by df (x)v = 2xv, for every x ∈ X and v ∈ R n . In fact, by (i) and (ii),
By (iii), xv = 0, x = 0 imply v = 0. Thus df (x) is nonsingular, for every x ∈ X. Now all the hypotheses of the Hadamard-Caccioppoli theorem are satisfied (in particular Y is simply connected), and so f is a homeomorphism, in particular it is injective; but clearly f (x) = f (−x), a contradiction.
Remark to the proof. Y = R n \ {0} is simply connected if and only if n ≥ 3, and actually commutative division algebra structures exist on R n if n ≤ 2; the quaternions prove that commutativity is essential for the above result (what fails is that df (x), now given by df (x)v = xv + vx, is singular for some x ∈ X). • (ii) for all x ∈ D, the set {t ∈ R : (x, t) ∈ D Φ } is an interval containing 0;
Star-shaped images
If {x}×[0, +∞[⊂ D Φ we say that the trajectory through x is global in the future. Moreover, whenever D Φ = D × R we say that Φ is a (global) dynamical system in D.
To define Φ we start from the following dynamical system in Y :
whose trajectories are the half-lines hinged at y 0 , but with an exponential parameter instead of a linear one, so that Ψ(y, 0) = y, Ψ(y, t) → y 0 as t → +∞. It is indeed a dynamical system, because Ψ(Ψ(y, t 1 ), t 2 ) = Ψ(y, t 1 + t 2 ). 
and two such flows coincide in the intersection of their domains (so Φ will be maximal in the sequel). In the particular case where f is a local diffeomorphism (namely it is also C 1 together with all its local inverses), the mapping Φ is C 1 and it is the flow of the following differential equatioṅ
In other words we could say that Φ is the maximal lifting of Ψ • (f × id) (where id the identity in R) such that Φ(x, 0) = x for all x ∈ D.
Proof. For any small r > 0, the ball B(y 0 ; r) (with center at y 0 and radius r) is contained in f (U ), and for such r let U r := g −1 (B(y 0 ; r) ). Then U r is a neighbourhood of x 0 , and for all x ∈ U r the trajectories t → Φ(x, t) of Φ are defined globally in the future, belong to U r for all t ≥ 0 and converge to x 0 as t → +∞. Then x 0 is an attractor namely it attracts a whole neighbourhood (any U r will do), and it is stable that is any of its neighbourhoods contains a positively invariant neighbourhood with global existence in the future, indeed again we can consider U r , with small enough r (we remind that positive invariance means that Φ(x, t) ∈ U r for any x ∈ U r and t > 0, such that (x, t) ∈ D Φ ). So we just proved that x 0 is asymptotically stable, i.e. a stable attractor.
The maximal neighbourhood A of x 0 such that, for all x ∈ A, the trajectories t → Φ(x, t) of Φ are defined globally in the future, belong to A for all t ≥ 0, and converge to x 0 as t → +∞, is called the basin of attraction of x 0 . To prove that f is injective on A, let x 1 , x 2 ∈ A be such that f (
Since, for large t, both Φ(x 1 , t) and Φ(x 2 , t) enter a neighbourhood of x 0 where f is injective, we have that Φ(x 1 , t) = Φ(x 2 , t) for large t. Thus for large t we have
The image f (A) is star-shaped with respect to y 0 because
The maximality is also easily verified. Proof. Suppose first that f is a global homeomorphism onto Y . Then the inverse mapping f −1 is defined and continuous on Y and the expression Φ(x, t) = f −1 (y 0 + e −t (f (x) − y 0 )) is defined and continuous for all (x, t) ∈ D × R. Conversely, suppose that D Φ = D × R. Let y ∈ R n and ε > 0 such that y 0 + ε(y − y 0 ) ∈ f (A), and let g := (f |A) −1 . Then
and f |A is proved to be onto Y . To verify that f is also one-to-one on all of D, i.e., that A = D, it suffices to prove that A is a closed subset of D, because we already know that it is open and nonempty. Let then x n ∈ A be a sequence
we get that x n →x, whence x =x ∈ A. 
for a suitable c > 0 (the function β was introduced in (0.3)).
From now on the arguments are standard, however we prefer to complete the proof to be self-contained. Let r(t) := γ(t) . Then for a ≤ t 1 ≤ t 2 ≤ b we have
The function x → x is Lipschitz continuous and the function γ is C 1 (remind that f is a local diffeomorphism in the present theorem), so that t → r(t) is locally absolutely continuous and it has derivative almost everywhere. By the previous estimate, dividing by t 2 − t 1 and going to the limit we have r (t) ≤ c β(r(t)) almost everywhere. Now, for t, t 0 ∈]a, b[
Then r(t) for t ∈]a, b[ is bounded from above by any r 0 > 0 large enough to give In the sequel we shall need the following Lemma: Lemma 2.2 (On ∂A the trajectories have finite life). Let us assume the hypotheses of the first part of Lemma 2.1. Then the attraction basin A is invariant, namely x ∈ A =⇒ Φ(x, t) ∈ A for all t such that (x, t) ∈ D Φ , and also ∂A (the boundary of A in D) is invariant. Moreover, there is not global existence in the future for t → Φ(x, t) if x ∈ ∂A.
Proof. First of all let us see that
The set A is open in X and f is a one-to-one local homeomorphism on A, so that f (A) turns out to be open, too, and f |A: A → f (A) is a homeomorphism. f (∂A) is contained in the closure of f (A) because f is continuous. Letx be a point in the closure of A such that f (x) ∈ f (A), i.e., f (x) = f (x) for some x ∈ A. Let x n , n ≥ 1, be a sequence of points of A converging tox. By continuity of f we have f (x n ) → f (x) = f (x), and by continuity of (f |A) −1 we have
From (2.5) and the fact that f (A) is a neighbourhood of y 0 = f (x 0 ), there exists ε > 0 such that
It is obvious from its definition that A is invariant for the flow (x, t) → Φ(x, t). The same holds for ∂A: In fact, let x ∈ ∂A, x n ∈ A, x n → x, (x, t) ∈ D Φ . Then (x n , t) ∈ D Φ for all large n, because D Φ is open, and, by continuity A Φ(x n , t) → Φ(x, t). The point Φ(x, t) belongs to the closure of A, but not to A, because otherwise x = Φ(Φ(x, t), −t) itself would be in A.
Finally, from (2.6) we get:
Bounded sets in D. In the sequel we say that a set B ⊆ D is bounded in D if (i) it is bounded as a subset of X, and (ii) its closure in X is contained in D.
Trapped trajectories. We need to guarantee that the trajectories of Φ which are trapped into a closed and bounded subset of D are defined globally in the future (condition (c) in Lemma 2.3 below). This is familiar and always true for solutions to differential equations which are 'trapped' into compact sets in finite dimension. The following Lemma 2.3 shows few technical conditions each of which implies this property. In the statement we denote by [f ( • (a-1) the restriction f |B is proper for any set B closed and bounded in D;
• (a-2) f is a local C 1 diffeomorphism and for each bounded and closed set B ⊂ D we have sup
• (b) for any B, closed and bounded subset of D, and any x ∈ B, the con-
• (c) for any B, closed and bounded subset of D, and any x ∈ B, if Φ(x, t) ∈ B for all t > 0 such that (x, t) ∈ D Φ , then the trajectory through x is global in the future (in other words: trajectories which are eventually in bounded closed sets never die).
Then either one of (a-1) and (a-2) imply (b), which implies (c). All conditions are trivially satisfied if X is finite dimensional. The preceding result, as well as the following one, extend some results in [17] (by two of the authors) where the finite dimensional case is treated. That paper also shows that the converse of Proposition 2.3 holds true in R n (and proves other related facts). In the following statement we consider an Hilbert space X with scalar product ' · ', and B(x 0 ; r) will denote the open ball x − x 0 < r. We could formulate an analogous fact in general Banach spaces but it would be more complicated to be stated (but not to be proved). • (a) f is injective and f (B(x 0 ; r)) is star-shaped with respect to f (x 0 ) for all positive r ≤ r 0 ;
• (b) the following inequality holds for all x ∈ B(x 0 ; r 0 )
Proof. The left-hand side of (2.8) is the derivative with respect to t at t = 0 of the scalar function t → 1 2 Φ(x, t) − x 0 2 .
Asking it to be nonnegative is the same as asking the scalar function x → (1/2) x − x 0 2 to be weakly decreasing along the flow Φ, which in turn is the same as requiring the same from each of the functions x → 1/(r 2 − x − x 0 2 ) on B(x 0 ; r), 0 < r ≤ r 0 . These last functions have the advantage of being coercive on B(x 0 ; r). Hence condition (b) is satisfied, Proposition 2.6 can be applied to get condition (a). Conversely, if condition (a) holds, then the sets B(x 0 ; r) are positively invariant for Φ and the (square) norm of Φ(x, t) must be a weakly decreasing function of t, whence inequality (2.8).
