



можно сказать, что рассмотренный метод динамического подключения ресурсов останется 
эффективным и при значительном увеличении подключаемых вычислительных узлов.   
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Abstract. This article describes recommendation systems methods and algorithms. It also it 
describes advantages and disadvantages of each method, analysis of similar recommendation ser-
vices like service under development. The article describes the choice of recommendations algo-
rithm is for the developing service. 
Keywords: system recommendations, service, collaborative filtering, user-based collabora-
tive filtering, item-based collaborative filtering. 
 
Введение. Каждый человек оказывается в ситуации, когда ему необходимо что-то вы-
брать. Например, человек хочет посмотреть фильм на выходных, но не знает какой, а в его 
распоряжении есть только название, краткий сюжет и сопутствующий трейлер – это не про-
стая задача.  
Анализ методов рекомендации. Чтобы помочь пользователю выбирать художе-
ственные книги разрабатывается сервис рекомендации. Основной задачей любой рекоменда-
тельной системы является получение списка наиболее интересных объектов для определен-
ного пользователя. Все системы рекомендаций можно разделить на три класса [1]: 
 методы коллаборативной фильтрации; 
 методы, анализирующие содержимое объектов; 
 методы, основанные на знаниях. 
Коллаборативные методы основаны на изучении поведения пользователя, то есть от-
слеживают оцененные объекты или действия. Процесс сбора информации о пользователе 
бывает явный и неявный. При явном процессе сбора пользователю предлагается оценить 
определенные объекты, а при неявном – программа сама отслеживает действия пользователя, 
например, количество просмотров одного и того же видеоролика. Рассмотрим алгоритм, ко-
торый состоит из трех шагов: для каждого пользователя вычисляем, насколько его интересы 
совпадают с интересами конкретного пользователя, затем выбираем ближайших и, наконец, 




основан на сравнения между собой пользователей. Также есть другой подход: вместо поль-
зователей сравнивать объекты, например, книги.  Главный недостаток такой системы – это 
«холодный старт»: система не знает, кому рекомендовать новый товар и что порекомендо-
вать новому пользователю. Но его можно решить за счет анкетирования пользователя при 
регистрации или неявно собирать информацию о пользователе [2]. 
Любой объект имеет название и другую, хотя бы небольшую, текстовую информа-
цию, которая используется в методах второго класса. Например, в книжном интернет-
магазине пользователь имеет свой профиль, где указывает любимые жанры и книги. В си-
стеме хранится информация о ключевых словах из каждой книги. С помощью похожести 
ключевых слов подбираются рекомендации определенному пользователю. Основной недо-
статок методов, анализирующих содержимое объектов, заключается в узконаправленности.  
Предыдущие методы оптимально работают при достаточно частой посещаемости сер-
виса пользователем. Редкие действия определенного пользователя усложняют подбор объек-
та, которым можно его заинтересовать. Для этого применяются методы, основанные на зна-
ниях, которые решают проблему малой информативности или полного её отсутствия. 
Методы делятся на два вида: использование жестких ограничений и выбор близких объек-
тов. Алгоритм схож в обоих видах: пользователь перечисляет свои требования к объекту, а 
система пытается найти нужный объект. Все требования пользователя строго соблюдаются 
при использовании жестких ограничений. Наиболее близкие объекты предлагаются при ис-
пользовании второго вида методов, так как в этом случае допускаются близкие характери-
стики к указанным параметрам, введенных пользователем. 
Анализ аналогов сервиса. Рассмотрим несколько сервисов рекомендаций, которые 
предлагают своим пользователям не только книги, а ещё фильмы и музыку. «Имхонет» 
предлагает помощь пользователям в огромном разнообразии игр, книг и фильмов. Информа-
ция об интересах пользователя собирается на основе оцененных им объектов. На основе по-
лученных оценок составляется список единомышленников, то есть список людей, поставив-
ших схожие оценки тем же объектам. Затем составляются рекомендации конкретному 
пользователю исходя из оцененных объектов единомышленников [3]. В данном сервисе ис-
пользуется алгоритм коллаборативной фильтрации основанной на пользователях (user-based 
collaborative filtering). Разработчики сервиса заблаговременно решили проблему «холодного 
старта» для нового пользователя. Если в системе появляется новый пользователь, то ему 
необходимо оценить некоторое количество объектов, чтобы система смогла предложить пер-
сональные рекомендации. Если новый клиент не оценивает объекты, то ему предлагается 
список наиболее популярных книг, фильмов и игр. 
Рекомендательный сервис Readly направлен на подбор подходящих книг для опреде-
ленного пользователя. Персональные рекомендации доступны после регистрации пользова-
теля. Система начинает предлагать интересные книги исходя из количества прочитанных 
книг и поставленных оценок. Следовательно, рекомендательная система основана на колла-
боративной фильтрации. При этом оценка пользователя используется для поиска единомыш-
ленников, а прочитанная книга для анализа других объектов. За счет перечисления прочи-
танных книг система отбрасывает их, чтобы не предлагать знакомую книгу пользователю. 
Интеллектуальный рекомендательный сервис «Узнай, что почитать» предлагает сори-
ентировать читателя в широком выборе книг. Любой желающий может подобрать книгу в 
этом сервисе, так как регистрация не требуется. Для получения рекомендации необходимо 
указать параметры фильтра, например, цель чтения или жанр. Система использует методы, 
основанные на знаниях с выбором близких объектов. Например, при введение следующих 
параметров: размышление, переживать, фантастика – сервис предлагает книгу Дэниела Киза 
«Цветы для Элджернона», что является близким объектом, так как это современная проза.  
Выбор оптимального алгоритма. Аналоги используют разные методы для предло-




таком подходе система основывается чаще всего на пользователях. Алгоритмы рекоменда-
ций позволяют посоветовать книги, используя ключевые слова или фразы в ней. Можно сде-
лать вывод, что для разрабатываемого сервиса рекомендаций художественной литературы 
оптимальным вариантом является метод анализа содержимого объекта. Ключевые слова есть 
в каждой книге, а пользователи не всегда ставят оценки. При использовании коллаборатив-
ной фильтрации необходимо учитывать, что некоторые пользователи намеренно занижают 
или завышают оценку объектам. 
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The following article represents method of Data Mining such as market basket analysis. This 
method is used for finding association rules between criteria of design speed on a highway. As the 
result were obtained useful, trivial and incomprehensible rules. 
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Ассоциативные правила. Одной из наиболее распространенных задач Data Mining 
является исследование взаимосвязей между различными событиями для того, чтобы обнару-
жить ассоциации, зависимости между ними. Такой анализ называют анализом рыночной 
корзины, а полученные результаты – ассоциативными правилами [1]. Их основным достоин-
ством является доступное восприятие человеком в форме логических конструкций «если…, 
то…», но не все правила представляют интерес. Выделяют три вида правил [2]:  
 полезные – содержат действительную, ранее неизвестную информацию; 
 тривиальные – содержат действительную, уже известную информацию; 
 непонятные – содержат информацию, которая не может быть объяснена. 
Структура данных. Целью данной работы является определение ассоциативных пра-
вил между коэффициентами обеспеченности расчетной скорости на автомобильной дороге.  
Входными данными являются участки автомобильной дороги, для каждого из которых опре-
делены 10 частных коэффициентов расчетной скорости Крсj и нормативный показатель 
транспортно-эксплуатационного состояния КПн. Данные Крсj описывают различные характе-
ристики автомобильной дороги [3]: 
