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Abstract. During the last decade, metric properties of the bags of tree-
decompositions of graphs have been studied. Roughly, the length and the
breadth of a tree-decomposition are the maximum diameter and radius
of its bags respectively. The treelength and the treebreadth of a graph are
the minimum length and breadth of its tree-decompositions respectively.
Pathlength and pathbreadth are defined similarly for path-decompositions.
In this paper, we answer open questions of [Dragan and Köhler, Algo-
rithmica 2014] and [Dragan, Köhler and Leitert, SWAT 2014] about the
computational complexity of treebreadth, pathbreadth and pathlength.
Namely, we prove that computing these graph invariants is NP-hard. We
further investigate graphs with treebreadth one, i.e., graphs that admit
a tree-decomposition where each bag has a dominating vertex. We show
that it is NP-complete to decide whether a graph belongs to this class.
We then prove some structural properties of such graphs which allows
us to design polynomial-time algorithms to decide whether a bipartite
graph, resp., a planar graph, has treebreadth one.
1 Introduction
Tree-decompositions [20] aim at decomposing graphs into pieces, called bags, or-
ganized in a tree-like manner (formal definitions are postponed to Section 1.3).
Roughly, the width of a tree-decomposition is the maximum size of its bags.
A lot of work has been dedicated to compute tree-decompositions with small
width since such decompositions can be efficiently exploited for algorithmic pur-
poses [4]. Computing the corresponding graph invariant, the treewidth of a graph
G (i.e., the minimum width among all tree-decompositions of G), is NP-hard [2]
and no constant-approximation algorithm is likely to exist [22]. Moreover, real-
life networks generally have a large treewidth [11]. These drawbacks motivated
the study of other optimization criteria for tree-decompositions.
In particular, the metric properties of the bags have been studied. Roughly,
the length and the breadth of a tree-decomposition are the maximum diameter
and radius of its bags respectively. The corresponding graph parameters are the
treelength [13] and the treebreadth [14] respectively. Recent studies suggest that
some classes of real-life networks – including biological networks and social net-
works – have bounded treebreadth [1]. This metric tree-likeness can be exploited
?
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in algorithms. For instance, bounded treebreadth graphs admit a PTAS for the
Traveling Salesman problem [18]. They also admit compact distance labeling
schemes [12]. Furthermore, the diameter and the radius of bounded treebreadth
graphs can be approximated up to an additive constant in linear time [9]. In
contrast to the above result, we emphasize that under classical complexity as-
sumptions the diameter of general graphs cannot be approximated up to an
additive constant in subquadratic time, that is prohibitive for large graphs [8].
On the computational side, it is known that computing the treelength is NP-
hard [19]. However, contrary to the treewidth, there exists a 3-approximation
algorithm for computing the treelength [13]. In [14], a 3-approximation algorithm
for computing the treebreadth is presented but the computational complexity of
this problem is left open. Note that, because treelength and treebreadth differ
by at most a factor 2 [14], any polynomial-time algorithm for computing the
treebreadth, or an α-approximation algorithm for some α < 3/2, would improve
the 3-approximation algorithm for treelength [13].
A path-decomposition of a graph is a tree-decomposition where the bags are
organized according to a path structure. Treelength and treebreadth have their
“path counterpart”, namely the pathlength and the pathbreadth. In [15], they
have been shown to be useful in the design of approximation algorithms for
bandwidth and line-distortion. A 2-approximation (resp., a 3-approximation)
algorithm is given for computing the pathlength (resp., the pathbreadth) but
the computational complexity of both problems is left open.
The main contributions of this paper are to answer the open problems of [14]
and [15]. Namely, we prove that computing the treebreadth, pathlength and
pathbreadth of graphs are all NP-hard problems.
1.1 Related work.
In contrast with treewidth [5], deciding whether a graph has treelength at most
k is NP-complete for every fixed k ≥ 2 [19]. However, the reduction used for tree-
length goes through weighted graphs and then goes back to unweighted graphs
using rather elegant gadgets. It does not seem to us these gadgets can be easily
generalized in order to apply to the treebreadth.
Relationship between treewidth and treelength (and so, treebreadth) has
been investigated in [10]. The two parameters are uncomparable in general
graphs. For instance, cycles have treewidth at most two but treelength dn/3e,
while cliques have treewidth n − 1 but treelength equal to one [13]. However,
they differ by at most a constant ratio in the graphs with bounded genus and
bounded isometric cycles [10]. Hence we are also motivated in this work to better
understand the structure of tree-decompositions with small width for bounded
genus graphs, and to improve their computation.
Recently, the minimum eccentricity shortest-path problem – close to
the problem of computing the pathlength and pathbreadth – has been proved
NP-hard [16]. Let us point out that for every fixed k, it can be decided in
polynomial time whether a graph admits a shortest-path with eccentricity at
most k [16]. Our results will show the situation is different for pathlength and
pathbreadth.
1.2 Our contributions.
On the negative side, we prove in Section 2 that computing the treebreadth is
NP-hard. More precisely, we first prove that recognizing graphs with treebreadth
one is NP-complete. The latter may be a bit surprising since in comparison,
graphs with treelength one are exactly the chordal graphs [19], and so, they can
be recognized in linear time. Our reduction has distant similarities with the one
for treelength. However, it does not need any detour through weighted graphs.
Then, we show that the problem of deciding whether a graph has treebreadth
one is polynomially equivalent to the problem of deciding whether a graph has
treebreadth at most k, for every fixed k ≥ 1.
Next, we show that deciding if a graph has pathlength at most 2 is NP-
hard even in the class of graphs with pathlength at most 3. We also show that
deciding if a graph has pathbreadth at most 1 is NP-hard even in the class of
graphs with pathbreadth at most 2. Hence, for any ε > 0, the pathlength and the
pathbreadth cannot be approximated within a factor 32 − ε and 2− ε respectively
unless P = NP .
On the positive side, we present polynomial-time algorithms for deciding
whether a graph has treebreadth at most one, in the class of bipartite graphs
and in the class of planar graphs. Precisely, we prove that a bipartite graph
has treebreadth one if and only if it can be clique-decomposed in tree-convex
bipartite graphs [21]. Furthermore, while the planar graphs of treebreadth one
are quite specific (in particular, we prove that they have treewidth at most
4), the algorithm is intricate and relies on structural properties of graphs with
treebreadth one.
Due to lack of space, several proofs are only sketched or even omitted. They
can be found in our technical report [17].
1.3 Definitions and notations
Graphs in this study are finite, simple, connected and unweighted. Given a graph
G = (V,E), the set NG(v) denotes the set of neighbors of v ∈ V in G. Further-
more, let NG[v] = NG(v) ∪ {v}. The distance distG(u, v) between two vertices
u, v ∈ V in G is the minimum length (number of edges) of a path between u and
v in G. We will omit the subscript when no ambiguity occurs.
A tree-decomposition (T,X ) of G is a pair consisting of a tree T and of a
family X = (Xt)t∈V (T ) of subsets of V indexed by the nodes of T and satisfying:
–
⋃
t∈V (T )Xt = V ;
– for any edge e = {u, v} ∈ E, there exists t ∈ V (T ) such that u, v ∈ Xt;
– for any v ∈ V , {t ∈ V (T ) | v ∈ Xt} induces a subtree, denoted by Tv, of T .
The sets Xt are called the bags of the decomposition. For any t ∈ V (T ), the diam-
eter of the bag Xt equals maxv,w∈Xt distG(v, w). We emphasize that the distance
is the one inG (not inG[Xt]). The radius ofXt equals minv∈V maxw∈Xt distG(v, w).
We point out that the vertex v in previous definition does not necessarily be-
long to Xt. The length of (T,X ) is the maximum diameter of its bags, while the
breadth of (T,X ) is the maximum radius of its bags.
The treelength and the treebreadth of G, respectively denoted by tl(G) and
tb(G), are the minimum length and breadth of its tree-decompositions, respec-
tively. Pathlength and pathbreadth are defined similarly in the case of path
decompositions, that is, when T is a path. It has been observed in [14, 15] that
the four above parameters are contraction-closed invariants.
A tree-decomposition is called reduced if no bag is included in another one.
Starting from any tree-decomposition, a reduced tree-decomposition can be ob-
tained in polynomial time by contracting any two adjacent bags with one con-
tained in the other until it is no more possible to do that. Note that such a process
does not modify the width, the length nor the breadth of the decomposition.
In the following we will make use of the well-known Helly property in our
proofs: any family of pairwise intersecting subtrees in a tree has a nonempty
intersection.
2 Hardness of treebreadth, pathlength and pathbreadth
The main result of this section is the NP-completeness of deciding whether
tb(G) ≤ k, for any fixed k ≥ 1. We first prove that the problem is NP-complete
for k = 1. Then, we show that the problem of deciding the treebreadth of a
graph is polynomially equivalent to the problem of recognizing graphs with tree-
breadth one. Using similar techniques, we prove that computing pathlength,
resp., pathbreadth, is NP-hard.
We start by a structural result on graphs with treebreadth one which will
be a key lemma used throughout the paper. A tree-decomposition (T,X ) of a
graph is a star-decomposition if for each t ∈ V (T ), Xt ⊆ N [v] for some v ∈ Xt.
That is, star-decompositions are similar to decompositions of breadth one, but
the dominator of each bag has to belong to the bag itself. Lemma 1 shows that
both definitions are actually equivalent.
Lemma 1. For any graph G with tb(G) ≤ 1, every reduced tree-decomposition
of G of breadth one is a star-decomposition.
Proof. Let (T,X ) be any reduced tree-decomposition of G of breadth one. We
will prove it is a star-decomposition. To prove it, let Xt ∈ X be arbitrary and
let v ∈ V be such that maxw∈Xt distG(v, w) = 1, which exists because Xt has
radius one. We now show that v ∈ Xt. Indeed, since the subtree Tv and the





6= ∅ i.e., there is some bag containing {v} ∪ Xt. As a
result, we have that v ∈ Xt because (T,X ) is a reduced tree-decomposition. The
latter implies that (T,X ) is a star-decomposition because Xt is arbitrary. ut
We then show the main result of this section.
Theorem 1. Deciding whether a graph has treebreadth one is NP-complete.
In order to prove Theorem 1, we reduce the following particular instance of
Chordal Sandwich (proved to be NP-hard in [6]) to our problem. In [19], the
author also proposed a reduction from Chordal Sandwich in order to prove
that computing treelength is NP-hard. However, we will need different gadgets
than in [19], and we will need different arguments to prove correctness of the
reduction.
Problem 1 (Chordal Sandwich with nK2).
Input: graphs G1 = (V,E1) and G2 = (V,E2) such that E1 ⊆ E2, |V | is
even and the complementary Ḡ2 of G2 induces a perfect matching.
Question: Is there a chordal graph H = (V,E) such that E1 ⊆ E ⊆ E2 ?
Perhaps surprisingly, the restriction on the structure of Ḡ2 is a key element
in our reduction. Indeed, we will need the following technical lemma whose proof
can be found in [17].
Lemma 2. Let G1 = (V,E1), G2 = (V,E2) such that E1 ⊆ E2 and Ḡ2 is a per-
fect matching. Suppose that 〈G1, G2〉 is a yes-instance of Chordal Sandwich
with nK2.
There exists a tree-decomposition (T,X ) of G1 with |X | = |V |/2+1 bags such
that for every {u, v} /∈ E2, Tu ∩Tv = ∅ and there are two adjacent bags Bu ∈ Tu
and Bv ∈ Tv such that Bu \ u = Bv \ v.
Proof of Theorem 1. The problem is in NP. To prove the NP-hardness, let
〈G1, G2〉 be any instance of Chordal Sandwich with nK2. Let G′ be the
graph constructed from G1 as follows. First, a clique V
′ of 2n = |V | vertices
is added to G1. Vertices v ∈ V are in one-to-one correspondance with vertices
v′ ∈ V ′. Then, for every {u, v} /∈ E2, u and v are respectively made adjacent
to all vertices in V ′ \ v′ and V ′ \ u′. Finally, we add a copy of the gadget Fuv,
depicted in Figure 1(a), and the vertices suv and tuv are made adjacent to the
four vertices u, v, u′, v′.
We will prove tb(G′) = 1 if and only if 〈G1, G2〉 is a yes-instance of Chordal
Sandwich with nK2.
In one direction, assume tb(G′) = 1, let (T,X ) be a star-decomposition of G′
(which exists by Lemma 1). We prove that the triangulation of G1 obtained from
this star-decomposition is the desired chordal sandwich. Let H = (V, {{u, v} |
Tu ∩ Tv 6= ∅}). H is a chordal graph such that E1 ⊆ E(H). To prove that
〈G1, G2〉 is a yes-instance of Chordal Sandwich with nK2, it suffices to
prove that Tu ∩ Tv = ∅ for every {u, v} /∈ E2. We claim that it is implied
by Tsuv ∩ Ttuv 6= ∅. Indeed, assume Tsuv ∩ Ttuv 6= ∅ and Tu ∩ Tv 6= ∅. Since
suv, tuv ∈ N(u) ∩N(v), Tu, Tv, Tsuv , Ttuv pairwise intersect, there is a bag with
u, v, suv, tuv by the Helly property. The latter contradicts that (T,X ) is a star-
decomposition because no vertex dominates the four vertices. Hence the claim is
proved. So, let us prove that Tsuv ∩Ttuv 6= ∅. By contradiction, if Tsuv ∩Ttuv = ∅
then every bag B onto the path between Tsuv and Ttuv must contain cuv, xuv.
Since N [cuv]∩N [xuv] = {suv, tuv} and (T,X ) is a star-decomposition, it implies
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(b) A subtree of the star-decomposition of G′
(bottom) obtained from an internal bag with
degree four of (T,X ) (top). Subtrees Ti are star-
decompositions of the gadgets Fuivi .
Fig. 1.
adjacent bags Bs ∈ Tsuv , Bt ∈ Ttuv such that Bs ⊆ N [suv] and Bt ⊆ N [tuv]. In
particular, Bs∩Bt must intersect the path (yuv, wuv, zuv) because yuv ∈ N(suv)
and zuv ∈ N(tuv). However, N [suv] ∩ N [tuv] ∩ {yuv, wuv, zuv} = ∅, that is a
contradiction. As a result, Tsuv∩Ttuv 6= ∅ and so, Tu∩Tv = ∅ for any {u, v} /∈ E2.
Conversely, assume that 〈G1, G2〉 is a yes-instance of Chordal Sandwich
with nK2. Since Ḡ2 is a perfect matching by the hypothesis, let (T,X ) be as
stated in Lemma 2. We will modify (T,X ) in order to obtain a star-decomposition
of G′. To do so, we will use the fact that there are |V |/2 = n edges in E(T ) and
the properties stated by Lemma 2. Indeed, this implies that there is a one-to-one
mapping α : E(T ) → E(Ḡ2) between the edges of T and the non-edges of G2.
Precisely, for any edge e = {t, s} ∈ E(T ), let α(e) = {u, v} ∈ E(Ḡ2) be the
non-edge of G2 such that u ∈ Xt, v ∈ Xs and Xt \ u = Xs \ v.
Intuitively, the star-decomposition (T ′,X ′) of G′ is obtained as follows. For
any t ∈ V (T ) with incident edges e1, · · · , ed, we first replace Xt by a path-
decomposition (Yt,e1 , · · · , Yt,ed). Then, for any edge e = {t, s} ∈ E(T ), an edge is
added between Yt,e and Ys,e. Finally, the center-bag of some star-decomposition
of the gadget Fα(e) is made adjacent to Yt,e (see Figure 1(b) for an illustration).
More formally, let t ∈ V (T ) and e ∈ E(T ) incident to t, and let {u, v} = α(e).
Let Yt,e = V
′ ∪ Xt ∪ {suv, tuv} (note that Yt,e is dominated by u′ ∈ V ′). Let
e1, · · · , ed be the edges incident to t in T , in any order. For 1 ≤ i < d, add an edge
between Yt,ei and Yt,ei+1 . For any edge e = {t, s} ∈ E(T ), add an edge between
Yt,e and Ys,e. Finally, add the star-decomposition (T
e,X e) for the gadget Fα(e)
as depicted in Figure 1(a) and add an edge between its center and Yt,e.
The resulting (T ′,X ′) is a star-decomposition of G′, hence tb(G′) = 1. ut
We next show that computing the treebreadth is polynomially equivalent to
the recognition of graphs with treebreadth one.
Lemma 3. For every graph G, for every positive integer r, there exists a graph
G′r computable in polynomial time such that tb(G) ≤ r if and only if tb(G′r) ≤ 1.
Proof. Let G have vertices v1, v2, . . . , vn, and let r > 0. The graph G
′
r is obtained
from G by adding a clique U = {u1, u2, . . . , un} so that for every 1 ≤ i ≤ n, ui
is adjacent to all vertices in BG(vi, r) = {x ∈ V (G) | distG(vi, x) ≤ r}.
If tb(G) ≤ r then we claim that given a tree-decomposition (T,X ) of G with
breadth at most r, one obtains a star-decomposition of G′r by adding the clique
U in every bag in X . Indeed, for every bag Xt ∈ X , by the hypothesis there
is vi ∈ V (G) such that maxx∈Xt distG(vi, x) ≤ r, hence Xt ∪ U ⊆ NG′r [ui].
Conversely, if tb(G′r) ≤ 1 then we claim that given a star-decomposition (T ′,X ′)
of G′r, one obtains a tree-decomposition of G with breadth at most r by removing
every vertex of the clique U from every bag in X ′. Indeed, for every bag X ′t ∈
X ′, by the hypothesis there is y ∈ X ′t such that X ′t ⊆ NG′r [y]. Furthermore,
y ∈ {ui, vi} for some 1 ≤ i ≤ n, and so, since NG′r [vi] ⊆ NG′r [ui] by construction,
X ′t \ U ⊆ NG′r (ui) \ U = {x ∈ V (G) | distG(vi, x) ≤ r}. ut
Lemma 4. For every graph G, for every positive integer r, there exists a graph
G′ computable in polynomial time such that tb(G) ≤ 1 if and only if tb(G′) ≤ r.
Proof. For every {u, v} ∈ E(G), let F ruv be obtained from Fuv in Figure 1(a) by
adding an edge {suv, tuv} then subdividing each edge r− 1 times. The graph G′
is obtained from G by substituting each edge {u, v} ∈ E(G) with a distinct copy
of F ruv then identifying u, v with suv, tuv.
If tb(G) ≤ 1 then let us modify a star-decomposition (T,X ) of G in a tree-
decomposition (T ′,X ′) of G′ of breadth at most r. Clearly, every bag in X has
radius at most r in G′. Furthermore, let (Tuv,X uv) be the star-decomposition of
Fuv in Figure 1(a), with three leaf-bags and one central bag. It can be modified
in a tree-decomposition of F ruv by i) adding in each bag containing both end-
vertices of an edge in Fuv the r−1 vertices in F ruv that result from its subdivision,
and ii) adding a new leaf-bag with {u, v} and the r−1 vertices that result from
its subdivision. Finally, let (T ′,X ′) be obtained from (T,X ) by adding an edge
between some bag in Tu∩Tv and the central bag of Tuv for every {u, v} ∈ E(G).
Since (T ′,X ′) has breadth r, tb(G′) ≤ r.
Conversely, if tb(G′) ≤ r then we claim that given a tree-decomposition
(T ′,X ′) of G′ of breadth at most r, one obtains a tree-decomposition of G of
breadth one by removing every vertex of V (G′) \ V (G) from the bags in X ′.
Before proving the claim, observe that no vertex in V (G′) \ V (G) can be at
distance at most r from three vertices in V (G), and in case it is at distance at
most r from two vertices u, v ∈ V (G) then {u, v} ∈ E(G). Therefore, in order to
prove the claim it suffices to prove that u = suv and v = tuv are in a common
bag of X ′ for every {u, v} ∈ E(G). The latter can be proved by elaborating on
the same arguments as for Theorem 1. ut
From Lemmas 3, 4 and Theorem 1, it follows that:
Theorem 2. For any fixed k ≥ 1, deciding whether a graph G has treebreadth
at most k is NP-complete.
To conclude this section, we consider pathlength and pathbreadth. Due to
lack of space, the proofs are postponed in [17].
Theorem 3. For any ε > 0, the pathlength (resp., the pathbreadth) cannot be
approximated within a factor 32 − ε (resp., 2− ε) unless P = NP .
3 Graphs with treebreadth one: some polynomial cases
In this section, we investigate further the class of graphs with treebreadth one.
It strictly contains chordal graphs and dually chordal graphs, well-studied graph
classes in algorithmic graph theory [7]. We first show some useful lemmas that
somehow state that we can restrict our study on graphs without clique-separator.
Then, we show that the problem of recognizing graphs with treebreadth one can
be solved in polynomial time in the class of bipartite graphs and in the class of
planar graphs.
Let G = (V,E) be a connected graph. Recall that a set S ⊂ V is a separator
if G \ S is disconnected. It is called a clique-separator if S induces a complete
graph. A full component for S is any connected component C of G \S such that
N(C) = S. If C is a full component for S then we call the induced subgraph
G[C ∪S] a block. Finally, S is a minimal separator if there exist at least two full
components for S.
Our objective is to prove that if a graph G has treebreadth one then so do
all its blocks. In fact, we will prove a slightly more general result:
Lemma 5. Let G = (V,E), S be a separator and W be the union of some
connected components of G \ S. If tb(G) = 1 and W contains a full component
for S, then tb(G[W ∪ S]) = 1.
Proof. Let (T,X ) be a star-decomposition ofG. We remove vertices in V \(W∪S)
from bags in X , that yields a tree-decomposition (T,X ′) of G[W ∪ S]. We will
prove that (T,X ′) has breadth one (but is not necessarily a star-decomposition).
Indeed, let X ′t ∈ X ′. By construction, X ′t ⊆ Xt with Xt ∈ X . Let v ∈ Xt satisfy
Xt ⊆ NG[v]. If v ∈ X ′t, then we are done. Else, since for all x /∈ S ∪W,N(x) ∩
(S ∪W ) ⊆ S (because S is a separator by the hypothesis), we must have that
Xt ⊆ S. Let A ⊆W be a full component for S, that exists by the hypothesis, let
TA be induced by the bags intersecting A. Since TA and the subtrees Tx, x ∈ Xt
pairwise intersect — because for all x ∈ Xt, x ∈ S and so, x has a neighbour in A
—, then by the Helly property there is a bag in X containing Xt and intersecting
A. Furthermore, any u ∈ V dominating this bag must be either in S or in A, so,
in particular there is u ∈ A ∪ S such that Xt ⊆ N [u]. ut
The converse of Lemma 5 does not hold in general (see Fig. 2), yet there are
interesting cases when it does.
u V
Fig. 2. S = {u, v} separates G in two subgraphs of treebreadth 1. However, tb(G) = 2.
Lemma 6. Let G = (V,E) with a minimal clique-separator S and A be a full
component. Then, tb(G) = 1 if and only if tb(G[A∪S]) = 1 and tb(G[V \A]) = 1.
The proof of Lemma 6 is deferred to [17]. Recall that computing the clique-
minimal-decomposition of a graph G takes O(nm)-time, where m denotes the
number of edges [3]. By doing so, one replaces a graph G with the maximal
subgraphs of G that have no clique-separator, a.k.a. atoms. So, in the following
we will only consider graphs without a clique-separator, a.k.a., prime graphs.
3.1 Bipartite graphs
Bipartite graphs with treebreadth one are an interesting subclass of their own
since they contain the convex bipartite graphs and the chordal bipartite graphs
(i.e., bipartite graphs with no induced cycle of length at least six). In this section,
we present a linear-time algorithm that decides whether a prime bipartite graph
has treebreadth one, and computes a corresponding decomposition if any. Since
the clique-decomposition of a given bipartite graph can be computed in linear
time, this proves combined with Lemma 6 that it can be decided in linear time
whether a bipartite graph has treebreadth one.
More precisely, we show that prime bipartite graphs with treebreadth one
coincide with tree-convex bipartite graphs, a generalization of convex bipar-
tite graphs [21]. A bipartite graph is called tree-convex if it admits a tree-
decomposition where the bags are the close neighbourhoods of any one side
of its bipartition. By definition, tree-convex graphs have treebreadth one. The
following lemma is a converse of this result.
Lemma 7. Let G = (V0∪V1, E) be a prime bipartite graph with treebreadth one.
There is (T,X ) a star-decomposition of G such that either X = {N [v0] | v0 ∈
V0}, or X = {N [v1] | v1 ∈ V1}.
Proof. Let (T,X ) be a star-decomposition of G minimizing |X |. Suppose there
is some v0 ∈ V0, there is t ∈ V (T ) such that Xt ⊆ NG[v0] (the case when
there is some v1 ∈ V1, there is t ∈ V (T ) such that Xt ⊆ NG[v1] is symmetrical
to this one). We claim that for every t′ ∈ V (T ), there is v′0 ∈ V0 such that
Xt′ ⊆ NG[v′0]. By contradiction, let v0 ∈ V0, v1 ∈ V1, let t, t′ ∈ V (T ) be such that
Xt ⊆ NG[v0], Xt′ ⊆ NG[v1]. By connectivity of the tree T we may assume w.l.o.g.
that {t, t′} ∈ E(T ). Moreover, NG(v0) ∩ NG(v1) = ∅ because G is bipartite.
Therefore, Xt ∩ Xt′ ⊆ {v0, v1}, and in particular if Xt ∩ Xt′ = {v0, v1} then
v0, v1 are adjacent in G. However, by the properties of a tree-decomposition this
implies that Xt ∩ Xt′ is a clique-separator (either an edge or a single vertex),
thus contradicting the fact that G is prime.
Let v0 ∈ V0 be arbitrary. We claim that there is a unique bag Xt, t ∈ V (T ),
containing v0. Indeed, any such bag Xt must satisfy Xt ⊆ NG[v0], hence the
subtree Tv0 can be contracted into a single bag
⋃
t∈Tv0
Xt without violating the
property for the tree-decomposition to be a star-decomposition. As a result, the
uniqueness of the bag Xt follows from the minimality of |X |. Since Xt is unique
and Xt ⊆ NG[v0], therefore Xt = NG[v0] and so, X = {N [v0] | v0 ∈ V0}. ut
As shown in [21], tree-convex graph recognition can be reduced to hyper-
tree recognition, that can be done in linear time [7]. Altogether, we obtain the
following characterization of bipartite graphs with treebreadth one.
Corollary 1. A bipartite graph has treebreadth one if and only if every of its
atoms is tree-convex, which can be decided in linear time.
3.2 Planar graphs
In this section, we sketch a quadratic algorithm to recognize prime planar graphs
of treebreadth one. Combined with Lemma 6, this shows that planar graphs of
treebreadth one can be recognized in quadratic time. Our algorithm also allows
to compute a corresponding decomposition in cubic time. Since the full analysis
is lengthy, all proofs in this section are deferred to [17].
Our work in this section brings more insights on tree-decompositions with
small width for planar graphs. Indeed, we prove the following.
Lemma 8. For every planar graph G, tb(G) ≤ 1 implies tw(G) ≤ 4.
The algorithm is recursive. Given G = (V,E), we search for a specific vertex,
called a leaf-vertex, whose closed neighborhood must be a leaf-bag of a star-
decomposition if tb(G) = 1. Basing on Lemma 5 and a delicate case-by-case
analysis of the structure of star-decompositions, we define three types of leaf-
vertices (e.g., see Figure 3). A vertex v is a leaf-vertex if one of the following
conditions hold.
Type 1. N(v) induces an avbv-path for some av, bv ∈ V \ {v}, denoted by Πv,
of length at least 3 and there is dv ∈ V \ {v} such that N(v) ⊆ N(dv).
Type 2. N(v) induces a path, denoted by Πv = (av, bv, cv), of length 2.
Type 3. N(v) consists of two non adjacent vertices av and cv, and there is










Type 1 Type 2 Type 3
Fig. 3. The three kinds of leaf-vertices.
Ideally, we would like to remove v from G and apply recursively our algorithm
on G \ v. However, in some case tb(G \ v) = 1 while tb(G) > 1 (see Fig. 2). So,
we must also add edges between vertices that must be in a common bag of a
star-decomposition of G if tb(G) = 14. The choice of the edges to add is made
4 We aim at turning the separator N(v) into a clique. However, we cannot do that
directly since it would break the distances in G, and the graph needs to stay planar.
more difficult by the need for the resulting graph G′ to stay prime and planar in
order to apply our algorithm recursively on G′. To show that tb(G) = 1 if and
only if the resulting graph has treebreadth one also requires tedious lemmas.
Theorem 4. Recognizing planar graphs of treebreadth one can be done in quadratic
time. Moreover, a star-decomposition (if any) can be computed in cubic time.
Sketch proof. Let G = (V,E) be a prime planar graph. We can assume |V | ≥ 8
and G has no star-decomposition with two bags (both cases are treated sep-
arately by exhaustive search). In such case, tb(G) = 1 implies there exists a
leaf-vertex v, that can be found in linear time.
If G \ v is prime then we prove tb(G) = 1 if and only if tb(G \ v) = 1, except
in the special case when v is of Type 2 or 3 and |(N(av) ∩ N(cv)) \ v| ≤ 2.
Furthermore, we prove for the latter case that av, cv must have two common
neighbours uv, bv in G \ v (else, tb(G) > 1) and G′, obtained from G by adding
the edges {v, uv}, {v, bv}, is planar and prime, and it satisfies tb(G) = 1 if and
only if tb(G′) = 1. So, we call the algorithm either on G′ or on G \ v5.
The most difficult situation is when G \ v contains a clique-separator. This
case is reduced to the one when v is of Type 2, there is an edge-separator (bv, uv)
of G \ v, and {av, uv} /∈ E. Then, we aim at applying the algorithm recursively
on G′, obtained from G\v by adding the edge {av, cv}. However, tb(G′) = 1 does
not imply tb(G) = 1 in general. We prove it is the case if uv, cv are nonadjacent
or N(uv) ∩N(av) does not disconnect av from uv in G \ (cv, v).
Else, we compute a plane embedding of G, and a vertex x ∈ N(av) ∩N(uv)
such that: v, cv and all other common neighbours of av, uv are in a same region
R, bounded by (av, x, uv, bv). We wish to create an avuv-path in V \R by adding
edges in N(bv) ∩N(x). In doing so, we go back to the previous subcase as now
N(av) ∩N(uv) is no more a avuv-separator of G \ (cv, v). However, we have to
ensure that it is possible to add such a path in V \ R, and that its addition
does not affect the value of treebreadth for the graph. We prove it is the case
unless V ⊆ R (in which case we apply the algorithm recursively on G′, obtained
from G by identifying bv with x), or if there is a leaf-vertex l ∈ N(bv) ∩ N(x).
Furthermore, in the latter case we replace v with l in the above analysis, i.e., l
becomes the actual leaf-vertex to be considered.
Additional properties are needed in order to prove the algorithm terminates,
and that it does so in a linear number of steps. ut
Conclusion. We conclude this paper by some questions that remain open. First,
it would be interesting to know the complexity of deciding the treebreadth of
planar graphs. Second, all the reductions presented in this paper rely on con-
structions containing large clique or clique-minor. We left open the problem of
recognizing graphs with tree-breadth one in the class of graphs with bounded
treewidth or bounded clique-number. More generally, is the problem of comput-
ing the treebreadth Fixed-Parameter Tractable when it is parameterized by the
treewidth or by the size of a largest clique-minor?
5 When v is of Type 1 we call the algorithm on G′, obtained from G\v by contracting
the internal nodes of Πv to an edge, in order to obtain a quadratic complexity.
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