Abstract-Millimeter-wave (mm-wave) frequency bands provide an opportunity for much wider channel bandwidth compared with the traditional sub-6-GHz band. Communication at mm-waves is, however, quite challenging due to the severe propagation pathloss incurred by conventional isotropic antennas. To cope with this problem, directional beamforming both at the base station (BS) side and at the user equipment (UE) side is necessary in order to establish a strong path conveying enough signal power. Finding such beamforming directions is referred to as beam alignment (BA). This paper presents a new scheme for efficient BA. Our scheme finds a strong propagation path identified by an angle-of-arrival (AoA) and angle-of-departure (AoD) pair, by exploring the AoA-AoD domain through pseudorandom multi-finger beam patterns and constructing an estimate of the resulting second-order statistics (namely, the average received power for each pseudo-random beam configuration). The resulting under-determined system of equations is efficiently solved using non-negative constrained least-squares, yielding naturally a sparse non-negative vector solution whose maximum component identifies the optimal path. As a result, our scheme is highly robust to variations of the channel time dynamics compared with alternative concurrent approaches based on the estimation of the instantaneous channel coefficients, rather than of their second-order statistics. In the proposed scheme, the BS probes the channel in the downlink and trains simultaneously an arbitrarily large number of UEs. Thus, "beam refinement," with multiple interactive rounds of downlink/uplink transmissions, is not needed. This results in a scalable BA protocol, where the protocol overhead is virtually independent of the number of UEs, since all the UEs run the BA procedure at the same time. Extensive simulation results illustrate that our approach is superior to the state-of-the-art BA schemes proposed in the literature in terms of training overhead in multi-user scenarios and robustness to variations in the channel dynamics.
I. INTRODUCTION

C
OMMUNICATION at millimeter-waves (mm-waves) provides an opportunity to fulfill the demand for high data rates in the next generation communication networks because of the large available bandwidth [1] . A critical challenge to signaling at mm-waves compared with sub-6 GHz spectrum is the severe propagation loss when conventional isotropic antennas are used [2] . The standard way to counter the isotropic pathloss consists of using antenna gain at both the transmitter and the receiver sides. In a mobile environment, such antenna gain is achieved by electronically steerable antenna arrays, in order to cope with beam direction changes due to the relative motion of transmitter and receiver. Fortunately, due to the small wavelength, it is possible to package a large number of antenna elements in a small form factor, such that large antenna arrays can be implemented at both the Base Station (BS) side and the User Equipment (UE) side. Moreover, it has been observed experimentally and modeled mathematically that the propagation channel at mm-waves is formed by a very sparse collection of scatterers in the angle domain [3] - [6] . This implies that, to establish reliable communication, the BS and the UE need to focus their beams in the direction of a strong path. For example, in the case of Line-of-Sight (LoS) propagation, the beams must point at each other since the LoS path is typically the strongest one.
More in general, we refer to the problem of finding a narrow beam direction at both the BS and the user sides yielding a SNR after beamforming above a desired threshold as the Beam Alignment (BA) problem. This problem is quite well studied in the literature [3] - [16] . In particular, it is known to be a challenging problem since in mm-waves the SNR before beamforming (i.e., in isotropic propagation conditions) is typically very low, especially in outdoor non-LoS conditions. Moreover, although the number of array antennas may be very large, the number of Radio Frequency (RF) chains is limited, due to the difficulty of implementing a full RF chain (including A/D conversion, modulation, and PA/LNA amplification) for each array element in a very small form factor and for a very large bandwidth. The small number of RF chains prevents the implementation of classical digital beamforming schemes in the baseband domain. Hence, a widely studied approach consists of Hybrid-Digital-Analog (HDA) beamforming [7] , [17] .
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In this case, a naive sequential scanning of the Angle-ofDeparture (AoD) and Angle-of-Arrival (AoA) domains with narrow beams in order to find an alignment to a strongly connected propagation path is very time-consuming and would incur a large initial acquisition protocol overhead, not suited for outdoor mobile applications [11] - [18] .
A. Related State-of-the-Art
The inefficiency of naive alignment search has motivated BA algorithms based on hierarchical adaptive search, interactive search, and Compressed Sensing (CS) techniques [8] - [16] .
The fundamental idea of hierarchical methods is to use wider beam patterns at the start of the search and to refine them in several consecutive stages. In [11] , for example, the authors develop a bisection algorithm in which the range of AoDs and AoAs are divided by a factor of 2 at each step and is refined by probing the resulting 2 × 2 sections and identifying the section with the maximum received power. A similar idea using overlapped beam patterns is used in [12] . Such hierarchical techniques, however, require the interaction of the BS with each individual UE, since the training is bi-directional and involves both Downlink (DL) probing and Uplink (UL) feedback for each iterative round.
In [13] , a method is proposed where the BS and the UE iteratively and collaboratively identify the dominant eigenvector of their channel matrix via the well-known power method. However, this approach requires to demodulate the signal at each antenna both at the BS and at the UE sides. Therefore, this method is essentially incompatible with the HDA beamforming structure.
More recently, considering the natural channel sparsity in the AoA-AoD domain [3] - [6] , CS-based algorithms have been proposed for BA in mm-waves [14] - [16] , [19] - [21] . These algorithms are efficient and particularly attractive for multiuser scenarios, but they are based on the assumption that the instantaneous channel remains invariant during the whole probing/measuring stage (the same assumption is also adopted in [11] and [12] ). This assumption is typically not satisfied in practice due to the large Doppler spread at mm-waves, implying significant time-variations of the channel coefficients even in conditions of moderate mobility [22] , [23] . 1 
B. Contributions
In this paper, we propose a novel BA scheme that has the following advantages compared with the existing works in the literature:
1) Low-Complexity Beam Direction Estimation: Our scheme finds a strong propagation path identified by an AoA-AoD pair, by exploring the AoA-AoD domain through pseudo-random multi-finger beam patterns, and constructing an estimate of the resulting second-order statistics (namely, the average received power for each pseudo-random beam configuration). The resulting under-determined system of equations is efficiently solved using Non-Negative Least-Squares (NNLS), yielding naturally a sparse non-negative vector solution whose maximum component identifies the optimal path.
2) System-Level Scalability: In our approach, the BS actively probes the channel by periodically broadcasting a beamforming codebook (consists of a sequence of pseudo-random beamforming patterns) over reserved beacon slots in the DL, while all UEs stay in listening mode. Measurements are collected by the UEs, which locally and independently identify the AoA-AoD of a strong multipath component. Since there is no need for interaction between the BS and each UE, the proposed BA scheme is highly scalable and its overhead and complexity do not grow with the number of active users in the system.
3) User-Specific Beamforming Codebook: During the beacon slots, each UE makes use of its own receive beamforming codebook. The BS needs no knowledge of such codebook, which can be locally generated by each UE. We shall show that the optimal angular spreading factor of the receiver beamforming patterns yielding the fastest BA acquisition time depends on the pre-beamforming SNR. Hence, our method has the advantage that beamforming codebook of each UE can be individually and locally tailored, depending on hardware constraints (number of RF chains) and SNR conditions, without impacting the overall system functions.
4) Robustness to Variations in Channel Statistics:
Our scheme is based on quadratic measurements (i.e., averaged received power, yielding estimates of the channel second order statistics), rather than linear measurements of the channel coefficient vectors. As such, our scheme is highly robust to variations in the channel time-dynamics. We also illustrate via numerical simulations that existing CS-based algorithms fail to estimate the channel strong path direction when the channel is significantly time-varying, i.e., it undergoes several fading cycles during the estimation period, whereas our scheme performs well for a wide range of channel dynamics. Using channel second order statistics for BA is also considered in [24] via the Maximum Likelihood (ML) estimation of the channel covariance matrix. However, in [24] the channel probing signals are transmitted isotropically through a single antenna or via a fixed beamforming pattern from the BS side. The drawback is that with isotropic transmission the received SNR at the UE side might be very low whereas with fixed beamforming the transmit pattern might not hit any strong multipath component. Moreover, in [24] the UEs can estimate only their corresponding AoAs rather than the joint AoA-AoD pairs of the strong paths. In contrast, our scheme yields the joint AoA-AoD pairs, allowing full BA at both the BS and the UE sides.
Notation: We denote vectors by boldface small (e.g., a) and matrices by boldface capital (e.g., A) letters. Scalars are denoted by non-boldface letters (e.g., a, A). We represent sets by calligraphic letter A and their cardinality with |A|. We denote the empty set by ∅. We use for the expectation, ⊗ for the Kronecker product of two matrices, A T for transpose, A * for conjugate, and A H for conjugate transpose of a matrix A. The output of an optimization problem such as arg min x∈X f (x) is denoted by x * . The complex circularly symmetric Gaussian distribution with a mean μ and a variance γ is denoted by CN (μ, γ). For an integer k ∈ , we use the shorthand notation [k] for the set of non-negative integers {1, ..., k}.
II. BASIC SETUP
A. Channel Model
We consider a mm-wave system including a BS equipped with a Uniform Linear Array (ULA) with M antennas and m M RF chains. We consider a generic UE, also equipped with a ULA with N antennas and n N RF chains. We assume that both the BS and UE arrays have the antenna spacing d = ] the steering angles with respect to the BS and UE arrays. We represent the array responses of the BS and UE to a planar wave coming from the angles θ and φ by the M -dim and N -dim array vectors a(θ) ∈ M and b(φ) ∈ N respectively, with elements
We assume that the communication between the BS and the UE occurs via a collection of sparse multi-path components (MPCs) in the AoA-AoD-delay domain [1] , where the N × M low-pass equivalent impulse response of the channel at a symbol time s is given by
where ρ s,l is the random channel gain of the l-th MPC at
. Typically the number of significant MPCs satisfies L max{M, N } [2] . In practice there may be a large number of MPCs that convey such a small amount of signal power that can be simply neglected since in any case they will not be useful for signal transmission even after the BA is achieved. Note that in the channel model, we made the implicit assumption (very common in most beamforming and array processing literature) that the communication bandwidth B is much smaller than the carrier frequency f 0 , such that the array responses in (1) are essentially constant with f ∈ [f 0 −B/2, f 0 +B/2]. We adopt a block fading model, where the channel gains ρ s,l , l ∈ [L], remain invariant over the channel coherence time Δt c but change randomly across different coherence times according to a given wide-sense stationary process with given Doppler power spectral density [25] . We also assume that each MPC is formed by a cluster of micro-scatterers corresponding (roughly) to the same delay and AoA-AoD (see Fig. 1 ), such that the channel gains ρ s,l ∼ CN (0, γ l ) have a zero-mean complex Gaussian distribution.
We also assume that the angle coherence time, i.e., the time scale over which the AoA-AoDs of the scatterers
2 Consistently with the current technology trend in mm-wave systems, in this paper we focus on a Time-Division Duplexing (TDD), where the UL and the DL communication occur over the same frequency band. change significantly, is much longer than the channel coherence time Δt c . Hence, the angles can be treated as locally constant (but unknown) during the BA phase. This local stationarity of the scattering geometry is widely used in the literature and confirmed by channel sounding measurements (e.g., see [23] , [26] ).
B. Signaling Model
Consider the communication between the BS and a generic UE. Since the BS has m RF chains, it can transmit up to m different data streams. For a given signaling interval t 0 , let x s,i (t), t ∈ [st 0 , (s + 1)t 0 ), be the continuoustime baseband equivalent signal corresponding to the i-th data stream. We assume that the channel is time-invariant over each symbol, i.e., t 0 < Δt c . To transmit the i-th data stream, the BS applies a beamforming vector u s,i ∈ M . Without loss of generality, the beamforming vectors are normalized such that u s,i = 1.
3 The (baseband equivalent) transmitted signal at symbol time s is given by
The corresponding received signal at the UE array is
where g BS s,l,i := a(θ l ) H u s,i denotes the beamforming gain along the l-th MPC at the BS side for the i-th RF chain. As stated before, we assume that the UE is also equipped with n RF chains and the analog RF signal received at the UE antenna array is distributed into these chains for demodulation. This is achieved by signal splitters that divide the signal power by a factor of n. The noise in the receiver is mainly introduced by the RF chain electronics (filter, mixer, and A/D conversion). It follows that the noisy received signal at the output of the j-th RF chain at the UE side is given by
where v s,j ∈ N denotes the normalized beamforming vector of the j-th RF chain at the UE side, where g In this paper, we consider OFDM signaling with given subcarrier separation Δf , hence, each symbol x s,i (t) in the general model defined before corresponds here to an OFDM symbol. The number of subcarriers is given by F := B/Δf , where B denotes the channel bandwidth as defined before. We make the standard assumption that the duration τ cp of the Cyclic Prefix (CP) of the OFDM modulation is longer than the channel delay spread, implying t 0 = 1/Δf + τ cp with τ cp ≥ max{τ l }−min{τ l }. Hence, after OFDM demodulation, the Inter-Block Interference is completely removed and we can focus on a per-symbol model in the frequency domain [25] . Also, for simplicity, we neglect the effect of pulse-shaping in the OFDM signaling and assume a frequency-flat pulse response. Applying the Fourier transform to the matrix-valued channel impulse response (2), the frequency-domain channel matrix at symbol interval s is given by
We denote the OFDM subcarriers as
denote the frequency-domain data symbol for the i-th stream. Applying OFDM demodulation to the received signal (5), we obtain the corresponding frequency-domain received signal at the j-th receiver RF chain, with transmit beamforming vector u s,i and receive beamforming vector v s,j in the form
denotes the noise at j-th RF chain of UE at subcarrier ω, with variance σ 2 = Δf N 0 which we assume is known for each UE [6] .
C. Beam Alignment
During the DL probing slots (see frame structure discussed in Section III), we assume that the signal corresponding to different transmitted streams x s,i (t) are orthogonal, i.e.,
where E i is the energy per symbol for the i-th data stream and δ i,i is the Kronecker delta symbol (equal to 1 for i = i and 0 otherwise). For example, this can be obtained in the frequency domain by using OFDM and mapping the different streams onto sets of non-overlapping subcarriers.
denote the signal contribution relative to the i-th transmitted data stream of the BS received at the output of the j-th RF chain of the UE (see (5)), defining B i and P i = E i /t 0 to be the bandwidth and the average power of x s,i (t), respectively, and recalling
, the SNR after beamforming (ABF) for the i-th data stream received at the j-th RF chain at the UE is given by
We define the total transmit power of the BS as P tot = m i=1 P i . In particular, for equal power allocation (P i = P tot /m) over the streams, we have
For later use, we also define the SNR before beamforming (BBF) by
This is the SNR obtained when a single data stream (m = 1) is transmitted through a single BS antenna and is received in a single UE antenna (isotropic transmission) over a single RF chain (n = 1) with full-band spreading.
A challenge in mm-wave communication is that the SNR before beamforming SNR BBF in (11) is typically very low. This cannot be increased by simply boosting the transmit power P tot because of hardware and regulation limitations, also because, in general, we would like to design energy-efficient systems. Another option consists of communicating over a small bandwidth B < B. However, it is well-known that this strategy is suboptimal. 4 In fact, assuming a Gaussian channel with SNR equal to SNR BBF , Shannon's capacity formula yields that the achievable rate in bit/s when communicating over a bandwidth B is given by R = B log(1 + (B/B )SNR BBF ), which is increasing for 0 < B ≤ B. Hence, by using a bandwidth smaller than the available channel bandwidth B, the achievable rate is reduced. It follows that the only viable alternative to achieve a reasonable SNR consists in using antenna arrays with a large number of antennas both at the BS and at the UE. The goal of BA is to find good beamforming vectors u s and v s at the BS and the UE, respectively, in order to boost the SNR by a factor ≈ M at the BS side and a factor ≈ N at the UE side. This is achieved by aligning the beamforming vectors along the AoA-AoD of a strong MPC of the channel.
D. Sparse Beamspace Representation
The AoA-AoDs (θ l , φ l ) in (6) take continuous values. In this paper we adopt the approximate finite-dimensional (discrete) beamspace representation following the well-known approach of [1] , [3] , and [31] . We consider the discrete set of AoA-AoDs
and use the corresponding array responses A := {a(θ) : θ ∈ Θ} and B := {b(φ) :φ ∈ Φ} as a discrete dictionary to represent the channel response. For the ULAs considered in this paper, the dictionary A and B, after suitable normalization, yield orthonormal bases corresponding to the columns of the unitary DFT matrices F M and F N [5] , where we define the D-dimensional DFT matrix with elements
Hence, we obtain the beamspace representation of the channel matrix as
denote the coefficient vectors of the array responses a(θ l ) and b(φ l ) with respect to the DFT bases, respectively. The m -th entry of 
where
In general, the AoA-AoDs of the MPCs are not aligned with the discrete grid G = Θ×Φ. However, as the number of antennas M at the BS and N at the UE increases, the DFT basis provide good sparsification of the channel matrixȞ s [ω] . This is qualitatively illustrated in Fig. 2 for a channel with L = 3 discrete off-grid MPCs. It is seen that, as M and N increase, the resulting representationȞ s [ω] is more and more sparse.
III. PROPOSED BEAM-ALIGNMENT ALGORITHM
A. High-Level Overview
In the proposed scheme, the channel is periodically probed by the BS while the UEs remain in the listening mode. During the listening mode, each UE gathers measurements of the channel, which is continued until the UE gathers a sufficient number of measurements such that the AoA-AoD of a strong MPC can be reliably identified. After this directional channel estimation is done, the UE tries to announce its identity (user ID) and its beam ID (i.e., the index of the discrete AoD corresponding to the estimated strong MPC) to the BS by sending a control packet. Such control packet is sent over the Random Access Control CHannel (RACCH), i.e., a dedicated slot in the frame used for random access, as in virtually all current cellular standard in use today. During the RACCH, the BS stays in listening mode. If the control packet is successfully decoded, the BS responds with a beamformed ACK using the AoD information extracted from the control packet, over a DL data slot. During the data slots, the UE stays in listening mode using its own estimated beam. It follows that the ACK enjoys the full (two-sided) beamforming gain. At this point, BA is achieved and high-SNR communication can take place over the data slots. An overview of the proposed initial acquisition and BA protocol is illustrated in Fig. 3 . Fig. 4 illustrates the proposed frame structure, consisting of three parts: the DL beacon slot, the RACCH slot, and Data Transmission slot. During the DL beacon slots (corresponding to Fig. 3 #1) , the BS probing signal is formed by a sequence of pseudo-random beam patterns (referred to as the transmit beamforming codebook), repeated periodically, and priori known to all UEs. Each UE makes measurements of the beacon transmission by applying its own (individual) sequence of receive beam patterns (referred to as the receive beamforming codebook). The number of measurements may differ from user to user, depending on the individual prebeamforming SNR and on the number of receiver RF chains. We will show in the simulation section that, when a UE is close to the BS, i.e., its received signal power (SNR) is sufficiently high, it can use wider beams and take less measurement rounds in time to speed up the estimation. In contrast, when a UE is far from the BS, i.e., the received signal power (SNR) is very low, it applies narrower receive beams to achieve sufficiently large SNR and takes more rounds in time to collect sufficient number of measurements. In general, a UE might not know the SNR of its channel and may need an adaptive strategy to find a suitable beamwidth for BA. Nevertheless, since the beacon signal is repeated periodically, all the users no matter whether they are weak or strong are able to gather as many measurements as they need.
During the RACCH slots (Fig. 3 #2) , the BS stays in listening mode and uses its m RF chains to form m coarse beam patterns (sectors), covering the whole BS angle domain, in order to provide some receiver beamforming gain. Notice that the control packet in the RACCH may fail because of incorrect directional channel estimation (i.e., the UE beam points in a wrong direction), or because of a collision in the RACCH due to another user, or also simply because of statistical fluctuations of the noise, yielding a small but nonzero packet error probability. In all these cases, the BS will not respond with the ACK packet in the data field, and the UE will try again, after gathering more beacon measurements. It should be noticed that packet losses in the RACCH are handled in various ways in all cellular standards in operation today, and surely the RACCH can be dimensioned such that it does not represent a system bottleneck. Furthermore, collisions in the RACCH are not a specific problem of our scheme. In fact, they exist in some form in any scheme for initial acquisition operating in a multiuser environment. Actually, schemes based on interactive beam refinement, requiring multiple control packets and pilot signals to be sent in both UL and DL, are definitely more prone to such problems than the proposed scheme. Since the RACCH is not specific of the proposed scheme, in the following we shall assume that, when the UE has correctly estimated its best MPC, the control packet is received without errors. This allows to compare different systems in a simple and direct manner, and focus on the important and specific aspects of BA.
B. BS Channel Probing and UE Sensing
Without loss of generality, we focus on the BA procedure for a generic UE and omit the UE index. Consider the channel matrix For simplicity of exposition, we assume that the beacon slot contains a single OFDM symbol interval. 5 At each beacon , by transmitting an OFDM symbol x s,i (t) along each u s,i . We design the beacon OFDM symbols x s,i (t) such that they are mutually orthogonal in the frequency domain and can be separated at the UE side. Thanks to orthogonality, each beacon pilot stream provides the UE with different measurements from the underlying channel. In particular, for each i ∈ [m] we define a subset Fig. 4 ). We choose each subset F i to form a "comb" of subcarriers of equal size |F i | = F , with sufficient subcarrier separation such that the corresponding channel matrices {H s [ω] : ω ∈ F i } are mutually uncorrelated. A main ingredient of our proposed BA scheme is the pseudo-random beamforming codebook transmitted by the BS during the beacon slots, defined as the collection of sets Fig. 5 (a) . The pseudo-random nature of the codebook is due to the fact that the sequences of angular support sets {U s,i : i ∈ [m], s ∈ [T ]} are generated in a pseudo-random manner.
The second ingredient of our proposed BA algorithm is a local receive codebook at each UE, through which the UE makes measurements in order to estimate the AoA-AoD information of its strong MPCs. Each UE can customize (locally) its own receive beamforming codebook defined by the collection of sets
where V s,j is the angle-domain support defining the directions from which the receiver beam patterns v s,i collect signal power. We assume |V s,j | = κ v ≤ N for all (s, j).
The beamforming vectors are given by v s,j = F Nvs,j , wherě
κv . Similar to the parameter κ u at the transmitter side, the parameter κ v controls the spread of the sensing window at the UE side. This is illustrated again in Fig. 5 (a) .
During the s-th beacon slot, the UE applies the receive beamforming vector v s,j to its j-th RF chain, obtaining the frequency-domain received signal (after OFDM demodulation) given by (7) for i ∈ [m] and ω ∈ F i . Note that the m probing signals x s,i (t) are orthogonal in the frequency domain and therefore can be perfectly separated at the receiver. It is convenient to write (7) directly in terms of the beamspace representation aš
The BS total transmit power P tot is allocated equally to all the probing streams i ∈ [m], all the subcarriers in ω ∈ F i , and all the κ u beamspace directions. 
Applying the upper bounds (17a) and (17b) in (10), we obtain the maximum possible SNR for channel estimation in the persubcarrier observation (16) , given by
where F denotes the adopted number of subcarriers and Δf denotes the subcarrier bandwidth. By setting κ u = κ v = 1 in (18), we obtain the beamforming gain after BA, namely, aligning the beams along the strongest scatterer. Moreover, (18) puts in evidence the role of the different factors: the first term expresses the power concentration in the spatial domain, i.e., the ratio the maximal available beamforming gain M N , divided by the total signal dimensions in the spatial multiplexing domain κ u κ v mn over which the signal is spread; the second term corresponds to the power concentration in the frequency domain; the third term is the SNR before beamforming, defined in (11) .
The frequency spreading factor F and angle spreading factors κ u , κ v can be optimized depending on the specific cell topology (e.g., on the size of the cell, which in turn determines the worst-case SNR before beamforming). Clearly, by making κ u (resp., κ v ) larger, each beam pattern probes (resp., sense) simultaneously more directions, but the total power is spread over all such directions. In contrast, by making κ u (resp., κ v ) smaller, the beam pattern explores less directions but obtains better power concentration in the angle domain. It is also important to notice the effect of F : as we shall see in Section III-C, the AoA-AoD estimator builds some samplemean statistics by averaging over a sufficiently large number of uncorrelated channel fading realization over the frequency domain. Hence, larger F provide better averaging at the cost of spreading the total power over more subcarriers. 6 Remark 1: Angular probing schemes via random, pseudorandom, or even adaptive codebooks can also be found in [11] , [12] , [15] , and [21] . Our proposed codebook in this paper can be seen as an improved version of those schemes where the width of the beam, i.e., κ v can be individually selected by each UE to achieve an optimal tradeoff between angular exploration and the SNR obtained in each measurement. ♦
C. Channel Estimation at the UE Side
The strong MPCs of the channel correspond to the components (k, k ) in the matrixȞ s [ω] with large second moment. An immediate consequence of the channel model definition and the standard assumption of uncorrelated MPCs is that the element second moments
] are invariant both with respect to s (time) and with respect to ω (frequency) [32] . If we had direct access to measurements of the elements ofȞ s [ω], a naive approach would build estimators for the second moments (sample covariance), and try to identify the largest element. However, this would require a number of RF chains equal to the number of antenna elements. In contrast, we have only access to the projectionsv Usingx (16), we can write the received beacon symbol observation at the UE aš
6 This tradeoff in the choice of the spreading parameters F and κu, κv can be seen as an instance of the well-known exploration-exploitation tradeoff in statistics.
) denotes the vectorized beamspace representation of the channel matrix at subcarrier ω ∈ F i , where we used the well-known identity vec(ABC) = (C T ⊗ A)vec(B), and where we define the combined probing and sensing beamforming pattern as g s,i,j =ǔ * s,i ⊗v s,j ∈ MN , which is common across all the subcarriers ω ∈ F i but differs for different pairs of BS and UE RF chains (i, j).
In practice, each beacon slot is formed by a block of S ≥ 1 OFDM symbols. With a slight abuse of notation, we index the symbols belonging to the (s + 1)-th slot as sS + s , for s ∈ [S]. In order to estimate the average received power at the UE j-th RF chain output due to the signal transmitted by the BS i-th RF chain in the s-th beacon slot, we form the averaged quadratic measuremenť
where the first and the second terms correspond to the signal contribution and to the noise contribution, and where
denotes the signal-noise cross term. Note that since the AWGN noise (ž sS+s ,j [ω] ) and the Gaussian channel coefficients (ˇ sS+s [ω] ) are independent, the cross term has a zero mean. Thus, when the number of dimensions S × F (over which the instantaneous powerq s,i,j is averaged) is large, it contributes negligibly to (20) and can be treated as a residual term in our formulation. Moreover, the empirical covariance matrix of the channel vector converges as
Similarly, the noise term converges to
Hence, the received power in (20) gives an approximate 1-dimensional noisy projection of the covariance matrix Σ with respect to the combined probing and sensing vector g s,i,j .
We include the signal-noise cross term in (21) and the difference between the empirical and statistical averages in (22) and (23) as a residual error. This results iň Fig. 2) . Correspondingly, also Σ is a very sparse matrix, with strong components localized on the main diagonal. Next, we put (24) in the form suitable for the proposed AoA-AoD estimation algorithm. With reference to Fig. 5 (a) , recall the beam probing and sensing vectorsǔ s,i = 
Since the BS transmits along m RF chain in each beacon slot and the UE has n RF chains to sense the channel, the UE obtains mn equations for the unknown vector vec(Γ) as in (25) . Over T beacon slots the UE obtains mnT equations, which can be written in the form 1,1 , . . . ,  b 1,m,n , . . . , b T,1,1 , . .
. , b T,m,n ]
T is uniquely defined by the beamforming codebooks C BS and C UE , andw ∈ Ê mnT is the residual noise and error in the measurements. At this point, some remarks are in order.
Remark 2: An implicit assumption made here is that each UE is frame-synchronous with the BS, i.e., it knows, at each beacon slot s the subsets {U s,i : i = 1, . . . , m} of beam directions of the BS. It is clear that a lack of frame synchronization between a UE and the BS would lead to a wrong construction of the measurement matrix B in (26) . Notice however that, since the beacon patterns are repeated periodically with some period of T frames, this requires only to be aware of the start epoch of the period. This assumption is explicitly or implicitly made in virtually all works dealing with initial beam acquisition (aka, BA problem) [8] - [15] , as reviewed in Section I. Therefore, this is not a particularly restrictive assumption specific to our approach. As in most works, we assume that such coarse frame information can be gathered from some external source. In practice, this may be either an overlay cell operating at some standard cellular frequency (e.g., typically in the range of sub-6 GHz) or, for a stand-alone small-cell mm-wave system, by letting the cells be frame synchronous. In this way, the UE needs to acquire the frame period only once when it joins at first the system, at the cost of a small additional overhead. 7 Then, the frame synchronization is maintained while the UE roams from cell to cell. ♦ Remark 3: As already remarked, there exist a fairly large number of existing/concurrent works that make use of pseudorandom beam patterns in order to gather linear (compressed) measurements of the channel matrix, with the goal of estimating the channel matrix coefficients. This is typically obtained by using some CS technique, leveraging the fact that the propagation channels are sparse in the angle/delay domain [14] - [16] , [19] - [21] . It is important to note that our scheme differs from all these works in one key fact. Namely, our scheme gathers quadratic compressed measurements (see (24)) and not linear. While in this way we loose the ability of estimating the complex channel coefficients, we can estimate the channel second order statistics in the beamspace domain, and identify the strong MPCs in terms of the corresponding average received signal power. This information is much more stable and robust to variations in the channel time-dynamics than the channel coefficients themselves. In fact, it is easy to see that when the channel coefficients vary significantly over the measurement time, the system of linear equations in CS schemes tends to become unidentifiable. For example, in the limiting case of independent channel coefficients across the measurement slots, each new measurement depends on a new set of coefficients, such that the number of measurements is always less than the number of non-zero channel coefficients. In these conditions, fundamental information theoretic bounds show that stable reconstruction is not possible for any CS algorithm, no matter how sparse the channel is [33] . In contrast, focusing on the channel second-order statistics sampled by the quadratic measurements in (24)- (26), we can always gather a number of measurements mnT larger than the number of non-zero coefficients in vec(Γ), for sufficiently large T , such that the strong components in vec(Γ) can be identified with high probability. ♦ As a general comment, we notice here that it is more sensible and more robust to first estimate the beamforming direction (e.g., via the proposed scheme) and then estimate the beamformed channel in the regime of high SNR, rather than trying to first estimate the channel coefficients (in low SNR and at the mercy of the possibly large time-variations) and then computing the beamforming coefficients.
D. Non-Negative Least-Squares
In order to identify the AoA-AoD directions of the strong scatterers, we estimate the M N dimensional vector vec(Γ) from the mnT -dimensional observation given in (26) . Because of the presence of the measurement noisew, a standard approach consists of solving the Least-Squares (LS) problem
However, in general M N is significantly larger than mnT , such that the system of equations is heavily underdetermined and the LS solution yields meaningless results. The key observation here is thatΓ is sparse (by assumption) and non-negative (by construction). Recent results in CS show that when the underlying parameteř Γ is non-negative, the simple non-negative constrained LS given byΓ * = argmin
is still enough to impose sparsity of the solutionΓ * [34] , [35] , with no need for an explicit sparsity-promoting regularization term in the objective function as in the classical LASSO algorithm [36] . The (convex) optimization problem (27) is generally referred to as Non-Negative Least-Squares (NNLS), and has been well investigated in the literature, starting with Donoho et al. in [37] . More recently, in the context of CS it has been shown that the non-negativity constraint alone might suffice to recover a sparse non-negative signal from under-determined linear measurements both in the noiseless case [38] - [41] and in the noisy case [34] , [35] . Moreover, [34] demonstrates that NNLS has a noisy recovery performance comparable to that of LASSO. In [34] it is also shown that NNLS along with an appropriate thresholding provides state-of-the-art performance in terms of support estimation. This property is very relevant in the context of this paper, where the identification of the support ofΓ corresponds to finding the AoA-AoD directions strongly coupled by MPCs. As discussed in [34] , NNLS implicitly performs 1 -regularization and promotes the sparsity of the resulting solution provided that the measurement matrix satisfies the M + -criterion [42] . This property is beneficial for our proposed BA scheme because of the natural sparsity of the mm-wave channel in AoA-AoD domain. Posed in our framework, the measurement matrix B fulfills the M + -criterion if there is a vector g ∈ Ê mnT + such that B T g > 0. It is not difficult to see that when g = 1 is an all-one vector of dimension mnT , the i-th component of [B
T g ] i corresponds to the number of measurement patterns that hit the AoA-AoD pair corresponding to i ∈ [M N ]. Hence, the necessary condition B T g > 0 can be simply interpreted as the fact that the set of mnT measurement patterns should hit all M N AoA-AoD pairs at least once. Also, as stated in [42] , NNLS performs better when the condition number
close to 1, which is met when the measurement patterns (i.e., the rows of B) cover the whole set of AoA-AoDs quite uniformly. This also provides a criterion to design good pseudo-random beamforming codebooks for the BA problem.
In terms of numerical implementations, the NNLS can be posed as an unconstrained LS problem over the positive orthant and can be solved by several efficient techniques such as Gradient Projection, Primal-Dual techniques, etc., with an affordable computational complexity [43] , generally significantly less than CS algorithms for problems of the same size and sparsity level. We refer to [44] and [45] for the recent 
A. Channel and Signal Model
We assume f 0 = 70 GHz carrier frequency and bandwidth of B = 1 GHz. The OFDM subcarrier spacing is 480 kHz in compliance with recent 3GPP standard specifications [46] , [47] . Assuming τ cp Δf = 0.07 (i.e., the CP length is 7% of the OFDM duration), we obtain t 0 = 2.23 μs and around F = 2048 subcarriers (plus some guard band). We fix the frame duration of our scheme (i.e., the repetition interval of the beacon slot) to 1 ms, consists of 448 OFDM symbols (per subcarrier).
A beacon slot contains S = 14 OFDM symbols, the random access slot also contains 14 OFDM symbols, and the remaining 420 symbols are used for data transmission [46] . We assume that the BS has M = 32 antennas and m = 3 RF chains, and the UE has N = 32 antennas and n = 2 RF chains. We announce an individual experiment to be successful if the index of the strongest component inΓ is correctly estimated (i.e., it coincides with the actual strongest MPC AoA-AoD location, up to the discrete angle grid quantization).
B. Dependence on the Random BS Codebook
We generated 4 different beamforming codebooks at the BS side. Each codebook consists of a randomly generated sequence of patterns, identified by binary vectors of dimension M and Hamming weight κ u , obtained by independently sampling the set of all possible M κu such equal-weight vectors. For simplicity, we consider a very sparse channel model with only one MPC. Fig. 6 illustrates the detection probability for the different pseudo-random codebooks, where the angle spreading factors at the BS and the user sides are set to κ u = κ v = 8, respectively. We repeated each experiment 200 times and plot the resulting detection probability versus training period length T . Notice that different codebooks have quite similar performances. This demonstrates the fact that, well-known in several CS contexts, that the scheme is quite insensitive to the specific measurement matrix, as long as it is sufficiently randomized.
C. Performance With Different Number of Paths (Scatterers) L
To illustrate that our proposed scheme works equally well for single-path and multi-path scenarios, we repeat the simulation with different number of MPCs L = 1, 2, 3, with different strengths γ 1 > γ 2 = γ 3 . Fig. 7 shows the performance of the proposed scheme, where we announce an individual experiment to be successful if the strongest path (γ 1 ) is correctly identified. It is seen that the scheme performs equally well for a single MPC (L = 1) and multiple MPCs (L = 2, 3), where in both cases, at most T = 40 beacon slots are sufficient to ensure a successful BA with high probability.
D. Dependence on the Angle Spreading Factors κ u and κ v
The angle spreading factors κ u and κ v impose a tradeoff between the angle coverage of the probing/sensing matrix B (exploration) and its receive SNR at the user side (exploitation). By making κ u (resp., κ v ) larger, each beam pattern probes simultaneously more directions, but the total power is spread over all such directions. In contrast, by making κ u (resp., κ v ) smaller, the beam pattern explores less directions but obtains better power concentration in the angle domain. This is illustrated in Fig. 8 . It is seen that increasing the spreading factor from κ u = κ v = 4 to κ u = κ v = 8 yields a performance improvement. However, a further increase to κ u = κ v = 16 slightly degrades the performance, and the degradation is severe for even larger values κ u = κ v = 25. As already remarked a few times in this paper, the choice of the spreading factor κ v at the UE can be tailored to the individual SNR condition (e.g., these may depend on the distance between UE and BS). To pinpoint this, we repeated the simulation to find the best κ v at the UE side as a function of its channel SNR. This is illustrated in Fig. 9 , reporting the best κ v and the best search time T as function of UE SNR (assuming a threshold of P D ≥ 0.95 and a spreading factor of κ u = 8 at the BS side). It is seen that, as expected, when a UE enjoys a larger SNR (e.g., it is close to the BS), it should use a larger κ v in order to better explore the channel thus reducing the search time T . In contrast, when a UE is in low SNR conditions (e.g., it is far from the BS), it should apply a smaller κ v in order to gather measurements with sufficiently large SNR.
E. Dependence on the Number of Subcarriers F
As explained in Section III-B and III-C, using a large number of subcarriers F in the beacon signals ensures a reliable averaging of the received instantaneous power (see (24) ) at the cost of a reduced SNR per subcarrier. As shown in Fig. 10 , increasing the number of subcarriers from F = 1 to F = 3 improves the performance, but increasing further to F = 10, 30 degrades the performance considerably.
F. Dependence on the Probing Dimensions
Note that, for a certain pre-beamforming SNR, the output of the proposed BA scheme inherently depends on the probing dimensions, i.e., the product κ u κ v mn. This is illustrated by the curves marked as (#1, #1 ) and (#2, #2 ) in Fig. 11 . For various different configurations of the parameters, if both the number of measurements (mn) and the probing dimensions (κ u κ v mn) in each slot are the same, a similar performance is achieved. This is useful in terms of system design where more complexity can be pushed towards the BS (e.g., more RF chains at the BS) while keeping the same system-level performance.
G. System-Level Scalability
We consider a multiuser scenario where K denotes the number of UEs in the system and K(T ) denotes the number of UEs that have achieved BA (i.e., that have successfully detected their strong MPC) after T frames. Fig. 12 compares the fraction
achieved by interactive bisection scheme [11] and our proposed scheme. In the simulations, we assume that for [11] the users are trained one by one with an ideal costfree feedback in each round, whereas in our case, all the users are trained independently and simultaneously, i.e., all the users share the same BS pseudo-random probing codebook, Fig. 12 .
Comparison of the performance of our proposed scheme with that of interactive bisection method in [11] in terms of the fraction of users whose channel is estimated until a given time slot T given by
K(T ) K
. We take M = N = 32, F = 3, m = 3, n = 2, κu = κv = 8, SNR BBF = −33 dB. while each user use its own sensing codebook which is also randomly generated. As we can see, the training overhead of interactive methods scales proportionally with the number of active users, whereas in our scheme the overhead does not grow with the number of users. Note that in practice, the feedback scheme for each iterative round in [11] costs UL transmissions and may not be ideal since the beamforming gains are very poor at the initial rounds. In contrast, the proposed scheme needs only one UL transmission of the RACCH packet, where the full beamforming gain at the UE side and the sectored beamforming gain at the BS side (as discussed in Section III-A) are available.
H. Robustness w.r.t. Variations in Channel Statistics
To investigate the sensitivity of the proposed scheme as well as competing CS-based schemes to channel time-variations, we consider a simple Gauss-Markov model for the channel correlation in time given by channel correlation in time. This model is widely used as a simple and intuitive way to model correlated fading (see [48] ). We assume that the channel is constant over each beacon slot of 14 OFDM symbols, and evolves in time according to (28) from slot to slot. More precisely, |α| = 1 yields channel coefficients constant over the whole BA phase, while |α| = 0 yields channel coefficient changing in an i.i.d. fashion over the beacon slots. In general, a full range of channel time variations can be obtained by varying |α| between 0 and 1. In Fig. 13 , we compare the detection probability of the proposed scheme with that of other CS-based schemes presented in [15] and [16] . In [15] , the instantaneous channel coefficients are estimated using the Orthogonal Matching Pursuit (OMP) technique. In [16] an improvement is proposed where the congruence of the channel AoA/AoD components across a Selected comb of subcarriers is exploited by applying a Simultaneous Orthogonal Matching Pursuit (SS-OMP) technique. Fig. 13 illustrates the simulation results. It is seen that, the proposed NNLS scheme performs much better over a wide range of channel time-correlations whereas the OMP/SS-OMP schemes are quite fragile in the presence of channel time-variations.
V. CONCLUSION In this paper, we proposed an efficient Beam Alignment (BA) scheme for mm-wave multiuser MIMO systems. In the proposed scheme, the AoA/AoD of a strong MPC component is estimated by exploring the AoA-AoD domain through pseudo-random multi-finger beam patterns, and constructing an estimate of the resulting second-order statistics (namely, the average received power for each pseudo-random beam configuration). The resulting under-determined system of equations is efficiently solved using NNLS, yielding naturally a sparse non-negative vector solution whose maximum component identifies the optimal path. In the proposed scheme, the channel is probed by the BS by sending (pseudorandom) beamformed beacon DL signals, and sensed by the UEs by applying (pseudo-random) receive beam patterns. The scheme can train simultaneously a large number of users, since it requires no interactive (multiple rounds) bi-directional transmission of pilots and/or control packets as in bisection methods. Also, the scheme is robust to the channel coefficient time-dynamics since it is based on the estimation of the channel second order statistics (received power) rather than on trying to estimate the complex channel coefficients, as done in other concurrent schemes also based on random beams and compressed sensing. Overall, the proposed scheme provides a very competitive performance both in terms of of scalability (with respect to the number of users) and robustness (with respect to the channel coefficient statistics), than the state-ofart algorithms for initial beam acquisition proposed so far.
