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Chapter 1
Introduction
Our ultimate goal is to develop a new code for real-space electronic struc-
ture calculations within density functional theory combining the advantages
of ab-initio pseudopotentials and finite element method for calculating elec-
tronic states and related quantities of complex non-periodic systems. This
complex task that people started to tackle quite recently [15, 16, 7, 6] entails
a series of new partial problems to be solved.
We describe our motivation in detail in Chapter 2.
The related theory and full ab-initio derivation of all the equations in
finite elements, density functional theory and pseudopotentials are summa-
rized in Chapter 3. This chapter is split into parts describing the basic
ingredients of our recently developed method: the subsections 3.1. – 3.4.
deal respectively, with Dirac and Schro¨dinger equations, with the density
functional theory and Kohn-Sham equations, with ab-initio pseudopoten-
tials including their separable form, and with the finite element method.
Chapter 4 summarizes the results obtained so far within the present
thesis, explaining how the pieces of our code works and showing the examples
of finite-element method applications for spherically symmetric potentials in
relativistic and nonrelativistic DFT and for 2D and 3D Schro¨dinger equation
for symmetric and non-symmetric potentials.
Finally the appendix contains some useful derivations and explanations
like delta functions, variations, functional derivatives, Dirac notation and
more.
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Chapter 2
Motivation, Tasks
2.1 Formulation of the Schro¨dinger Equation
for Finite Element Method
The main objective of the present work is to be able to calculate large elec-
tron structure problems using density functional theory, pseudopotentials
and finite element method.
In order to get there, we need to decompose the whole problem into
smaller tasks, build robust solvers for smaller tasks and then use them like
a child assembly game. The two most important steps are the following.
One ingredient is a working density functional theory solver. This will
be described in a next section and results presented in the Result’s section.
Another ingredient is a robust finite element solver for a one particle
Schro¨dinger equation. We wrote a very general solver that works both in
2D and 3D and can solve the eigenproblem for any potential accurately
and reliably. We calculated many well known solutions in 2D and 3D (for
spherically symmetric problems) and checked with analytical solutions to be
sure the solver works well. We then also calculated a couple of nonsymmetric
problems in 2D to show the usefulness of our solver – those are unique results
that are quite difficult to get using other means – our solver solves symmetric
and nonsymmetric problems with ease.
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2.1.1 Weak Formulation
See the section 3.4 for the introduction to the finite element method. Here
we just say that the FEM solves the so called weak formulation∫
h¯2
2m
∇ψ · ∇v dV +
∫
vV ψ dV =
∫
Eψv dV +
∮
h¯2
2m
dψ
dn
v dS , (2.1)
The problem reads: find a function ψ such that (3.41) holds for every v.
We choose a basis φi and substitute φi for v and expand ψ =
∑
qjφj(∫
h¯2
2m
∇φj · ∇φi dV +
∫
φiV φj dV
)
qj =
(∫
Eφjφi dV
)
qj+
∮
h¯2
2m
dψ
dn
φi dS ,
(2.2)
which can be written in a matrix form
(Kij + Vij) qj = EMijqj + Fi ,
where
Vij =
∫
φiV φj dV ,
Mij =
∫
φiφj dV ,
Kij =
h¯2
2m
∫
∇φi · ∇φj dV ,
Fi =
h¯2
2m
∮
dψ
dn
φi dS .
Usually we set Fi = 0.
This is a generalized eigenvalue problem, that needs to be solved in our
program. For more details, see the section 3.4.
2.2 Density Functional Theory Formulation
for Spherically Symmetric Problems
One of the approaches to calculate large electronic structure problems is
density functional theory, which allows us to calculate a ground state charge
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density, from which one can calculate a lot of interesting physical properties
of the system.
See the section 3.1 for thorough derivation of all equations in DFT and
explanation how everything works. It is useful to note here, that for spheri-
cally symmetric problems (for example atoms), all that is needed is to have
a radial Schro¨dinger or Dirac solver and that’s exactly what we did to test
the DFT self-consistency cycle, Poisson’s equation, exchange and correlation
potential and other things, see the section 3.1 for theory and section 4.2 for
results of calculations for Boron and Lead.
2.3 Pseudopotentials
Ab-inito pseudopotentials [17] considerably improve the efficiency of elec-
tronic structure calculations of complex systems by separating (and treating
in different way) the core and valence electrons, however we define them.
Using the modern, ab-initio environment reflecting pseudopotentials [20] in
fact does not represent any additional approximation except for lineariz-
ing the density functional approach with respect to one-electron energies,
which is the common approximation in all standard existing DFT methods.
For applying pseudopotentials within the finite-element basis set, using the
separable form is necessary.
In combination with the finite element method, the pseudopotentials im-
prove the efficiency of complex system calculations in essential and extremely
significant way as a consequence of several mechanisms:
• By treating the core electrons separately in the pseudopotential gen-
eration process, the need to include them into the most computation-
aly expensive DFT selfconsistency iterative process is eliminated. The
fact that the core electrons do not participate in this process signif-
icantly reduces the number of electronic states and, by that, reduces
the number of eigenvectors that have to be found in each step itera-
tively repeated until the eigenvectors satisfy the DFT selfconsistency
condition.
• The relativistic effect can be taken into account just for the core elec-
trons with high binding energies. The separate spin-up and spin-down
pseudopotentials can be generated in the cases where taking into ac-
count the spin-orbit coupling is desirable for valence electrons, elimi-
9
nating the need to solve Dirac equation for valence electrons by finite-
element method, which would be extremely complicated task.
• Eliminating the high binding energies of core electrons from the DFT
selfconsistency iterative process reduces the numerical problems and
improves numerical precision.
• Pseudopotentials eliminate high potential gradients and Coulomb po-
tential singularities, which significantly reduces the density of finite-
element mesh that is necessary for achieving well converged accurate
results. By that, the efficiency can be significantly improved, particu-
larly in the tasks like molecular dynamics calculations.
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Chapter 3
Methods Used
3.1 Radial Schro¨dinger and Dirac Equations
For the general treatment, together with derivation of all the different forms
of radial Dirac equations used in the literature, see the author’s bachelor
thesis [23]. Here we just summarize the results.
3.1.1 Radial Schro¨dinger Equation
We have a spherically symmetric potential energy
V (x) = V (r) .
State with a given square of an angular momentum (eigenvalue l(l+ 1)) and
its z component (eigenvalue m) is described by the wave function
ψnlm(x) = Rnl(r)Ylm
(x
r
)
, (3.1)
where Rnl(r) obeys the equation [5] (eq. 2.400)
R′′nl +
2
r
R′nl +
2M
h¯2
(E − V )Rnl − l(l + 1)
r2
Rnl = 0 . (3.2)
This is called the radial Schro¨dinger equation which we want to solve nu-
merically.
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3.1.2 Numerical integration for a given energy
Equation (3.2) is the linear ordinary differential equation of the second order,
so the general solution is a linear combination of two independent solutions.
Normally, the 2 constants are determined from initial and/or boundary con-
ditions. In our case, however, we don’t have any other condition besides be-
ing interested in solutions that we can integrate on the interval (0,∞) (and
which are normalizable), more exactly we want R ∈ L2 and ∫∞
0
r2R2 dr = 1.
It can be easily shown by a direct substitution, that there are only two
asymptotic behaviors near the origin: rl and r−l−1. We are interested in
quadratic integrable solutions only, so we are left with rl and only one inte-
gration constant, which we calculate from a normalization. This determines
the solution uniquely.
All the integration algorithms need to evaluate R′′, which is a problem
at the origin, where all the terms in the equation are infinite, although their
sum is finite. We thus start to integrate the equation at some small r0 (for
example r0 = 10
−10 a.u.), where all the terms in the equation are finite. If
we find the initial conditions R(r0) and R
′(r0), the solution is then fully
determined.
If r0 is sufficiently small, we can set R(r0) = r
l
0 and R
′(r0) = lrl−10 . In
the case l = 0 we need to set R(r0) = 1 and R
′(r0) = − 1a , where a is the
Bohr radius, see the next section for more details.
So when somebody gives us l and E, we are now able to compute the
solution up to the the multiplicative constant that is later determined from a
normalization. We used the fourth-order Runge-Kutta method that proved
very suitable for this problem.
3.1.3 Asymptotic behavior
The asymptotic behavior is important for the integration routine to find
the correct solution for a given E. It is well known, that the first term
of the Taylor series of the solution is rl, independent of the potential [5]
(eq. 2.408). This is enough information to find the correct solution for l > 0
because the only thing we need to know is the value of the wave function and
its derivative near the origin, which is effectively rl0 and lr
l−1
0 for some small
r0. The problem is with l = 0, where the derivative cannot be calculated
just from l and r0.
The asymptotic behavior for l = 0 depends on the potential V , so we
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need to take into account it’s properties. We assume V to be of a form:
V = −Z
r
+ v0 + v1r +O(r
2) ,
It can be shown, that the solution is then
R = a0(1− r
a
+O(r2)) ,
where a = h¯
2
ZM
is the Bohr radius and a0 is a normalization constant. So the
initial condition for the integration for l = 0 is R(r0) = 1 and R
′(r0) = − 1a .
3.1.4 Dirac Equation
The Dirac equation for one particle is [19, 22]:
Hψ = Wψ , (3.3)
H = cα · p + βmc2 + V (r)1 ,
where ψ is a four component vector:
ψ =

ψ1
ψ2
ψ3
ψ4
 = ( ψAψB
)
, ψA =
(
ψ1
ψ2
)
, ψB =
(
ψ3
ψ4
)
and α, β are 4× 4 matrices:
α =
(
0 σ
σ 0
)
,
β =
(
1 0
0 −1
)
,
where the Pauli matrices σ = (σx, σy, σz) and 1 form a basis of all 2 × 2
Hermitian matrices. To derive a continuity equation, we multiply (3.3) by
ψ∗ and subtract the conjugate transpose of (3.3) multiplied by ψ:
∂
∂t
(ψ∗ψ) = −∇ · (cψ∗αψ) ,
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so we identify the probability and current densities as
ρ = ψ∗ψ = ψ∗1ψ1 + ψ
∗
2ψ2 + ψ
∗
3ψ3 + ψ
∗
4ψ4 , j = cψ
∗αψ .
The normalization of a four-component wave function is then∫
ρ d3x =
∫
ψ∗ψ d3x =
∫
ψ∗1ψ1 + ψ
∗
2ψ2 + ψ
∗
3ψ3 + ψ
∗
4ψ4 d
3x = 1 . (3.4)
The probability density ρ(x, y, z) is the physical quantity we are interested
in, and all the four-component wavefunctions and other formalism is just a
way of calculating it. This ρ is also the thing we should compare with the
probability density calculated from the solution of Schro¨dinger equation.
3.1.5 Radial Dirac equation
We search for a basis in the form of spin angular functions:
ψA = gχ
j3
κ , (3.5)
ψB = ifχ
j3
−κ . (3.6)
Substituting all of these into (3.3) and some more well-known manipulations
one gets:
h¯c
( −∂f
∂r
+ κ−1
r
f
∂g
∂r
+ κ+1
r
g
)
=
(
(W − V −mc2)g
(W − V +mc2)f
)
. (3.7)
This is the radial Dirac equation. As we shall see in the next section, the
equation for g is (with the exception of a few relativistic corrections) identical
to the radial Schro¨dinger equation and f vanishes in the limit c → ∞. For
this reason f is called the small (fein, minor) component and g the large
(groß, major) component.
The probability density is
ρ = ψ∗ψ = ψ∗AψA + ψ
∗
BψB = f
2χj3∗−κχ
j3
−κ + g
2χj3∗κ χ
j3
κ ,
so from the normalization condition (3.4) we get∫
ρ d3x =
∫
f 2χj3∗−κχ
j3
−κ+g
2χj3∗κ χ
j3
κ d
3x =
∫
(f 2χj3∗−κχ
j3
−κ+g
2χj3∗κ χ
j3
κ ) r
2 drdΩ =
=
∫ ∞
0
f 2r2 dr
∫
χj3∗−κχ
j3
−κ dΩ+
∫ ∞
0
g2r2 dr
∫
χj3∗κ χ
j3
κ dΩ =
∫ ∞
0
r2(f 2+g2) dr = 1 ,
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where we used the normalization of spin-angular functions. Also it can be
seen, that the radial probability density is
ρ(r) = r2(f 2 + g2) (3.8)
(i.e., the probability to find the electron between r1 and r2 is
∫ r2
r1
r2(f 2 +
g2) dr). The result of integrating the radial Dirac equation are the two func-
tions f and g, but the physically relevant quantity is the radial probability
density (3.8). In the nonrelativistic case, the density is given by
ρ(r) = r2R2 ,
so the correspondence between the Schro¨dinger and Dirac equation is R2 =
f 2 + g2.
For numerical stability and robustness, we are not solving the equations
in the form (3.7), but a slightly rearranged ones. Let’s use Hartree atomic
units (m = h¯ = 1) and define E = W −mc2 = W − c2, so that E doesn’t
contain the electron rest mass energy. Let’s make the substitution [13]
Pκ = rgκ ,
Qκ = rfκ
and plug all of this into (3.7). After a little manipulation we get:
dPκ
dr
= −κ
r
Pκ +
[
E − V
c
+ 2c
]
Qk ,
dQκ
dr
=
κ
r
Qκ − 1
c
(E − V )Pk , (3.9)
which can be found in [22] (eq. 8.12 and 8.13), where they have one c hidden
in Qκ = crfκ and use Rydberg atomic units, so they have 1 instead of 2 in
the square bracket. It can be found in [1] as well, they use Hartree atomic
units, but have a different notation Gκ ≡ Pκ and Fκ ≡ Qκ, also they made
a substitution c = 1
α
.
3.1.6 Asymptotic behavior
We calculate the functions fκ and gκ in a similar way as we calculated R
for the Schro¨dinger equation, thus we need the asymptotic behavior at the
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origin. The potential can always be treated as V = 1/r + · · · and in this
case it can be shown [22], that the asymptotic is
Pκ = rgκ = r
β ,
Qκ = rfκ = r
β−1 β + κ
E−V
c
+ 2c
,
where
β =
√
κ2 −
(
Z
c
)2
, (3.10)
or, if we write it explicitly, for j = l + 1
2
β+ =
√
(−l − 1)2 −
(
Z
c
)2
and j = l − 1
2
β− =
√
l2 −
(
Z
c
)2
.
In the semirelativistic case (which is an approximation — we neglect the
spin-orbit coupling term) we choose
β =
√
1
2
(|β+|2 + |β−|2) =
√
l2 + l + 1
2
−
(
Z
c
)2
.
It should be noted that in the literature we can find other types of asymptotic
behavior for the semirelativistic case, it’s just a question of the used approx-
imation. One can hardly say that some of them are correct and another is
not since the semirelativistic (sometimes denoted as scalar-relativstic) ap-
proximation itself is not correct, it’s just an approximation.
It follows from (3.10) that for j = l + 1
2
the radial Dirac equation com-
pletely becomes the radial Schro¨dinger equation in the limit c → ∞ (and
gives exactly the same solutions):
Pκ = rgκ → rl+1 ,
Qκ = rfκ → 0 .
For j = l− 1
2
however, we get a wrong asymptotic: we get a radial Schro¨dinger
equation for l, but the asymptotic for l − 1.
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3.1.7 Eigenproblem
In the previous sections, we learned how to calculate the solution of both
the radial Schro¨dinger and Dirac equations for a given E. For most of the
energies, however, the solution for r → ∞ exponentially diverges to ±∞.
Only for the energies equal to eigenvalues, the solution tends exponentially
to zero for r →∞. The spectrum for bounded states is discrete, so we label
the energies by n, starting from 1.
We want to find the eigenvalue and eigenfunction for a given n and l
(and a spin in the relativistic case). The algorithm is the same for both
nonrelativistic and relativistic case and is based on two facts, first that the
number of nodes (ie. the number of intersections with the x axis, not counting
the one at the origin and in the infinity) of Rnl and gκ is n− l−1 and second
that the solution must tend to zero at infinity.
We calculate the solution for some (random) energy E0, using the pro-
cedure described above. Then we count the number of nodes (for diverging
solutions, we don’t count the last one) and check, if the solution is approach-
ing the zero from top or bottom in the infinity. From the number of nodes
and the direction it is approaching the zero it can be determined whether
the energy E0 is below or above the eigenvalue E belonging to a given n and
l. The rest is simple, we find two energies, one below E, one above E and
by bisecting the interval we calculate E with any precision we want.
There are a few technical numerical problems that are unimportant from
the theoretical point of view, but that need to be solved if one attempts to
actually implement this algorithm. One of them is that when the algorithm
(described in the previous paragraph) finishes, because the energy interval
is sufficiently small, it doesn’t mean the solution is near zero for the biggest
r of our grid. Remember, the solution goes exponentially to ±∞ for every E
except the eigenvalues and because we never find the exact eigenvalue, the
solution will (at some point) diverge from zero.
Possible solution that we have employed is as follows: when the algorithm
finishes we find the last minimum (which is always near zero) and trim the
solution behind it (set it to zero).
The second rather technical problem is how to choose the initial interval
of energies so that the eigenvalue lies inside the interval. We use some default
values that work for atomic calculations, while allowing the user to override
it if needed.
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3.2 Density Functional Theory
3.2.1 Introduction
Good books about DFT are [3] and [14], but they both contain much more
topics which we don’t need and some topics are missing in each of them, so
this chapter gives a self-contained explanation of all one has to know about
a many body quantum mechanics and the DFT in order to be able to do
DFT calculations.
3.2.2 Many Body Schro¨dinger Equation
We use the Born-Oppenheimer approximation, which says that the nuclei
of the treated atoms are seen as fixed. A stationary electronic state (for N
electrons) is then described by a wave function Ψ(r1, r2, · · · , rN) fulfilling
the many-body Schro¨dinger equation
Hˆ |Ψ〉 = (Tˆ + Uˆ + Vˆ ) |Ψ〉 = E |Ψ〉
where
Tˆ =
N∑
i
−1
2
∇2i
is the kinetic term,
Uˆ =
∑
i<j
U(ri, rj) =
1
2
∑
i,j
U(ri, rj)
U(ri, rj) = U(rj, ri) =
1
|ri − rj|
is the electron-electron interaction term and
Vˆ =
N∑
i
v(ri)
v(ri) =
∑
k
− Zk|ri −Rk|
is the interaction term between electrons and nuclei, where Rk are positions
of nuclei and Zk the number of nucleons in each nucleus (we are using atomic
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units). So for one atomic calculation with the atom nucleus in the origin, we
have just v(ri) = − Z|ri| .
|Ψ|2 = Ψ∗Ψ gives the probability density of measuring the first electron at
the position r1, the second at r2, . . . and the Nth electron at the position rN .
The normalization is such that
∫ |Φ|2d3r1d3r2 . . . d3rN = 1. The Ψ is anti-
symmetric, i.e. Ψ(r1, r2, · · · , rN) = −Ψ(r2, r1, · · · , rN) = −Ψ(r1, rN , · · · , r2)
etc.
Integrating |Ψ|2 over the first N − 1 electrons is the probability density
that the Nth electron is at the position rN . Thus the probability density n(r)
that any of the N electrons (i.e the first, or the second, or the third, . . . , or
the Nth) is at the position r is called the particle (or charge or electron)
density and is therefore given by:
n(r) =
∫
Ψ∗(r, r2, · · · , rN)Ψ(r, r2, · · · , rN) d3r2 d3r3 · · · d3rN+
+
∫
Ψ∗(r1, r, · · · , rN)Ψ(r1, r, · · · , rN) d3r1 d3r3 · · · d3rN + · · ·
+
∫
Ψ∗(r1, r2, · · · , r)Ψ(r1, r2, · · · , r) d3r1 d3r2 d3r3 · · · d3rN−1 =
=
∫
(δ(r− r1) + δ(r− r2) + · · ·+ δ(r− rN))
Ψ∗(r1, r2, · · · , rN)Ψ(r1, r2, · · · , rN) d3r1 d3r2 d3r3 · · · d3rN =
=
N∑
i=1
∫
〈Ψ|r1, r2, · · · , rN〉 δ(r−ri) 〈r1, r2, · · · , rN |Ψ〉 d3r1 d3r2 d3r3 · · · d3rN =
= N
∫
〈Ψ|r1, r2, · · · , rN〉 δ(r−r1) 〈r1, r2, · · · , rN |Ψ〉 d3r1 d3r2 d3r3 · · · d3rN =
= N
∫
Ψ∗(r, r2, · · · , rN)Ψ(r, r2, · · · , rN) d3r2 d3r3 · · · d3rN (3.11)
Thus
∫
Ω
n(r) d3r gives the number of particles (and also the amount of
charge) in the region of integration Ω. Obviously
∫
n(r) d3r = N .
The energy of the system is given by
E = 〈Ψ|Hˆ|Ψ〉 = 〈Ψ|Tˆ |Ψ〉+ 〈Ψ|Uˆ |Ψ〉+ 〈Ψ|Vˆ |Ψ〉 = T + U + V (3.12)
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where
T = 〈Ψ|Tˆ |Ψ〉 =
N∑
i
∫
Ψ∗(r1, r2, · · · , rN)(−12∇2i )Ψ(r1, r2, · · · , rN) d3r1 d3r2 · · · d3rN
U = 〈Ψ|Uˆ |Ψ〉
V = 〈Ψ|Vˆ |Ψ〉 =
N∑
i
∫
Ψ∗(r1, r2, · · · , rN)v(ri)Ψ(r1, r2, · · · , rN) d3r1 d3r2 · · · d3rN =
=
N∑
i
∫
Ψ∗(r1, r2, · · · , rN)v(r1)Ψ(r1, r2, · · · , rN) d3r1 d3r2 · · · d3rN =
= N
∫
Ψ∗(r1, r2, · · · , rN)v(r1)Ψ(r1, r2, · · · , rN) d3r1 d3r2 · · · d3rN =
=
∫
v(r)n(r)d3r = V [n] (3.13)
It needs to be stressed, that E generally is not a functional of n alone, only
the V [n] is. In the next section we show however, that if the |Ψ〉 is a ground
state (of any system), then E becomes a functional of n.
3.2.3 The Hohenberg-Kohn Theorem
The Schro¨dinger equation gives the map
C : V → Ψ
where Ψ is the ground state. C is bijective (one-to-one correspondence),
because to every V we can compute the corresponding Ψ from Schro¨dinger
equation and two different V and V ′ (differing by more than a constant) give
two different Ψ, because if V and V ′ gave the same Ψ, then by substracting
Hˆ |Ψ〉 = Egs |Ψ〉
from
Hˆ ′ |Ψ〉 = (Hˆ − Vˆ + Vˆ ′) |Ψ〉 = E ′gs |Ψ〉
we would get V −V ′ = E−E ′, which is a contradiction with the assumption
that V and V ′ differ by more than a constant.
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Similarly, from the ground state wavefunction Ψ we can compute the
charge density n giving rise to the map
D : Ψ→ n
which is also bijective, because to every Ψ we can compute n from (3.11)
and two different Ψ and Ψ′ give two different n and n′, because different Ψ
and Ψ′ give
Egs = 〈Ψ|Hˆ|Ψ〉 < 〈Ψ′|Hˆ|Ψ′〉 = 〈Ψ′|Hˆ ′ + Vˆ − Vˆ ′|Ψ′〉 = E ′gs+
∫
n′(r)(v(r)−v′(r)) d3r
E ′gs = 〈Ψ′|Hˆ ′|Ψ′〉 < 〈Ψ|Hˆ ′|Ψ〉 = 〈Ψ|Hˆ + Vˆ ′ − Vˆ |Ψ〉 = Egs+
∫
n(r)(v′(r)−v(r)) d3r
adding these two inequalities together gives
0 <
∫
n′(r)(v(r)−v′(r)) d3r+
∫
n(r)(v′(r)−v(r)) d3r =
∫
(n(r)−n′(r))(v′(r)−v(r)) d3r
which for n = n′ gives 0 < 0, which is nonsense, so n 6= n′.
So we have proved that for a given ground state density n0(r) (generated
by a potential Vˆ0) it is possible to calculate the corresponding ground state
wavefunction Ψ0(r1, r2, · · · , rN), in other words, Ψ0 is a unique functional
of n0:
Ψ0 = Ψ0[n0]
so the ground state energy E0 is also a functional of n0
E0 = 〈Ψ0[n0]|Tˆ + Uˆ + Vˆ0|Ψ0[n0]〉 = E[n0]
We define an energy functional
Ev0 [n] = 〈Ψ[n]|Tˆ + Uˆ + Vˆ0|Ψ[n]〉 = 〈Ψ[n]|Tˆ + Uˆ |Ψ[n]〉+
∫
v0(r)n(r)d
3r
(3.14)
where |Ψ[n]〉 is any ground state wavefunction (generated by an arbitrary
potential), that is, n is a ground state density belonging to an arbitrary
system. E0 which is generated by the potential V0 can then be expressed as
E0 = Ev0 [n0]
and for n 6= n0 we have (from the Ritz principle)
E0 < Ev0 [n]
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and one has to minimize the functional Ev0 [n]:
E0 = min
n
Ev0 [n] (3.15)
The term
〈Ψ[n]|Tˆ + Uˆ |Ψ[n]〉 ≡ F [n]
in (3.14) is universal in the sense that it doesn’t depend on Vˆ0. It can be
proven [3], that F [n] is a functional of n for degenerated ground states too,
so (3.15) stays true as well.
The ground state densities in (3.14) and (3.15) are called pure-state
v-representable because they are the densities of (possible degenerate)
ground state of the Hamiltonian with some local potential v(r). One may
ask a question if all possible functions are v-representable (this is called
the v-representability problem). The question is relevant, because we need
to know which functions to take into account in the minimization process
(3.15). Even though not every function is v-representable [3], every density
defined on a grid (finite of infinite) which is strictly positive, normalized and
consistent with the Pauli principle is ensemble v-representable. Ensemble
v-representation is just a simple generalization of the above, for details see
[3]. In plain words, we are fine.
The functional Ev0 [n] in (3.15) depends on the particle number N , so in
order to get n, we need to solve the variational formulation
δ
δn
(
Ev[n]− µ(N)
∫
n(r)d3r
)
= 0
so
δEv[n]
δn
= µ(N) (3.16)
Let the nN(r) be the solution of (3.16) with a particle number N and the
energy EN :
EN = Ev[nN ]
The Lagrangian multiplier µ is the exact chemical potential of the system
µ(N) =
∂EN
∂N
becuase
EN+ − EN = Ev[nN+]− Ev[nN ] =
∫
δEv
δn
(nN+ − nN)d3r =
22
=∫
µ(N)(nN+ − nN)d3r = µ(N)(N + −N) = µ(N)
so
µ(N) =
EN+ − EN

−→ ∂EN
∂N
3.2.4 The Kohn-Sham Equations
Consider an auxiliary system of N noninteracting electrons (noninteracting
gas):
Hˆs = Tˆ + Vˆs
Then the many-body ground state wavefunction can be decomposed into
single particle orbitals
|Ψ(r1, r2, · · · , rN)〉 = |ψ1(r)〉 |ψ2(r)〉 · · · |ψN(r)〉
and
Es[n] = Ts[{ψi[n]}] + Vs[n]
where
Ts[n] = 〈Ψ[n]|Tˆ |Ψ[n]〉 =
∑
i
〈ψi| − 12∇2|ψi〉
Vs[n] = 〈Ψ[n]|Vˆ |Ψ[n]〉 =
∫
vs(r)n(r)d
3r
From (3.16) we get
µ =
δEs[n]
δn(r)
=
δTs[n]
δn(r)
+
δVs[n]
δn(r)
=
δTs[n]
δn(r)
+ vs(r) (3.17)
Solution to this equation gives the density ns.
Now we want to express the energy in (3.12) using Ts and EH for con-
venience, where EH is the classical electrostatic interaction energy of the
charge distribution n(r):
∇2VH = n(r)
or equivalently
EH [n] =
1
2
∫ ∫
n(r)n(r′)
|r− r′| d
3rd3r′
VH(r) =
δEH
δn(r)
= 1
2
∫
n(r′)
|r− r′|d
3r′ (3.18)
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So from (3.14) we get
E[n] = (T +U)[n] + V [n] = Ts[n] +EH [n] + (T − Ts +U −EH)[n] + V [n] =
= Ts[n] + EH [n] + Exc[n] + V [n] (3.19)
The rest of the energy is denoted by Exc = U −EH + T − Ts and it is called
is the exchange and correlation energy functional. From (3.16)
µ =
δE[n]
δn(r)
=
δTs[n]
δn(r)
+
δEH [n]
δn(r)
+
δExc[n]
δn(r)
+
δV [n]
δn(r)
From (3.18) we have
δEH
δn(r)
= VH(r)
from (3.13) we get
δV [n]
δn(r)
= v(r)
we define
δExc[n]
δn(r)
= Vxc(r) (3.20)
so we arrive at
µ =
δE[n]
δn(r)
=
δTs[n]
δn(r)
+ VH(r) + Vxc(r) + v(r) (3.21)
Solution to this equation gives the density n. Comparing (3.21) to (3.17) we
see that if we choose
vs ≡ VH + Vxc + v
then ns(r) ≡ n(r). So we solve the Kohn-Sham equations of this auxiliary
non-interacting system
(−1
2
∇2 +vs(r))ψi(r) ≡ (−12∇2 +VH(r)+Vxc(r)+v(r))ψi(r) = iψ(r) (3.22)
which yield the orbitals ψi that reproduce the density n(r) of the original
interacting system
n(r) ≡ ns(r) =
N∑
i
|ψi(r)|2 (3.23)
The sum is taken over the lowest N energies. Some of the ψi can be de-
generated, but it doesn’t matter - the index i counts every eigenfunction
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including all the degenerated. In plain words, the trick is in realizing, that
the ground state energy can be found by minimizing the energy functional
(3.14) and in rewriting this functional into the form (3.19), which shows that
the interacting system can be treated as a noninteracting one with a special
potential.
3.2.5 The XC Term
The exchange and correlation functional
Exc[n] = (T + U)[n]− EH [n]− TS[n]
can always be written in the form
Exc[n] =
∫
n(r′)xc(r′;n)d3r′
where the xc(r
′;n) is called the xc energy density.
Unfortunately, no one knows xc(r
′;n) exactly (yet). The most simple
approximation is the local density approximation (LDA), for which the
xc energy density xc at r is taken as that of a homogeneous electron gas
(the nuclei are replaced by a uniform positively charged background, density
n = const) with the same local density:
xc(r;n) ≈ LDxc (n(r))
The xc potential Vxc defined by (3.20) is then
Vxc(r;n) =
δExc[n]
δn(r)
= xc(r
′;n) +
∫
n(r′)
δxc(r
′;n)
δn(r)
d3r′
which in the LDA becomes
Vxc(r;n) = 
LD
xc (n) + n
dLDxc (n)
dn
=
d
dn
(
nLDxc (n)
)
= V LDxc (n) (3.24)
The xc energy density LDxc of the homogeneous gas can be computed exactly[14]:
LDxc (n) = 
LD
x (n) + 
LD
c (n)
where the LDx is the electron gas exchange term given by[14]
LDx (n) = −
3
4pi
(3pi2n)
1
3
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the rest of LDxc is hidden in 
LD
c (n) for which there doesn’t exist an ana-
lytic formula, but the correlation energies are known exactly from quantum
Monte Carlo (QMC) calculations by Ceperley and Alder[17]. The energies
were fitted by Vosko, Wilkes and Nussair (VWN) with LDc (n) and they got
accurate results with errors less than 0.05 mRy in LDc , which means that
LDc (n) is virtually known exactly. VWN result:
LDc (n) ≈
A
2
{
ln
(
y2
Y (y)
)
+
2b
Q
arctan
(
Q
2y + b
)
+
− by0
Y (y0)
[
ln
(
(y − y0)2
Y (y)
)
+
2(b+ 2y0)
Q
arctan
(
Q
2y + b
)]}
where y =
√
rs, Y (y) = y
2 + by + c, Q =
√
4c− b2, y0 = −0.10498, b =
3.72744, c = 12.93532, A = 0.0621814 and rs is the electron gas parameter,
which gives the mean distance between electrons (in atomic units):
rs =
(
3
4pin
) 1
3
The xc potential is then computed from (3.24):
V LDxc = V
LD
x + V
LD
c
V LDx = −
1
pi
(3pi2n)
1
3
V LDc =
A
2
{
ln
(
y2
Y (y)
)
+
2b
Q
arctan
(
Q
2y + b
)
+
− by0
Y (y0)
[
ln
(
(y − y0)2
Y (y)
)
+
2(b+ 2y0)
Q
arctan
(
Q
2y + b
)]}
+
−A
6
c(y − y0)− by0y
(y − y0)Y (y)
Some people also use Perdew and Zunger formulas, but they give essen-
tially the same results. The LDA, although very simple, is surprisingly suc-
cessful. More sophisticated approximations exist, for example the generalized
gradient approximation (GGA), which sometimes gives better results than
the LDA, but is not perfect either. Other options include orbital-dependent
(implicit) density functionals or a linear response type functionals, but this
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topic is still evolving. The conclusion is, that the LDA is a good approxima-
tion to start with, and only when we are not satisfied, we will have to try
some more accurate and modern approximation.
RLDA: Relativistic corrections to the energy-density functional were pro-
posed by MacDonald and Vosko and basically are just a change in LDx (n)→
LDx (n)R:
R =
[
1− 3
2
(
βµ− ln(β + µ)
β2
)2]
where
µ =
√
1 + β2
and
β =
(3pi2n)
1
3
c
We also need to calculate these derivatives:
dR
dβ
= −6βµ− ln(β + µ)
β2
(
1
µ
− βµ− ln(β + µ)
β3
)
dβ
dn
=
β
3n
dLDx
dn
=
LDx
3n
So
V RLDx = 
LD
x R + n
dLDx R
dn
=
4
3
LDx R +
1
3
LDx
dR
dβ
β (3.25)
For c → ∞ we get β → 0, R → 1 and V RLDx → 43LDx = V LDx as expected,
because
lim
β→0
β
√
1 + β2 − ln(β +√1 + β2)
β2
= 0
3.2.6 Iteration to Self-consistency
The VH and Vxc potentials in the Kohn-Sham equations (3.22) depend on
the solution n thus the KS equations need to be iterated to obtain a self-
consistent density. One can regard the KS procedure as a nonlinear operator
Fˆ which satisfies (at the Mth iteration)
noutM = Fˆ nM
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and the problem is to find the self-consistent density which satisfies
n = Fˆ n
Due to the long-range nature of the Coulomb interaction, a small change
in the input density nM can lead to a relatively large change in the out-
put density Fˆ nM , thus it is not possible to use the output density itself as
the input density for the next iteration, since large unstable charge oscilla-
tions arise. Rather it is essential to mix input and output densities in an
appropriate manner to obtain a new input density.
The n(r) is in practice defined on some grid, or using coefficients of plane
waves, local orbitals or the like, which means that the precise relation
1 =
∫
|r〉 〈r| d3r
is changed for
1 ≈
∑
i
|ri〉 〈ri|
in the case of a grid (or some other basis like plane waves can be used instead
of |ri〉) and n(r) = 〈r|n〉 is approximated by n(ri) = 〈ri|n〉. Let
x = (x1, x2, x3, ...), xi ≡ n(ri) = 〈ri|n〉
and
F(xM) ≡ Fˆ nM , Fi = (Fˆ nM)(ri)
the self-consistency is reached when F(x) = x.
So the problem is in solving the equation
F(x) = x
where x denotes a vector in many dimensions (the number of points in the
grid). It can also be expressed in the form of the residual R(x) = F(x)− x
as
R(x) = 0
Almost all of the methods start with approximating
R(xM+1)−R(xM) ≈ J · (xM+1 − xM) (3.26)
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where the Jacobian
Jij =
∂Ri
∂xj
We want R(xM+1) = 0, so substituting that into (3.26) we get
xM+1 ≈ xM + J−1 · (R(xM+1)−R(xM)) = xM − J−1 ·R(xM)
If we knew the Jacobian exactly, this would be the multidimensional Newton-
Raphson method, but we can only make approximations to J using a se-
quence of J0, J1, J2, . . . :
xM+1 = xM − J−1M ·R(xM) (3.27)
and the rate of convergence is determined by the quality of the Jacobian.
These type of methods are called quasi-Newton-Raphson methods.
The simplest approach is to use the linear mixing scheme for which
J−1M = −α1
so
xM+1 = xM + αR(xM) = xM + α(F(xM)− xM)
where 0 < α ≤ 1 is the mixing parameter, working value is somewhere
around α = 0.1 to α = 0.3. Unfortunately, this procedure is slow and also
we do not explore all the possible densities with this mixing, which means
that we don’t get the correct density with any accuracy, because we get
stuck at a ”stiff” situation for which continued iteration does not improve
the distance |R(xM)| between input and output densities. On the other hand
it’s very easy to implement and it works in most cases, although slowly.
Surprisingly very good method is this:
J−1M = −diag(β1, β2, β3, . . . ) (3.28)
start with β1 = β2 = β3 = · · · = α and at every iteration adjust the
parameters βi according to this very simple algorithm: if Ri(xM−1)Ri(xM) >
0 then increase βi by α (if βi > αmax, set βi = αmax) otherwise set βi = α.
In my tests it behaves almost as well as the second Broyden method.
More sophisticated approach is the Broyden update, which updates the
J successively at every iteration. The first Broyden method is using this
formula:
JM+1 = JM − (∆R(xM) + JM ·∆xM)∆x
T
M
|∆xM |2
29
which has the disadvantage that we need to compute the inverse Jacobian
in (3.27) at every iteration, which is impossible in our case. The second
Broyden method updates the inverse Jacobian directly using this formula
J−1M+1 = J
−1
M +
(∆xM − J−1M ·∆R(xM))∆R(xM)T
|∆R(xM)|2 (3.29)
starting with the linear mixing:
J−10 = −α1
It is impossible to store the whole dense matrix of the inverse Jacobian, but
fortunately it is not necessary, realizing that the (3.29) has a very simple
structure [18]:
J−1M+1 = J
−1
M + uv
T
with
u = ∆xM − J−1M ·∆R(xM) (3.30)
v =
∆R(xM)
|∆R(xM)|2
so the whole inverse Jacobian can be written as
J−1M = −α1 + u1vT1 + u2vT2 + u3vT3 + · · ·
and we only need to know how to apply such a Jacobian to an arbitrary
vector, which is needed in (3.30) and (3.27):
J−1M · y = −αy + u1(vT1 y) + u2(vT2 y) + u3(vT3 y) + · · ·
Thus instead of the whole dense matrix, we only need to save the vectors u
and v from every iteration.
Vanderbilt and Louie [21] suggested a modified Broyden method,
which incorporates weights, but Eyert [4] showed that if all the weights are
used to tune the iteration process to its fastest convergence, they, in fact,
cancel out and the result of the scheme is called by Eyert the generalized
Broyden method, whose scheme shown by Eyert is exactly the same as
for the Anderson mixing:
M−1∑
p=M−k
(1 + ω20δpn)∆R(xn)
T∆R(xp)γp = ∆R(xn)
TR(xM)
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xM+1 = xM + βMR(xM)−
M−1∑
p=M−k
γp(∆xp + βM∆R(xp))
which according to Eyert should converge even faster than the second Broy-
den method, but it doesn’t in my own implementation. ω0 is added just for
a numerical stability, good value is ω = 0.01, but it can also be switched off
by ω0 = 0. p is the number of last iterations to use, good value according to
Eyert is p = 5, βM shouldn’t influence the convergence much for p = 5.
The problem with n is that there are two conditions which need to be
satisfied
n > 0
and the normalization ∫
n(r)d3r = Z
The Newton method converges to the correct norm, but slowly. The condi-
tion n > 0 however causes great instability. One option could be to use a
logistic function like
n(r) =
C
1 + e−x(r)
for sufficiently large C and solve for x, which can be both positive and
negative. But more elegant solution is to mix Vh+Vxc instead of the densities.
3.2.7 Example: Pb Atom
To illustrate the explained theory, we will show how to calculate the Pb
atom. We have N = 82 and
v(ri) = − 82|ri|
and we need to sum over the lowest 82 eigenvalues in (3.23). One option
(the correct one) is to automatically try different ”n” and ”l” until we are
sure we got the lowest 82 energies. But for Pb the combination of ”n” and
”l” is well-known, it is (first number is n, the letter is l and the number in
superscript gives the number of times the particular eigenvalue needs to be
taken into account in the sum): 1S2, 2S2, 2P 6, 3S2, 3P 6, 3D10, 4S2, 4P 6,
4D10, 4F 14, 5S2, 5P 6, 5D10, 6S2, 6P 2 (notice the 5F and 5G are missing).
Together it is 82 eigenvalues. The KS energies for these eigenvalues are:
-2701.6 -466.18 -471.87 -111.45 -108.24 -92.183 -24.498 -22.086 -15.119
-5.6606 -3.9570 -2.9743 -.92718 -.33665 -.14914
31
3.3 Pseudopotentials
3.3.1 Introduction
Literature about pseudopotentials is unfortunately scattered among many
articles, so this section tries to give an overview so that we have everything
at one place.
3.3.2 Hermitian Operators in Spherical Symmetry
We show that every Hermitian operator Vˆ in the spherical symmetric prob-
lem (Vˆ = R−1Vˆ R) can be written in the form
Vˆ =
∑
lm
|lm〉 Vˆl 〈lm| (3.31)
where the operator Vˆl = 〈lm|Vˆ |lm〉 has matrix elements
〈ρ|Vˆl|ρ′〉 = 〈lm| 〈ρ|Vˆ |ρ′〉 |lm〉 = Vl(ρ, ρ′)
Proof: Matrix elements of a general Hermitian operator Vˆ are
〈r|Vˆ |ϕ〉 =
∫
〈r|Vˆ |r′〉 〈r′|ϕ〉 d3r′ =
∫
V (r, r′)ϕ(r′)d3r′
where
V (r, r′) = 〈r|Vˆ |r′〉
In spherical symmetry, we have
〈r|Vˆ |ϕ〉 = 〈r|R−1Vˆ R|ϕ〉 = 〈r|R†Vˆ R|ϕ〉 =
∫
〈r|R†Vˆ R|r′〉 〈r′|ϕ〉 d3r′ =
=
∫
〈Rr|Vˆ |Rr′〉 〈r′|ϕ〉 d3r′ =
∫
V (Rr, Rr′)ϕ(r′)d3r′
whereR is the rotation operator (it’s unitary). We have thus derived V (Rr, Rr′) =
V (r, r′) true for any R, which means that the the kernel only depends on ρ,
ρ′ and rˆ · rˆ′, where r = ρrˆ and r′ = ρ′rˆ′. So we obtain using (5.12)
V (r, r′) = V (ρ, ρ′, rˆ · rˆ′) =
∑
lm
Ylm(rˆ)Vl(ρ, ρ
′)Y ∗lm(rˆ
′)
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where
Vl(ρ, ρ
′) =
(2l + 1)2
8pi
∫ 1
−1
Pl(x)Vl(ρ, ρ
′, x)dx
In Dirac notation:
V (r, r′) = 〈r|Vˆ |r′〉 = 〈rˆ| 〈ρ|Vˆ |ρ′〉 |ˆr′〉 =
∑
lml′m′
〈rˆ|lm〉 〈lm| 〈ρ|Vˆ |ρ′〉 |l′m′〉 〈l′m′|ˆr′〉
From the above derivation we see that we must have:
〈lm| 〈ρ|Vˆ |ρ′〉 |l′m′〉 = Vl(ρ, ρ′)δll′δmm′
in other words
Vl(ρ, ρ
′) = 〈lm| 〈ρ|Vˆ |ρ′〉 |lm〉 (3.32)
so we get
〈r|Vˆ |r′〉 =
∑
lm
〈rˆ|lm〉Vl(ρ, ρ′) 〈lm|ˆr′〉 =
∑
lm
Ylm(θ, φ)Vl(ρ, ρ
′)Y ∗lm(θ
′, φ′)
and
Vˆ =
∑
lm
|lm〉 〈lm|Vˆ |lm〉 〈lm| =
∑
lm
|lm〉 Vˆl 〈lm|
where the operator Vˆl = 〈lm|Vˆ |lm〉 only acts on the radial part of the
wavefunction and according to (3.32) it doesn’t depend on m. Also according
to (3.32) its matrix elements are
〈ρ|Vˆl|ρ′〉 = 〈lm| 〈ρ|Vˆ |ρ′〉 |lm〉 = Vl(ρ, ρ′)
3.3.3 Nonlocal Pseudopotentials
A nonlocal pseudopotential Vˆ is just a general Hermitian operator. We only
want to construct pseudopotentials in the spherical problem, so every pseu-
dopotential can be written in the form (3.31). In practice we only use either
local (the operator Vˆ is local) or semilocal (the operator Vˆ is radially local,
but angularly nonlocal) pseudopotential.
Local potential (radially and angularly local) is defined by:
〈r|Vˆ |r′〉 = V (ρ) 〈r|r′〉
so we can simply write
Vˆ = V (ρ) (3.33)
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so
Vl(ρ, ρ
′) = 〈lm| 〈ρ|Vˆ |ρ′〉 |lm〉 = V (ρ) 〈ρ|ρ′〉 = V (ρ)δ(ρ− ρ
′)
ρ2
so it turned out that the kernel is local and doesn’t depend on l and we get
V (r(ρ, θ, φ), r′(ρ′, θ′, φ′)) =
∑
lm
Ylm(θ, φ)V (ρ)
δ(ρ− ρ′)
ρ2
Y ∗lm(θ
′, φ′) =
= V (ρ)
1
ρ2 sin θ
δ(ρ− ρ′)δ(θ − θ′)δ(φ− φ′) = V (ρ)δ(r− r′)
and
〈r|Vˆ |ϕ〉 =
∫
V (ρ)δ(r− r′)ϕ(r′)d3r′ = V (ρ)ϕ(r)
so we recover (3.33). There is no new information in these formulas, but it
is useful to understand how to work with them and how to rewrite one to
the other.
For a semilocal potential (radially local, but angularly nonlocal), the
kernel cannot depend on m and is radially local, so:
〈ρ|Vˆl|ρ′〉 = Vl(ρ, ρ′) = 〈lm| 〈ρ|Vˆ |ρ′〉 |lm〉 = Vl(ρ) 〈ρ|ρ′〉 = Vl(ρ)δ(ρ− ρ
′)
ρ2
so the kernel is local and does depend on l and we simply write
Vˆl = Vl(ρ)
and
Vˆ =
∑
lm
|lm〉Vl(ρ) 〈lm| (3.34)
We can also calculate the same result explicitly in the r representation:
V (r(ρ, θ, φ), r′(ρ′, θ′, φ′)) =
∑
lm
Ylm(θ, φ)Vl(ρ)
δ(ρ− ρ′)
ρ2
Y ∗lm(θ
′, φ′)
and
〈r|Vˆ |ϕ〉 =
∫ ∑
lm
Ylm(θ, φ)Vl(ρ)
δ(ρ− ρ′)
ρ2
Y ∗lm(θ
′, φ′)ϕ(r′)d3r′ =
=
∑
lm
Ylm(θ, φ)Vl(ρ)
∫
Y ∗lm(θ
′, φ′)ϕ(ρrˆ′)dΩ′
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or in Dirac notation
〈r|Vˆ |ϕ〉 =
∑
lm
〈rˆ|lm〉Vl(ρ) 〈lm| 〈ρ|ϕ〉
and we recover (3.34).
So, to sum it up: semilocal pseudopotential is a general hermitian oper-
ator in the spherically symmetric problem (i.e. Vˆ = R−1Vˆ R) and radially
local. All such operators can be written in the form (3.34).
Now, it can be shown that if we make the assumption of radial locality,
we get ”correct” wavefunctions and energies in the linear approximation. We
generally only take a few terms in the expansion (3.34), usually only V0, V1
and V2, sometimes also V3 and V4.
3.3.4 Separable Potentials
The pseudopotential above (Hamman, Schlu¨ter, Chiang) has the form
Vˆ =
∑
lm
|lm〉Vl(ρ) 〈lm| = Vloc(ρ) +
∑
lm
|lm〉 [Vl(ρ)− Vloc(ρ)] 〈lm|
Or, equivalently, in the r representation:
V (r, r′) = 〈r|Vˆ |r′〉 = Vloc(ρ)δ(r−r′)+δ(ρ− ρ
′)
ρ2
∑
lm
Ylm(rˆ)[Vl(ρ)−Vloc(ρ)]Y ∗lm(rˆ′)
The first term doesn’t cause a problem. Let’s denote the second term (which
is semilocal) simply by v:
v =
∑
lm
|lm〉 [Vl(ρ)− Vloc(ρ)] 〈lm|
Let’s choose a complete but otherwise arbitrary set of functions |φi〉 (they
contain both a radial and an angular dependence) and define a matrix U is
by the equation ∑
j
Uij 〈φj|v|φk〉 = δik
then (|ψ〉 = |φk〉αk):
v |ψ〉 =
∑
ik
v |φi〉 δikαk =
∑
ijk
v |φi〉Uij 〈φj|v|φk〉αk =
∑
ij
v |φi〉Uij 〈φj|v|ψ〉
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So any Hermitian operator (including v) can be transformed exactly into
the following form
v =
∑
ij
v |φi〉Uij 〈φj| v
We diagonalize the matrix U by choosing such functions |φ¯i〉 for which the
matrix 〈φ¯j|v|φ¯k〉 (and hence the corresponding matrix U) is equal to 1. We
can find such functions for example using the Gram-Schmidt orthogonaliza-
tion procedure on |φi〉 with a norm 〈f |v|g〉 (for functions f and g), more on
that later. Then
v =
∑
i
v |φ¯i〉 1〈φ¯i|v|φ¯i〉
〈φ¯i| v =
∑
i
v |φ¯i〉 〈φ¯i| v (3.35)
We could take any |φi〉 and orthogonalize them. But because we have v in
the form of (3.34), we will be using |φi〉 in the form |φi〉 = |Rnl〉 |lm〉, because
it turns out we will only need to orthogonalize the radial parts. The first
term in (3.35) then corresponds to the Kleinman-Bylander potential[11]. We
of course take more terms and get accurate results without ghost states.
Let’s look at the orthogonalization. We start with the wavefunctions:
|φi〉 = |Rnl〉 |lm〉
where Rnl(ρ) = 〈ρ|Rnl〉 and i goes over all possible triplets (nlm).
We can also relate the i and n, l, m using this formula
inlm =
n−1∑
k=1
k2+
(
l−1∑
k=0
(2k + 1)
)
+(l+m+1) =
(n− 1)n(2n− 1)
6
+l(l+1)+m+1
The operator v acts on these |φi〉 like this
〈r|v|φi〉 = 〈r|v|Rnl〉 |lm〉 = 〈rˆ| 〈ρ|Vl(ρ)|Rnl〉 |lm〉 = Vl(ρ)Rnl(ρ)Ylm(rˆ)
Now we need to construct new orthogonal set of functions |φ¯i〉 satisfying
〈φ¯i|v|φ¯j〉 = δij
This can be done using several methods, we chose the Gram-Schmidt or-
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thogonalization procedure, which works according to the following scheme:
|φ˜1〉 = 1 1√〈φ1|v|φ1〉 |φ1〉 ; |φ¯1〉 = 1√〈φ˜1|v|φ˜1〉 |φ˜1〉
|φ˜2〉 =
(
1− |φ¯1〉 〈φ¯1| v
) 1√〈φ2|v|φ2〉 |φ2〉 ; |φ¯2〉 = 1√〈φ˜2|v|φ˜2〉 |φ˜2〉
|φ˜3〉 =
(
1− |φ¯1〉 〈φ¯1| v − |φ¯2〉 〈φ¯2| v
) 1√〈φ3|v|φ3〉 |φ3〉 ; |φ¯3〉 = 1√〈φ˜3|v|φ˜3〉 |φ˜3〉
. . .
We can verify by a direct calculation that this procedure ensures
〈φ¯i|v|φ¯j〉 = δij
It may be useful to compute the normalization factors explicitly:
〈φ˜1|v|φ˜1〉 = 1
〈φ˜2|v|φ˜2〉 = 1− 〈φ2|v|φ¯1〉 〈φ¯1|v|φ2〉〈φ2|v|φ2〉
〈φ˜3|v|φ˜3〉 = 1− 〈φ3|v|φ¯1〉 〈φ¯1|v|φ3〉+ 〈φ3|v|φ¯2〉 〈φ¯2|v|φ3〉〈φ3|v|φ3〉
...
we can also write down a first few orthogonal vectors explicitly:
|φ¯1〉 = |φ1〉√〈φ1|v|φ1〉
|φ¯2〉 = |φ2〉 〈φ1|v|φ1〉 − |φ1〉 〈φ1|v|φ2〉√
(〈φ1|v|φ1〉 〈φ2|v|φ2〉 − 〈φ2|v|φ1〉 〈φ1|v|φ2〉) 〈φ1|v|φ1〉 〈φ2|v|φ2〉
Now the crucial observation is
〈lm| 〈Rnl|v|Rn′l′〉 |l′m′〉 = 〈Rnl|Vl(ρ)|Rn′l〉 δll′δmm′
which means that 〈φi|v|φj〉 = 0 if |φi〉 and |φj〉 have different l or m. In
other words |φi〉 and |φj〉 for different |lm〉 are already orthogonal. Thus
37
the G-S orthogonalization procedure only makes the Rnl orthogonal for the
same |lm〉. To get explicit expressions for |φ¯i〉, we simply use the formulas
above and get:
|φi〉 = |Rnl〉 |lm〉 → |φ¯i〉 = |R¯nl〉 |lm〉
where we have constructed new |R¯nl〉 from original |Rnl〉:
|R¯10〉 = |R10〉√〈R10|V0|R10〉
|R¯20〉 = |R20〉 − |R¯10〉 〈R¯10|V0|R20〉√
. . .
|R¯21〉 = |R21〉√〈R21|V1|R21〉
|R¯30〉 = |R30〉 − |R¯10〉 〈R¯10|V0|R30〉 − |R¯20〉 〈R¯20|V0|R30〉√
. . .
|R¯31〉 = |R31〉 − |R¯21〉 〈R¯21|V1|R31〉√
. . .
|R¯32〉 = |R32〉√〈R32|V1|R32〉
|R¯40〉 = |R40〉 − |R¯10〉 〈R¯10|V0|R40〉 − |R¯20〉 〈R¯20|V0|R40〉 − |R¯30〉 〈R¯30|V0|R40〉√
. . .
|R¯41〉 = |R41〉 − |R¯21〉 〈R¯21|V1|R41〉 − |R¯31〉 〈R¯31|V1|R41〉√
. . .
. . .
Ok, so we have constructed new |R¯nl〉 from |Rnl〉 which obey
〈R¯nl|Vl|R¯n′l〉 = δnn′ (3.36)
so for every Vl, we construct |R¯nl〉 for n = l + 1, l + 2, · · · . Let’s continue:
v |φ¯i〉 = Vl(ρ) |R¯nl〉 |lm〉
and finally we arrive at the separable form of the l dependent pseudopotential
v =
∑
i
v |φ¯i〉 〈φ¯i| v =
∑
i
Vl(ρ) |R¯nl〉 |lm〉 〈lm| 〈R¯nl|Vl(ρ) (3.37)
38
Note: the Vl is actually Vl − Vloc, but this is just a detail.
To have some explicit formula, let’s write how the separable potential
acts on a wavefunction:
(vψ)(r) = 〈r|v|ψ〉 =
∑
i
〈rˆ|lm〉 〈ρ|Vl(ρ)|R¯nl〉 〈R¯nl|Vl(ρ) 〈lm|ψ〉 =
=
∑
i
Ylm(rˆ)R¯nl(ρ)Vl(ρ)
∫
R¯nl(ρ
′)Vl(ρ′)
∫
Y ∗lm(rˆ
′)ψ(r′) dΩ′ ρ′2dρ′ =
=
∑
i
Ylm(rˆ)R¯nl(ρ)Vl(ρ)
∫
R¯nl(ρ
′)Vl(ρ′)Y ∗lm(rˆ
′)ψ(r′) d3r′
To have some insight on what we are actually doing: we are making the
local potential Vl nonlocal using:
Vl =
∞∑
n=l+1
Vl |R¯nl〉 〈R¯nl|Vl (3.38)
where
〈R¯nl|Vl|R¯n′l〉 = δnn′
or in r representation:
Vl(ρ)ψ(ρrˆ) =
∑
n
Vl(ρ)R¯nl(ρ)
∫
R¯nl(ρ
′)Vl(ρ′)ψ(ρ′rˆ)ρ′2dρ′
which is useful when computing integrals of this type
Vij =
∫
φi(ρ)Vlφj(ρ)ρ
2d3ρ = 〈i|Vl|j〉 =
∑
n
〈i|Vl|R¯nl〉 〈R¯nl|Vl|j〉
〈i|Vl|R¯nl〉 =
∫
φi(ρ)Vl(ρ)R¯nl(ρ)ρ
2dρ
because the integral on the left hand side actually represents N2 integrals,
where N is the number of basis vectors |φi〉. The sum on the right hand side
however only represents K · N integrals, where K is the number of terms
taken into account in (3.38). Of course taking only finite number of terms
in (3.38) is only an approximation to Vˆl. In our case, we don’t need these
1D integrals (which can be easily computed directly, because Vl is local and
the basis functions φi are nonzero only around a node in the mesh, which
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means that the matrix Vij is sparse), but 3D integrals, where angular parts
of V are nonlocal and radial part is local (so the matrix Vij is dense), so the
above procedure is the only way how to proceed, because we decompose the
matrix Vij into the sum of matrices in the form pip
∗
j , which can easily be
handled and solved.
The scheme for the separation described above works for any functions
Rnl(ρ). Because of the form of the expansion (3.38) however, we will use Rnl
from one atomic calculation. We need to approximate Vl by as few terms as
possible, so imagine how the Vl(ρ) acts on the lowest radial function in the
l subspace, which is |Rl+1;l〉 and we see that all the terms in (3.38) except
the first one Vl |R¯l+1;l〉 〈R¯l+1;l|Vl give zero, because they are orthogonal to
|Rl+1;l〉. For the function |Rl+2;l〉 all the terms except the first two are zero,
because 〈R¯nl|V0|Rl+2;l〉 6= 0 only for n = l + 1 or n = l + 2 (because the
vectors |Rl+1;l〉 and |Rl+2;l〉 span the same subspace as |R¯l+1;l〉 and |R¯l+2;l〉
and using (3.36)) For functions, which are a little different from all |Rnl〉
(n > l), we won’t generally get precise results taking any (finite) number
of terms in (3.38), but the higher terms should give smaller and smaller
corrections.
So, to sum it up: We take all the Vl in (3.37) as we did in (3.34). Theo-
retically we should take R¯nl for all n = l+1, l+2, l+3, . . . , but practically
it suffices to only take several R¯nl for a given l from one atomic calculation.
Let’s give an example: we are calculating 14 electrons, so we will only
take into account the lowest 14 eigenvalues in the Kohn sham equations,
which are |φ1〉 up to |φ14〉. The lowest radial functions in each l subspace
are |φi〉 for i = 1, 3, 4, 5, 10, 11, 12, 13, 14 and on these 9 functions we get
a precise result with only one term in the expansion (3.38). For the other
5 functions (i = 2, 6, 7, 8, 9) we will have to take into account more terms.
Let’s look in more detail at the case l = 0 (i.e. i = 1, 2, 6). Then
V0 = V0 |R¯10〉 〈R¯10|V0 + V0 |R¯20〉 〈R¯20|V0 + V0 |R¯30〉 〈R¯30|V0 + . . .
and for the case i = 1 we see that one term in (3.38) is enough:
v |φ1〉 = v |R10〉 |00〉 = V0 |R10〉 |00〉 = V0 |R¯10〉 〈R¯10|V0 |R10〉 |00〉
because 〈R¯n0|V0|R10〉 = 0 for n > 1. For the case i = 2 we get the correct
result with 2 terms in (3.38)
v |φ2〉 = v |R20〉 |00〉 = V0 |R20〉 |00〉 = (V0 |R¯10〉 〈R¯10|V0 |R20〉+V0 |R¯20〉 〈R¯20|V0 |R20〉) |00〉
40
because 〈R¯n0|V0|R20〉 = 0 for n > 2. For the case i = 6 we need to take
into account 3 terms etc. We can see from this example, that taking |Rnl〉
from one atomic calculation, we get precise results (with the same atom)
only taking into account a finite number of terms in (3.38), for 14 electrons
actually only 3 terms. For several atoms calculation, we won’t get precise
results, but it should be a sufficiently good approximation.
The described method is general, the only drawback is that if we don’t
take functions |Rnl〉 which are similar to the solution, we need to take a
lot of terms in (3.38), resulting in many matrices of the form pip
∗
j , which
we don’t want, even though, theoretically we can get a solution with any
precision we want taking more and more terms in (3.38).
See also [2].
3.4 Finite Element Method
The finite element method (FEM) is the most widely used technique for
solving partial differential equations (PDE). In this section we explain how
it can be applied to the Schro¨dinger equation.
3.4.1 Weak Formulation of the Schro¨dinger Equation
One-particle Schro¨dinger equation has the form(
− h¯
2
2m
∇2 + V
)
ψ = Eψ in Ω, (3.39)
where Ω is a Cartesian square (in 2D) or cube (in 3D) centered at the origin
of the coordinate system. The domain is chosen sufficiently large so that the
decay of ψ allows us to prescribe zero Dirichlet conditions on the boundary
Γ. Here V is a given function in Ω representing the potential well.
We multiply both sides of (3.39) by a test function v that is zero on Γ
and integrate over Ω,∫
Ω
−
(
h¯2
2m
∇2ψ
)
v dV =
∫
Ω
(E − V )ψv dV . (3.40)
Applying to the left-hand side the Green’s first identity (generalized inte-
gration by parts formula), we obtain∫
Ω
h¯2
2m
∇ψ · ∇v dV =
∫
Ω
(E − V )ψv dV +
∮
Γ
h¯2
2m
(∇ψ)v · n dS .
41
Since v ≡ 0 on Γ, the integral over Γ vanishes and we obtain the following
weak formulation of (3.39): Find a function ψ ∈ S such that∫
Ω
h¯2
2m
∇ψ · ∇v dV =
∫
Ω
(E − V )ψv dV for every v ∈ S. (3.41)
Here, S is a subspace of the standard Sobolev space H1(Ω) corresponding
to zero Dirichlet boundary conditions on Γ, i.e.,
S = {v ∈ H1(Ω); v = 0 on Γ}.
Recall that the function space H1(Ω) consists of all functions defined in Ω
which are square-integrable and have square-integrable (weak) gradients.
3.4.2 Finite Element Method
The domain Ω is covered with a finite element mesh consisting of M non-
overlapping triangles (in 2D) or tetrahedra (in 3D) K1, K2, . . . , KM . Any
two elements can only share a common vertex, a common edge (along with
the corresponding pair of vertices), or a common face (along with the edges
and vertices corresponding to that face).
The finite element approximation takes place in a finite-dimensional sub-
space Sn ⊂ S consisting of continuous functions defined in Ω which are linear
within every element Km, m = 1, 2, . . . ,M . Let φi, i = 1, 2, . . . , n be a basis
of Sn. The approximate solution ψ is sought as a linear combination of these
basis functions with unknown coefficients,
ψ =
∑
qjφj.
Substituting this expansion into (3.41) and using the basis functions φi,
i = 1, 2, . . . , n in place of the test function v, we obtain a discrete problem(∫
Ω
h¯2
2m
∇φj · ∇φi dV +
∫
Ω
φiV φj dV
)
qj =
(∫
Ω
Eφjφi dV
)
qj. (3.42)
This can be written in a matrix form
(Kij + Vij) qj = EMijqj ,
42
where
Vij =
∫
Ω
φiV φj dV ,
Mij =
∫
Ω
φiφj dV ,
Kij =
h¯2
2m
∫
Ω
∇φi · ∇φj dV .
The integrals in (3.42) are evaluated via element contributions overK1, K2, . . . , KM .
For example,
Kij =
M∑
m=1
K
(m)
ij ,
where
K
(m)
ij =
∫
Km
h¯2
2m
∇φj · ∇φi dV E ≈
Nq−1∑
q=0
h¯2
2m
∇φi(xq) · ∇φj(xq)wq| det J(xˆq)| .
The integral is computed numerically using the Gauss integration technique:
xq are Gauss points (there are Nq of them), wq is the weight of each point,
and the Jacobian | det J(xˆq)| is there because we are actually computing
the integral on the reference element instead in the real space. It is worth
mentioning that for both triangular elements in 2D and tetrahedra in 3D,
the Jacobian is constant.
Finite elements programs usually have an assembly phase, where they
construct all the matrices, in our case:
(Kij + Vij) qj = EMijqj ,
and then a solve phase. In our case this amounts to solving a large sparse
generalized eigenvalue problem.
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Chapter 4
Results
In this section we show results of our program. The program is opensource
(BSD licensed) and available at http://sfepy.org, use the release 00.50.00
to get the results as below.
In most examples we present also an exact analytic solution (in the col-
umn denoted as ”exact”). The particular way of obtaining the analytic re-
sults is described at each individual example.
4.1 Solution of the Schro¨dinger Equation
The first thing we need to do is to create a mesh.
4.1.1 2D: Mesh
We create a mesh:
$ . / s ch roed inge r . py −−mesh −−2d
Dimension : 2
In f o : ’ gmsh −2 tmp/mesh . geo −format mesh ’
s t a r t e d on Sat Jul 19 02 : 04 : 41 2008
In fo : Reading ’tmp/mesh . geo ’
In f o : Read ’tmp/mesh . geo ’
In f o : Meshing 1D . . .
I n f o : Meshing curve 1 ( Line )
In f o : Meshing curve 2 ( Line )
In f o : Meshing curve 3 ( Line )
In f o : Meshing curve 4 ( Line )
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In f o : Mesh 1D complete (0 .028002 s )
In f o : Mesh
In fo : Meshing 2D . . .
I n f o : Meshing s u r f a c e 6 ( Plane , MeshAdapt+Delaunay )
In f o : Mesh 2D complete (3 .65223 s )
In f o : Mesh
In fo : 8100 v e r t i c e s 16198 e lements
In f o : Writing ’tmp/mesh . mesh ’
In f o : Wrote ’ tmp/mesh . mesh ’
Mesh wr i t t en to tmp/mesh . vtk
As you can see, we call gmsh[9] in the background to create a triangular
mesh in 2D. See the fig. 4.1 and 4.2 for a visualization of the mesh in the
paraview[10] program.
Figure 4.1: 2D mesh, the red square is zoomed in the fig. 4.2
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Figure 4.2: Zoomed in 2D mesh
4.1.2 2D: Potential Well
This is also sometimes called particle in the box.
V (x) =
{
0, inside the square a× a
∞, outside
Analytic solution:
En1n2 =
pi2
2a2
(
n21 + n
2
2
)
where ni = 1, 2, 3, . . . are independent quantum numbers. For example for
a = 1 we get: E11 = 2, E12 = E21 = 5, E22 = 8, E13 = E31 = 10, E23 =
E32 = 13, E14 = E41 = 17, E22 = 18, E24 = E42 = 20, . . . .
Our program constructs the element matrices as described before and
then calls PySparse[8] to solve the generalized eigenproblem.
$ . / s ch roed inge r . py −−we l l
Dimension : 2
[ . . . ]
Energ i e s :
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n exact FEM e r r o r
0 : 0 .00098696 0.00100813 2.14%
1 : 0 .00246740 0.00255738 3.65%
2 : 0 .00246740 0.00256454 3.94%
3 : 0 .00394784 0.00421025 6.65%
4 : 0 .00493480 0.00524481 6.28%
5 : 0 .00493480 0.00525660 6.52%
6 : 0 .00641524 0.00705958 10.04%
7 : 0 .00641524 0.00706794 10.17%
8 : 0 .00838916 0.00916761 9.28%
9 : 0 .00838916 0.00920827 9.76%
So lu t i on saved to mesh . vtk
The lowest 9 eigenvectors are visualized in fig. 4.3, from left to right, top
to bottom.
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Figure 4.3: 2D well: eigenvectors 1 to 9
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4.1.3 2D: Linear Harmonic Oscillator
V (r) =
{
1
2
ω2r2, inside the square a× a
∞, outside
Analytic solution in the limit a→∞:
En1n2 = (n1 + n2 + 1)ω
where n1, n2 = 0, 1, 2, . . . , so: E00 = 1, E01 = E10 = 2, E11 = E20 = E02 = 3,
E12 = E21 = E30 = E03 = 4, E22 = E13 = E31 = E40 = E04 = 5,
$ . / s ch roed inge r . py −−o s c i l l a t o r
Dimension : 2
[ . . . ]
Energ i e s :
n exact FEM e r r o r
0 : 1 .00000000 1.00081703 0.08%
1 : 2 .00000000 2.00158339 0.08%
2 : 2 .00000000 2.00175346 0.09%
3 : 3 .00000000 3.00302269 0.10%
4 : 3 .00000000 3.00334897 0.11%
5 : 3 .00000000 3.00346025 0.12%
6 : 4 .00000000 4.00498898 0.12%
7 : 4 .00000000 4.00571512 0.14%
8 : 4 .00000000 4.00606336 0.15%
9 : 4 .00000000 4.00631703 0.16%
10 : 5 .00000000 5.00743227 0.15%
11 : 5 .00000000 5.00868813 0.17%
12 : 5 .00000000 5.00947456 0.19%
13 : 5 .00000000 5.01031228 0.21%
14 : 5 .00000000 5.01042976 0.21%
15 : 6 .00000000 6.01161255 0.19%
So lu t i on saved to mesh . vtk
All the eigenvectors are visualized in fig. 4.4.
To get a better insight, we plotted the 8th and 10th eigenvector as a 2D
surface in 3D, see the fig 4.5.
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Figure 4.4: 2D oscillator: eigenvectors 1 to 15
4.1.4 2D: Hydrogen Atom
V (r) =
{
−Z2
r
, inside the square a× a
∞, outside
Analytic solution in the limit a→∞:
En = − Z
2
8(n− 1
2
)2
where n = 1, 2, 3, . . . . For Z = 1: E1 = −12 = −0.5, E2 = − 118 = −0.055,
E3 = − 150 = −0.020. E4 = − 198 = −0.010.
$ . / s ch roed inge r . py −−hydrogen
Dimension : 2
[ . . . ]
Energ i e s :
n exact FEM e r r o r
0 : −0.50000000 −0.48444312 3.11%
1 : −0.05555556 −0.05546247 0.17%
2 : −0.05555556 −0.05545794 0.18%
50
Figure 4.5: 2D oscillator: eigenvector 8 and 10, plotted as a surface
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3 : −0.05555556 −0.05490833 1.17%
4 : −0.02000000 −0.01987759 0.61%
5 : −0.02000000 −0.01986552 0.67%
6 : −0.02000000 −0.01978261 1.09%
7 : −0.02000000 −0.01974034 1.30%
8 : −0.02000000 −0.01973349 1.33%
9 : −0.01020408 −0.00961296 5.79%
So lu t i on saved to mesh . vtk
4.1.5 2D: Boron Atom
The analytic solution is the same as for the hydrogen atom, only with Z = 5,
so each energy needs to by multiplied by 25.
$ . / s ch roed inge r . py −−boron
[ . . . ]
Energ i e s :
n exact FEM e r r o r
0 : −12.50000000 −12.65582408 1.25%
1 : −1.38888889 −1.39403240 0.37%
2 : −1.38888889 −1.38823512 0.05%
3 : −1.38888889 −1.38821053 0.05%
4 : −0.50000000 −0.50042416 0.08%
5 : −0.50000000 −0.49898923 0.20%
6 : −0.50000000 −0.49895079 0.21%
7 : −0.50000000 −0.49809201 0.38%
8 : −0.50000000 −0.49804906 0.39%
9 : −0.25510204 −0.25394635 0.45%
10 : −0.25510204 −0.25329618 0.71%
11 : −0.25510204 −0.25324683 0.73%
12 : −0.25510204 −0.25249085 1.02%
13 : −0.25510204 −0.25242286 1.05%
So lu t i on saved to mesh . vtk
4.1.6 3D: Mesh
In 3D, we generate tetrahedra:
$ . / s ch roed inge r . py −−mesh
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Dimension : 3
[ . . . ]
Mesh wr i t t en to tmp/mesh . vtk
Look at the fig. 4.6 to see how the mesh looks like.
Figure 4.6: 3D mesh
4.1.7 3D: Potential Well
V (x) =
{
0, inside the box a× a× a
∞, outside
Analytic solution:
En1n2n3 =
pi2
2a2
(
n21 + n
2
2 + n
2
3
)
where ni = 1, 2, 3, . . . are independent quantum numbers. For example for
a = 1 we get: E111 = 14.804, E211 = E121 = E112 = 29.608, E122 =
E212 = E221 = 44.413, E311 = E131 = E113 = 54.282 E222 = 59.217,
E123 = Eperm. = 69.087.
$ . / s ch roed inge r . py −−we l l
Dimension : 3
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[ . . . ]
Energ i e s :
n exact FEM e r r o r
0 : 0 .14804407 0.14922535 0.80%
1 : 0 .29608813 0.30079010 1.59%
2 : 0 .29608813 0.30082698 1.60%
3 : 0 .29608813 0.30084093 1.61%
4 : 0 .44413220 0.45473187 2.39%
5 : 0 .44413220 0.45482735 2.41%
6 : 0 .44413220 0.45489304 2.42%
7 : 0 .54282824 0.55869467 2.92%
8 : 0 .54282824 0.55871268 2.93%
9 : 0 .54282824 0.55889291 2.96%
10 : 0 .59217626 0.61113461 3.20%
11 : 0 .69087231 0.71656267 3.72%
12 : 0 .69087231 0.71661781 3.73%
13 : 0 .69087231 0.71678728 3.75%
14 : 0 .69087231 0.71695827 3.78%
15 : 0 .69087231 0.71706618 3.79%
16 : 0 .69087231 0.71729282 3.82%
17 : 0 .83891637 0.87708704 4.55%
18 : 0 .83891637 0.87715932 4.56%
19 : 0 .83891637 0.87797932 4.66%
So lu t i on saved to mesh . vtk
As you can see above, we got (a = 1, 24702 nodes):
E 1 2-4 5-7 8-10 11 12-
theory 14.804 29.608 44.413 54.282 59.217 69.087
FEM 14.861 29.833 44.919 55.035 60.123 70.305
29.834 44.920 55.042 70.310
29.836 44.925 55.047 · · ·
So we got the correct energies and correct degeneracies. See the figs 4.7
– 4.9 for examples of eigenvectors.
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Figure 4.7: 3D potential well: eigenvector 1, cut plane
Figure 4.8: 3D potential well: eigenvector 1, cut plane and contours
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Figure 4.9: 3D potential well: eigenvector 10, cut plane and contours
4.1.8 3D: Linear Harmonic Oscillator
V (r) =
{
1
2
ω2r2, inside the box a× a× a
∞, outside
Analytic solution in the limit a→∞:
Enl =
(
2n+ l +
3
2
)
ω
where n, l = 0, 1, 2, . . . . Degeneracy is 2l + 1, so: E00 =
3
2
, triple E01 =
5
2
,
E10 =
7
2
, quintuple E02 =
7
2
, triple E11 =
9
2
, quintuple E12 =
11
2
:
$ . / s ch roed inge r . py −−o s c i l l a t o r
Dimension : 3
[ . . . ]
Energ i e s :
n exact FEM e r r o r
0 : 1 .50000000 1.60246586 6.83%
1 : 2 .50000000 2.66350384 6.54%
2 : 2 .50000000 2.66592179 6.64%
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3 : 2 .50000000 2.66745129 6.70%
4 : 3 .50000000 3.73764474 6.79%
5 : 3 .50000000 3.74251455 6.93%
6 : 3 .50000000 3.74545592 7.01%
7 : 3 .50000000 3.74824003 7.09%
8 : 3 .50000000 3.75739243 7.35%
9 : 3 .50000000 3.78188467 8.05%
10 : 4 .50000000 4.84098311 7.58%
11 : 4 .50000000 4.84411120 7.65%
12 : 4 .50000000 4.84695596 7.71%
13 : 4 .50000000 4.85068992 7.79%
14 : 4 .50000000 4.85439463 7.88%
15 : 4 .50000000 4.86152828 8.03%
16 : 4 .50000000 4.86513080 8.11%
17 : 4 .50000000 4.91355134 9.19%
18 : 4 .50000000 4.91666221 9.26%
19 : 4 .50000000 4.92487984 9.44%
So lu t i on saved to mesh . vtk
Numerical solution (a = 15, ω = 1, 290620 nodes):
E 1 2-4 5-10 11-
theory 1.5 2.5 3.5 4.5
FEM 1.522 2.535 3.554 4.578
2.536 3.555 4.579
2.536 3.555 4.579
3.555 · · ·
3.556
3.556
For better imagination, we plotted the eigenvector 5 from several sides
and then eigenvector 10, see the figs 4.10 – 4.13.
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Figure 4.10: 3D oscillator: eigenvector 5, cut plane
Figure 4.11: 3D oscillator: eigenvector 5, cut plane and contour
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Figure 4.12: 3D oscillator: eigenvector 5, contour
Figure 4.13: 3D oscillator: eigenvector 10, cut plane and contour
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4.1.9 3D: Hydrogen Atom
V (r) =
{
−Z2
r
, inside the box a× a× a
∞, outside
Analytic solution in the limit a→∞:
En = − Z
2
2n2
where n = 1, 2, 3, . . . . Degeneracy is n2, so for Z = 1: E1 = −12 = −0.5,
E2 = −18 = −0.125, E3 = − 118 = −0.055, E4 = − 132 = −0.031.
$ . / s ch roed inge r . py −−hydrogen
Dimension : 3
[ . . . ]
Energ i e s :
n exact FEM
0 : −0.50000000 −0.13468961
1 : −0.12500000 0.13909268
2 : −0.12500000 0.13934116
3 : −0.12500000 0.13939501
4 : −0.12500000 0.26835117
So lu t i on saved to mesh . vtk
As you can see above, our mesh is not sufficient to get precise results,
so we used a refined mesh with a = 15 and 160000 nodes and we got more
precise results:
E 1 2-5 6-14 15-
theory -0.5 -0.125 -0.055 -0.031
FEM -0.481 -0.118 -0.006 · · ·
4.1.10 2D: nonsymmetric potential I
In this example we use a potential from two nuclei positioned at (−5, 0) and
(5, 0). This is a nonsymmetric problem, thus one cannot use the usual way
to reduce the Schro¨dinger equation to radial and angular parts. A general
partial differential equations solver (in our case FEM) has to be used. See
the fig 4.14 for the output of the lowest 10 eigenvectors.
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Figure 4.14: 2D nonsymmetric potential I: eigenvectors 0 to 9
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4.1.11 2D: nonsymmetric potential II
In this example we use a potential from three nuclei positioned at (−5, 0),
(5, 0) and (0, 5). This is a similar problem to the previous example, but this
time we plotted the solution using colors in a 2D plane (fig. 4.15) and also
as a 3D surface (fig 4.16), so that the reader can get a better feeling about
the solutions.
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Figure 4.15: 2D nonsymmetric potential II: eigenvectors 0 to 4, plot in 2d
on the left, surface plot on the right
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Figure 4.16: 2D nonsymmetric potential II: eigenvectors 5 to 9, plot in 2d
on the left, surface plot on the right
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4.1.12 2D: nonsymmetric potential III
Finally we calculate the Schro¨dinger equation for 20 atom nuclei uniformly
positioned on a circle. We plotted several eigenvectors, again in 2D and as
a 3D surface for better imagination, see the fig 4.17.
Figure 4.17: 2D nonsymmetric potential III: eigenvectors 0, 4 and 5, plot in
2D on the left, surface plot on the right
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4.2 Density Functional Theory, Spherically
Symmetric Solution
In this section we show solutions for the relativistic and non-relativistic
atoms, in particular Lead and Boron. This is necessary to test the density
functional theory self-consistency cycle code and also that all the parts of the
program are working correctly. We also need some referential data to com-
pare with. We use [12], that contains both relativistic and non-relativistic
Kohn-Sham eigenvalues for every atom. See the section 3.1 for thorough
introduction and derivation of all needed equations, so let’s just briefly reca-
pitulate: the potential for atoms is spherically symmetric, so the Kohn-Sham
equations effectively become radial Schro¨dinger or Dirac equations, that is
solved on a radial grid using the methods described in the section 3.1.
4.2.1 Pb: LDA
For nonrelativistic Lead, we need to solve the Schro¨dinger equation for 82
electrons. Here is a result of our program:
0 : |F( x ) |=32381.03274296
1 : |F( x ) |=5347.06647460
2 : |F( x ) |=2283.82989218
3 : |F( x ) |=148.26174998
4 : |F( x ) |=120.78098800
5 : |F( x ) |=84.68248231
6 : |F( x ) |=11.30008638
7 : |F( x ) |=3.65004163
8 : |F( x ) |=3.12545615
9 : |F( x ) |=1.44414848
10 : |F( x ) |=0.32879840
11 : |F( x ) |=0.10891716
12 : |F( x ) |=0.03456829
13 : |F( x ) |=0.01240870
14 : |F( x ) |=0.00774382
15 : |F( x ) |=0.00302906
16 : |F( x ) |=0.00081825
17 : |F( x ) |=0.00026270
18 : |F( x ) |=0.00007814
19 : |F( x ) |=0.00003516
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1 s ( 2) j=l +1/2: −2901.078061
2 s ( 2) j=l +1/2: −488.8433352
2p( 6) j=l +1/2: −470.8777849
3 s ( 2) j=l +1/2: −116.526852
3p( 6) j=l +1/2: −107.950391
3d (10) j=l +1/2: −91.88992429
4 s ( 2) j=l +1/2: −25.75333021
4p( 6) j=l +1/2: −21.99056413
4d (10) j=l +1/2: −15.03002657
4 f (14) j=l +1/2: −5.592531664
5 s ( 2) j=l +1/2: −4.206797624
5p( 6) j=l +1/2: −2.941656967
5d (10) j=l +1/2: −0.9023926829
6 s ( 2) j=l +1/2: −0.3571868295
6p( 2) j=l +1/2: −0.1418313263
The |F (x)| shows the norm of the residual in the non-linear iteration, in
this particular case (and all the other examples below), we use the mixing
scheme described by the equation (3.28) with α = 0.3 and αmax = 1.0 (see
the section 3.2.6 for more details). The rest of the output are individual
Kohn-Sham energies.
The NIST reference calculation[12] has precision of 6 decimal places and
the above calculation agrees with it to every decimal digit. This shows,
that our implementation of the density functional theory cycle, Poisson’s
equation, LDA and other things is correct.
4.2.2 Pb: RLDA
For a relativistic Lead we need to solve a radial Dirac equation in the frame-
work of DFT, together with a relativistic exchange and correlation potential.
0 : |F( x ) |=41056.67822797
1 : |F( x ) |=7926.04357205
2 : |F( x ) |=2858.46358638
3 : |F( x ) |=598.63802038
4 : |F( x ) |=268.50208068
5 : |F( x ) |=30.05744371
6 : |F( x ) |=27.56292000
7 : |F( x ) |=11.22084649
8 : |F( x ) |=4.78645898
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9 : |F( x ) |=0.53300950
10 : |F( x ) |=0.13956963
11 : |F( x ) |=0.07821891
12 : |F( x ) |=0.06505839
13 : |F( x ) |=0.02021479
14 : |F( x ) |=0.00240256
15 : |F( x ) |=0.00132181
16 : |F( x ) |=0.00079552
17 : |F( x ) |=0.00018579
18 : |F( x ) |=0.00000838
19 : |F( x ) |=0.00000584
1 s ( 2) j=l +1/2: −3209.51946
2 s ( 2) j=l +1/2: −574.1825655
2p( 6) j=l −1/2: −551.7234408
2p( 6) j=l +1/2: −472.3716103
3 s ( 2) j=l +1/2: −137.8642241
3p( 6) j=l −1/2: −127.6789451
3p( 6) j=l +1/2: −109.9540395
3d (10) j=l −1/2: −93.15817605
3d (10) j=l +1/2: −89.36399096
4 s ( 2) j=l +1/2: −31.15015728
4p( 6) j=l −1/2: −26.73281564
4p( 6) j=l +1/2: −22.38230707
4d (10) j=l −1/2: −15.1647618
4d (10) j=l +1/2: −14.3484973
5 s ( 2) j=l +1/2: −5.225938506
4 f (14) j=l −1/2: −4.960490099
4 f (14) j=l +1/2: −4.775660273
5p( 6) j=l −1/2: −3.710458943
5p( 6) j=l +1/2: −2.889127431
5d (10) j=l −1/2: −0.8020049565
5d (10) j=l +1/2: −0.7070299184
6 s ( 2) j=l +1/2: −0.4209603386
6p( 2) j=l −1/2: −0.1549640727
Most of the states above agree with the NIST reference calculation[12]
to one decimal place after the floating point (for example the 6p state differs
by 0.02 Hartees, the 1p state by 0.04 Hartrees), the difference probably
being caused by a different implementation of the exchange and correlation
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potential approximation (in spite of the fact that both our code and NIST
uses the XC potential proposed by MacDonald and Vosko). In particular,
we implemented the equation (3.25), see also the discussion leading to it.
However, if you compare for example the energies of the 1s state in the rel-
ativistic (-3209.51946 Hartrees) an non relativistic calculation (-2901.078061
Hartrees), the difference is about 308.44 Hartrees and both energies agree
with NIST (relativistic up to 0.04 Hartrees, nonrelativistic up to 10−6 Hartrees,
e.g. all decimal places showed at NIST), so it is clear, that whatever causes
the small difference, it is not a major problem.
4.2.3 B: LDA
We calculate nonrelativistic Boron.
1 : |F( x ) |=467.33470427
2 : |F( x ) |=39.46088238
3 : |F( x ) |=5.59717305
4 : |F( x ) |=3.09300726
5 : |F( x ) |=2.04909614
6 : |F( x ) |=0.09754169
7 : |F( x ) |=0.06773803
8 : |F( x ) |=0.04587578
9 : |F( x ) |=0.00592044
10 : |F( x ) |=0.00382678
11 : |F( x ) |=0.00232014
12 : |F( x ) |=0.00005561
13 : |F( x ) |=0.00002714
14 : |F( x ) |=0.00001809
15 : |F( x ) |=0.00000042
16 : |F( x ) |=0.00000023
17 : |F( x ) |=0.00000014
18 : |F( x ) |=0.00000001
19 : |F( x ) |=0.00000000
20 : |F( x ) |=0.00000000
1 s ( 2) j=l +1/2: −6.564347081
2 s ( 2) j=l +1/2: −0.3447010093
2p( 1) j=l +1/2: −0.1366031499
Agrees with NIST[12] to all decimal places.
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4.2.4 B: RLDA
Finally we calculate a relativistic Boron.
0 : |F( x ) |=485.06815695
1 : |F( x ) |=103.13739852
2 : |F( x ) |=34.94893789
3 : |F( x ) |=18.15071235
4 : |F( x ) |=1.19766447
5 : |F( x ) |=0.10974802
6 : |F( x ) |=0.07628667
7 : |F( x ) |=0.02450426
8 : |F( x ) |=0.00430650
9 : |F( x ) |=0.00193614
10 : |F( x ) |=0.00042938
11 : |F( x ) |=0.00010306
12 : |F( x ) |=0.00002872
13 : |F( x ) |=0.00001073
14 : |F( x ) |=0.00000217
15 : |F( x ) |=0.00000090
16 : |F( x ) |=0.00000028
17 : |F( x ) |=0.00000015
18 : |F( x ) |=0.00000002
19 : |F( x ) |=0.00000001
1 s ( 2) j=l +1/2: −6.56282977
2 s ( 2) j=l +1/2: −0.3447247582
2p( 1) j=l −1/2: −0.1366103284
Agrees with NIST[12] to 3 decimal places after the decimal dot, see the
comments at the relativistic Lead above for a discussion why it is different.
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Chapter 5
Conclusion
In this thesis, we introduce the ingredients that are necessary for the new
method for electronic structure calculations of non-periodic systems that
should be based on density functional theory, ab-initio pseudopotentials
and finite element method. We reviewed all the theory that we need, in
particular density functional theory, radial Dirac and Schro¨dinger equations,
Kohn-Sham equations, pseudopotentials and their separable form, and finite
elements.
We then show thorough examples of results of testing some of the ingredi-
ents — i.e. the pieces of the code dedicated to solve the partial tasks — that
we can calculate within the code developed so far: one electron Schro¨dinger
equation solved by finite elements in 2D and 3D, for symmetric and non-
symmetric potentials, and a selfconsistency engine within density functional
theory for radial Dirac and Schro¨dinger equations.
All of that are the essential ingredients for our ultimate goal mentioned
above and we show that this approach seems to be viable – all of the ingre-
dients are there and working.
In the future work, what needs to be done is to take our DFT self-
consistency engine tested on the radial Dirac / Schro¨dinger problem and
apply our finite element solver for Kohn-Sham equations with separable
pseudopotentials.
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Appendix
5.1 Polar and Spherical Coordinates
Polar coordinates (radial, azimuth) (r, φ) are defined by
x = r cosφ
y = r sinφ
Spherical coordinates (radial, zenith, azimuth) (ρ, θ, φ):
x = ρ sin θ cosφ
y = ρ sin θ sinφ
z = ρ cos θ
Note: this meaning of (θ, φ) is mostly used in the USA and in many books.
In Europe people usualy use different symbols, like (φ, θ), (ϑ, ϕ) and others.
5.2 Delta Function
Delta function δ(x) is defined such that this relation holds:∫
f(x)δ(x− t)dx = f(t) (5.1)
No such function exists, but one can find many sequences ”converging” to a
delta function:
lim
α→∞
δα(x) = δ(x) (5.2)
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more precisely:
lim
α→∞
∫
f(x)δα(x)dx =
∫
f(x) lim
α→∞
δα(x)dx = f(t) (5.3)
one example of such a sequence is:
δα(x) =
1
pix
sin(αx)
It’s clear that (5.3) holds for any well behaved function f(x). Mathematicians
like to say it’s incorrect to use such a notation when in fact the integral (5.1)
doesn’t ”exist”, but they are wrong, because it is not important if something
”exist” or not, but rather if it is clear what we mean by our notation: (5.1)
is a shorthand for (5.3) and (5.2) gets a mathematically rigorous meaning
when you integrate both sides and use (5.1) to arrive at (5.3). Thus one uses
the relations (5.1), (5.2), (5.3) to derive all properties of the delta function.
Let’s give an example. Let rˆ be the unit vector in 3D and we can label it
using spherical coordinates rˆ = rˆ(θ, φ). We can also express it in cartesian
coordinates as rˆ(θ, φ) = (cosφ sin θ, sinφ sin θ, cos θ).
f(rˆ′) =
∫
δ(rˆ− rˆ′)f(rˆ) drˆ (5.4)
Expressing f(rˆ) = f(θ, φ) as a function of θ and φ we have
f(θ′, φ′) =
∫
δ(θ − θ′)δ(φ− φ′)f(θ, φ) dθdφ (5.5)
Expressing (5.4) in spherical coordinates we get
f(θ′, φ′) =
∫
δ(rˆ− rˆ′)f(θ, φ) sin θ dθdφ
and comparing to (5.5) we finally get
δ(rˆ− rˆ′) = 1
sin θ
δ(θ − θ′)δ(φ− φ′)
In exactly the same manner we get
δ(r− r′) = δ(rˆ− rˆ′)δ(ρ− ρ
′)
ρ2
See also (5.6) for an example of how to deal with more complex expressions
involving the delta function like δ2(x).
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5.3 Variations and functional derivatives
Functional derivatives are a common source of confusion and especially the
notation. The reason is similar to the delta function — the definition is
operational, i.e. it tells you what operations you need to do to get a mathe-
matically precise formula. The notation below is commonly used in physics
and in our opinion it is perfectly precise and exact, but some mathematicians
may not like it.
Let’s have x = (x1, x2, . . . , xN). The function f(x) assigns a number to
each x. We define a differential of f as
df ≡ d
dε
f(x + εh)
∣∣∣∣
ε=0
= lim
ε→0
f(x + εh)− f(x)
ε
= a · h
The last equality follows from the fact, that d
dε
f(x + εh)
∣∣
ε=0
is a linear
function of h. We define ∂f
∂xi
as
a ≡
(
∂f
∂x1
,
∂f
∂x2
, . . . ,
∂f
∂xN
)
This also gives a formula for computing ∂f
∂xi
: we set hj = δijhi and
∂f
∂xi
= ai = a · h = d
dε
f(x + ε(0, 0, . . . , 1, . . . , 0))
∣∣∣∣
ε=0
=
= lim
ε→0
f(x1, x2, . . . , xi + ε, . . . , xN)− f(x1, x2, . . . , xi, . . . , xN)
ε
But this is just the way the partial derivative is usually defined. Every vari-
able can be treated as a function (very simple one):
xi = g(x1, . . . , xN) = δijxj
and so we define
dxi ≡ dg = d(δijxj) = hi
and thus we write hi = dxi and h = dx and
df =
df
dxi
dxi
So dx has two meanings — it’s either h = x − x0 (a finite change in the
independent variable x) or a differential, depending on the context. Even
mathematicians use this notation.
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Functional F [f ] assigns a number to each function f(x). The variation
is defined as
δF [f ] ≡ d
dε
F [f + εh]
∣∣∣∣
ε=0
= lim
→0
F [f + h]− F [f ]

=
∫
a(x)h(x)dx
We define δF
δf(x)
as
a(x) ≡ δF
δf(x)
This also gives a formula for computing δF
δf(x)
: we set h(y) = δ(x− y) and
δF
δf(x)
= a(x) =
∫
a(y)δ(x− y)dy = d
dε
F [f(y) + εδ(x− y)]
∣∣∣∣
ε=0
=
= lim
ε→0
F [f(y) + εδ(x− y)]− F [f(y)]
ε
Every function can be treated as a functional (although a very simple one):
f(x) = G[f ] =
∫
f(y)δ(x− y)dy
and so we define
δf ≡ δG[f ] = d
dε
G[f(x) + εh(x)]
∣∣∣∣
ε=0
=
d
dε
(f(x) + εh(x))
∣∣∣∣
ε=0
= h(x)
thus we write h = δf and
δF [f ] =
∫
δF
δf(x)
δf(x)dx
so δf have two meanings — it’s either h(x) = d
dε
(f(x) + εh(x))
∣∣
ε=0
(a finite
change in the function f) or a variation of a functional, depending on the
context. Mathematicians never write δf in the meaning of h(x), they always
write the latter, but it’s ridiculous, because it is completely analogous to dx.
The correspondence between the finite and infinite dimensional case can
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be summarized as:
f(xi) ⇐⇒ F [f ]
df = 0 ⇐⇒ δF = 0
∂f
∂xi
= 0 ⇐⇒ δF
δf(x)
= 0
f ⇐⇒ F
xi ⇐⇒ f(x)
x ⇐⇒ f
i ⇐⇒ x
More generally, δ-variation can by applied to any function g which con-
tains the function f(x) being varied, you just need to replace f by f + h
and apply d
d
to the whole g, for example (here g = ∂µφ and f = φ):
δ∂µφ =
d
dε
∂µ(φ+ εh)
∣∣∣∣
ε=0
= ∂µ
d
dε
(φ+ εh)
∣∣∣∣
ε=0
= ∂µδφ
This notation allows us a very convinient computation, as shown in the
following examples. First, when computing a variation of some integral, when
can interchange δ and
∫
:
F [f ] =
∫
K(x)f(x)dx
δF = δ
∫
K(x)f(x)dx =
d
dε
∫
K(x)(f + εh)dx
∣∣∣∣
ε=0
=
∫
d
dε
(K(x)(f + εh))dx
∣∣∣∣
ε=0
=
=
∫
δ(K(x)f(x))dx
In the expression δ(K(x)f(x)) we must understand from the context if we
are treating it as a functional of f or K. In our case it’s a functional of f ,
so we have δ(Kf) = Kδf .
A few more examples:
δ
δf(t)
∫
dt′f(t′)g(t′) =
d
dε
∫
dt′(f(t′) + εδ(t− t′))g(t′)
∣∣∣∣
ε=0
= g(t)
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δf(t′)
δf(t)
=
d
dε
(f(t′) + εδ(t− t′))
∣∣∣∣
ε=0
= δ(t− t′)
δf(t1)f(t2)
δf(t)
=
d
dε
(f(t1) + εδ(t− t1))(f(t2) + εδ(t− t2))
∣∣∣∣
ε=0
= δ(t−t1)f(t2)+f(t1)δ(t−t2)
δ
δf(t)
1
2
∫
dt1dt2K(t1, t2)f(t1)f(t2) =
1
2
∫
dt1dt2K(t1, t2)
δf(t1)f(t2)
δf(t)
=
= 1
2
(∫
dt1K(t1, t)f(t1) +
∫
dt2K(t, t2)f(t2)
)
=
∫
dt2K(t, t2)f(t2)
The last equality follows from K(t1, t2) = K(t2, t1) (any antisymmetrical
part of a K would not contribute to the symmetrical integration).
δ
δf(t)
∫
f 3(x)dx =
d
dε
∫
(f(x) + εδ(x− t))3dx
∣∣∣∣
ε=0
=
=
∫
3(f(x) + εδ(x− t))2δ(x− t)dx
∣∣∣∣
ε=0
=
∫
3f 2(x)δ(x− t)dx = 3f 2(t)
Some mathematicians would say the above calculation is incorrect, because
δ2(x − t) is undefined. But that’s not true, because in case of such prob-
lems the above notation automatically implies working with some sequence
δα(x)→ δ(x) (for example δα(x) = 1pix sin(αx)) and taking the limit α→∞:
δ
δf(t)
∫
f 3(x)dx = lim
α→∞
d
dε
∫
(f(x) + εδα(x− t))3dx
∣∣∣∣
ε=0
=
= lim
α→∞
∫
3(f(x) + εδα(x− t))2δα(x− t)dx
∣∣∣∣
ε=0
= lim
α→∞
∫
3f 2(x)δα(x−t)dx =
=
∫
3f 2(x) lim
α→∞
δα(x− t)dx =
∫
3f 2(x)δ(x− t)dx = 3f 2(t) (5.6)
As you can see, we got the same result, with the same rigor, but using an
obfuscating notation. That’s why such obvious manipulations with δα are
tacitly implied.
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5.4 Spherical Harmonics
Are defined by
Ylm(θ, φ) =
√
2l + 1
4pi
(l −m)!
(l +m)!
Pml (cos θ) e
imφ
where Pml are associated Legendre polynomials defined by
Pml (x) = (−1)m(1− x2)m/2
dm
dxm
Pl(x)
and Pl are Legendre polynomials defined by the formula
Pl(x) =
1
2ll!
dl
dxl
[(x2 − 1)l]
they also obey the completeness relation
∞∑
l=0
2l + 1
2
Pl(x
′)Pl(x) = δ(x− x′) (5.7)
The spherical harmonics are ortonormal:∫
Ylm Y
∗
l′m′ dΩ =
∫ 2pi
0
∫ pi
0
Ylm(θ, φ)Y
∗
l′m′(θ, φ) sin θ dθ dφ = δmm′δll′ (5.8)
and complete (both in the l-subspace and the whole space):
l∑
m=−l
|Ylm(θ, φ)|2 = 2l + 1
4pi
(5.9)
∞∑
l=0
l∑
m=−l
Ylm(θ, φ)Y
∗
lm(θ
′, φ′) =
1
sin θ
δ(θ − θ′)δ(φ− φ′) = δ(rˆ− rˆ′) (5.10)
The relation (5.9) is a special case of an addition theorem for spherical
harmonics
l∑
m=−l
Ylm(θ, φ)Y
∗
lm(θ
′, φ′) =
4pi
2l + 1
Pl(cos γ) (5.11)
where γ is the angle between the unit vectors given by rˆ = (θ, φ) and rˆ′ =
(θ′, φ′):
cos γ = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′) = rˆ · rˆ′
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5.5 Dirac Notation
The Dirac notation allows a very compact and powerful way of writing equa-
tions that describe a function expansion into a basis, both discrete (e.g. a
fourier series expansion) and continuous (e.g. a fourier transform) and re-
lated things. The notation is designed so that it is very easy to remember
and it just guides you to write the correct equation.
Let’s have a function f(x). We define
〈x|f〉 ≡ f(x)
〈x′|f〉 ≡ f(x′)
〈x′|x〉 ≡ δ(x′ − x)∫
|x〉 〈x| dx ≡ 1
The following equation
f(x′) =
∫
δ(x′ − x)f(x)dx
then becomes
〈x′|f〉 =
∫
〈x′|x〉 〈x|f〉 dx
and thus we can interpret |f〉 as a vector, |x〉 as a basis and 〈x|f〉 as the
coefficients in the basis expansion:
|f〉 = 1 |f〉 =
∫
|x〉 〈x| dx |f〉 =
∫
|x〉 〈x|f〉 dx
That’s all there is to it. Take the above rules as the operational definition
of the Dirac notation. It’s like with the delta function - written alone it
doesn’t have any meaning, but there are clear and non-ambiguous rules to
convert any expression with δ to an expression which even mathematicians
understand (i.e. integrating, applying test functions and using other relations
to get rid of all δ symbols in the expression – but the result is usually much
more complicated than the original formula). It’s the same with the ket
|f〉: written alone it doesn’t have any meaning, but you can always use the
above rules to get an expression that make sense to everyone (i.e. attaching
any bra to the left and rewriting all brackets 〈a|b〉 with their equivalent
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expressions) – but it will be more complex and harder to remember and –
that is important – less general.
Now, let’s look at the spherical harmonics:
Ylm(rˆ) ≡ 〈rˆ|lm〉
on the unit sphere, we have∫
|ˆr〉 〈rˆ| drˆ =
∫
|ˆr〉 〈rˆ| dΩ = 1
δ(rˆ− rˆ′) = 〈rˆ|ˆr′〉
thus∫ 2pi
0
∫ pi
0
Ylm(θ, φ)Y
∗
l′m′(θ, φ) sin θ dθ dφ =
∫
〈l′m′ |ˆr〉 〈rˆ|lm〉 dΩ = 〈l′m′|lm〉
and from (5.8) we get
〈l′m′|lm〉 = δmm′δll′
now ∑
lm
Ylm(θ, φ)Y
∗
lm(θ
′, φ′) =
∑
lm
〈rˆ|lm〉 〈lm|ˆr′〉
from (5.10) we get ∑
lm
〈rˆ|lm〉 〈lm|ˆr′〉 = 〈rˆ|ˆr′〉
so we have ∑
lm
|lm〉 〈lm| = 1
so |lm〉 forms an orthonormal basis. Any function defined on the sphere f(rˆ)
can be written using this basis:
f(rˆ) = 〈rˆ|f〉 =
∑
lm
〈rˆ|lm〉 〈lm|f〉 =
∑
lm
Ylm(rˆ)flm
where
flm = 〈lm|f〉 =
∫
〈lm|ˆr〉 〈rˆ|f〉 dΩ =
∫
Y ∗lm(rˆ)f(rˆ)dΩ
If we have a function f(r) in 3D, we can write it as a function of ρ and rˆ
and expand only with respect to the variable rˆ:
f(r) = f(ρrˆ) ≡ g(ρ, rˆ) =
∑
lm
Ylm(rˆ)glm(ρ)
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In Dirac notation we are doing the following: we decompose the space into
the angular and radial part
|r〉 = |ˆr〉 ⊗ |ρ〉 ≡ |ˆr〉 |ρ〉
and write
f(r) = 〈r|f〉 = 〈rˆ| 〈ρ|f〉 =
∑
lm
Ylm(rˆ) 〈lm| 〈ρ|f〉
where
〈lm| 〈ρ|f〉 =
∫
〈lm|ˆr〉 〈rˆ| 〈ρ|f〉 dΩ =
∫
Y ∗lm(rˆ)f(r)dΩ
Let’s calculate 〈ρ|ρ′〉
〈r|r′〉 = 〈rˆ| 〈ρ|ρ′〉 |ˆr′〉 = 〈rˆ|ˆr′〉 〈ρ|ρ′〉
so
〈ρ|ρ′〉 = 〈r|r
′〉
〈rˆ|ˆr′〉 =
δ(ρ− ρ′)
ρ2
We must stress that |lm〉 only acts in the |ˆr〉 space (not the |ρ〉 space) which
means that
〈r|lm〉 = 〈rˆ| 〈ρ|lm〉 = 〈rˆ|lm〉 〈ρ| = Ylm(rˆ) 〈ρ|
and V |lm〉 leaves V |ρ〉 intact. Similarly,∑
lm
|lm〉 〈lm| = 1
is a unity in the |ˆr〉 space only (i.e. on the unit sphere).
Let’s rewrite the equation (5.11):∑
m
〈rˆ|lm〉 〈lm|ˆr′〉 = 4pi
2l + 1
〈rˆ · rˆ′|Pl〉
Using the completeness relation (5.7):∑
l
2l + 1
2
〈x′|Pl〉 〈Pl|x〉 = 〈x′|x〉
∑
l
|Pl〉 2l + 1
2
〈Pl| = 1
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we can now derive a very important formula true for every function f(rˆ · rˆ′):
f(rˆ·ˆr′) = 〈rˆ · rˆ′|f〉 =
∑
l
〈rˆ · rˆ′|Pl〉 2l + 1
2
〈Pl|f〉 =
∑
lm
〈rˆ|lm〉 〈lm|ˆr′〉 (2l + 1)
2
8pi
〈Pl|f〉 =
=
∑
lm
〈rˆ|lm〉 fl 〈lm|ˆr′〉
where
fl =
(2l + 1)2
8pi
〈Pl|f〉 = (2l + 1)
2
8pi
∫ 1
−1
〈Pl|x〉 〈x|f〉 dx = (2l + 1)
2
8pi
∫ 1
−1
Pl(x)f(x)dx
or written explicitly
f(rˆ · rˆ′) =
∞∑
l=0
l∑
m=−l
Ylm(rˆ)flY
∗
lm(rˆ
′) (5.12)
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