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Abstract
We study the following nonlinear Hartree-type equation
−∆u+ V (x)u− a(
1
|x|γ
∗ |u|2)u = λu, in RN ,
where a > 0, N ≥ 3, γ ∈ (0, 2) and V (x) is an external potential. We first study the
asymptotic behavior of the ground state of equation for V (x) ≡ 1, a = 1 and λ = 0 as
γ ր 2. Then we consider the case of some trapping potential V (x), and show that all
the mass of ground states concentrate at a global minimum point of V (x) as γ ր 2,
which leads to symmetry breaking. Moreover, the concentration rate for maximum
points of ground states will be given.
Keywords: Hartree-type equation; Energy estimate; Concentration; Symmetry break-
ing; Almost mass critical
1 Introduction
In this paper, we consider the concentration behavior of the following nonlinear Hartree-type
equation as γ ր 2
−∆u+ V (x)u− a(
1
|x|γ
∗ |u|2)u = λu, in RN , (1.1)
where γ > 0, N ≥ 3, a > 0 is the parameter, λ ∈ R, and V (x) is an external potential. This
equation can be used to describe the standing waves of the form ψ(t, x) = eiλtu(x) of the
focusing time-dependent equation
iψt = −∆ψ + V (x)ψ − a(
1
|x|γ
∗ |ψ|2)ψ, in RN × R+. (1.2)
∗Corresponding author: this work is supported by the NSFC Grants 11801519 and 11475073.
†E-mail addresses: liyuan2014@lzu.edu.cn (Y. Li), zhaod@lzu.edu.cn (D. Zhao), wangqx@zjnu.edu.cn (Q.
Wang).
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Equation (1.2) can describe the geometry of stars and planets in celestial mechanics [15],
and quantum mechanics for investigating Bose-Einstein condensates (BEC) and Thomas-
Fermi type problems [2]. In particular, for a > 0 and γ = 1, the interaction is attractive
Coulomb action, the model can describe the quantum mechanics of a polaron, see [17, 21].
There have been a great deal of papers devote to equation (1.1) in different aspects.
For results about the existence of positive ground states, one can see [1, 13, 14, 18, 19, 20,
26]; Cingolani [29] and Clap [31] investigated the existence of multiple solutions; for the
uniqueness of the ground state, see for example [13, 16, 22, 24, 25]; and the semi-classical
analysis results, see [28, 30] and the references therein.
When γ = 2, the above Hartree-type nonlinearity in RN is corresponding to mass critical
case for all N ≥ 3. The authors in [3, 14, 27] considered a minimizing variational problem
corresponding to (1.1), and proved that there exists a constant a∗ such that (1.6) admits at
least one minimizer if and only if a < a∗, where a∗ = ‖Q2‖
2
2, and Q2 is the positive radially
symmetric ground state of the following equation
−∆u+ u− (
1
|x|2
∗ |u|2)u = 0, in RN . (1.3)
Furthermore, the concentration and symmetry breaking of minimizers as a ր a∗ were also
obtained for different potentials V (x). We mention that such kind of mass critical problems
have been studied for cubic nonlinearity in R2 in the past few years, see [4, 5, 6, 7, 8] and
the references therein.
Here we state the work of Guo, Zeng and Zhou [7], in which they studied concentration
behavior of the following almost mass critical nonlinear Schro¨dinger equations as q ր 2 (2
is mass critical exponent)
−△u+ (V (x) + λ)u− a|u|qu = 0, (t, x) ∈ R1 × R2,
where a > a∗ = ‖Q‖22, Q is the unique (up to translations) radially symmetric positive
solution of the following limiting equation
−△u+ u− |u|2u = 0, in R2. (1.4)
By using constrained variational method and energy estimates they present a detailed anal-
ysis of the concentration and symmetry breaking of the solutions for above equation as
q ր 2.
Inspired by [7], our focuses here will be on concentration behavior of nonlinear Hartree-
type equation (1.1) as almost mass critical exponent γ ր 2. Comparing with the results
in [7], we should deal with the nonlocal term ( 1
|x|γ
∗ |u|2)u, and the almost mass critical
exponent comes from Hartree action 1
|x|γ
, not the power exponent of u, this will bring some
difficulties; on the other hand, in this case we can consider in RN for all N ≥ 3, while [7]
only studied the cubic power exponent in R2.
Firstly, we study the asymptotic behavior of ground states of equation (1.1) for V (x) ≡
1, a = 1 and λ = 0 as γ ր 2, that is
−∆u+ u− (
1
|x|γ
∗ |u|2)u = 0. (1.5)
We have the following Theorem.
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Theorem 1.1. Let Qγ = Qγ(|x|) be a positive radial ground state for equation (1.5) with
0 < γ < 2. Then we have that
‖Qγ‖L2(RN ) → ‖Q2‖L2(RN ) as γ ր 2.
Here Q2 = Q2(|x|) > 0 is a positive radial ground states for equation (1.3).
This is not an easy result, we shall employ the mountain pass structure of corresponding
energy functional to obtain the uniform bound for ‖Qγ‖H1, and then obtain the above
convergence by Pohozaev identity.
Next we will show asymptotic behaviors of ground states of equation (1.1) for general
V (x). We consider a corresponding minimizing variational problem. Notice that, (1.1) is an
Euler-Lagrange equation of following minimizing problem:
ea(γ) = inf
{u∈H,
∫
RN
u2=1}
Eγ(u); (1.6)
Eγ(u) =
∫
RN
(|∇u|2 + V (x)|u|2)−
a
2
Dγ(u, u), Dγ(u, u) :=
∫
RN×RN
|u(x)|2|u(y)|2
|x− y|γ
dxdy.
Where
H := {u ∈ H1(RN) :
∫
RN
V (x)|u|2dx <∞}.
Here we assume that V (x) : RN → R+ is locally bounded and satisfies V (x) → ∞ as
|x| → ∞. Without loss of generality, by adding a suitable constant we may assume that
inf
x∈RN
V (x) = 0,
and infx∈RN V (x) can be attained. In this paper we are interested in addressing the limit
behavior of minimizers for (1.6) when γ ր 2 and a > a∗. By [10, 11] we have the following
Gagliardo-Nirenberg inequality:
Dγ(u, u) ≤ Cγ
( ∫
RN
|∇u|2dx
)γ
2
( ∫
RN
|u|2dx
) 4−γ
2 , (1.7)
where the best constant Cγ =
4
4−γ
(4−γ
γ
)
γ
2
1
‖Qγ‖22
and N ≥ 3. Qγ is an optimal minimizer of
above inequality, satisfying equation (1.5), and also a positive radial ground state for (1.5).
Theorem 1.2. Assume that N ≥ 3, a > a∗ = ‖Q2‖
2
2 and Q2 is the positive radially sym-
metric ground state of (1.3). And also assume that
V ∈ C1(RN), lim
|x|→∞
V (x) =∞ and inf
x∈RN
V (x) = 0.
Let uγ ∈ H be a non-negative minimizer of (1.6) with γ ∈ (0, 2). Then for each sequence
{γk} with γk ր 2 as k →∞, there exists a subsequence of {γk}, still denoted by {γk}, such
that uγk concentrates at a global minimum point y0 of V (x) in the following sense: for each
large k, uγk has a unique global maximum point z¯k ∈ R
N , satisfies
lim
k→∞
( a
‖Qγk‖
2
2
)− 2
2−γk uγk
(( a
‖Qγk‖
2
2
)− 1
2−γk x+ z¯k
)
=
1
‖Q2‖2
Q2(|x|) in H
1(RN), (1.8)
where z¯k → y0 as k →∞.
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Remark 1. Under the assumption of V (x) in Theorem 1.2, we have H →֒ Lp(RN) is
compact, where p ∈ [2, 2N
N−2
). The existence of the non-negative minimizer of (1.6) is similar
to [19, 32].
Remark 2. It follows from [24] that the uniqueness of positive ground state of (1.3) holds
for N = 4. If N ≥ 3 and N 6= 4, we do not know that the positive ground state of equation
(1.3) is unique. Therefore, if N = 4, we can obtain that Qγ → Q2 strongly in H
1(R4) and
the right-hand side of the (1.8) is unique. However, if N 6= 4, we only know that there exists
a positive radial ground state such that the above limit convergence to it.
In the following we shall assume that the external potential V satisfies that there exist
n ≥ 1 distinct points xi ∈ R
N with V (xi) = 0, while V (x) > 0 otherwise. Moreover, there
are numbers of pi > 0 such that
V (x) = O(|x− xi|
pi) near xi, where i = 1, 2, ..., n, (1.9)
and limx→xi
V (x)
|x−xi|pi
exists for all 1 ≤ i ≤ n.
Let p = max{p1, p2, ..., pn}, and let λi ∈ (0,∞] be given by
λi = lim
x→xi
V (x)
|x− xi|pi
. (1.10)
Define λ = min{λ1, ..., λn} and let
Z := {xi : λi = λ} (1.11)
denote the locations of the flattest global minima of V (x). By the above notations, we have
the following result, which tells us some further about the concentration point y0 given by
Theorem 1.2.
Theorem 1.3. Under the assumptions of Theorem 1.2 and let V (x) satisfy also the addi-
tional condition (1.9), then the unique concentration point y0 obtained in Theorem 1.2 has
the properties:
lim
k→∞
|z¯k − y0|
( a
‖Qγk‖
2
2
) 1
2−γk = 0 and y0 ∈ Z. (1.12)
This paper is organised as follows. Section 2 is devoted to the proof of Theorem 1.1 by
using the mountain pass structure. In section 3, we prove Lemma 3.2 on energy estimates of
minimizers for (1.6). Finally, we use Lemma 3.2 to prove Theorem 1.2 and then utilize the
blowup analysis to complete the proof of Theorem 1.3 in section 4.
2 The proof of Theorem 1.1
First note from [19] that the equation (1.5) has a radially symmetric and monotone decreasing
positive ground state solution Qγ which satisfies the following Pohozaev identity:
N − 2
2
∫
RN
|∇Qγ(x)|
2dx+
N
2
∫
RN
|Qγ(x)|
2dx =
2N − γ
4
Dγ(Qγ , Qγ), (2.1)
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for all 0 < γ < 4, one can derive from (1.5) and (2.1) that Qγ(x) satisfies
1
γ
∫
RN
|∇Qγ(x)|
2dx =
1
4− γ
∫
RN
|Qγ(x)|
2dx =
1
4
Dγ(Qγ , Qγ). (2.2)
Now we define the energy functional of equation (1.3) and (1.5) by
Jγ(u) =
1
2
∫
RN
|∇u|2 + |u|2 −
1
4
Dγ(u, u), γ ∈ (1, 2].
Let
G := {Q2(x) ∈ H
1(RN) : Q2(x) is a positive radial ground state of (1.3)}.
Combining (2.1) and (2.2), we get the ground state energy
J2(Q2) =
1
2
∫
RN
|Q2(x)|
2dx, Q2 ∈ G.
Then we have a∗ =
∫
RN
|Q2(x)|
2dx. That is, all positive ground states of equation (1.3) have
the same L2-norm. Similarly, we can obtain that all positive ground states of equation (1.5)
have the same L2-norm if γ is fixed.
To prove Theorem 1.1, we divide the proof into several lemmas. The ground state energy
level Jγ satisfies the mountain pass characterization, i.e.,
Iγ = min
u∈H1(RN )\{0}
max
t≥0
Jγ(tu).
First, we have the following convergence holds.
Lemma 2.1. Let {γn} < 2 be a sequence converging to 2. Then for any u ∈ H
1
rad(R
N)
Dγn(u, u)→ D2(u, u), as n→∞.
Let {un} ⊂ H
1
rad(R
N ) be a sequence converging weakly in H1rad(R
N) to some u0 ∈ H
1
rad(R
N).
Then as n→∞
Dγn(un, un)→ D2(u0, u0).
Proof. By combining Hardy-Littlewood-Sobolev inequality and the compact Sobolev embed-
ding. It is easy to see the above convergence holds.
Next, we prove the following uniform estimate for the ground states Qγ .
Lemma 2.2. Assume that Qγ ∈ H
1(RN) be the positive radial ground state of equation
(1.5), where γ ∈ (1, 2). Then there exists a positive constant C > 0 such that
‖Qγ‖H1 ≤ C.
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Proof. We claim that
lim sup
γ→2
Iγ ≤ I2.
Indeed, let Q2 be a ground state of (1.3). Define tγ by the positive number satisfying
Jγ(tγQ2) = max
t>0
Jγ(tQ2).
Elementary computation shows that
tγ =
( ‖Q2‖2H1
Dγ(Q2, Q2)
) 1
2
and limγ→2 tγ = 1. Now, by Lemma 2.1, we see from the mountain pass characterization of
the ground states that as γ → 2,
Jγ(Qγ) ≤ Jγ(tγQ2)
= J2(tγQ2) +
1
4
(∫
RN
(
1
|x|2
∗ |tγQ2|
2)|tγQ2|
2 −
∫
RN
(
1
|x|γ
∗ |tγQ2|
2)|tγQ2|
2
)
≤ J2(Q2) + o(1).
Multiplying the equation (1.5) by Qγ and integrating by part, we get
(
1
2
−
1
4
)‖Qγ‖
2
H1 = Jγ(Qγ).
By the above argument, we know that ‖Qγ‖H1 is uniformly bounded for 0 < γ < 2.
The above Lemma 2.2 implies that {Qγ} is a bounded sequence in H
1(RN). Therefore
we can assume that, up to a subsequence, Qγn converges weakly to a nonnegative radial
function Q∞ ∈ H
1
rad(R
N ), that is
Qγn ⇀ Q∞ in H
1(RN).
Moreover, by the compact embedding H1rad(R
N ) →֒ Lq(RN) for any 2 < q < 2N
N−2
(see Strauss
[23]), we can assume that
Qγn → Q∞ in L
q(RN)
for any 2 < q < 2N
N−2
, and
Qγn → Q∞ a.e. in R
N .
By Lemma 2.1, we easily deduce that
lim
γn→2
∫
RN
(|x|−γn ∗ |Qγn |
2)|Qγn |
2dy =
∫
RN
(|x|−2 ∗ |Q∞|
2)|Q∞|
2dy.
Furthermore, we multiply the equation (1.5) by Qγ and multiply the equation (1.3) by Q∞
to get
‖Qγn‖H1 = Dγn(Qγn , Qγn)→ D2(Q∞, Q∞) = ‖Q∞‖H1 .
Combining this with the weak convergence of Qγn , we obtain the strong convergence of Qγn
to Q∞ in H
1(RN ).
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Lemma 2.3. It satisfies
lim inf
γn→2
Iγn ≥ I2.
Proof. We see from the mountain pass characterization of ground states to (1.5), that for
every t > 0,
Iγn ≥ Jγn(tQγn)
= J2(tQγn) +
t4
4
(∫
RN
(
1
|x|2
∗ |Qγn |
2)|Qγn |
2 −
∫
RN
(
1
|x|γn
∗ |Qγn |
2)|Qγn |
2
)
= J2(tQγn) + o(1)t
4
as γn → 2. Taking t = tγn such that tγn satisfies
J2(tγnQγn) = max
t≥0
J2(tQγn).
Elementary computation shows
tγn =
( ‖Qγn‖2H1(RN )
Dγn(Qγn , Qγn)
) 1
2
→
( ‖Q∞‖2H1(RN )
D2(Q∞, Q∞)
) 1
2
= 1 as γn → 2
as in the proof of Lemma 2.2. Then we get
Iγn ≥ J2(tγnQγn) + o(1) ≥ I2 + o(1),
where the last inequality comes from the mountain pass characterization of I2. The proof is
complete.
Proof of Theorem 1.1. Combining Lemma 2.2 and Lemma 2.3, we conclude
lim
γn→2
Iγn = I2.
Hence we get
J2(Q∞) = I2.
In other words, Q∞ is a positive radial ground state to (1.3), i.e. Q∞ ∈ G (defined above).
On the other hand, from the identity (2.2), we know that
Iγ = Jγ(Qγ) =
1
4− γ
∫
RN
|Qγ(x)|
2dx and I2 = J2(Q2) =
1
2
∫
RN
|Q2(x)|
2dx.
Therefore, from above we can obtain that∫
RN
|Qγ(x)|
2dx→
∫
RN
|Q∞(x)|
2dx = a∗.
Let {Qγ} ⊂ H
1
rad(R
N) be a family of positive radial ground state to (1.5) for γ near 2
and γ < 2. Suppose ‖Qγ‖L2(RN ) does not converge to the ‖Q2‖L2(RN ). Then there exist a
positive number ε0 and a sequence {γk} → 2 such that ‖Qγk‖L2(RN )−‖Q2‖L2(RN ) ≥ ε0 which
contradicts to Lemma 2.2 and Lemma 2.3. The proof of Theorem 1.1 is complete.
7
3 Energy estimate
In this section, the main purpose is to establish Lemma 3.2. One can obtain from [19] that
there exist positive constants δ, C and R0 independent of γ ∈ (0, 2], such that |x| > R0
|Qγ|+ |∇Qγ| ≤ Ce
−δ|x| for γ ∈ (0, 2]. (3.1)
We next denote E˜γ(u) the following energy functional without the potential:
E˜γ(u) :=
∫
RN
|∇u(x)|2dx−
a
2
Dγ(u, u) u ∈ H
1(RN), (3.2)
and consider the associated minimization problem
e˜a(γ) = inf
{u∈H1(RN ):‖u‖22=1}
E˜γ(u).
Then the following Lemma gives refined information on the minimum energy e˜a(γ) as well
as it minimizers.
Lemma 3.1. Let γ ∈ (0, 2) and Qγ be the radially symmetry positive solution of (1.5), then
e˜a(γ) = (1−
2
γ
)(
4− γ
γ
)
( a
‖Qγ‖22
) 2
2−γ
, (3.3)
and the positive minimizers of e˜a(γ) must be of the form
Q˜γ(x) =
τ
N/2
γ
‖Qγ‖2
Qγ(τγx), where τγ =
√
γ
4− γ
( a
‖Qγ‖22
) 1
2−γ
. (3.4)
Proof. By using the Gagliardo-Nirenberg inequality (1.7), it follows from (3.2) that
E˜γ(u) ≥
∫
RN
|∇u|2dx−
2a
4− γ
(4− γ
γ
) γ
2 1
‖Qγ‖22
(∫
RN
|∇u|2dx
) γ
2
,
for any u ∈ H1(RN) and
∫
RN
u2 = 1.
Let
g(s) = s−
2a
4− γ
(4− γ
γ
)γ
2 1
‖Qγ‖22
s
γ
2 for any s ∈ [0,∞). (3.5)
We known that g(s) attains its minimum at s = ( γ
4−γ
)( a
‖Qγ‖22
)
2
2−γ , i.e. s = τ 2γ , which then
implies that
E˜γ(u) ≥ g(τ
2
γ ) =
(
1−
2
γ
)( γ
4− γ
)( a
‖Qγ‖22
) 2
2−γ
.
This yields that
e˜a(γ) ≥ g(τ
2
γ ) =
(
1−
2
γ
)( γ
4− γ
)( a
‖Qγ‖22
) 2
2−γ
. (3.6)
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On the other hand, we introduce the following trial function
ψtγ(x) =
t
N
2
‖Qγ‖2
Qγ(tx)
and
∫
RN
|ψtγ |
2dx ≡ 1 for all t ∈ (0,∞). We then obtain from (2.2) that
e˜a(γ) ≤ E˜γ(ψ
t
γ) =
γ
4− γ
t2 −
a
2
( 4
4− γ
) tγ
‖Qγ‖22
, for any t ∈ (0,∞),
Set
h(t) =
γ
4− γ
t2 −
a
2
( 4
4− γ
) tγ
‖Qγ‖
2
2
.
We then obtain its minimum
hmin(t) =
(
1−
2
γ
)( γ
4− γ
)( a
‖Qγ‖
2
2
) 2
2−γ
.
This and (3.6) then imply the estimate (3.3). Moreover, e˜a(γ) is attained at Q˜γ(x) =
τ
N/2
γ
‖Qγ‖2
Qγ(τγx), and the proof is complete.
Remark 3. For any fixed a > a∗, from the Theorem 1.1 we know that there exists a constant
σ > 1, independent of γ, such that a
‖Qγ‖22
> σ > 1 as γ is sufficiently close to 2−. Therefore,
we further have
τγ =
√
γ
4− γ
( a
‖Qγ‖
2
2
) 1
2−γ
→ +∞ and e˜a(γ)→ −∞ as γ ր 2. (3.7)
By applying Lemma 3.1, we are able to establish the following estimates.
Lemma 3.2. Let a > a∗ be fixed, and suppose that
V (x) ∈ L∞loc(R
N), lim
|x|→∞
V (x) =∞ and inf
x∈RN
V (x) = 0.
Then
ea(γ)− e˜a(γ)→ 0, as γ ր 2. (3.8)
Furthermore, we have ∫
RN
V (x)|uγ(x)|
2dx→ 0 as γ ր 2, (3.9)
and there exist two positive constants C1 and C2 independent of γ, such that
C1
( a
‖Qγ‖22
) 2
2−γ
≤
∫
RN
|∇uγ(x)|
2dx ≤ C2
( a
‖Qγ‖22
) 2
2−γ
as γ ր 2, (3.10)
C1
( a
‖Qγ‖22
) 2
2−γ
≤Dγ(uγ, uγ) ≤ C2
( a
‖Qγ‖22
) 2
2−γ
as γ ր 2,
where uγ(x) is a positive minimizer of (1.6).
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Proof. We choose a suitable trial function to estimate the upper bound of ea(γ)− e˜a(γ). For
R ≥ 0 fixed, let ϕR(x) ∈ C
∞
0 (R
N) be a cut-off function such that ϕR(x) ≡ 1 if x ∈ BR(0),
ϕR(x) ≡ 0 if x ∈ B
c
2R(0), and 0 ≤ ϕR(x) ≤ 1, ∇ϕ(x) ≤
C0
R
for any x ∈ B2R(0) \BR(0). Set
ωR,γ(x) = AR,γω˜R,γ(x) = AR,γϕR(x− x0)Q˜γ(x− x0) with x0 ∈ R
N , (3.11)
where Q˜γ(x) defined in (3.4) is the positive minimizer of e˜a(γ), and AR,γ > 0 is chosen so
that ‖ωR,γ‖
2
2 = 1. Now, we can calculate that
0 ≤ea(γ)− e˜a(γ) ≤ Eγ(ωR,γ(x))− e˜a(γ)
=Eγ(AR,γω˜R,γ(x))− E˜γ(ω˜R,γ(x)) + E˜γ(ω˜R,γ(x))− E˜γ(Q˜γ(x))
≤(A2R,γ − 1)
∫
RN
|∇ω˜R,γ(x)|
2dx+
a
2
(A4R,γ − 1)Dγ(ω˜R,γ, ω˜R,γ)
+
∫
RN
V (x)|ωR,γ(x)|
2dx+
∣∣∣
∫
RN
|∇Q˜γ(x)|
2dx−
∫
RN
|∇ω˜R,γ(x)|
2dx
∣∣∣
+
a
2
∣∣Dγ(Q˜γ , Q˜γ)−Dγ(ω˜R,γ , ω˜R,γ)∣∣
=A1 + A2 + A3 + A4 + A5.
By using (3.1) and τγ →∞ as γ ր 2, we then have
0 ≤ A2R,γ − 1 ≤
∫
BcRτγ
|Qγ(x)|
2dx∫
BRτγ
|Qγ(x)|2dx
≤ CRτγe
−2δRτγ ≤ Ce−δRτγ as γ ր 2,
where δ > 0 is as in (3.1). It hence follows from the above that
1 ≤ A4R,γ ≤ (1 + Ce
−δRτγ )2 ≤ 1 + 4Ce−δRτγ .
Direct calculations show that
A4 ≤
∣∣ ∫
RN
|∇Q˜γ(x)|
2dx−
∫
RN
(|∇ϕR|
2|Q˜γ |
2 + |ϕR|
2|∇Q˜γ |
2 + 2∇ϕRϕR∇Q˜γQ˜γ)dx
∣∣
≤
∫
BcR
|∇Q˜γ(x)|
2dx+
C
R2
∫
BcR
|Q˜γ|
2dx+
2C
R
∫
BcR
|∇Q˜γ||Q˜γ|dx ≤ Ce
−δRτγ ,
where we use (3.1). One can also calculate that
A5 ≤ Ce
−δRτγ .
Moreover, we have
lim
γր2
∫
RN
V (x)|ωR,γ|
2dx = lim
γր2
A2R,γ
‖Qγ‖22
∫
V (
x
τγ
+ x0)ϕ
2
R(
x
τγ
)Q2γ(x)dx = V (x0)
holds for almost every x0 ∈ R
N . Therefore, we choose x0 ∈ R
N such that V (x0) = 0, it
follows from the above estimate that
0 ≤ ea(γ)− e˜a(γ) ≤ Ce
−δRτγ +
∫
RN
V (x)|ωR,γ|
2dx→ 0 as γ ր 2, (3.12)
which then implies (3.8). Therefore, from (3.8), we can obtain (3.9). Nowadays the proof of
(3.10) is standard, and therefore we omit it.
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4 Concentration and symmetry breaking
This section is devoted to proving Theorem 1.2 and Theorem 1.3 on the concentration and
symmetry breaking of minimizers for (1.6) as γ ր 2, where a > ‖Q2‖
2
2 is fixed. Set
εγ := ε(γ) =
( a
‖Qγ‖
2
2
)− 1
2−γ
> 0, (4.1)
then εγ → 0 by Remark 3. Define the L
2(RN)-normalized function
v˜γ(x) := ε
N
2
γ uγ(εγx). (4.2)
It then follows from Lemma 3.2 that there exist two positive constants C1 and C2, indepen-
dent of γ, such that
C1 ≤
∫
RN
|∇v˜γ(x)|
2 ≤ C2 and C1 ≤ Dγ(v˜γ , v˜γ) ≤ C2. (4.3)
By the above inequality (4.3), we easily obtain that there exist a sequence {yεγ}, R0 > 0
and η > 0 such that
lim inf
εγ→0
∫
BR0(yεγ )
|v˜γ(x)|
2dx ≥ η > 0,
where v˜γ(x) is defined as (4.2). For the sequence {yεγ} given by above, set
vγ(x) = v˜γ(x+ yεγ) = ε
N
2
γ uγ(εγ(x+ yεγ)). (4.4)
Then
lim inf
εγ→0
∫
BR0 (0)
|vγ(x)|
2dx ≥ η > 0, (4.5)
which therefore implies that vγ(x) cannot vanish as γ ր 2. We shall need the following
technical result, proof of which can be found in [7].
Lemma 4.1. Assume V (x) ∈ C1(RN) satisfies lim|x|→∞ V (x) = ∞ and infx∈RN V (x) = 0.
Then {εγyεγ} is bounded uniformly for γ ր 2. Moreover, for any sequence {γk} with γk → 2
as k → ∞, there exists a subsequence, still denoted by {γk}, such that zk := εkyεk →
k y0,
where εk := εγk is given by (4.1), and y0 ∈ R
N is a global minimum point of V (x), i.e.,
V (y0) = 0.
Since uγ is a minimizer of (1.6), it satisfies the Euler-Lagrange equation
−∆uγ(x) + V (x)uγ(x) = µγuγ(x) + a(
1
|x|γ
∗ |uγ|
2)uγ(x) in R
N , (4.6)
where µγ ∈ R is a Lagrange multiplier and satisfies
µγ = ea(γ)−
a
2
Dγ(uγ, uγ).
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It then follows from Lemma 3.2 and (4.3) that there exist two positive constants C1 and C2,
independent of γ, such that
−C2 < µγε
2
γ < −C1 as γ ր 2.
By (4.1) and (4.6), vγ(x) satisfies
−∆vγ(x) + ε
2
γV (εγ(x+ yεγ))vγ(x) = ε
2
γµγvγ(x) + ‖Qγ‖
2
2(
1
|x|γ
∗ |vγ|
2)vγ(x) in R
N . (4.7)
Therefore, by passing to a subsequence if necessary, we can assume that, for some number
β > 0,
µγkε
2
k → −β
2 < 0 and vk := vγk ⇀ v0 ≥ 0 in H
1(RN) as γk ր 2,
for some v0 ∈ H
1(RN). By passing to the weak limit of (4.7), we deduce from Lemma 3.2
and Theorem 1.1 that the non-negative function v0 satisfies
−∆v0(x) = −β
2v0(x) + a
∗(
1
|x|2
∗ |v0|
2)v0(x) in R
N . (4.8)
Furthermore, we infer from (4.5) that v0 6≡ 0 in R
N , and the strong maximum principle then
yields that v0 > 0 in R
N . By the simple rescaling, we thus conclude from the positive ground
state of (1.3) that
v0 =
β
N
2
‖Q0‖2
Q0(β|x− x0|) for some x0 ∈ R
N , (4.9)
where Q0 is the positive radially symmetric solution of equation (1.3). Since J2(Q0) ≥
J2(Q2) = I2, where I2 is the ground state energy, and J2(Q0) =
1
2
|‖Q0‖
2
2, then we have
‖Q0‖
2
2 ≥ a
∗. Therefore
∫
RN
|v0(x)|
2dx ≥ 1. On the other hand, it follows from the Fatou’s
lemma that
∫
RN
|v0(x)|
2dx ≤ 1. Then
∫
RN
|v0(x)|
2dx = 1, which implies that ‖Q0‖2 =
‖Q2‖2 = a
∗. Thus, Q0 is a positive radially symmetric ground state of equation (1.3). Note
that ‖vk‖
2
2 = 1, then vk converges to v0 strongly in L
2(RN ) and in fact, strongly in Lp(RN)
for any 2 ≤ p < 2N
N−2
because of H1(RN ) boundedness. Furthermore, since vk and v0 satisfy
(4.7) and (4.8) respectively, standard elliptic regularity theory gives that vk converges to v0
strongly in H1(RN).
Proof of Theorem 1.2. Motivated by [7, 8], we are now ready to complete the proof of
Theorem 1.1 by the following three steps.
Step1 : The decay property of uk := uγk . For any sequence {γk}. Let vk := vγk ≥ 0 be
defined by (4.4). The above analysis shows that there exists a subsequence, still dented by
{vk}, satisfying (4.7) and vk → v0 strongly in H
1(RN) for some positive function v0. Hence
for any 2 < α < 2N
N−2
,
∫
|x|≥R
|vk|
αdx→ 0 as R→∞ uniformly for large k.
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Since µγk < 0 , it follows from (4.7) that
−∆vk − c(x)vk ≤ 0, where c(x) = ‖Qγ‖
2
2(
1
|x|γ
∗ |vk|
2).
Denote φvk(x) =
∫
RN
|vk(y)|
2
|x−y|γ
dy. By the Riesz potential inequality, we then have
‖φvk(x)‖Lq(B2(ξ)) ≤ ‖φvk(x)‖Lq(RN ) ≤ C‖v
2
k‖Lp(RN ) = C‖vk‖
2
L2p(RN )
where 1 + 1
q
= 1
p
+ γ
N
. In particular, if q = N
γ
> N
2
, then p = 1. Since vk ∈ H
1(RN), by the
Sobolev embedding theorem, we get
‖φvk(x)‖Lq(B2(ξ)) ≤ ‖vk‖
2
L2p(RN ) < C <∞.
Note that q > N
2
, by applying De Giorgi-Nash-Moser theory (see [9], Theorem 4.1), we
thus have
max
B1(ξ)
vk(x) ≤ C(
∫
B2(ξ)
|vk(x)|
αdx)
1
α , (4.10)
where ξ is an arbitrary point in RN , and C is a constant depending only on the bound of
‖φvk(x)‖Lp(B2(ξ)). Hence we deduce from (4.10) that
vk(x)→ 0 as |x| → ∞ uniformly in k.
Since vk satisfies (4.7), one can use the comparison principle as in [12] to vk with Ce
−β
2
|x|,
which then shows that there exists a large constant R > 0, independent of k, such that
vk(x) ≤ Ce
−β
2
|x| for |x| > R as k →∞. (4.11)
By Lemma 4.1, we therefore obtain from (4.11) that the subsequence
uk(x) := uγk(x) =
1
ε
N
2
k
vk
(x− zk
εk
)
,
decays uniformly to zero for x outside any fixed neighborhood of y0 as k → ∞, where
εk = εγk , zk ∈ R
N is defined as in Lemma 4.1, and y0 ∈ R
N is a global minimum point of
V (x).
Step2 : The detailed concentration behavior. Let z¯k be any local maximum point of uk.
By the definition of φuk(z¯k), we have
φuk(z¯k) =
∫
RN
|uk(y)|
2
|z¯k − y|γ
dy ≤ uk(z¯k)
1
N (
∫
|z¯k−y|<δ
|uk(y)|
2− 1
N
|z¯k − y|γ
dy +
∫
|z¯k−y|≥δ
|uk(y)|
2− 1
N
|z¯k − y|γ
dy
)
.
Since 0 < γ < 2, then it follows from the Ho¨lder inequality that
∫
|z¯k−y|<δ
|uk(y)|
2− 1
N
|z¯k − y|γ
dy ≤
( ∫
|z¯k−y|<δ
|z¯k − y|
− γN
2 dy
) 2
N
( ∫
|z¯k−y|<δ
|uk(y)|
2+ 3
N−2
)N−2
N
≤ C <∞,
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where C > 0 is independent of k, since uk is uniformly bounded in H
1(RN).
On the other hand, combining Ho¨lder inequality and Sobolev inequality yields that
∫
|z¯k−y|≥δ
|uk(y)|
2− 1
N
|z¯k − y|γ
≤
( ∫
|z¯k−y|≥δ
|z¯k − y|
−
(N+1)γ
γ dy
) γ
N+1
( ∫
|z¯k−y|≥δ
|uk(y)|
2+ 2Nγ
N(N+1−γ)dy
)N+1−γ
N+1
≤ C <∞,
where C > 0 is independent of k. According to the above two estimates, we deduce that
φuk(z¯k) ≤ Cuk(z¯k)
1
N as γ ր 2. (4.12)
We then follows from (4.6) and (4.12) that
0 ≤ µγuγ(z¯k) + ‖Qγ‖
2
2φuk(z¯k)uγ(z¯k) ≤ µγuγ(z¯k) + ‖Qγ‖
2
2Cu
N+1
N
γ (z¯k) as γ ր 2,
which implies that
uγ(z¯k) ≥
( −µγ
‖Qγ‖22C
)N
≥ Cε−2Nγ .
This estimate and the above decay property thus imply that z¯k → y0 as k →∞. Set
v˜k = ε
N
2
k uk(ǫkx+ z¯k), (4.13)
so that v˜k satisfies (4.3). It then follow from (4.7) that
−∆v˜k(x) + ε
2
kV (εkx+ z¯k)v˜k(x) = ε
2
γk
µγk v˜k(x) + ‖Qγ‖
2
2(
1
|x|γ
∗ |v˜k|
2)v˜k(x) in R
N . (4.14)
The same argument as proving (4.8) yields that there exists a subsequence of {v˜k}, still
denoted by {v˜k}, such that v˜k → v˜0 as k → ∞ in H
1(RN) for some nonnegative function
v˜0 ≥ 0, where v˜0 satisfies (4.8) for some constant β > 0. We derive from (4.14) that
v˜k(0) ≥
(−ε2γkµγk
C‖Qγ‖
2
2
)N
≥
( β2
C‖Qγ‖
2
2
)N
as k →∞,
which implies that v˜0(0) > 0. Thus, the strong maximum principle yields that v˜0(x) > 0 in
R
N . Since x = 0 is a critical point of v˜k for all k > 0, it is also a critical point of v˜0. We
therefore conclude from the positive radial solutions of equation (1.3) that v˜0 is spherically
symmetric about the origin, and
v˜0 =
β
N
2
‖Q2‖2
Q2(β|x|) for some β > 0. (4.15)
Step3 : The exact value of β defined in (4.15). Let {γk}, where γk ր 2 as k → ∞, be the
subsequence obtained in Step 2, and denoted uk := uγk . Recall from Lemma 3.2 that
ea(γk) = e˜a(γk) + o(1) =
(
1−
2
γk
)(4− γk
γk
)
ε−2k + o(1) as k →∞,
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which yields that
lim
k→∞
γk
2− γk
ε2kea(γk) = − lim
k→∞
4− γk
γk
= −1. (4.16)
On the other hand,
ea(γk) =
∫
RN
(|∇uγk |
2 + V (x)|uγk |
2)dx−
a
2
Dγk(uγk , uγk)
= ε−2k
(∫
RN
|∇v˜k|
2dx−
‖Qγk‖
2
2
2
Dγk(v˜k, v˜k)
)
+
∫
RN
V (x)|uγk |
2dx
≥ ε−2k
(∫
RN
|∇v˜k|
2dx−
2
4− γk
(
4− γk
γk
)
γk
2 (
∫
RN
|∇v˜k|
2dx)
γk
2
)
(4.17)
where v˜k := v˜γk is as in (4.13). Set β
2
γk
:=
∫
RN
|∇v˜k|
2dx. Since v˜k(x) → v˜0(x) strongly in
H1(RN), we have
lim
k→∞
β2γk = ‖∇v˜0‖
2
2 = β
2, (4.18)
where (2.1) is used. Let fk(t) = t −
2
4−γk
(4−γk
γk
)
γk
2 t
γk
2 , where t ∈ (0,∞). A simple analysis
shows that fk(·) attains its global minimum at the unique point tk =
γk
4−γk
and also fk(tk) =
γk−2
4−γk
. We hence deduce from (4.17) that
lim
k→∞
γk
2− γk
ε2kea(γk) ≥ lim
k→∞
γk
2− γk
fk(β
2
γk
) ≥ lim
k→∞
γk
2− γk
fk(tk) = −1,
Combine with (4.16), it follows that
lim
k→∞
fk(β
2
γk
)
fk(tk)
= 1.
We then obtain that
lim
k→∞
β2γk = limk→∞
tk = 1,
and therefore we have β = 1 by applying (4.18), which, together with (4.13) and (4.15) give
in (1.8). We thus complete the proof of Theorem 1.2.
Following the proof of Theorem 1.2, we next address Theorem 1.3 on the local properties
of concentration points. Under the assumption (1.9), we first denoted
V¯i(x) =
V (x)
|x− xi|pi
, where i = 1, 2, ..., n,
so that the limx→i V¯i(x) = Vi(xi) is assumed to exist for all i = 1, 2, ..., n.
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Proof of Theorem 1.3. For convenience we still denoted {γk} to be the subsequence ob-
tained in Theorem 1.2. Choose a point xi0 ∈ Z, where Z is defined by (1.10), and let
ωR,γk(x) = AR,γkϕR(x− xi0)Q˜γk(x− xi0)
be the trial function defined by (3.11). By (3.12), we know that
ea(γk)− e˜a(γk)
≤
∫
RN
V (x)|AR,γk(x)|
2dx+ Ce−δRτγk
≤
A2R,γk
τ
p
γk‖Qγk‖
2
2
∫
B2Rτγk
V¯i0(
x
τγk + xi0
)|x|pQ2γk(x)dx+ Ce
−δRτγk
≤
A2R,γk
τ
p
γk‖Qγk‖
2
2
∫
RN
XB2Rτγk
V¯i0
( x
τγk + xi0
)
|x|pQ2γk(x)dx+ Ce
−δRτγk . (4.19)
where τγk > 0 satisfies τγk =
√
γ
4−γ
1
εk
in view of Lemma 3.1 and (4.1), and XR2Rτγk
is the
characteristic function of the set B2Rτγk . Combining Theorem 1.1 and (3.1), we deduce that
XB2Rτγk V¯i0(
x
τγk
+ xi0)|x|
pQ2γk(x) ≤ sup
B2R
V¯i0(x+ xi0) · Ce
−δ|x| ∈ L1(RN),
and
XB2Rτγk V¯i0(
x
τγk
+ xi0)|x|
pQ2γk(x)→ V¯i0(xi0)|x|
pQ22(x) a.e. R
N as k →∞.
Note that AR,γk → 1 as γk ր 2, we thus obtain from (4.19) and Lebesgue’s dominated
convergence theorem that
lim
k→∞
ea(γk)− e˜a(γk)
ε
p
k
≤
V¯i0(xi0)
‖Q2‖22
∫
RN
|x|pQ22dx. (4.20)
On the other hand, following the proof of Theorem 1.2 we denote z¯k to be the unique
global maximum point of uk, and let v˜k be defined as in (4.13). Denote also y0 ∈ R
N to be
the limit of z¯k as k →∞. Since V (y0) = 0, then there exists an xj = y0 for some 1 ≤ j ≤ n.
We claim that {
z¯k−xj
εk
} is bounded in RN . Indeed, if there exists a subsequence, still denoted
by {γk}, such that |
z¯k−xj
εk
| → ∞ as k → ∞, it then follows from Fatou’s Lemma that, for
any C > 0 sufficiently large,
lim
k→∞
ea(γk)− e˜a(γk)
ε
pi
k
≥ lim
k→∞
∫
RN
V¯j(εk + z¯k)
∣∣∣x+ z¯k − xj
εk
∣∣∣pj v˜2kdx
≥
∫
RN
lim
k→∞
V¯j(εk + z¯k)
∣∣∣x+ z¯k − xj
εk
∣∣∣pj v˜2kdx ≥ CV¯j(xj),
which however contradicts (4.20) owing to pj ≤ p = max{p1, p2, ..., pn}, and the claim is
therefore true. Consequently, there exists a subsequence, still denoted by {γk}, such that
z¯k − xj
εk
→ z¯0 for some z¯0 ∈ R
N .
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Since Q2 is a radial decreasing function and decays exponentially as |x| → ∞, we then
deduce that
lim
k→∞
ea(γk)− e˜a(γk)
ε
pi
k
≥ lim
k→∞
∫
RN
V¯j(εk + z¯k)
∣∣∣x+ z¯k − xj
εk
∣∣∣pj v˜2kdx
≥ V¯j(xj)
∫
RN
|x+ z¯0|
pj v˜20dx
≥
V¯j(xj)
‖Q2‖22
∫
RN
|x|pjQ22dx. (4.21)
where v˜0 > 0 is as in (4.15), and “ = ” in the last inequality of (4.21) holds if and only if
z¯0 = 0.
Applying (4.20) and (4.21), it is not difficult to see that pj = p and then Vj(xj) = Vi0(xi0).
Hence, xj = y0 ∈ Z must be the flattest global minimum point of V (x). Based on these
facts, using (4.20) and (4.21) we see that (4.21) is essentially an equality. Therefore, z¯0 = 0
and (1.12) holds. The proof of Theorem 1.3 is completed.
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