University of Vermont

UVM ScholarWorks
Graduate College Dissertations and Theses

Dissertations and Theses

2016

Enabling Machine Science through Distributed Human Computing
Mark David Wagy
University of Vermont

Follow this and additional works at: https://scholarworks.uvm.edu/graddis
Part of the Artificial Intelligence and Robotics Commons

Recommended Citation
Wagy, Mark David, "Enabling Machine Science through Distributed Human Computing" (2016). Graduate
College Dissertations and Theses. 618.
https://scholarworks.uvm.edu/graddis/618

This Dissertation is brought to you for free and open access by the Dissertations and Theses at UVM
ScholarWorks. It has been accepted for inclusion in Graduate College Dissertations and Theses by an authorized
administrator of UVM ScholarWorks. For more information, please contact scholarworks@uvm.edu.

Enabling Machine Science Through
Distributed Human Computing
A Dissertation Presented

by
Mark Wagy
to
The Faculty of the Graduate College
of
The University of Vermont

In Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy
Specializing in Computer Science
October, 2016

Defense Date: June 2nd, 2016
Dissertation Examination Committee:
Josh Bongard, Ph.D., Advisor
Paul Hines, Ph.D.
Robert Snapp, Ph.D.
Elizabeth Pope, Ph.D., Chairperson
Cynthia J. Forehand, Ph.D., Dean of Graduate College

Abstract

Distributed human computing techniques have been shown to be effective ways of
accessing the problem-solving capabilities of a large group of anonymous individuals
over the World Wide Web. They have been successfully applied to such diverse
domains as computer security, biology and astronomy. The success of distributed
human computing in various domains suggests that it can be utilized for complex
collaborative problem solving. Thus it could be used for “machine science”: utilizing
machines to facilitate the vetting of disparate human hypotheses for solving scientific
and engineering problems.
In this thesis, we show that machine science is possible through distributed human
computing methods for some tasks. By enabling anonymous individuals to collaborate
in a way that parallels the scientific method – suggesting hypotheses, testing and then
communicating them for vetting by other participants – we demonstrate that a crowd
can together define robot control strategies, design robot morphologies capable of fastforward locomotion and contribute features to machine learning models for residential
electric energy usage. We also introduce a new methodology for empowering a fully
automated robot design system by seeding it with intuitions distilled from the crowd.
Our findings suggest that increasingly large, diverse and complex collaborations
that combine people and machines in the right way may enable problem solving in a
wide range of fields.
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Chapter 1
Introduction
Through the use of distributed human computing we have an unprecedented ability
to distribute tasks to a large group of anonymous individuals over the World Wide
Web (“the Web”). The Web gives us access to this group of individuals without
regard to their geographic location or background [1,2]. Thus a crowd can contribute
to problems in a way that was previously only possible through direct interaction
by a physically co-located group of participants, or through costly and slow mail or
telephone coordination. With such an ability for a crowd to contribute to computing
tasks comes novel applications for the incorporation of both individual and social
contribution of human agents in distributed computing systems.
In this thesis, we demonstrate the capacity for utilizing distributed human computing methods to contribute to solving scientific and engineering problems. We hypothesize that it is possible to enable machine science through collective intelligence
and distributed human computing methods. The crowd can do more than simply
see patterns in data, provide computation and provide data: they can individually
generate and collectively vet hypotheses.
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Collective Intelligence
A collective is a group of agents that work together, without regard to the specific
social dynamics that take place within the group. In broad terms, these agents can
be biological or artificial, human or animal. Previous literature on collective decision
making has suggested that collective decision making is similar to cognitive processes
that take place within neural activity in the brain [3]. Thus we can approach such
social systems as a novel form of intelligence-as-it-could-be [4] in which a collective
works together towards a common goal in the same way that we consider processes
in the brain synergize to demonstrate intelligent behavior, such as solving problems.
We adopt such a view of collective intelligence in this thesis.
By using the term “collective”, we can refer to a group of agents that are in competition, a group in cooperation or some mixture of cooperation and competition.
Adopting this definition of collective efforts allows us to refer to the group in aggregate rather than making claims about what specific interactions take place between
members of the group. Any reference to a team, group or organization in this thesis
can be read as synonymous with this definition of a collective. Thus we approach a
collective as a black-box modular component within the context of a larger computing
system. This view allows us to swap a module containing a human collective with a
group of isolated human agents and compare their performance.
Collective intelligence is the ability of a group of people to accomplish a task as
a group rather than perform that task individually. When we refer to intelligence in
this thesis, we are invoking a reference to the weak definition of artificial intelligence:
that an intelligence system act rationally with respect to solving a particular problem
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rather than measuring intelligence with respect to the generals abilities of a human. It
is with this understanding of intelligence that we can consider a distributed computing
system to manifest intelligent behavior with respect to its ability to solve problems.
In keeping with this ’weak’ form of artificial intelligence, we can use the definition of
collective intelligence to refer to problem solving behavior that results in a behavior
that seeks to maximize some objective, such as minimizing an error. Thus a group
of humans and machines may not exhibit human-like intelligence when viewed as a
collective, but if they are behaving rationally with respect to an objective they are
exhibiting intelligent behavior.

Distributed Human Computing Methods
We refer to the means by which we can achieve (human-based) collective intelligence
as distributed human computing [5]. We proceed according to the definitions of
distributed human computing methodologies as outlined in previous work [6] and
briefly summarize them here.
Distributed human computing (synonymous with collective intelligence, but distinguished by referring to a collective of humans rather than other animals) can be
subdivided into four overlapping categories: crowdsourcing, human computation, social computing and data mining.
Crowdsourcing refers to the use of non-experts for work that would otherwise have
been performed by experts. The term was derived in analogy with the practice of outsourcing [7] in which companies hire geographically diverse workers to complete tasks
that would traditionally have been completed by geographically co-located workers.
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Most crowdsourcing tasks involve the recruitment of mainly non-expert contributors
through the use of technology; specifically via the Web. Crowd contributions have
been shown to be similar in quality to that of experts for some tasks [8].
Human computation [9] refers to the use of humans for tasks that cannot yet be
performed adequately by machines. Commonly these tasks incorporate the superior
pattern recognition capabilities of humans over machines [10, 11].
Social Computing [12,13] is exemplified by social networking sites such as Facebook
or LinkedIn in which users interact socially through the use of technology. Thus social
computing refers to the use of technology to enhance social interaction or present
social interactive outlets that were not available without the use of technological
means. However, the social activity has no specific task or problem that is being
solved as a collective. The work in this thesis utilizes social computation, but for the
purpose of solving specific problems.
Previously defined taxonomies of human computation [6] have also referred to Data
Mining as a fourth form of distributed human computing. This is to accommodate
the fact that many datasets are the result of collective human contributions, and
that data mining methods require the combined efforts of humans to build inferences
from the data source. The resulting inferences are therefore the result of distributed
human computing efforts.
In this work, we focus the area of intersection between these distributed computation methods. We utilize the pattern recognition capabilities of humans to detect
patterns, and therefore draw upon human computation literatures. We utilize methods from crowdsourcing: we can access a large group of diverse workers with diverse
capabilities through the Web. And we rely upon social computing in that we draw
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upon the collective work of individuals through machine-enabled interaction over the
Web.
Distributed human computing (DHC) methods have been demonstrated to be
effective at utilizing a group of loosely connected web users for a wide range of domain applications: folding protein structures [14], galaxy classification [15], computer
security [10], and mapping the brain [16]. By reformulating problems as games, participants in crowdsourcing tasks have demonstrated the capacity to participate in
complex problem solving tasks when given proper incentive [17]. However, the vast
majority of crowdsourcing examples have focused on problems with easily separable
solutions, which are amenable to divide-and-conquer computing strategies: a task
or set of tasks are broadcast to workers, completed independently and returned to
the requester. Thus, crowdsourcing methods have focused on distributing work to
isolated individuals in a hub-and-spoke [18] fashion rather than utilizing the collective intelligence of participants in the crowdsourced task by encouraging horizontal
interaction to formulate solution hypotheses collaboratively.
DHC techniques have exploited the capabilities of machines – those of rapid calculation, communication and interactivity – to enable disparate, geographically diverse
crowds to solve problems effectively through crowdsourcing. But it remains to be seen
in what ways machines can enable the crowd to produce better ideas as a collective.
Previous efforts have integrated human abilities into machine-human interactive systems, particularly through interactive evolutionary algorithms [19]. Individual human
participants have contributed to fitness evaluation of art pieces [20, 21], robot behavior [22–24], developing artificial organisms [25] and engineering artifacts [26]. Not only
have humans been used for evaluation in genetic algorithms, but they have been used
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in creating new prospective solutions to be vetted in evolutionary algorithms [27].
Outside of interactive evolutionary algorithms, studies have crowdsourced the discovery of common sense rules to build machine intelligence models [28–31]. However, in
these studies there is little to no interaction between the participants in the crowdsourced task. And there has been no clear demonstration that collaborative efforts
at hypothesis formulation outperform independent efforts. The focus has rather been
on whether the crowd can be used to generate a viable solution.
The hub-and-spoke approach to crowdsourcing typically relies on a centrallylocated ’requester’ to ask workers to complete simple tasks. The workers are asked to
perform tasks without the benefit of collaboration. However, there are crowdsourcing
examples that utilize the capabilities of the crowd as a collective entity. Wikipedia,
an encyclopedia that relies only on user-contributed entries, has equaled the quantity
and quality of traditionally constructed encyclopedias [32] through user collaboration.
However, Wikipedia is a commercial endeavor and – although a source of data and the
subject of research – has no control to which it can be compared to demonstrate the
effectiveness of the collaborative efforts of the crowd; and no explicit problem is being
solved by the crowd. Therefore, despite Wikipedia being an instance of collaborative
crowdsourcing, there is no way in which we can consider the participants to be participating in hypothesis suggestion as it is in an open-ended crowdsourced activity. The
discovery of novel proofs to mathematical theorems has been demonstrated through
collaborative wiki and blogs [33]. However, in this example, problem solving was
not crowdsourced: The discovery of novel ways in which a mathematical proof could
proceed was facilitated mainly by experts. And in all crowdsourcing examples, there
is a paucity of investigation into the capabilities of machines versus the contributions
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of humans.

Machine Science and Distributed Human
Computing
Machine science is a method to automate aspects of the scientific process [34]. One
way to do this is to find connections in public data stores between human-generated
hypotheses [35,36]. In this thesis, we demonstrate that machine science over the Web
is possible by providing a set of anonymous participants over the Web the capability
of testing, communicating and vetting hypotheses.
Through machine science we can use machine capabilities to combine unrelated
hypotheses and concepts formulated under isolating circumstances, such as differences
in language, culture, or geographic location. By crowdsourcing machine science, we
have access a vast number of diverse individuals with varying perspectives. Using
distributed human computing methods for machine science can help to overcome any
such inabilities to communicate on a conceptual or practical level. Evidence suggests
that a group of diverse individuals can outperform a group of high-ability problemsolvers – that ’diversity trumps ability’ [37]. Thus enabling machine science through
DHC, we can combine diverse perspectives as well as harvest the efforts of non-experts
for collaborative problem solving.
However, we cannot assume that collective efforts are necessarily constructive. In
fact there are well-known group pathologies that can arise in team efforts. Pathologies
such as groupthink [38] can lead to sub-optimal ideas that dominate group efforts, or
the Ringelmann effect [39] can lead to reduced productivity as group size increases.
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In the experiments that follow, we show that if such group pathologies were present,
they were overshadowed by group synergies.

Summary
In order to show that machine science can be enabled through distributed human
computing, we need to demonstrate that anonymous, non-experts can work together
over the Web to solve difficult problems. We must show that people working over
the web do not fall prey to group pathologies that would prevent them from working
together despite not being physically co-located. We must also demonstrate that
hypotheses formed under social influence are indeed better than if they were formed
in isolation. Furthermore, we must show that incorporating such socially constructed
hypotheses is useful over simply relying upon machines to do the same. And we
can strengthen the claim that machine science can be enabled by distributed human
computing by demonstrating that it can be successful in multiple domains.
In this thesis, we show that the crowd is able to perform tasks once deemed only
possible by a small group of engineers or scientists. The crowd is able to contribute
to solving problems by suggesting hypotheses, testing those hypotheses and communicating and vetting them with the aid of machine-to-machine communication,
human-computer interaction and machine learning algorithms.
We show that non-expert humans and computers can be combined to solve several problems in robotics. We first show that humans can be tasked with designing
controllers for autonomous robots, while the computers seek to optimize the controllers designed by humans. In this application we describe the implementation of

8

the first-ever web-based crowdsourced robotics design platform (Chapter 2). Users
can test hypotheses for robot movement using a Web-embedded physics simulation.
These hypotheses are then communicated with other participants to be vetted. We
compare a control group in which users are isolated from the hypotheses of others to
an experimental group in which users can draw upon hypotheses suggested by others.
In doing so, we can determine whether those who are able to share hypotheses do
so constructively or destructively. Or whether the sharing of hypotheses leads to no
advantage or disadvantage at all.
We then describe a system that allows an anonymous group of workers to design
robot bodies over the Web. They are presented with the objective of hypothesizing
which robot bodies are able to rapidly walk over flat ground. They are presented with
hypotheses tested by other contributors for vetting in the same way as in the robot
control experiment. We demonstrate that this anonymous collective of non-experts
are better able to design locomoting robot bodies than a state-of-the-art automated
algorithm (Chapter 3). Furthermore, we show that communicating hypotheses for
vetting in this way results in superior performing robots than if we were to isolate
participants from others’ designs.
When compared with fully automated algorithms for robot design, we find that
human contributors favored designs that were symmetric, a quality that might be the
result of exposure to walking animals in Nature (Chapter 3). We also find a latent,
measurable quantity that is more prevalent in hypotheses contributed by those who
are able to share versus those that work alone; and that this quantity correlates
to the objective outcome of the design problem, which is fast forward locomotion
(Chapter 4).
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We show that this process of generating and vetting hypotheses through social
interaction is useful outside of the domain of robotics. We demonstrate that nonexperts can contribute hypotheses in the form of questions to be used in a predictive
model of electric energy usage (Chapter 5).
We also develop a new technique to distill crowd preferences and then incorporate
them into fully automated algorithms for robot designs, that we have named ’crowdseeding’. By incorporating features that were discovered both manually (Chapter 6)
and in an automated fashion (Chapter 7), we demonstrate that we are able to design
better robots when we incorporate human feedback.
Thus we demonstrate that, via the testing and vetting of hypotheses over the Web,
collective groups do not necessarily fall prey to group pathologies. Participants were
able to devote computational effort and design effort to designing both robot control
strategies and robot bodies in a way that outperformed isolated individuals and an
automated robot design algorithm that is considered state-of-the-art. And we show
that there exists a constructive quality in social hypothesis generation that correlates
with the objective of a problem, namely that of building robot bodies capable of rapid
locomotion. Individuals are not only able to constructively contribute hypotheses
via distributed human computing in the robotics domain, but they are capable of
contributing useful hypotheses to the domain of residential energy usage. And if
we distill crowd hypotheses via crowdseeding, we can augment the performance of
automated robot design algorithms. Therefore, we show in the following experiments
that the ability of the crowd to constructively contribute hypotheses as a collective
via testing and vetting of their hypotheses in a Web interface does indeed enable
machine science.
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Chapter 2
Crowd-Contributed Robot Control
Strategies∗

Abstract
It has been shown that the collective action of non-experts can compete favorably with
an individual expert or an optimization method on a given problem. However, the
best method for organizing collective problem solving is still an open question. Using
the domain of robotics, we examine whether cooperative search for design strategies
is superior to individual search. We use a web-based robot simulation to determine
whether groups of human users can leverage design intuition from others to focus
search on relevant parts of a complex design space. We show that individuals that
work cooperatively with the aid of a simple optimization algorithm are better able to
improve the design of robot locomotion than if they were to work individually with
the aid of the optimization algorithm. This result suggests that groups of designers
may more effectively work in tandem with optimization algorithms than individuals
working in isolation.

∗

Appeared as Wagy, Mark, and Josh Bongard. "Collective design of robot locomotion". ALIFE
14: The Fourteenth Conference on the Synthesis and Simulation of Living Systems. Vol. 14, 2014.
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2.1

Introduction

There is a long history of humans interacting with computer systems to design software agents. In one of the most famous examples of interactive design of software agents, human users interacted with Dawkins’ Blind Watchmaker to generate
“biomorphs”: increasingly lifelike beings that resulted from a process of interactive
selection [25]. However, there is little basis for groups of humans interacting to design
software agents collaboratively.
We know that positive feedback within a collective can spread through the group
and result in wider perceptual abilities than that of the individual [3]. These types of
positive feedback or autocatalytic phenomena may result in behavior that outperforms
what any single agent in a population could achieve. Anecdotally, we know that
teamwork in an organization can result in creative approaches to problem solving
and that the intelligence of a group cannot be predicted by the average intelligence
of its individual members [40]. So might a group working with an optimization
algorithm collectively arrive at better performing designs than an individual would
on their own? With this question in mind, we use a web-based platform for robot
and behavior optimization to determine whether groups of human users can leverage
design intuition from others to focus search on promising regions of a complex design
space.
In order for users to be able to easily communicate designs, we have adoped a
means of communicating through a language of graphical symbols, which in some
sense acts as a “visual programming language”. Visual programming structures can
result in better “closeness of mapping” than textual representations [41]. That is,
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visual languages map programming abstractions more directly to the domain that
they are modeling. We exploited the intrinsic pattern recognition capabilities of
humans in the experiments reported here by developing a visual language for robot
configuration. Users ’wire’ subsets of a robot’s joints together using colored lines,
which constrains those subsets to move in phase with one another. An underlying
evolutionary optimization algorithm then optimizes the movements of the joints to
produce locomotion. Subsequent visitors to the site can then ascertain promising
areas of the search space by visually inspecting the wiring patterns created by others
and contribute their own computer’s time to those regions, or create new designs of
their own.
Three main literatures informed the design of our experiment: interactive evolutionary algorithms, visual design languages, and collaborative problem solving.

2.1.1

Interactive Evolutionary Algorithms

A group of non-experts, even children, have been found capable of training robots
to achieve complex movement. [22] employed child subjects in a programming-free,
interactive evolutionary robotics experiment to train artificial neural networks to
produce interesting robot behaviors such as obstacle avoidance and line and wall following. [24] used multiplayer online games featuring simulated robot agents to train a
Case-Based Reasoning system. The robots then interacted with humans in a physical
environment similar to the web-based simulation in which they were trained. However, the focus of most crowdsourcing robotics studies has been on using individual
human users to train robots. Similarly, in studies involving interactive evolutionary
robotics, problem solving primarily involved a single individual dedicated to each
13

training instance [23], [22], [42]. There was a one-to-one relationship between the
human interacting with a robot control algorithm, rather than a group of individuals
collectively working toward developing better robot control. Typically the individual
directly evaluated fitness of computer-generated designs. [26] gives a broad overview
of how interactive evolutionary computation has been used for engineering and creative domains, from the design of hearing aids to evaluation of 3D CG images. The
designs tended to be evaluated by a single human interacting individually with an
evolutionary computing process. [43] demonstrated the use of interactive evolutionary algorithms in robot control to overcome local optima through demonstration.
Also, [44] used human users to train a user model to avoid local optima in an interactive evolutionary algorithm for the control of robot movement. That work built
on the user modeling approach to interactive evolutionary robotics pioneered in [45].
Recent work on exploring the possibility of tapping into user creativity using interactive evolutionary algorithms can be seen in [46] and [47].

2.1.2

Visual Design Languages

A substantial challenge in collaborative design is effectively communicating complex
concepts between members of a group. In order to allow members of a group to build
upon prior knowledge and thus improve past designs, key concepts in the problem
domain must be communicated through some form of working memory. [48] suggested
that the use of a diagram is a means for storing problem states in a working memory. With this idea in mind, we developed a simple visual language of symbols for
robot joint configuration. Users working together use these symbols as a blackboard
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system [49] to “exchange” ideas and improve the robot design.

Simplification of robot control by defining domain-specific languages is common
in the robotics literature. For example, [50] define a declarative language for controlling robot behavior. Their framework is also focused on defining robust robot control
rather than performing a single task such as fast locomotion. [51], [52] and [53] all successfully employed visual programming languages for robot control. However, in the
present work we are using symbols as a means of indirectly constraining the evolution
of high-level robot behavior, rather than programming specific responses of the robot
to its environment. It is not the intent of our study to be able to train a robot to
exhibit complex behavior with our symbolic cues. Rather, the symbols that represent
different classes of robot movement act as a means by which to communicate possible
unexplored parts of the evolutionary search space to others. Though in both cases,
the importance of the direct mapping of visual indicators to the movement of robots
is noted as an important benefit of visual over textual representations of a complex
problem such as robot control.

2.1.3

Collaborative Problem Solving

Much of crowdsourcing work is focused on taking a large problem and dividing it
into independent “microtasks” to be implemented by independent web-based workers. However, one of the most visible platforms for crowdsourcing is a collaborative
one. The crowdsourced online encyclopedia Wikipedia † is one of the best examples of
†

www.wikipedia.org
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the success of collaborative human computing. Collaborative, networked design tasks
have also shown promise in past literature. [54] deployed a virtual reality framework
in which the users of the system directly work with each other on product design.
This contrasts with the present work in which individuals in the experimental group
only indirectly collaborate with each other through the sharing of past designs asynchronously, but without the intent to directly work with each other. Users implicitly
work towards a common goal, without directly working together [55], similar to the
approach described in [11]. Collaborative crowdsourcing of design tasks with an evolutionary computing backbone has also been explored in past work. [56] crowdsourced
selection and recombination in an evolutionary process of designing alarm clocks.
They shared drawings of alarm clocks among Mechanical Turk workers to iteratively
vet more creative and practical designs through a process of drawing combination.
They show a significant improvement in the practicality and creativity of designs
at the third generation versus the initial designs. The Picbreeder system developed
by [57] employed a web-based collaborative system to create realistic images using
the NEAT algorithm [58]. In this paper we investigate whether such collaborative
dynamics can be brought to bear on robot design.

2.2

Methodology

We deployed a web-based platform (see Figure 7.1 for a screenshot) in which users
“design” different robots, and then an evolutionary optimization algorithm evolves
behaviors for them. Users were partitioned into control and experimental groups:
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Figure 2.1: Screenshot of web-based design tool. A description of how to use the tool
is on the top with an arrow indicating that the ordering of designs is from best to worst.
The red arrow below the designs indicates in real-time how the current robot compares to the
historical designs displayed. The GO button runs a robot simulation and the reset button
loads a random design. The lower left panel is where the visualization of the robot movement
is displayed.

those in the control group could not see robots designed by others, while those in
the experimental group could. Each user’s objective was to create robots that were
most amenable to behavior optimization by the evolutionary algorithm. The specific
behavior we investigated was legged locomotion.
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2.2.1

Robot Form

The robot’s form was fixed but users could constrain different subsets of joints to
move in phase with one another. This process in essence reduces the dimensionality
of the search space for the evolutionary algorithm, as it only has to optimize movements for each joint subset, rather than all joints independently. We henceforth refer
to each such user-generated set of joint constraints as a robot design.

The robot’s form consisted of ten cylindrical segments, connected with nine hinge
joints. The robot had four legs, each with both a “shoulder” joint and an “elbow”
joint. Each of the four legs were connected to a “spine” (see Figure 2.2 for screenshots
of robot). The hinge joints could sweep through a range of [−45◦ , 45◦ ]. The “shoulder” joints rotated the legs through the transverse plane. The “elbow” and “spinal”
joints rotated through the sagittal plane.

The robot did not contain any sensors: the evolutionary algorithm produced openloop controllers for the robots. The robot joints were actuated using a displacementcontrol sinusoidal signal. This sinusoidal actuation resulted in several possible gaits,
depending on the phase value of the sinusoid that drove each joint. The evolutionary
algorithm described below could alter the relative phase between joints, but not the
frequency or amplitude. The frequency was set such that the robot typically exhibited 40 rotations of each joint per evaluation. The amplitude allowed each joint to
reach just about to its maximum and minimum range. However, this range could be
constrained by the momentum of the robot and its friction with the ground plane.

18

Figure 2.2: Screenshots the of robot.

2.2.2

User Interaction

Using a graphical interface representing a top-view of the robot form, users drew lines
that linked hinge joints at the robot legs and spine into a group. Each grouping of
joints was assigned a distinct color, based on the user-drawn lines that visually linked
the nodes representing leg or spine joints (e.g. see Design Panel in lower right corner
of Figure 7.1). When users drew links between joints, they were forcing those joints
to have the same phase offset of the sinusoidal control as all others in the joint group
- i.e. the phase value in the sinusoidal displacement control signal was the same for
all joints in a grouping. This visually-oriented, symbolic display of joint connections
allowed for easy communication of intuition about movement of the robot. For example, a user might notice that connecting diagonal joints results in trotting. They
19

may realize that connecting the joints of the front legs together, and connecting the
joints of the back legs together produces a two-beat version of cantering. The lines
connecting joint group configurations acted as a symbol language that was designed
to support the inherent pattern recognition abilities of the humans interacting with
the underlying machine learning algorithm.

The robot movement was simulated with the JBullet ‡ physics simulation engine,
a Java port of the Bullet Physics Library § . The user could design their joint grouping
in an interactive drawing panel and then press the Run button to see a “heads up”
or graphical display of robot movement simulated in the simulation panel.

The time allowed for each simulation was fixed at 20 seconds. Since there was some
level of non-determinism in the simulation, we added background runs to increase the
sample size for each of the grouping/phase configurations.
Each time a user clicked the “GO” button to launch a “heads up” run (an actual
visual simulation of the robot movement), four other background runs with the same
joint grouping design and the same associated phase offset values were run, which the
user did not see. Fitness was set to the mean distance produced by these five runs.
More background runs would have been preferable, but we were constrained by the
need to maintain usability of the tool. Running multiple physics simulation processes
at once required enough computing resources that more than four background runs
might have degraded the user experience.

‡
§

http://jbullet.advel.cz
http://bulletphysics.org
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2.2.3

Collaborative and Partitioned Groups

When a user opened the application, they were randomly assigned to either a control
or experimental group. In the experimental group, users were allowed to see a subset
of at most ten past designs created by other users in the experimental group. The ten
designs were chosen randomly. If they returned to the site, they would see a different
set of ten random designs. Users in the control group were limited to seeing only their
own past designs in the history panel. If they ran more than ten designs, ten of their
past designs were randomly shown. Users assigned to the control group would remain
in the control group even if they left the site and then returned later, and similarly
for the experimental group. Since users were anonymous, this group assignment was
enforced using their IP address. As such, if a user were to use the platform from two
different computers they could have been exposed to another group. The designs in
the history panel were ranked from “worst” (left) to “best” (right) (by best average
distance that was achieved for that particular design). The average distance moved by
the robot with a given joint grouping was reported under that design. The number of
times that particular design had been evaluated was reported above it. Users could
use the designs in the history panel as inspiration for how best to improve on the
designs and could contribute more runs to a particular design if they wished. They
also had the option of generating a random design by clicking the Reset button and
altering it into a new design of their making.
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2.2.4

Evolutionary Algorithm

The initial values used for each joint group’s phase-offset were randomly selected
from a uniform distribution between zero and 2π radians. If a given design for a joint
grouping was reused, a mutated version of the best past phase values was used in this
new simulation. Mutation was implemented by picking a new value for each grouping with a probability of 0.1. Thus, the optimization used a hill-climber algorithm
in which fitness (mean distance) was the basis for drawing from the population of
eligible individuals (those that matched a given joint grouping). This best individual
was then mutated. The distance that the robot was able to achieve with a given
joint grouping and phase offset combination was interpreted as the fitness for that set
of phase offsets. When multiple designs were created, the system became a parallel
hill climber. Each design corresponds to an individual hill climber, and when a user
creates a design that was previously created by another user (or re-created a design
she has already created herself), another iteration of that hill climber was executed.
If a user created a new design, a new hill climber with an initially random set of phase
offsets was assigned to that design. The search space was thus a combination of both
the combinatorial design space of joint group configurations and the real-valued space
of phase-angle values to assign to each of those joint groupings.

2.2.5

User Incentivization

In order to incentivize users to participate in this experiment - and maintain their continued interest in using it - a sliding pointer under the history panel was incorporated
22

Number of users
Number of runs
Number of designs

Control
31
567
76

Experimental
26
581
78

Table 2.1: User statistics

into the user interface. As the robot moved, its real-time distance was indicated by
the sliding pointer relative to the visible historical designs in the history panel. This
allowed the user to visualize how well their design performed relative to a subset of
random past designs, either created by themselves (the control group) or their own and
others’ designs (the experimental group). A secondary function of the performance
slider was to gamify [59] the platform. We hoped that the user would be motivated
to either create new designs that outperformed past designs or provide additional
computation to previous designs to improve on them. In short, the user was imbued
with the sense that they were in direct competition with a subset of historical designs.

2.3

Results

A total of 57 anonymous volunteer users participated in the study via the web. The
platform was advertised on online message board systems to attract participants.
Participants were not financially rewarded for their participation. Of the users that
volunteered, 31 were assigned to the control group and 26 were assigned to the experimental group. The control group ran the simulation a total of 529 times and the
experimental group ran the simulation a total of 581 times (see Table 2.1).
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A random sampling of designs created by users in both the control and experimental groups can be seen in Figure 2.5. We aggregated the maximum distance values
each user was able to achieve. These maximum values were collected per group: the
control (n=31) and experimental (n=26). The distributions of the control and experimental group were tested for rejection of the null hypothesis. The null hypothesis in
this case was that the events come from the same distribution - that there is no difference between users who worked collectively versus those that worked individually.
Using the t-test to reject the null hypothesis under the assumption of normality, we
found significant cause to reject the null hypothesis at the 0.05 alpha level (p-value
of 0.0404). Testing for the rejection of the null hypothesis without the assumption of
normality also gave significant cause to reject the null hypothesis at the α = 0.05 significance level, using the non-parametric Wilcoxon Rank Sum test (p-value of 0.0415).

Boxplots of the two distributions can be seen in Figure 2.3.

Figure 2.3: Distance distribution and p-values for significance between experimental and control groups. Significance tests: t-test p-value=0.0406, Wilcoxon Rank
Sum p-value=0.0418.
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2.4

Discussion

We have shown that the control and experimental groups are significantly different at
the α level of 0.05. As such, we can say with some degree of confidence that the control and experimental groups are not drawn from the same distribution. That is, the
maximum distances achieved by robots designed and optimized by those working collectively was significantly different than the maximum distances of robots designed
and optimized by those working individually. Furthermore, the largest distances
achieved by the group working collectively were higher than those achieved by the
group of individuals working alone. The experiment thus shows that working in a
cooperative setting improved the overall search for better robot designs under these
experimental settings.

These results could be a consequence of the fact that the experimental group was
exposed to more total designs as a whole. When users of the experimental group first
opened the platform, they were exposed to designs from past users (with the exception of the first user). However, exposure to past designs by other users does not
necessarily imply that the experimental group has an advantage. The hill climber
assigned to a given design may have been able to perform more iterations in the
experimental group compared to the hill climber assigned to the same design in the
control group, because multiple users in the experimental group may have contributed
computational effort to that hill climber. However, this would only advantage the experimental group if this extra effort was directed toward an eventually successful
design. Groupthink may have led users in the experimental group to contribute ef-
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fort to one initially promising design, yet caused them to neglect a design that was
less successful at the outset but may have yielded a superior controller in the long run.

It is also possible that the designs to which the experimental group were exposed
informed their design decisions, which led to improved designs. Isolating the cause
for improved designs in the experimental group will be pursued in future work.

Our experiment involved two embedded search spaces: 1) the combinatorial assignment of joints to phase-locked groups, and 2) the assigning of phase offsets to each
group. The users directly searched the first, combinatorial space and the optimization algorithm searched the second, real-valued space. The interaction between the
two search spaces may contributed to a stronger separation between the control and
experimental groups. Additionally, the simulation of robot movement was not entirely deterministic; although there was a clear separation of mean distances achieved
by different configurations. A plot of distributions of one hundred runs for several
random configurations can be seen in 2.4. There is a clear separation of distributions between “good” (large distance traveled) versus “bad” (small distance traveled)
configurations as to inform the user’s intuition. And this non-determinism and large
search space was present in both the control and experimental population so each
group operated close to the same conditions.

As is common in web-based usage, a small minority of designs attract the majority
of computation [60]. We can see in Figures 2.6 and 2.7 that more users focused their
attempts on those designs that were able to move farther. That is, more users ran
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Figure 2.4: Distance distributions of robot movement for several joint group
configurations. Each configuration was run 100 times.

Figure 2.5: A random sample of designs created by users from the control and
experimental groups, shown with best distance achieved and number of times a
user evaluated that design (a “run”).
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designs that were able to achieve higher distances in the experimental group; and
more design evaluations were dedicated to higher fitness designs. Instead of focusing
on designs that exhibited comical or low fitness behavior, users elected to add computing effort to promising, high fitness designs. Although there is not enough data
to make definite conclusions about the possibility of “leap-frogging” (the tendency
for users to draw inspiration from designs by other users to focus their efforts on
promising designs) taking place in the experimental group, the data seem to suggest
the possibility of positive feedback contributing to better performance when users

Number of User Attempts

worked collectively.

12

8

4
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Figure 2.6: Number of users that attempted a unique design vs the best distance
that that design achieved. Each point corresponds to a design in the experimental group.
Note that the design that received the most attention at 15 attempts was the “default” design
that appeared when the application was launched in the user’s web browser.
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Figure 2.7: Number of evaluations for each design vs the maximum distance that
design achieved. As is the case in Figure 2.6, the design that received the most evaluations
was the “default” design that appeared when the application was launched in the user’s web
browser.

Using human subjects in evaluating fitness and developing new designs presents
a number of challenges. When developing the platform, some effort was devoted to
gamifying the system. The distance indicator was used to inspire the user to try and
“beat” previous designs. Even though written instructions and the distance indicator
were used to motivate the user to attempt to evaluate designs based on their ability to
cause the virtual robot to move as far as possible, it is possible that users were either
unmotivated by the preconceived goal of the simulation or had contrarian intentions
to design robots that move as little or as comically as possible.
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2.5

Conclusion and Future Work

We showed that in a hierarchical search space of robot designs in which human users
searched the combinatorial level of the space and an optimization algorithm searched
the real-valued level, a group that collectively searched the space was able to outperform a group of individuals that worked alone. The distributions of best robot
distance achieved per person in each group were significantly different at an α level
of 0.05 under both normal and non-parametric assumptions.

Using our framework, the user was shown the best distance that a given robot
configuration moved as well as the number of runs contributed to each design. Novelty of a design might also be a useful message to communicate. Users might be
incentivized to explore unknown regions of the search space if they were told that
they came up with a design that no one else has tried. Additionally, the amount
of symmetry in a given design or an indication of the spread of distances realized,
such as standard deviation could be communicated. Social networks may be another
means of incentivizing search: indicating which designs the user’s friends have already
explored could be built into the framework.

Another aspect of this work was the use of a symbolic language to easily communicate simple concepts of robot movement between human users. The language was
so specific that it would only work with one form of robot. Future work on generalizing this language to quickly communicate complex ideas between collaborators may
warrant further investigation.
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Chapter 3
Combining computational and social effort for collaborative problem solving∗

3.1

Abstract

Rather than replacing human labor, there is growing evidence that networked computers create opportunities for collaborations of people and algorithms to solve problems
beyond either of them. In this study, we demonstrate the conditions under which such
synergy can arise. We show that, for a design task, three elements are sufficient: humans apply intuitions to the problem, algorithms automatically determine and report
back on the quality of designs, and humans observe and innovate on others’ designs
to focus creative and computational effort on good designs. This study suggests how
∗
Appeared as Wagy, Mark D., and Bongard, Josh C. "Combining Computational and Social
Effort for Collaborative Problem Solving." PloS ONE. 10.11, 2015.
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such collaborations should be composed for other domains, as well as how social and
computational dynamics mutually influence one another during collaborative problem
solving.

3.2

Introduction

Machine intelligence is arguably out-competing humans in a growing number of domains: autonomous robots are taking over warehouse [61], construction [62], and
agricultural [63] tasks; machine learning methods are becoming adept at finding patterns of interest in massive data sets [64] as well as heretofore unknown biological
relationships [65] and even physical laws [66] in raw data; and new search methods
are increasingly challenging professional players in complex games [67].
As this process spreads and accelerates, it remains to be seen what role humans will
play in an increasingly automated society. We present evidence that one key role that
humans may continue to play is one of cooperation with machine intelligence: complementing the speed of machines with the human capabilities of creativity, pattern
recognition, and an ability to apply intuitions about the physical world to abstract
problems.
So far it has been shown that casual users can help in scientific domains such as
protein folding [14], galaxy classification [15] and brain analysis [16]. Additionally,
human participants in crowdsourced experiments have contributed pattern recognition capabilities to algorithms for aiding algorithms in generating realistic images [68]
and defining effective robot control schemes [69,70]. However, the focus of these studies has been on the demonstration that it is possible to solve a complex problem by
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casual participants working collaboratively on the Web rather than understanding
why such a group of volunteers is successful at these tasks.
Our hypothesis is that humans can effectively work as part of a hybrid humanalgorithm team by contributing their experience as embodied and social organisms
to their algorithmic counterpart. To test this hypothesis, we created treatments that
combined human participants and search algorithms together in different ways. Each
team was responsible for designing and programming autonomous robots such that
the robots performed a desired task, which in this study was rapid locomotion.
We chose robotics as the domain in which to study human-computer collaboration
as it has traditionally been viewed as an extremely challenging enterprise: only small
academic or industrial teams composed of individuals with advanced degrees have so
far produced capable robots. However, work on crowdsourcing robotics [24,69,71] has
shown that it is possible for casual users to accelerate the programming of autonomous
robots and provide them with some semantic understanding of the world [72]. These
studies make clear that humans can play an important part in human-computer
interaction and human-robot interaction, but an understanding of why and in what
ways this collaboration can be successful is still under-explored.
Moreover, we here report the first investigation into whether casual users can
design robots, not just help them learn: In some of the teams we created, participants
were tasked with designing robots that their computer could then program to move
rapidly. We hypothesized that people may be able to bring their intuitions about
animal movement to bear on this problem: casual users may, consciously or otherwise,
know what kinds of body plans facilitate (or obstruct) the discovery of fast forward
locomotion [73–75].
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3.3

Methods

To understand how people and computers might work best together in this domain,
we created three separate teams, each of which was tasked with designing and programming robots (note that we are here using the term “team” to distinguish between
experimental treatments without necessarily referring to the standard social sciences
definition of the term).
The first team was composed of human participants and algorithms: participants
created, shared, and improved upon each other’s robot designs (Fig. 3.1). [This work
was exempted by the Committees on Human Subjects Serving the University of Vermont and Fletcher Allen Health Care, approval number 14-228.] Participants were
recruited through the online bulletin board system, Reddit. We requested participation by querying users of several subreddits, pages devoted to subtopics of interest
(such as artificial intelligence, robotics, programming and visualization). Therefore,
participants were interested in technical subjects, but likely came from from varying
backgrounds. However, users were anonymous so we cannot confirm the experience
level of participants in the study with respect to each of these subjects. Reddit demographics are predominantly white, suburban males aged 18 to 29 years old [76].
All participants were unpaid volunteers.
The robots were virtual and behaved within a 3D simulated environment. Participants designed and observed their robots in a web browser (Fig. 3.1a) and were free
to spend as much time at the task as they liked. They could also return and continue
at any time. Each participant could also execute a search algorithm on their computer, which gradually improved controllers for their current robot (Fig. 3.1b,c). The
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participant was free to dedicate as much or as little computational effort to a given
robot as they liked, and could design as many robots as they liked. If the participant
copied another participant’s robot design, the new participant’s computer continued
searching from where the originating participant’s computer left off (Fig. 3.1d). We
will refer to this team as the crowd/machine team (CMT).
The second treatment was the same as the first, with one exception: participants
could not see designs created by other participants. We will refer to this team as the
individual/machine team (IMT).

3.3.1

Robot design by the crowd/machine and
individual/machine teams

Participants who arrived at the experiment website were double-blindly placed at
random into either the crowd/machine team (CMT) or individual/machine team
(IMT) with equal probability. By comparing the performances of the CMT and
IMT, we were able to address the question of whether participants spontaneously
collaborate in this domain. Do they improve upon promising designs created by
their peers, or do they become mired in group pathologies such as groupthink [38,
77]? Although recent work has begun to quantify conditions under which teams
work well [78, 79], social collaboration within human/machine teams requires further study. For both teams, robot designs were simulated using a web-embedded
physics simulation engine (github.com/kripken/ammo.js/). The physics engine is
a Javascript-based open source version of the popular C++ physics simulation engine, Bullet (http://bulletphysics.org/). The simulation was rendered using
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Figure 3.1: A hypothetical set of interactions in the crowd/machine team. Participant 1 designs a robot (a) and then allows an optimization method to program his robot
once on his computer (b). (The red and blue body segments oscillate in anti-phase with
each other, resulting in a small amount of forward travel indicated by the gray arrow.)
Participant 1 allows the optimizer to re-program the robot (c), hoping its behavior will improve. Participant 387 sees and likes this design, so she allows the optimizer to try again
on her computer (d). Meanwhile, participant 2 designs a different robot (e) and performs
one round of optimization on it (f). Later, several more participants also contribute computational effort to this design (g,h). After observing the quality of participant 2’s design,
participant 1 abandons his original design and attempts to improve on participant 2’s robot
by creating a larger variant of it (i). After performing an initial round of optimization on
it (j), several more participants confirm the quality of this design (k,l).
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the WebGL graphics library (www.khronos.org/webgl/), a scene-based rendering
library (http://scenejs.org/), and additional infrastructure code available online
(schteppe.github.io/ammo.js-demos/).
Each participant was instructed to design a robot that could move as far as possible
in the simulation. Participants accomplished this by designing a robot in the design
panel (Fig. 3.2c), which was initially blank. They could then command a search
algorithm to find good controllers for that robot. The quality of a controller is defined
by how far it enables the robot to move from its starting position in fifteen seconds
of simulation time. They could watch the progress of this optimization process in the
simulation panel (Fig. 3.2b). Members of the IMT could see their own past designs in
the history panel (Fig. 3.2a), while members of the CMT could see designs produced
by themselves and other participants in the same panel. It was through this history
panel that users ’communicated’ designs to other participants.
Participants in either team were free to design as many or as few robots as they
wished. They were also free to copy the designs produced by others (if they belonged
to the CMT), create variants of other participants’ designs, or create completely new
designs.
Participants could connect a 5-by-5 grid of points with lines. They could draw as
many lines as the grid allowed. If the participant connected two points neighboring
one another horizontally, or two points neighboring one another vertically, they were
connected by a single line. If the participant attempted to connect two points that
were not vertical or horizontal neighbors with positions (x1 , y1 ) and (x2 , y2 ), those
points were connected with a series of horizontal or vertical lines connecting pairs of
horizontally or vertically-neighboring points. These lines were chosen such that they
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Figure 3.2: Screen-shot of the user interface with components. Enclosed in the
yellow box is the history panel (a); in green, the simulation panel (b); and in blue, the
design panel (c).

approximate as closely as possible the straight line connecting (x1 , y1 ) and (x2 , y2 ).
This made diagonal and/or overlapping lines impossible, simplifying the process of
converting these points and lines into a robot that can be easily simulated in the
rigid-body physics engine. They could click the ‘reset’ button at any time to re-start
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the design process.
Once the participant completed her design, the design would be rendered as a
simulated robot using the physics engine. Each line of the design became a 1×0.1×0.1
rectangular solid, representing one part of the robot’s body. Each point adjacent to
at least one line was instantiated as a 0.2 × 0.2 × 0.2 cube in the physics engine.
The cube was attached to each neighboring body part by a one degree of freedom
rotational joint. The axis of rotation for each joint was set perpendicular to the plane
defined by a vertical line passing through the center of the cube and the horizontal
line passing through the center of the cube and the center of the body part to which
it attaches. This axis of rotation was chosen to allow the robot to move outside of
the plane defined by the grid. Segments were able to push the robot away from the
ground plane to achieve locomotion, thus making the morphology an important factor
in its ability to move rather than relying only on the friction of a sweeping motion
along the ground plane using each of its segments.
The interface was designed to be both easy to use and intuitive, as participants
were not expected to have any prior experience designing robots or using the tool.
The interface enabled participants to design robots simply by “connecting the dots”.
Although this constrained design to a limited space of robots, the space was sufficiently large and sufficiently rich: there are 2(5·4+5·4) = 240 ≈ 1.1×1012 possible robots
of differing sizes, symmetries, and biological realism, and which present varying levels of difficulty to the behavior optimization process. Each design produced by each
participant of both teams was stored in a database on a central server.
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3.3.2

Behavior optimization for the crowd/machine team and individual/machine team

Once a participant completed a robot design, she could click the ‘go’ button, which
would dedicate some of her own computer’s computational effort to finding a good
controller for that design. When this button was pushed and the design did not yet
exist in the central server’s database, a hill climbing search algorithm was assigned
to that design.
The hill climber improved behavior for its assigned robot design as follows. The
hill climber searched over the space of possible controllers for that design, attempting
to find those that enabled the robot to move as far from its starting position as
possible. Every time a participant pressed the ‘go’ button, one iteration of the hill
climber would be performed.
The first time the participant pressed ‘go’ for a unique design she had created, the
number of one-degree-of-freedom rotational joints in the robot’s design was counted.
For a design with j such joints, a random binary string with j bits would be created.
This string is assigned to the hill climber for this design. If a given design had received
one or more iterations of search previously, then the current bit string associated with
that design was copied, and each bit was flipped with 10% probability.
Then, the participant’s design was rendered as a simulated robot in the physics
engine as described in the previous section. The robot was allowed to move in the
simulator for 15 seconds and ∼ 22 cycles of motor oscillations. At each time step,
each of the j motors associated with each joint is controlled with position control.
The desired position sent to each motor is determined by a sinusoidal signal. This
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signal has a frequency of 1.5Hz and oscillates within [−45o , +45o ]. All of the joints
that have a zero associated with them in the current bit string oscillate in phase with
one another, but are offset by a phase of π radians from those joints that have a one
associated with them. The hill climber could in this way tune which joints move in
phase or in antiphase with one another.
The participant could observe the resulting movement of the robot in the simulation panel (Fig. 3.2). If the participant clicked the ‘go’ button again, her computer
would perform another iteration of the hill climber. The more times a participant
clicked the ‘go’ button, the more search would be conducted for that robot design.
Each bit string for every design was stored on a centralized server. So, if a participant drew a robot body that had already been attempted by themselves or another
member of her group, her computer would perform another iteration of search for
that design, starting from the best controller found up to that point. This enabled
members of the CMT to consciously collaborate on a common design. However, participants in both groups could also unknowingly contribute computational effort to
an existing design if they were not aware that that design had already been created
by another member of their group: only 13 historical designs were shown to a participant in the interactive robot design tool but many more designs were stored on
the central server. If a user invoked a design that had already been drawn and run
by another user in her own group (either the IMT or CMT), she would be continuing
the hill climber for that design.
Two databases on the central server were established: one stored designs and
controllers from the IMT, and the other stored designs and controllers from the CMT.
This ensured that members of one team could not continue behavior optimization for
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robots designed by members of the other group.

3.3.3

Communicating the results of design and
optimization

The top of the interface housed the history panel, which displayed 13 pictorial and
numerical summaries of past robot designs. Members of the IMT could only see their
own past designs. Members of the CMT saw their own past designs, as well as those
produced by other members of their team.
Each summary presented a top-down view of the robot’s morphology, and the
distance that that robot had managed to travel using one of the controllers that had
been supplied to it by its hill climber.
Every time that a participant clicked the ‘go’ or ‘reset’ button, or refreshed the
page, the 13 designs were erased. Each of the 13 slots was refilled as follows. For
members of the IMT, one of their past designs was chosen at random. For the
members of the CMT, any past design produced by members of that team was chosen
at random. Then, one of the n controllers generated for that design by its hill climber
was chosen at random from the central database. The robot design was drawn in the
empty slot, and the distance traveled by that robot when controlled by that controller
was written to that slot. The 13 summaries were then arranged in order, from the
designs with the least displacement on the left to the most displacement on the
right. This process was instituted to provide the participant with a sense for which
morphologies may be amenable to controller optimization, and which morphologies
may present the hill climber with a more multimodal search space.
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Whenever a participant simulated a robot, its current displacement was reported
in the simulation panel. If its current displacement matched or exceeded the distance achieved by a robot in the history panel, that number in the history panel
would change from white to pink. This ‘thermometer’ metaphor gave the participant
a real-time indication of how well their current design was able to move relative to
the random sampling of past designs being displayed. It was hoped that this implicit competition might further incentivize participants to design robots with good
potential for behavior optimization.
In addition to the thirteen randomly-sampled designs shown at the top of the
interface, members of the IMT were shown their own best design at the bottom right
of the page. The best design is defined as the one that had been most displaced by its
hill climber, regardless of how many iterations of search each design has accumulated.
Members of the CMT were shown the best design discovered by that team as a whole
so far.

3.3.4

Robot design by the machine team

The third team we studied was composed only of computers: a state-of-the-art search
algorithm [80] was employed to design robot body plans and to find good controllers
for them. It has been demonstrated [81–85] that this algorithm outcompetes other
algorithms at designing and programming robots. We will refer to this team as the
machine team (MT).
We selected the Compositional Pattern Producing Networks–Neuroevolution of
Augmenting Topologies (CPPN-NEAT) algorithm [86] for this, as it has been shown to
be superior to other search algorithms for finding efficient gaits for robots [84] and has
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also been employed for optimizing both robot morphology and control [81–83, 85, 87].
Another reason we chose this algorithm is because it was originally designed to mimic
biological development’s bias towards the production of regular patterns. This bias
toward regularity has been implicated in CPPN-NEAT’s ability to outperform other
algorithms in automatically designing high-performance complex artifacts [86].
The CPPN-NEAT algorithm extends a simple evolutionary simulation, which at
any point in time manages a population of Compositional Pattern Producing Networks (CPPNs). Each CPPN is capable of generating a regularly-patterned design
within a user-defined, finite n-dimensional space. The user must also supply an objective function that can be used to score the quality of the resulting design. When
the algorithm runs, CPPNs that produce designs with low objective function scores
are deleted from the population, while CPPNs that produce high-performing designs
are copied, randomly modified, and placed into the recently-emptied slots in the population. The algorithm continues for a user-specified number of generations. Finally,
there are a number of experimental parameters that must be set before the algorithm
can be run. For the work reported here we employed the CPPN-NEAT implementation available at www.multineat.com. We employed the same parameter settings as
those used in [84].
Each CPPN generates a robot design as follows. Each CPPN takes four realvalued inputs and produces two binary outputs. From the five by five grid of points
in the experimental website, each pair of horizontally neighboring points is selected
in turn. For each pair, the horizontal and vertical coordinates of that point pair are
input to the CPPN. The first binary output value is then read out. If the value is
zero, the next point pair is supplied to the CPPN’s inputs. If the value is one, a line
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is constructed between those two points, just like a human participant might draw a
line connecting that point pair. After each pair of 20 horizontally-neighboring points
is supplied to the CPPN, the positions of each pair of 20 vertically-neighboring points
is supplied to it. This resulted in the creation of zero or more horizontal and vertical
lines connecting some of these point pairs together.
This process enabled each CPPN to design one robot. It was possible that some
CPPNs create ‘null’ robots comprised of zero lines. Such robots were automatically
assigned an objective function value of zero.

3.3.5

Controller generation by the machine team

The CPPN created a controller for its robot as follows. For each CPPN, each pair
of horizontally-neighboring and vertically-neighboring points connected by a line is
iterated over. If each of these point pairs have positions (xi , yi ) and (xj , yj ), the CPPN
is supplied with the position where one of the two resulting one-degree of freedom
joints would be (xi , yi ) and the position of the midpoint of the line connecting the
j yi +yj
, 2 ). The bit at the CPPN’s second output is then read out: a
point pair ( xi +x
2

value of zero indicated that that motor would rotate the body segment centered at
j yi +yj
( xi +x
, 2 ) about the cube centered at (xi , yi ) with a phase phase offset of zero
2

radians, while a value of one indicated that that motor would rotate with a phase
offset of π radians. For the same point pair, the CPPN’s inputs were now supplied
j yi +yj
with positions (xj , yj ) and ( xi +x
, 2 ). The bit arriving at the CPPN’s second
2

output now dictated the phase with which the motor at (xj , yj ) would rotate the
j yi +yj
body segment at ( xi +x
, 2 ) relative to the cube at (xj , yj ).
2

The processes described in this and the previous sections thus enable a CPPN to
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generate both the morphology and control of a single robot.

3.3.6

Behavior optimization for the machine team

When the CPPN-NEAT algorithm is initiated, it generates a population of P randomlygenerated CPPNs. Each CPPN in the population is evaluated in turn. The CPPN
produces its robot, the robot is evaluated in the physics engine, and the robot’s resulting distance from its starting position is assigned as that CPPN’s objective function
score. Higher-scoring CPPNs are copied, mutated, and replace lower-scoring CPPNs
in the population as described in [86]. The new entrants in this next generation of
CPPNs are evaluated, and this process continues for a set number of generations.
The number of generations was chosen so as not to exceed the number of evaluations
that was reached by the CMT.
Because different variants of the CPPN-NEAT algorithm were conducted with
differing population sizes, the number of generations G for each variant was set to
the floor value of the number of evaluations performed by the CMT as a whole (11998)
c = G. We performed 100 independent replicates
divided by the population size: b 11998
P
of this algorithm and measured the average displacement of the robots produced by
the best CPPNs in each population, at each generation.
In order to ensure the robustness of our results, we investigated the performance
of the CPPN-NEAT algorithm using five sets of experimental parameters as reported
in Table 3.1.
Fig. 3.3 reports the performance of the MT using the parameter settings in Case
D. This set was reported because it achieved the highest mean performance of the
five settings.
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Case
A
B
C
D
E

Population
(P)
100
100
100
200
50

Mutation
Rate
0.05
0.05
0.1
0.05
0.05

Representation
4
2
4
4
4

inputs
inputs
inputs
inputs
inputs

Generations
(G)
119
119
119
59
239

Replicates
100
100
100
100
100

Table 3.1: Machine team experimental settings investigated.

In addition to varying the experimental parameter settings for the CPPN-NEAT
algorithm, we also investigated two different representations for the generation of
robot morphology. We considered both a four-input representation described above
as well as a two-input representation.
In the two-input representation, each CPPN has two instead of four inputs. To create a robot, the position of the midpoint between each of the 20 vertically-neighboring
and 20 horizontally-neighboring grid points was input to the CPPN in turn. The output of the CPPN was interpreted in the same way as the four-input CPPN representation. The robot controller was created by inputting the coordinate of the midpoint
between the center of the cube to which a given body segment was attached and the
midpoint of that segment into the CPPN to determine whether the corresponding
motor command had a phase offset of zero radians (an output of zero) or a phase
offset of π radians (an output of one).

3.4

Results

We found that robots designed by both human teams on average outperformed the
designs created by the MT (Fig. 3.3). Moreover, despite the fact that more com-

48

Figure 3.3: Comparing how the three treatments designed robots. The relative
design abilities of the MT (red), IMT (green), and CMT (blue). The unit of distance u is
set equal to the length of one robot body segment. The markers for the IMT and CMT report
the furthest displacement achieved by any robot produced by that team up until that point.
The markers for the MT report the mean displacement achieved by the 100 best robots, one
drawn from each of the 100 independent trials of the search algorithm employed by this team.
The gray band reports the 95% confidence interval for the MT.

putational effort was expended by the MT than by the CMT, no design generated
by the MT was able to outperform the best design created by the CMT. Using the
complementary cumulative probability distribution of MT performance at the final
evaluation, we found that there was near zero probability that the MT would produce
a better design than the CMT (probability less than 0.0001). The greatest distance
achieved by a robot out of all runs and all treatments of the MT was 28.0 units as
compared to the maximum distance of 31.7 achieved by the CMT.
Participation numbers for both the CMT and the IMT are summarized in Tables 3.2 and 3.3.
The top performing robots for each group are shown in Fig. 4.5.
The individual/machine team portion of the experiment was stopped when we
saw an appreciable decrease in participation (number of participants on day 1: 2805,
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Total evaluations
Total participants
Total designs
Average controllers per design
Designs per participant
Performance of the top 30 designs∗
Perfectly symmetric designs (among the top 30 designs)

IMT
2839
367
1246
1.64 ± 2.17
4.56 ± 5.96
14.49 ± 2.79
27

CMT
2839
384
1090
1.67 ± 2.94
4.54 ± 4.99
16.48 ± 4.10
22

Table 3.2: Comparison of the aggregate behavior between two human/machine teams.
∗ Participants who collaborated produced superior designs compared to those who worked
individually (Welch’s t-test; p=0.036, DOF=49.4, t=-2.16; random normally distributed
independent samples)

Total evaluations
Total participants
Total designs
Average controllers per design
Designs per participant
Performance of top designs
Perfectly symmetric designs (among the top 30 designs)∗

MT
11800
—
1897 ± 118
1.83 ± 0.08
—
14.75 ± 1.01
1

CMT
11800
947
2885
2.40 ± 4.98
5.63 ± 7.13
31.64
25

Table 3.3: Comparison of the aggregate behavior between one of the human/machine teams
and the machine team. ∗ The CMT produced significantly more perfectly symmetric designs
than the MT.

day 2: 2108, day 3: 615, day 4: 164, day 5: 117, day 6: 3). The crowd/machine team
was allowed to run longer for the sake of comparison to the machine team, giving the
MT an opportunity to catch up to the CMT performance.

3.5

Discussion

What caused the superior performance of the human/machine teams over the MT?
The MT finds a robot that is able to achieve a distance of 28.0 units, which is near the
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Figure 3.4: Top 5 robots in each of the treatments: the crowd/machine team
(CMT), the individual/machine team (IMT) and the machine team (MT).

best found by the CMT of 31.7 units, but this is the best result of 100 independent
runs each of 5 different treatments explored with the MT: a much larger number of
attempts than the CMT was allowed. Although the CMT evaluated more designs than
the MT, we do not expect the superior performance to be due to these differences.
This is because, in comparison, the IMT designed more robots than the CMT, yet
performed worse than the CMT (Table 3.2). The MT did use CPPN-NEAT to define
both the morphology as well as the control algorithm for the robots in contrast the
the hillclimber that was used to define the control of the robots in the CMT and in the
IMT. However, we hypothesize that using CPPN-NEAT for control versus defining
the control scheme with a hill climber is in fact an advantage that the MT has over
the human/machine teams based on past work [84].
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In addition to creating what appear to be simpler designs (smaller number of
segments and connections between them) as seen, for example, in Fig. 4, a prominent feature of the designs created by the human/machine teams is the presence of
symmetry (Table 3.3; see Supporting Information S1 Text for discussion of symmetry
measure). Even though the search algorithm employed by the MT is known to be advantageous to other search methods of its type because it biases search towards more
symmetric patterns [80], we observed a significantly higher number of designs that
were perfectly symmetric among the top designs produced by the CMT compared to
the top designs found by the MT. Moreover, human/machine teams focused on symmetric designs much more than would be expected, as there exist only two perfectly
symmetric designs per million in the space of 1.1 × 1012 robot designs made possible
through the user interface. Crowd participants focused on symmetric bodies at the
outset of the experiment as well as the termination. This serves as evidence that
the participants came to the experiment with a bias toward symmetric designs, even
before being exposed to the performance of their own or others’ robot designs. The
presence of perfectly symmetric designs created by participants was just as prevalent
in the first 30 IMT designs as in the last IMT 30 designs: a significant number of
these first designs were perfectly symmetric (23 of the 30, p = 0.0067; 1-sample proportions test, χ-squared=7.50, df=1; samples independently distributed); nearly the
same number in the last 30 designs created by participants were perfectly symmetric
(22 of the 30, p = 0.01762; 1-sample proportions test, χ-squared=5.63, df=1, samples
independently distributed).
Bilaterally symmetric robot designs may be advantageous because, if coupled with
a symmetric controller, they are better able to produce directed locomotion than
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bilaterally asymmetric robot body-plans, regardless of controller [88]. To test this
we constructed a physical version of the best robot produced by the CMT, and ran
it using the best controller found for that robot by the CMT, which also happened
to be symmetric (Fig. 3.5a-i). We compared the performance of this physical robot
against two variants: the same robot with randomly-generated asymmetric controllers
(Fig. 3.5j-l), and an asymmetric robot composed of the same number of parts and
controlled by randomly-generated asymmetric controllers (Fig. 3.5m-o).
We found that the symmetric controllers significantly outperformed the asymmetric controllers (Mann-Whitney U test with Bonferroni correction for multiple comparisons; [p = 0.0045, p = 0.0275, p = 0.0316], [W = 88, W = 79, W = 78.5], independent distributed samples) and, in all cases, the symmetric robot and controller outperformed the asymmetric robot with asymmetric controllers (Mann-Whitney U test with
Bonferroni correction for multiple comparisons; [p = 0.0002, p = 0.0002, p = 0.0003],
[W = 100, W = 100, W = 98.5], independent random samples). This suggests that
symmetric robot body plans may be advantageous for this task, and that part of
the explanation for why the CMT outperformed the MT is because its members were
cognizant of this fact at some level of awareness, or became aware of it to some degree
by viewing the quality of the designs produced by other members of their team.
In addition to a preference for symmetric designs, we investigated whether collaboration influenced the performance of the CMT. To do so, we compared the top
designs produced by the CMT with those produced by the IMT.
This investigation was complicated however by the fact that varying numbers of
robot body/controller combinations were evaluated by each of the CMT and IMT. In
some cases, only a single controller was evaluated for a robot design, whereas other
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robot designs attracted many controller evaluations by members of a team. Thus,
to better estimate the quality of robot designs produced by the IMT and CMT, we
investigated in more depth how amenable to behavior optimization their best designs
were. To do so, we first drew the top 50 ranking designs from both IMT and CMT
according to the best controller found for those designs within their originating teams.
We then performed 100 replicates of a genetic algorithm [89] against each design. Each
genetic algorithm replicate was given a population size of 100 with a 10% mutation
rate and 10% crossover rate. Genomes were bit-strings that indicated either a zerophase (0) or π-phase (1) controller and the fitness objective was identical to that used
in the web-based tool – a simulated robot was to move as far as possible within the
allotted fifteen seconds of simulation time. The maximum displacement achieved by
the design for each replicate was extracted and averaged over the 100 replicates. The
resulting relative performance of the teams’ top k designs for various values of k is
reported in Table 3.4.
k
20
30
40
50

IMT distance moved
14.4 ± 3.0
14.5 ± 2.8
14.7 ± 2.9
14.6 ± 2.8

CMT distance moved
17.0 ± 4.1
16.5 ± 4.1
16.7 ± 4.1
16.7 ± 4.1

Table 3.4: Distance moved by the top k robots after intensively optimizing their controllers.
(Welch’s t-test; p < 0.05 for all values of k.)

Despite only slight differences between the aggregate behavior of the different
teams (Table 3.2), the CMT’s best designs outperformed the IMT’s best designs
(Welch’s t-test; p < 0.05 for all values of k [k = 20, p = 0.029, DOF = 33.3, t =
−2.29; k = 30, p = 0.036, DOF = 49.4, t = −2.16; k = 40, p = 0.038, DOF =
51.3, t = −2.13; k = 50, p = 0.031, DOF = 50.8, t = −2.22], samples independent
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and normally distributed). The only difference between the two human/machine
teams was that members of the CMT could see pictorial representations of their own
and others’ designs, and the distances achieved so far by those robot designs, whereas
members of the IMT could only see their own designs, and the distances those designs
had so far achieved. This indicates that the superior performance of the social over
the IMT must be due to collaborative innovation: members of the CMT avoided poor
designs, dedicated more computation to promising designs, and/or created variants of
good designs more than members of the IMT. In fact, the collaboration on designs can
be seen in the average and maximum number of unique user contributions to designs
in Table 3.5. Although groupthink and other group pathologies [40] may have been
present in the CMT, their corrosive effects, if present, were outweighed by the positive feedback mechanisms of collaboration through non-verbal communication. This
finding suggests that such collaboration may be harnessed in other design domains
if appropriate pictorial representations, coupled with simple reports of the quality of
each design, can be formulated.

Maximum Number of Users per Design
Maximum Proportion of Users per Design
Mean Number of Users per Design

CMT
210 (out of 919)
0.229
1.798

IMT
20 (out of 331)
0.060
1.278

Table 3.5: Unique user contributions to designs. The crowd/machine team resulted in more
users contributing to individual designs than in the individual/machine team, suggesting
that the crowd did contribute collectively to some designs.

55

3.6

Conclusion

Here we have shown that a team composed of human designers who can dedicate more
or less computational effort to their own or other participants’ robot designs outperformed an machine team lacking human members as well as a treatment composed of
human members who could not collaborate. Although we are not the first to demonstrate that human and algorithm teams can outcompete machine-only groups [14–16],
we are the first to present reasons for why this occurs for design tasks. We showed
that individuals bring pre-existing intuitions to bear on one part of the problem, while
machines determine, through search, whether these intuitions are born out.
This intuition favored designs with symmetry, a morphological attribute that results in fast forward locomotion. That the crowd/machine team outperformed the
individual/machine team demonstrates that social processes have a beneficial effect
in this domain. While we cannot confirm which social processes resulted in the improved outcome, we hypothesize that this beneficial social collaboration derives from
one or a combination of the following factors.
First, our interface allowed participants to view the work of others. We hypothesize that allowing participants to strengthen their pre-existing intuitions by viewing
the work of others may have benefitted the crowd/machine team. Based on these
growing intuitions, the participants could dedicate more or less computational effort
to vet designs using search algorithms. The search algorithms in turn expose incorrect assumptions or validate intuitions. Second, human-produced designs and their
machine-generated quality estimates were advertised to the group using a representation interpretable by casual users. If our interface did not represent the designs in
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this way, the improved performance of the crowd/machine team over the individual/machine team would have been possible only by chance, which we demonstrated to
be unlikely (see Discussion section). Whether the participants benefitted from seeing
the human-generated designs, the machine-generated quality estimates, or both is
unknown, but at least one of the two must have been responsible for the superior
performance of the crowd/machine team over the individual/machine team.
Thus, by capturing intuitions from casual users and exploiting synergistic social
processes arising among them, we have shown that casual users may contribute useful
creative work to a collaboration between humans and machines.
Given more time and computational resources, we would be interested in extending
the analyses to account for other parameterizations of the evolutionary algorithms
used in the study. Due to resource limits, we needed to define a somewhat arbitrary
cutoff on the duration of the experiment and work with a fixed set of parameters in
evolutionary algorithms. Had we investigated other parameters, we might have found
results that were different from the findings of the present study. Additionally, the
optimization method used may have converged upon a locally optimal result, thus
missing the global optimum. It could be that the set of globally optimal robot designs
are those that are not symmetric and the human participants exposed the algorithm
to a locally, but not globally, optimal bias.
Future studies will focus on the social dynamics of the crowd interactions and
the means by which human designers were influenced by both their interaction with
other members of the crowd and their own experimentation with the design tool.
In this study, we observed that it was beneficial for the human-algorithm variant to
be exposed to other human designers. However, the modes that this social dynamic
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are beneficial may or may not be similar to the social dynamics present in other
studies. Users may have, as the result of their own experimentation or by observing
the design of other participants, discovered morphological variations that work well
in tandem with a particular control structure; or they may have been able to improve
substantially on a design by another participant that they might not have discovered
on their own.
Additionally, vetting users according to their expertise would be an interesting
addition the analyses. While we suspect that the majority of users in the present
study were non-experts, the participants were anonymous and thus we cannot verify
the extent to which the users were experts or non-experts.
Our finding suggests that increasingly large, diverse and complex collaborations
that combine people and machines together in the right way (and further empowered by collaboration-enabling web tools, cost-effective additive manufacturing [90]
and cultural trends such as the Maker movement [91]) may accelerate innovation in
a wide range of fields. Finally, such work may help ensure that accelerating technological advancement develops into an empowering rather than a disenfranchising
phenomenon.
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Figure 3.5: Performance of the physically constructed robot developed through
the collaborative effort of 209 participants. a-i: gait of the physical realization of
the best robot found by the CMT, and Panels j-l report the average distance travelled by
the physical robot when equipped with the controller generated by the CMT (blue), three
different randomly-generated asymmetric controllers (purple), and a randomly-generated
symmetric controller (gray). Each bar in these panels reports average distance achieved over
10 independent trials. Panels m-o compare the average distance travelled by a randomlygenerated, asymmetric, physical robot with the same topology as the symmetric robot (purple)
to a randomly-generated symmetric controller on the symmetric robot body generated by the
CMT (gray) and the symmetric controller discovered by the CMT (blue).
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Chapter 4
Social Contribution in the Design
of Artifacts on the Web∗

Abstract
The Web has created new opportunities for interactive problem solving and design
by large groups. In the context of robotics, we have shown recently that a crowd
of non-experts are capable of designing adaptive machines over the Web. However,
determining the degree to which collective contribution plays a part in these tasks
requires further investigation. We hypothesize that there exist subtle yet measurable
social dynamics that occur during the collaborative design of robots on the Web. To
test this, we enabled a crowd to rapidly design and train simulated, web-embedded
robots. We compared the robots designed by a socially-interacting group of individuals to another group whose members were isolated from one another. We found
that there exists a latent quality in the robots designed by the social group that was
significantly less prevalent in the robots designed by individuals working alone. Thus,
there must exist synergies in the former group that facilitate this design task. We also
show that this latent quantity correlates with the desired design outcome, which was
∗

To appear as Wagy, Mark D. and Bongard, Josh C. “Social Contribution in the Design of Adaptive Machines on the Web”. ALIFE 16: The Sixteenth Conference on the Synthesis and Simulation
of Living Systems. Vol. 16, 2016
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fast forward locomotion. However, the quantity – when distilled into its component
parts – is not more prevalent in one group than another. This finding demonstrates
that there are indeed traces left behind in the machines designed by the crowd that
betray the social dynamics that gave rise to them. Demonstrating the existence of
such quantities and the methodology for extracting them presents opportunities for
crafting interfaces to magnify these synergies and thus improve collective design of
robots over the web in particular, and crowd design activities in general.
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4.1

Introduction

The Web has led to novel modes of social participation [92] and means for contribution
to tasks that were previously limited to small groups of experts [14, 15, 33]. New
Web technologies, such as WebGL 3D graphics and Web-embedded physics engines,
have made the interactive design of intelligent machines possible over the Web [93].
Additionally, collective intelligence methods [6] such as crowdsourcing [7], human
computation [9] and social computing [13,94] can be used to incorporate contributions
of large groups of non-experts – the ‘crowd’ – into the design of robots on the Web [69].
However, the ways that people involved in design and problem-solving tasks synergize
remains an open question.
Under certain circumstances, collectives have computational abilities not readily available to the group members in isolation [3]. However, the ability of a group
of people to socially coordinate problem solving efforts has limits in physical social
interactions [95]. These limitations have also been shown to persist in Web interactions [96].
We seek to better understand whether a crowd of humans interacting socially
through the Web can contribute non-destructively, and potentially in a superadditive
way [37] to collective problem solving. Whether, and in what ways, constructive
social computing phenomena arise in human interactions on the Web remains to be
seen. Previous studies [14, 15, 33] have demonstrated that a crowd of individuals
can complete problem-solving and design tasks while working in parallel. However,
understanding the ways the crowd can collectively exhibit abilities that differ from
that of an aggregate of individual contributions is under-explored. The present study
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addresses how the contributions of the crowd as a social entity can be measured as
distinct from the contributions of isolated individuals working in parallel.
We have shown that the crowd is capable of collectively designing adaptive machines on the Web [69, 97]. Thus there is evidence that under some circumstances
social synergy can arise in this domain. However, past studies have not uncovered
the imprint left behind on the crowd-generated designs that result from this synergy.
We hypothesize that this social contribution is a measurable quantity. If this
quantity is indeed measurable, then it could be actively managed. If it constructively
contributes to the task at hand, it can be enhanced. If it is destructive, it could be
actively suppressed. In this study, we seek to demonstrate whether or not the quantity is measurable; and if so, whether it is constructive or destructive with respect to
the design of robots. Developing automated means for the discovery of crowd contributions is the first step to actively manage crowd participation towards productive,
collective outcomes.
Evidence indicates that humans may be biased, during design, by exposure to
the physical environment in which we are embodied. For example, people may favor
symmetric robot designs as symmetry is ubiquitous in nature. If incorporated into the
physical characteristics of artificial organisms, these biases facilitate design [97, 98].
However, we still do not know whether these biases arise individually or if the bias is
reinforced by crowd behavior. If these biases are the result of social pressures, they
could be actively enhanced or suppressed depending on whether they were beneficial
to the desired design outcome.
Previous work suggests there may exist as-yet undiscovered latent contributions
from the crowd [99]. However, the methods suffer from a deficiency: they obscure
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underlying features of the crowd-generated designs that may contribute to a positive
outcome. Additionally, we do not know whether design features were indeed influenced by social processes. This stands in contrast to the present work, in which we
demonstrate a method for deriving contributions as linear combinations of simple
geometric values.
In the present work, we distill a latent geometric factor from robot designs using
Singular Value Decomposition (SVD). We demonstrate that this value is more prevalent in a social design process than it is in designs resulting from the parallel effort
of isolated individuals. Furthermore, we show that this latent factor has a beneficial
effect on the objective of the design process.

4.2

Methods

In this study, we used a dataset of user-contributed robot designs [97]. Participants
designed robots using an interactive tool available through their web-browser. When
a user visited the study website, they were shown a 5 × 5 grid of dots. By clicking
on a dot and dragging to another dot, they could draw line segments between dots
(e.g., Fig. 4.1). Line segments were only allowed between horizontally- or verticallyadjacent dots to constrain users from crossing segments in their designs. In order to
enforce this constraint, the closest set of adjacent lines segments that approximate
the diagonal line drawn by the user was shown as the user dragged lines between
dots. For example, a line drawn from the top left dot to the bottom right dot was
approximated by a zig-zag formation of smaller, adjacent segments between the top
left and bottom right dots.
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Figure 4.1: Grid of dots for designing robot bodies by the crowd. An example
design is shown drawn on the grid. Users could click on a dot and drag to another
dot. Lines were only allowed between adjacent dots. If a user dragged to a dot that was not
adjacent, the path of adjacent lines that best approximated the dragged path was generated
as the designer drew the line.

When a participant was finished designing a robot, she could click a "GO" button,
which launched an instance of her design as a 3D robot in a physics simulation engine
within her browser. The simulation contained only the robot and an infinite, flat
ground upon which the robot could walk.
Line segments drawn in the grid of dots were translated into the physics simulation
as 3D rectangular parallelepiped robot segments. Each dot that was adjacent to at
least one line segment was invoked as a 3D cube in the physics simulation. Segments
adjacent to a cube were connected to the respective cube with a hinge joint along
the axis at the midpoint between adjoining cube and segment faces and in parallel
with the ground and these body faces. In this way, the robot was able to push in the
direction of the ground. However, as segments flexed and the robot body moved, the
robot configuration did allow for sweeping motions across the ground by its members.
Every joint was actuated with a sinusoidal, displacement-controlled signal. All
sinusoidal signals driving the hinge joints swept the same angle (±45◦ ) at the same
frequency (1.5 Hz). However, the phase of the signal could take on one of two possible
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values: 0◦ or 180◦ . A hill-climber search algorithm was used to define which of
these phase values was assigned to each of the hinges in the robot created by the
user. We will use the term phase configuration to refer to a single assignment of
phase values to hinge joints for a particular robot body. A separate hill-climber
algorithm was maintained for each robot design and for each group. Thus the first
instance of a particular robot morphology within a group was assigned a random phase
configuration. When that same user or another participant in the same group drew
and simulated an identical robot morphology, the robot was assigned a slightly altered
version of the original phase configuration. Thus, each time a user clicked GO, they
contributed one iteration of the hill-climber algorithm for a particular robot body.
Each robot design was simulated for 15 seconds of physics simulation time (for
examples of robots in the web-embedded physics simulation, see Fig. 4.2). The distance that the robot traveled in these 15 seconds was recorded in a database along
with the adjacency matrix that defined the connections.
Participants were asked to design a robot that could move as far as possible
across the flat plane and within the allotted 15 seconds of simulation time. However,
participants were unpaid volunteers so they were free to use the tool however they
desired.
Participants were placed into either a control group or experimental group with
an equal probability of being placed into either group. Participant IP addresses were
recorded so that if they were to return to the site to design more robots, they would
be placed in the same control or experimental group. In a panel at the top of the
study website, the experimental group was shown 13 randomly chosen (2D) designs
created by other users in their group. We refer to this group of robot designers as
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Figure 4.2: Robots were simulated in a web-embedded physics simulator for 15
seconds. Each line that a user drew was translated into a segment in the robot and each
dot that was adjacent to a line was translated into the physics simulation as a cube. The
cubes and segments were attached with a hinge joint, which was actuated by a motor with
displacement-controlled sinusoidal signal.

the social group because they were given the chance to utilize other users’ designs
if they so desired. Every time a user returned to the site, they would be shown
a potentially new random selection of 13 designs created by other users that were
placed in the experimental group. The control group, which we will refer to as the
independent group, was shown only their own past designs. Thus the user interfaces
for the control and experimental groups were identical apart from the content of the
panels showing historical designs at the top of the site.
When the crowdsourced portion of the experiment was complete, we used the
collected robot designs to compare the design preferences for users in the experimental
and control groups.
Since robot designs consisted of a series of points and edges joining these points,
we were able to compute network metrics on the resulting dataset and derive a set
of simple geometric measures from each robot designed by the crowd. These geomet-
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ric measures included minimum, average and maximum degree measures; maximal
matching; length of the shortest path; node connectivity; number of legs; number of
segments; radius; transitivity; number of cliques; indicators of bipartiteness, regularity, whether the network is a tree and biconnectedness; and symmetry (computed as
the maximum proportion of segments that are matched with another segment across
either the horizontal, vertical or one of two diagonal axes of symmetry in the 2D
design plane).
We then distilled this set of computed geometric measures for each robot morphology into just one representative value of its geometric features. We did this by using
the Singular Value Decomposition (SVD) [100] dimensionality reduction technique to
factorize the matrix of all descriptive geometric features into component singular values and matrices. We then used only the first singular value of the decomposition to
obtain a one-dimensional representation of the geometric robot feature-space, which
allowed us to represent each design by a single number that reflected all computed geometric features into one quantity. This reduced-dimensional representation of robot
morphologies will henceforth be referred to as the latent factor representation of a
particular robot’s morphology, or the latent factor in short.

4.3

Results

A sample of designs created by participants can be seen in Fig. 4.3. The T-shaped
robot design in the center was the highest performing design overall (the best distance
it was able to achieve was approximately 32 meters).
Summaries of team contribution are indicated in Table 4.1.
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Figure 4.3: A sample of robot designs by participants. The highest performing robot
(with regard to distance-traveled) was the T-shaped robot in the center of the designs shown.

Total Contributions
Total Unique Designs
Number of Participants

Independent
2825
1245
364

Social
2984
1136
398

Table 4.1: Social and independent group contributions.

The distribution of distances achieved by the social group and that of the independent group can be seen in Fig. 4.4. The social group achieved significantly higher
distances than the independent group (p < 0.0001; Kolmogorov-Smirnoff test).

Distance

9

6

3

Independent

Social

Group

Figure 4.4: Deciles of distances achieved by robot designs in the group working
together (Social) and those achieved by individuals working in isolation (Independent). The median distance value is indicated by a black diamond.

The minimum, mean and maximum values of the latent factor and the quantities
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that are used to compute it are shown in Table 4.2.

Number of Limbs
Symmetry
Latent Factor

Independent (min/mean/max)
(0/0.734/12)
(0/0.882/1.00)
(0/0.880/1.10)

Social (min/mean/max)
(0/0.656/12)
(0/0.945/1.00)
(0/0.942/1.11)

Table 4.2: Latent factor range and ranges of values used to compute latent factor in designs
by both groups.

The dimensionality reduction technique resulted in two non-negligible components
(coefficients > 0.00001) that contributed to the latent factor. These contributions
were the robot’s number of legs (coefficient of 0.01) and the symmetry of the robot
body (coefficient of 0.99). Values for symmetry could range from a minimum of no
symmetry (0.0) to a maximum value of 1.0, indicating perfect symmetry about at least
one of the horizontal, vertical or diagonal reflective axes. The minimum number of
legs found in a design was 0, representing designs whose segments were all connected
at both ends to up a maximum value of 12 legs.
There was not a significant difference in the symmetry of the designs created
by the independent group compared to those created by the social group (p ≈ 0.132;
Kolmogorov-Smirnoff test), nor was there a significant difference between the distribution of the number of legs in designs created by the social group and the independent
group (p ≈ 1.0; Kolmogorov-Smirnoff test). However, there was a significant difference in the values for latent factor when comparing the distribution of designs created
by the independent group and the social group (p < 0.01; Kolmogorov-Smirnoff test).
The 5 designs with the highest latent factor value can be seen in Fig. 4.5.
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Latent Factor: 1.11
Symmetry: 1.0
# Legs: 12

Latent Factor: 1.11
Symmetry: 1.0
# Legs: 12

Latent Factor: 1.10
Symmetry: 1.0
# Legs: 11

Latent Factor: 1.10
Symmetry: 1.0
# Legs: 11

Latent Factor: 1.09
Symmetry: 1.0
# Legs: 10

Figure 4.5: Crowd designs with the highest latent factor values and corresponding
symmetry and number of legs calculations.

4.4

Discussion

The only difference between the social group and the individual group was that the
social group was able to see designs created by others in their group. Thus, if a
quantity derived from the designs was more prevalent in the social group versus the
independent group, then this quantity was the result of social dynamics.
We derived a measurable latent factor from designs created by each group. We
found that this latent value was significantly more prevalent in the social group than
that in the individual group at a statistically significant level. Thus exposure to
others’ designs resulted in increased prevalence of this factor.
A synergy is, by definition, a collective outcome that is greater than the sum
of individual contributions. Demonstration of a synergy is not predicated on the
collective outcome being constructive with respect to the objective of the efforts.
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However, there is evidence that the latent factor that we have distilled contributes
constructively to robot design.
This latent, socially-transmitted value incorporated morphological symmetry, which
has been shown to be beneficial for robot locomotion [101]. While the incorporation
of symmetry in user designs alone was not significantly different in the social versus
independent groups, the associated p-value (p = 0.132) indicates a trend that those
in the social group may have favored symmetry in designs over those working independently. It is only by the incorporation of the number of legs in the design that
differentiates the social tendency of design with the isolated design tendency.
It appears that there is a latent quantity that – through exposure to designs by
other users – is increasing, consciously or otherwise in the social participants. And
the social group does indeed design robots that, on average, outperform those designs
by participants in the individual group. However, we cannot say with confidence
that it is this latent value that leads to the improved performance. There may be
other, undiscovered factors that lead to the superior performance by the social group.
However, we did find that there is a positive correlation between the discovered latent
factor and the distance that a robot is able to travel (Pearson correlation ≈ 0.255).
Thus, while we cannot say for certain that we found the latent factor that contributed
to the success of the social group, we can say that – through the distillation of design
decisions by a large group of non-expert contributors – we found a quantity that
correlates with the desired problem outcome. And that this quantity is, in part,
corroborated by findings scientific literature [101] on locomotion unbeknownst to the
non-expert participants in the study.
The social group designed robots that were capable of moving significantly farther
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than those designed by individuals in isolation. As can be seen in Fig. 4.4, the
distribution of distances achieved the social group’s robots have a higher median
value than the independent group. The distribution of distances achieved by the
social group has a much higher spread in the upper deciles than the independent
group. Here we are reporting the overall ability of the participants in the social group
to the ability of the independent group to design robot bodies in tandem with their
control strategy. This is in contrast to the performance of the robot morphologies
that are independent of their control strategies as described in [97]. Thus users were
able to work together to build robot body/brain combinations that outperformed the
body/brain combinations of those that worked alone. This need not have been the
case: well-known group pathologies such as groupthink [38] could have resulted in
an echo-chamber effect. Users working together could have missed promising design
possibilities due to a focus on limited regions of the space of possible designs. Also,
the number of participants working collectively in this study (398) far exceeds the
number of participants considered optimal for effective social interactions [95].
However, there could be a trivial reason for the social group’s superior design
performance. As described in the Methods section, a hill-climber was assigned to
each robot morphology; and each hill-climber instance was shared between members
in a group. It is possible that the designs that received the most attention by the social
group simply were given more attempts at finding a good control strategy by devoting
more hill-climber iterations to the search for a good controller. Thus groupthink may
have led the social group to focus on a single design’s control strategy rather than
concentrating efforts on finding an optimal morphology. If this had been the case, we
would have seen that the designs with the most hill-climber iterations are also the
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highest performing designs. However, this is not what we see in the results. Referring
to Fig. 4.6, we do see that several designs in the social group benefited from many
more hill-climber iterations than the independent group. But these designs were not
among the high-performing instances. In contrast, many of the highest-performing
designs are those that received 10 or less hill-climber iterations. This is much less
than some designs, which received in excess of 100 iterations devoted to finding the
best controller. Thus we can see that the robot morphology – not just the number
of hill-climber iterations – was an important component of the robot’s performance.
Therefore we believe that the social group did not rely solely on the focused search
efforts for the best control strategy on a limited groups of designs.
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Figure 4.6: Mean distance achieved by each robot design compared to the number
of hill-climber iterations that that design received. A number of designs in the
social group did receive substantially more iterations than those in the independent group,
but they were not high-performing designs. In contrast, some of the highest-performing
designs received very few iterations.

We claim here that the latent factor discovered is an indicator of synergy in the
social group. This value is significantly more prevalent in the social group versus independent group. And the only difference between the two groups was the opportunity
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to synergize. Therefore the only ways that the latent factor could arise is through
synergy or by chance. It is unlikely that the value arose by chance, as indicated by
the statistical tests performed. However, it has been shown that crowdsourced work
follows a heavy-tailed distribution [102]. Most participants contribute very little to
a crowdsourced activity and a single user or small group of users contributes vastly
more than others. This study followed that same trend (see Figure 4.7). Therefore,
it is possible that by chance the top contributing user in the social group favored the
latent factor and biased the overall group towards prevalence of this value.
We investigated whether the designs by the top-contributing participant in the
social group biased the comparison of the latent factor between the groups. We
removed the social group member that contributed the most designs from the social
group and compared the mean latent factor values for users in each group. Even
without this top contributor, we found significantly more of the latent factor in the

Number of Designs Contributed

social group versus the independent group (p = 0.011 Kolmogorov-Smirnoff test).
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Figure 4.7: Contributions to this study follow a heavy-tail distribution. The number of designs contributed by most users was small whereas the number of designs contributed
by one very enthusiastic user was very high.
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Note that the designs with the highest scores of the latent factor are those that
maximize both the symmetry measure – a maximum of 1.0 – and the number of legs.
The maximum number of legs found in designs created by the crowd was 12. 12
legs is also the maximum number of legs possible when designing single-component,
connected robots in this design space. In fact, 8 unique members of the social group
drew designs that maximized the number of legs quantity; whereas no users in the
individual group drew designs that maximized this quantity. The maximum number
of legs found in the independent group was 11. Thus, the designs that maximize the
latent factor (Fig. 4.5) are those with the most legs possible. However, despite having
the highest possible symmetry score, the top performing design of all designs only
has 3 legs (the largest, T-shaped design in Fig. 4.3). We cannot say that the best
design was the result of this increased latent factor in the social group. Whether the
prominence of the latent factor influenced the creation of the best designs requires
further exploration. Future work will address the progression of features that lead to
specific, optimal outcomes such as the T-shaped robot in Fig. 4.3.
We can get a sense of the participation of users that contributed to the top designs
by looking at Table 4.4. Repeating numbers across rows in the table indicate that the
same user contributed multiple hill-climber runs to a particular design. Two patterns
can be seen in these top 10 designs. The top design (Design Rank = 1) ranking design
was created by a user that only contributed 9 runs total to the overall experiment.
Similarly, the first five contributions of the sixth and eighth ranking designs were by
the same user. However, in almost all other designs in these top 10 designs (with just
one exception: the seventh ranked design), we see that the designs were created by
a user with lower numbers of total contributions and then picked up by users who
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contributed more overall to the experiment. For example, the second best design was
created by a user who contributed just 4 runs to the experiment. Then a user that
contributed 6 runs picked up the design and then a user that devoted 25 runs drew
that same robot to contribute a run to the hill-climber. This pattern of contributions
could be the result of various social dynamics. It may be that a design that is initially
promising may have caught the attention of those users that are more participatory.
Or this could be a general pattern of behavior for any design created socially. However,
if we examine the same table for the worst-performing designs (Table 4.3 the pattern
is not as prevalent. But we do see this pattern in the eighth and ninth worst designs.
Future work will investigate these social dynamics that contribute to specific robot
designs.
Rank
1
2
3
4
5
6
7
8
9
10

User 1
9
4
3
6
52
28
17
11
8
10

User 2
9
6
17
29
52
28
14
11
8
13

User 3
9
25
17
52
52
28
14
11
8
75

User 4
9
25
88
52
52
28
14
11
83
75

User 5
9
25
88
52
316
28
14
11
79
75

Table 4.3: Total number of runs contributed by each of the first 5 users to work on the top
ranking designs. Repeating numbers indicate the same user contributing runs to the design.
The best design is at the top and the tenth best design is at the bottom.

Additionally, the mean value of this latent factor over the course of time (as
measured in number of designs contributed by each group) can be seen in Fig. 4.8.
This figure strongly suggests a slow increase in the social group’s usage of the latent
factor, whereas it appears that this value fluctuates over time for the independent
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Rank
10
9
8
7
6
5
4
3
2
1

User 1
133
38
23
7
35
50
23
52
46
41

User 2
133
148
79
4
35
50
23
52
46
41

User 3
133
148
79
6
35
50
23
52
46
41

User 4
133
148
79
6
35
50
10
52
46
41

User 5
133
148
79
15
35
50
252
52
46
41

Table 4.4: Total number of runs contributed by each of the first 5 users to work on the
bottom ranking designs. The worst design is at the bottom and the tenth worst-performing
design is at the top.

group. More data is required to evaluate whether this trend continues in order to
verify that this is indeed a trend; but the steady increase of this quantity in the social
group is suggestive.

Latent Value

1.0

0.9

0.8

0.7
0

1000

2000

3000

Design Index
Independent

Social

Figure 4.8: Mean value of latent factor over time (index over designs created by
participants). Error bars indicate 95% confidence levels. Participants creating designs socially maintained a near constant increase in the latent value, whereas participants working
independently varied their incorporation of this value in their designs.
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4.5

Conclusion and Future Work

In this study, anonymous Web participants designed robots in their browsers. Our
hypothesis was that there exists a measurable quantity derived from the social design
of adaptive machines. Using the designs created by study participants, we derived
a latent geometric quantity through a dimensionality reduction technique. We compared the prevalence of this derived latent value in the social and individual groups.
We found that this value was more prominent in a group of participants working
socially than those working in isolation. We observed that this value followed an
increasing trend in the social group designs whereas the quantity fluctuated in the
designs created by the independent group.
The latent value that we uncovered is derived from the symmetry and number
of limbs in robot designs. That this value was derived in part from symmetry corroborates previous work on social design of adaptive machines over the Web. The
latent value was shown to have a positive correlation with the desired outcome in
robot designs, which was that of fast forward locomotion. Thus, the social quantity
may have played a role in the superior outcome in social design of robots. Further
work is required to demonstrate how such aggregate social quantities influence specific
designs, such as those that are among top performers.
Deriving such measurable social quantities can be useful for their incorporation
into automated methods. In future work, we will use crowdseeding [99] to enable
machine design of robots by incorporating the SVD-derived objective into a a design
objective.
Additionally, we would like to utilize the methodology introduced here to analyze
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crowd designs in order to provide immediate feedback to the crowd. By providing
feedback to the crowd during the social design process, we may be able to capitalize
on crowd preferences and biases in real-time to thus accelerate the search process.
This technique may be useful more broadly in social and human computing. But
understanding whether social design preferences are destructive or constructive in
other domains is critical to determining the general utility of such methods.

80

Chapter 5
Crowdsourcing Features in a Predictive Model∗

Abstract
Crowdsourcing has been successfully applied in many domains including astronomy,
cryptography and biology. In order to test its potential for useful application in a
Smart Grid context, this paper investigates the extent to which a crowd can contribute predictive hypotheses to a model of residential electric energy consumption.
In this experiment, the crowd generates hypotheses about factors that make one home
different from another in terms of monthly energy usage. To implement this concept,
we deployed a web-based survey within which 627 residential electricity posed 632
questions that they thought would be predictive of energy usage. This same group
then provided 110,573 answers to questions posed by their peers. Thus users both
suggested the hypotheses that drove a predictive model and provided the data upon
which the model was built. We used the resulting question and answer data to build
a predictive model of monthly electric energy consumption, using random forest regression. Because of the sparse nature of the answer data, careful statistical work was
needed to ensure that these models are valid. The results indicate that the crowd can
∗

In review as Wagy, Mark D., Bongard, Josh C., Bagrow, James P., Hines, Paul D.H. “Crowdsourcing Predictors of Residential Electric Energy Usage”. IEEE Transactions on the Smart Grid.
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generate useful hypotheses, despite the sparse nature of the dataset.
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5.1

Introduction

With the rapid adoption of Advanced Metering Infrastructure (AMI), end-users have
an increased ability to track their electricity consumption [103–105].
However, making the transition from merely tracking energy usage to making better decisions about how and when people use electricity (responsive demand) is likely
to require additional feedback. Responsive demand requires that end-use consumers
and energy managers make informed choices about which investments and behavior
changes will have the most substantial impact on their energy bills. Prior work [106]
has shown that consumers often misunderstand the relative impact of various loads
on electricity usage and that information feedback can produce substantial reductions
in energy usage [107].
There is thus a need for tools that leverage smart meter data to help consumers
understand their electricity usage. One approach to this problem is for utilities to
use expert-driven models of energy consumption [108] and then use these models to
provide feedback to consumers. However, many customers distrust information from
utilities, which can substantially reduce the effectiveness of utility-driven demand-side
management programs [109]. An alternative to expert-driven processes is to provide
end-users themselves (i.e., the crowd) with tools that enable them to discover useful
patterns through a collaborative process. Only very preliminary work has investigated the potential of crowdsourcing for helping residential customers to understand
electricity usage [110, 111]. It is not known whether consumers, who are not experts
in energy efficiency modeling, can add value to expert knowledge of how behavior
drives residential energy usage.

83

In this study, we employ a crowdsourcing technique described in [112,113] in which
crowd participants ask questions that they believe drive some behavioral outcome.
Specifically, in this study we ask users to contribute questions that they believe are
predictive of electric energy usage. In addition to asking questions, these same participants are given the opportunity to answer questions contributed by their peers.
From these questions and answers we build predictive models that indicate which
behaviors are relevant in modeling energy usage. Based on these models, we ask:
can a crowd of non-experts contribute to the process of hypothesis formulation about
energy usage behaviors?

5.2

Methods

In the present study, we used the methodology introduced in [112] to identify predictors of behavioral outcomes. This method proceeds as follows: First, participants are
recruited to visit a website focused on understanding a behavioral outcome. Next,
the participants are asked to answer a few questions. These are questions that others
had previously suggested, which they believe to be effective predictors of the outcome
of interest. For example, one might believe that obesity is related to eating habits
and thus ask, “How many meals do you eat per day?” In the background a modeling engine works to identify relationships between the resulting answer data and the
outcome of interest, and then communicates this information back to the participant.
In this paper we will describe the results from an application of this method to the
problem of providing information feedback to residential electricity consumers. Specifically, our “EnergyMinder” application was designed to use AMI data from a small
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municipal utility, the Burlington Electric Department (BED), and the crowdsourcing
method above to answer the following question: “Why does one home consume more
electric energy than another?”
This experiment began by designing a web site, which was made available to about
15,000 customers in Burlington, VT in the fall of 2013. After initially logging in to the
site, customers could view their electricity consumption compared to that of others
in the participant group, and then were invited to both answer and pose questions
regarding residential power usage in the manner previously described. Once a user
posed a new question, that question was forwarded to the moderators who verified
that the question was not egregiously misleading and did not include personally identifying information, and then added to the crowdsourced survey. This process was
seeded with a set of six expert-generated seed questions (see Table 5.1). Participants
were free to answer and ask as many questions as they desired. Upon arriving at the
“ask” page, the site prompted participants with the suggestion that they ask questions that they believed to be predictive of residential electricity usage. Users were
not limited to answering or asking questions in a single session; they could return to
the site as many times as they wanted to answer or ask questions.
The site allowed participants to pose three different types of questions: questions
with numerical answers (e.g., “How many loads of laundry do you do per week?”),
yes/no questions (“Do you have access to natural gas?”), and agree/disagree questions
(“I generally use air conditioners on hot summer days.”), which were based on a fivelevel Likert scale with the option to Strongly Disagree, Disagree, Neither agree nor
disagree, Agree or Strongly Agree. To initiate the question/answer process, a set of
six seed questions, shown in Table 5.1, were inserted into the EnergyMinder tool.
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Table 5.1: Expert-generated seed questions

ID
q1
q2
q3
q4
q5
q6

Text
I generally use air conditioners on hot summer days
Do you have a hot tub?
How many teenagers are in your home?
How many loads of laundry do you do per
week?
Do you have an electric hot water tank?
Most of my appliances (laundry machines,
refrigerator, etc.) are high efficiency.

In addition, the site included a “virtual energy audit” page that was designed
to provide some feedback to customers about factors that appeared to cause their
energy consumption to deviate from the mean. To implement this, the site used a
forward-only step-wise AIC (Akaike Information Criterion) linear regression approach
to build a model of the form:

∆E30,i =

X

βj zj,1 + i

(5.1)

j∈A

where ∆E30,i is the deviation of customer i’s energy consumption from the mean, A
is the set of questions selected by the AIC algorithm, βj is the estimated coefficient
for question j, zi,j is the mean (0) imputed z-score of user i’s answer to question j
after dropping outliers such that |zi,j | < 3, ∀i, j, and i is the unexplained energy.
∆E30,i was formed by summing the past four weeks of energy consumption data for
user i, collected anonymously from the utility’s AMI system, multiplying by 30/28
to obtain a rolling one-month outcome value and then subtracting from the mean for
the participant group.
To reduce the risk of over-fitting, the model was constrained to include no more
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than 20 terms. Given the model (5.1), the energy audit page for participant j displayed at most 10 questions for which the terms |βj zi,j | were largest for this customer.
This page also included an illustration of how much their answers to these questions
impacted their predicted energy usage. In this way, users could see how their usage
differed from usage patterns of an average consumer using questions and answers that
had been found through the crowdsourcing process.

5.2.1

Differences from standard survey research

This method of crowdsourcing survey information differs from standard survey-based
research in that the participants are both generating the survey questions as well
as answering them. When a participant poses a new question, they are essentially
proposing a new crowd-generated hypothesis regarding behaviors that they believe
may affect residential energy consumption by asking questions and provides data for
predictive models by answering these questions. Thus a collaborative process exists
in the way that the crowd participates: the number of questions are ever-growing
as are the answers in response to that growing body of questions (see Fig. 5.1). In
order to differentiate this type of crowdsourcing from the more common technique in
which participants are asked to accomplish a fixed set of tasks, we call this process
‘collaborative crowdsourcing’.
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Figure 5.1: Crowdsourcing questions and answers. The process begins with a set
of seed questions for which the first participant contributes answers. The first participant
then contributes two of their own questions. The second participant contributes answers to
a sampling of the available questions, both seeded questions and questions contributed by
the previous participant. This process continues over a set time period. As questions are
added, the sparsity of the dataset grows because many of the questions contributed late in the
process were not available to early participants. These questions go unanswered by earlier
participants unless the participant returns to the site.

Note that this type of question/answer feedback system necessarily results in a
very sparse dataset. For example, consider the question posed by the last user of the
system. This question would have only one answer associated with it since only the
last user could answer it. Similarly, a question posed by the second-to-last user of the
system would only not have more than two answers; and so on. What results from
such a system is necessarily a sparse dataset of questions and answers.
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5.2.2

Ex post data analysis

After the experiment concluded, we revisited the resulting dataset in order to better
understand whether the crowd could contribute to a predictive model of energy usage
and to identify modeling methods that can most effectively identify valid patterns in
the uniqely sparse datasets that result from this approach. To do so we built new
outcome variables E90,i from user energy consumption values during a time period
with both high participation in the EnergyMinder tool and when there was high
electricity demand: from December 21, 2013 to March 21, 2014. This outcome was
then used, along with the user-contributed questions and answers to build a predictive
model and identify user-contributed questions (alone and in combinations) that were
predictive of energy usage. The resulting dataset, D, related each participant in the
study, i, to a user-contributed question, j. The presence of a value at Di,j indicated
that user i contributed an answer to question j.
We used a random forest regression algorithm [114, 115] to train the ex post predictive model. Random forest regression is an ensemble-based machine learning
method [116], which consists of training a set of weak learning models on subsets
of data using a process known as bagging. Bagging has been shown to be appropriate
for building models on data that can, if perturbed, greatly alter the performance of
the learned model and for ’data with many weak inputs’ [117]. An overall classification or regression prediction is then obtained by aggregating the output of the weak
learners to obtain a predictive model, P.
The explanatory features being used to build the model – user-generated questions
– consisted of both numeric- and categorical-valued data. Due to the large degree of
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sparsity inherent in the process of collaborative crowdsourcing, our expectation was
that the model fit would include a large amount of noise. However, we were mainly
interested in whether some signal could be found in that noise, however slight. If P
could outperform a model not incorporating user input; and it uses user-generated
features despite the sparsity challenges, we could conclude that it had some value in
explaining behaviors that contributed to residential energy usage. And it would thus
demonstrate that the crowd indeed contributed to a predictive model.
The random forest regression algorithm requires that all values be present. To
obtain a full dataset, we utilized the method of mean imputation. This imputation
choice was governed by necessity: standard imputation methods, such as list-wise or
pair-wise deletion would have resulted in a dramatic reduction in samples on which a
predictive model could be built, rendering the modeling process impracticable. And
due to the idiosyncrasies of this particular type of dataset, in which there is little
overlap in answered values across features, methods that attempt to estimate joint
distributions such as Bayesian multiple imputation methods [118] were not able to
converge. After performing mean imputation, we normalized all values to z-scores.
To demonstrate that our model P could find some signal in the sparse dataset,
D, we compared it to a null model, Pnull . This null model was trained using the
same random forest regression algorithm. However, it was trained on a randomized
(shuffled)version of D (denoted Dshuf ). Dshuf was obtained by randomly reordering
shuf
user answers for each user-contributed question (along the margin, D∗,j
). This had

the effect of maintaining the basic statistical properties of Dshuf along the feature
margins while disassociating the contributed answers with each user and their energy
usage totals. If we were able to build predictive models P with consistently lower
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error than Pnull , then we can conclude that the set of features used in the model are
indeed predictive.
From random forests, we obtain a large set of decision trees whose leaves are
aggregated to obtain a prediction for each set of inputs. The growth of such trees
is governed by information reduction branching criteria on the available features.
Despite the difficulty in interpreting a large collection of decision trees, which form a
basis for random forests, we can obtain variable importance rankings [114]. We used
the Gini impurity index to build a ranking of the features used in the model [119].
Thus if crowd-generated questions have high rankings, we can reasonably assume that
the crowd did indeed contribute useful information to the model.
However, we do not expect that all features in this ranking are contributing meaningfully to the predictive model. That is, there is a point at which the ranking of
features transition from those contributing to the regression model and those that are
included only by chance. To differentiate between the features that are meaningful
versus those that are included only by chance, we utilized a technique for estimating
the random degeneration between lists [120]. In this method, we can obtain a cutoff
point at which a set of ranked lists begin to diverge into random orderings [121].
To obtain error estimates for P and Pnull , we trained a set of 10 independent
Random Forest Regression models. We used the 10 associated feature importance
rankings for P for comparison. We compared these 10 lists to estimate a value k at
which they began to deviate from a meaningful ranking of features that were consistently used in the model rather than being included only by chance. Those features
that are ranked higher (i.e. lower in rank number) than this degeneration cutoff, k,
are considered to be used in the predictive model not by chance, whereas those above
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k were included due only to chance. As this method relies on parameters (ν and δ,
see [120]), we performed a sensitivity study over a range of parameterizations.

5.3

Results

From the period in which EnergyMinder was deployed from June 25, 2013 until
September 24, 2014 a total of 627 active crowd-participants (those who answered at
least one question) asked 632 questions, and provided 110, 573 answers to questions.
Of the 632 questions posed by the crowd, 627 were answered at least once. Figure 5.2
shows the pattern of missing values in the resulting dataset. In this plot users are
ordered by the time that they signed up to participate in the study. The amount
of sparsity in a question ranges from a maximum of 100% missing to a minimum of
32.1% missing.
Table 5.2 shows representative top questions in ranked order by the random forest
regression method described in Section 7.3. The average mean squared error for
the predictive model P was 0.883 and the average mean squared error for Pshuf was
1.031, which was significant at p < 0.0001 (p = 0.00001083; Kolmogorov-Smirnov
test, D = 1).
The list-wise random deviation method for obtaining cutoffs in ranked lists (described in Section 7.3) resulted in cutoff values k that ranged between 9 (for δ = 1
and ν = 2) and 89 (for δ = 10 and ν = 9). Our sensitivity study over the parameters,
δ and ν was run over a range of [1, 10] for δ and [2, 20] for ν.
We also ran the random deviation cutoff method on Dnull to obtain a list of
ranked user-contributed questions. We did this for the same range of parameters as
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Figure 5.2: Missing value pattern plot. Each red dot represents a user answering a
question. Questions are shown along the horizontal dimension and users are on the vertical
dimension. Total counts of answers per question are shown in the barplot in black. Note
that users were given sequential id numbers such that customers that joined later received
larger user id numbers.

in the models trained on D. Out of all possible parameterizations, 56% instances of
running the algorithm were not able to find a valid cutoff value that differentiated
the meaningful rank comparisons from the ranked features that were included only
by chance. Of the times that the algorithm was able to find a valid cutoff in the
question ranking, 56 cutoff values of 5, 22 cutoff values of 6, and 6 cutoff values of 7.

5.4
5.4.1

Discussion
Contributed Questions and Participation

The number of users providing answers (627) was very close to the number of questions
in the system (632), thus creating a dataset that is approximately as ’wide’ as it is
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Table 5.2: Top 43 user-contributed questions as determined by random forest regression.
Expert-created question IDs in bold.
Question ID
q4
q76
q1
q24
q142
q13
q335
q109
q34
q77
q18
q7
q12
q22
q62
q86
q283
q8
q6
q56
q74
q167
q81
q54
q290
q63
q107
q30
q72
q17
q95
q2
q9
q121
q11
q141
q332
q3
q43
q20
q114
q38
q25

Question Text
How many loads of laundry do you do per week?
How many TVs are in your home?
I generally use air conditioners on hot summer days
How many hours of TV or DVD/Video viewing is there, in your home, per week?
Do you use washer and dryers outside of your home?
How large is your home in square feet of living space?
I know most of my neighbors on a first name basis.
Do you use heat tape during the winter on the pipes of your mobile home?
How many months of the year do you use your dehumidifier?
How many hours a day is there someone awake in your home?
Do you have a dehumidifier?
How many people live in your household?
Do you have central air conditioning?
How many pieces of toast do you toast on a typical week?
How high (in feet) are the ceilings on the main floor of your home?
Do you live in a rental unit that supplies your hot water heater?
I’d rather invest in energy efficient appliances than save for retirement.
I only run the dishwasher when it’s full.
Most of my appliances (laundry machines, refrigerator, etc.) are high efficiency.
How many rooms in your home have an exterior wall and windows that face east?
What’s the size of your home or apartment, in square feet?
Do you use solar powered exterior lighting?
What temperature is your thermostat set at?
Do you use a garbage-disposal unit in your sink?
We should leave porchlights on as a courtesy to our neighbors.
How high (in feet) are the ceilings on upper/additional floors of your home? (Answer 0 if not applicable)
Do you live in a mobile home?
How many cars are generally parked at your home each night?
What percentage of your lights have dimmers?
Most of my lighting is high efficiency CFLs or LEDs
How long is your typical shower in minutes?
Do you have a hot tub?
I only use lighting when necessary.
How many double paned windows are in your home
How many room/window air conditioners are in your home?
How many times a month do you eat away from your home?
When presented with options for food sources, I usually buy local.
How many teenagers are in your home?
At what temperature is your electric hot water heater set?
Do you have an electric oven?
How many months per year do you hang clothes to dry?
Do you have a microwave oven?
My desktop computer is always on.

’long’. The median number of questions answered by a single user was 105 questions
and the maximum number of questions that a single user answered was 585. A
surprising number of users answered hundreds of questions (see Figure 5.3). A total
of 166 users answered more than 100 questions. However, at least 32% sparsity is
present in all of the features used in each of the models. Thus the most completely
populated feature contains answers from only ∼ 68% of users. And only a subset
of these overlap with answers in other features. Starting at the top of Fig. 5.2 and
moving down to the bottom, we can see a widening band of answered questions
starting as users increasingly participate. The questions outside of this band indicate
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that users did indeed return to the study to answer questions that were posed after
they had visited the study for the first time. At roughly the vertical middle of the
figure we see a point at which a large number of questions were added by either a
single or just a few users as indicated by the rapid increase of number of questions
answered.
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Figure 5.3: Histogram showing user participation. A large number of users answered
more than 100 questions in total.

There are prominent vertical bands in Figure 5.2 indicating questions without
any answers (or very few answers). While users were given the opportunity to skip
a question, most of these empty questions can be explained by those questions that
were rejected by the moderator for not following directions, being offensive or asking
respondents to reveal too much personal information.
Figure 5.4 indicates the number of questions that were asked over time. The vast
majority of questions were asked in a short period of time. This period corresponded
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to a call for participation to BED customers that were received via mail.
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Figure 5.4: Histogram showing the number of questions asked over the study’s
active time period. Questions were mainly asked in the December, January time period
in the winter of 2013/2014.

Figure 5.5 shows a list of questions whose correlations with the outcome – residential energy consumed – were greater than 0.15. The highest correlated question,
q4 (“How many loads of laundry do you do per week?”) was one of the expert-seeded
questions seen in Table 5.1. But the second and third highest correlated questions
with the outcome – q7 (“How many people live in your household?”) and q18 (“Do
you have a dehumidifier?”) – were asked by the ’crowd’.
Note that in the 18 questions with correlations greater than 0.15 to the outcome,
only one question is negatively correlated. Out of all questions with a correlation of
at least 0.01, only 16% were negatively correlated. That participants appear to focus
on questions that are positively correlated with the outcome may be the result of
priming, or it could be evidence of a cognitive bias.
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q301
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q193
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q203
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q146
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Figure 5.5: Correlations of questions with a correlation value greater than 0.15.
Questions are ranked from highest absolute correlation value to lowest (top to bottom).

5.4.2

Predictive Model

Our true model (P) to null model comparison (Pnull ) does result in a significant
difference between the error the predictive model trained on the true dataset, D.
Therefore, the models trained using the random forest regression algorithm were able
to find some ’signal in the noise’. And thus the questions did indeed provide some
degree of predictive power in building the models.
It may be that only the expert provided questions (q1 - q6) contributed to the
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predictive ability of P. If this were the case, we would not be able to say that crowd
hypotheses contributed to a predictive model.
However, the analysis of the random degeneration of lists indicates that a large
number of features used between models are not included by chance alone (on average,
the top 51 ranked questions from P were considered not to be random between models,
see Figure 5.6). This is in contrast to the null models generated, in which the majority
of parameterizations resulted in no valid point at which the feature rankings deviated
from meaningful to random collections.
●
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Figure 5.6: Number of top questions used in building P versus the null model
Pnull over all parameterizations of ν and δ. The mode value for the number of top
ranked questions in P was 43 (median value of 51), whereas most of the attempts at finding
a common cutoff for degeneration, k, failed in the question rankings derived from Pnull .

The questions in the list of top ranked questions (Table 5.2) can be broadly classified into addressing energy choices, lifestyle and behavior (e.g., q1, q4, q24, q77 );
appliances and house features or layout (e.g., q18, q13, q62, q167 ); and house inhabitants (e.g., q3, q7 ).
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Two of the top 10 questions were expert-generated questions. The probability of
two expert questions being found by chance in the top ten is

 
6
2

×





626
8

÷





632
10

≈

0.0008. Thus we have reasonably high confidence that the model incorporates questions that are useful in its top-ranked questions if we are to assume that the expert
is able to formulate predictive questions.
Some of the ways that questions contributed cannot be explicitly measured by
the models that we have built. For example, whether an earlier user-generated question had an impact on subsequent, possibly more predictive questions, is not readily
apparent. For example, a member of the crowd asked the question q64, “Do you
generally watch TV in bed at night?”. This may have prompted another user to ask
question q76, “How many TVs are in your home?”, which was a high-ranked question
in the random forest model. Similarly, the expert-contributed question q1, “I generally use air conditioners on hot summer days” may have inspired the non-expert
user-generated questions q11 and q12, “How many room/window air conditioners are
in your home?” and “Do you have central air conditioning?”, respectively. The effect
of social influence when asking questions and answering them may have had a positive
effect on the overall ability to find predictive behaviors or it could have just as easily
negatively influenced the overall crowd effort to explain energy usage. For example,
social influence could have caused members of the crowd to become trapped in group
pathologies such as groupthink [38]. Details on how the crowd mutually influenced
each other is out of the scope of this work, but would be one direction to explore in
future work.
Note that some of the predictive questions relate energy consumption to air conditioner use, yet the energy usage data that we are using for training the models is
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based on data from the winter months. This may at first appear counter-intuitive. It
is possible that questions like this uncover general trends in behavior. For example,
someone with a low tolerance for discomfort in the summer months also has a low
tolerance for discomfort in the winter months. Thus, being the type of person who
uses electricity for air conditioners during the summer could be indicative of the same
tendency to use heaters that are energy sinks in the winter.
Most of the highest ranked questions appear to related directly to energy usage
or behaviors that might clearly affect household energy consumption. However, the
seventh-highest-ranked question (q335 ) appears unrelated to energy consumption: “I
know most of my neighbors on a first name basis.” We can only speculate as to why
this question might be predictive of the outcome – or why the participant who asked
the question believed that it would be predictive. That this question was asked and
found to be predictive indicates that there may be evidence of a relationship between
a person’s connection with their neighbors and their energy usage. It is interesting to
note that that participants were exposed a graph indicating their own energy usage
compared with other participants in the Energy Minder interface. The question may
have been influenced by this feature of the website.
Many of the questions ranked highly by random forests were also highly correlated
with the outcome ( Figure 5.7). For example, q4 (“How many loads of laundry do
you do per week?”) was most correlated to energy usage and was ranked highest by
the random forest algorithm’s mean Gini decrease importance criterion. Also, q1 (“I
generally use air conditioners on hot summer days”), q13 (“How large is your home
in square feet of living space?”), and 34 (“How many months of the year do you use
your dehumidifier?”) all appear within the top 10 ranked questions both measured
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with respect to correlation to the outcome and importance calculated from random
forest regression. But there were some instances of questions that were deemed more
important by random forest regression than in direct correlation with the outcome.
In particular q142 is ranked 5th by random forest regression importance measures
and is ranked near last (595th ) by its correlation to the outcome. Random forests are
non-linear regression algorithms. Thus there may be non-linear relationships between
such questions as q142 and energy usage that would not be discovered solely through
the use of linear models.

5.5

Conclusion and Future Work

This paper presents a new method for using crowdsourced models to explain why some
homes use more or less electricity than others. This approach uses random forest regression to relate answers to questions posed by the crowd participants themselves,
to predict and identify key factors that influence residential electric energy usage.
Because of the crowd-driven nature of the data collection process, the data were necessarily sparse. This is due to the nature of survey participants both generating the
features that the models fit by contributing questions to a survey and by contributing
data to these questions by answering them. The sparsity in the dataset is nonuniform due to increasing numbers of questions becoming available as the result of user
participation, which then go unanswered by previous participants.
The predictive model resulted in significantly less error than a model trained on
a randomized version of the same data. This indicates that the predictive model is
indeed finding behavioral drivers of energy consumption. Additionally, we found a
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Figure 5.7: Rankings of (top 20) user-contributed questions by correlation with
energy usage value (left column) compared to the rankings of questions computed via the mean Gini impurity ranking method used for importance ranking
in the random forest regression algorithm (right column). Top ranked question is
at the top (q4), the second ranked question by each method is the second from the top (q7
for correlation and q76 for random forest regression), and so on. Lines connect questions
between rankings. The amount of fill indicates the amount of difference in ranking from one
column to another. Red fill in a circle associated with a question indicates a decrease in
ranking from left to right and blue for an increase in ranking from left to right. The amount
of white in a circle’s fill indicates a neutral change in ranking.

cutoff that differentiated those questions that were used by the model in a meaningful versus random way. And this cutoff necessarily incorporated user-contributed
questions. Therefore the crowd contributed in a significant way to the models. The
questions incorporated into this models give us clues as to what types of behavior are
important to residential energy usage.
While some of these contributed questions were generated by expert users (though
also members of the population of residential energy users), some of them were pro-
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duced by non-expert members of ’the crowd’. Thus the intuition of the crowd can
be used to develop models for residential energy consumption, and possibly other
domains.
There are several opportunities for further work with this methodology for building
predictive models from collaborative crowdsourced data. Future work should address
whether increasing the number of questions and the number of users improves regression fit and classification accuracy even though the proportion of sparsity stays
the same, i.e., whether a ’longer’ and ’wider’ dataset, but with the same amount of
sparsity (i.e., an even larger study) proves beneficial or detrimental to the predictive
model.
Additionally, there are opportunities to pose user-generated questions in an adaptive way. For example, it may be possible to motivate the crowd to pose questions
that are most likely to attract answers and thus even more explanatory new questions.
This collaborative crowdsourcing method may also be used as a complement to
geographically specific load forecasting methods. The results of this study suggest
that – in addition to using standard expert opinion and historical load data – we
may be able to complement existing predictive model features with consumer feedback to potentially enhance the accuracy of load forecasts where advanced metering
infrastructure is available.
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Chapter 6
Crowdseeding with Observable Features∗

Abstract
Crowdsourcing is a well-known method in which intelligence tasks are completed by
an anonymous group of human participants. These are tasks that cannot yet be adequately performed by machine intelligence methods. As crowdsourcing necessitates
human-computer interaction to complete tasks, various strategies exist to partition
labor between the human participant and the computer to effectively solve problems.
One such crowdsourcing strategy is one in which human intelligence is used to complement machine intelligence tasks rather than perform them outright. A key point
in determining the potential of such a strategy is understanding the ways that human
abilities most effectively complement the strengths of machine intelligence.
We shed light on this relationship by using results from a web-based experiment
in which robot design was crowdsourced to anonymous, non-expert volunteers. We
investigate the effectiveness with which human-devised design strategies can be incorporated into a learning strategy as an additional objective in a genetic algorithm. We
∗

Appeared as (extended abstract) Wagy, Mark D., and Bongard, Josh C. "Crowdseeding robot
design." Proceedings of the Companion Publication of the 2015 on Genetic and Evolutionary Computation Conference. ACM, 2015.
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demonstrate that by using an objective parameter in this machine learning algorithm
which was seeded by the efforts of human participants, we are able to outperform the
same algorithm without the human contribution.
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6.1

Introduction

With the popularity of crowdsourcing [7] on the rise, increasing effort is being channeled into understanding how we can best combine distributed human intelligence
tasks effectively to perform more and more complex tasks. Crowdsourcing, and more
generally human computation [9], necessarily involves some level of shared work between a human or a collective of humans and a computer or group of computers. A
significant challenge lies in understanding what role each of the human and computer
components of this interaction should play to best complement each others’ characteristic abilities. Exploring novel and effective techniques for combining the abilities
of humans with the capabilities of machines will allow us to discover the ways that
we can use the the wisdom of the crowd [122] to solve more complex problems.
In the present study we use features extracted from a crowdsourced group activity
– that of designing robot morphologies that are able to locomote effectively – to seed
a machine learning algorithm with the aim of making it more effective at its task.
When considered broadly, this form of interaction is common: ideas are developed
by interacting groups of people that are then translated into a computer process. In
this study, we observe common tendencies in the group activity, which the participants may or may not be consciously aware of. We then use these tendencies to
direct a computational evolutionary process. We suggest that the tendencies favored
by the human group relates to an advantage that they have over the machine learning algorithm: that of being situated in a physical environment. This is used as a
complementary advantage to the computational efficiencies of machines.
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6.2

Related Work

Crowdsourcing is by now a well-established means for completing a series of tasks
considered simple by human standards but beyond the reach of machine intelligence
[9]. But interest in crowdsourcing is moving beyond using it to complete simple
tasks and towards understanding how we can combine the abilities of humans to
solve more complex and creative problems that that transcend the abilities of any
one participant [123]. Substantial successes in utilizing crowdsourcing for solving
complex problems has been demonstrated in such diverse areas as classifing galaxies
[15], discovering protein folding algorithms [14] and decision-making for disaster relief
[124]. Crowdsourcing has been used to improve grasping behavior in robots [72] and
influence the way robots interact socially with humans [71]. Using so-called games
with a purpose [17] studies have show that [11,125] we can extract useful information
through engaging user interfaces even if the user may be unaware that they are doing
more than simply playing a game. In addition to demonstrating the effectiveness
of the crowd at solving complex domain problems, these studies demonstrate the
important relationship between the human crowd and the role of the computer in
extracting behavior conducive to solving problems collectively.
Rather than simply serving as an interface through which the crowd can interact
to solve problems independently, the computer component in this human-machine
interactive system can play a more active role. In [126], machine learning and planning algorithms were used to guide the hiring of participants in a crowdsourced task,
thus actively directing the solution of the problem towards a more accurate one by
deciding which of the human contributor’s input is considered. Studies in inter-
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active evolutionary computation incorporate human input into an evolution-based
machine learning algorithm in using humans to guide selection based on evaluation
of expressed phenotypic characteristics [25, 127] and to contribute to the process of
recombination [27] of genotypes in the population. In [69], the crowd worked with
an evolutionary algorithm to guide evolutionary search for robot controllers using a
web-based interface. [44] and [43] use human input to guide search for improved robot
control strategies.
Whereas in past work individuals actively contributed to selection and mutation
operations in an evolutionary algorithm, in the present study we use traits distilled
from a creative, crowdsourced activity to supplement the objective of evolutionary
search; namely that of a search for robot morphologies that result in effective locomotion. This is similar in some respects to the discovery of common sense rules from
crowdsourced activities to build a machine intelligence model [28–31]. However, in
contrast to these studies we are leveraging implicit ideas extracted from a crowd activity to seed a machine learning algorithm with the goal of improving its performance
in a creative task rather than using common sense to build a stand-alone decision
model.

6.3

Methods

The experiment consisted of two stages. In the first stage of the experiment, we deployed a web-based interface (Section 6.3.1) in which users were able to design robot
bodies using a simple grid-based drawing tool. In the second stage, we used prominent features observed in these morphologies favored by participants as an additional
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objective in a genetic algorithm (Section 6.3.2) to the primary objective of moving as
far as possible from its initial point.

6.3.1

Stage 1

User Interface
Users were invited to design robots using a web-based user interface. The interface
consisted of three main components: a design panel, a history panel and a simulation
panel (Figure 7.1). They used the design panel (Figure 7.1C) to draw a robot. Then
when the user clicked the GO button, the participant was able to see their robot design
move in the simulation panel (Figure 7.1B). They were able to track the distance that
the robot moved both visually and via distance indicator above the panel. They were
also shown a history panel (Figure 7.1A), which contained a random sample of robots
designed by other users along with the distance that that design was able to move.
Users were free to use these other designs as guidance in their own designs or they
could ignore these historical designs if they so desired.
The design panel consisted of a 5 × 5 grid of dots that users could connect by
dragging their mouse pointer from one dot to another. The drawings were limited to
lines between adjacent dots. Each of the drawn lines would translate to a 1 × 1 × 0.1
meter segment in the simulated robot. Each dot that was adjacent to a line translated
to a 0.2×0.2×0.2 meter cube that was attached to adjacent segments with a rotational
hinge joint. The axis of rotation of this joint was defined to be perpendicular to the
normal of the ground plane and the normal of the object faces being connected. This
axis of rotation allowed for pushing movement away from the ground plane. Robots
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were simulated in the three-dimensional web-based physics engine, Ammo.js† , and
were rendered using WebGL‡ in the participant’s web browser.

A

B

C

Figure 6.1: Screenshot of user interface. Users could see a sample of designs produced
by other participants at the top (A, yellow box). They could “connect the dots” to draw
robot morphologies in a design panel on the right (C, blue box) and when they clicked on
GO, they would see a simulation of the robot run in the simulation panel (B, green box).

The robot was allowed to move in the simulation for 15 seconds along a flat
ground plane. Each hinge joint in the robot was actuated via sinusoidal displacementcontrolled motors. This hinge joints would sweep an angle of [−45o , +45o ] either inphase or 180o out-of-phase with each other thus allowing symmetric or antisymmetric
actuation of joint motors.
When participants visited the site in their web browsers, they were only told that
they should design a robot that moves as far as possible. They were not given any
instruction as to how to accomplish this task. Participants were anonymous and
unpaid.
†
‡

https://github.com/kripken/ammo.js/
https://www.khronos.org/webgl/
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Hillclimber
Each time a user created a new robot body design, the two hinges associated with
each segment would be randomly assigned to move in-phase (phase offset of 0o ) or
out-of-phase (phase offset of 180o ) with other hinge joints. A separate hill-climber was
maintained for each morphology to define the phase offsets of its joints so that if users
within the same group were to redraw the same morphology, the hinge phase offsets
would be chosen according to that morphology’s hillclimber. As such, the “control”
of the robot body could improve over repeated iterations of the same morphology,
enabling participants to test their intuitions for what makes a good robot.

6.3.2

Stage 2

Evolutionary Algorithm
After the initial crowdsourced portion of the segment was complete in which human users designed robots, a genetic algorithm was used to evolve new robot bodies
and their controllers. The genomes in this genetic algorithm consisted of bitstrings.
Within the genome, each set of three consecutive bits represented a potential segment in the robot. The center bit of each grouping of three bits represented either
the presence or absence of a segment at each location in a 5 × 5 grid. If the middle bit in a grouping of three was zero, the left and right bits were ignored. If the
middle bit in a grouping was 1 (indicating the presence of a segment), the left and
right bits surrounding it represented either in-phase (0) or 180o out-of-phase (1) actuation of the segment’s connecting hinge joint (see Figure 7.2). For each possible
segment in the grid there were three such groupings; as such, each genome consisted
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of 5 × 4 × 2 × 3 = 120 bits.
right/bottom hinge phase

presence of robot segment

left/top hinge phase

011001...110...
...
...
Figure 6.2: Genotype to phenotype relationship. Whether a segment is drawn between
two dots is represented by the middle bit in each grouping of three bits. The bits to the left
and right of it control whether the hinge is actuated to oscillate at 0o phase offset or 180o
phase offset.

Each experimental sample consisted of running the genetic algorithm for 100 generations. We used bit-flip mutation at a rate of 0.1 as well as uniform crossover at the
same 0.1 rate. The fitness of each genotype was determined according to the objectives defined in Section 6.3.2. The experimental treatments employed multiobjective
selection in which non-dominated individuals on the multiobjective Pareto front were
selected to survive to the next generation.
We performed 100 independent evolutionary runs of the control case to compare
with 100 independent runs of the first experimental treatment and another 100 independent evolutionary runs of the control treatment to compare with 100 independent
runs of the second experimental treatment.
Objectives
In the control treatment, fitness consisted of a single objective: to maximize the
distance a particular robot was able to move away from its initial position in the
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physics simulation. For multiple component robots, distance was calculated according
to how far the center of mass of all pieces was able to move away from its initial
position. The experimental treatment had the same objective, but in addition to the
distance objective, a second objective was selected for.
We explored two variations for the additional objective in our multiobjective experimental treatments. These additional objectives in the experimental treatments
were driven by prominent characteristics extracted from user preference in the first,
user-interactive stage of the experiment. The first characteristic was that of symmetry in the robot bodies. We defined symmetry as the proportion of segments that are
matched when the robot design is reflected about either the horizontal, vertical or
diagonal lines of the minimum bounding box that can contain the robot design in the
plane of the 5 × 5 grid that is used to draw the morphology. The second characteristic
was user preference for the minimization of components that make up the robot’s body
- that is, how many separate pieces the robot consisted of. In this second variation of
the multiobjective treatment, in the fitness function we combined the maximization
of symmetry with the minimization of number of connected components that made
up the robot body (Table 6.1).
Treatment
Control
Experimental I

Objective 1
distance (+)
distance (+)

Experimental II

distance (+)

Objective 2
—
symmetry (+)
symmetry (+),
components (−)

Table 6.1: Experimental treatments. (+) denotes that the objective is to be maximized, (−)
denotes that an objective is to be minimized.
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Total evaluations
Number of participants
Number of unique designs
Designs per participant
Number of perfectly symmetric designs
Number of singly-connected components
Symmetric designs (of best 100)
Single-component designs (of best 100)

11800
947
2292
5.63 ± 7.13
1549
2211
79
99

Table 6.2: User participation. Each time a user designs a robot body and presses GO in the
web interface is considered an evaluation.

6.4

Results

Some examples of robot morphologies that users created in the first stage of the
experiment can be seen in Figure 6.3 and numbers indicating participation in the
first stage of the experiment can be seen in Table 6.2.

Figure 6.3: Ten examples of user designs of robot bodies. Users could connect
dots (gray) to “draw” segments of a robot (seen from the “top-down” perspective). Of the
100 robots that moved the furthest 79 were completely symmetric with respect to either a
horizontal, vertical or diagonal axis. Of these 100 robots, only one consisted of more than
one component.

In addition to the numbers indicated in the Table 6.2, we can see the amount
of symmetry and the numbers of components that users tended to favor in the first
stage of the experiment in Figure 6.4.
The best distances achieved in the second stage of the experiment can be seen in
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Figure 6.4: Number of components in all user designs in the first stage of the
experiment and amount of symmetry in those designs.

Figures 6.5 and 6.6 for the control cases and both of the experimental treatments.
The mean value of best distances in all independent samples over the generations of
the evolutionary algorithm can be seen in Figures 6.7 and 6.8.

6.5

Discussion and Conclusions

Participants showed a clear presence for symmetry in designs and for those robot
designs that consist of a single component. However, there are clear exceptions to this
- in some instances, users simply drew what may have been “interesting” or amusing
designs. When we incorporated the preferences for symmetry and both symmetry and
a small number of components, we can see that the incorporation of human preference
into the objectives resulted in robots that were able to move farther than those in
which only the single distance objective was selected for. This is despite the reduced
selection pressure on the original distance objective due to multi-objective selection.
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Figure 6.5: Best distance of control treatment versus experimental treatment I
at the end of the evolutionary run (Mann-Whitney U-test, p=0.03804).
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Figure 6.6: Best distance of control treatment versus experimental treatment II
at the end of the evolutionary run (Mann-Whitney U-test, p=0.00017).
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Figure 6.7: Comparison between control trials with experimental treatment I (distance objective and symmetry objective). Mean value of the best distance achieved for
independent trials over 100 generations.

18

Distance

15

12

9

6
0

25

50

75

Generation
Experimental II

100

Control

Figure 6.8: Comparison between control trials with experimental treatment II
(distance objective and symmetry/number of components combined objective).
Mean value of the best distance achieved for independent trials over 100 generations.
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In the first experimental treatment, we incorporated symmetry as a second objective and found that the best distances achieved when incorporating both symmetry
and distance objective outperforms uni-objective selection based solely on distance
(Mann-Whitney U-test; p = 0.03804). Study participants were not given any guidance on how to design robots yet they showed a (possible subconscious) proclivity for
designing symmetric robot morphologies, which corroborates current scientific understanding of the efficiency of symmetric morphologies in robot locomotion [101]. It is
worth noting that the designs created by the genetic algorithm do not qualitatively
resemble those that were used in determine how to seed the genetic algorithm through
objectives (e.g. see Figure 6.9). We hypothesize that this understanding comes from
their experience with animal locomotion in the natural world, which they in turn used
to contribute to the design of robot morphology in ways that they may or may not
be aware.
Similarly, we incorporated two user design tendencies into the second objective
and we found significant improvement of the human-seeded evolutionary runs in this
case (Mann-Whitney U-test; p = 0.00017). We incorporated symmetry in the second
objective but additionally incorporated the preference for designing robots with a
minimum number of components. Again, we did not instruct participants that they
should build singly-connected robots; but the vast majority of users did so, using common sense and experience (although some users did indeed create multi-component
robots).
Multi-component robots are a natural expression of the genotypic representation in
the evolutionary algorithm used in the second stage of the experiment and symmetry is
not necessarily characteristic to its representation (see Figure 6.9 for some examples
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Figure 6.9: Four example robot morphologies generated using the genetic algorithm representation with varying amounts of symmetry and numbers of components. Design A has a single component and a symmetry score of 0.84; design B has 3
components and a symmetry score of 0.9; design C has a single component and a symmetry
score of 0.5; design D has five components and a symmetry score of 0.4.
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Figure 6.10: Mean value of number of components at generations 1 and 100
indicating typical amounts of symmetry in robot phenotype before the effect of
evolution and after.

of morphologies generated from the genetic algorithm representation with varying
degrees of symmetry and numbers of components). We can see in Figures 6.10 and
6.11 that, on average, robot morphologies that have not undergone evolution (in the
first generation) have approximatly 3 components and symmetry score of near 0.6
versus at the end of the evolutionary run in which symmetry and a smaller number
of components are more common (obviously in the case in which they are selected
for, but also in the control treatments). It was human intuition that limited the
search space of the genetic algorithm to focus on the higher-performing subspace of
single-component robot morphologies and symmetric robot bodies.
In the present study, we showed that seeding an evolutionary algorithm by incorporating user tendencies as an additional objective resulted in better overall performance
with respect to the original objective. We did this by crowdsourcing robot morphology design and then incorporating features of the users’ best designs into a genetic
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Figure 6.11: Mean value of symmetry measure at generations 1 and 100 indicating typical amounts of symmetry in robot phenotype before the effect of
evolution and after.

algorithm. One such preference was for symmetric designs and another for minimizing connected components. Both symmetry and a combined symmetry/component
objective outperformed genetic algorithms selected for distance alone.

6.6

Future Work

We used user preferences to seed a genetic algorithm with the goal of designing
locomoting robots in this study. Future work will examine other potentially less
obvious features that users prefer using automated methods for feature selection and
novel ways in which these features might be combined to make a superior additional
seeded objective. This could result in unexpected ways in which robot morphology
can be explicitly guided through evolutionary selection to produce effective robots.
Additionally, in future work we could use alternate representations for evolution
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more suited to the crowdseeded objectives such as [128] for evolving symmetric bodies.
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Chapter 7
Crowdseeding with Automated Feature Discovery∗

Abstract
Crowdsourcing is a popular technique for distributing tasks to a group of anonymous
workers over the web. Similarly, crowdseeding is any mechanism that extracts knowledge from the crowd, and then uses that knowledge to guide an automated process.
Here we demonstrate a method that automatically distills features from a set of robot
body plans designed by the crowd, and then uses those features to guide the automated design of robot body plans and controllers. This approach outperforms past
work in which one feature was detected and distilled manually. This provides evidence
that the crowd collectively possesses intuitions about the biomechanical advantages of
certain body plans; we hypothesize that these intuitions derive from their experiences
with biological organisms.

∗

Appeared as Wagy, Mark D., and Bongard, Josh C. "Crowdseeding: a novel approach for designing bioinspired machines." Biomimetic and Biohybrid Systems. Springer International Publishing,
2015.
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7.1

Introduction

Embodied cognition [4] is the view that the intelligent behavior of an animal or human
is influenced not just by its nervous system but also by its body plan. Engineers that
produce bio-inspired designs are (implicitly or explicitly) adhering to this view. Wings
on an airplane strongly suggest the influence of the morphology of birds. Many robots
that have been developed are either humanoid in form [129–132] or resemble other
animals, such as the canine Bigdog [133], the serpentine OT-4 [134] or the chelonian
Aqua [135]. Some biomimetic designs result from an explicit aim to exploit some
desirable property of the behavior or feature of animals or of their environment. But
in some cases the tendency to bias search toward specific design spaces could be
considered an implicit tendency of collective human design behavior.
In [98], web participants collectively designed robot bodies. It was found that,
among the successful designs, there was an overrepresentation of symmetric designs.
This suggests that contributors have a strong proclivity for locomoting agents that
resemble animals found in the physical world. Symmetry and single-component designs were the most explicit biases in robot bodies created by the crowd. However,
there could be other, less obvious, traits and relations between them that could be
exploited. In this study, we describe a novel methodology for extracting latent information from a group of participants in a crowdsourced experiment. Using the design
of robot bodies and control as our domain, we use symbolic regression to discover
implicit relations between properties of robot designs and an objective, in our case
rapid forward locomotion. We then use these latent relationships to seed a new robot
design process. This methodology represents a new mode of collaborative interaction
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between a crowd of human designers and a machine learning algorithm.

7.2

Related Work

There has been of late a great deal of interest in finding methods to utilize the
collective intelligence of crowds to solve complex problems [14,122,124,126]. The field
of crowdsourcing has moved from being a convenient way to source simple, separable
human intelligence tasks [136] that cannot yet be completed by machine intelligence [9]
to being used to combine the efforts of individuals to solve larger problems that might
not be amenable to reduction into a divide-and-conquer strategy [17, 137–139].
Use of human participants in evolutionary algorithms has been common for both
selection of individuals in a population [25, 127] and in introducing variation in the
evolutionary population [27]. But each of these examples involved direct user participation in the evolutionary search. Crowdsourcing in evolutionary robotics has
been used to guide search for better robots and robot control [43, 44, 69]; but in these
studies, the use of human intuition was used to actively guide search during the experiment rather than to distill out useful features in a crowdsourced study that were then
incorporated into a separate search algorithm. In [98], features were extracted to seed
the fitness objective of an evolutionary algorithm. But instead of using automated
methods to find latent variables and their relations that contribute to performance –
as is the case in this study – obvious characteristics of robot bodies favored by the
crowd were distilled manually to seed the objective function.
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7.3

Methods

We conducted an experiment in three stages. In the first stage of the experiment
(Section 7.3.1), we deployed a web-based tool in which participants in a crowdsourced
study designed robots collaboratively. In the second stage (Section 7.3.2), we used
symbolic regression via genetic programming [140] to identify a novel relationship
between the attributes of the crowdsourced robot designs and the distance that robots
were able to move. In the third stage (Section 7.3.3), we used the relationship found
through symbolic regression to augment a stochastic search process from a singleobjective search problem to that of a multiobjective search.

7.3.1

First Stage: Crowdsourcing

We deployed a web-based tool that allowed participants to rapidly design robots
using a simple grid-based drawing panel (Figure 7.1). We invited participants to
design robots by recruiting them through the online forum Reddit (www.reddit.com).
Participation was unpaid and voluntary. Participants were only given the instructions
to design a robot that could “move farther”. They were asked to connect dots to design
a robot and click GO. They were told that their robot will learn new behaviors if they
run the same robot multiple times.
Users connected dots in the design panel by clicking on a dot and dragging their
mouse to another dot, which would form a line. Only lines between adjacent dots were
allowed. When they clicked GO, each line was translated into a 0.1 × 0.1 × 0.1 meter
rigid segment in the simulation panel and each dot that was adjacent to a line was
translated into a 0.2×0.2×0.2 rigid cube. Cubes were connected to segments by a one126
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Figure 7.1: Screenshot of web-based robot design tool. Users designed robot bodies by
“connecting the dots” (Panel C). When they clicked “GO”, they would see their robot move
in a simulation (Panel B). They were shown a random sampling of 13 robots designed by
others (Panel A).

degree-of-freedom hinge joint. Robots were simulated in the three-dimensional physics
simulation engine, Ammo.js† , and were rendered using Web3D‡ in the participant’s
web browser.
Each of the robot’s joints was assigned to move either in-phase (0o ) or out-ofphase (180o ) with other joints. When a particular robot design was run for the
first time, it was assigned its own hill-climber algorithm on a central repository,
†
‡

www.github.com/kripken/ammo.js
www.khronos.org/webgl
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which would determine whether each of its joints would be in-phase or out-of-phase.
If the same or another user repeated that design for a run in the simulation, the
joint configuration would either be repeated or a joint could be randomly mutated
from in-phase to out-of-phase or vice-versa at a 0.1 mutation rate. Thus every time
a participant clicked GO, it was contributing one run to the hillclimber for that
particular robot morphology. All joints were actuated with displacement-controlled
motors via a sinusoidal signal with a frequency of 1.5 Hz, and sweeping an angle of
[−45o , +45o ]. The axis of rotation was defined to be perpindicular to the normal of the
ground plane and the normal of the faces of the cube and segment being connected.
Each time a robot was simulated, it was allowed to run for 15 seconds of simulation
time. The distance that the robot moved from its starting point was displayed in the
browser above the simulation.
Participants were exposed to designs created by other participants at the top
of their browser windows and were shown the best distance that that particular
morphology was able to achieve. They were free to ignore these designs or use them
as guidance in their own designs. Every time a user clicked GO or refreshed the web
site, they would be exposed to another random sampling of 13 designs stored in the
central repository of designs.

7.3.2

Second Stage: Mining Latent Features

The methodology of designing robots by connecting dots with lines was conducive
to storing representations of these designs as a set of edges and nodes in a graph
adjacency matrix. We stored the designs of all unique robots created by the crowd
in the first stage of the experiment. Then for each of these robot designs, we cal128

culated network measures (see [141] for network measure definitions) using its graph
representation (see Table 7.1a for a list of measures used).
We then used these measures calculated on each of the crowdsourced robot morphologies as explanatory variables in a symbolic regression model. The best distance
that that morphology was able to move was the response variable used to train the
model. We used the Eureqa [142] symbolic regression package to build the models.
The set of functions allowed are listed in Table 7.1b.

Variable
Maximal matching
Number of connected components
Maximum degree
Minimum degree
Number of limbs
Not a chordal graph
Symmetry
Number of segments
Average Degree
Average degree connectivity
Average clustering

Symbol
Mmax
c
Dmax
Dmin
L
C
S
G
Dave
Dcon
Tave

(a) Variables

Function Name
Addition
Subtraction
Multiplication
Division
Logistic function
Indicator function
Cosine
Sine
Tangent
Exponential
Natural Logarithm
Power
Square root
Gaussian
Less than or equal
Greater than or equal

Symbol
+
−
·
/
σ()
I()
cos()
sin()
tan()
exp()
log()
xy
√
G()
≤
≥

(b) Functions

Table 7.1: (a) Variables used as explanatory variables and (b) functions allowed for use in
symbolic regression expressions.

Eureqa is a multiobjective search tool: it maintains non-dominated solutions along
a Pareto front with respect to either minimum error or minimal solution complexity
[66]. We ran ten trials of symbolic regression until they reached 100% convergence and
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at least 80% maturity (proportion of time since the last improvement to a solution,
as defined in the Eureqa tool) to find expressions that related distance to the set of
explanatory network measures. We then selected the best solution of the ten trials
with the minimum fit error value (and thus maximal complexity) for use in the third
stage of the study.

7.3.3

Third Stage: Seeding the Objective

In the third stage of our study, we used the best expression found using symbolic
regression as an additional objective in a genetic algorithm to evolve new robots
and their controllers. The genomes in this genetic algorithm consisted of bitstrings
grouped into sets of three. Each of these groups corresponded to a potential lines
position between adjacent dots in the same 5 × 5 grid that users in the crowdsourced
portion of the study were given to design robots, resulting in a bitstring that consisted
of 2 × 5 × 4 × 3 = 120 bits. Within each group of three bits, the center bit determined
whether there was a segment present at that location. If a segment was present (a 1
in the center bit location) the bits to the left and right of the center bit determined
whether the motor at the left/top or right/bottom hinge joint would move in-phase
or out-of-phase with other motors depending on whether the line was vertical or
horizontal (as illustrated in Figure 7.2).
We compared the best distances achieved by two different, seeded evolutionary
algorithms: both had the primary objective of maximizing the distance that a robot
was able to move in a physics simulation, but they were given additional objectives
derived from the preferences of the crowdsourced portion of the study. The two treatments differed in this second, seeded, objective. In the first (control) treatment, the
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right/bottom hinge phase

presence of robot segment

left/top hinge phase

011001...110...
...
...
Figure 7.2: Genotype to phenotype translation.

secondary objective was to maximize the ratio of symmetry to number of connected
components that made up the robot body. This seeded objective was shown [98] to
outperform an evolutionary algorithm with the single objective of maximizing distance
that a robot could move. The second (experimental) treatment consisted of using the
single best expression found by symbolic regression described in Section 7.3.2 to minimize the error between the expression and distance that a particular design with
those parameters could achieve.
We performed 100 independent trials for each of the control and experimental
treatments. Each evolutionary process ran for 100 generations with a population of
50 individuals. We used bit-flip mutation at a rate of 0.1 as well as uniform crossover
at a rate of 0.1.
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7.4

Results

In the first, crowdsourced, stage of the experiment, a total of 947 volunteers participated in robot design. They created 2292 unique designs. On average, 5.63 designs
were created by each participant with a long-tailed distribution pattern of participation as is common in crowdsourced studies [60,143]. Drawings of the best five designs
can be seen in Figure 7.3.

Figure 7.3: Top five unique designs in stage one (left to right, top to bottom). Note
that some designs that are considered unique are morphologically similar but at different grid
coordinates.

Examples of the ten best symbolic regression expressions found in the second stage
of the experiment can be seen in Table 7.2. The expression with the minimum error
value (marked with *) was used in the obtaining distance values for the experimental
treatment reported in Figure 7.4.
The best distances achieved in the 100 independent runs of the control and experimental treatments in the third stage of the experiment are compared in Figure 7.4.
The best five designs in this third stage of the study are illustrated in Figure 7.5.

7.5

Discussion

The introduction of an additional objective using a symbolic regression expression
significantly outperformed the inclusion of manually-derived additional objectives to
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∗

1

2
3
4
5
6
7
8
9
10

Solution
Error
I(Dmax
≤
L) · min(G(Dconn ), S) + 0.177min(c + 0.771
4.510−max(S,log(L))
6.800Dconn , Dmax
)
0.0.041 · c · S · I(L ≥ 0.044 · c · Dmax ) + min(c0.350 , Dmax )
0.773
min(Dmax · σ(Mmax ), 2.187) − 0.085 · Mmax
0.804
min(3.150,
Dmax + 0.170 · Mmax ) − 0.144 · Mmax
0.806
√
2 S
Dmax − (0.003 · N · c ) · cos(Dmax )
0.786
min(3.054, Dmax · min(Mmax , 1.325)) − 0.125 · Mmax
0.807
4.374 · c · min(0.033, Dcon ) + I(Dmax ≥ 3) + min(S, I(Dmax ≤ L)) 0.781
0.053 · c · S · I(L ≥ 0.044 · c · Dmax ) + min(log c + S, Dmax )
0.773
Dcon + S · I(L ≥ Dmax ) + 0.196 · min(3.471Dmax , c) − I(L ≥ G)
0.771
2.819 · σ(S) · min(3.180, Dmax ) − 0.141 · Mmax · min(Mmax , Dmax ) − 0.779
2.960 · I(3.887 − L ≥ Mmax )

Table 7.2: Lowest error solutions found in the ten symbolic regression trials. See Table 7.1
for variable definitions and the list of functions used in the expressions. Constants are
rounded to the nearest thousandth for brevity. Expression 1 was used as the second objective
in the experimental treatment.

the fitness in the genetic algorithm as reported in [98] (p < 0.0001; independent two
group t-test), which was itself shown to significantly outperform the use of the primary
objective alone to guide search. We are comparing performance of these methods on
the basis of the primary, distance, objective alone. Since adding additional objectives
decreases selection pressure on the primary objective, this finding is surprising and
encouraging for the method that we introduce here.
The error of the symbolic regression expressions are fairly high. This indicates
that either the measures used in the expressions or the expressions themselves were
not particularly accurate models of distance traveled by the robots designed by the
crowd. Despite this fact, we still achieved a significant improvement by using the
expressions as a additional objective in our experiment. This suggests that we might
be able to achieve even better results if we were to explore other objective measures
of the robot bodies that were discovered by the crowd or if we were to improve the
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Figure 7.4: Distance comparison between treatments. The control case (pink) shows
the distance achieved by using the primary distance objective as well as a combined symmetry/number of components objective in 100 independent runs of a genetic algorithm. The
experimental case (blue) shows the distance achieved by using the primary distance objective as well as the expression obtained using symbolic regression in 100 independent runs
of the genetic algorithm described in Section 7.3.3. Error bars indicate the 95% confidence
intervals around the mean distance value. The difference is significant at the p < 0.0001
level (independent two group t-test).

Figure 7.5: Top five unique designs in stage three (left to right, top to bottom).

expressions found by symbolic regression by running evolution longer or fine-tuning
genetic programming parameters.
The expressions obtained using symbolic regression are quite complex. We took
the expressions from the Pareto Front that had the lowest error of all solutions on
the front, which necessarily means that these solutions would be the most complex
expressions. Despite their complexity, we have seen empirically that they were able
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to outperform more simple multiobjective fitness values. This suggests that there is
some valuable latent information in the symbolic regression expressions distilled from
the crowd despite the difficulty of parsing out exactly what the expressions entail at
an intuitive level.

7.6

Conclusion and Future Work

In this work, we demonstrated a new process for automating the distillation of a
crowd’s design preferences into an additional objective used to seed an evolutionary
algorithm. This objective was in addition to the primary objective of maximizing the
distance that a robot was able to move from an initial fixed point in a simulation. We
showed that this process significantly outperformed a manual method for extraction
of information from crowdsourced studies, which itself was shown to outperform the
use of the primary objective alone in the evolutionary algorithm.
In future work, we will investigate whether this technique can be incorporated into
other domains. In an era of large amounts of data – much of it generated by humans
– there is potential for mining features and expressions from that data that can
then be used to improve training of machine learning algorithms, in the development
of better design requirements for engineering projects or in seeding algorithms for
creative algorithmic work.
In the present study, past designs that were presented to participants consisted
of a random sampling of 13 historical designs by other users. In future work, we will
investigate whether systematic methods of choosing the historical designs that are
shown to participants has an impact on the overall design decisions of the crowd.

135

Additionally, we will investigate methods to obtain intuitive information from
the symbolic regression expressions themselves. In the present study, expressions
were directly copied into a multiobjective search. However, there may be kernels
of information in the expressions that could be distilled out to further to reduce
complexity and drill down to the terms within the expression that are the basis for
this method’s ability to outperform manually-derived objectives.
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Chapter 8
Conclusion
In this thesis we have presented a new framework for distributed human computing.
It is different from other distributed human computing systems in that it enables human participants to solve problems by testing, contributing and vetting hypotheses
through and in tandem with machine counterparts. In this way, we have enabled
machine science through distributed human computing: participants are given means
to communicate via the Web, test intuitions via visualizations and web-embedded
physics simulations and their efforts are augmented by optimization and machine
learning algorithms. This enables them to critically test and share hypotheses with
other participants. The ability to formulate, test and communicate hypotheses for
critical feedback by other participants parallels the scientific method as proposed in
Karl Popper’s theory of Critical Rationalism [144]. We rely on the creative capacity
and intuition of human participants in tandem with the rapid calculation and communication capabilities of machines to enable complex problem solving by a group of
loosely connected individuals over the Web.
The remainder of this chapter summarizes the findings described in detail in pre-
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vious chapters and argues the core contribution of the thesis.

Critical Rationalism and the Scientific
Method
The origins of scientific hypotheses have long interested scientists themselves as well
as philosophers of science [145]. One of the most well-known attempts to describe and
formally define where hypotheses come from was offered by Popper. In his treatise on
critical rationalism, the philosopher of science, Karl Popper, introduced the following
Tetradic Schema [144]:

P1 → T T → EE → P2
This schema is a formal description of what Popper believed lie at the heart of
the scientific method. It starts with an initial problem statement (P1 ). From this
initial problem statement, a tentative theory (T T ) is formulated, commonly referred
to as a hypothesis. The tentative theory is an approach to or idea for a solution
to the problem at hand. After the tentative theory has been proposed, an iterative
process of error elimination (EE) is conducted in order to arrive at another problem
formulation (P2 ), which exists at a more advanced level of knowledge than the initial
problem statement, P1 . This procedure for achieving an advanced state of knowledge
or problem formulation ability (P2 ) from the current statement of a problem (P1 )
is through an iterative process of hypothesis formulation (T T ) and testing (EE).
Iterative critique of a stated hypothesis must take place at the subjective level, but
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social critique is equally important. In the subjective critique of a hypothesis, we
expose our own theory to the possibility that it does not hold. But requiring a
hypothesis to stand up to social critique is also necessary. In this way, we can subject
our hypotheses to error elimination from alternate perspectives.
At the core of the methodology we have introduced in this thesis is an algorithm
that invokes Popper’s Tetradic Schema as inspiration. We enable collective efforts
for hypothesis discovery by: presenting participants with a problem; enabling them
to test their hypotheses through a web-based tool; encouraging the dissemination of
their hypothesis for social critique and to act as inspiration or dissuasion for other
participants. As participants suggest hypotheses and obtain results from tests, new
hypotheses can be based on previous user-suggested hypotheses.
We used varying mechanisms through which a crowd of non-expert contributors
could suggest hypotheses. In the domain of robot control design, we asked participants to connect joints on a diagram. All joints connected by these lines would move
together in a physics simulation. In this way, a user of our tool is a hypothesis for what
that user believed might lead to rapid forward locomotion in a robot. The hypothesis was a graphical one, thus enabling the hypothesis to be communicated to other
participants for social vetting. Utilizing the same graphical means for hypothesis suggestion, we asked users to suggest hypotheses for what robot morphology could lead
to rapid forward locomotion. We also asked users to suggest questions as hypotheses
for what behaviors drive residential energy usage. In this way, citizen scientists were
able to participate in hypothesis generation and vetting to develop a predictive model
by simply asking questions. We could thus ask non-scientist participants to engage
in the scientific method via the Web.
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We have enabled a group of individuals to formulate, test and vet hypotheses via
the Web. And we demonstrated that they were able to better formulate hypotheses
with the aid of machines. They could communicate over the Web, they worked in
tandem with machine learning algorithms, and their hypotheses were combined to be
used as an objective in an automated robot design algorithm and predictive model.
Thus in tandem with machine capabilities, such as rapid communication over the Web
and machine learning algorithms, we have shown that a group of loosely-connected,
anonymous individuals are given enhanced means through which they may generate
hypotheses.

Machine Science
At the basis of the methodology introduced in the previous chapters is enabling the
crowd to generate, test, communicate and vet hypotheses over the Web and with the
aid of machines. This methodology falls under the definition of ’machine science’ in
which human hypothesis generation is augmented through the use of machines.
Swanson suggests [35, 36] that there exists knowledge that is yet undiscovered in
the public sphere but is available to be mined should we know to look for it. This
public knowledge exists in the logical conclusions that can be formulated through the
combination of existing knowledge. In objective knowledge we find publicly available
hypotheses to be recombined into new knowledge or hypotheses.
It is in this spirit that the definition of machine science was formulated. Machine
science refers to the use of machine proficiencies to enhance the capability for scientific
discovery and better solve problems [34]. In any such system, humans serve the role
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of creative, hypothesis-contributing agents.

Distributed Human Computing Methods
and Machine Science
Throughout this thesis we have used distributed human computing techniques to enable hypothesis generation, testing, communication and vetting by a group of anonymous Web users. Here we discuss the connection between distributed human computing and machine science.
It has already been demonstrated that distributed human computing methods
such as crowdsourcing can be effective at distributing simple tasks to a large group
of non-expert individuals anonymously over the web. By demonstrating that machine science is possible through distributed human computing, we show that these
methods can indeed scale up to more complex tasks. Thus we have demonstrated one
methodology that can be used to move distributed human computing methods from a
means for completing simple tasks to one of enabling the crowd to solve more difficult
problems. We did this by demonstrating the effectiveness of a method through which
distributed human computation can be used to solve problems previously deemed
only possible for a team of scientists. This collaborative methodology is a blackboard
system-like framework [49, 146] for human agents to contribute hypotheses to solving
a problem. Users of a web-based system are given both the capability to test their
own hypothesis and contribute a hypothesis for others to test. In the case of robot
control and morphology design, a panel of historical designs was displayed for use by
others in their group along the top of the web-embedded design tool. Thus users were
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free to use, improve upon or ignore those hypotheses contributed by other participants. Thus, rather than the traditional hub and spoke crowdsourcing architecture
employed by most distributed human computing systems, we introduced a way for
the crowd to communicate among themselves. And, as such, be able to generate
and advertise hypotheses, as well as test those hypotheses as much as they wished
using their local computer. The computer itself determines whether the test results
in support for, or evidence against, the given hypothesis. We formally demonstrated
that this methodology outperforms a crowdsourcing mechanism in which the task of
hypothesis formulation is distributed to individual participants.
However, we have only demonstrated that this method can be useful under specific
circumstances. Namely, we have demonstrated that collectives can productively contribute and vet hypotheses through social, online venues when they have some basic
degree of familiarity or intuition with the problem presented to them. This need for
a minimal level of sophistication of the crowd with respect to the problem presented
to them has been referred to as the Calculus Condition [37]. In this work, we specifically chose the problem of building robots through the Web because the crowd has
intuition for locomotion. Being embodied in Nature, humans have experience with
animal locomotion. We hypothesized that this would in turn inform the hypotheses
that they contributed. The ability to formulate hypotheses about home energy usage
was also considered one with which the crowd has some degree of familiarity. This
is because they were all account holders on residential electricity bills and very likely
had experience with cost of energy usage and behavior. Demonstrating the conditions
under which a collaborative crowdsourcing system does not result in a constructive
social feedback process of hypothesis formulation has yet to be investigated.
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In this work we have also contributed a methodology that we termed crowdseeding.
Crowdseeding is a process for incorporating crowd feedback into a machine learning or
optimization algorithm. By utilizing crowd tendencies as an additional optimization
objective in a robot design task, we demonstrated that crowd contributions can result
in improved performance of robot locomotion. In fact, in Chapter 6, we showed
that the crowd collectively favored an objective that has been demonstrated in past
scientific literature to aid in discovery of optimal robot gaits [101], unbeknownst to
the crowd. Several users independently favored symmetric designs, thus reducing the
likelihood that one lone contributor proposed a symmetric design that then infected
the designs of everyone else. However, again, we emphasize that we have demonstrated
a specific example for how crowdseeding can be an effective method for incorporating
crowd feedback into an optimization algorithm. But we have not necessarily shown
that crowd feedback always results in a helpful additional objective in an optimization
task.

Implications of this work
In this thesis, we have demonstrated specific applications for how machine science
can be enabled through distributed human computing. These are applications that
exploit common intuition among users of the Web: experience with animal locomotion
and familiarity with electric energy usage. Despite the specific applications, the
general framework in which hypotheses are generated, tested, communicated and
vetted has historically been a useful means for problem solving and discovery. And
demonstrating that the use of machines to aid this process in the examples within
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this thesis suggests potential for other application domains.
Both existing and new applications could benefit from a system described in this
thesis. The protein folding game, FoldIt [14], asked users to fold proteins. In this
way, they developed recipes to reconfigure proteins for medical applications. However,
the only interaction between players was through a scoreboard and via recipes in a
separate tool whose quality was not explicitly communicated for vetting. Enabling
players to succinctly communicate graphical hypotheses for configuration strategies
for vetting in the way presented here might have a beneficial impact on players.
Asking the crowd to test hypotheses requires a forward model for evaluation.
Thus, some objective measure for evaluating hypotheses is necessary for any application of the strategy presented in this thesis. Thus this methodology is appropriate
for domains that can be modeled by a machine, even if only at a simplified level.
For example, political processes, such as those that are amenable to game theoretic
or agent-based models could be used as the evaluation criteria for crowd-suggested
hypotheses for solving political or behavioral problems.
We utilized the crowdseeding technique for the purpose of designing robots. We
showed that symmetry was one component of crowd preferences that could be used to
design robots that were better able to locomote than if we were to utilize only distance
as an objective for robot design. We might presume that the crowd favored symmetry
due to their experience with walking animals in Nature. Other domains may or may
not benefit from such natural crowd biases. Therefore, relying on automated means
by which crowd biases can be distilled and then exposed for testing and vetting
will be important across domain applications. Crowdseeding could be used as a
component in a feedback loop that distills information from the crowd, and then
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presents that information to the crowd. This feedback mechanism might help to
illuminate overall crowd biases. Finding the optimal trade-off between exploiting
these biases and exploring ways of overcoming them may lead to new recursive forms
of the crowdseeding methodology.

Summary
The core contributions of this work were to demonstrate that distributed human
computing or collective intelligence methods can be used to enable machine science.
A methodology was introduced for how this is possible, which is loosely based on
Popper’s Tetradic Schema: a problem is presented; individuals are enabled through
Web-based means to create and test hypotheses for how best to solve the problem;
and hypotheses are communicated to other participants for critique and can trigger
the formulation of new hypotheses by other members of the group. We demonstrated
that this is possible through the design of robot control strategies by a group of
anonymous participants over the Web. We also showed that the crowd was capable
of collectively designing robot bodies over the Web that outperformed current stateof-the-art algorithms. We demonstrated that this methodology indeed benefited from
social feedback: isolated individuals were less capable than if they had the benefit of
social participation. And we showed that machine science over the Web is not limited
to robotics: the crowd contributed useful predictive features to a model of residential
energy consumption.
In addition to this methodology for enabling machine science directly through collective intelligence methods over the Web, crowdseeding was introduced. Crowdseed-
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ing refers to the process of incorporating crowd preferences as an additional objective
in a machine learning or optimization algorithm. The method was demonstrated to
improve the ability of an optimization algorithm to design of robot morphologies by
distilling and utilizing crowd preferences.
It is clear that the amount, diversity, frequency and intimacy of biological and
computational interaction will continue to grow in the years and decades to come. As
just one example, direct brain-to-computer interaction is already a reality [147, 148].
The work presented here provides one way of thinking about how to establish such
interactions so that synergies are maximized and antagonisms are minimized.
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Appendix A
Appendix

Symmetry Measure Derivation
Completely symmetric designs in the space of robot morphologies possible with our
characterization are few in number. The total number of robot designs possible on
a 5-by-5 grid are 2(5·4+5·4) = 240 ≈ 1.1 × 1012 . The number of bounding boxes (the
smallest rectangular box that can enclose a given design) of d1 grid units by d2 grid
units in a D × D grid is (D − d1 + 1)(D − d2 + 1). Of each of these bounding boxes, we
can have either vertical, horizontal or either of two diagonal lines of symmetry. The
diagonal lines of symmetry were only considered if d1 = d2 . The number of perfect
horizontal symmetries are the number of designs that fit into one half of the bounding
box that can be reflected about the vertical line of symmetry:

Hsym =






2b 2 c(2d2 −1)

: d1 odd





2d1 (d2 −1)

: d1 even

d1

Similarly for vertical symmetry in the bounding box:
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2b 2 c(2d1 −1)

: d2 odd



2d2 (d1 −1)

: d2 even

Vsym = 


d2

The number of symmetries for both diagonal axes when the bounding box is square
is

Dsym = 2d(d−1) , where d = d1 = d2 .
The total number of perfectly symmetric designs in a grid of size D are thus:

Total # symmetries =

D X
D
X

(D − d1 + 1)(D − d2 + 1)(Hsym + Vsym + Dsym )

d1 =1 d2 =1

For a 5-by-5 grid, the number of perfect symmetries (defined by reflections about
an axis of symmetry in bounding boxes) is approximately 1.97 million. This amounts
to ∼ 1.82 perfectly symmetric designs per million designs in this space of all possible
robot designs.
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