We introduce Generalized Integrated Gradients (GIG), a formal extension of the Integrated Gradients (IG) (Sundararajan et al., 2017) method for attributing credit to the input variables of a predictive model. GIG improves IG by explaining a broader variety of functions that arise from practical applications of ML in domains like financial services. GIG is constructed to overcome limitations of Shapley (1953) and Aumann-Shapley (1974) , and has desirable properties when compared to other approaches. We prove GIG is the only correct method, under a small set of reasonable axioms, for providing explanations for mixed-type models or games. We describe the implementation, and present results of experiments on several datasets and systems of models.
Introduction
Machine learning models are often described as "black boxes", since they often use many inputs and complex processing to generate a single score. It is difficult to determine the reasons that support a given model-based decision directly from the model or system of models. This limits the use of ML in high-stakes applications such as lending, health care, and education. Without an explanation of score differences among apparently-similar loan applicants, patients, or students, determining whether an ML model is behaving correctly and without bias is unknowable. As such, the application of machine learning in these domains has been limited.
Recent papers, notably SHAP (Lundberg and Lee, 2017) and IG (Sundararajan et al., 2017) , have proposed methods to provide more transparency. The method we describe builds on this work and contributes a new and more general method for assigning credit to variables used by an ML model to generate a score, and thereby provide the reasons why a given score was generated.
Background

Credit assignment techniques
Throughout this paper, we shall use a definition of credit assignment functions which is general enough to encompass both Shapley and Aumann-Shapely values. We shall capture this notion of a credit assignment function in Definition 1, which represents the difference in credit allocation between a single value x and a set S: the "amount" the k th variable contributes to moving from x into S.
For convenience, we use the term function algebra to refer to an algebra of functions F where each f ∈ F is of the form f : R n → R imbued with the standard operations of pointwise addition and multiplication within the ring and the operation of multiplication by a given real. We state without proof that many of our results extend naturally to algebras of rings for which there is a well-defined Borel measure.
Definition 1 (A credit assignment function) Let F be a function algebra. A credit assignment function for F is a function Ξ : F × R n → R n such that:
Linear If f, g ∈ F, and α, β ∈ R, then Ξ(αf + βg, x) = αΞ(f, x) + βΞ (g, x) Insensitive to null variables If f ∈ F is such that f (x) = f (y) for any x, y ∈ R n which differ only in the i th dimension, if the i th component of Ξ(f, z) = 0 for all z ∈ R n . Symmetric For any x ∈ R n , letx ij denote the result of interchanging the i th and j th columns in x. If f ∈ F is such that f (x) = f (x) for any x ∈ R n , then the i th and j th columns of Ξ(f, z) are always equal.
The symmetry axiom says that if two variables always have the same effect on the output of a function, then they must always have the same impact as measured by the credit assignment function.
Shapley Values
Definition 2 (Set function) A real-valued set function, ν, is a function which maps the power set of a set to the reals.
Throughout what follows, we shall focus only on set functions such that ν(∅) = 0. For convenience, we shall take the domain of ν to be some integer N ≥ 1 since one can identify any set of input variables with N by indexing them.
The Shapley values are functions of set functions obeying a set of axioms which appear very similar to the axioms which define credit allocation functions for a given F. We shall describe how Shapley values relate to true credit allocation functions on F below.
Definition 3 (Shapley's Axioms) Let ν : F × R n × 2 n → R n be a set function for each f ∈ F. Then we say that φ : N → R obeys Shapley's Axioms for F if φ : F × R n → R n is Efficient For any f ∈ F and any x ∈ R n , n i=1 φ i (f, x) = f (x). Linear If f, g ∈ F, any α, β ∈ R and any x ∈ R n , φ(αf + βg, x) = αφ(f, x) + βφ (g, x) .
Insensitive to null variables If f ∈ F and x ∈ R n are such that ν(f, x, S) = ν(f, x, S ∪ {i}) for all S ∈ (N \ {i}), then φ i (f, x) = 0.
Symmetric If f ∈ F and i, j ∈ N are such that ν(f, x, S ∪ {i}) = ν(f, x, S ∪ {j}) for all S ⊂ N \ {i, j}, then the φ i (f, x) = φ j (f, x) are equal for all x ∈ R n . Definition 4 (Shapley values) Let ν : F × R n × 2 n → R n be a set function. Then the Shapley values for ν at f and x are given by The Shapley values have a very desirable property: they are unique.
Theorem 5 (Uniqueness of Shapley) The Shapley Values are the unique values obeying the axioms in Definition 3
The proof is given in Shapley (1953) . Notice that Shapley values are computed based on elements of the power set of the input variables. This makes them computationally impractical to compute directly since there are exponentially many elements of the power set of a set. This is not the only limitation of the Shapley values as a means for assigning credit for a decision made by a machine learning scoring function. The Shapley values do not constitute a credit assignment function in the sense of Definition 1. The computation of the Shapley values for any f ∈ F and x ∈ R n requires that f be defined on R n × 2 n , but a credit assignment function is defined only for functions which belong to F -that is, functions which are defined on R n . In order to impute the Shapley values corresponding to a given scoring function, one must lift the scoring function from R n to the space R n × 2 n . We refer to this function as a lift, since that is the standard terminology for such a function. (Lundberg and Lee (2017) refer to these functions as "simplifications".)
The Shapley values computed depend on your choice of lift from the input space (which is dense and uncountable) into the discrete space required for the formula in Definition 4, and it is not obvious which of the many possible Shapley values (corresponding to the many possible lifts) are correct (including, e.g., Lundberg and Lee (2017) ; Lundberg et al. (2018) ). That is, the Shapley values corresponding to a machine learning scoring function are not well-defined, as we now show.
Definition 6 (A lift of a function f ∈ F at a given point) We shall say that ν is a lift of f ∈ F at x ∈ R n to 2 n if ν(f, x, ∅) = 0 and ν(f, x, {1, 2, . . . , n}) = f (x).
In the above, 2 n refers to a vector of binary values corresponding to the number of input variables n. For each x ∈ R n , the lift ν(f ) associates a set of values, one for each subset for the set of input variables, with the single value f (x), lifting f from R n to the larger space R n × 2 n .
Definition 7 (Two trivial lifts) Let f ∈ F and let x ∈ R.
• The N -lift of f at x is the function
• The ∅-lift of f at x is the function
It would seem at first that these lifts would produce different values. But the Shapley values for the ∅-lift and the N -lift of a given function at a given point are actually equal. The i th Shapley value associated with the ∅-lift is
For all S ⊆ (N \ {i}) except for ∅ itself, the difference in the last term of Equation 1 is zero. Thus we are left with
The complement to that argument shows the Shapley values corresponding to the N -lift are the same, except that the only set with a non-trivial contribution to the sum is the set N \ {i}, and the order of the factorial terms in the remaining term are reversed.
Consider a non-trivial lift function, however.
Definition 8 (A non-trivial lift) Let f ∈ F and x ∈ R n . Let the half-weight lift of f at x be
In this case, an argument not parallel to the arguments above gives us
with a correction term
These values are different from the ones corresponding to the ones computed in Equation 1. The point is, there is no unique set of Shapley values corresponding to any given machine learning function f .
There is one special case in which there is a particular "natural" lift for a given machine learning function: if the function itself supports 'fill-in' for all columns. In many cases, machine learning systems must deal with absent values in their training sets, and, in those cases, it makes sense to view the function ν as a function ν :
where NA is a formal symbol denoting the notion that 'the value is not available' and must be filled in by the model itself, and then taking
We shall examine the relationship between this lift and several published applications of Shapley values to machine learning systems below.
Differential credit allocation
The Shapley values provide a local credit allocation mechanism, but their computation requires a lift from the machine learning function to a set function. In this subsection, we consider an alternative approach to credit allocation. Here, we do not attempt to find a single local credit allocation for a given input, but rather attempt to find a differential credit allocation which explains the reasons for the difference in scores between two separate inputs. For this problem, we consider a different kind of credit allocation function and a different set of axioms to which any such function must adhere.
A differential credit allocation function is a function which explains the reasons that two outputs of a machine learning function differ.
Definition 9 (Differential credit assignment function) A function µ : F × R n × R n → R n is a differential credit allocation function if and only if it is Efficient For any f ∈ F and any s, e in R n ,
Linear For any f, g ∈ F, any x, y ∈ R n , and any α, β ∈ R, µ(αf + βg, s, e) = αµ(f, s, e) + βµ (g, s, e) Insensitive to null variables For any f ∈ F, and any i ≤ n, if f (x) is constant along the i th component of its domain, then for any s, e ∈ R n , µ i (f, s, e) = 0
Symmetric if f ∈ F and i, j ≤ n are such that for any x ∈ R n , f is unchanged when the i th and j th components of x are interchanged, then the i th and j th components of µ(f, s, e) are always equal.
Notice how similar the axioms in Definition 9 appear to those in Definition 3, but notice also that a function which obeys Definition 9 is a scoring function in the sense of Definition 1. For any given lift, there is a straightforward relationship between the Shapley values associated with a given function and the definition of a credit allocation function as given above in Definition 1:
Definition 10 (Differential Shapley) Assume we have a lift of a scoring function f ∈ F into a set function ν f,x for all x ∈ R n as in Definition 6. Let φ f (x) denote the Shapley values ν f,x for each x ∈ R n . We can then define
It is clear from the axioms characterizing the Shapley values, Differential Shapley is a credit assignment function in the sense of Definition 1.
The critical difference is that the axioms in Definition 9 reflect behavior in an abstract extension of the domain of the machine learning function at a given point, and the axioms in Definition 3 are effectively combinatorial, and reflect behavior in an abstract lift of the machine learning function to a higher dimensional space.
In this subsection, we shall focus on a particular class of differential credit assignment functions: path-integral based differential credit assignment functions which may be applied to explain machine learning functions like neural networks, which are everywhere infinitely differentiable.
Theorem 11
The only path integral based differential credit allocation function for continuously differentiable functions is IG.
The proof is given in Aumann and Shapley (1974) . Sundararajan et al. (2017) show that symmetry reduces the set of non-self-intersecting paths upon which this computation can be performed to the single linear path between the endpoints.
Definition 12 (IG) Let f ∈ F be everywhere continuously partially differentiable. Then for any s, e ∈ R n , let
From the axioms in Definition 9 and Theorem 11, we see this is the mechanism for computing the Aumann-Shapley values in the sense of Definition 1.
Comparing margin space to transformed spaces
Because our primary interest in this work is in loan underwriting in the United States in 2019, where there are specific requirements to explain each model-based decision, it is often required to apply a smoothed ECDF of the output of a machine learning function. In this subsection, we discuss the general question of transformed output and explain the reasoning behind this particular choice. For example, consider the following problems:
Loan application approval Typically, lenders want to approve a fixed percentage of loan applications or wish to approve a set of loan applications which consume a given line of credit with optimal ROI, or some combination of both. The first of these is performed in rank space, and the second in what one would term "expected payoff" space.
Medical outcome prediction Machine learning can be used to predict whether a given medical procedure will be successful. A physician wishes to understand the probability of success.
In each of these cases, the natural interpretation of credit allocation is not in the output space of the machine learning function, but rather in the inverse transform of that output into the space in which the target function is defined. In the case of ranked loan application approval in which one wishes to approve a fixed fraction of all loan applications, for instance, one is not interested in the output of the machine learning system but rather in the rank of each loan within the collection of all loans. In the case of optimal ROI, one is not interested in the output of the machine learning system, but rather in the estimated ROI for any given loan. In the case of medical outcome prediction, one is not only interested in the probability of success, but also in the best way or ways to make the treatment or intervention more likely to succeed.
Each of these cases requires predictions be transformed into a space other than the pure margin space output of the machine learning scoring function. We refer to this transformed space as "score space". To be useful in many applications, a credit assignment function must solve the more difficult problem of assigning credit in score space. Since we do not know the distribution of scores in margin space, we instead use a smoothed empirical cumulative distribution function (ECDF, Dodge and Institute (2006)) to approximate the output. We shall use a piecewise linear spline approximating the ECDF to guarantee almost-everywhere differentiability and also computational efficiency. We shall refer to this as a "Smoothed ECDF" below.
Some difficult credit assignment problems
In this section, we present several sample machine learning scoring functions that arise in practical applications, and discuss issues prior approaches have explaining them. Consider the two scoring functions shown in Figure 1 . Both functions use a gradient boosting machine to predict an outcome. GBM's produce piecewise constant functions. In the panel on the left, the machine learning model output is used directly. In the panel on the right, the output of that machine learning model is passed through a smoothed ECDF to transform the scores from the original non-uniform distribution to a uniform distribution more appropriate for making, e.g., loan underwriting decisions. As discussed above, we refer to the former of these output spaces as margin space; the latter rank space.
IG cannot be applied to either of these, as the core machine learning score is piecewise constant and therefore not differentiable. Lundberg, et al. (2018) describe TreeExplainer for efficiently computing a Shapley value for the left-hand system. However, the method described in Lundberg et al. (2018) proposed for mapping explanations into score space relies on the assumption of statistical independence of the model inputs, a property which is almost never true in practical applications.
Next, consider the case of a linear ensemble of mixed model types that is a linear combination of scores from a GBM (piecewise constant), and neural network (continuous).
While credit can be assigned using prior techniques for this type of model, 1 this same task becomes much more difficult when the results are passed through a smoothed ECDF as is required for their use in a decisioning system.
Finally, consider a non-linear ensemble function which combines many submodels of mixed type. Such non-linear ensemble methods have been used to improve the accuracy of an ensemble further than could be done with a linear combination of scores (García-Pedrajas et al., 2007; Wolpert, 1992) . Moreover these more complex ensembles can be used to add additional constraints such as fairness to the ensemble score.
We show below that only GIG (first described in Merrill et al., 2019) can provide axiomatically sound differential credit assignment for compositions of piecewise constant and continuous functions such as those described above. Such function compositions commonly arise in domains like finance, where predictive accuracy is of utmost importance and a high-stakes decision is being made that must be explained.
Intuitive description of the GIG method
Let us start by considering IG, the jumping-off point for GIG.
As discussed above, IG is an instance of Aumann-Shapley: it assigns credit between a pair of inputs, to determine the "reasons why" the model's score changed between those two inputs. Given the output of a continuous machine learning model (like an ANN), IG assigns credit by computing the component-wise integral of the gradient of the output of the model on the path from one input to the other as in Definition 12. This is equivalent to the Aumann-Shapley value.
To see what this means in pictures, see Figure 2 . Here, f is sin(x + y). The top left portion of the figure shows the graph of the function as a surface in 3-D, the top right, the path upon which the IG values will be evaluated, the bottom left, the function as restricted to the path, and the bottom right, the amount of credit assigned.
If we allocate credit for the changes between the points (0.5, 1) and (7, 3), we would simply integrate the partial derivatives along the straight line between those two points, yielding a total credit allocation of (−0.8, −0.27).
Extending IG to piecewise constant functions
In order to motivate the construction which follows, let us consider the problem of extending this kind of process to handle a piecewise constant function of a very specific kind: a function where there is a single boundary that is perpendicular to a single axis.
We can not hope to integrate the partial derivatives of that discontinuous function, since the partials are almost everywhere zero, and undefined wherever they are not zero. Instead, one can mimic the process by which the Dirac delta function is constructed: build a sequence of continuous approximations to the discontinuous function, such that the limit is equal to the discontinuous function (Dirac, 1930) . One could then perform the integral in Equation 4 for each of those approximates and let the limit of those credit allocations 1. First, use IG to allocate credit for the neural network and SHAP to allocate credit for the GBM; then apply the linear ensemble function to the credit assignments to arrive at the final credit assignment for the ensemble. Merrill et al. (2018) in Figure 2 and the path the same. We walk the path and measure the jumps in x and y. Here, f has no contribution because it maps all its inputs to d. yield different credit allocations. In the sections below, we formalize this process and prove the sequence of functions described above is the only solution which conforms to the axioms of interest. Examples of the GIG method are shown in several figures. Figure 4 shows the values of a piecewise constant function of two variable with discontinuities perpendicular to the axes. Figure 3 shows how credit would be assigned for a linear path within that space for that particular function.
We can extend this process to handle functions with more than one discontinuity, at least as long as the discontinuities are hyperplanes and the path along which the integral is made never intersects more than one discontinuity simultaneously. That case follows immediately from the proof of the single hyperplane case discussed above: the credit is assigned along the normal to the plane. That result can be extended to the case of smooth boundaries for which the normal is defined everywhere and the path intersects no more than one boundary at any given point -one simply assigns credit along the normal at each intersection.
The proof below deals with hyperplanes orthogonal to one or more axes where the path intersects one or more hyperplanes simultaneously. It, however, does not extend to the case of hyperplanes not orthogonal to a given axis, to say nothing of the general case of smooth boundaries.
Extending IG to Piecewise Continuous Functions
We can further extend the technique outlined in subsection 4.1 to a broad class of piecewise continuous functions by making a simple observation.
Assume that f is a piecewise continuous function whose discontinuities are always perpendicular to a single axis. We can consider decomposing the path along which we would compute the IG integral into a set of contiguous pieces each of which contained only a single discontinuity. If we could figure out how to allocate credit within each of those pieces, we could allocate credit to the entire path by adding the pieces together.
We solve this problem by decomposing the piecewise continuous function f into two subfunctions, a continuous function f C which captures the continuous aspect of f and a piecewise constant function f D which captures the discontinuous aspect of f such that f = f C + f D . That decomposition is obvious: lettingα be the unique value such that f is discontinuous at (1 −α)a +αb. We then define
It is straightforward to see that f C and f D meet the criteria above, and so the computation behaves as desired. In general, however, the problem of computing the two one-sided limits of the value of f would at first seem to be impractical. However, with a small change of formalism and an observation, this problem goes away.
The key observation is that any function f on R n which is piecewise differentiable off a set of hyperplanes which are perpendicular to one of another axis can be written in the form g(x, d(x)) for x ∈ R n where g is everywhere differentiable and each element of d is piecewise constant off a set of hyperplanes each of which is perpendicular to a single axis. One performs this computation by enumerating the cells within which the d i are constant, obtaining a finite set of cells C 1 , C 2 , . . . , C k , and creating a function d defined as
We can then extend f to an everywhere differentiable function g(x, n) by using a set of sufficiently smooth spline bases with compact and disjoint support.
For any function of this form, we can compute the one-sided limits as follows:
An example showing the computation of the one-sided limits for the piecewise constant function is shown in Figure 5 . Examples showing how this method can then be used to assign credit for two piecewise continuous functions are shown in Figures 6 and 7.
Generalized Integrated Gradients
We start with two definitions. First, the standard definition of an orthant.
Definition 13 (Orthant) Let x ∈ R n . Then the orthant containing x is the set of all points y ∈ R n each component of which all have the same sign as the corresponding component of x. Given any d ∈ {−1, 1} n , the orthant indexed by d is the orthant containing the point d. An orthant is the n-dimensional generalization of the same concept as quadrants: an orthant is the set of points around the origin separated by the orthogonal planes through the origin. The one-dimensional orthants are the positive and negative reals; the twodimensional orthants are the quadrants; the three-dimensional orthants are the eight octants; and so on. The one-dimensional orthant indexed by (1) is the set of positive reals, and the corresponding orthant indexed by (−1) is the set of negative reals.
We need a definition corresponding to the class of models we are studying (trees, neural networks, etc., and compositions thereof) that is rigorous enough to permit formal analysis: We shall say that a function f : R n → R is piecewise continuous off a set of orthogonal hyperplanes if and only if there exists a collection of collections, one collection for each dimension of the input space, {{b ij : 1 ≤ j ≤ m i } : 1 ≤ i ≤ n} such that f is continuous on the line segment between s ∈ R n and e ∈ R n unless there exists an i ≤ n and a j ≤ m i such that B ij lies between s i and e i . See Figure 7 for a visual example. More formally: Definition 14 (Piecewise continuity off a set of orthogonal hyperplanes) A function f : R n → R is piecewise continuous off a set of orthogonal hyperplanes if and only if
• There exists a function D : R n → R k which is constant everywhere except along a set of individual hyperplanes. That is, there exists a set of values {b ij : 1 ≤ i ≤ n, 0 ≤ j ≤ j i } where we take b i0 = −∞ and b ij i = ∞ by convention such that D is constant on each Cartesian product
• There exists a continuous function g : Example 1 (Examples of functions which are piecewise continuous off a set of orthogonal hyperplanes.)
• Any continuous function is piecewise continuous off a set of orthogonal hyperplanes. This includes not just neural network models, but also linear models, SVMs, radial basis function models and a variety of other well-known model classes.
• The output of a model based on decision trees is piecewise continuous off a set of orthogonal hyperplanes. These models include decision trees, random forests, boosted tree models such as a GBM, and forests of extra-random trees (ETFs).
• The output of a continuous ensemble of any of the above. That is, the property of being piecewise constant of a set of orthogonal hyperplanes is preserved under continuous transformation, such as when a set of diverse submodels is composed with a neural network in a system of models.
• Any of the above passed through a differentiable function such as a smoothed ECDF, which is often employed to make machine learning scores more useful for decisionmaking.
There is no computationally feasible mechanism in the general case of computing the integral required for GIG for an arbitrary path. Here we focus on describing a practical mechanism for implementing GIG in the case of a linear path between two points. Since this is the same path as is used in IG, the generalization of IG to GIG is straightforward.
The implementation of GIG is also straightforward. First, given a set of boundaries (which can be readily produced via depth-first search of the decision trees) and a linear path (defined by the endpoints s and e in a differential credit assignment query), we enumerate the points where the path intersects one or more of the boundaries. Then, the sets of hyperplanes which intersect the path at each point are assembled. Next, we decompose the function along the path into two functions, one continuous along the path, and the other piecewise constant off of the intersection of the line segment with the set of discontinuities. We then compute the contribution of the continuous part of the decomposition and the contribution of the piecewise constant part of the decomposition. We add those two parts; the result is the credit assigned by GIG.
Furthermore, we make a uniqueness claim about GIG: it is the only credit assignment process which satisfies several axioms. We use the terminology from Shapley (1953) and Aumann and Shapley (1974) where appropriate. Since GIG is an extension of IG, we extend the axioms which define IG with three new axioms:
Definition 15 (Extended Aumann-Shapley axioms) A differential credit allocation function satisfies the extended Aumann-Shapley axioms if it is a differential credit assignment function as in Definition 9 and also satisfies the following four axioms:
Strongly symmetric A credit function Ξ is strongly symmetric if and only if for any f, g ∈ F and any i, j < n, if f (x 1 , x 2 , . . . , x i , . . . , x j , . . . , x n ) = g(x 1 , x 2 , . . . , x j , . . . , x i , . . . , x n ), then the i th component of Ξ(f, s, e) is the same as the j th component of Ξ(g, s, e) and vice versa as long as the function f is everywhere continuous between s and e.
Insensitive to remote change A credit assignment function Ξ is insensitive to remote change if and only if for any function f ∈ F and any path, p, there exists an open set O with p((0, 1)) ⊂ O such that for any g ∈ F and any open P ⊆ O, if g agrees with f for all points within P , then Ξ(f, p) = Ξ(g, p).
Insensitive to constant variables A credit assignment function Ξ is insensitive to constant variables if and only if for any f ∈ F and any s, e ∈ R n where s i = e i for some i ≤ n, the i th component of Ξ(f, s, e) is 0.
Reflexivity A credit assignment function Ξ is reflexive if for any f ∈ F and any x, y ∈ R n , Ξ(f, x, y) = −Ξ(f, y, x).
In order to construct any credit allocation function which supports all functions which are piecewise continuous off a set of orthogonal hyperplanes and which extends IG, we must show that IG meets all the extended Aumann-Shapley axioms. In the next few paragraphs, we give an intuitive explanation of each of the new axioms and explain why IG satisfies each of them.
Strong symmetry is the extension of symmetry to a broader class of functions. Where symmetry applies only to an inversion which takes a function to itself, strong symmetry relates the credit assigned between two functions which are related by flipping variables. Effectively, this says the if the input to two functions is related by flipping two variables, the relation is symmetric. The proof that IG is strongly symmetric is simply a restatement of the proof that IG is symmetric, with one minor change which arises from the relationship between the partial derivatives. In IG, continuity on the line segment between the two points follows from the fact that the input functions must be everywhere continuous.
Locality simply means that we don't need to know the value of the scoring function on any point outside the path in order to compute the credit allocation for that path. One can view this as an extension of insensitivity to null variables: a null variable doesn't change the function anywhere. Insensitivity to remote change is its local equivalent.
Insensitivity to an invariant variable simply reflects the fact that if something didn't change then there is no credit to assign to it: every bit of the change in outcome happened without any change in the component, so the component didn't do anything. This is trivially true for IG as the partial derivative corresponding to an unchanged variable will always be 0.
This allows us to formally define Generalized Integrated Gradients and state the main result of this paper.
Theorem 16 (Generalized Integrated Gradients, GIG) Let f : R n → R be piecewise continuous off a set of orthogonal hyperplanes and let s, e ∈ R n . Let α j denote the values of α such that (1 − α)s + αe lies on a boundary. Then there is a unique set of values, ζ j ∈ R n and a set of values ι 0 , ι 1 ∈ R n such that
satisfies extended Aumann-Shapley axioms in Definition 15.
The proof is in several parts. First, we establish some basic properties which any realization of the ζ and the ι values would need to have. Then we work with piecewise constant functions, showing:
1. The contribution of any given discontinuity lies only in the dimensions across which the function is discontinuous. That is, if there are two variables x i and x j which are discontinuous at a given point, then the only non-zero components of ζ corresponding to that point are the i th or the j th . (Lemma 17.)
2. We may consider each individual discontinuity in isolation: the values of ζ or ι depend only on the discontinuity to which each one corresponds. (Lemma 19).
3. The contribution of a single discontinuity is computed by taking a single sum based on a set of known coefficients which depend only on the number of dimensions across which the function is discontinuous at that point. (Lemmas 21, 22, and 23)
We then explicitly consider the case where the path passes through a discontinuity, performing the following steps: 
Isolating the discontinuities
We start with a simple restatement of insensitivity to constant variables:
Lemma 17 For f ∈ F, if s and e lie on H, a single orthogonal hyperplane of dimension l < k and, then Ξ(f, s, e) also lies within H.
We also present a simple invariance case:
Lemma 18 Let f be everywhere constant off a single point z ∈ R n , and let s, e ∈ R be distinct. Then Ξ(f, s, e) = 0.
Proof Without loss of generality, assume that z = 0. Observe that f now satisfies the hypothesis of the Symmetry axiom for all pairs s i , e j , and that we therefore know that Ξ(f, p) i = Ξ(f, p) j for all i and j. But we also know, by Linearity, that i Ξ(f, p) i = 0. If the sum of a set of equal values is zero, then each value is 0.
Lemma 19 (Single intersections are universal) Given any f ∈ F, any path p from s, e ∈ R n , and any set of hyperplanes, we may reduce the problem of computing C(f, s, e) to the sum of its values along a partition of p into a set of open intervals and two isolated points (the endpoints of the path) such that each of Ξ along the full path is t, for each of which there is only one value of α at which the sub-path intersects with a hyperplane and a set of subsets at the boundaries of these hyperplanes.
Proof Pick a partition of the path, a finite number of disjoint convex open segments, such that the union of their closures covers the path, and such that any given open set contains at most one discontinuity. There are now three types of items which cover the path: the finitely many open segments, the finite collection of isolated interior points which lie in the intersections of their closures, and the two endpoints. By Lemma 18, we know that the interior points don't enter into the final computation, and hence we are reduced to the three cases listed in Lemma 19.
Notice that we can immediately decompose the computation of the assignment under GIG into a continuous portion consisting of the continuous segments of each of the convex open sets in the decomposition used in the proof of Lemma 19, and a discontinuous portion consisting of the isolated discontinuities along the path, including the endpoints. Since the open sets in the partition are disjoint, and cover the path, we can immediately compute their contribution to the final values by integrating across the continuous portions. That means that we need only figure out how to handle each discontinuity taken in isolation to compute the final credit assignments arising from GIG.
Assigning Credit for a single discontinuity
We now turn to the problem of assigning credit for a function which is piecewise constant off a set of hyperplanes each of which is orthogonal to a single axis corresponding to a path which passes through the intersection of those hyperplanes. Without loss of generality, we may assume that the intersection lies at the origin. Furthermore, by Lemma 17, we may assume that the f : R k → R, where k is the radix of the intersection -that is, the number of hyperplanes in the set.
By reflection of variables from positive to negative (and, presumably, reversing the signs of the amounts of credit assigned), we may further assume that the path proceeds from the purely negative orthant η (−1,−1,...,−1) to the purely positive orthant η (1,1,. ..,1) .
Definition 20 Let f ∈ F be piecewise constant off the hyperplanes defining this segment. For each orthant let
The decomposition described in Definition 20 is used to prove Proposition 21, which plays a critical role in the proof below.
Proposition 21 Let f ∈ F be as in Definition 20, and let C be any credit assignment function satisfying the conditions laid out in Definition 15. Let x ∈ R k have no zero
Proof By Lemma 17, we know that the values on the boundaries of the orthants which lie between two points contribute nothing to the final credit assignments. The proposition then follows directly from additivity.
The case where s and e lie on a single hyperplane of lower dimension than k is complicated: instead of being ignorable, the credit assignment must lie within that hyperplane. This proof will also be delayed until later.
Proposition 22 Let d ∈ {−1, 1} k and let d i = (1, 1, 1, . . . , 1, −1, −1, . . . − 1) ∈ {−1, 1} k be such that d i has i 1's and (k − i) −1's, where d also has i 1's and (k − i) −1's. Let π be any permutation which takes the elements of d onto those of d 1 . Then for any x ∈ η d and any f ∈ F,
Proposition 22 follows immediately from the definition of a credit assignment function. Henceforth, we shall focus our attention on the special case of the function X, the characteristic function of η (1,1,...1) .
Theorem 23 Let
for any x ∈ R k with no zero components.
Proof We prove this in two pieces. First we prove that it holds for d I = (1, 1, . . . , 1) for all k. Then, for each given k, we show that the constant value for d I yields a constant value for any other d.
First, the case of d I . Observe that every pair of variables x i and x j enter symmetrically in d I and the transformation takes the orthant onto itself, whence we know by symmetry that the i th and j th components of η d (X, x) must be equal. Furthermore, we know that the sum must be 1, from which we get
Now, let us consider the case of some other d. For our purposes, we only need to look at d which are of the form (1, 1, . . . , 1, −1, −1, . . . , −1) in which the positive and negative components of the indicator are in blocks. We proceed by induction on the number of negative elements of the indicator, as follows.
Let p denote the number of negative elements in the indicator. The case of p = 0 is taken care of above. Now consider the case of p = 1. Suppose we take the characteristic function of orthant d (1,1,1,. ..,1,−1) and adjoin characteristic function of the orthant d I aside it. The resulting combined function is the characteristic function of d J where J is the indicator (1, 1, . . . 1) for the corresponding orthant of dimension k − 1. By linearity, we know that
, and since η d I and η d J are both independent of x, then η d (X, x) must also be independent of x.
We can extend this construction to larger values of p. For p = 2, for instance, we would adjoin the values of η d I (X, x), η d (1,1,. ..,1,−1) , and η d (1,1,. ..,−1,1) , observing that each one is constant on the relevant orthant, and then notice that we had just eliminated one more plane of discontinuity. From this, we would have the proof that the value of η d (1,1,. ..,1,−1,−1) (X, x) must be independent of x. For p = 3, we would adjoin one quadrant with p = 0 -that is d I -three quadrants with p = 1, and three quadrants with p = 2, and then observe that the remaining orthant would then complete a block which had eliminated a second hyperplane.
Iterating this, let η (k,p) denote the value of O in the case where the indicator contains p negative values for all p < j, we obtain
from which, by simple rearrangement, we obtain
Which is independent of x, as desired.
The inductive computation of η (k,j) can be simplified. One can show that
which are the coefficients for the corresponding terms in the computation of the Shapley values. We shall discuss this relationship in Subsection 8.1, below.
Construction of ζ
In this section, we describe how the items for the interior discontinuities and the boundary discontinuities are computed. We start with the construction of the value of ζ for an arbitrary function at an arbitrary discontinuity approached from an arbitrary direction.
The following definitions guarantee that all of the extended Aumann-Shapley axioms hold.
Definition 24 (The value of ζ corresponding to a discontinuity) Let f ∈ F be piecewise constant off a set of k orthogonal hyperplanes where the intersection of the hyperplanes is at the origin and let d ∈ {−1, 1} k represent the orthant from which the path begins (so that −d represents the orthant into which the path then proceeds.) Let τ be the natural inversion which takes d to (−1, −1, . . . , −1). Let
Definition 25 Let f ∈ F be piecewise constant off a set of orthogonal hyperplanes which intersect at the origin, and let x ∈ R k . Let d ∈ {−1, 1} k be the index of the orthant from which x is drawn. Let ζ = Λ(f, d).
Theorem 26 Then the function Ξ(f, x, −x) = ζ satisfies the extended Aumann-Shapley axioms if ζ is as in Definition 25.
Proof It is straightforward to see that Ξ is linear, efficient, and insensitive to null variables. It is equally clear that it is insensitive to remote change. It is insensitive perpendicular to an axis of symmetry by construction of the values of η -if αf + βg eliminates a variable (which is equivalent to being symmetric across that variable), then that variable no longer enters into the computation of the values of Λ, and so the result is insensitive to that axis. Strong symmetry follows directly from the construction of the values of η.
We have now constructed ζ for items in the middle of the path.
Computing ι 0 and ι 1
Construction of ι 0 and ι 1 is a little more complicated. Consider the extension of f to the orthants outside the point of intersection as if the point of intersection were in the middle of the interval instead of an edge. To begin, assume there is no extra discontinuity at the actual intersection beyond that implicit in the function f as viewed along the edge. Observe that we now have something which looks like the sum of entering from the left and leaving from the right, so the sum of entering from the left (ι 1 ) and leaving from the right (ι 0 ) must be ζ. Since we know that the result of adding these together gives us ζ, we see we must have two artificial functions f 0 and f 1 which look like the original function except that they are 0 to the left in the case of ι 0 and 0 to the right in the case of ι 1 . The other orthants must each be multiplied by some α d for ι 0 and 1 − α d for iota 1 . By strong symmetry -symmetry is not enough here -we obtain that there is some sequence α n such that α d = α n for all d with n positive values in its indicator set.
We aren't quite done yet, though. There is the possibility that the value at the endpoint is not the same as the limit taken along the path from the right or from the left (in fact, this will generally be true). So we need to account for that value. To do this, we consider the singleton along the hyperplane in which we are working. By invariance of the function (that is, the function's value is completely independent of any transformation which takes the plane onto itself), we know that the contribution of that singleton is equal along all components of the hyperplane. Then we add the contribution of that singleton (in the positive sense to ι o and the negative sense to ι 1 . We now have efficiency.
Finally, we need to determine the value of α d as stated above. Let us consider a piecewise constant function f ∈ F with a single discontinuity at e ∈ R n , and let s ∈ R n be anywhere. Consider the path from s to e and its reciprocal path from e to s. By reflexivity, we know that Ξ(f, s, e) = −Ξ(f, e, s). We also know that the weight on any orthant O d on the s to e path is 1 − α d and that the corresponding weight on the e to s path is α d , but on the function reversed. (Note that this takes full reflexivity -efficiency is not enough.) Taking all this together, we obtain 1
for all d other than the entering or leaving orthants.
Theorem 27 ζ, ι 0 and ι 1 yield a credit allocation function which satisfies the extended Aumann-Shapley axioms.
Proof
Efficient The contribution of the orthants 'along the axis' is the difference of the values of the function along that axis.
Linear The construction of ζ from the values of η n,j is linear.
Insensitive to null variables Values are only assigned to coefficients upon which there are discontinuities, and no null variable contributes a discontinuity, so their contribution is always 0.
Strongly symmetric
Since the values of η depend only upon the number of 1's and −1's in the signature for each orthant, strong symmetry follows immediately.
Insensitive to remote change The contributions of each discontinuity depend only on an arbitrarily small open ball around the discontinuity, hence are insensitive to remote changes.
Insensitive to constant variables
Since the values of η are only assigned relative to the hyperplanes upon which there is variation, the resulting function is insensitive to constant variables.
Reflexivity This is true in the midpoint case by construction and in the endpoint case by selection of α d .
GIG values for compound continuous-discrete functions
Definition 28 Let f ∈ F be piecewise continuous off a set of orthogonal hyperplanes and let x, y ∈ R k be such that there exists at most one α ∈ [0, 1] such that φ(α) = f ((1 − α)x + αy is not continuous at α. Let φ D and φ C be such that both lim →α − φ C ( , d) and lim x→α + φ C ( , d) both exist and zero for each intersection, and
Finally:
Proposition 29 Let f be piecewise continuous off a set of orthogonal hyperplanes. Then for any x, y ∈ R n , be the result of taking the construction as in Definition 28 at each discontinuity on the straight line path from x to y. This construction is unique and welldefined.
The proof is trivial.
Theorem 30 Let ι 0 , ι 1 , and ζ be computed from φ D as defined in Proposition 29 for each intersection in turn. Let
Ξ, so defined, satisfies the extended Aumann-Shapley axioms.
Proof The proof of Theorem 30 follows directly from the fact that IG satisfies the extended Aumann-Shapley axioms, that the values of ι 0 , ι 1 , and ζ for the individual discontinuities satisfy the Aumann-Shapley axioms, and that the weighted sum of any such pair also satisfies the extended Aumann-Shapley axioms. This shows the existence half of Theorem 16. Uniqueness follows directly from linearity and the uniqueness of the values of ι 0 , ι 1 , and ζ and from the uniqueness of IG.
This concludes the proof of Theorem 16.
Details of the implementation of GIG
Let d : R n → R k denote the aggregation of the underlying piecewise constant functions.
. . , D n denote the set of possible hyperplanes on which d might be discontinuous. As normal, let ∇f :
∂xn } where the partial derivatives are all defined. Then GIG is naturally implemented as in Algorithm 6.
The use of the set of all possible discontinuities along the path -even if many of them are trivial -is intentional. The internal constant δ is taken to be such a small step that a perturbation of any of the intersections by an amount of δ in the direction of any orthant remains within the same continuous cell as the corner at which the difference is to be computed lies. In order to guarantee this, we need to take all possible cells into consideration, even those for which there's no discontinuity along the path -the perturbation off the axis of the path might otherwise step across a boundary.
In the algorithm description, we use a shorthand when we multiply δ by D. That multiplication only takes place on the axes along which the discontinuity takes place; all other values of the point are unchanged.
Experiments
We report results on various datasets and model systems, and compare GIG's output with other credit allocation systems.
Sensitivity of credit assignment under GIG
In this section, we consider the behavior of GIG on models trained with systematically modified versions of the moons dataset (see Figure 8 ) designed to verify that GIG can recover the appropriate information from models constructed in a particular way.
The moons dataset is a two-dimensional dataset consisting of two moon-shaped targets which are perturbed by a scalable Gaussian kernel. We consider the particular version of
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return Ξ 36: end procedure the dataset presented by the Scikit Learn package version 0.20.3 (Pedregosa et al., 2011) , 20,000 elements of which were extracted with the standard load data call. These 20,000 elements were then normalized using the standard sklearn normalize call. These split into a training set of 14,000 samples and a test set of 6000 samples randomly using the sklearn train test split routine with random seed set to 0. The data from the moons dataset was systematically extended with a third nuisance feature. This feature was a mixture of the target value and random noise, and three additional datasets were created, one in which the nuisance feature was pure noise, another where the nuisance feature was an equal mixture of noise and the target, and the other where the nuisance feature was the target. For this example, three XGBoost classifiers (Chen and Guestrin, 2016) were built using 25 estimators of depth 6. The models all produced high AUCs. A reasonable credit assignment algorithm should therefore assign none of the credit to the nuisance feature in the case where it is pure noise, some of the credit to the nuisance feature when it is partially noise, and all of the credit to the nuisance feature in the case where it is equal to the target. Indeed, as shown in Figures  9, 10 and 11, the credit assigned by GIG for the case in which the nuisance feature was pure noise, a mixture of signal and noise, and pure signal, is as expected.
Comparing GIG and TreeExplainer on the Ovals dataset
In this section, we consider the behavior of GIG on a toy dataset which consists of points drawn randomly according to a uniform distribution from each of two overlapping ovals. The classification task is to predict which oval a given point is associated with. The task is Figure 10: Credit assignment with a nuisance feature that contains a mixture of a Gaussian and the target. Credit is assigned partially to all features -including the nuisance feature -because it has enough information to be informative, but not enough to be completely informative. intentionally impossible in the overlapping region: any point in that region could be drawn from either oval with exactly probability 1 2 . As above, we use XGBoost to construct a tree-based classifier, this time consisting of 50 tree classifiers of depth 6. Figure 12 shows, as expected, that the trained classification function is near zero in the area of the overlap, and increases as points move away from that region. Figure 13 shows an interesting partition of the output values: GIG actually splits the credit attributions into three disjoint regions, one corresponding to the top group which lies outside the common area, one corresponding to the bottom group which lies outside the common area, and a third one corresponding to points which lie in the common area. In this it captures the structure of the underlying scoring manifold in ways that SHAP does not. The x axes correspond to feature f0, the y axes feature f1. The red dots are from the upper oval, blue from the lower, and green from the overlapping region. The histograms show the distributions of credit assignments for each variable. Notice the GIG credit assignments reflect the structure of the overlapping ovals in the dataset better than those provided by TreeExplainer. The GIG labels are closer to the three lines -0.5, 0, and 0.5 for the lower, shared, and upper segments of the dataset, as shown by the Spear man coefficients for each item.
Credit assignment for complex model types on real data set
The covertype dataset (Collobert et al., 2002) is publicly available from the OpenML repository. The dataset was partitioned into four pieces: a training set, a training era validation set, an ensembling era validation set, and a testing set. We trained two direct classifiers on the training set while validating on the training era validation set, and trained four ensemble classifiers on the training era validation set while validating on the validation era dataset. We tested all these models on the common testing set. Two direct classifiers were trained on the dataset. One was trained using the SciKit Learn (Pedregosa et al., 2011 ) implementation of extremely random forests with 100 trees of maximum depth 10 with an initial random seed of 0 where each leaf was required to have at least two elements. The other is a multi-layer perceptron built using Keras (Chollet et al., 2015) on top of TensorFlow (Abadi et al., 2015) with 55 inputs, two fully-connected ReLU layers of 1000 nodes each, a single 1000 unit layer with the TANH output function, and a single output node with a sigmoid output function. That model was trained using the Adam optimizer with Nesterov momentum with a batch size of 100 and a learning rate of 0.01.
The scores for each of the trained models were then rescaled from the margin space of each model into an approximate uniform output space using an piecewise linear approximation of the ECDF, thus yielding a total of eight direct models. Four ensemble models were then trained using the outputs of the ETF and MLP models as inputs. Each of these was trained using Keras over TensorFlow: two linear models, one using the unnormalized forms of the ETF and MLP models as input, and the other using the normalized ETF and MLP models as input, and two MLP models, each one with a single 1000 node hidden layer. All MLP models were trained with an L2 penalty of 0.001. No attempt was made to optimize the final performance, as the purpose of this was to demonstrate credit assignment.
In Tables, 1, 2 , we display the values of the credit assigned to the input variables for each of the four direct classifiers. Observe that the order and amounts of the different assignments vary from one classifier to another, and that the order and amount of each assignment assignment varies between each classifier and its normalized form. In Table 3 we display the corresponding values for the ensembled classifiers. Notice also that these values are both different from one another and from those assigned by the original direct models and from their respectively normalized or unnormalized analogues. The results demonstrate that rank ordering and magnitude of of credit assignment changes when models are transformed, and that GIG can handle a diversity of model types, including models that are compositions of piecewise constant and continuous functions.
Discussion
Inevitability of Equation 10
In a certain sense, the careful construction of the values of η (k,j) , above is unnecessary. We could simply have considered a lift of f which was defined by The right-hand plot shows the scatter plots for the score in rank space. Since this is the case, then what is the contribution of GIG to the problem of credit allocation? After all, it appears that GIG is nothing more than a clever way to merge the Aumann-Shapley values corresponding to a pair of endpoints with the Shapley values which occur at any boundary intersection. But there is more to it than that. First, the computation of the Shapley values is exponential in the number of variables in the scoring function, which in the case of underwriting problems, is usually in the hundreds or thousands, and is almost always more than a handful of tens. This makes Shapley values impractical to compute. By contrast, the number of variables involved in any given corner in a GIG computation is rarely very large. In our studies, we've typically seen no more than a few boundary intersections in a thousand with radix > 1. As such, GIG is more practical to compute.
Second, GIG defines a unique lift that is fully determined by the choice of axioms and f . Unlike with Shapley, there are no arbitrary choices to be made. In GIG, we select a specific lift f -ξ, defined entirely from the values of f in the various orthants. We've shown above that the selection of a lift in the case of Shapley is arbitrary. By contrast, GIG is unique: given a function and a pair of points to be compared, there is only one corresponding allocation that satisfies GIG's axioms. This means credit allocations computed by GIG can be viewed as objective, not subjective, as they are with Shapley and its derivatives. Table 3 : Comparison of credit allocated by a linear ensemble of an ETF and an MLP, passed through a smoothed ECDF (left), and an MLP ensemble of an ETF and an MLP, also passed through a smoothed ECDF. This demonstrates that GIG can process compositions of models of mixed types, which heretofore have not been possible to accurately explain.
Comparison with SHAP
In Lundberg and Lee (2017); Lundberg et al. (2018) ; Lundberg (2019), Lundberg and colleagues describe methods that allocate credit for several well-known ML algorithms in terms of the Shapley values. As discussed above in 2.2, many practical uses of machine learning systems require explanations in a transformed output space. This proves challenging for many algorithms. In addition, the algorithms described in Lundberg and Lee (2017) Requiring feature independence is problematic in many applications, where features are correlated based on how they are constructed (e.g., a credit score is usually computed based on other model variables that are also included in the model) or by virtue of their encoding (e.g., one-hot encoded categoricals are obviously not independent).
Prior algorithms either: (1) cannot handle the score-space, margin-space transformation or (2) require the assumption that features are independent. As a result, the results from applying these methods are less accurate than GIG, which has none of these limitations. GIG is well-defined regardless of whether the variables in the model are statistically independent.
DeepSHAP (Lundberg and Lee, 2017) is a technique for providing explanations for neural networks (Rumelhart et al., 1986) . DeepSHAP computes neural network importance no matter what the final remapping is, whether the results are reported in margin space or in some transformed score space. However, DeepSHAP is limited to explaining neural network models and, because it uses Shapley sampling to approximate the Shapley values, it depends on a dubious feature independence assumption.
TreeExplainer (Lundberg et al., 2018) applies to ensembles of decision trees. TreeExplainer is very fast and completely general if the result of the model is reported in margin space. However, TreeExplainer only reflects the correct computations of the Shapley values when the result is otherwise transformed, if we can assume that the input features are independent (which, as we discussed above is almost never true).
Given a pure linear ensemble of one or more neural networks and one or more tree classifiers, we can extend the pair of DeepExplainer and TreeExplainer to create an "EnsembleExplainer" -provided everything is ultimately in margin space. If we were to transform the output of the ensemble into some other space, we would again immediately require signal-wise independence.
And, worse, if we take any fundamentally non-linear ensemble of such a set of items, we would no longer be able to use "EnsembleExplainer" at all. In Lundberg and Lee (2017), however, the authors present KernelExplainer, a mechanism for computing the Shapley values of any arbitrary function at any arbitrary point -provided the input features are independent, again a disqualifying assumption for our applications.
Finally, none of these explainers or published analysis provide any reason to believe that the particular lift they employ is the correct lift.
GIG is fully determined by its axioms
When one computes the Shapley values for a particular atomic game, one relies on a set function from the power set of the set of all input features to the set of output values. That's an essentially combinatorial operation: the function which we're actually assigning credit for isn't the original function, but rather a combinatorial lift of that function into a higherdimensional space. This lift is essentially arbitrary: Lundberg et al. use a simple column-bycolumn lift when dealing with tabular data in the patient diagnosis application they discuss, but use super-pixel data in the cases where they are explaining image discrimination. These methods pick and processes subsets not values, and they do this in an arbitrary, but problemdependent fashion.
By contrast, GIG is fully determined by its axioms. By the proof of Theorem 16, there is one and only one choice for the terms of the computation. Although the coefficients in Equation 10 are formulaically similar to the coefficients used in the computation of the Shapley values, their actual meaning is quite different: there's no arbitrary combinatorial lift into a higher dimensional space, but rather a computation based on orthants around a given intersection. Instead, GIG makes assuptions about the locally smooth structure of the manifold of possible input values.
One of the interesting consequences of GIG's fully determined geometric or topological structure is a measure-theoretic interpretation of it as a direct extension of IG. IG depends on the notion of a path integral with respect to standard Lebesgue measure between two points. GIG constructs a notion of a "path integral" with respect to the Lebesgue decomposition of the measure induced by the combination of Lebesgue measure on the interval between the two endpoints and the orthogonal Borel measure induced by the hyperplanes upon which the function is discontinuous. We showed above that the sum of the values of ι and ζ create a well-defined notion of path integral in this case. We believe GIG is the only reflexive linear operator on the space of all paths and functions continuous with respect to such a measure.
Summary
We described GIG, a novel credit allocation algorithm for a broad class of scoring functions that are of practical importance in real-world applications where accurate explanations are required. Unlike other approaches, GIG's credit allocation is fully determined by its axioms and the scoring function under study. We showed GIG is unique, practical to compute, and delivers expected results on a variety of datasets and ensembles of models. 
