Abstract-In our recent work, we proposed an image reconstruction procedure aimed to unify gated imaging and dynamic imaging in nuclear cardiac imaging. With this procedure the goal is to obtain an image sequence from a single acquisition which shows simultaneously both cardiac motion and tracer distribution change over the course of imaging. In this work, we further develop and demonstrate this procedure for fully 5D (3D space plus time plus gate) reconstruction in gated, dynamic cardiac SPECT imaging, where the challenge is even greater without the use of multiple fast camera rotations. For 5D reconstruction, we develop and compare two iterative algorithms: one is based on the modified block sequential regularized EM (BSREM-II) algorithm, and the other is based on the one-step late (OSL) algorithm. In our experiments, we simulated gated cardiac imaging with the NURBS-based cardiac-torso (NCAT) phantom and Tc99m-Teboroxime as the imaging agent, where acquisition with the equivalent of only three full camera rotations was used during the course of a 12-minute postinjection period. We conducted a thorough evaluation of the reconstruction results using a number of quantitative measures. Our results demonstrate that the 5D reconstruction procedure can yield gated dynamic images which show quantitative information for both perfusion defect detection and cardiac motion.
I. INTRODUCTION

R
ECENT advances in nuclear cardiology imaging have made myocardial perfusion imaging an important means for assessing regional coronary blood flow. Gated SPECT offers an important additional benefit by permitting the evaluation of left ventricular function through quantitative determination of global and regional wall motion [1] . Traditionally, the distribution of the tracer is assumed constant over the entire study, and a stationary image is reconstructed for each gate frame.
A logical and clinically important extension of gated imaging is the problem of reconstructing nuclear cardiac imaging studies using agents for which both the tracer distribution and cardiac function change during the course of imaging. However, this problem faces significant challenges because, besides the reduced data counts for the individual gate intervals due to gating as in traditional SPECT, the acquired projection data are available at only one angular position of the rotating camera for a particular time instance, and therefore, are far from being sufficient for directly reconstructing the dynamic images at a given time point during the course of imaging. Moreover, in a setting without use of fast camera rotation, which is more suitable for clinical applications [2] , the fast-changing tracer dynamics can lead to significant inconsistencies in the projection data among the different angular positions.
Despite these difficulties, in the early work in [2] and [3] , a reconstruction procedure was developed where the tracer distribution was treated as time-varying in a gated cardiac SPECT acquisition. In this procedure, a dynamic image sequence was first reconstructed independently for each gate frame by use of the dynamic expectation-maximization (dEM) algorithm first proposed in [4] , in which temporal constraints were imposed on the dynamic activities at each voxel location; afterward, Wiener filtering was applied across the different gate frames for noise reduction. Motivated by this early work, we proposed for the first time a joint reconstruction approach in [5] - [7] for dynamic gated imaging, where the dynamic images from the different gates are treated collectively as a single signal, and determined from the acquired dynamic data by using maximum a posteriori (MAP) estimation. Such an approach aims to explicitly exploit the statistical correlation among the different gate intervals during reconstruction. Our preliminary results in [7] show that it could yield an image sequence that shows both wall motion and time-varying tracer distribution in the myocardium.
Encouraged by this initial success, in this work we further develop and evaluate our image reconstruction procedure for fully 5D (3D space plus time and gate) cardiac gated dynamic imaging. The purposes are two-fold. First, for initial development of the concept only 2D slices were used in [7] owing to the great complexity of the reconstruction problem; we now extend it to fully 3D volumes. Second, for reconstruction we will develop a fully 5D version of the modified block sequential regularized EM (BSREM-II) algorithm [8] , which is much faster than the one-step late (OSL) algorithm we previously used. In the development of the original dEM algorithm [4] , it was noted that an ordered-subset (OS) type technique might not be effective for dEM, because the projection data are not consistent at different angular positions due to the fast-changing tracer dynamics. However, in [9] we first demonstrated that an OS type algorithm could still be applied for gated dynamic SPECT images. Based on prior success in this work we develop a 5D BSREM algorithm to speed up the reconstruction. We will compare it against the modified OSL algorithm in the context of fully 5D reconstruction.
In our experiments, we simulated gated cardiac imaging with the NURBS-based cardiac-torso (NCAT) phantom and Tc99m-Teboroxime as the imaging agent, where acquisition with the equivalent of only three full camera rotations was used during the course of a 12 minute post-injection period. In this setting, the projection data were under-determined by a factor of over 20:1 for reconstructing the dynamic images. We conducted a thorough evaluation of the reconstruction results using a number of quantitative measures, including 1) error analysis on the accuracy of the reconstructed myocardium, 2) time activity analysis for quantifying the distinctive time-varying tracer distributions between an introduced perfusion defect and the normal myocardium, and 3) ejection fraction (EF) of the left ventricle (LV) for assessment of LV functions. Our quantitative results demonstrate that, in spite of the great challenges mentioned above, the proposed reconstruction procedure can still lead to an adequate reconstruction of gated dynamic images, which show both perfusion defect detection and cardiac motion. We believe that such a development is an important step toward our ultimate goal of making 5D imaging a useful clinical tool.
We mention briefly that in the literature there has been significant interest in development of spatio-temporal reconstruction methods in gated SPECT in recent years, aimed to dealing with the presence of increased imaging noise caused by gating (e.g., [10] - [13] ). Parallel to gated SPECT, there also has been growing research interest in dynamic SPECT imaging (e.g., [14] , [15] ), aiming to obtain a time-varying tracer distribution in an organ. However, these methods typically deal with only one aspect of tracer change, due to either gating or tracer dynamics, but not both. Further detailed discussions on the challenges and potential benefits of unifying these two imaging modalities were given in [7] .
The rest of the paper is organized as follows: the imaging model for gated dynamic SPECT and the proposed reconstruction algorithms are given in Section II. The evaluation methods and criteria are described in Section III. Experiment results are given in Section IV to demonstrate the proposed methods. Finally, conclusions are given in Section V.
II. GATED DYNAMIC SPECT RECONSTRUCTION
A. Imaging Model
As in gated SPECT, the acquired list-mode projection data are binned into gate intervals by using the ECG signal. Following the notion in [14] , we use the angular incremental steps of the rotating SPECT camera to denote the progress of sample time . The imaging data are described by the following model:
where , represent the projection data and the image, respectively, at time interval for gate frame , is the expectation operator, and is the system matrix which is time-varying because of the rotation of the SPECT system. In the above model the entity represents the dynamic tracer distribution over time in the 3D volume when the cardiac phase is at interval . Our goal is to reconstruct the images for all and . Collectively, the set of unknowns represents a 5D quantity.
Note that in the absence of fast camera rotation the projection data in (1) are available for only a few projection angles (three in our experiments) during a particular time interval . Thus, the reconstruction problem here is significantly more challenging than in traditional gated SPECT where the tracer distribution is treated as constant during the course of imaging.
As we describe below, in order to deal with this difficulty, we will adopt Farncombe's dEM approach [14] to regularize the time activities at individual voxels, and develop a joint reconstruction approach in which regularization terms are introduced to exploit the similarity both spatially and temporally among the different gated frames.
In this study the elements of the system matrix in (1) are modeled after both the distance-dependent point spread function (PSF) and the attenuation effect of a SPECT system. Specifically, let denote the elements of the system matrix with distance dependent spatial resolution, but without attenuation. Let denote the attenuation map of the object. Then the attenuation effect is modeled in the system matrix as (2) where the line integral is carried out along the segment between image voxel and detector bin . In our experiments, the attenuation map from NCAT phantom was used for the simulation data.
B. Joint Maximum a Posteriori Reconstruction
In this section we introduce the notation of our maximum a posteriori (MAP) estimation framework for subsequent development of the reconstruction algorithms. For convenience, define , i.e., a vector consisting of the dynamic images of gate , ; similarly, define to represent all the projection data for gate . Moreover, define , i.e., a block diagonal matrix formed from the system matrix collectively at
Then the dynamic imaging model in (1) can be rewritten as (3) To combat the highly under-determined nature of the problem, we adopt the following constraint to regulate the dynamic activity at each image voxel: it can only be either constant, increasing only, decreasing only, or first increasing then decreasing, as first proposed in the dEM algorithm [14] . Specifically, consider a voxel . Let denote the time point at which the image intensity at reaches its maximum. Then the following temporal constraint must hold: (4) for with denoting the total voxel number in one gate.
Let be the set of admissible dynamic images defined by the dEM constraint in (4) . To further simplify the notation, let , i.e., a vector formed by the dynamic images of all gates; similarly, let . Then the dynamic images are collectively estimated according to the following constrained MAP criterion: (5) where is the likelihood function of parameterized by , and is a prior distribution on . In this study the likelihood function is assumed to obey an independent Poisson distribution, i.e., (6) where , are the th entries of and , respectively, and is the total number of bins of the camera.
We use a separable Gibbs prior for which is defined as follows: (7) where , are two energy functions defined over space and gate intervals, respectively, and and are the corresponding scalar weighting factors. The spatial term is used to exploit the similarity among neighboring voxels, whereas the gate term is used to exploit the similarity among different gate intervals. Such a prior was previously applied for 4D reconstruction of SPECT images [16] ; here we extend it for 5D dynamic images. Without interrupting the flow of development, the specific definitions of these two terms are relegated to the Appendix .
It is noted that the prior term in (7) is defined to enforce both spatial and inter-gate smoothing in the reconstructed images. In a similar fashion, one could also introduce an additional term in (7) to explicitly enforce temporal smoothing in the reconstructed dynamic images. However, the temporal constraint introduced earlier in (4) already plays such a role in that it can discourage sudden random fluctuations in the reconstructed time activity curves. Thus, no additional temporal smoothing term is used in (7) in this study.
To facilitate the solution of the constrained optimization problem in (5), we express the dynamic images in terms of their temporal increments (for increasing activity) or decrements (for decreasing activity), as first proposed in [14] . For example, consider the case that the activity at voxel is increasing, i.e.,
. This constraint can be expressed in terms of differential increments of as Clearly, given these increments, the image activity can be obtained. For the general case in (4) increment terms will be used for and decrement terms will be used for . Let denote the differential operator for computing the temporal increment (or decrement) at each voxel in , and let denote the transformed incremental (or decremental) form of , i.e., (8) Then the dEM constraint in (4) simply becomes . For convenience, let denote the corresponding sub-operator of restricted to gate , i.e., , which is the incremental form of . Note that the operator is invertible, that is, from the incremental form we can readily reconstruct as , which consists of simple additive (or subtractive) operations. Note that the operator yields simultaneously. Now, for each let denote the sub-operator of such that . In other words, yields only the portion of at time . Upon some manipulation, the constrained MAP estimate in (5) can be solved in terms of from maximizing the following objective function: (9) where denotes the th projection bin of . Next, we describe two iterative algorithms for this optimization problem. Once the incremental vector is obtained, the image frames can be determined as .
C. Modified Block Sequential Regularized EM Algorithm
For maximizing the objective function in (9), the modified block sequential regularized expectation-maximization (BSREM-II) algorithm [8] , [17] is adapted in this study. The BSREM-II algorithm is known to be globally-convergent and typically faster than non-ordered-subset algorithms. To apply it here, we begin with dividing the entire set of projection data into a number of subsets as in a typical ordered-subset algorithm [18] . With the angular rotating steps of the SPECT camera denoted by time , it becomes convenient to divide the projection data according to . Assume a total of subsets used. Then the objective function in (9) is accordingly decomposed into , in which the sub-objective function is defined as (10) where denote the collection of angular positions for the th subset, . During each iteration, the elements of are updated as follows: (11) where is the iteration index, is the sub-iteration index, is the projection operator onto with being a small positive number and being an upper bound in [8] , is a relaxation parameter, and is a diagonal scaling operator defined below.
In (11) , the diagonal elements of are given by for for (12) and is chosen to be (13) where denotes the entry of the matrix at position .
Finally, the elements of the gradient vector in (11) are given by (14) Note that the nonnegative constraint is automatically satisfied by the projection step in (11) . In our experiments, was used; the subsets were formed such that the projections in two consecutive subsets were separated as far as possible. The total number of iterations used was 10. The step size was set to with being the iteration index.
D. Modified One-Step Late Reconstruction Algorithm
For comparison, we also implemented a fully 5D version of the one-step late (OSL) EM algorithm [19] for the maximization problem in (9) . In this algorithm, at each iteration the image voxels are updated as follows: (15) where (16) where denotes the iteration number. At each step, the step size is first set to 1, then successively reduced by half if necessary to ensure that the objective function is nondecreasing.
III. EVALUATION METHODS
A. Data Sets
To demonstrate the proposed 5D reconstruction method, we used the NURBS-based cardiac-torso (NCAT) v2.0 phantom [20] with a tracer-kinetic model simulating imaging with Tc99m labeled Teboroxime, as shown in Fig. 1 , where different time activities were introduced among the different organs as in [2] . A perfusion defect was introduced in the anterior wall of the left ventricle (LV), as illustrated in Fig. 2 in a short axis slice of the LV for gates #1. Note that the defect has slower uptake and washout rates than the normal myocardium, and there is a high concentration in the liver.
In our simulation, a triple-head camera system was used, and 64 rotation stops covering a total of 360 by each head with 64 64 projection bins at each stop were used during 12-minute data acquisition. A total of eight gates were used. The field of view was 40.6 cm; the voxel size is 0.634 cm in each dimension, resulting in a 64 64 64 image matrix. The system had a distance dependent blur of approximately 13 mm full width at half-maximum (FWHM) at the center. The attenuation factor was included. Poisson noise was introduced corresponding to a count level of 8 million total counts (for all projections and over all time).
In our experiments, the proposed reconstruction procedure was tested using 30 different noise realizations. For each noise run, a sequence of dynamic volumetric images was obtained over 64 time points during the 12-minute period for each of the eight gates.
B. Reconstruction Methods
To demonstrate the respective effects of the spatial prior and the motion-compensated gate prior, the following different methods were used to reconstruct the image sequences: 1) MAP reconstruction with in (7), which corresponds to reconstruction of individual gates separately using spatial smoothing alone (denoted as "MAP-S"); 2) MAP reconstruction with which corresponds to joint reconstruction of the different gates using gate smoothing prior only (denoted as "MAP-T"); and 3) MAP reconstruction with and , joint reconstruction of the different gates using both spatial and gate smoothing prior (denoted as "MAP-ST"). The starting point for these iterative methods was determined in a similar fashion as in dEM [7] , [14] : first, a static (average) image was obtained for each gate by EM reconstruction; then, the activity at each pixel was initialized to increase linearly from one half of its static image value at the beginning to its full static value at its peak position, and then decrease linearly afterward to one half of its static value at the end of acquisition time. As reference for comparison, the noiseless images (reconstructed with EM from complete, noiseless projection data) are used (denoted as "Ideal").
In our experiments we used a motion-compensated gate smoothing prior as defined in Appendix A. For this prior, the image motion was determined from the noisy projection data. First, the MAP-S method was applied to reconstruct the dynamic sequence separately for each gate interval. The resulting images were then summed along the dynamic time axis to get eight gate frames, which were subsequently processed by a lowpass filter (order-3 Butterworth filter with 0.2 cycles/voxel cutoff frequency). Afterward, the 3D optical flow method was applied to estimate the motion between the different gate frames [16] .
Furthermore, for the dynamic operator in (8), we applied the same approach as in dEM [7] , [14] to determine the peak time points used in the dynamic constraints. That is, for each gating interval two initial reconstructions were first performed to obtain the dynamic images: one using increasing-only constraints and the other using decreasing-only constraints over the entire imaging period. The resulting two TACs at each pixel from these two reconstructions will have an overlapped plateau, of which the middle point was used as the peak location .
C. Evaluation Measures
We first evaluated the accuracy of the reconstruction results using several quantitative measures, including: 1) the mean squared error (MSE) of the reconstructed myocardium, and 2) bias-standard deviation plots for two selected ROIs (one normal and the other with a perfusion defect, as shown in Fig. 3 ) on the heart wall.
In addition, to demonstrate that the proposed procedure can yield information simultaneously for both time-varying tracer distribution and wall motion, we quantified the visibility of the perfusion defect relative to the normal heart wall by computing its contrast to noise ratio (CNR); in addition, we also compared the time activity curves (TAC) for the normal and perfusion ROIs from the reconstructed dynamic images, which show clear distinction between the two. Furthermore, we also quantified the reconstruction using ejection fraction (EF) of the LV, a measure pertinent to clinical assessment of LV functions.
Below we describe these measures in details.
1) MSE:
To quantify the overall accuracy of the reconstructed dynamic images of the myocardium, we computed the MSE of the reconstructed gated dynamic images as (17) where is the reconstructed, is the reference (Ideal), denotes a 20 19 17 volume containing the entire myocardium (of which three slices are shown in Fig. 3) , and is the total number of voxels in the ROI. The MSE in (17) is a direct measure of the accuracy of the reconstructed image values in the presence of imaging noise in the myocardium.
2) Bias-Variance Analysis: We also quantified the reconstruction accuracy of the heart wall in reconstructed images using bias-variance analysis. Two ROIs (one normal, one defect; each of size 2 2 2), as shown in Fig. 3 , were used. The results were then summarized by using a bias-standard deviation plot.
Specifically, for a reference image we use to denote its average intensity in a specified ROI, i.e., (18) where is the total number of pixels within the ROI. Our goal is to quantify the reconstruction accuracy of this quantity from different noisy realizations.
Let , be the estimates of from different noise realizations, then the estimate of , denoted by , is computed as follows: (19) The percent bias and standard deviation (std) of the estimator in (19) are then respectively estimated as (20) (21) In our experiments, a total of 30 noise realizations were used for generating the bias-standard deviation plots.
3) CNR:
To quantify the visibility of the perfusion defect in the presence of reconstruction noise, we computed the CNR for the perfusion defect relative to the normal heart wall throughout the course of dynamic time. In particular, we computed the average and peak CNR values as follows: (22) (23) where and are the average values of the normal myocardium and the defect, respectively, at time , and and denote their corresponding standard deviation values. In our experiments the dynamic images of the first gate was used for computing these quantities, of which the defect and normal ROIs are shown in Fig. 3 . For each noise realization, and were computed from these two ROIs; the variances and were estimated using an enlarged set of voxels surrounding each ROIs for stabilization. A total of 30 noise realizations were used.
4) TAC Analysis:
We also compared the TACs of the reconstructed 5D gated dynamic images from different reconstruction methods with that of the Ideal. The TACs were computed for the two ROIs (normal and perfusion) in Fig. 3 over 30 noise realizations. The ROIs were selected from the first gate of reconstructed images with optimal parameters. The TAC analysis is used to demonstrate that the proposed procedure can discriminate the time-varying tracer distribution in the reconstructed dynamic sequence.
5) LVEF:
We also quantified the reconstruction using ejection fraction (EF), a measure pertinent to clinical assessment of LV functions. To obtain LVEF, a reconstructed 5D image sequence was first collapsed into a gated sequence by summing along the dynamic time axis; the clinical software package 4DM-SPECT was then used to compute the EF from this collapsed sequence.
It is noted that with the clinical software the image analysis parameters may not be optimized for the reconstruction methods used, owing to the different resolution properties of the images. To accommodate this, we applied a training step (with a different set of noise realizations) prior to using the software, based on which the 4D images were first pre-processed with a lowpass Gaussian filter. In Fig. 4 we summarize the MSE of the reconstructed myocardium ROI obtained with different values of the spatial and gate parameters and . In this plot, each curve was obtained by varying while was held constant. These results were obtained from an average of 30 different noise realizations, with MSE computed for each realization as defined in (17) .
IV. RESULTS AND DISCUSSIONS
A. Reconstruction Accuracy 1) MSE Results:
The results in Fig. 4 show that use of gate smoothing prior (i.e., ) resulted in more accurate reconstruction of the myocardium than spatial-only smoothing MAP-S (i.e., ). As expected, the largest error was obtained when neither spatial nor gate smoothing was used (i.e., and which corresponds to dEM reconstruction); on the contrary, the best results were achieved when was used, for which the optimal MSE was obtained with . It is also noted that with the best MSE values were obtained when there was little or no spatial smoothing; in fact, MAP-T (i.e., ) achieved almost the optimal value. These results show that while additional spatial smoothing could further improve the reconstruction accuracy, its merit seems to diminish with increased gate smoothing (e.g.,
). This can be explained as follows. The LV heart wall is limited to only a few pixels thick in some gates; thus, while spatial smoothing can be effective for noise reduction, it can also lead to spatial blurring of the LV wall. With motion-compensated gate smoothing, the benefit of spatial smoothing simply becomes outweighed by its impact on the heart wall.
2) Bias-Variance Plots: In Fig. 5 we show the bias and standard-deviation plots for the normal ROI on the LV wall. These plots were obtained from 30 noise realizations, and the dynamic images at 1.78 min, 4.78 min, and 10.03 min were used which represented the early, middle and late stages of the imaging period. Similar results were also obtained for other time points. As in Fig. 4 , each curve in Fig. 5 was obtained by varying the spatial parameter ( ) while the gate parameter was held constant. From these results it can be seen that use of spatial smoothing reduces the variance at the expense of increased bias; at a given bias level, use of gate prior can significantly reduce the variance. Moreover, the reconstructed images exhibit a larger bias at the early stage of image period, which is consistent with the TAC results to be shown later in Fig. 6 . Table I we summarize the obtained CNR results of the perfusion defect versus its surrounding normal myocardium. These results were averaged from 30 noise realizations. As can be seen, the best CNR results were obtained with MAP-ST, while MAP-T achieved similar results. Also, although MAP-S achieved comparable values on average, it had significantly larger standard deviation, which reflects the effect of increased noise on the visibility of the perfusion defect.
B. Perfusion Defects versus Normal Myocardium 1) CNR of Perfusion Defect: In
2) Time Activity Curves (TACs): In Fig. 6 we show the TACs for both the defect and normal ROIs in the myocardium (shown in Fig. 3 ) obtained from 30 noise realizations (MAP-S: It is observed from Fig. 6 that the peak of the reconstructed normal myocardium TAC shows a consistent negative bias. Interestingly, this is also consistent with the relatively larger bias observed earlier in Fig. 5 for the early stage of the imaging period. We believe that this bias is mainly caused by the slow rotation of the camera, which results in temporal under-sampling of the fast uptake of the normal myocardium TAC at the early stage of imaging period.
Moreover, it can also be observed from Fig. 6 that the reconstructed defect TAC is consistently underestimated toward the end of the imaging period. We believe that this is likely caused by the reduced data counts in the late stage of the imaging period; the increased noise in the image data would compromise the estimate of the peak time in the dynamic constraint in (4), leading to premature decline in the defect activity. One consequence of the biases observed above is that it will reduce the contrast between normal myocardium and defect in the reconstructed images. Nevertheless, MAP-ST yields improved results for both normal and defect TACs. This is also consistent with the CNR results given earlier in Table I .
C. Ejection Fraction of LV
In Table II we show the EF results obtained from the gated dynamic images. These results were averaged from 30 noise realizations (with standard deviation values given in parentheses). As reference, the ground truth of these parameters of the NCAT phantom is also listed. It is observed that all three methods could lead to fairly accurate estimates of the EF, with MAP-ST achieving the smallest variance. These results demonstrate that the reconstructed 5D images could indeed yield valid information for LV function assessment.
D. Reconstructed Images
We show in Fig. 7 a set of dynamic images of the LV volume in short axis view for a number of selected gates and time points . For comparison, the corresponding Ideal images are also shown. For clarity, only the heart region is shown for four different gates (#1, #3, #5, #7) and nine time sample points from the uptake to the washout period. In Fig. 7 , the images along the horizontal direction show the effect of cardiac motion, while along the vertical direction they show the effect of tracer dynamics over time.
For better visual comparison, in Fig. 8 we show these images for two time points ( 1.78 min and 4.03 min). These images were normalized such that the myocardium has the same maximum for the two time points (as in clinical display). From these images it can be seen that MAP-S suffers from noticeable distortions in the heart wall; both MAP-T and MAP-ST have led to an improved reconstruction. It is also noted that MAP-T and MAP-ST results are similar. This is confirmed by the MSE results given above.
In addition, we also show in Fig. 9 the reconstructed LV from MAP-ST method at three time points (1.78 min, 6.09 min and 11.91 min, representing early, middle, and late stages of the imaging period). Interestingly, the following can be observed: the perfusion defect region (Fig. 3) was initially dimmer than the rest of the LV wall in the early stage (1.78 min), reflecting slower uptake; it then reversed to become brighter in the late stage (11.91 min), reflecting slower washout. These results were consistent with the dynamic TACs in Fig. 1 . Such a temporal behavior in tracer redistribution provides an important indicator of the perfusion defect.
E. Numerical Convergence
Finally, to demonstrate the numerical convergence of the reconstruction algorithms, in Fig. 10(a) we plot the objective function in (9) versus the number of iterations for both BSREM-II and OSL in a typical run ( , ); in Fig. 10(b) we show the corresponding MSE of the reconstructed myocardium ROI versus the number of iterations. The results reported above were all obtained by BSREM-II with 10 iterations.
V. CONCLUSION
In this study we developed a fully 5D image reconstruction procedure for gated dynamic cardiac SPECT imaging in the absence of multiple fast camera rotations. To combat the difficulty associated with the extremely ill-conditioned nature of the undersampled noisy data, we applied a dynamic constraint on the temporal activities in addition to spatial and motion-compensated gated regularization in the reconstruction procedure. We developed a modified BSREM algorithm for fully 5D reconstruction, which was demonstrated to be numerically more efficient than a previously developed OSL algorithm for gated dynamic SPECT. Our evaluation results demonstrate that with fully 5D reconstruction one can indeed obtain a sequence of gated dynamic images from a single acquisition, which provides information simultaneously for both time-varying tracer distribution in the myocardium and wall motion. Encouraged by these results, in future studies we plan to further develop and evaluate the reconstruction procedure by inclusion of other data degrading factors toward the ultimate goal of making 5D imaging a useful clinical tool.
Our numerical results indicate that the image activity can be underestimated at early stage in the normal myocardium and late stage in perfusion defect. Short of use of fast-rotation data, one possible solution to this problem could be to use list-mode data, which will likely improve the time resolution; in such a case, the likelihood function in (6) will need to be expressed in terms of an inhomogeneous Poisson rate function which relates to the tracer distribution function. This will be a subject of future study. In addition, in this work our main goal has been to study the feasibility of 5D imaging for reconstruction of the dynamic activities of the myocardium from slow-rotation SPECT data. As a result, in our study we have focused on the accuracy of reconstructed TACs of the myocardium (vis-a-vis normal and perfusion defects). As a next step, it would be interesting to further investigate other TACs such as the blood pool input function for use in the context of quantitative compartmental modeling.
APPENDIX DEFINITION OF IMAGE PRIORS
The spatial energy function in (7) is defined as (24) where is the th voxel in frame , is the unit-distance neighborhood around voxel , and is the number of voxels in . This quadratic penalty will enforce local spatial intensity smoothness in each image frame.
The energy function in (7) is defined as (25) where denotes the motion-compensated prediction operator from gate frame to frame , is a normalization constant for unit DC gain, is a parameter to control the degree of smoothing among temporal frames, and is the norm. In (25) the filter coefficients are defined so that temporally neighboring frames will have more contribution to the current frame than frames that are further apart. In our experiment, was used. In our previous work [5] the temporal prior used corresponds to a special case of (25) with .
