In matrix-valued datasets the sampled matrices often exhibit correlations among both their rows and their columns. A useful and parsimonious model of such dependence is the matrix normal model, in which the covariances among the elements of a random matrix are parameterized in terms of the Kronecker product of two covariance matrices, one representing row covariances and one representing column covariance. An appealing feature of such a matrix normal model is that the Kronecker covariance structure allows for standard likelihood inference even when only a very small number of data matrices is available. For instance, in some cases a likelihood ratio test of dependence may be performed with a sample size of one. However, more generally the sample size required to ensure boundedness of the matrix normal likelihood or the existence of a unique maximizer depends in a complicated way on the matrix dimensions. This motivates the study of how large a sample size is needed to ensure that maximum likelihood estimators exist, and exist uniquely with probability one. Our main result gives precise sample size thresholds in the paradigm where the number of rows and the number of columns of the data matrices differ by at most a factor of two. Our proof uses invariance properties that allow us to consider data matrices in canonical form, as obtained from the Kronecker canonical form for matrix pencils. Y d = M +AZB T . In this case, we write Y ∼ N (M, Σ 2 ⊗Σ 1 ), where Σ 1 = AA T and Σ 2 = BB T and "⊗" denotes the Kronecker product. This notation is based on the fact that the covariance matrix of the vectorization of Y is the Kronecker product Σ 2 ⊗ Σ 1 . If A and B, and 
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1.1. Kronecker covariances and matrix normal models. A matrix-valued dataset consists of a sample of data matrices Y 1 , . . . , Y n , each taking values in R m 1 ×m 2 for integers m 1 , m 2 ≥ 2. Such data arise in spatial statistics [KLL20] as well as in a variety of experimental settings where outcomes are obtained under combinations of two conditions, such as international trade between pairs of countries [VH15] , studies involving multivariate time-series of EEG measurements on multiple individuals [MKM + 12] , age by period human mortality data [FH14] , and factorial experiments arising in genomics [AT12] , to name a few. In these applications the matrices Y 1 , . . . , Y n often exhibit substantial covariance among their rows and covariance among their columns, in the sense that (after appropriately subtracting out any mean or regression effects), the empirical covariance matrices obtained from row and column flattenings, i.e., the two matrices n i=1 Y i Y T i and n i=1 Y T i Y i , are substantially non-diagonal. This motivates the use of a statistical model that can represent such data features.
One suitable and widely-used model is based on matrix normal distributions [Daw81, ORAvR13] . Let Z be an m 1 × m 2 random matrix with i.i.d. standard normal entries. A random matrix Y taking values in R m 1 ×m 2 is said to have a matrix normal distribution if there exist (deterministic) matrices M ∈ R m 1 ×m 2 , A ∈ R m 1 ×m 1 , and B ∈ R m 2 ×m 2 such that thus also Σ 1 and Σ 2 , are non-singular then the matrix normal distribution N (M, Σ 2 ⊗ Σ 1 ) is regular and admits a Lebesgue density.
For fixed m 1 and m 2 , the matrix normal model is the set of all regular matrix normal distributions. The number of covariance parameters in this model is on the order of m 2 1 + m 2 2 , which is a substantial reduction as compared to the normal model with unrestricted covariance and on the order of m 2 1 m 2 2 parameters. As a result, matrix normal models can be used to make likelihood-based inference with sample sizes that would preclude use of an unrestricted covariance model. For example, in [VH15] , it was shown that for square data matrices, matrix normal models could be used to construct non-trivial tests of dependence even when the sample size was one.
However, empirical results have indicated that the sample size required for a bounded likelihood or unique maximum likelihood estimator (MLE) depends in a complicated way on the dimensions m 1 and m 2 of the data matrices. Despite recent progress in identifying some sufficient sample size conditions, the precise behavior of the matrix normal likelihood function in settings with small sample size n is not fully understood [ST16] . Specifically, it is not known when precisely the MLE of the covariance matrix Σ 2 ⊗ Σ 1 exists or exists uniquely. This is the problem we address in this article. Our main contributions are new sample size conditions that ensure almost sure (a.s.) existence and uniqueness of the MLE of Σ 2 ⊗ Σ 1 , which we also refer to as the Kronecker MLE.
For notational simplicity, we obtain results for samples of size n from a mean-zero matrix normal model, that is,
As noted in Remark 1.1, sample-size thresholds for the case of an unknown mean will be equal to those in this mean-zero case, plus one additional data matrix. Let PD(m) be the cone of positive definite m × m matrices. Let Ψ 1 = Σ −1 1 and Ψ 2 = Σ −1 2 be the precision matrices. Ignoring an additive constant, two times the log-likelihood function for the matrix normal model can be written as (1.2) (Ψ 1 , Ψ 2 ) = nm 2 log det(Ψ 1 ) + nm 1 log det(Ψ 2 ) − tr Ψ 1
The log-likelihood function only depends on the Kronecker product Ψ 2 ⊗ Ψ 1 and (1.3) cΨ 1 , c −1 Ψ 2 = (Ψ 1 , Ψ 2 ) for all scalars c > 0. A standard method to compute the MLE of Ψ 2 ⊗ Ψ 1 is block-coordinate descent, also referred to as the "flip-flop algorithm" [Dut99] . If Ψ 2 is fixed to be a valueΨ 2 , the likelihood function is maximized byΨ 1 =Σ −1
Similarly, since the trace term in (1.2) can be alternatively written as tr(Ψ 2 i Y T i Ψ 1 Y i ), the maximizer when fixing Ψ 1 =Ψ 1 isΨ 2 =Σ −1 2 withΣ 2 = 1 nm 1 Y T iΨ 1 Y i . The flip-flop algorithm proceeds by iteratively updatingΨ 1 andΨ 2 (or equivalentlyΣ 1 andΣ 2 ) using these formulas. Evidently, the updates are well-defined as long as both i Y iΨ2 Y T i and i Y T iΨ 1 Y i are invertible. As will be made precise later in Lemma 2.3, this condition will be met a.s. as long as the "row sample size" nm 2 is as big as the number of rows m 1 , and similarly nm 1 is as big as m 2 .
Example 1.1. Consider the case of n = 2 data matrices of size (m 1 , m 2 ), where we fix m 2 = 4 and consider m 1 = 5, 6, 7, 8. In each case we take the data to be in a canonical form (as specified in Theorem 5.1) and run the flip-flop algorithm starting from a random choice for Ψ 1 . Figure 1 depicts the behavior of the algorithm in terms of the function g defined as −2/n times the log-likelihood (solid line); see (2.2). In addition, the figure shows the difference in g from one iteration to the next (dashed line). The top left figure, which is for (m 1 , m 2 ) = (5, 4), shows the function g = −(2/n) converging to its minimum. 1.2. Maximum likelihood thresholds and known results. As explained in Section 5, the behavior of the log-likelihood function with respect to existence and uniqueness of the Kronecker MLE is essentially independent of the realizations Y i , and merely depends on the triple (m 1 , m 2 , n). It is well known that for large enough n the Kronecker MLE exists uniquely a.s.; this is simply a consequence of the properties of the usual (vector) normal model. However, special and at times somewhat paradoxical properties of the matrix normal model emerge for small sample size n. Indeed, as we noted in Example 1.1, for fixed m 2 minor differences of m 1 may cause substantially different behavior of the log-likelihood function when the sample size n is small. To capture this behavior, we define in this paper three types of sample size thresholds, which are critical sample sizes at which the a.s. behavior of the likelihood function changes. Our terminology follows [GS18, DFKP19] .
Definition 1.1. (i) The Kronecker MLE exists if the function achieves its maximum over the domain of definition PD(m 1 ) × PD(m 2 ). It exists uniquely if in addition all local maxima of have the same Kronecker product.
(ii) We define three positive integer thresholds for the sample size. The existence threshold N e (m 1 , m 2 ) is the integer such that the Kronecker MLE exists a.s. if and only if n ≥ N e (m 1 , m 2 ). The uniqueness threshold N u (m 1 , m 2 ) is the integer such that the Kronecker MLE exist uniquely a.s. if and only if n ≥ N u (m 1 , m 2 ). Finally, the boundedness threshold N b (m 1 , m 2 ) is the integer such that is bounded a.s. if and only if n ≥ N b (m 1 , m 2 ).
Remark 1.1. Throughout the paper we assume the expectation of Y i to be zero. Standard results on centering normal observations yield that N b (m 1 , m 2 ) + 1, N e (m 1 , m 2 ) + 1, and N u (m 1 , m 2 ) + 1 are the relevant thresholds for the case where the mean matrix in R m 1 ×m 2 is unknown and also estimated by maximum likelihood.
The three thresholds from Definition 1.1 are finite and no larger than m 1 m 2 . Specifically, the well-known results on estimation of an unconstrained Gaussian covariance matrix collected in [And03, Section 3.2] together with Lemma 2.2 below yield that n ≥ m 1 m 2 is sufficient for a.s. unique existence of the Kronecker MLE. However, this condition is far from necessary. Indeed, the main theorem of [ST16] states that unique existence holds a.s. under the much weaker requirement that n > m 1 m 2 + m 2 m 1 .
To our knowledge, this is the best known sufficient condition for a.s. (unique) existence. The condition
(1.4) n ≥ max m 1 m 2 , m 2 m 1 is necessary for existence. This is a consequence of the following simple lemma, for which we include a proof in the appendix.
. . , Y n ) ∈ R m 1 ×nm 2 has row rank smaller than m 1 , then (Ψ 1 , Ψ 2 ) is not bounded above on PD(m 1 ) × PD(m 2 ).
Note from our earlier discussion that the condition from (1.4) is precisely the requirement needed for the flip-flop algorithm to have well-defined iterative update steps. Somewhat confusingly, some of the literature refers to (1.4) as the necessary and sufficient condition for existence of the Kronecker MLE; see, e.g., [Dut99] . However, even when (1.4) holds, the likelihood function need not achieve its maximum, or even be bounded (recall Example 1.1).
In terms of the thresholds we defined, the known results from the literature may be summarized as follows.
Proposition 1.3. The three ML thresholds satisfy
We remark that m 1 m 2 + m 2 m 1 is integer if and only if m 1 = m 2 . So, for rectangular matrices (m 1 = m 2 ), the upper bound on N u (m 1 , m 2 ) can be written as m 1 m 2 + m 2 m 1 . 1.3. New contributions. Our interest is in precise formulas for the thresholds. The case where one matrix dimension divides the other is the simplest. We derive the following result in the appendix.
Theorem 1.4. Suppose m 1 ≥ m 2 ≥ 2 and m 2 |m 1 , i.e., m 1 is divisible by m 2 . Then
For the case where the matrix dimensions do not divide each other, Proposition 1.3 yields a solution when one matrix dimension is sufficiently large compared to the other. Corollary 1.5. Suppose that m 1 > m 2 ≥ 2. Let r = m 1 mod m 2 be the remainder in integer division, so r ∈ {0, . . . , m 2 − 1}. If r ≥ 1 and
This formula holds, in particular, when m 1 ≥ m 2 2 and r ≥ 1. Our new results in Theorem 1.4 and Corollary 1.5 can be roughly interpreted as saying that, as long as m 1 is divisible or approximately divisible by m 2 , then the sample size requirements for (unique) existence of an MLE are the same as the sample size requirements for the steps of the flip-flop algorithm to be well defined. This equivalence is perhaps the reason why in the early literature on Kronecker MLEs, these two sample sizes were conflated. However, as illustrated in Example 1.1, the flip-flop algorithm can diverge even though each step is well-defined. The main additional results in our paper are to understand and describe this discrepancy. Specifically, we provide formulas for the three thresholds in the regime where the upper bound from Proposition 1.3 leaves the largest gap, namely, the case where
We state our main theorem here.
Theorem 1.6. Suppose that 2m 2 ≥ m 1 ≥ m 2 . Then
The ingredients needed to establish Theorem 1.6 will be developed in the remainder of the paper. How they fit together is also outlined in the proof of Theorem 1.6 that we include in the appendix. When combined with additional calculations using Gröbner basis methods to check algebraic conditions given in Theorems 3.1 and 3.3, Theorem 1.6 provides N u (m 1 , m 2 ), N e (m 1 , m 2 ), and N b (m 1 , m 2 ) for small m 1 and m 2 ; see Table 1 .
The remainder of the paper is organized as follows. We begin by recalling preliminary results concerning convexity properties of the negated log-likelihood function, and we introduce a profile likelihood function (Section 2). We then give algebraic conditions for existence and uniqueness of the Kronecker MLE (Section 3). These are formulated in terms of rank drops, meaning the extent to which the rank of a data matrix may be reduced through certain linear transformations. The sufficient condition also appears in a more geometric form in the proofs in [ST16] . The key ingredients for the proof of Theorem 1.4 are derived in Section 4. The proof of Theorem 1.6 requires a study of the case of sample size n = 2 and is developed in Section 5. Our arguments use invariance of the likelihood surface under group actions, and Unique existence N u (m 1 , m 2 ) (left); Bounded likelihood/existence N e (m 1 , m 2 ) = N b (m 1 , m 2 ) (right). m 1 m 2 2 3 4 5 6 7 8 9 10 2 3 3 2 3 4 3 2 3 5 3 3 2 3 6 4 3 3 2 3 7 4 3 3 3 2 3 8 5 3 3 3 3 2 3 9 5 4 3 3 3 3 2 3 10 6 4 3 3 3 3 3 2 3 m 1 m 2 2 3 4 5 6 7 8 9 10 2 1 3 2 1 4 2 2 1 5 3 3 2 1 6 3 2 2 2 1 7 4 3 3 3 2 1 8 4 3 2 3 2 2 1 9 5 3 3 3 2 3 2 1 10 5 4 3 2 3 3 2 2 1 we use certain canonical forms for generic data matrices under the group action. For data in such canonical form, we are able to explicitly give the critical points of the likelihood function (Section 6). We end with a brief conclusion (Section 7).
Preliminaries
2.1. Geodesic convexity and uniqueness of MLE. The log-likelihood function defined in (1.2) is not concave. However, it can be shown to be g-concave, that is, is concave along suitable geodesics between any pair of matrices in PD(m 1 ) × PD(m 2 ). The geodesics are obtained from geodesics in PD(m), which take the form
when linking two matrices Q 0 , Q 1 ∈ PD(m). The g-concavity of was observed in [Wie12] and yields the following fact; see also [Rap97, Chap. 6 ].
Lemma 2.1. Every critical point and, in particular, every local maximum of is a global maximum.
Suppose has two distinct maxima. Then, by concavity, is constant along the geodesic linking them. We may extend the geodesic by considering t ∈ R in (2.1). Along this extended geodesic, remains constant even as the underlying matrices diverge or approach the boundary of PD(m 1 ) or PD(m 2 ). This can be used to guarantee uniqueness of the Kronecker MLE as noted in [ST16] . Call the log-likelihood function coercive if
2 ) that diverge or approach the boundary of PD(m 1 ) × PD(m 2 ). If is coercive, then clearly the Kronecker MLE exists and it exists uniquely based on our above discussion. However, more is true. This lemma is proven as part of Lemma 4 in [ST16] .
Profile likelihood.
For any Ψ 2 ∈ PD(m 2 ), the log-likelihood function admits a section Ψ 2 : PD(m 1 ) → R given by Ψ 2 (Ψ 1 ) = (Ψ 1 , Ψ 2 ). Lemma 2.3. Suppose nm 2 ≥ m 1 ≥ m 2 . For generic data Y 1 , . . . , Y n , every section Ψ 2 , Ψ 2 ∈ PD(m 2 ), achieves its maximum on PD(m 1 ) uniquely at
Proof. According to the well-known results for ML estimation of a Gaussian covariance matrix [And03, Section 3.2], the claim is true for a particular restriction Ψ 2 if the positive semi-
Being a sum of nm 2 ≥ m 1 generic rank 1 matrices, this m 1 × m 1 matrix has full rank m 1 . The kernel is thus zero.
In the regime of interest, with nm 2 ≥ m 1 ≥ m 2 , Lemma 2.3 ensures that for generic data Y 1 , . . . , Y n the profile log-likelihood function
is well-defined on PD(m 2 ). Now, is bounded above/achieves its maximum on PD(m 1 ) × PD(m 2 ) if and only if prof is bounded above/achieves its maximum on PD(m 2 ). This in turn is equivalent to the function
being bounded below/achieving its minimum on PD(m 2 ). We note that
The function g is geodesically convex (g-convex). This follows from its definition as negatived profile of a g-concave log-likelihood function. It can also be seen directly by observing that log det(·) is linear along the geodesics from (2.1) and verifying that the first term in (2.2) is g-convex; see Lemma 2 in [Wie12] .
Call g coercive if g(Ψ (t) ) tends to +∞ for any sequence Ψ (t) that diverges or approaches the boundary of PD(m 2 ). Then our observations may be summarized as follows. Proof. The first assertion of this lemma is clear from the definition of g, and the second claim follows from Lemma 2.2.
Group action.
An important ingredient to our later analysis is the fact that a group action allows one to consider data in canonical position. Let GL(m, R) be the general linear group of m × m real invertible matrices. The direct product GL(m 1 , R) × GL(m 2 , R) acts naturally on a data set comprised of matrices Y 1 , . . . , Y n ∈ R m 1 ×m 2 . For A ∈ GL(m 1 , R) and B ∈ GL(m 2 , R), the action is
Recall that the log-likelihood surface of a model is the graph of its log-likelihood function.
Lemma 2.5. If two data sets are in the same GL(m 1 , R) × GL(m 2 , R)-orbit, then their loglikelihood surfaces are translations of one another.
Proof. Let be the log-likelihood function from (1.
where c is a constant that depends on n, m 1 , m 2 , det(A) and det(B). The maps Ψ 1 → A T Ψ 1 A and Ψ 2 → BΨ 2 B T are bijections from PD(m 1 ) to PD(m 1 ) and PD(m 2 ) to PD(m 2 ), respectively. Therefore, subtracting c from each function value translates the graph of into the graph of .
Algebraic conditions for existence and uniqueness
In this section we prove a necessary condition for existence of the Kronecker MLE as well as a sufficient condition for its unique existence. Both conditions involve the rank of
after linear transformation using certain nm 2 × nm 2 matrices in Kronecker product form.
3.1. Necessary condition for existence. The following condition strengthens the necessary condition from Lemma 1.2.
then the log-likelihood function is unbounded and the Kronecker MLE does not exist.
(ii) If there exists a non-zero and singular matrix X ∈ R m 2 ×m 2 such that
then the log-likelihood function is not coercive and the Kronecker MLE does not exist uniquely.
Proof. (i) Let X ∈ R m 2 ×m 2 satisfy the assumed rank condition. If X is invertible, then the data matrix Y from (3.1) has rank(Y ) < m 1 and the likelihood function is unbounded by Lemma 1.2. Hence, only the case where rank(X) = k < m 1 needs to be considered.
Let q 1 , . . . , q m 2 be the eigenvectors of XX T , with corresponding eigenvalues d 1 , . . . , d m 2 . Since rank(XX T ) = rank(X) = k, we may assume that d j = 0 for j ≥ k + 1, in which case
Define the positive semidefinite matrix
Then XX T + Ψ is positive definite. We claim that
which implies the theorem's assertion via Lemma 2.4. Let r be the rank of
Then r is also the rank of
is a polynomial of degree r in λ. Lemma 3.2 also yields that det(λXX T + Ψ) is a polynomial of degree k in λ. By assumption rm 2 < km 1 . Therefore,
Taking the logarithm yields the claim from (3.2).
(ii) Proceeding as in case (i) we obtain in (3.3) a ratio of two polynomials of equal degree and a finite and positive limit. It follows that g converges to a finite limit and, thus, is not coercive. An application of Lemma 2.4 yields the claim.
Lemma 3.2. Let A, B ∈ R m×m be two positive semidefinite matrices whose sum A + B is positive definite. Let rank(A) = r. Then det(γA + B) is a degree r polynomial in γ.
Proof. Choose an invertible matrix C such that
Remark 3.1. The eigenvalues d j in the above proof are also the eigenvalues of (A + B) −1 A.
so that v is an eigenvector for eigenvalue 1.
3.2. Sufficient conditions for existence and uniqueness.
then the log-likelihood function is bounded from above.
then the log-likelihood function is coercive and the Kronecker MLE exists uniquely.
Proof. (i) Assume that the log-likelihood function is not bounded from above. Then there exists a sequence
) T be the spectral decomposition. The set of orthogonal matrices is compact and, passing to a subsequence if necessary, we may assume the sequence Q (t) to be convergent. By Lemma A.1 in the appendix, again passing to a subsequence if necessary, we may assume the diagonal elements of Λ (t) to be such that the resulting sequence Ψ (t) is of the form
k is a sequence of positive semidefinite matrices that converges to a limit Ψ k and such that for all t it holds that rank Ψ k → 0. Note also that in (3.4) we must have K ≥ 2 because if K = 1, then lim t→∞ Ψ (t) 1 = Ψ 1 ∈ PD(m 2 ) and lim t→∞ g(Ψ (t) ) = lim t→∞ g(
The assumption in part (i) of the theorem is that
Then, the order of det(M (t) ) is bounded from below by
, and the order of
Under the condition (3.7), the product in (3.8) and, thus, also e g(Ψ (t) ) does not converge to 0. This means that g(Ψ (t) ) is bounded from below and cannot diverge to −∞. This is a contradiction.
(ii) The assumption is now that
Let Ψ (t) be a sequence in PD(m 2 ) such that Ψ (t) → Ψ 0 , where Ψ 0 is singular. Assume that the likelihood function is not coercive and g(Ψ (t) ) is bounded from above. As in the proof of (i), we can take a subsequence of the form (3.4) with Ψ 1 = Ψ 0 and ε (t) 1 → 1. Under the assumption (3.9), the lower bound (3.8) of e g(Ψ (t) ) always diverges to infinity, which is a contradiction.
3.3. Minimal ranks. Assume, as throughout, that we have data matrices
For generic data matrices, the results in this section can be summarized as follows. 
Square matrices
This section treats the case of square data matrices. So, m 1 = m 2 and we denote this common value also by m. The results we develop, specifically, Corollaries 4.3, 4.6, and 4.9, yield the following statement about the three sample size thresholds. Throughout the remainder of this section we tacitly assume that each one of the data matrices Y 1 , . . . , Y n is invertible, as is the case almost surely. 4.1. One square data matrix. We begin with an observation utilized in [VH15] .
Proposition 4.2. If m 1 = m 2 and n = 1, then the profile likelihood function g from (2.2) is constant.
Proof. The single m × m data matrix Y 1 being invertible, we have
The proposition implies that for n = 1 the likelihood function achieves its maximum but not uniquely so. We may deduce from the rank conditions in Section 3 that r 1 (m, m, k) ≥ k for all m ≥ 2 and k = 1, . . . , m. As r n (m 1 , m 2 , k) is non-decreasing in n, we obtain that r n (m, m, k) ≥ k always, which implies S n (m, m) ≥ 0. By Theorem 3.4(i), we have: 
Since W is real and generic, its characteristic function does not have multiple zeros and all of its (complex) Jordan blocks are of size 1. For any real eigenvalue λ j , let x j ∈ R m \ {0} be an associated real eigenvector such that
For any pair of complex eigenvalues µ j ± iν j , let y j , z j ∈ R m \ {0} be real vectors such that y j ± iz j ∈ C m are eigenvectors corresponding to µ j ± iν j , so
Altogether the vectors x j , y j , and z j form a basis of R m . Suppose now that W has at least one real eigenvalue or k is even. Choose a full rank matrix X * ∈ R m×k by selecting its columns as individual vectors x j or pairs (y j , z j ), that is, X * = (x 1 , . . . , x s , y 1 , z 1 , . . . , y t , z t ), s + 2t = k.
Then r 2 (m, m, k) ≤ rank X * , W X * = k. On the other hand, trivially we have
In the remaining case where k is odd and all eigenvalues complex, we may reduce the rank of (X, W X) to k + 1 by choosing choose k − 1 columns of X based on eigenvectors. However, we cannot reduce rank further as this would contradict the linear independence of eigenvectors. Proof. When m = 2 and Y −1 1 Y 2 has complex eigenvalues, r 2 (2, 2, 1) = 1 + 1, and S 2 (2, 2) = min 1≤k≤2−1 [2r 2 (2, 2, k) − 2k] = 2r 2 (2, 2, 1) − 2 × 1 = 2.
When m = 2 and Y −1 1 Y 2 has real eigenvalues, r 2 (2, 2, 1) = 1, and S 2 (2, 2) = 2r 2 (2, 2, 1) − 2 × 1 = 0.
When Proposition 4.7. Suppose n = 2 with invertible data matrices Y 1 and Y 2 of size 2 × 2. Three cases are possible:
(i) The matrix Y −1 1 Y 2 has real eigenvalues and is diagonalizable. The likelihood function is then bounded and achieves its maximum, but not uniquely so.
(ii) The matrix Y −1 1 Y 2 has real eigenvalues but is not diagonalizable. The likelihood function is then bounded but fails to achieve its maximum. Only cases (i) and (iii) occur with positive probability. If the entries of Y 1 and Y 2 are i.i.d. N (0, 1), then case (i) has probability π/4 ≈ 0.7854.
Proof. We may put Y 1 and Y 2 in special position through the action of GL(m,
If the two eigenvalues are complex then S 2 (2, 2) = 1 as noted in the proof of Corollary 4.6. By Theorem 3.4 the Kronecker MLE exists uniquely. In special form, our data matrices take the form
with a, b ∈ R. Then the negated profile log-likelihood function from (2.2) is
.
Let λ 1 ≥ λ 2 > 0 be the two eigenvalues of the positive definite 2 × 2 matrix Ψ. Then
is minimal when λ 1 = λ 2 , which occurs if and only if Ψ = λI 2 for λ > 0. Translating back to the original data yields the claimed formula for the MLE. Case (i): By the diagonalizability assumption, the special form of our data matrices is
The negated profile log-likelihood function from (2.2) now equals (4.2) g(Ψ) = 2 log (1 + ab) 2 + (a − b) 2 ψ 11 ψ 22 det(Ψ) .
Let ρ ≡ ρ(Ψ) = ψ 12 / √ ψ 11 ψ 22 be the correlation. Then ψ 11 ψ 22 det(Ψ) = 1 1 − ρ 2 is minimized uniquely for ρ = 0. Hence, the function g from (4.2) is minimized by all diagonal matrices. The likelihood function achieves its maximum but not uniquely so.
Case (ii): The special form of our data matrices is now
with a ∈ R. The negated profile log-likelihood function from (2.2) is (4.3) g(Ψ) = 2 log (1 + a 2 ) 2 + ψ 2 22 det(Ψ) > 2 log (1 + a 2 ) 2 as ψ 22 , det(Ψ) > 0. If we fix the values ψ 11 = 1 and ψ 12 = 0, and let ψ 22 → 0, then g(Ψ) converges to 2 log((1 + a 2 ) 2 ). Hence, 2 log((1 + a 2 ) 2 ) = inf{g(Ψ) : Ψ ∈ PD(2)} but this infimum is not achieved.
Finally, case (ii) occurs with probability zero as Y −1 1 Y 2 has to have an eigenvalue of multiplicity two. The probability of case (i) is found in Lemma A.2 in the appendix.
The dichotomy from the case of 2 × 2 matrices disappears for larger matrices.
Proposition 4.8. If n = 2 with square data matrices of size m ≥ 3, then the likelihood function is a.s. bounded and achieves its maximum, but not uniquely so.
Proof. We prove the claim by exhibiting an at least two-dimensional set of critical points, which must all be global optima by Lemma 2.1.
As in the proof of Proposition 4.7, assume that Y 1 = I m is the identity and that Y 2 is in real Jordan form for the almost surely occurring case of all eigenvalues being distinct. Then Y 2 is block-diagonal with blocks of size 1 or 2; the 2 × 2 blocks are as in (4.1). As the matrix size is m ≥ 3, there are k ≥ 2 blocks, which we denote by Y 21 , . . . , Y 2k . Let b 1 , . . . , b k ∈ {1, 2} be the sizes of these blocks.
The profile function we minimize is
For each block define an analogous function
The logarithm of the determinant has differential d log det(Ψ) = tr Ψ −1 dΨ .
It follows that the differential of g in (4.4) is
As candidates, consider block-diagonal matrices Ψ 0 with k blocks Ψ 01 , . . . , Ψ 0k of sizes b 1 , . . . , b k , respectively. Then Ψ 0 + Y 2 Ψ 0 Y T 2 is block-diagonal, and we have
Now, take each block of Ψ 0 to be a multiple of the identity, so Ψ 0l = λ l I b l for l = 1, . . . , k. If b l = 1, then dg l (Ψ 0l ; U l ) = 0 trivially because g l is then constant. If b l = 2, then dg l (Ψ 0l ; U l ) = 0 as we showed in the proof of Proposition 4.7 that g l is minimized by multiples of I 2 . We conclude that block-diagonal matrices with blocks equal to multiples of the identity are critical points. As there are k ≥ 2 blocks the critical points we exhibited form a set of dimension at least 2. Hence, the likelihood function achieves its maximum, but not uniquely so. 
Rectangular matrices
In this section we consider n = 2 rectangular matrices Y 1 and Y 2 of size m 1 × m 2 with m 1 > m 2 . As discussed in Section 1, the nontrivial case is then nm 2 = 2m 2 > m 1 > m 2 . For this case, we derive explicit solutions for the minimal rank r 2 (m 1 , m 2 , k) in (3.10) and S 2 (m 1 , m 2 ) in (3.11). 5.1. Kronecker canonical form. As discussed in Section 2.3, our problem is invariant with respect to the group action Y i → AY i B, (A, B) ∈ GL(m 1 , R) × GL(m 2 , R). The theorem below states that when Y 1 and Y 2 are generic, by choosing A and B appropriately (depending on the data Y i ), the problem can be reduced into a simplified canonical form.
In the sequel, we write 0 k,l for the k × l matrix with all entries zero.
Theorem 5.1. Let Y 1 and Y 2 be generic rectangular matrices of size m 1 × m 2 with 2m 2 > m 1 > m 2 . There exist A ∈ GL(m 1 , R) and B ∈ GL(m 2 , R) such that
Proof. This is a variation of the Kronecker canonical form (see Remark 5.1). For constructive proofs, see [TBK99] and [Mur00, Theorem 5.1.8].
Remark 5.1. Let
It is known that for generic matrices Y 1 and Y 2 in Theorem 5.1, there exist A ∈ GL(m 1 , R) and B ∈ GL(m 2 , R) such that
where l, n a and n b are functions of (m 1 , m 2 ) defined in (5.6) and (5.7); see [EEK97, Section 3.3]. The pair of block diagonal matrices in (5.2) is referred to as the Kronecker canonical form. We easily see that the form in (5.1) may be obtained from that in (5.2) by permuting rows and columns.
In the remainder of this section, we assume without loss of generality that Y 1 and Y 2 are already in the canonical form in (5.1). The minimal rank (3.10) we will determine then becomes
where for ease of presentation the matrix whose rank we consider has been transposed.
Gröbner basis computation.
When m 2 is small, the minimal rank r 2 (m 1 , m 2 , k) can be found by algebraic computations. Since
we can set k columns of X ∈ R k×m 2 to form an identity matrix. We thus proceed through the following steps:
Step 1. For each set {l 1 , . . . , l k } with 1 ≤ l 1 < · · · < l k ≤ m 2 , repeat (i) and (ii) below: (i) Let
(ii) For i = 0, 1, . . ., try to solve the polynomial system
by computing and inspecting a Gröbner basis. If a real solution X * exists for i = i * but not for i = i * + 1, let
Step 2. Take the minimum for all possible 1 ≤ l 1 < · · · < l k ≤ m 2 : We observe a drop in rank. For the other combinations {l 1 , l 2 } = {1, 2} and {2, 3}, no rank drop occurs, i.e., Rank[{l 1 , l 2 }] = 4. Hence, r 2 (m 1 , m 2 , k) = r 2 (5, 3, 2) = 3.
In the example just given a well-devised 0-1 matrix X attains the minimal rank. We shall see that such a matrix exists for general (m 1 , m 2 , k); see the construction in (5.10).
5.3.
Evaluation of the minimal rank. Our strategy to determine r 2 (m 1 , m 2 , k) is to first provide an upper bound by specifying a special 0-1 matrix X. We then prove that no other matrix can achieve lower rank than X. In order to state our results, some further notation is needed.
Let
Based on the value l(m 1 , m 2 ), the set of pairs (m 1 , m 2 ) of interest is disjointly divided as
(m 1 , m 2 ) | (l + 1)m 2 − lm 1 > 0, (l + 1)m 1 − (l + 2)m 2 ≥ 0 . Let (5.7) n a = (l + 1)m 2 − lm 1 > 0, n b = (l + 1)m 1 − (l + 2)m 2 ≥ 0 with l = l(m 1 , m 2 ). Now we partition the columns of X as
Indeed, the number of columns of X is
Accordingly,
Theorem 5.2. For given (m 1 , m 2 ) with 2m 2 > m 1 > m 2 , let l = l(m 1 , m 2 ), n a , and n b be defined as in (5.6) and (5.7). Then the minimal rank r 2 (m 1 , m 2 , k) is the solution of the integer program
where a 1 and b 1 are non-negative integers.
Proof. [Upper bound]
We first show that the right-hand side of (5.9) is an upper bound on r 2 (m 1 , m 2 , k). To do this, we specify a particular matrix X that gives a rank equal to the right-hand side of (5.9). Let n a ≥ a 1 ≥ · · · ≥ a l+1 ≥ 0 and n b ≥ b 1 ≥ · · · ≥ b l ≥ 0 such that k a = l+1 j=1 a j , k b = l j=1 b j with k a + k b = k. For integer i ≥ 1, define the matrices (5.10)
The matrices X 2i−1 are of size k × n a and defined for i ≤ l + 1. The matrices X 2i are of size k × n b and defined for i ≤ l. Then, rank
We may now minimize this rank a 1 + b 1 + k by varying a 1 , . . . , a l+1 and b 1 , . . . , b l . Our claim is then that this optimization over 2l + 1 variables gives the minimum on the right-hand side of (5.9). To show this, we first show that
The inclusion "⊂" for the two sets in (5.11) is obvious. To prove "⊃", let (a 1 , b 1 ) be a point in the set on the right-hand side of (5.11). We then need to argue that there exist a 2 , . . . , a l+1 , b 2 , . . . , b l such that a 1 ≥ a 2 ≥ · · · ≥ a l+1 ≥ 0, b 1 ≥ b 2 ≥ · · · ≥ b l ≥ 0, and
covers all possible values for k − a 1 − b 1 . Finally, the feasible set for the minimization in (5.9) differs from the set on the right-hand side of (5.11) only by the constraint a 1 +b 1 ≤ k. However, a pair (a 1 , b 1 ) cannot be a minimizer for (5.9) if a 1 + b 1 > k. Hence, the minimum in (5.9) equals the minimum over the right-hand side of (5.11).
[Lower bound] To obtain a lower bound, it is convenient to rearrange the columns of (5.8) as
We first find a lower bound of the rank of (5.12) for a fixed matrix X, and then obtain a lower bound for all possible X. Let k a = rank(X 1 , X 3 , . . . , X 2l+1 ), and k b = k − k a . There is a (k − k a ) × k matrix T such that T X = T (X 1 , X 3 , . . . , X 2l+1 ) = 0. Let S be a k a × k matrix such that S T ∈ GL(k, R).
Multiplying the matrix 
to (5.12) from the left yields
where we define X
2i−1 = SX 2i−1 and X
(1) 2i = T X 2i . The rank of (5.12) is bounded below by the sum of the ranks of the two matrices:
(5.13) X
(1) 1
and (5.14) X
(1) 2
X
(1) 4
· · · X
(1) 2l
Note here that rank X
(1) 1 , . . . , X
(1) 2l+1 = k a , rank X
(1) 2 , . . . , X
a be the rank of (5.13), and let a 1 = rank X
. Then we obviously have
Take A ∈ GL(k a , R) and P ∈ GL(n a , R) such that AX
(1) 1 P = I a 1 0 ; these are the first k a rows of X 1 in (5.10). Consider then transforming (5.13) by multiplying the 2k a × 2k a blockdiagonal matrix diag(A, A) from the left and the (l + 2)n a × (l + 2)n a block-diagonal matrix diag(P, . . . , P ) from the right. This transformation preserves rank and turns the matrix in (5.13) into (5.16)
2i−1 be the submatrix consisting of the (a 1 + 1)st to k a th row of X 2i−1 . Note that rank X
(1) 2l+1 = rank I a 1 * · · · * 0 X (2) 3 · · · X (2) 2l+1 and hence rank X
(2) 3 , . . . , X
(2) 2l+1 = rank X
(1) 2l+1 − a 1 = k a − a 1 . Deleting the rows with indices between k a + 1 and k a + a 1 from (5.16), we have the inequality
Repeating the procedure in the preceding paragraph (i − 1) times, we obtain the matrices X 
Noting that
we obtain that the inequalities in (5.15) and (5.17) extend to
respectively. Here we let r (l+2) a = 0. From (5.19) and (5.20), we find that
for all i. This is equivalent to
From the construction (5.18), we have
Applying the same arguments, the rank r
(1) b of (5.14) is seen to satisfy the inequality (5.23) r
where the b j = rank X (j) 2j
are defined in analogy to the a i and satisfy the identity
Combining (5.21) and (5.23), the rank of the matrix (5.12) can be bounded from below as (5.25) rank of (5.12) ≥ max
The bound in (5.25) is for a given fixed matrix X and in terms of the ranks a i and b j the matrix determines. To obtain a lower bound for all possible X, we may minimize the right-hand side of (5.25) under the constraints the a i and b j should satisfy. These constraints are given by (5.22) and (5.24). We, thus, minimize over the set
As this set is contained in
we see that r 2 (m 1 , m 2 , k) is bounded from below by the right-hand side of (5.9). 5.4. Evaluation of S 2 (m 1 , m 2 ). Our next goal is to evaluate the quantity (5.26) S 2 (m 1 , m 2 ) = min 1≤k≤m 2 −1 m 2 r 2 (m 1 , m 2 , k) − m 1 k whose sign determines the (in-)existence of the MLE. As in the previous subsection, we refer to the numbers l(m 1 , m 2 ), n a , and n b defined in (5.6) and (5.7), respectively. Note first that m 2 m 1 − m 2 is an integer ⇔ n b = 0.
Theorem 5.3. (i) If m 1 = m 2 + 1, then n a = 1, n b = 0, and
with the minimum in (5.26) attained iff k = m 2 − 1.
(ii) If m 1 > m 2 + 1 and m 2 m 1 −m 2 is an integer, then n a ≥ 2, n b = 0, and S 2 (m 1 , m 2 ) = 0, with the minimum in (5.26) attained iff k is an integer multiple of m 2 m 1 −m 2 . (iii) If m 1 > m 2 + 1 and m 2 m 1 −m 2 is not an integer, then n a ≥ 1, n b ≥ 1, and S 2 (m 1 , m 2 ) = −n a n b , with the minimum in (5.26) attained iff k = (l + 1)n a .
Proof. (i) When m 1 = m 2 + 1, we have l = m 2 − 1, n a = 1, and n b = 0. It follows from Theorem 5.2 that r 2 (m 1 , m 2 , k) = k + 1. We obtain that (ii) When m 1 > m 2 + 1 and m 2 m 1 −m 2 is an integer, it holds that l = m 2 m 1 −m 2 − 1, n a = m 1 − m 2 and n b = 0. Theorem 5.2 yields that
Consequently,
The lower bound 0 is attained when k m 1 −m 2 m 2 is an integer. (iii) Finally, consider the case where m 2 m 1 −m 2 is not an integer (trivially m 1 − m 2 > 1). Then S 2 (m 1 , m 2 ) equals the minimum of the function
We distinguish two cases of how the minimum may be attained, namely, case 1 with m 2 − 1 ≥ a(l + 1) + bl, and case 2 with m 2 − 1 < a(l + 1) + bl. Accordingly,
where S 2 (m 1 , m 2 ) and S 2 (m 1 , m 2 ) are the minima of h(k, a, b) from (5.27) over the sets
respectively.
Case 1: The minimum S 2 (m 1 , m 2 ) is attained iff k = a(l + 1) + bl, in which case
Therefore,
This minimum is achieved by taking b as small as possible, so b = 0, and a is large as possible. Indeed, (a, b) = (n a , 0) is feasible as
We conclude that S 2 (m 1 , m 2 ) = −n a n b , with the minimum attained at k = n a (l + 1). Case 2: Because
In summary, S 2 (m 1 , m 2 ) = min{S 2 (m 1 , m 2 ), S 2 (m 1 , m 2 )} = −n a n b , and this minimum is attained iff k = n a (l + 1) + 0 = n a (l + 1).
Remark 5.2. When S 2 (m 1 , m 2 ) = 0, neither m 1 nor m 2 is a prime number.
Including the square case, the possible values of S 2 (m 1 , m 2 ) may be summarized as follows. The values are tabulated up to m 1 ≤ 17 in Table 2 .
Proposition 5.4. For n = 2 generic data matrices Y 1 , Y 2 ∈ R m 1 ×m 2 with m 2 ≤ m 1 < 2m 2 ,
(m 1 = m 2 ≥ 3 or m 1 = m 2 = 2 and Y −1 1 Y 2 has real eigenvalues), 2 (m 1 = m 2 = 2 and Y −1 1 Y 2 has complex eigenvalues), 1 (m 1 = m 2 + 1), 0 (m 1 > m 2 + 1, m 1 − m 2 |m 2 ), −n a n b (m 1 − m 2 |m 2 ).
We recall that the MLE exists uniquely if S 2 (m 1 , m 2 ) > 0, exists non-uniquely if S 2 (m 1 , m 2 ) = 0, and does not exist if S 2 (m 1 , m 2 ) < 0.
Maximum likelihood estimation for two data matrices
In this section we derive the precise form of maximizers of the likelihood function for n = 2 rectangular data matrices of size m 1 × m 2 with 2m 2 ≥ m 1 > m 2 . We first give the MLE when it exists uniquely. This then allows us to show existence of maximizers in the cases where the study of ranks in Section 5 implies that the likelihood function is bounded. : MLE exists non-uniquely.
: MLE does not exist.
6.1. Closed form MLEs for m 1 = m 2 + 1. Consider the case where m 1 = m 2 + 1 and n = 2, so that a unique MLE exists almost surely. For simpler notation, let m := m 2 . By Theorem 5.1, we may assume that the two data matrices are
Then the negated profile log-likelihood function takes the form
Proposition 6.1. When restricted to matrices Φ = (φ jk ) with φ 11 = 1, the function g 0 is uniquely minimized by the diagonal matrix
Proof. The existence of a unique minimizer is clear from Theorem 5.3. It thus suffices to show that Φ 0 is a critical point of g 0 . The logarithm of the determinant has differential d log det(Φ) = tr Φ −1 dΦ .
It follows that the differential of g 0 is
Since our candidate Φ 0 is diagonal,
where φ j is the j-th diagonal entry of Φ 0 , and U = (u jk ). The differential dg 0
It is easy to see that the first equation, that in (6.2), holds for our choice of Φ 0 . Indeed, after clearing denominators, the equation becomes 
Using that
we derive that
We see that (6.5) holds because
We have thus shown that our choice of Φ 0 satisfies dg 0 (Φ 0 ; U ) ≡ 0.
Simple calculations yield that, at the critical point, 6.2. Critical points when MLEs exist non-uniquely. Non-unique existence corresponds to case (ii) in Theorem 5.3. So, n b = 0 and n a = m 1 − m 2 ≥ 2. Moreover, m 1 = (l + 2)n a and m 2 = (l + 1)n a . Assume, as before, that the two m 1 × m 2 data matrices are
As seen in Remark 5.1, by permuting the rows and the columns of Y 1 and Y 2 simultanously, we may transform Y 1 and Y 2 into
and
. Then the negated profile log-likelihood function takes the form
Applying Proposition 6.1 to each summand we may determine critical points Φ 0j for each summand in g 0 (Φ). These may then be combined to obtain critical points of g 0 .
Proposition 6.2. When restricted to matrices Φ = (φ jk ) with φ 11 = 1, the function g 0 has a critical point at every diagonal matrix Φ 0 = (φ 0 jk ) whose diagonal entries are φ 0 (j−1)na+k,(j−1)na+k = c j k − 1 , j = 1, . . . , n a , k = 1, . . . , + 1,
where c 1 = 1 and c j > 0 arbitrary for j = 2, . . . , n a .
Note that for the critical points Φ 0 from Proposition 6.2 it holds that
which is independent of c j 's. This is a confirmation of the fact that all of the critical points define minima of g 0 .
Conclusion
In this paper we considered uniqueness and existence of the maximum likelihood estimator in the matrix normal model. In other words, we considered Gaussian models for i.i.d. matrixvalued observations Y 1 , . . . , Y n that posit a Kronecker product for the joint covariance matrix of the entries of each random matrix Y i . Our goal was give precise formulas for maximum likelihood thresholds, which are defined to be the sample sizes that are minimally needed for almost sure existence of the MLE, unique existence of the MLE, or possibly mere boundedness of the likelihood function. Our main result solves this problem for data matrices whose dimensions m 1 and m 2 differ at most by a factor of two. Our solution exhibits subtle dependencies and m 1 and m 2 . From a statistical perspective our work clarifies that very small sample sizes are sufficient to make matrix normal models amenable to likelihood inference.
As we observed in the introduction, prior work of [ST16] can be used to determine the maximum likelihood thresholds for settings where one matrix dimension is sufficiently large compared to the other or, more precisely put, where dividing one matrix dimension by the other leaves a sufficiently small remainder. There remain, however, intermediate settings for which the maximum likelihood thresholds remain unknown. Although good bounds exist, it would be of obvious interest to determine the thresholds in full generality. Here it should be noted that our solution for the setting 2m 2 ≥ m 1 ≥ m 2 crucially relies on invariance properties that allowed us to exploit the Kroncker canonical form for matrix pencils. For larger sample sizes, new additional ideas are needed as a similarly simple canonical form does not exist [Lan12, Chap. 10].
Finally, we note that in all cases covered by our results almost sure boundedness of the likelihood function implies almost sure existence of a maximizer. We conjecture this to be true in general. This said, there do exist individual data sets for which the likelihood function is bounded but does not achieve its maximum; recall Proposition 4.7.
When m 1 = m 2 , Corollary 4.6 gives N u (m 1 , m 2 ) = 3. When m 1 > m 2 , Proposition 1.3 gives the upper bound N u (m 1 , m 2 ) ≤ m 1 /m 2 +1, which implies N u (m 1 , m 2 ) = m 1 /m 2 +1.
Proof of Corollary 1.5. Let m 1 = hm 2 + r with quotient h = m 1 /m 2 ≥ 1 and remainder r = m 1 mod m 2 . Applying Proposition 1.3, we have h + 1 ≤ N b (m 1 , m 2 ) ≤ N e (m 1 , m 2 ) ≤ N u (m 1 , m 2 ).
The upper bound from Proposition 1.3 implies that all thresholds are equal to h + 1 if m 1 m 2 + m 2 m 1 < h + 1 ⇐⇒ m 2 1 + m 2 2 < (h + 1)m 1 m 2 .
Substituting m 1 = hm 2 + r and simplifying, this condition is equivalent to m 2 (m 2 − r)h − (m 2 2 − m 2 r + r 2 ) > 0, and so equivalent to the claimed inequality h > m 2 2 − m 2 r + r 2 m 2 (m 2 − r) .
The right-hand side of the inequality just given is increasing in the remainder r. Thus, for fixed m 2 , it never exceeds m 2 2 − m 2 (m 2 − 1) + (m 2 − 1) 2 m 2 (m 2 − m 2 + 1) = m 2 − m 2 − 1 m 2 < m 2 .
Hence, h ≥ m 2 is sufficient for all thresholds being equal to h + 1.
Proof of Theorem 1.6. i , we can take a subsequence of the form
. . .
where r 1 + · · · + r K = m, each sequence y (t) ij converges to a limit y 0 ij > 0, and
Let Moreover, by letting n = 2m in the Wishart integral exp − 1 2 tr SΣ −1 |S| (n−m−1)/2 dS = 2 mn/2 Γ m n 2 |Σ| n/2 , we have exp − 1 2 tr SΣ −1 |S| (m−1)/2 dS = 2 m 2 Γ m (m)|Σ| m . Hence, the marginal of Z is π m 2 /2 2 m 2 Γ m (m) (2π) m 2 Γ m ( m 2 )
We now restrict our attentions to the case m = 2. The density of Z is then 1 π 2 Γ( 4 2 )Γ( 3 2 ) Γ( 2 2 )Γ( 1 2 )
|I + ZZ T | −2 dZ = 1 2π 2 |I + ZZ T | −2 dZ.
Suppose that Z has real eigenvalues. For such Z, we have the decomposition Z = P LP −1 , where L = diag(l 1 , l 2 ), l 1 > l 2 , and P = (p ij ) 2×2 is a nonsingular matrix. Without loss of generality, we may assume that the eigenvectors p 1i p 2i are unit vectors with p 1i > 0. Then the map Z → (L, P ) is one to one. However, it will be convenient to also allow p i1 < 0 in the below calculations. In this parameterization, Z → (L, P ) is 1 to 2 2 . Write p 1i p 2i = cos θ i sin θ i , i = 1, 2.
The Jacobian of Z → (L, P ) is dZ = (l 1 − l 2 ) 2 sin(θ 1 − θ 2 ) 2 dLdθ 1 dθ 2 . Integrating we find that 1 2π 2 |I + ZZ T | −2 dZ = 1 2π 2 sin(θ 1 − θ 2 ) 2 {(1 + l 2 1 )(1 + l 2 2 ) − (1 + l 1 l 2 ) 2 cos(θ 1 − θ 2 ) 2 } 2 (l 1 − l 2 ) 2 sin(θ 1 − θ 2 ) 2 dLdθ 1 dθ 2 over θ 1 , θ 2 ∈ [0, 2π). Dividing by 2 2 , we obtain the density (not probability density) of (l 1 , l 2 ) as 1 4 l 1 − l 2 (1 + l 2 1 ) 3/2 (1 + l 2 2 ) 3/2 dL. Taking the integral over −∞ < l 2 < l 1 < ∞, −∞<l 2 <l 1 <∞ 1 4 l 1 − l 2 (1 + l 2 1 ) 3/2 (1 + l 2 2 ) 3/2 dl 1 dl 2 = π 4 . This is the integral over the space where Z has real eigenvalues, and our proof is complete.
