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Abstract: CE-QUAL-W2 is widely used for simulating hydrodynamics and water quality of the
aquatic environments. Currently, the model calibration is mainly based on trial and error, and
therefore it is subject to the knowledge and experience of users. The Particle Swarm Optimization
(PSO) algorithm has been tested for automatic calibration of CE-QUAL-W2, but it has an issue of
prematurely converging to a local optimum. In this study, we proposed an Improved Global-Best
Harmony Search (IGHS) algorithm to automatically calibrate the CE-QUAL-W2 model to overcome
these shortcomings. We tested the performance of the IGHS calibration method by simulating water
temperature of Devils Lake, North Dakota, which agreed with field observations with R2 = 0.98, and
RMSE = 1.23 and 0.77 ◦C for calibration (2008–2011) and validation (2011–2016) periods, respectively.
The same comparison, but with the PSO-calibrated CE-QUAL-W2 model, produced R2 = 0.98 and
Root Mean Squared Error (RMSE) = 1.33 and 0.91 ◦C. Between the two calibration methods, the
CE-QUAL-W2 model calibrated by the IGHS method could lower the RMSE in water temperature
simulation by approximately 7–15%.
Keywords: metaheuristic; improved global harmony search; Particle Swarm Optimization; CE-
QUAL-W2; calibration; water temperature
1. Introduction
CE-QUAL-W2 is a hydrodynamic and water-quality model for simulating physical
and biogeochemical processes in lakes, rivers, estuaries, and reservoirs [1,2]. The model
has been widely used to simulate water balance and water constituents, such as dissolved
oxygen, total dissolved and suspended solids, and nutrients in waterbodies [3–8]. Water
temperature is one of the water-quality parameters that is frequently simulated by the
CE-QUAL-W2 model, because it is closely related to water mixing and physicochemical
and biological processes of lakes and reservoirs [9]. For instance, CE-QUAL-W2 was
used to simulate vertical and horizontal profiles of water temperatures in Crystal Spring
Lake [10] and Devils Lake [11] in the United States; Lake Diefenbaker in Canada [5];
Karkheh reservoir in Iran [9]; and Lake Soyang in South Korea [6].
CE-QUAL-W2 provides a general framework to simulate water balance and the states
of a water quality by calibrating a set of parameters of a water body. The general calibration
process involves tuning the CE-QUAL-W2 parameters within their respective physical
ranges to minimize the deviation between the model simulations and observations [2]. De-
pending on a modeler’s experience and the complexity of the water constituents of interest,
calibration of CE-QUAL-W2 can be time- and labor-consuming and, most importantly,
prone to human error [12].
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Conceptually, CE-QUAL-W2 calibration can be considered as an optimization problem
where the objective is to minimize the deviation between simulation and observation by
tuning the model parameters within their respective ranges. Computational methods, such
as the metaheuristic algorithm, have been used for this purpose. Metaheuristic algorithms
are empirical methods inspired by natural phenomena [13] and developed to solve opti-
mization problems by testing a set of solutions (combinations of parameters) selected from
the solution space. For CE-QUAL-W2, the solution space includes all feasible combinations
of the model’s parameter values. Because of their empirical and stochastic nature, the
metaheuristic algorithms can find an optimal or near-optimal global solution [14] in a
large and complex parameter space [15] such as that found in CE-QUAL-W2. In the last
two decades, the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) have
been tested to automatically calibrate hydrological and water-quality models, including
CE-QUAL-W2 [12,16–18]. Ostfeld and Salomons [17] applied a combination of ‘hurdle-race’
and a hybrid GA-K-Nearest Neighbor algorithm to calibrate CE-QUAL-W2, improving the
simulation of temperature and dissolved oxygen in the Lower Columbia Slough in Oregon
that agreed with the observations within 1.14 ◦C and 1.61 mg L−1, respectively. PSO has
also been tested for calibrating CE-QUAL-W2 [12,16,19]. Compared to the manual calibra-
tion, PSO improved CE-QUAL-W2 simulation on water-surface elevation and temperature
in the Karkheh Reservoir, in Iran, by ~0.06 m and ~0.5 ◦C [16]. Using cluster computation,
a coupled PSO and Levenberg–Marquart algorithm was applied to calibrate CE-QUAL-W2
for simulation of temperature and water-quality parameters in Lake Diefenbaker [5].
For calibration of the CE-QUAL-W2 model, PSO is often preferred over GA because
of its speed and improved accuracy [19]. However, the PSO algorithm is also known for
stagnation, trapping in a local optimum [20]. The objective of this study, therefore, was
to evaluate a new metaheuristic algorithm to automatically calibrate CE-QUAL-W2 that
could potentially overcome PSO’s drawback of stagnation.
Harmony Search (HS) is a metaheuristic algorithm inspired by the improvisation
process in music [21]. HS has fewer control parameters than PSO, which makes it suitable
for solving a wide range of optimization problems. Several studies have used HS in hydro-
logical science [15], including calibrating hydrological and groundwater models [22,23]. In
this study, we tested the Improved Global-Best Harmony Search (IGHS), a new version
of the HS algorithm [24] for automatically calibrating CE-QUAL-W2. We hypothesized
that using IGHS can overcome the PSO’s drawback and hence leads to a better calibration.
To test this hypothesis, we contrasted the performance by IGHS and PSO in calibrating
a CE-QUAL-W2 model that Shabani, et al. [11] developed for studying the water qual-
ity of Devils Lake, in North Dakota, USA. The model was manually calibrated by using
two parameters, namely wind sheltering coefficient (WSC) and fractional solar radiation
absorbed at surface water (BETA), to simulate water temperature of Devils Lake from
2008 to 2014. In this study, we calibrated the model by using IGHS and PSO separately
and compared results against manual calibration to assess the potential improvement in
accuracy of simulating water temperature in Devils Lake.
2. Materials and Methods
2.1. Study Area
Devils Lake is a terminal lake in Northeast North Dakota (Figure 1) and the largest
natural water body in the state. The lake is approximately 80 km long, 1–13 km wide, and
relatively shallow, with a maximum water depth of 23 m (Figure 1). Because of inflows from
the surrounding farmlands, the lake water is nutrient rich and has low transparency. Devils
Lake is well-known for its water-level fluctuations between being dry and overflowing to
the Sheyenne River in response to abrupt swing between dry and wet climate cycles [8].
At the current water-surface level of 441 m, the lake encompasses an area of 502 km2 and
has a volume of 9829 km3. The climate in Devils Lake is extremely cold in winter and mild
in summer, with typical annual temperature ranging from −17 to 27 ◦C [25]. The average
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annual precipitation in the area is 518 mm, with the majority of the rainfall occurring in
summer [25].
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Figure 1. Map of Devils Lake and its discretization in the CE-QUAL-W2 model [17]. The five red
points and rectangles represent the locations for seasonal water-temperature sampling. The two
green circles and rectangles represent the two emergency outlets. The black triangle represents the
location of a weather station, and the yellow star represents the location of the buoy in 2015.
During the study period, 2008–2016, the water temperatures recorded in Devils Lake
ranged from −0.25 to 23 ◦C. Average and maximum wind speeds over the lake were
5 m s−1 and 22 m s−1. Because of its shallow depth and frequent strong wind events, the
lake was well mixed during spring, summer, and fall. In the winter season, November to
March, the lake was stratified due to having a frozen surface.
2.2. CE-QUAL-W2 Model
CE-QUAL-W2 is a two-dimensional (longitudinal–vertical) hydrodynamic and water-
quality model [2]. The m del assumes lateral homogenei y in velocities, temperature,
and water-quality constituents; therefor , it is best suited for simulating large and n rrow
waterbodies, such as Devils Lake (Figure 1). The model also includes an ice-cover algorithm,
hich is mportant for studying the water quality f Devils Lake in the fall and winter
seasons, when the lake surface is frozen.
In configuring the CE-QUAL-W2 mod l (Figure 1), the lake is divided into 96 cells
along approximately west to east directi n. Each cell is 1 km long and 1.5 m deep. The
number of cells in vertical direction var es depending on the lake bathymetry; the max-
imum number of layers is 17. The lake has four tributaries, nd their daily discharges
were simulated by u ing a Soil and Water Assessment Tool model [11]. T e inputs to
the CE-QUAL-W2 model, including hourly climate data, such as air temperatures, pre-
cipitation, cloud cover, ew p int, and win speeds and directions, were acquired fr m
Automated Surface Observation System Network’s station in Devils Lake (black triangle in
Figure 1, [26]). The water temperatures of the tributaries were calculated from air tempera-
tures [27]. Two emergency outlets were defined as being withdrawn in the odel, and their
daily discharge data were obtained from the North Dakota Water Commission [28]. The
model was run to simulate the water temperature of Devils Lake in an hourly time-step.
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The study period was from 2008 to 2016, with the period from 2008 to 2011 for calibration
and from 2012 to 2016 for validation.
Temperature influences physical properties, such as density and salinity, and chemical
properties, such as dissolved oxygen and chlorophyll concentrations of a water body.
Temperature also affects solubility of oxygen and the rate of photosynthesis, i.e., high
temperature increases photosynthesis and reduces solubility of oxygen in water [7]. Six
CE-QUAL-W2 parameters listed in Table 1 exert the most influence on simulating water
temperature [2,16,17]. Among these parameters, BETA measures the attenuation of solar
radiation through water and WSC is used for calculating heat loss, and the rest of the
parameters are needed to calculate the heat balance under ice conditions.
Table 1. The six CE-QUAL-W2 parameters and the ranges of their values that are calibrated for simulating water temperature
in Devils Lake.
CE-QUAL-W2 Model Parameters Name Default Values Feasible Ranges [3]
Wind sheltering coefficient WSC 1.0 0.5–2.0
Fraction of solar radiation absorbed within 0.6 m depth of water BETA 0.45 0.20–0.8
Solar radiation extinction coefficient (m−1) GICE 0.07 0.01–0.14
Coefficient of water–ice heat exchange through the melt layer (W m−2 ◦C) HWICE 10.0 5.0–15.0
Fraction of solar radiation reflected by the ice surface ALBEDO 0.25 0.20–0.30
Temperature above which ice formation is not allowed (◦C) ICET 3.0 2.0–4.0
2.3. Model Calibration
The CE-QUAL-W2 model was configured to simulate water temperatures of Devils
Lake. The objective function for calibrating CE-QUAL-W2 was to minimize the difference
between the model-simulated and observed water temperatures. We used profiles of
water temperature collected seasonally at five locations in Devils Lake (the red circles
and rectangles in Figure 1) to calculate Root Mean Squared Error (RMSE) of simulated
water temperatures. In calibration, the values of the model parameters listed in Table 1
were tuned by using IGHS and PSO to minimize the RMSE value of our prediction. We
used RMSE as our objective function because it is a standard measure of the CE-QUAL-
W2 model performance [6,11,12,16] that can be compared against previous findings. The
additional evaluation of the model performance was the coefficient of determination (R2).
2.3.1. HS and IGHS Algorithms
In music, harmony is a pleasing sound created by a group of musical instruments [21].
Inspired by this phenomenon, HS solves the optimization problem by emulating the
improvisation process of music players [29]. Generally, HS deploys 3 steps (Figure 2):
(1) memory initialization, (2) memory improvisation, and (3) search termination. In the
first step, HS initiates the memory (Equations (1) and (2)), using the values of parameters
that are randomly selected within their ranges of variation (Equation (3)):
M = [X1, X2, X3 . . . Xi . . . , Xn]T (1)
Xi = [xi,1, xi,2, xi,3, . . . , xi,6] (2)
xi,j = xl j +
(
xuj − xl j
)
× RN (3)
where M is the memory matrix with a total of n solution vectors; Xi represents one solution
vector (i = 1 . . . n), composed of six values (xi,j, j = 1 . . . 6), representing the six parameters,
namely WSC, BETA, GICE, HWICE, ALBEDO, and ICET (Table 1), to be calibrated; xuj and
xlj are the upper and lower bounds of the CE-QUAL-W2 parameter, xj; and RN is a random
number between 0 and 1.
The second step involves iterations. In each iteration, HS replaces the solution in mem-
ory that produces the largest RMSE with a better solution (Figure 2). Two HS parameters
are used to regulate the generation of a better solution: Harmony Memory Consideration
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Rate (HMCR) and Pitch Adjustment Rate (PAR), which typically range from 0.7 to 0.9 and
from 0.25 to 0.5, respectively [22]. HMCR determines the contribution of the memory in the
improvisation process, and the greater its value is, the greater contribution of the memory.
PAR modifies solutions in the memory to prevent a premature convergence of HS [29].
In each iteration, HS creates a random number (RN) between 0 and 1. If RN > HMCR,
HS generates a new solution, following Equation (3). If RN ≤ HMCR, then there are two
additional steps. First, the HS algorithm generates a new solution (Xnew) by randomly
combining parameter values from the existing solutions in the memory (i.e., the HMCR
rule). Second, a new RN is generated, and if RN ≤ PAR, the solution will be further
modified by using Equation (4) (i.e., the PAR rule):
x′new,j = xnew,j + ϕ×
(
xuj − xl j
)
(4)
where x′ is a modified parameter value of the new solution, and ϕ is a random number
between −1 and 1.
In the third step, HS terminates the search when a predefined criterion is satisfied,
which could be a total number of iterations or a specific value for the optimal solution.
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• I S e ory Initialization
e ory initialization is a critical step in HS because a good set of initial solutions can
guide the search toward the right direction and potentially lead to a faster convergence.
IGHS uses an opposition-based learning method to initiate its memory. In this study, we
initialized a memory with 10 solutions (Figure 3) by (1) generating 10 random solutions
(Xi, i = 1, . . . , 10), using Equation (3); (2) calculating their opposite pairs (OXi, i = 1, . . . ,
10, Equation (5)) in the solution space, using Equation (6); and (3) populating the IGHS
memory with the 10 solutions that had the smallest RMSEs among the total 20 solutions.
OXi = [oxi,1, oxi,2, oxi,3, . . . . . . , oxi,6]
oxi,j = xl + xu − xi,j (6)
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Global search (exploration) and local search (exploitation) are defined as the abilities of
a metaheuristic algorithm to search different parts and a given part of the solution space to
find a solution that is both globally and locally optimal [14]. In HS, HMCR and PAR control
global and local search, respectively; that is, a smaller value of HMCR increases global
search by promoting random search, and a greater value of HMCR and PAR increases
local search by utilizing the memory for search. For HS to converge to an optimal solution,
HMCR and PAR values should both increase toward the end of the iterations to prioritize
local search [29]. Since periodic functions are typically more suitable for simulating the
natural phenomenon [24], IGHS uses a time-varying differential evolution scheme to adjust
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In addition to these features, IGHS benefits from two perturbation schemes to further
enhance its exploration by modifying the best solution in the memory during random
iterations [24]. Since these perturbation schemes could reduce the convergence speed of
IGHS [24], we did not use them in this study. We arbitrarily terminated the IGHS algorithm
after 50 iterations.
2.3.2. PSO Algorithm
PSO is a metaheuristic algorithm derived from animal social behaviors [23]. The
algorithm is inspired by the swarm behavior of a group of animals, such as fish and birds,
searching for food and shelter. Similar to IGHS, PSO is a memory-based algorithm with
3 steps: (1) solutions initialization, (2) solutions movement, and (3) search termination [23].
PSO searches the solution space for an optimal solution by moving a group of candi-
date solutions toward the best solution in the memory (local optimum). The algorithm uses
velocity vectors to move solutions in the solution space. PSO generates a velocity vector for
a solution by using the parameters information from (1) the local optimum and (2) the best
model output that is so far achieved by the solution. PSO uses the group and individual
information to calculate the velocities of solutions. The algorithm stores parameter values
for the local optimum and the best output achieved by the solutions to separate memories
and updates them at the end of each iteration. To use PSO for calibration of CE-QUAL-W2,
we used Equation (3) to generate 10 random solutions (X1, . . . , X10). We then created the




xuj − xl j
)
(11)
In each iteration, the velocity of each solution was updated by using Equations (12)–(14):
v′i,j = w× vi,j + c1 × RN×
(
xPbest j − xi,j
)









x′i,j = xi,j + v
′
i,j (14)
where v′ is the new velocity; xPbest is a parameter value used in simulating the best CE-
QUAL-W2 output so far; xGbest is the value of the parameter from a local optimum; w is the
inertia weight; w1 and w2 are the maximum and minimum values of inertia weight and are
equal to 0.9 and 0.4, respectively; and c1 and c2 are acceleration constants and are equal
to 0.5 [16]. Since PSO in each iteration generates 10 new solutions, for a fair comparison
with IGHS, we ran PSO for 5 iterations, resulting in a total of 50 runs for calibrating the
CE-QUAL-W2 model by using IGHS.
2.4. Model Validation
To validate the CE-QUAL-W2 model calibrated by IGHS and PSO algorithms, we
compared simulated water temperatures against observations for the period from 2011
to 2016. Over the same period, we have deployed a buoy in Devils Lake (yellow star in
Figure 1) during the non-freezing seasons to collect various water-quality-related data,
including the water temperature at a depth of ~0.5 m. We averaged the temperature data
collected every 10 min into hourly values for validation. We used RMSE and R2 to evaluate
the validation results.
2.5. Uncertainty of Automatic Calibration
The uncertainty of automatic calibration was estimated by using the final ten values of
the model parameters that are in the memory, assuming that they represent optimal range of
parameter values [31–33]. Specifically, we used the range of model outputs corresponding to
Water 2021, 13, 2308 8 of 15
the final solutions in the memory to represent the uncertainty of calibration. We also increased
the number of CE-QUAL-W2 runs from 50 to 100 to test sensitivity of our simulation results.
3. Results
The initial memories generated for IGHS and PSO are presented in Figure 4. The
RMSE values of the initial solutions range from 1.4 to 1.8 ◦C for IGHS (Figure 4a) and
1.33 to 3.21 ◦C for PSO (Figure 4b). Though the PSO has a solution with the smallest
RMSE (1.33 ◦C), the IGHS solutions are more robust, with a median RMSE value of 1.5 ◦C,
compared to the 2.3 ◦C for PSO. This indicates that the opposition-based learning method
used in IGHS can produce better-fitted solutions to fill the memory than the random search
used in PSO.
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Figure 5a shows how the IGHS algorithm converged to the final solution during
calibration. Based on the variations of RMSE values over the 50 iterations, we found that
the IGHS algorithm went through two phases of the search. During the first 20 iterations,
where variations in the RMSE values were relatively greater, the algorithm conducted
global search or explored the solution space. This is because IGHS started with a small
value of HMCR, which favors exploration (i.e., global search). In addition, the diversity of
parameter values in initial solutions helped to enforce this global search when IGHS used
the memory for the improvisation process. As a result of this global search, IGHS found a
new optimal solution with RMSE = 1.24 ◦C in iteration 18 (open dot in Figure 5a).
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With the number of iterations and the HMCR value increasing, IGHS was directed
to use more memory for its search following the HMCR and PAR rules, and hence the
RMSE values varied relatively less after entering the second phase of the search. Through
the local search (or exploitation), IGHS was able to update the previous optimal solution
that was identified in iteration 18 with a new optimal solution that has RMSE = 1.23 ◦C
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in iteration 39 (filled dot in Figure 5a). Later iterations did not result in a better solution,
and IGHS converged by suggesting this solution as the optimal solution for calibrating the
CE-QUAL-W2 model.
The convergence of the PSO algorithm for calibrating CE-QUAL-W2 is presented in
Figure 5b. During the first 10 iterations, PSO explored the solution space by updating
solutions in the memory and found an optimum solution at iteration 10 (filled dot in
Figure 5b) with RMSE = 1.33 ◦C. In the following iterations, PSO updated the solutions’
velocity by using the parameter information from the local optimum (solution number
10) and the best model output for individual solutions. Despite this effort, the algorithm
failed to identify a better solution than the one generated during the memory initialization
step. This indicates that PSO was trapped in a local optimum through the entire course of
CE-QUAL-W2 calibration (Figure 5b).
The run-time values of the CE-QUAL-W2 parameters and their optimal values con-
tained in IGHS and PSO solutions are presented in Figure 6, which shows that the parameter
values generated by both IGHS and PSO were within their specified ranges (Table 1). Over-
all, there is a greater variation (CV) in the parameter values among PSO solutions than
those among IGHS solutions, which in turn leads to the larger variation in RMSE values ob-
served for PSO algorithm (Figure 5). Examining the variations of the six parameters during
the IGHS calibration indicated that the calibration was mainly driven by the convergence
of WSC and BETA (Figure 6a,b).
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The performance of automatic calibration was further examined against the manual
calibration for both calibration and validation periods (Table 2 and Figure 7). For calibration,
the CE-QUAL-W2 model simulated water temperatures with R2 = 0.97, and RMSE = 1.23
and 1.33 ◦C for IGHS and PSO, respectively (Figure 7a,b). For validation, the calibrated
model resulted in R2 = 0.98, and RMSE = 0.77 and 0.91 ◦C for IGHS and PSO, respectively
(Figure 7d,e). Compared to manual calibration (Figure 7c,f), automatic calibration using
either IGHS or PSO resulted in a better performance of the model. Among the three
calibration methods, the CE-QUAL-W2 model calibrated by IGHS performed the best in
simulating water temperatures of Devils Lake for both calibration and validation periods
with the smallest RMSE values.
Table 2. The optimal values of the six CE-QUAL-W2 parameters calibrated by IGHS, PSO, and manually, and the calculated
RMSE values of the simulated Devils Lake water temperatures for both calibration and validation periods.
Calibration
Method
CE-QUAL-W2 Parameter Value RMSE (◦C)
WSC BETA GICE HWICE ALBEDO ICET Calibration Validation
IGHS 1.62 0.31 0.14 7.79 0.29 3.15 1.23 0.77
PSO 1.14 0.49 0.01 9.98 0.27 3.23 1.33 0.91
Manual 2.0 0.7 – – – – 1.8 1.0
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The uncertainty of the calibration was estimated by using the final 10 values of the 
model parameters that were in the memory. For illustration, we showed the final 10 water-
temperature profiles simulated for segment 50 on 4 November 2009 (Figure 8), with the 
calibration-chosen output shown as red and the range of final 10 outputs as the shaded 
area. For comparison, we also showed the observed temperature (blue). Both calibrations 
were able to reproduce the distribution of water temperature (which was rather uniform), 
but the model calibrated by IGHS (Figure 8a) performed better than PSO (Figure 8b), with 
the average difference between modeled and observed temperature being 0.04 °C vs. 0.11 
°C. The uncertainty of IGHS calibration was also better constrained than PSO; the ranges 
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output shown as red and the range of final 10 outp ts as the shaded ar a.
For comparison, we also showed th obs rved temperature (blu ). Both calibrations were
able to r produce the distribution of water temp ratu e (which was rather uniform), but
the model calibrated by IGHS (Figure 8a) performed better than PSO (Figure 8b), with the
average difference between modeled and observed temperature being 0.04 ◦C vs. 0.11 ◦C.
The uncertainty of IGHS calibration was also better constrained than PSO; the ranges of
shaded area are 0.26 and 0.85 ◦C for IGHS and PSO, respectively. Increasing the number of
the model runs in calibration from 50 to 100 did decrease the uncertainty of PSO calibration
to 0.55 (Figure 8d) but barely affected the IGHS calibration (Figure 8c). However, we did
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not observe improvement in accuracy of simulated water temperatures with increased
iteration numbers in calibration.
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4. Discussion
Global search and local search are two main features of metaheuristic algorithms that
determine their capabilities in solving optimization problems [14]. In our study, IGHS and
PSO star ed their search by exploring the solu space and converged by exploiting
parts of the solution space that were detected as the potenti l lo ation for the global
optimum (Figure 5). PSO is well-known for its global search [13]. As expected, PSO carried
out a wider global search than IGHS (Figure 5). However, PSO was trapped in a local
optimum that was detected during the initialization of memory, resulting a solution with
RMSE = 1.33 ◦C (Figure 5b). This happened because (1) PSO failed to find a better global
optimum during its exploration, and (2) the inefficient local search prevented PSO from
detecting a better local optimum in the given solution space.
A small number of applied iterations (five iteratio s) is one of the main reasons for
the PSO’s inefficient ocal search. In PSO, global search and local search were controlled
by the velocity of solutions, and the velocity decr ases linearly with iterations. Since
a smaller velocity created greater exploitation, using only a small number of iterations
prevented the algorithm from carrying out a comprehensive local search. We used a small
number of iterations for calibration because CE-QUAL-W2 is a computationally intensive
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program and the model uses only one unit of the computer’s Central Process Unit (CPU)
for its calculation [12]. For our study, each CE-QUAL-W2 run took ~30 min, and the entire
calibration (50 runs) lasted 25 h. However, by using the same number of the model runs,
IGHS still effectively explored the solution space and identified a near-global optimum,
with RMSE = 1.24 ◦C, in iteration 18. By exploiting the part of the solution space around
this optimum, the algorithm found a global optimum with RMSE = 1.23 ◦C in iteration 39.
Among the six CE-QUAL-W2 parameters that were calibrated, WSC and BETA are
the most sensitive parameters in simulating water temperature in Devils Lake [11]. The
run-time variation of the six parameters during the calibration (Figure 6) showed that WSC
and BETA converged in IGHS (Figure 6a,b) but not in PSO (Figure 6g,h), suggesting that
IGHS was able to capture the sensitivity of the parameters in model calibration.
We used RMSE and R2 to perform an end-of-run comparative analysis between the
two metaheuristic algorithms [14]. Based on these two statistic parameters estimated for
both calibration and validation periods, the CE-QUAL-W2 model calibrated by IGHS
produced a better simulation compared to PSO (Table 2 and Figure 7), and the difference in
performance between the two calibration algorithms is statistically significant. For instance,
we estimated that the mean and standard deviation of the difference between simulated
and observed water temperature during validation period are 0.6 and 0.4 ◦C for IGHS and
0.8 and 0.5 ◦C for PSO, respectively. A t-test showed that these differences between the two
algorithms are statistically significant (p < 0.01). In summary, we found that using the IGHS
algorithm for calibration leads to statistically significant improvement in the performance
of CE-QUAL-W2, at least in our case of simulating water temperature. Moreover, the
performance of our IGHS-calibrated CE-QUAL-W2 is comparable to the other studies that
have used CE-QUAL-W2 to simulate water temperature (Table 3).
Table 3. Performance comparison of CE-QUAL-W2 simulation of water temperature between this
study and previous studies.
Study Location Simulation Length Metric Error (◦C)
Devils Lake, USA (This study) 8 years (2008–2016) RMSE 0.7–1.23
Lake Soyang, South Korea [6] 7 years (1995–2002) RMSE 1.93
Karkheh Dam Reservoir, Iran [34] One year (2005) RMSE 0.8
Karkheh Dam Reservoir, Iran [35] —- MAE 0.67–0.71
Crystal Spring Lake, USA [10] One year (2014) MAE 0.2–0.6
Zorinksy Reservoir, USA [36] 6 years (2008–2014) MAE 0.6–1.1
Despite the advantages of metaheuristic algorithms, namely IGHS and PSO, for
the calibration of the CE-QUAL-W2 model, there is uncertainty associated with their
applications, due to the stochastic nature of the calibration process and the constraint
in computation resource [14]. Therefore, the solutions generated from these empirical
algorithms inherited such uncertainty. We further assessed the uncertainties associated
with IGHS and PSO by increasing the number of model iterations (Figure 8c,d). We
found that the uncertainty in PSO calibration was reduced significantly when the length
of calibration was increased from 50 to 100 model runs (Figure 8d), but the change was
negligible for IGHS (Figure 8c).
It should be noted that the calibration of CE-QUAL-W2 in this study was an optimiza-
tion problem with a single objective function and non-linear constraints. Future research
should explore and validate the advantages of using IGHS to calibrate CE-QUAL-W2
model with multi-objectives and multicriteria problems, such as simulating water tempera-
ture, dissolved oxygen, and chlorophyll concentration simultaneously. This will help to
evaluate the full capability of the IGHS algorithm for calibrating the CE-QUAL-W2 model
in solving more complex water-quality problems.
Our IGHS calibration framework optimizes the model parameters to increase accuracy
and reduce uncertainty in the model prediction. By quantifying parameter uncertainty,
our program partially calculates the uncertainty of the model output. One potential route
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for future research can involve integrating the calibration framework with an uncertainty
model to propagate uncertainty associated with model inputs and structure on CE-QUAL-
W2 output.
5. Conclusions
CE-QUAL-W2 calibration can be a challenging task due to the complex behavior of
water-quality constituents in the environment and the non-linear behavior of the model’s
parameters. By testing two metaheuristic algorithms, namely IGHS and PSO, for automatic
calibration of CE-QUAL-W2, we found that the IGHS could overcome these challenges
and create reliable and robust calibration for simulating water temperature. The IGHS-
calibrated model could simulate the vertical and temporal variations of the Devils Lake
water temperatures with RMSE = 1.23 and 0.77 ◦C for the calibration and validation periods
(Figure 7a,d). For comparison, the corresponding RMSEs for PSO-calibrated model are
1.33 and 0.91 ◦C, respectively. Measured by RMSE, the model performance improved by
7–15% with IGHS calibration as compared to PSO calibration. Both automatically calibrated
models performed better than manually calibrated model.
Because CE-QUAL-W2 only uses one CPU unit for numerical computations, its cali-
bration is a time-consuming process. This makes exploration of the entire solution space
almost unfeasible, and as a result, we had to limit the global search of PSO and IGHS to a
small number of iterations. To solve this computationally intensive optimization problem,
where the chance of finding the global solution through global search is limited, we found
that, by wisely using the control parameters, IGHS resulted in better calibration than
PSO. This is because IGHS was able to identify the most sensitive parameters, BETA and
WSC, through its global search and converge quickly to their optimal values during its
local search. The method developed in this study is also applicable for simulating other
water-quality constituents in Devils Lake or water bodies in different regions to improve
the performance and efficiency in model calibration.
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