As a global-optimized and naturally inspired algorithm, particle swarm optimization (PSO) is characterized by its high quality and easy application in practical optimization problems. However, PSO has some obvious drawbacks, such as early convergence and slow convergence speed. Therefore, we introduced some appropriate improvements to PSO and proposed a novel chaotic PSO variant with arctangent acceleration coefficient (CPSO-AT). A total of 10 numerical optimization functions were employed to test the performance of the proposed CPSO-AT algorithm. Extensive contrast experiments were conducted to verify the effectiveness of the proposed methodology. The experimental results showed that the proposed CPSO-AT algorithm converges quickly and has better stability in numerical optimization problems compared with other PSO variants and other kinds of well-known optimal algorithms. How to design a testing method that can provide a fair and objective evaluation of different kinds of optimization algorithms is an interesting and meaningful topic. It is generally known that for deterministic optimization algorithms, rigorous theoretical proof of convergence is essential and important, while for heuristic optimization algorithms, it is very hard to prove convergence theoretically, therefore researchers in this field usually conduct extensive experiments to verify the effectiveness of the proposed methodology [20, 21] . Hooker, a pioneer in the integration of optimization and constraint programming technologies, discussed the drawbacks of competitive testing and the benefits of scientific testing [22] . In [23], Sergeyev et al. proposed a new visual technique for a systematic comparison of global optimization algorithms having different natures. The proposed operational zones and aggregated operational zones are powerful tools for reliable comparison of deterministic and stochastic global optimization algorithms. This new testing methodology is a promising method that can be widely applied by researchers from optimization fields in the near future.
Introduction
With the development of artificial intelligence and the increasing computational demands of industrial design stimulated by continuously developing industry, various optimization algorithms have been increasingly studied and applied in academia and industry. Optimization algorithms are more often being applied to real-world problems, such as artificial intelligence [1] , logic circuit design [2] , and system identification [3] .
If traditional technology is adopted to solve problems in actual optimization tasks, time would be wasted and finding the solution would be difficult. Therefore, it was essential to develop new optimization algorithms. In the past 20 years, scholars and industry specialists have presented many natural heuristic algorithms, like particle swarm optimization (PSO) [4, 5] , sine cosine algorithm (SCA) [6] , ant colony optimization (ACO) [7] , biogeography-based optimization (BBO) [8] , grey wolf optimizer (GWO) [9] , differential evolution (DE) [10] , krill herd (KH) algorithm [11] , moth flame optimization (MFO) [12] , and the whale optimization algorithm (WOA) [13] . These intelligent algorithms are well-known examples.
As a nature-inspired method, PSO can simulate the social behavior of individuals in fish or bird populations. This method is not only efficient and robust but can also be easily implemented with any computer language [14] [15] [16] . Therefore, the industry has already adopted this algorithm to search for the best solutions to stated problems. Researchers compared the performance of PSO with other similar and population-based heuristic optimum techniques (e.g., artificial bee colony (ABC) [17] , differential evolution (DE) algorithm [18] and ant lion optimizer (ALO) [19] ) and found that the results obtained by PSO were generally better.
where ω is the inertia weight; r 1 and r 2 are random numbers within [0,1]; c 1 and c 2 represent learning factors; c 1 · r 1 · (pbest d i − X d i ) is the individual cognition term, which represents the individual cognitive experience of the particles, and it causes the particles to move toward the best position they experience; and c 2 · r 2 · (gbest d − X d i ) is the social cognition term, which denotes the influence of the group experience on the flight path of particles. The social cognition term moves the particles toward the best position found by the group, representing the sharing of information between the particles. Shi and Eberhart introduced a famous PSO variant with a linear decreasing inertia weight. In [25] , the proposed method adds this improvement using Equation (3) to avoid premature convergence. The improved mechanism is as follows:
where M j and M max denote the number of present iterations and the maximum number of iterations defined by the user, respectively.
Chaotic Particle Swarm Optimization-Arctangent Acceleration Coefficient Algorithm
Because the PSO algorithm lacks diversity in its search process [26] [27] [28] [29] , the search is prone to stagnation due to early convergence. Moreover, the PSO algorithm cannot escape from the local optimal solution efficiently and the optimization of the solution is poor. Based on in-depth research on PSO improvements, three well designed improvements were introduced to enhance the performance of the PSO.
Chaotic Particle Swarm Optimization (CPSO)
The initialization of the particle swarm is important for the convergence speed of the PSO algorithm and the quality of the solution. During the stage of particle swarm initialization, as no prior knowledge is available, the position and velocity of the particles are generally determined by random initialization. Although the random distribution of particle swarms is effective to some extent, some particles may affect the convergence speed of the algorithm because they are too far away from the optimal solution. Chaotic motion occurs in various states in the chaotic attraction domain, and does not lose the required randomness of particle group initialization.
Chaos is a relatively common phenomenon in nonlinear systems. It is characterized by ergodicity and inherent randomness and can traverse all states in a particular range according to its law. Logistic mapping is a typical chaotic system, and the mapping relationship is as follows:
where µ is the control variable. When µ = 4, the logistic map is completely chaotic, and the chaotic variable z i generated at this time has better ergodicity. Figure 1 shows the bifurcation diagram of the logistic chaotic map. The chaotic map can distribute the particle swarm to the random value in the interval [0,1] during the search. However, the traditional chaotic mapping formula in Equation (4) distributes the particles more in the area 0 and 1, as shown in Figure 1 . This causes the non-uniformity of the chaotic distribution, which prevents the even distribution of the particles in the [0, 1] interval during the chaotic search process. (4), we used the cosine function to optimize it, with the goal of more evenly distributing the particles in the [0, 1] interval, and the new mapping relationship was defined as follows:
Based on Equation
The chaos algorithm can be understood as: given an initial value, the pseudo-random sequence is generated by the initial iteration, and each iteration aims to realize a search. Through continuous iterations, the traversal search of the chaotic space can be realized. The chaotic algorithm implements a non-repetitive traversal search, thus fundamentally solving the local extreme problem in the PSO algorithm. Figure 2 illustrates the bifurcation diagram of the logistic map for Equation (5) . We propose two main ways to use the logistic chaotic algorithm: (1) A random sequence Z between chaotic [0, 1] is generated by an iteration of an initial value between [0, 1] through the iteration of the logistic equation: 
( )
(2) Generate a chaotic random sequence Z between [0, 1] using the logistic equation, and then pass the carrier map in Equation (7), introducing chaos into gbest , a nearby area, to achieve local chaotic search: Based on Equation (4), we used the cosine function to optimize it, with the goal of more evenly distributing the particles in the [0, 1] interval, and the new mapping relationship was defined as follows:
The chaos algorithm can be understood as: given an initial value, the pseudo-random sequence is generated by the initial iteration, and each iteration aims to realize a search. Through continuous iterations, the traversal search of the chaotic space can be realized. The chaotic algorithm implements a non-repetitive traversal search, thus fundamentally solving the local extreme problem in the PSO algorithm. Figure 2 illustrates the bifurcation diagram of the logistic map for Equation (5) . Based on Equation (4), we used the cosine function to optimize it, with the goal of more evenly distributing the particles in the [0, 1] interval, and the new mapping relationship was defined as follows:
(2) Generate a chaotic random sequence Z between [0, 1] using the logistic equation, and then pass the carrier map in Equation (7), introducing chaos into gbest , a nearby area, to achieve local chaotic search: We propose two main ways to use the logistic chaotic algorithm:
(1) A random sequence Z between chaotic [0, 1] is generated by an iteration of an initial value between [0, 1] through the iteration of the logistic equation: a 0 , a 1 , a 2 . . . Through linear mapping using Equation (6) , the chaos is extended to the value range of the optimization variable X[a, b] to achieve traversal of the range of values of the optimized variables.
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(2) Generate a chaotic random sequence Z between [0, 1] using the logistic equation, and then pass the carrier map in Equation (7), introducing chaos into gbest, a nearby area, to achieve local chaotic search: Z → Y : X = gbest + R × cos(Z) (7) where R is the search radius used to control the range of local chaotic search. Through experiments, we found that there was a good optimization effect when R ∈ [0.1, 0.4].
Arc Tangent Acceleration Coefficients (AT)
Using arc tangent acceleration coefficients (AT), we propose a novel cognitive and social component parameter adjustment strategy in this paper. Compared with constant values, AT has a better ability to balance the overall search during the previous period and local convergence in the later stage. In AT, the parameters c 1 and c 2 are defined by Equation (8) and Equation (9), respectively.
where ∂ and σ, and δ 1 and δ 2 are constant (∂ = 1.5, σ = 4, δ 1 = 2.5, and δ 2 = 0.5).
The range of values of c 1 and c 2 are illustrated in Figure 3 , from which we can see c 1 ranged from 2.5 to 0.5 and c 2 ranged from 0.5 to 2.5. 
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Using arc tangent acceleration coefficients (AT), we propose a novel cognitive and social component parameter adjustment strategy in this paper. Compared with constant values, AT has a better ability to balance the overall search during the previous period and local convergence in the later stage. In AT, the parameters 1 c and 2 c are defined by Equation (8) and Equation (9), respectively.
where ∂ and σ , and 1 δ and are constant ( ∂ = 1.5 , σ = 4, 1 δ = 2.5, and 2 δ = 0.5).
The range of values of 1 c and are illustrated in Figure 3 , from which we can see 1 c ranged from 2.5 to 0.5 and 2 c ranged from 0.5 to 2.5. 
Cosine Map Inertia Weight
When the inertia weight is large, it is convenient for the global search, and when the inertia weight is small, the local search is enhanced. According to previous studies [30, 31] , the sine function plays an important role in adjusting ω. Inspired by this idea, we proposed an improved cosine function, which was defined by Equation (10) .
where ϕ and τ are constant (ϕ = 1/3, τ = 0.6)
Compared with the traditional PSO algorithm, the improved cosine function can facilitate the PSO algorithm because of its global search in the early stages and local convergence in the later period. After many comparative experiments, we found that the optimal effect was obtained when 
where ϕ and τ are constant (ϕ = 1/3, τ = 0.6) Compared with the traditional PSO algorithm, the improved cosine function can facilitate the PSO algorithm because of its global search in the early stages and local convergence in the later period. After many comparative experiments, we found that the optimal effect was obtained when ϕ = 1/3, τ = 0.6. In this case, ω ranged between 0.9333 and 0.2667 and the change curve was depicted in Figure 4 . ϕ = 1/3, τ = 0.6. In this case, ω ranged between 0.9333 and 0.2667 and the change curve was depicted in Figure 4 . 1 Initialize the parameters (PS, D, min
The particle swarm positions
are initialized by chaos theory by Equation The speed i V of the particle i X is updated using Equation (1) 11
Use Equation (2) to update the position of particle i X 
(Equation (7) 1 Initialize the parameters (PS, D, V min , V max , M max , c 1 , c 2 , X min , X max ) 2 The particle swarm positions X i (i = 1, 2, · · · , PS) are initialized by chaos theory by Equation (6) 3 Randomly generate N initial velocities within the maximum range 4 PSO algorithm is used to search for individual extremum and global optimal solutions 5 Local search: 6 While Iter < M max do 7 Update the inertia weight ω using Equation (10) 8 Using Equations (8) and (9) to update the cognitive component c 1 and social component c 2 . 9 for i = 1:PS (population size) do 10 The speed V i of the particle X i is updated using Equation (1) 11
Simulation Experiments, Settings and Strategies
Use Equation (2) to update the position of particle X i 12
Calculate the fitness values f i of the new particle X i 13 if X i is superior to pbest i 14
Set X i to be pbest i 15
End if 16 if X i is superior to gbest 17
Set X i to be gbest 18
End if 19 Global search: 20 Chaotic search K times near gbest 21 Use the following formula Z → Y : X = gbest + R × cos(Z) (Equation (7) 
For the basic PSO and its variants listed in Table 1 , the maximum iteration steps for all functions were defined as 2000, and the population size was set to 100. For the acceleration parameters for basic PSO and classical PSO, we set c 1 = c 2 = 2.0. The dimension values of each classic test function in Table 2 were set to 30 and 50 in turn. Table 1 . Parameter settings for Chaotic Particle Swarm Optimization-Arctangent Acceleration (CPSO-AT) and other Particle Swarm Optimization (PSO) variants.
Algorithms Population Size Dimension Parameter Settings Iteration
Basic PSO 100 30,50 
(ω i − 1) 2 1 + 10 sin 2 (πω i + 1) Table 2 lists the 10 classical benchmark functions that were applied to verify the performance of the proposed CPSO-AT. In this paper, benchmark functions were separated into two groups. The first group contained five single-modal functions and the second group consisted of five multi-modal functions. There were many local optimizations in f 8 (Rastrigin), which caused more difficulties when searching for the global optimum. f 7 (Ackley) is famous for a rather narrow global optimal basin, which means this function has many local optimums. In Table 2 , we used dim and s to represent the solution space dimension and a subset of R n , respectively. For each test function, 30 independent experiments were conducted.
Experimental Results and Discussion
In this study, the performance of the CPSO-AT algorithm was verified using extensive simulation experiments. These experiments can be divided into two groups. The first group compared CPSO-AT with basic PSO, classical PSO, and CPSO using 10 well-known standard test functions in 30 and 50 dimensions. The simulation results are shown in Tables 3 and 4 . The second group compared CPSO-AT with other kinds of well-known optimization algorithms (MFO, KH and BBO) using the same conditions as the first group, and the parameter settings and experimental results are presented in Tables 5-7, respectively.
The k in Tables 3, 4, 6 and 7 is a performance indicator. When k was 0, the performance of the CPSO-AT optimization was worse than that of the other algorithms; when k was 1 (non-text bold), the CPSO-AT optimization was slightly better than the other algorithms; when k was 1 (bold), the CPSO-AT optimization was superior to the other algorithms and the effect was more obvious. In addition, the best solutions are shown in bold in Tables 3, 4, 6 and 7.
As shown in Table 5 , the parameters of MFO, KH, BBO and CPSO-AT were set as follows: the number of iterations was 2000, the population size was 50, and the comparison experiments were performed on the standard test functions (shown in Table 2 ) in 30 and 50 dimensions.
Comparison of CPSO-AT with Classical PSO, Basic PSO, and CPSO
We conducted many experiments to verify the effectiveness of a chaotic search theory, nonlinear dynamic learning factor, and nonlinear dynamic inertia weight. The algorithms were tested using 10 benchmark functions with 30 and 50 dimensions, and the results are shown in Tables 3 and 4 . Figure 5a ,b illustrate that the proposed CPSO-AT stood out when compared with the other three algorithms and its optimization accuracy and convergence speed had obvious advantages for unimodal functions f 1 and f 5 . From Figure 5c ,d,f we can see that the proposed CPSO-AT algorithm showed better performance for multimodal functions f 6 , f 7 , f 10 . However, Figures 5e and 6e depict that for f 8 the performance of CPSO-AT was not as good as that of the CPSO algorithm. From Figure 6a ,b, it can be seen that the CPSO-AT showed the fastest convergence speed and stronger robustness compared with the other three methods. Figure 6c ,d,f demonstrate that the CPSO-AT had a better ability of escaping from the local optimums.
The same conclusion can be drawn from Tables 3 and 4 , which demonstrate the best fitness value (The best), worst fitness value (The worst), mean results (mean) and standard deviations (S.D.) of the CPSO-AT algorithm and three other PSO variants. It can be concluded that the proposed CPSO-AT achieved better optimization results for all unimodal functions f 1 -f 5 . For four multimodal functions ( f 6 , f 7 , f 9 , f 10 ), the CPSO-AT algorithm also outperformed the three other PSO variants. However, for multimodal function f 8 all algorithms had very close optimization accuracy. Moreover, the last columns of Tables 3 and 4 revealed that the proposed CPSO-AT provided better robustness and stability than basic PSO and its variants. f f f f , the CPSO-AT algorithm also outperformed the three other PSO variants. However, for multimodal function 8 f all algorithms had very close optimization accuracy. Moreover, the last columns of Tables 3 and 4 revealed that the proposed CPSO-AT provided better robustness and stability than basic PSO and its variants. 
Comparison of Chaotic Particle Swarm Optimization-Arctangent Acceleration with Moth-Flame Optimization, Krill Herd and Biogeography-Based Optimization
We compared our CPSO-AT algorithm with the optimization algorithms proposed by other researchers. The parameters for moth-flame optimization algorithm (MFO) [12] , krill herd (KH) algorithm [11] , and biogeography-based optimization (BBO) [8] are shown in Table 6 . The 10 classical test functions listed in Table 2 were used for comparison and their dimensions were set to 30 and 50. For a fair comparison, each experiment was repeated 30 times for each test function. The experimental results are shown in Tables 6 and 7 , including the optimal fitness values (the best), worst fitness values (the worst), average results (mean), and standard deviation (S.D.) for the MFO, KH, BBO, and CPSO-AT algorithms. The convergence curves of the above algorithms are illustrated in Figures 7a-f and 8a-f. 
The experimental results for solving 10 standard test functions in 30 dimensions are provided in Figure 7a -f and Table 6 , which show that the CPSO-AT algorithm had obvious advantages compared with the other three well-known algorithms in all unimodal functions ( f 1 − f 5 ). For multimodal functions, the CPSO-AT algorithm found better solutions for f 6 , f 7 , and f 10 . However, for f 8 and f 9 , the performance was not as good as the BBO and KH algorithms, as shown in Figure 7e and Table 6 .
The last two columns of Table 6 show that for the majority of the benchmark functions ( f 1 − f 7 , f 10 ), the proposed CPSO-AT algorithm performed better in both search accuracy and stability. The mean values listed in the sixth column of Table 6 show that for six functions ( f 1 , f 2 , f 5 , f 6 , f 7 , f 10 ), the CPSO-AT was obviously superior compared with the three other meta-heuristic optimization algorithms. The BBO algorithm produced the best results for two numerical functions ( f 8 , f 9 ), which made it the second best methodology. However, the optimization results of CPSO-AT were very close to those produced by the BBO algorithm for f 8 and f 9 . KH was ranked as the third most impactful method by providing preferable solutions on four test functions ( f 4 , f 3 , f 8 , f 9 ), but performed poorly in six functions ( f 1 , f 2 , f 5 , f 6 , f 7 , f 10 ). MFO did not perform well on almost all test functions, and was determined to be the least effective method. Tables 6 and 7 demonstrate that the CPSO-AT algorithm produced the best results among all four methods, followed by BBO, KH, then MFO. Figure 7a depicts the performance of the four algorithms for the f 1 function. During the search, the performance of CPSO-AT was superior. Figure 7b -d,f indicate that BBO, KH, and MFO were inferior to CPSO-AT. Figure 7e shows that BBO and KH performed better than CPSO-AT and MFO, but the optimization effect of CPSO-AT was close to that of the BBO algorithm. Table 7 presents the optimization results of 10 standard test functions with 50 dimensions, and we concluded that the CPSO-AT algorithm provided a considerable advantage for solving unimodal function problems ( f 1 − f 5 ). However, for multimodal functions f 8 and f 9 , BBO and KH algorithms performed slightly better than CPSO-AT. For the rest of the multimodal functions ( f 6 , f 7 , f 10 ), the proposed CPSO-AT outperformed the other three heuristic optimization algorithms.
The convergence curves of the mean values of the numerical experiment functions ( f 1 , f 2 , f 5 , f 7 , f 8 , f 10 ) with 50 dimensions are illustrated in Figure 8a -f. Figure 8a , b indicate that the CPSO-AT method provided the best search result compared with the other three methods, whereas the KH method was able to quickly converge to the global optimum. However, Figure 8e shows that the two algorithms (KH and BBO) can find similar solutions, and Figure 8f shows that the BBO algorithm has a powerful ability to globally search to evade the local optimum solution in the 50-dimensional f 10 function. For most situations, the proposed CPSO-AT algorithm provided superior convergence accuracy and a steadier search ability than the other three methods when solving numerical optimization problems. Figure 8a -f, we conclude that for numerical function optimization problems, the proposed CPSO-AT algorithm was superior compared with MFO, KH, and BBO. In particular for unimodal functions, the proposed method had obvious advantages. Therefore, when solving single-modal function problems, we recommend using the CPSO-AT algorithm. For multimodal functions, CPSO-AT also performs well in both optimization accuracy and convergence speed. In summary, the CPSO-AT provides a good balance between global exploration and local exploitation capabilities, which indicates that the proposed nonlinear dynamic From Tables 6 and 7 and Figures 7a-f and 8a-f, we conclude that for numerical function optimization problems, the proposed CPSO-AT algorithm was superior compared with MFO, KH, and BBO. In particular for unimodal functions, the proposed method had obvious advantages. Therefore, when solving single-modal function problems, we recommend using the CPSO-AT algorithm. For multimodal functions, CPSO-AT also performs well in both optimization accuracy and convergence speed. In summary, the CPSO-AT provides a good balance between global exploration and local exploitation capabilities, which indicates that the proposed nonlinear dynamic weights, dynamic learning factors, linear mapping, and chaotic particle position updating method are effective for enhancing the performance of CPSO-AT.
Conclusions and Future Work
In this paper, we proposed a novel CPSO-AT algorithm that could improve the overall performance of the traditional PSO method. To obtain a good balance between global and local search capabilities, nonlinear dynamic weights, dynamic learning factors, linear mapping, and chaotic particle position updating methods were combined in the proposed method. Extensive experiments were conducted using ten 30-dimensional and 50-dimensional classical benchmark functions to verify the effectiveness of the proposed method. In the first set of experiments, CPSO-AT was compared with basic PSO and its two kinds of variants, and with three other well-known optimization algorithms in the second group of experiments. The experimental results indicated that applying dynamic weights and dynamic learning factors in the proposed CPSO-AT algorithm were beneficial and better results were obtained for most of the classical benchmark functions. Therefore, the proposed CPSO-AT is a good choice for solving numerical optimization problems.
In the future, the diversity of particles and the convergence speed of the CPSO-AT algorithm needs to be further studied. We plan to apply the CPSO-AT algorithm to solving some real-world problems in future work. 
