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1. I~Tfto~ucTl0~ 
A basic problem in control theory is to show that under the influence of 
certain controls, the system is asymptotically stable, i.e., the system has an 
equilibrium position to which it returns no matter how large the initial 
displacement from the equilibrium position. One mathematical formulation 
of the problem is: given a system of nonlinear ordinary differential equations 
in which there occurs a “control function” as a parameter, to prove that for 
all control functions in a particular class the system has a globally 
asymptotically stable equilibrium point. Much of the work in control theory 
is concerned with various special classes of systems of ordinary differential 
equations. See Lefschetz [ 17 j or Aizerman and Gantmacher [ 1) where the 
nonlinearity arises from the characteristic function of the control mechanism. 
In biological control problems, the system of differential equations 
sometimes takes a very different form. Strong nonlinearities appear in the 
system of differential equations, but the control function may be a very 
simple function: a constant function or a linear function. Examples of this 
occur in hormonal control systems where the mathematical description of the 
hormonal system is a system of nonlinear ordinary differential equations (see 
Stear and Kadish [24]). It has been shown clinically that regular 
administration of thyroxin can suppress oscillations of the thyroid system 
(see Gjessing [ 141). In terms of mathematical models of the thyroid system, 
this means that if a certain constant vector is added to the differential 
equation, then the differential equation has a globally asymptotically stable 
equilibrium point (see Danziger and Elmergreen [9-121, Rashevsky [22], 
and Cronin 171). 
There are also other biological phenomena in which there is a control 
which can be described in terms of a linear or a constant function. For 
example. experiments with the dinoflagellate Gonyaulaux show that constant 
bright light may cause oscillations to cease (see Njus et al. [20]). Oatley and 
Goodwin ] 2 1 ] provide a number of examples of biological oscillators, such 
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as reproduction cycles of bacteria depending on nutrient level and various 
circadian rhythms. They note that biological oscillations are sometimes 
blocked by large stimuli 121, p. 151. 
The purpose of this note is to obtain sufficient conditions that the addition 
of a constant or linear control term makes the system have a globally 
asymptotically stable equilibrium point. This question has been studied by 
Cronin [4] for equations of the form x’ = Ax +f(~), where A is a constant 
matrix andf(x) is a nonlinear function satisfying suitable hypotheses. Here, 
that result is generalized by replacing Ax by a function G(x) which is 
negative definite in a way that will be described in detail later. The result 
includes a larger class of equations. is easier to apply, and is natural 
hypothesis for biological models. 
2. SUPPRESSING OSCILLATIONS BY CONSTANT TERMS 
Let P” = ((x , . . . . . s,) in R” 1 si > 0 for i = I,..., n}, the positive orthant. 
For s = (x, . . . . . x,) in R” set 
llxll = (xi + ... +xy* the Euclidean norm 
and 
1x1 = lx. ‘, + . . . + l-y,1 the box norm. 
( I(sIJ ,< R }, the solid sphere of radius R. Define K” = 
j+i xj for i = I,..., n}, where m is a number in (0, 1). 
And let U be an open set containing P”. 
Consider the system 
Let B(R) = ix in R” 
(x in P” ) xi 2 m xi”= ,, 
x' = G(x) +f(x). (2.1) 
Make the following assumptions. 
H-l. (a) G(x) is continuous on U, satisfies a local Lipschitz 
condition on II, and x. G(x) < -CJ J(xIJ* for some fixed (T > 0 and all x in K” 
such that 1(x1( > a for fixed a > 0. 
(b) Given b > 0 there is an R > 0 such that if IG(x)J :> R, then 
1.~1 > b for x in K”. 
(c) There is c > 0 such that for all x, 4’ in K” for which ljxll > c and 
I/~‘11 > c we have 
(x-y) . (G(x) - G(y)) < -r 11-r -yll* 
for fixed r > 0. 
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H-2. (a) f(x) is continuous with continuous first derivatives for each 
.K in U. 
(b) There is M > 0 such that Ilf(~)ll < it4 for all x in P”. 
(c) pjpxj(x)l < r,n-’ for lIx/I > d 2 0, for x in P”. and for some 
fixed r, such that 0 < r, < r, where i,j = I . . . . . !I. 
H-3. If x(t) is a solution of (2.1) such that for some t,, x(t,) is in the 
boundary of K”, Fr(K”). then for all t > t,, for which x(t) is defined we have 
that x(f) is in the interior of K”. Note: An equivalent condition for H-3 is 
that V(s) = G(X) +f(~) is an inward pointing vector field on Fr(K”). 
Another is that for each x in Fr(K”) the usual inner product in R” of V(X) 
with an inward pointing normal at s is positive. This assures that no 
solutions “escape” from K”. 
Throughout what follows we shall make use of the fact that if a solution of 
an autonomous system stays in a compact set in the domain of the functions 
in the differential equation, then there is some value t,, such that the solution 
is defined for all t > t, (see Cronin [3, p. 61 ] or Nemytski and Stepanov 119, 
Theorem 1.2 1, p, 8 I). 
With these hypotheses we can indicate when oscillatory solutions of (2. I ) 
can be expected. This is done with the aid of the following lemma. 
LEMMA 1. Utzder hypotheses H-l. H-2. arzd H-3, there esists R, > 0 
such that for all R > R, $x(t) is a solutiorz of (2. I) such that for some I,,. 
x(t,,) is in Fr(B(R)n K”), then \rle haue that x(t) is defined and in 
B(R)nK”forall tat,. 
Proof. Let r’=/l.~[l’. Set R, = max(a, (.M + &J/O}. where E,, is some 
positive number. 
If x(t) is a solution of (2.1) such that for t = I,. Ilx(to)ll = R > R,, we have 
at t = t,, 
rr’ = .Y . (G(s) +f(x)), 
G-u II-Kll? + M /I.K/l 
= (-CJR + M) jls/( 
,< -&” II4 < 0 
The rate of change, r’, is negative on Fr(B(R)) n K”. 
This plus H-3 implies that any solution of (2.1) that intersects 
Fr(B(R) n K”) remains in the compact set B(R) n K”. From this the lemma 
follows. 
DEFINITION 1. A solution x(t) of an autonomous system X’ = F(x). 
where F(K) is continuous on its domain. is said to be uniformly stable if 
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there exists k > 0 such that E > 0 implies there is a positive S(F) so that if 
u(r) is also a solution and if there are numbers I, and i2 such that f2 > k and 
then for all f > 0 
lu(t, + I) -.V(fz + f)] < 6. 
DEFINITION 2. The solution -u(f) is said to be phase asymptotically 
stable (P.A.S.) if s(f) is uniformly stable and, in addition, if there is a 
number f, such that 
lim ! u(f) - x(f, + t)l = 0. 
I-1/1 
DEFINITION 3. An equilibrium point, p. of an autonomous system 
.Y’ = F(s) is said to be globally asymptotically stable in a set E c R” if p is 
in E. ifp is asymptotically stable in the sense of Lyapunov [2, p. 3 141, and if 
whenever -u(t) is a solution to the system such that I is in E it is true that 
lim r-1 L -df) =P. 
We denote by o[~(r)] the orbit or underlying point set of a solution x(t). 
L [s(f)) will denote the set of omega limit points of a solution -v(f) (see [ 19, 
p. 338 I). 
A theorem of Sell ([ 5, Theorem 2, p. 261 or [ 6, p. 1091 and also [ 23 1) says 
that a bounded P.A.S. solution of an autonomous system has as its omega 
limit set the orbit of a P.A.S. periodic solution (which may be a trivial one, 
i.e.. an equilibrium point). From this it follows that if R > R,, if B(R) n K” 
contains no asymptotically stable equilibrium point, and if there is a P.A.S. 
solution .u(t) of (2.1) such that for some fo, x(f,) is in B(R) n K”. then there 
is a nontrivial P.A.S. periodic solution y(f) of (2.1) such that 
01 y(f)] = f.[x(f)) c B(R) f-I K”. 
The assumption of a P.A.S. solution to the system is not all that 
restrictive. In applications, solutions often need to exhibit strong stability 
qualities in order to be considered physically significant [ 15, p. 3561. 
Sufficient conditions for existence of P.A.S. solutions in general systems are 
given in Cronin 181. 
Further, to assume a bounded solution is not a severe restriction. The 
variable quantities that one deals with in, say, biological settings can take 
meaningful values only within specific ranges. 
Having seen that (2.1) may have nontrivial periodic solutions, we show 
that the addition of a large enough constant term will suppress oscillatory 
behavior. 
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THEOREM 1. Suppose H-l, H-2, and H-3 are satisfiedfor (2.1). There is 
k, > 0 such that if K is in K” and if 1 K) > k,. then 
x’ = G(x) +f(x) + K (2.2) 
has a unique equilibrium point, x,,(K), which is globally asymptotically stable 
in K”. 
ProoJ Via the following lemmas. 
Let S(R) = B(R) r? K”. 
LEMMA 2. Given K in K”. there is R,(K) > 0 such that if x(f) is a 
solulion of (2.2) and ifx(t) intersects Fr(S(R)) at I = t, where R 2 R,(K). 
then x(t) is defined and in S(R) for all t > t,,. 
Proof: Suppose that x(t) is a solution of (2.2) such that ~(t,,) is in 
Fr(K”). Let y(t) be a solution of (2.1) such that Al =.u(t,). The tangent 
vector to x(t) at t = t, is 
WU,,)) +.I-(-%)) + K = G(Y@,)) +Kv(t,)) + K. 
The expression on the right-hand side is the sum of two vectors. K is either 
in Fr(K”) or directed toward the interior of K”. G(y(f,)) +f(y(z,)) is 
directed into the interior of K” by H-3. Thus the tangent to x(t) at t = t, is 
directed into the interior of K”. 
Next, choose M, > 0 such that l\f(x)li + (( KI( < M,. Let R,(K) = 
max(a, (M,,. + e,,)/o) where s0 is some positive number. If x(t) is a solution 
of (2.2) such that x(t,) is in K” and IIx(t,)(( = R 2 R,(K), proceed as in 
Lemma 1 to show that r’ < 0 so that x(t) is headed into S(R) across the part 
of Fr(B(R)) that is in K”. 
We conclude that x(t) cannot escape S(R), a compact set. So x(t) is 
defined and in S(R) for all t > t,,. 
LEMMA 3. Given b > 0, there is an R,(b) > 0 such that if 1 K / > R?(b) 
and ifxO is an equilibrium point of (2.2), then lx,,1 > b. 
ProoJ Since x,, is an equilibrium point, 
0 = G(x,) +f(x,,) + K. 
So we have 
I G(x,)l = If&,) + K I 
> IKI - lfbdl 
>,IKI-Mn”‘. 
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By taking /1(1 > R + Mn’!’ and setting R?(b) = R + Mn”‘, we get 
I Gk,)l > R. 
By choosing R such that IG(x)l > R implies Ix.1 > b by H- 1, we have that 
IsoJ > b for the given 6. 
LEMMA 4. There exists A > 0 such thar if x0 is an equilibrium point of 
(2.2) and if I/x0/l > A, then x0 is asymptoticaltj~ stable. 
Proof. We use some Lyapunov theory. 
Let A = max(c.d\ where c is given by H-l(c) and d is given by H-~(C). 
Suppose Il.xOl/ > A. Take I, such that the open ball B(x,; r,) = 
{X /Js - ~~11 <r,} is contained in [R” -B(A)] n K”. 
For x in B(.u,; r) the Mean Value Theorem yields numbers 19, in (0, I) 
such that far zi =x,) + ffj(x - x,,) and j= I,..., n 
(.u - x0) * [f(x) -f(q)) 1 = (3 - x0) *f,(z, . . . . . zn)(x - x0), 
where J;(z, ,.... z, ) is the matrix whose jth row is the gradient of the jth 
component function fj off evaluated at zj. 
Since z.i is in B(x,; r,), /Jzil( > A. Apply H-~(C). By taking the Euclidean 
norm off, and employing a Schwarz inequality we obtain 
Consider the scalar function W(x) = 11.~ -xJI’ for .Y in R(x,; r,). 
W(,s) > 0 for .Y # x,. 
W’(x) = 2 2 (Xi - XOj) $ (Xj - XOj) 
j=l 
= 2t-u -4 . IGtx) +0x) + K) - (G(x,) +f(q,> + Kjj 
< 2(-s + r,) [Ix -xo(12 < 0 
for x # x0 and .Y in B(x,; r,). 
By Lyapunov’s direct method x0 is asymptotically stable [ 16, Theorem II, 
p. 37 I. 
LEMMA 5. There is a rumber k, > 0 such that if (K( > k, and K is in 
K”, then there are positive numbers R 3, R, with R 3 < R, and there is an 
equilibrium point, .x,(K), of (2.2) in the interior of 
S = Cl(K”n (B(R,) - B(R,))\. 
Furthermore, x,,(K) is asymptotically stabte. 
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Proof Let k, = R,(A) where A is the number arrived at in Lemma 4 and 
where RI(.) is the number given by Lemma 3. Take R, > A. 
Next, we show that there is kz > 0 such that if K is a fixed element in K” 
with (KJ > k2, then the solution of (2.2) that passes through x* in 
Fr(K” -- B(R,)) is such that its tangent at x* is directed toward the interior 
of K” - B(R >). 
If P is in Fr(K”), this will follow from the argument in Lemma 2. 
Suppose that x* is in K” f7 Fr(B(R,)). G(X) is continuous; so there is 
D > 0 such that /G,(s)l < D for i = l...., n and for all .K in S(R,) = K” n 
B(R,). a compact set. 
For r’ = I/x](~. we have 
rr’ = .Y . G(x) + .Y .J(s) + x . K 
(2.3) 
for s in S(R,) since IsI > II-Y/(. 
For s in K” we have si > m ~~~~,,j~ixj. so (1 + rn)Xi > m I?-, s, = 
nz 1.~1 or .ui> (m/(1 + m)] (.YI for i = l,.... n. 
K is also in K”. From this we obtain 
s . K =.u,K, + ... +.u,K,, 
(2.4) 
Combining (2.3) and (2.4) 
rr’ > IKl &-D-M) /xl. 
From this inequality it is seen that there is kz > 0 such that if 1 K 1 > kz. then 
r’ > 0 for .Y in S(R,), ?I # 0. In particular, r’ > 0 for X* in K” f~ Fr(B(R,)). 
Therefore, if JKJ > k,, then a solution which passes through x* has a tangent 
directed toward the interior of K” - B(R,). 
Let k, be the larger of k, and kl. Let K be a fixed element of K” with 
/ KI > k,. Take R, such that R, > R, and R, > R,(K), where R ,(.) is the 
function given in Lemma 2. By Lemma 2, if .x* is in K” f7 Fr(B(R,)), the 
solution of (2.2) which passes through x * has its tangent directed into the 
interior of S(R,) at x*. 
From the foregoing we conclude that if -u(t) is a solution of (2.2) such that 
for some t,, x(f,) is in Fr(S), then the tangent to x(t) at t = t, is directed into 
the interior of S. 
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By standard topological considerations [3, Theorem 13.1, p. 531 and the 
properties of the Brouwer degree [3, pp. 30-321 there is an equilibrium point, 
s,(K), in the interior of S. 
By Lemma 4, x,(K) is asymptotically stable. 
LEMMA 6. The equilibrium point from Lemma 5 is globally 
asymptotically stable in K”. 
Proof x,(K) is asymptotically stable. From Lemma 1, if x(t) is any 
solution of (2.2) such that x(to) is in K”, then x(t) is defined and in K” for all 
I > t,. Thus it suffices to show 
lim x(t) = x,(K). 
I-T, 
From the proof of Lemma 4, W(x) > 0 and W’(X) < 0 for all x in 
K” - B(R,), x f -yO. This implies that if x(t) is a solution of (2.2) for which 
.u(t,) is in K” - B(R,), then lim,,,X x(t) =x,,(K) [ 16, Theorem VII, p. 591. 
Suppose x(t) is in K”nB(R,) for some t = to. From the proof of 
Lemma 5. we have r’ > 0 for all s on K” n B(R,), x # 0. At x := 0, X’ is 
directed into the interior of K”. So there is t, > I, such that x(t,) is in 
K” - B(R,). Thus we have lim,,, x(t) = x,,(K). 
This completes the proof of Theorem 1. 
It should be noted here that the choice of the set K” was made to facilitate 
the proof of Lemma 5. Other sets could have been used. 
This section concludes with an example to illustrate Theorem 1. 
EXAMPLE 1. Consider the two-dimensional system: 
(2.5) 
We shall replace hypotheses H-l-H-3 with some stronger assumptions 
which will be easier to work with and to verify for this set of equations. 
For H-l we substitute the following three assumptions. 
(1) Assume that g and h are defined and have continuous first 
derivatives on an open set, U. which contains the first quadrant of the plane. 
Further, assume that g and h are bounded below on K2 by cr > 0. 
(2) Assume there are positive constants, A and C. and a positive 
integer, n. such that for all (x,~,) in K’ 
xg(x. y) + yh(x, y) < A (x + y)” + C. 
(3) We assume that the partial derivatives, g, and h,, are positive on 
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K’. We also suppose that one of the two following conditions is satisfied on 
K2: 
Either h, < 0 and g, > 0 
or h, > 0 and g,, < 0. 
Remark. Assumption 3 is sufficient to have H-l(c) satisfied with r = u. 
One verifies this by using the Mean Value Theorem, assumption 1, and a 
sufficient condition for a two by two matrix, L, to be positive definite. 
namely, L,, > 0 and det L > 0 [ 13, Theorem 3, p. 306 1. 
(4) We keep H-2 as is and translate it into two dimensions. We 
assume f, and fi have continuous first derivatives on I/ and that there is 
M > 0 such that for all (x,~) in the first quadrant 
[f,(x,?‘)]‘+ [f&.# < M2; 
in addition, we suppose that the derivatives off, and f2 are suitably bounded. 
For (x, J) in the first quadrant with x2 + .I*’ > d2 > 0 
and 
forj= 1,2 with r, < r=u. 
(5) We replace H-3 with the following conditions. 
(a) When 4’ = mx and x > 0 we have 
gk 4’) > 4x, y) and f&~) > mf,k ~1. 
(b) When my =x and x >, 0 we have 
4-u. Y) 2 g&I’) and f,(,~,4’) > mf2(x7Jl). 
Before continuing, a few words of explanation should be given about 
assumption 5. In two dimensions, 
K2= ((-u,4’)1x~O,p~O,x~m~,and~~rnx). 
The number m is a given, fixed fraction in the interval (0, I). The boundary 
of K2 consists of the two rays 
S,= ((x,y)(y=mx,x>O}. 
S2= ((x,y)Imy=x,x>Ol. 
An inward pointing normal vector to S, is (-m, l), while (I, -m) is an 
inward pointing normal to S,. 
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Condition H-3 will be satisfied if the inner product of the right-hand side 
of (2.5) with each of the inward normals is positive. On S, where y = mx 
and s > 0 the pertinent inequality to be satisfied is 
0 < -ml-xg(x.y) +f,(x.y)] + 1 [-yh(x.y) +f&,y)] 
= mx[ g(x,y) - h(X.J)] - mf,(x,?‘) Sfi(X.J). 
This will occur if 
g(x, y) >, h(s, .I-) 
whenever ~9 = mx and x > 0. 
and f2Cc.v) > w-,(-54’) 
On Sz where mu= x and x 2 0 take the inner product of (I, -m) with the 
right-hand side of (2.5). As above, we arrive at the given conditions on g, h, 
f, . fi so that the inner product will be positive on S,. 
So now if (2.5) satisfies assumptions 1 through 5, Theorem 1 applies. 
To make this example more concrete we look at the case where g and h 
are of a special form. Let g(?c,.r) =p(x) u(J~) and h(x,.~) = q(y) v(x). The 
system under consideration is now 
x’ = -xp(x) u(y) +f,(x, y), 
.l” = -yq( 1’) L’(X) +“/-1(-Y, y). 
(2.6) 
The functions U, L’ are taken to be bounded, continuous functions with 
continuous first derivatives such that U’(X) < 0 and u’(y) > 0 for x > 0, 
J’ > 0. Both U, u and their derivatives are defined on an open interval which 
contains the positive real numbers. In particular, we could take u to be a 
logistic function. 
U(P) = 
R 
1 + B exp(-RCY) ’ 
where R, B, C are positive. We could take D as an exponential decay 
function, 
n(x) = A + D exp(-Q(u)), 
where A and D are positive and where Q(x) is a polynomial with 
nonnegative coefficients. 
Let the bounds on u and ~1 be given by 
We assume 11, n2 < u, u,. 
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The functions p and q are taken to be polynomials of the same degree with 
nonnegative coefftcients. 
p(x)=u,lxn+ ... +a,.u+a,. 
q(y) = b,y” + ... + b, y + b,. 
We assume that the coefficients of p and q satisfy the inequality 
for j = l,..., II. 
The linking of the coefftcients of p and q with the bounds on K and L’ 
through this inequality allows for the verification that assumption 5 holds. 
One looks at what the assumption means in terms of the coefficients of p and 
q. using the fact that m is in (0. 1). 
Here we can take o to be the smaller of a,,~, and b, L’, while taking r = cr. 
The verification that assumptions 1. 2, and 3 are satisfied is a routine 
calculation. 
We shall simply take functions f, and f, so that assumption 4 and the 
relevant inequalities in assumption 5 are satisfied. A specific example of such 
functions is 
f,(x,jv) = 0.1~7 sin’(j? - ms), 
fi(x,y) = O.la[cos(mj~ -x) - I]‘. 
Here we could take r, = &J. 
We conclude that Theorem 1 holds for (2.6). 
3. SUPPRESSING OSCILLATIONS BY LINEAR TERMS 
In this section we study the n-dimensional systems 
x’ = g(x) + f (x), (3.1) 
x’ =g(x) +f(x) + uL(u)x. (3.2 1 
Let U be an open set in R” such that P” is contained in CT. We make the 
following assumptions. 
A- 1. g(x) is a continuous function on U such that 
(a) g satisfies a local Lipschitz condition in U, 
(b) there is CJ > 0 and a > 0 such that x . g(x) < -u IIxII’ for all x in 
P” for which llxll >a. 
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(c) there is r > 0 such that for x and J in P” we have 
(x-y). [g(x)-g(y)] < --511x--?‘/I’. 
A-2. f(x) is defined and continuous on U and there is M, > 0 such 
that for all x in P” 
ll.m)ll < M, 1 
A-3. f(x) has continuous first derivatives on U, and there is M, > 0 
such that 
I I $ C-y) <M, -J 
for all x in P” and for i, j = I ,..., n. 
A-4. If x(t) is a solution of (3.1) such that for some I,, x(tO) is in 
Fr(P”), then for all I > t, for which x(t) is defined we have x(f) in Int P”, the 
interior of P”. 
A-5. Suppose for each u > 0 there is a matrix L(U) such that each 
element of L(U) is a continuous function of u for all u > 0 and such that if 
A,(U),..., d,(u) denote the eigenvalues of L(U) and Re J,(u),..., Re A,(U) denote 
the real parts of the eigenvalues, then 
l(u) = max( Re l,(u),..., Re 1,,(u)} 
decreases without bound as u + co. 
A-6. Suppose A-4 holds for Eq. (3.2). 
Remark. There are equivalent ways of formulating assumptions A-4 and 
A-6. 
(a) If x(t) is a solution of either (3.1) or (3.2) and if x(&J is in Fr(P”) 
for some f,, then the tangent of x(t) is directed into the interior of P” at 
t = t,. 
(b) V,(x) = g(u) +f(x) and V,(x) = g(x) +f(x) + uL(u)x provide 
inward pointing vector fields on Fr(P”). 
(c) Let x be in Fr(P”) and N, be an inward pointing normal to Fr(P”) 
at s. Then the inner product 
Nx . I id-y) +.&)I > 0 
and 
N, . [g(x) +f(x) + uL(u)x] > 0. 
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This last formulation is the most computational. The inward normals in this 
case are the vectors, ei, which have 1 at the ith coordinate and zeros 
elsewhere. The boundary of P” is made up of n sides of the form 
Si = (x in P” j x . e, = O}. 
Using the same methods as in Lemma 1 one can establish the analogous 
result for (3.1). 
LEMMA 7. There is an R, > 0 such that for all R > R, if x(t) is a 
solution of (3.1) such that for some t,, x(t,) E Fr(B(R) f? P”), then x(t) is 
defined and in B(R) t7 P” for all t >, t,. 
THEOREM 2. Under assumptions A-l through A-6 there is u, > 0 such 
that if u > u,, then (3.2) has an equilibrium point, x,(u), which is globally 
asymptotically stable in P”. 
The proof will proceed by the lemmas which will follow. For another 
result along these lines, as well as a general result on existence of a globally 
asymptotically stable equilibrium point in a given set, see Cronin [S. 
Theorems 6 and 41. 
LEMMA 8. Let R > 1, a. There exists u0 > 0 such that $ u > u, and if 
x(t) is a solution of (3.2) for which Ilx(tO)il = R. then x(t) is defined and in 
P”nB(R)forall t>t,. 
Proof By A-6 no solution of (3.2) escapes P”. 
Suppose ?c(t) is a solution of (3.2) such that IIx(t,J = R. Let r(t) = llx(t)ll. 
Differentiating r’, 
Now. 
rr’ = x . (g(x) + f (x) + uL(u)x), 
x . g(x) < -c-J /I.#, 
x .f(x) < M, 1.~1 <n”‘M, /Ix/J, 
s . uL(u)x < &I(u) Ijx\l’ + uk (1x1/?, 
where n(u) is from A-5 and k > 0 is a fixed constant. 
rr’ < (-a + uA(u) + uk) /Ix/I2 + n4’M, /1x(1 
< (-a + d(u) + uk) R2 + n”*M, R 
< R*(-a + uA(u) + uk + n”‘M,) 
at t=f,. 
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Using A-5, there is u0 > 0 such that for u > u,, 
-0 + tP2M, + U@(U) + k) < 0. 
Thus TY’ < 0. From this the lemma follows. 
Remark. This proof yields that all solutions of (3.2) are bounded and 
defined for all t > to for some t,. 
LEMMA 9. Giz!en u > u,, and R > 1. a? (3.2) has an equilibrium point, 
s”(u). in the interior of P” n B(R). 
ProojI Lemma 8 and A-5 combine to say that VZ(x; u) = g(x) +f(x) + 
uL(u)x is an inward pointing vector field on Fr(P” n B(R)). As in Lemma 5, 
apply the topological theorem of degree theory and the properties of the 
Brouwer degree (3, pp. 30-32, 531 to establish the lemma. 
LEMMA 10. There is u, > 0 such that x0(u) is globally asymptotically 
stable in P”. 
Proof: Use Lyapunov theory as in Lemma 4. 
Write .x0 = x0(u). Let W(x) = 11,~ - xJ’. W(x) > 0 for all x #x0. 
W’(x) = 2(x - x0) * (g(x) +f(x) + uL(u)x - g(xJ -f(x,) - IL(u) x0)) 
= w - -b) . (g(-r) -&7(x0)) + w -x0) * c/P) -./-(x0)) 
+ 2(x - x0) . uL(u)(x -x0). 
By A-l 
(x - x0) . (g(x) - g&J) < --5 I/x - xoI12. 
By the Mean Value Theorem there are zj =x0 + kJj(x -x0) with ei in (0. 1) 
such that 
(s - -Y(l) . (f(x) -j-(x,)) = (x - x0) . j-Jz , )..., z&x - x0). 
The Euclidean norm of fk, the matrix of partial derivatives of f(x), is less 
than rrA4,. Using a Schwarz inequality, 
(x -x0) . (f(x) -f(xJ) < nA4, 11.~ - xOJ/*. 
Lastly, 
(x -x0) . L(u)(x -x0) < (/l(u) + k) /x -x0112. 
Therefore, 
W’(x) < 2(-s + nMz + u@(u) + k)) 11,~ -x,,ll’. 
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Using A-5, we conclude that there is u, > u0 such that for all u > u,, 
W’(x) < 0 for all x # x0 in P”; this is sufftcient to make s0 globally 
asymptotically stable in P” [ 16. Theorem VII. p. 591. This completes the 
proof of Theorem 2. 
We provide some examples to illustrate Theorem 3. 
EXAMPLE 2. Consider the n-dimensional quasilinear system 
x’ = Ax +f(x) + uL(u)x. 
Suppose that the eigenvalues of the matrix A are all real and negative. 
There is a positive number u such that if 1 is an eigenvalue of A, then 
,I > -30. There is also a nonsingular matrix, P, such that PAP-’ = B. Under 
the change of variables, y = Px, we have 
The matrix B is described in Coddington and Levinson ]2, pp. 340-3411. We 
shall assume that the change of variables has already been made so that A is 
in the form of B. 
Hypothesis A-l is satisfied. A satisfies a Lipschitz condition. We have 
x . Ax < -u /I y\12 and (X-J) . A(x -y) < -u I/x -yll*. 
Takef(.u) to be bounded with bounded first derivatives so that A-2 and A- 
3 are satisfied. Further, assume that the component function fi(x) > 0 when 
xj = 0 for j = l,..., II. 
The matrix L(u) is taken to be a diagonal matrix. The diagonal elements 
are functions 9 ,(u),.... d,,(u) which are negative, continuous, decreasing and 
unbounded of u for u > 0. This way A-5 is trivially satisfied. 
The boundary of P” consists of the sets Sj with inward pointing normals ej 
for j = l,.... n. Assumptions A-4 and A-6 are satisfied if 
e,i . (Ax +f(x) + uL(u)x) > 0 
for each u > 0 and each x in Sj for j = I,..., n. 
Because of the form of A, this inner product falls into one of the following 
cases. 
Case I. 
ej . (AX +f(x) + uL(u)x) = +~jXj +&(x) + u$~(u) ~j 
=f;(x, > 0 
because -yj = 0. 
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Case 2. 
ej . (Ax +f(x) + uL(u)x) = ~~~~~~~ + Ajxj +fj(x) + qdj(u) xi 
= )‘syj- 1 +h(x) > O 
because -yj = 0, and y and x-, are positive. 
Since A-l through A-6 are satisfied, Theorem 2 is applicable. 
A concrete realization of this is the system: 
x’ = -x + cos x + sin J’ + 3 + u$,(u)?c, 
y’ = -y + sin .Y + cosy + 3 + u@,(u)~. 
EXAMPLE 3. Consider the system 
x = g(x) +f(s) + uL(u)x. 
Take f(y) and L(u) to be the same as in Example 1; the hypotheses 
applicable to them are satisfied. 
Assume that the component functions of g(y) are of the form gj@) = 
-xihl(xj) for j = l,..., n. The function /z,(x~) is a positive, continuously 
differentiable function of -vj only. We assume the derivative h,;(xj) is positive 
for all xi > 0 and j = l,..., n. 
Under these assumptions, A-l is satisfied. Since g(u) has continuous 
partial derivatives, it satisfies a Lipschitz condition. For x in P” 
For s and ,r in P” 
(S-J’). [g(-U)-g(J)] =- t (-~j-JI;)[Xjhj(xj)-J>hj(Yj)l 
j=l 
= - ~ (-Uj -~j)[ ‘( IT, h, zj) + zjhJ(zj)J(xj --Jlj) 
354 JOSEPH M.MC DONOUGH 
i; =- vj + 19~0; - .uj) and 19, in (0. 1) are obtained by applying the Mean 
Value Theorem to each gj(?s), j = l..... n. The last inequality follows because 
zi > 0 and hJ(zj) > 0. 
One verifies A-4 and A-6 exactly as in the previous example. For u > 0 
and x in Sj 
ej ’ (g(.K) +f(-K) + UL(U)-K) = -"jhj("j) +fj(X) + U~j(U) -K., 
=./j(x) > 0 
because .yj = 0 for .r in Sj. 
Theorem 2 is applicable to this system. 
It should be noted that even weakly interactive nonlinear processes exhibit 
entrainment or synchronization. The coupled system, as a whole. has a single 
periodic mode. even when coupling is weak (2 1, pp. 4, 15 I. So examples such 
as this may show up in applications. 
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