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Solvent-based fabrication is a flexible and affordable approach to manufacture polymer thin films.
The properties of products made from such films can be tailored by the internal organization
(morphology) of the films. However, a precise knowledge of morphology evolution leading to the
final film structure remains elusive, thus limiting morphology control to a trial and error approach.
In particular, understanding when and where phases are formed, and how they evolve would
provide rational guidelines for more rigorous control. Here, we identify four modes of phase
formation and subsequent propagation within the thinning film during solvent-based fabrication.
We unravel the origin and propagation characteristics of each of these modes. Finally, we construct
a mode diagram that maps processing conditions with individual modes. The idea introduced here
enables choosing processing conditions to tailor film morphology characteristics and paves the
ground for a deeper understanding of morphology control with the ultimate goal of precise, yet
affordable, morphology manipulation for a large spectrum of applications. VC 2014
AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4898136]
Polymer thin films have a vast spectrum of applications
including drug-delivery systems, ultrahigh density storage
media, and flexible electronics. In many practical applica-
tions, polymer thin films are typically fabricated using rela-
tively simple and potentially cheap solvent-based thin-film
deposition technologies.1 Typically two immiscible polymers
are dissolved in a solvent. After deposition on a substrate, sol-
vent evaporation leads to phase separation and the final mor-
phology. Depending on the specifics of the polymer blend and
processing conditions (spin coating rate,2 solvent type,3 and
nature of substrates4), different morphologies are formed in the
thin film. It is essential to understand how phase separation is
initiated, how it evolves to form the final morphology and how
processing conditions affect morphology formation. This fun-
damental understanding will enable the rational design of thin
films with desired structure and tailored properties.
Details of morphology evolution from initiation stage to
the final morphology in solvent induced phase separation in
thin films are still under debate. In this context, three mecha-
nisms for phase-separation initiation and morphology evolu-
tion have been hypothesized: (a) phase separation induced
from the modified substrate, followed by spinodal wave
propagation up into the film;5,6 (b) phase separation initiated
at the top surface, followed by spinodal wave propagation
down into the film;7,8 and (c) bi-layered structure formation
followed by a lateral break-up of the layers.9,10 These
hypotheses were formulated based on indirect measurements
in reciprocal space such as light reflectivity,9,10 atom force
microscopy of top surface of the final structure,5,6 or depth
profile obtained from spectrometry measurements: with all
measurement made in the final film only.5 It is challenging
to visualize dynamics of morphology evolution (highly
dynamic processes, small length scales, and low contrast
between components). Only recently Ebbens et al.7 and
Toolan et al.11,12 directly reconstructed temporal evolution
of polymer blends topography and composition via high
speed stroboscopic interference microscopy. Their results
support phase separation from top surface, also predicted by
a few computational studies.8 They have also showed that
size of domains and type of structure can be controlled by
real-time spinning rate adjustment, thus, demonstrating pos-
sibility of tailoring fabrication for desired morphology.
Building upon this exciting previous work, we pose the
following questions: Are there additional mechanisms of phase-
separation? Can a unifying framework clearly explain these
mechanisms? To answer these questions, we use computer sim-
ulations to visualize and analyze morphology evolution for a
range of blend ratios and evaporation rates. In particular, we ac-
complish three goals in this work: (a) using high-throughput
computational analysis, we identify four mechanisms of mor-
phology initiation and evolution; (b) we explain how these four
distinct mechanisms are in fact four modes of a single instabil-
ity; and (c) we show how one can map each processing condi-
tion with a unique morphology mode, thus opening up the
possibility of tailoring processing conditions.
Solvent based thin film fabrication of polymer blends
involves a rich and complex collection of interacting
phenomena, such as fluid flow, spinodal decomposition,
crystallization, substrate effects, and wetting. In this work,
we focus on evaporation induced phase separation. In partic-
ular, we study the onset of spinodal decomposition along the
height of thinning film. These are very few experimental
studies5–7,10–12 as it is difficult to visualize intermediate
stages. On the other hand, computational approaches enable
explicit tracking of the temporal and spatial distribution of
individual components. Buxton and Clarke8 reported the
mode where phase separation is initiated from top surface.
Several computational studies have focused on other aspects,
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such as effect of phase separation on evaporation rate and
diffusion coefficient,13 framework for exploring structure
properties relationship,14,15 or substrate effects.4,16,17
In this work, we use a computational framework based on
phase fields to simulate morphology evolution in ternary poly-
mer blends. In particular, we study the interplay between evap-
oration kinetics of the solvent from the top surface and
diffusion within the film, accompanied by spinodal decomposi-
tion. A detailed description of the physical and computational
models was stated by Wodo and Ganapathysubramanian.18,19
We briefly describe the model for completeness. We consider a
ternary system consisting of two components, p1 and p2, along
with a volatile solvent, s. We denote the volume fractions of
the three components as /p1 ; /p2 , and /s, respectively. The
total energy functional, F, assigns an energy to each possible
configuration (described by /p1 ; /p2 ; /s) and is given by
F ¼
ð
V
f /p1 ;/p2 ;/s
 þ X
i¼p1;p2
2i
2
jr/ij2
" #
dV: (1)
The interfacial energy (the second term) is scaled by an
interfacial parameter,20 . The homogenous energy (the first
term), f, is given by the Flory-Huggins formulation21,22
f ¼ RT
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X
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" #
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where R is the gas constant; T is the temperature; Ni is the
degree of polymerization of component i; and vij is the
Flory-Huggins binary interaction parameter between compo-
nents i and j.
The governing equations that determine the evolution of
the volume fractions are derived from the free-energy func-
tional,14,15,17 F:
@/p1
@t
þ ur/p1 ¼ r 
X
j¼/p1 ;/p2
K/p1 jr lj  lsð Þ þ np1 ;
@/p2
@t
þ ur/p2 ¼ r 
X
j¼/p1 ;/p2
K/p2 jr lj  lsð Þ þ np2 ;
(3)
where li ¼ dF=d/i ¼ ð@f=@/iÞ  ð2i r2/iÞ; Kij are
Onsager coefficient, np1 and np2 are the Langevin force term
that mimic the fluctuation-dissipation theorem. Finally,
solvent evaporation is modeled assuming that the solvent is
the only component that evaporates from the top surface.
The rate at which the height of the system decreases,
@h
@t ¼ ke/
top
s , is proportional to the evaporation rate of the
solvent out of system, ke and the average content of the
solvent at the top layer, /
top
s . We assume that the solvent
evaporates uniformly from the top surface and film height
decreases monotonously in time. Onsager coefficients are15
Kii ¼ Did2f ideal=d/2i ; Kij ¼ 0.
We perform a high-throughput computational analysis
with the goal to identify modes of morphology evolution and
subsequently to map fabrication conditions with the modes.
We specifically focus on two processing parameters: evapo-
ration rate, ke, and blend ratio. To ensure generality of our
analysis, we non-dimensionalize the evaporation rate via
Biot number.19 The Biot number naturally accounts for the
interplay between external solvent evaporation from the top
layer and the internal diffusion of solvent within the film dur-
ing evaporation, Ds: Bi¼ keL/Ds, where L is the characteris-
tic length scale.
The system is characterized by degree of polymerization
Np1 ¼ Np2 ¼ 5, Ns¼ 1, interaction parameters between
polymers vp1p2 ¼ 1:0 and interaction between polymers and
solvent vp2s ¼ vp1s ¼ 0:5. We set the interfacial energy pa-
rameter 2¼ 1010 J/m (typical value for organic systems15).
The solvent self-diffusion coefficient is taken as Ds¼ 109
m2/s, and polymers diffusivity as Dp¼ 0.2Ds.
Exploring a range of processing conditions (Bi¼ 0.01–10,
blend ratio 1:1 to 1:0.2) resulted in the identification of four
modes as depicted in Figure 1. Each mode is illustrated by 1D
stacked composition profiles along the thickness at four instan-
ces. Notice that once phase-separation is initiated a sinusoidal
wave is seen, indicating that some regions in the domain are
p1-rich, while others are p1-poor. Notice also that phase separa-
tion is initiated in completely different regions for each of
these four mechanisms (for full temporal evolution see movies
M1–M4 in Ref. 23.)
The first mode shown, m1, corresponds to a high Biot
number, Bi¼ 1, and symmetric blend ratio (1:1). Rapid evap-
oration of solvent from the top leads to the formation of a
top boundary layer enriched in polymer. Subsequently, at
h¼ 0.55, a spinodal wave forms close to the top surface and
propagates downward. The wave is formed in region with
the highest concentration of phase p1 where there is a strong
driving force for phase separation. This mode is in line with
recent experimental observations by Ebbens et al.7
The second mode shown, m2, corresponds to a low Biot
number (Bi¼ 0.01) and a symmetric blend ratio (1:1). In this
case, diffusion of the solvent from the domain to the top is
able to keep up with the rate at which solvent is evaporating
out. The composition of the film is thus homogenous. Phase
separation is initiated homogeneously along the film (see
profile for h¼ 0.46), and progresses uniformly.
The third mode, m3, corresponds to Bi¼ 0.2 and blend
ratio 1:0.2. Interestingly, even though we observe top bound-
ary creation rich in at least one component, phase separation
is initiated from the bottom (see profile for h¼ 0.35), which
may appear counterintuitive. The subsequent spinodal waves
propagate upward. This mode is in line with experimental
observations.5,6,24
FIG. 1. The volume-fraction distribution of p1 along normalized height at
selected instances during evaporation. Each color line denotes the distribu-
tion after a certain fraction of the solvent has evaporated. The modes are
denoted as m1, m2, m3, and m4.
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The forth mode, m4, corresponds to Bi¼ 0.5 and blend
ratio 1:0.4. In this case, similar to the m1 and m3 modes, a
top enrichment boundary forms. Phase separation, however,
is initiated in the middle of the film (h¼ 0.42).
To understand and unravel the effect of processing con-
ditions on the mechanism, we utilize linear stability analysis
(LSA) (see Ref. 23 for more details). LSA allows us to char-
acterize unstable configurations in terms of the fastest grow-
ing wavelength, km. Thus, given a composition, it is possible
to determine if the configuration is unstable and compute its
fastest growing wavelength. The non-existence of a real,
positive km implies stability. Since there is a spatial distribu-
tion of composition along the film thickness, there is a spatial
distribution of km. The region with the lowest km is the most
unstable because even small fluctuations can trigger this
instability. The location of the most unstable region in the
film defines the specific mechanism of phase-separation—as
shown in Figure 2—which plots each mode just before
instability.
In mode 1 (first column of Figure 2), the system exhibits
depletion of the solvent close to the top surface and simulta-
neous enrichment of both polymers. The system is unstable
close to the top with the lowest value of km close to the top
layer (see km distribution). Correspondingly, phase separa-
tion is initiated close to the bottom. Note that system is still
stable close to the bottom, where no km exists.
In mode 2 (second column of Figure 2), the composition
profiles and km are homogenous along the film thickness,
and phase separation is initiated homogeneously along the
height.
In mode 3 (third column of Figure 2), system exhibits
depletion of the solvent close to top surface, as in m1.
However, the top boundary shows enrichment only in p1,
while exhibiting depletion in p2. Phase separation is initiated
in the bottom and propagates upward (as seen in Figure 1). It
seems counter-intuitive that phase separation is initiated at
the location where content of solvent is the highest.
Using LSA argument, under conditions typical for m3,
the region located close to bottom surface is characterized by
the lowest value of km, while zone close to the top is in stable
configuration (km cannot be computed for this zone and
therefore is not plotted). To further confirm that the upper
part of the domain is outside the spinodal region (and hence
stable), in Figure 3(a) we plot the spatial distribution of
compositions (black dots) on a ternary plot. We overlay the
ternary plot with isocontours of km to clearly identify the
location of the spinodal (spinodal line is the limit of the km
map). A ternary plot is a elegant (and standard) way to
visualize when the system enters the spinodal range (and
becomes unstable). We plot three instances corresponding to
three stages of morphology evolution: when the system is at
the cusp of phase-separating, during initiation of phase-
separation, and a short time after the initiation of phase-
separation. At h¼ 0.40, the entire spatial domain is still
outside spinodal range. At h¼ 0.36, only part of the spatial
domain actually enters the spinodal and thus becomes unsta-
ble. We further discuss this in the supplementary material.23
The spatial domain that has entered the spinodal region cor-
responds to the bottom (with the highest content of solvent,
/bots ). On the other hand, the upper part of the thin film has
low content of solvent (/tops < /
bot
s ), and corresponds to the
end outside unstable zone. At h¼ 0.35, two phases form
reaching equilibrium concentration: one rich in p1 and
another rich in p2. Interestingly, even at this stage, the top
part of the domain remains in the stable zone (as seen by the
leg in the composition map in Figure 3 (right)).
Finally, we notice that the composition of the system
exhibits a wide range of values (as seen in Figure 3(a)). This
is a manifestation of the propensity of the system to dissipate
its energy. This can be visually represented by plotting the
composition distribution on the energy landscape. In Figure
3(b), we plot the homogenous energy landscape overlaid
with the composition distribution (mode m3, h¼ 0.36). This
figure shows that by following the path (marked in red) along
lines of constant blend ratio the homogenous energy would
need to increase. The energetically favorable pathway is the
one that leads to enrichment of polymer p1, and depletion of
polymer p2 in the top layer.
In mode 4 (last column of Figure 2), similar to mode
m3, we see top boundary depletion in the solvent,
FIG. 2. Morphology evolution (1D profiles) for four modes of phase initia-
tion (m1 to m4). Conditions just before phase initiation (1D profiles of vol-
ume fractions of three main components and the corresponding km). Plot
corresponds to following blend ratio and Biot number: (m1) 1:1 Bi¼ 1.0,
(m2) 1:1 Bi¼ 0.01, (m3) 1:0.2 Bi¼ 0.2, (m4) 1:0.4 Bi¼ 0.5.
FIG. 3. (a) Morphology evolution for mode m3 of phase separation. (b) Homogenous energy landscape with distribution of composition (black dots) overlaid
and iso-contour following blend ratio 1:0.2 (red curve). For temporal evolution of composition path see movie M5 in Ref. 23.
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enrichment in p1 and depletion in p2. However, the region
with distinctly lower km is located in the middle of the film,
where indeed phase separation is initiated. Notice that in top and
bottom regions no km exists, indicating stable configuration.
Interestingly, in this mode, phase separation is initiated in the
zone with moderate content of solvent. It appears that simply
identifying regions with the lowest solvent content is not a good
predictor as to where phase separation is initiated. In contrast,
inspecting system instability and plotting the fastest growing
wavelength provide good predictive metric of phase separation.
Finally, we map processing conditions that lead to each
individual mode—see mode diagram in Figure 4. We iden-
tify two pairs of modes. Modes m1 and m2 are typical for
blend ratios close to a symmetric blend ratio. Mode m2 is
chosen for low evaporation rates (and Biot number) where
diffusion is the dominant process. Mode m1 is expressed for
high Biot numbers where evaporation is the dominant
process. Modes m3 and m4, in turn, are predominant for
asymmetric blend ratios. Mode m3 is typical for low Biot
numbers, while mode m4 tends to be dominant for high Biot
numbers. The mode diagram elucidates the link between
processing and morphology formations. Its construction
(enabled using high throughput computing) constitutes an
important step toward process optimization. It reveals subset
of processing parameters that are promising and for which
additional modification may prove highly effective. For
instance, substrate templating can effective prove effective
to direct the morphology for mode m3.
In summary, we have identified four mechanisms of
phase-separation and have shown that the location of lowest
km estimated from LSA tracks the location where phase-
separation is initiated and thus the mechanism chosen for
phase-separation. The mode chosen depends on material
properties and fabrication process conditions. Specifically, it
depends on the kinetics (evaporation rate and diffusion coef-
ficients) as well as the thermodynamics (materials specific
parameters defining free energy landscape) of the system.
High throughput computing in conjunction with LSA can
serve as a guiding link between process and system variables
and morphology evolution mode, and opens up the possibil-
ity of morphology tailoring via process control.
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