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Abstract
Consider the following bond percolation process on Z2: each vertex x2Z2 is connected to each
of its nearest neighbour in the vertical direction with probability pv=> 0; and in the horizontal
direction each vertex x2Z2 is connected to each of the vertices x  (i; 0) with probability
pi>0; i>1, with all dierent connections being independent. We prove that if pi’s satisfy
some regularity property, namely if pi>1=i ln i, for i suciently large, then for each > 0 there
exists K  K() such that for truncated percolation process (for which ~pi = pi if i6K and
~pj = 0 if j>K) the probability of the open cluster of the origin to be innite remains positive.
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1. Introduction
It is an obvious fact that in one dimension a nearest neighbour (bond) percolation
process has 1 as the critical percolation probability. In other words, if every bond
is open with probability p, the connected open cluster starting from the origin 02Z
is nite a.s., unless p = 1. The same conclusion applies for arbitrary nite range
bond percolation on Z, where each edge hx1; x2i (x1; x2 2Z) is open independently
with probability phx1 ; x2i  pi; i = jx1 − x2j and pi = 0 for all but a nite number of
i’s: the open cluster from the origin is innite a.s. if and only if pi = 1 for some i.
In general, a nite-range process on Zd may be formulated as a nearest-neighbour
process on the new lattice obtained by decorating Zd with edges between all pairs of
points which are within the range of interaction from each other. The resulting process
will generally be anisotropic, since dierent edges may have dierent probabilities of
being open. Anisotropic processes have broadly similar properties to those of isotropic
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processes. Nevertheless, the critical probability of the latter becomes a \critical surface"
and only few cases are known explicitly (see Aizenman and Barsky, 1987; Aizenman
et al., 1987; Kesten, 1982; Menshikov et al., 1986).
On the other hand, as it was noticed in Grimmett (1989), the consequences of
innite-range interactions are somewhat less predictable. In fact, not much is known
about the properties of innite range percolation processes even on Z. Newman and
Schulman (1986) showed that if the probabilities pi decay regularly: pi = Ci−s (or
are bounded from below by such regularly decaying probabilities) with 1<s< 2, and
if the nearest-neighbour probability p1 is large enough, then the process has strictly
positive probability of percolation from the origin to innity. Roughly speaking, the
process can percolate indenitely by using nite sequences of nearest-neighbour jumps
and (occasionally) long-range jumps, provided the probability of the former is suf-
ciently large. For further discussions and related results we refer to Aizenman and
Newman (1986), Grimmett et al. (1984), Schulman (1983).
A simpler (but still open) problem is the following: assume
P
y2Zd phx;yi =1 for
each x (in which case every point x2Zd is connected a.s. to an innite number of
other lattice points); is it true that the truncated process, obtained from the original one
by closing all edges which are longer than some K <1, still percolates to innity for
K suciently large?
In this paper we give a partial and armative answer to the above question. We
consider the case when d = 2, and when the only open edges hx; yi for x = (x1; x2);
y = (y1; y2) in Z2 are either horizontal, i.e., x2 = y2, with probability phx;yi  pi; i=
jx1 − y1j, or nearest-neighbour vertical, i.e., x1 = y1; jx2 − y2j = 1, with probabil-
ity pv> 0. Moreover, we assume that there exists integer m0> 1 such that for all
i>m0
pi>1=i ln i: (1.1)
We prove this result by reducing the problem to an anisotropic nearest neighbour
Bernoulli percolation process with probabilities pV and pH of vertical and horizontal
bonds open, satisfying pV +pH> 1. This (see Kesten, 1982) guarantees that the open
cluster is innite with strictly positive probability.
The nearest neighbour process is dened on a renormalized lattice whose sites are
large one-dimensional horizontal blocks. In order to insure connectiveness of the orig-
inal cluster, we build the cluster of the origin using a dynamical algorithm. Moreover,
the construction of the algorithm is such that the conditional probabilities of an open
renormalized connection in the algorithm, given all the past history is a.s. greater
or equal than pV (for vertical connections) and pH (for horizontal connections with
pV+pH> 1. This will imply a suitable comparison with the open cluster of the origin
in the supercritical Bernoulli model, as in Barsky et al. (1992).
Finally we should mention recent work of Meester and Stei (1996), where one
of the applications of the main theorem is that if long range percolation model with
exponential connections is supercritical (in fact assuming that nearest neighbour con-
nection is strong enough), then it still percolates even if all long range bonds are
removed.
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2. Main result
We start with some basic denitions and notations.
Let us turn Z2 = f(x1; x2); x1; x2 2Zg into a graph corresponding to our process, by
adding two types of edges between pairs of points of Z2. Namely, we add vertical
nearest neighbour edges between all pairs x = (x1; x2); y = (y1; y2)2Z2 with x1 =
y1; jx2−y2j=1, and horizontal (long-range) edges between all pairs x; y2Z2 with x2=
y2. We denote this graph by G2 and write G2=(Z2; E2), where Z2 and E2 stand for the
set of vertices and edges respectively of G2. Declare each vertical (short range) edge
of G2 to be open with probability pv = > 0 and closed otherwise, independently of
all other edges, and each horizontal edge hx; yi to be open with probability pjx1−y1j>0
and closed otherwise, independently of all other connections. More formally, as sample
space we take the product set 
 =
Q
e2E2f0; 1g whose points are represented as ! =
(!(e): e2 E2), and are called congurations, !(e) = 1 or 0 corresponding to e being
open or closed, respectively. Finally, we dene the product measure:
P =
Y
e2E2
e;
where e is Bernoulli measure on f0; 1g given by
ef1g=

 if e is a vertical edge;
pi if e = hx; yi is a horizontal edge with jx1 − y1j= i; (i>1):
Thus, the resulting process is a translation invariant anisotropic long range bond
percolation process on Z2. We assume pi61− ; 8i2N, to avoid uninteresting cases,
as well as the conditionX
i
pi =1;
which immediately implies P(jC0j=1)= 1, where C0 denotes the open cluster of the
origin, and jC0j denotes its cardinality.
Let us dene the truncated process. For a given K > 0, set
pv;K = pv = ; pKi =
(
pi if i6K;
0 otherwise:
These probabilities dene a new probability measure PK on 
, and one asks the
question if there exists K = K(; P = fpig) such that
PK (jC0j=1)> 0:
Now we are ready to state our main result:
Theorem 2.1. Let us assume that there exists an integer m0>1 such that pi>(i ln i)−1
for all i>m0. Then; for each > 0 there exists K  K(; P); such that
PK (jC0j=1)> 0:
Remark 2.1. We shall rst assume m0 = 2 for the constructions in Section 3 and the
proof of Theorem 2.1. Afterwards we will see how to extend the result for any m0
(see Remark 4.3).
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Remark 2.2. It follows immediately that under the conditions of Theorem 2.1 one has
that
PK (jC+0 j=1)> 0;
where C+0 denotes the open cluster of the origin in the process restricted to the positive
quadrant of Z2.
Nevertheless, it might be useful to observe that under the stronger condition that there
exists an integer m0> 1 such that pi>(i ln
 i)−1; < 1 for all i>m0, the dynamical
construction of Section 4 can be modied to provide a comparison with the nearest
neighbour supercritical oriented percolation model (cf. Durrett, 1984).
3. Renormalization
In this section we give some denitions and constructions which will be used in the
proof of Theorem 2.1 (see Section 4).
Let k be an even positive integer such that k[ln1=2k] + 2< k2 [ln k], and which will
be specied later, and where [x] denotes the largest integer smaller or equal than x.
Denition 3.1. (Renormalized lattice Rk(Z2)). For any x = (x1; x2)2Z2 consider the
following one-dimensional horizontal box:
Skx = S
k
(x1 ; x2) = f(y1; x2): y1 2 [(2x1 − 1)2k[ln k]; (2x1 + 1)2k[ln k])g;
which we call a renormalized vertex.
Two renormalized vertices Skx and S
k
y are called adjacent if jx − yj= 1.
Put Rk(Z2)
def=fSkx gx2Z2 . By denition, Rk(Z2) is isomorphic to Z2.
With a little danger of confusion, the renormalization index k will be dropped from
notation below.
Next, we dene the following sub-boxes of Sx:
Rx = f(y1; x2): y1 2 [(4x1 − 1)k [ln k]; (4x1 + 1)k [ln k])g;
R+x = f(y1; x2): y1 2 [4x1 k [ln k]; (4x1 + 1)k [ln k])g;
R−x = f(y1; x2): y1 2 [(4x1 − 1)k [ln k]; 4x1 k [ln k])g;
Qx =

(y1; x2): y1 2

4x1 − 1
2

k [ln k];

4x1 +
1
2

k [ln k]

:
Thus, Qx Rx = R−x [ R+x  Sx.
In the proof of Theorem 2.1 we use a particular type of renormalized connections,
which will be chosen so as to guarantee that if Sx belongs to the renormalized (open)
cluster of the origin, it implies the existence of an open path between the origin and
a vertex in Rx  Sx in the original model.
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Denition 3.2. A path in G2 (with n steps) is an alternating sequence =(x0; e1; x1; : : : ;
xn) of distinct vertices xi=(x1i ; x
2
i ) and edges ei= hxi−1; xii. We say that a path is open
if all its edges ei; i = 1; 2; : : : ; n are open.
Denition 3.3. Given d> 0, a path  = (x0; e1; x1; : : : ; xn) is called d-admissible if
jejj def= jx1j − x1j−1j+ jx2j − x2j−1j6d for all j = 1; 2; : : : ; n.
We use standard notation e1 = (1; 0); e2 = (0; 1). Let us consider now the following
family of events indexed by z 2Z2 and  =1:
J k (z) =

there exists at least one open long-range edge between vertex z
and the set fz + 3e1; z + 4e1; : : : ; z + ke1g

:
If the event J k (z) occurs, we pick the shortest among the open edges, and de-
note its endvertex by w(z)2fz + 3e1; : : : ; z + ke1g. Let us dene a random map
	k : Z2 ! Z2:
	k (z) =

w(z) if the event J k (z) occurs;
z otherwise:
Write 	; nk (:) for the nth iterate of 	

k (:). To describe the \dynamical algorithm" of
building the open renormalized cluster of the origin in Section 4, for any z 2Z2 we
introduce the following events:
(I) (For the construction of renormalized vertical connections.)
Ak (z) = J

k (z) \ J k (	k (z)) \    \ J k (	; [ln
1=2 k]
k (z));
B; k (z) =
8>><
>>:
there exists at least one open edge among short-range
vertical edges hz; z + e2i; h	k (z); 	k (z) + e2i; : : : ;
h	; [ln1=2 k]k (z); 	; [ln
1=2 k]
k (z) + e2i
9>>=
>>; ;
and
V; k (z) = A

k (z) \ B;k (z); (3.1)
where ; =1.
Remark 3.1. In other words, occurrence of the event A+1k (z) (respectively, A
−1
k (z))
means that there is an open k-admissible horizontal path with [ln1=2 k] steps to the right
(respectively, to the left) of vertex z. Occurrence of the event V;+1k (z) (respectively,
V;−1k (z)) implies that each such k-admissible horizontal path obtained in A

k (z) has at
least one open connection to the horizontal line above (respectively, below).
If V; k (z) occurs, put
v; k (z) =	
; j
k (z)+e2; where j =minfi: h	; ik (z); 	; ik (z)+e2i is openg: (3.2)
Next, for any x2Z2; z 2Rx;  =1 introduce the events:
(II) (For the construction of renormalized horizontal connections.)
Dk (z) = fhz; z + 2e1i is openg \ J k (z + 2e1) \ J k (	k (z + 2e1))
\    \ J k (	; [ln k]k (z + 2e1));
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Fk; x(z) =

there exists at least one open connection between the sets
fz; z + 2e1; 	k (z + 2e1); : : : ; 	; [ln k]k (z + 2e1)g and Qkx+e1

and
Hk; x(z) = D

k (z) \ Fk; x(z): (3.3)
On the set Hk; x(z), dene h

k; x(z) as the smallest (for xed order) vertex in Qx+e1 , to
which there exists an open connection from the set fz; z+2e1; : : : ; 	; [ln k]k (z+2e1)g.
Remark 3.2. If z 2Rx, the occurrence of the event Hk; x(z) implies the existence of a
(6k ln k)-admissible open path between Rx and Qx+e1 , and h

k; x(z)2Qx+e1 .
Now we estimate the probabilities of the introduced events. From the denitions one
obtains
P(J1k (z)) = 1−
kY
i=3
(1− pi)>1−
kY
i=3

1− 1
i ln i

; (3.4)
so that
P(V; k (z)) = P(A

k (z))P(B

k (z) jAk (z))
= (P(J k (z))
[ln1=2 k](1− (1− )[ln1=2 k])
>
 
1−
kY
i=3

1− 1
i ln i
![ln1=2 k]
(1− (1− )[ln1=2 k]) def= pV(k; ): (3.5)
Moreover, if z 2Rx; =1 and y2fz; z+2e1; 	k (z+2e1); : : : ; 	; [ln k]k (z+2e1)g,
we have
P

there exists no open connection
between sets fyg and Qx+e1

6

1− 1
6k ln k ln(6k ln k)
jQx+e1 j
:
From the previous estimates we get that for any x2Z2, and any z 2Rx,
P(Hk; x(z)) = p2(P(J

k (z)))
[ln k]P(Fk; x(z) jDk (z))
>
1
2 ln 2
 
1−
kY
i=3

1− 1
i ln i
![ln k] 
1−

1− 1
6k ln k ln(6k ln k)
k[ln k]2!
def= pH(k; ): (3.6)
4. Proof of Theorem 2.1: Dynamical construction of the renormalized open cluster
We begin this section by recalling the procedure of the dynamical construction of
the open cluster of the origin in the nearest neighbour bond percolation process, to
which our long-range model will be reduced after renormalization.
In order to avoid ambiguities, having chosen a total ordering  of the vertices
in Z2 (e.g., a spiral order), we consider the induced ordering of renormalized vertices
on Rk(Z2): Skx  Sky i x  y.
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To build an open cluster of the origin with its closed boundary in the nearest neigh-
bour case, one can proceed iteratively as follows:
Step 1. Starting from the origin, which is called the 0th generation and denoted by
 0 =f0g, we check all incident edges whether they are open or closed. All endvertices
of such open edges dierent from 0, will be called the 1st generation and denoted by  1.
Step n+ 1. Suppose  n is already constructed. We visit vertices of  n in increasing
order . At a vertex z 2 n, we check if it has incident edges which were not checked
earlier. If there is no such edge, we go to the next vertex of  n. If yes, we check
whether such edges are open or closed. If an endvertex w of such an open edge hz; wi
does not belong to  n, we say that it belongs to the (n + 1)th generation and denote
w2 n+1.
Remark 4.1. In order to completely determine the algorithm, we agree that at any
vertex z 2Z2 we check incident unchecked edges in the following order: north and
south, and then east and west.
Now we turn to the initial long-range process and proceed to an analogous dynamical
construction through renormalized sites.
Step 1. We start from S0.
(i) Set z0 =(0; 0), and check if the event V
+1;+1
k (z0) occurs. If so, then by denition
there exists at least one k-admissible open path from z0 to ze2
def= v+1;+1k (z0)2R+e2 , and
we say that the renormalized connection between S0 and Se2 is open. If V
+1;+1
k (z0)
does not occur, we say that the renormalized connection between S0 and Se2
is closed.
(ii) Next, we check if V −1;−1k (z0) occurs. Since all edges incident to z0 from the
left side were not checked so far, this event is independent of what happened at (i),
and one declares in a similar way the renormalized connection between S0 and S−e2
open or closed, depending on whether the event V −1;−1k (z0) occurs or not. If it does,
put z−e2
def= v−1;−1k (z0)2R−−e2 .
(iii) In order to dene the renormalized connection to the right of S0, we check if the
event H+1k; 0( ~z) occurs, where ~z =	
+1; [ln1=2 k]
k (z0). Observe that H
+1
k; 0( ~z) is conditionally
independent of V+1;+1k (z0) and V
−1;−1
k (z0), given ~z. Indeed, checking the occurence
of V+1;+1k (z0) or V
−1;−1
k (z0), one does not check the edge h ~z; ~z + 2e1i as well as all
edges incident to the vertex ~z + 2e1 from the right side.
Now, if H+1k; 0( ~z)  H+1k; 0(	+1; [ln
1=2 k]
k (z0)) occurs, it implies the existence of an open
(6k ln k)-admissible path from ~z=	+1; [ln
1=2 k]
k (z0) to ze1
def= h+1k; 0( ~z)  h+1k; 0(	+1; [ln
1=2 k]
k (z0))
2Qe1 , and we say that the renormalized connection between S0 and Se1 is open. In
the case H+1k; 0( ~z) does not occur, we say that renormalized connection between S0 and
Se1 is closed.
(iv) Finally, in a similar way we check whether the event H −1k; 0 (	
−1; [ln1=2 k]
k (z0))
occurs or not, and correspondingly declare the renormalized connection between
S0 and S−e1 open or closed. In the case when it is open, we dene the vertex z−e1
def=
h−1k; 0 (	
−1; [ln1=2 k]
k (z0))2Q−e1 .
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Renormalized vertices from the set fSei ; i=1; 2g to which renormalized connection
from S0 was established, constitute the rst (renormalized) generation which we denote
by  (k)1 .
For the second step, the dynamical procedure used above is repeated starting from
each renormalized site Sx 2 (k)1 , checking each of the three nearest neighbour still
unchecked connections, each time using zx instead of z0, and keeping the same order
of checkings as in step 1. For each y such that more than one connection hSx; Syi
is open we dene zy by the previous procedure, and corresponding to the connection
which was checked chronologically rst.
Step n + 1 (construction of (n + 1)th generation). Suppose the nth generation  (k)n
of the renormalized vertices is constructed as above, and let Fn denote the history of
the dynamical construction up to the completion of the nth step, i.e. it contains all
the information about checked renormalized connections as well the checked bonds in
the original graph, and for each x, such that Sx 2
Sn
j=1  
(k)
j , a point zx 2Rx with the
property that there exists 6k ln k-admissible open path connecting z0 to zx. Moreover if
Sx is added to the renormalized cluster by an open horizontal renormalized connection
hSxe1 ; Sxi then zx 2Qx. In particular, if Sx 2 (k)n , and zx 2Rx nQx it implies that the
chronologically rst open connection hSy; Sxi was obtained for y= x+ e2 or y= x− e2
with Sy 2 (k)n−1.
Now we shall consider all the vertices Sx 2 (k)n in increasing order , and will check
each renormalized connection hSx; Sxeii; i=1; 2, which is still unchecked, declaring it
open or closed. The procedure is done in the same order as in Remark 4.1.
Remark 4.2. Though the dynamical procedure for checking connections hSx; Syi is
asymmetric, once such a connection hSx; Syi is checked and declared open or closed
the same value is attributed to the connection hSy; Sxi, which becomes checked at this
moment.
If at some step of this algorithm constructing (n+ 1)th generation we arrive to the
still unchecked connection hSx; Syi by Ghx;yi we will denote the whole history of the
process up to this step, i.e. Ghx;yi is the -eld generated by Fn together with all
additional information which is obtained in the construction of the (n+1)th generation
up to the previous checking.
Two points will be crucial in the construction:
(a) if a renormalized site Sx 2 (k)n+1, it implies that there exists 6k ln k-admissible
open path connecting (0; 0) to some point zx 2Rx.
(b) If Sx 2 (k)n and the algorithm calls on connection hSx; Sxeii; i = 1; 2, then
P(hSx; Sxe1i is open jGhx;yi)>pH(k; ); a:s: (4.1a)
P(hSx; Sxe2i is open jGhx;yi)>pV(k; ); a:s: (4.1b)
We begin with the description of the algorithm and then verify properties (4.1a) and
(4.1b); for this several cases need to be discussed.
(1) Sx 2 (k)n and the algorithm calls on connection hSx; Sx+e2i.
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Two subcases have to be considered:
(1.1) If zx 2R−x [Qx, we declare the renormalized connection hSx; Sx+e2i to be open
if and only if the event V+1;+1k (zx) occurs, and, if not yet dened, we let
zx+e2
def= v+1;+1k (zx)2Rx+e2 ;
(1.2) If zx 2R+x nQx, we declare the renormalized connection hSx; Sx+e2i to be open
if and only if the event V −1;+1k (zx) occurs, and, if not yet dened, we let
zx+e2
def= v−1;+1k (zx)2Rx+e2 :
From the given order of checkings, Ghx; x+e2i is independent of all horizontal edges
which lie entirely in Sx, and all vertical edges hu; u+e2i, with u2 Sx, implying that for
any z 2Rx and  = 1 the event V;+1k (z) is independent of any event B2Ghx; x+e2i,
such that B is contained in [zx = z]. This immediately gives us that
P(V;+1k (zx) jGhx; x+e2i) = P(V;+1k (z)); a:s: on [zx = z]: (4.2)
(2) Let Sx 2 (k)n and the algorithm calls on connection hSx; Sx−e2i.
Two subcases have to be considered:
(2:1) If zx 2R+x [Qx, we declare the renormalized connection hSx; Sx−e2i to be open
if and only if the event V −1;−1k (zx) occurs, and, if not yet dened, we let
zx−e2
def= v−1;−1k (zx)2Rx−e2 :
(2:2) If zx 2R−x nQx, we declare the renormalized connection hSx; Sx−e2i to be open
if and only if the event V+1;−1k (zx) occurs, and, if not yet dened, we let
zx−e2
def= v+1;−1k (zx)2Rx−e2 :
We claim that
P(V −1;−1k (zx) jGhx; x−e2i) = P(V −1;−1k (z)) a:s: on [zx = z] if z 2R+x [ Qx: (4.3a)
P(V+1;−1k (zx) jGhx; x−e2i) = P(V+1;−1k (z)) a:s: on [zx = z] if z 2R−x nQx: (4.3b)
We begin with z 2Rx nQx. In this situation, the occurrence of the event [zx = z]
implies that the renormalized site Sx was added to the open renormalized cluster by
a vertical connection, namely by hSx+e2 ; Sx; i. As in the case (1) all horizontal edges
which lie entirely within the site Sx remain unchecked until the algorithm calls on
connections hSx; Sx−e2i, as well as vertical edges hu; u−e2i; u2 Sx, guaranteeing (4.3b)
and (4.3a) if z 2R+x nQx.
When z 2Qx the argument is slightly more involved. If the connection hSx; Sx+e2i
has been checked from Sx+e2 towards Sx, the situation is the same as in the cases
z 2R+x nQx or z 2R−x nQx, but if the connection hSx; Sx+e2i has been checked from Sx
towards Sx+e2 , then as described in (1.1), the edges involved in the denition of V
+;+
k (z)
have been checked, but nevertheless no information is given on horizontal edges which
lie inside of Sx and to the left z, as well as vertical edges hu; u−e2i; u2 Sx, guaranteeing
(4.3a) if z 2Qx.
From Eqs. (4:2) and (4:3a; b) we get (4:1b), where pV(k; ) is dened in Eq. (3.5).
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Horizontal connections.
(3) Sx 2 (k)n and the algorithm calls on the connection hSx; Sx+e1i.
(3.1) If zx 2R+x nQx, then the renormalized connection hSx; Sx+e1i is said to be open
if and only if the event H+1k (zx) occurs, and, if not yet dened, we let
zx+e1
def= h+1k; x(zx)2Qx+e1 :
(3:2) If zx 2R−x [Qx, then the renormalized connection hSx; Sx+e1i is said to be open
if and only if the event H+1k; x (	
+1; [ln1=2 k]
k (zx)) occurs, and, if not yet dened, we let
zx+e1
def= h+1k; x(	
+1; [ln1=2 k]
k (zx))2Qx+e1 :
Now we claim that
P(H+1k; x (zx) jGhx; x+e1i)>pH a:s: on [zx = z] if z 2R+x nQx; (4.4a)
and
P(H+1k; x (	
+1; [ln1=2 k]
k (zx)) jGhx; x+e1i)>pH a:s: on [zx = z] if z 2Qx [ R−x ; (4.4b)
(4.4a) follows from Eq. (3.6), and the fact that if B2Ghx; x+e1i and B [zx = z],
then B contains no information on the edges which are involved in the denition of
H+1k; x (z).
As for (4.4b) we recall that in the denition of the random map H+1k; x (u) we rst
use the edge hu; u+2e1i and then horizontal edges of the form hu+2e1; yi and hy; y0i,
with y2 Sx to the right of u + 2e1, and y0 2Qx+e1 . It is then not hard to see that if
B2Ghx; x+e1i and B [zx = z], then B contains no information on the edges which are
involved in the denition of H+1k; x (	
+1; [ln1=2 k]
k (z)). Taking into account Eq. (3.6) we get
Eq. (4.4b).
(4) Let Sx 2 (k)n and the algorithm calls on the connection hSx; Sx−e1i.
(4.1) If zx 2R−x nQx, then the renormalized connection hSx; Sx−e1i is said to be open
if and only if the event H −1k (zx) occurs, and, if not yet dened, we let
zx−e1
def= h−1k; x (zx)2Qx−e1 :
(4.2) If zx 2R+x [Qx, then the renormalized connection hSx; Sx−e1i is said to be open
if and only if the event H −1k; x (	
−1; [ln1=2 k]
k (zx)) occurs, and, if not yet dened, we let
zx−e1
def= h−1k; x (	
−1; [ln1=2 k]
k (zx))2Qx−e1 :
Again as in the case (3) we claim that
P(H −1k; x (zx) jGhx; x−e1i)>pH a:s: on [zx = z] if z 2R−x nQx; (4.5a)
and
P(H −1k; x (	
−1; [ln1=2 k]
k (zx)) jGhx; x−e1i)>pH a:s: on [zx = z] if z 2R+x [ Qx: (4.5b)
The verication of (4:5a; b) is analogous to (4:4a; b) and we omit the details. Eq. (4:1a)
follows at once from (4:4a; b) and (4:5a; b).
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Now, observe:
lim
k!1
pV(k; ) = lim
k!1
 
1−
kY
i=3

1− 1
i ln i
![ln1=2 k]
(1− (1− )[ln1=2 k])
= lim
k!1
e−1=[ln
1=2 k](1− (1− )[ln1=2 k]) = 1;
lim
k!1
pH(k; )
= lim
k!1
1
2 ln 2
 
1−
kY
i=3

1− 1
i ln i
![ln k] 
1−

1− 1
6k ln k ln(6k ln k)
[k ln k][ ln k]!
=
1
2 ln 2
e−a(1− e−b)> 0;
for some a; b> 0. Hence, there exists K = K(; p) such that for any k>K
pV(k; ) + pH(k; )> 1: (4.6)
Let now C(k)0 be the open renormalized cluster of the origin, constructed via previous
algorithm, i.e. C(k)0 =
S+1
n=1  
(k)
n .
A well known result of Kesten (Application (ii) of Theorem 3:1 in Kesten (1982))
says that for anisotropic nearest neighbour Bernoulli bond percolation on Z2 with
probabilities pV and pH such that pV +pH> 1, the probability of the open cluster of
the origin to be innite is positive.
On the other hand, and similarly to the randomization method used by Barsky et al.
(1992, p. 112), having inequalities (4.1a,b) one expects to compare the renormalized
cluster constructed by the previous algorithm with that one of the anisotropic nearest
neighbour Bernoulli bond percolation model with probabilities pH(k; ); pV(k; ). For the
direct comparison it is better to modify the algorithm. For this let w=fwngn>1 be i.i.d.
random variables uniformly distributed on the interval [0; 1], and independent of the
original percolation model. (We may identify w with an element of the product space
W =[0; 1]N equipped with the product Lebesgue measure, which we denote by .) Let
us write ~! = (!;w), where ! denotes the sample point corresponding to the original
percolation model. Moreover, let ~P=P be the new probability on ~
=
W . At
the nth checking of the new procedure, besides verifying if the (renormalized) bond is
open as in the previous algorithm, we declare it red provided wn6p=n, where p=pH
or p = pV, depending if we have a horizontal or vertical connection, and n is the
conditional probability that the given connection is open given all the history of the
(old) algorithm up to that step. The new algorithm proceeds form the sites reached by
red connections.
The set of red connections is denoted by ~B0, and let ~C
(k)
0 be the open red cluster of
the origin in the modied algorithm. Notice that ~C
(k)
0 might not be contained in C
(k)
0
due to the dierent order in which connections might be checked.
At this point it is very important to realize that if Sx 2 ~C(k)0 then there exists 6k ln k-
admissible path connecting the origin to the box Rx.
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Proposition 4.1. If T is a nite tree containing the origin; with its closed boundary;
then
~P( ~B0 =T) = Pp
H
; p
V
(B0 =T); (4.7)
where Pp
H
; p
V
denotes the measure corresponding to anisotropic n:n. independent bond
percolation model with parameters pH and pV; and B0 is the connected set of open
bonds on Z2 containing the origin. (Here we identify hSx; Syi with hx; yi:)
Proof. Notice that on the event [ ~B0 =T] the order in which bonds of T and its
boundary are checked is uniquely dened by the algorithm. With this, and the estimates
(4:1a; b) the statement follows immediately.
Summing Eq. (4.7) over all nite trees and recalling the above mentioned result of
Kesten we get that the probability that ~C
(k)
0 is nite is strictly less than one.
From the construction of the events V; k (z); H

k; x(z) and the dynamical construction
of the ~C
(k)
0 , it follows that if Sx 2 ~C
(k)
0 ( ~!) for some x2Z2, then there exists an open
6k ln k-admissible path (in !) connecting the origin to the box Rx. That is,
f ~!= (!;w): ~C(k)0 is inniteg
f!: there exists an innite open 6k ln k-admissible pathg W:
Putting now K 0 = 6K lnK this yields
PK0(C0 is innite)> 0;
which nishes the proof of Theorem 2.1 if m0 = 2.
Remark 4.3. To extend the proof of Theorem 2.1 to the case m0> 2, we modify, for
k large enough, the construction in Section 3:
(a) in the denition of the event J k (z) we replace the set fz + 3e1; : : : ; z + ke1g
by fz + (m0 + 1)e1; : : : ; z + ke1g;
(b) in the denition of the events Dk (z) and F

k; x(z) we replace z+2e1 by z+m0e1.
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