Aplicación de técnicas de procesado avanzado de imagen para la detección y discriminación de muestras histológicas humanas by Nájar Alemany, Juan
Aplicacio´n de te´cnicas de procesado avanzado de imagen
para la deteccio´n y discriminacio´n de muestras
histolo´gicas humanas





Francisco Jose´ Pen˜aranda Go´mez
13 de Septiembre de 2016




A Fran, por su infinita paciencia y ayuda.
A Adria´n, por facilitarme aquel comienzo.
A mis amigos, por ser quienes son. Sabe´is que esto so´lo acaba de empezar.
A mi madre y mi hermano, por su apoyo incondicional.




1.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Planteamiento del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Objetivos del trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4. Gu´ıa del trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Estado del arte 4
2.1. Muestras histolo´gicas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Marcadores celulares histoqu´ımicos. Ki-67 . . . . . . . . . . . . . . . . . 6
2.3. Patolog´ıa digital. Esca´neres WSI . . . . . . . . . . . . . . . . . . . . . . 7
2.3.1. ¿Que´ es un esca´ner WSI? . . . . . . . . . . . . . . . . . . . . . . 7
2.3.2. ¿Co´mo se realiza el escaneo? . . . . . . . . . . . . . . . . . . . . 8
2.4. Conteo de ce´lulas. Me´todos ma´s utilizados . . . . . . . . . . . . . . . . . 9
2.5. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3. Gestio´n y distribucio´n de tareas 11
3.1. Distribucio´n de tareas y metodolog´ıa . . . . . . . . . . . . . . . . . . . . 12
3.2. Gestio´n del tiempo dedicado al trabajo . . . . . . . . . . . . . . . . . . . 13
4. Desarrollo y me´todos utilizados 16
4.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2. Librer´ıa OpenSlide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2.1. OpenSlide en MATLAB . . . . . . . . . . . . . . . . . . . . . . . 18
4.3. Interfaz (GUI) en MATLAB . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3.1. Justificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3.2. Objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3.3. Funcionamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3.4. Interfaces de carga y visionado . . . . . . . . . . . . . . . . . . . 22
II
I´ndice general III
4.4. Procesamiento por bloques. Problema´tica . . . . . . . . . . . . . . . . . 28
4.4.1. La funcio´n blockproc . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4.2. Visionado profundo de una imagen de
ma´xima resolucio´n . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.4.3. Ana´lisis de imagen por bloques . . . . . . . . . . . . . . . . . . . 29
4.5. Ana´lisis de imagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5.2. Teor´ıa de los me´todos utilizados . . . . . . . . . . . . . . . . . . 31
4.5.3. Procesado de la imagen y segmentacio´n
de ce´lulas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.5.4. Conteo manual y ma´scara de comprobacio´n . . . . . . . . . . . . 46
5. Resultados 48
5.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2. Me´todos de separacio´n de componentes de color . . . . . . . . . . . . . . 49
5.2.1. PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.2. VCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2.3. ICA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.4. Deconvolucio´n de color manual . . . . . . . . . . . . . . . . . . . 55
5.3. Procesado morfolo´gico . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.4. Segmentacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4.1. Deconvolucio´n manual . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4.2. Me´todo VCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4.3. Contabilizacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6. Conclusiones y trabajo futuro 70
6.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2. Me´todos de separacio´n de componentes de color . . . . . . . . . . . . . . 71
6.3. Procesado morfolo´gico . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4. Segmentacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4.1. Contabilizacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.4.2. Discusio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.5. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Bibliograf´ıa 76
I´ndice de figuras
2.1. Insercio´n de una muestra en parafina para crear
el bloque que posteriormente sera´ cortado en
rebanadas. Imagen tomada de [5]. . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Muestras tratadas con Ki-67 (izquierda) y Hematoxilina-
Eosina o H&E (derecha) tomadas de muestras
disponibles para el trabajo. . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3. Esca´ner WSI del fabricante Ventana. Fotograf´ıa
tomada de [13]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4. A la izquierda, divisio´n de la muestra por el
escaneo en mosaico y a la derecha por el me´todo
en l´ınea. Imagen adaptada de [11]. . . . . . . . . . . . . . . . . . . . . . 9
3.1. Diagrama temporal de la realizacio´n del trabajo. . . . . . . . . . . . . . 15
4.1. Algunos de los campos que muestra la librer´ıa
OpenSlide al abrir un archivo BIF. . . . . . . . . . . . . . . . . . . . . . 17
4.2. Imagen asociada “macro” de una de las muestras disponibles. . . . . . . 18
4.3. Flujograma del funcionamiento de la interfaz de
carga creado con Draw.io [19]. . . . . . . . . . . . . . . . . . . . . . . . . 23
4.4. Seleccio´n de una regio´n de la imagen. . . . . . . . . . . . . . . . . . . . . 24
4.5. Desplegable con las distintas opciones de ana´lisis. . . . . . . . . . . . . . 25
4.6. Flujograma del funcionamiento de la interfaz de trabajo. . . . . . . . . . 26
4.7. Aspecto de la interfaz de carga. . . . . . . . . . . . . . . . . . . . . . . . 27
4.8. Aspecto de la interfaz de trabajo. . . . . . . . . . . . . . . . . . . . . . . 27
4.9. Representacio´n del procesado por bloques de una
imagen tomada de [20]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
IV
I´NDICE DE FIGURAS V
4.10. Ejemplo de reduccio´n de dimensionalidad. De iz-
quierda a derecha: Datos originales y autovecto-
res. 3D > Proyeccio´n sobre los dos autovectores
de mayor variabilidad. 2D > Proyeccio´n sobre el
mayor autovector. 1D. Ejemplo adaptado de [26]. . . . . . . . . . . . . . 32
4.11. A la izquierda, se observa la representacio´n de
los puntos del conjunto de datos y la estimacio´n
de los endmembers en rojo. A la derecha, se
observan los puntos proyectados del conjunto
de datos y los tres endmembers encontrados.
Ima´genes obtenidas de la demostracio´n 1 del co´digo [31]. . . . . . . . . . 33
4.12. Aplicacio´n de VCA en imagen con tres colores.
En la parte inferior de la imagen se observan los
endmembers encontrados por el algoritmo. En la
parte superior se encuentra la separacio´n de la
imagen original en tres ima´genes donde, en cada
una, se encuentran en blanco todos los p´ıxeles
que pertenecen a cada endmember. . . . . . . . . . . . . . . . . . . . . . 34
4.13. Ejemplo de resultado de la deconvolucio´n de
color en HDAB tomada de [35]. De izquierda
a derecha, imagen original > deconvolucio´n
componente azul > deconvolucio´n componente marro´n . . . . . . . . . . 36
4.14. Representacio´n de los mı´nimos y ma´ximos en la
aplicacio´n del me´todo Watershed tomada de [41]. . . . . . . . . . . . . . 40
4.15. A la izquierda, resultado de aplicar la FRST y
a la derecha la ma´scara de marcadores internos
tras aplicar imextendedmax(A,1). . . . . . . . . . . . . . . . . . . . . . . 42
4.16. A la izquierda, imagen original. A la derecha,
aplicacio´n de bwdist sobre la imagen complemen-
taria de la original. Ejemplo tomado de la docu-
mentacio´n de la funcio´n en MATLAB. . . . . . . . . . . . . . . . . . . . 43
4.17. Flujograma de funcionamiento del ana´lisis de
imagen MATLAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
I´NDICE DE FIGURAS VI
4.18. De izquierda a derecha: Muestra original > Seg-
mentacio´n manual > Ma´scara de segmentacio´n
de ce´lulas azules > Ma´scara de segmentacio´n de
ce´lulas marrones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.1. Resultados obtenidos con el me´todo PCA, apa-
reciendo de izquierda a derecha la imagen origi-
nal, la componente para las ce´lulas marrones, la
componente para las ce´lulas azules y una tercera
componente del fondo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2. Resultados obtenidos con el me´todo VCA. De iz-
quierda a derecha, imagen original > componen-
tes marrones > componente de azules > compo-
nente inutilizable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3. Comparacio´n de la misma muestra en distintas ejecuciones. . . . . . . . 53
5.4. Resultados obtenidos con el me´todo ICA.De
izquierda a derecha, imagen original > ce´lulas
marrones > ce´lulas azules > componente inservible. . . . . . . . . . . . 54
5.5. Resultados obtenidos con el me´todo de deconvo-
lucio´n manual. De izquierda a derecha, imagen
original > deconvolucio´n de ce´lulas marrones >
deconvolucio´n de ce´lulas azules > residuo. . . . . . . . . . . . . . . . . . 56
5.6. A la izquierda, artefactos producidos en la
deconvolucio´n de color manual. A la derecha,
artefactos producidos en una de las componentes
del me´todo PCA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.7. Resultados procesados del me´todo de deconvolu-
cio´n manual. De izquierda a derecha, imagen de
ce´lulas marrones > imagen procesada de ce´lulas
marrones > imagen de ce´lulas azules > imagen
procesada de ce´lulas azules. . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.8. Resultados procesados de VCA. De izquierda a
derecha, imagen complementaria de ce´lulas ma-
rrones > imagen procesada de ce´lulas marrones
> imagen complementaria de ce´lulas azules >
imagen procesada de ce´lulas azules. . . . . . . . . . . . . . . . . . . . . . 59
I´NDICE DE FIGURAS VII
5.9. Resultados segmentacio´n con el me´todo de de-
convolucio´n manual de la muestra 1. De izquier-
da a derecha: original > marcadores > watershed
> watershed sobre original. . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.10. Resultados segmentacio´n con el me´todo de de-
convolucio´n manual de la muestra 2. De izquier-
da a derecha: original > marcadores > watershed
> watershed sobre original. . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.11. Resultados segmentacio´n con el me´todo de de-
convolucio´n manual de la muestra 3. De izquier-
da a derecha: original > marcadores > watershed
> watershed sobre original. . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.12. Resultados segmentacio´n con el me´todo de de-
convolucio´n manual de la muestra 4. De izquier-
da a derecha: original > marcadores > watershed
> watershed sobre original. . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.13. Resultados segmentacio´n con el me´todo de de-
convolucio´n manual de la muestra 5. De izquier-
da a derecha: original > marcadores > watershed
> watershed sobre original. . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.14. Resultados segmentacio´n con el me´todo VCA de
la muestra 1. De izquierda a derecha: original >
marcadores > watershed > watershed sobre original. . . . . . . . . . . . 63
5.15. Resultados segmentacio´n con el me´todo VCA de
la muestra 2. De izquierda a derecha: original >
marcadores > watershed > watershed sobre original. . . . . . . . . . . . 64
5.16. Resultados segmentacio´n con el me´todo VCA de
la muestra 3. De izquierda a derecha: original >
marcadores > watershed > watershed sobre original. . . . . . . . . . . . 64
5.17. Resultados segmentacio´n con el me´todo VCA de
la muestra 4. De izquierda a derecha: original >
marcadores > watershed > watershed sobre original. . . . . . . . . . . . 65
5.18. Resultados segmentacio´n con el me´todo VCA de
la muestra 5. De izquierda a derecha: original >
marcadores > watershed > watershed sobre original. . . . . . . . . . . . 65
I´NDICE DE FIGURAS VIII
5.19. Separacio´n de ce´lulas marrones en deconvolucio´n
manual y VCA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
I´ndice de tablas
5.1. Nu´mero de ce´lulas detectadas con la segmenta-
cio´n manual. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2. Nu´mero de ce´lulas detectadas con la segmenta-
cio´n de la deconvolucio´n de color manual. . . . . . . . . . . . . . . . . . 66
5.3. Nu´mero de ce´lulas detectadas con la segmenta-
cio´n del me´todo VCA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4. I´ndices obtenidos para la deconvolucio´n de color manual. . . . . . . . . . 68
5.5. I´ndices obtenidos para el me´todo VCA. . . . . . . . . . . . . . . . . . . 68
IX
Resumen
Este trabajo fin de grado (TFG) se presenta como una primera aproximacio´n al
ana´lisis de ima´genes de microscop´ıa de muestras histolo´gicas humanas tratadas con el
marcador celular Ki-67.
La justificacio´n del ana´lisis de estas ima´genes radica en la importancia que
tiene encontrar un me´todo automa´tico, preciso y fiable que, independientemente del
pato´logo, sea capaz de aportar informacio´n valiosa en el diagno´stico de distintas
enfermedades. De esta forma, un buen ana´lisis ayuda a realizar un prono´stico ma´s
acertado que puede permitir un seguimiento y tratamiento mejores en el paciente.
Para realizar el estudio se ha optado por la eleccio´n de las principales te´cnicas de
tratamiento de imagen utilizadas en el campo de la histolog´ıa realizando una compa-
rativa entre ellas. Dicha comparativa sirve para exponer sus inconvenientes y ventajas
con la finalidad de definir un camino para profundizar en el estudio de las muestras
tintadas con Ki-67. Todas estas te´cnicas han sido incorporadas en una interfaz gra´fi-
ca propia, creada con el software MATLAB, capaz de trabajar con los formatos de
archivos espec´ıficos de este tipo de ima´genes gracias a la librer´ıa Openslide. Con esta
interfaz se pretenden sentar las bases para la creacio´n de una aplicacio´n completamente
funcional y utilizable en el campo me´dico.
Resum
Aquest treball de final de grau (TFG) es presenta com a una primera aproximacio´
a l’ana`lisis d’imatges de microsco`pia de mostres histolo`giques humanes tractades amb
el tint Ki-67.
La justificacio´ a l’ana`lisi d’aquestes imatges radica en la importa`ncia que te´ trobar
un me`tode automa`tic, prec´ıs i fiable que, independentment del pato`leg, siga capac¸
d’aportar informacio´ valuosa en el diagno`stic de distintes malalties. D’aquesta manera,
X
I´ndice de tablas XI
un bon ana`lisi ajuda a realitzar un prono`stic me´s acurat que pot permetre un seguiment
i tractament millor en el pacient.
Per a realitzar l’estudi s’ha optat per l’eleccio´ de les principals te`cniques de tracta-
ment d’imatge utilitzades en el camp de la histologia realitzant una comparativa entre
elles. Dita comparativa serveix per exposar els seus inconvenients i avantatges amb
la finalitat de definir un camı´ per a profunditzar en l’estudi de les mostres tintades
amb Ki-67. Aquestes te`cniques han sigut incorporades en una interf´ıcie gra`fica pro`pia
que ha sigut creada amb el software MATLAB, el qual e´s capac¸ de treballar amb els
formats d’arxius propis d’aquest tipus d’imatges gra`cies a la llibreria Openslide. Amb
aquesta interf´ıcie es prete´n assentar les bases per a la creacio´ d’una aplicacio´ comple-
tament funcional i utilitzable en el camp me`dic.
Abstract
This project’s essay aims a first approximation to microscopy image analysis of
histological human samples treated with Ki-67 dye.
The justification of this analysis has its point at the importance of finding an
automatic, accurate and reliable method to get valuable information about illness
diagnostic without pathologist intervention. Thereby, good analysis helps doctors to
improve their monitoring and treatment in their patients.
To realize the study, main techniques in histology image treatment has been chosen.
Advantages and disadvantages have been shown by comparing all choose techniques.
The aim of that comparison is to define a proper way to deepen in the study of Ki-67
samples. These techniques have been included into an own graphical user interface. This
interface has been created with MATLAB software, that allows to work with histology
file formats through OpenSlide library. This interface aims to lay the groundwork to
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Este Trabajo Fin de Grado (TFG) surge de un proyecto del Computer Vision and
Behaviour Analysis Lab, perteneciente al Instituto de Investigacio´n e Innovacio´n en
Bioingenier´ıa (I3B) de la Universidad Polite´cnica de Valencia, para el Hospital Cl´ınico
de Valencia.
1.2. Planteamiento del proyecto
La razo´n de ser de este TFG es la realizacio´n de un primer acercamiento a los
me´todos ma´s usados en el tratamiento de las ima´genes histolo´gicas tratadas con el
marcador celular denominado Ki-67, con la finalidad de sentar las bases de desarrollo
de una aplicacio´n capaz de ser usada por profesionales del mundo de la medicina.
Normalmente, en el tipo de ima´genes que competen a este trabajo, se pueden apreciar
dos tipos de ce´lulas: potencialmente cancer´ıgenas en marro´n y benignas en azul.
La necesidad de trabajar con estas ima´genes radica en la importancia de la
informacio´n que pueden llegar a proporcionar, ayudando con ello a mejorar el
diagno´stico de enfermedades. Dado que el me´todo de ana´lisis manual es muy tedioso
y consume demasiado tiempo, cada vez es ma´s frecuente encontrar estudios sobre los
me´todos ma´s fiables para realizar este proceso de manera automa´tica [1] [2].
Todos los me´todos comparten una serie de pasos desde la imagen en color original
hasta el conteo final de ce´lulas, a saber: un preprocesado de imagen que separe los
distintos tipos de ce´lulas lo mejor posible, un me´todo de segmentacio´n de ce´lulas y un
post-procesado para descartar falsos positivos.
Para la realizacio´n del presente TFG, se ha implementado una interfaz gra´fica
en Matlab que es capaz de trabajar con las ima´genes conocidas como Whole Slide
Image, las cuales tienen un gran taman˜o y requieren de librer´ıas especializadas para
su manejo. Haciendo uso de la interfaz, se recopilara´n los me´todos de ana´lisis ma´s
empleados, se pondra´n a prueba y se analizara´n sus problema´ticas, se comparara´n
entre s´ı y se propondra´n soluciones y v´ıas de trabajo para el futuro.
As´ı pues, el propo´sito del ana´lisis es realizar una discriminacio´n de las ce´lulas can-
cer´ıgenas respecto de las benignas de forma eficaz y con la mı´nima interaccio´n del
usuario, obteniendo informacio´n de su nu´mero, proporcio´n, etc.
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1.3. Objetivos del trabajo
Los objetivos que se plantean en este trabajo son los siguientes:
1. Desarrollar una interfaz gra´fica con la herramienta Matlab que sea capaz de
trabajar con ima´genes de microscop´ıa.
2. Analizar los distintos me´todos de estudio de ima´genes de muestras histolo´gicas
tratadas con el marcador celular Ki-67, obteniendo as´ı un listado de problemas
y fallos.
3. Comparar los me´todos empleados para determinar cua´l podr´ıa ser la mejor v´ıa
para seguir profundizando en el ana´lisis dentro de los l´ımites establecidos por los
problemas encontrados.
4. Proponer nuevas l´ıneas de trabajo y mejoras futuras tanto para la interfaz como
para el ana´lisis.
1.4. Gu´ıa del trabajo
En el Cap´ıtulo 2 se desarrolla el estado del arte actual, describiendo tanto el origen
de las muestras histolo´gicas utilizadas en el este TFG como los me´todos para su
obtencio´n, algunas de sus caracter´ısticas y el porque´ de la necesidad de analizarlas.
En el Cap´ıtulo 3 se detalla la organizacio´n llevada a cabo para la elaboracio´n de
este TFG. Se descompone el proyecto en tareas ma´s pequen˜as e independientes y se
establecen los tiempos dedicados a cada apartado.
En el Cap´ıtulo 4 se exponen los conceptos teo´ricos empleados para la realizacio´n
de las distintas tareas as´ı como el desarrollo y ana´lisis detallado de las mismas.
En el Cap´ıtulo 5 se recopilan los resultados obtenidos por cada parte de la
herramienta y se comparan con muestras segmentadas manualmente.
Por u´ltimo, en el Cap´ıtulo 6 se describen las conclusiones a las que se ha llegado tras
la elaboracio´n del trabajo y se recopilan todos los inconvenientes encontrados durante
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2.1. Muestras histolo´gicas
Se conoce como histolog´ıa al estudio a trave´s de un microscopio de las ce´lulas,
tejidos y o´rganos que componen a los seres vivos, por lo que su nacimiento se remonta
al an˜o 1600, cuando se incorporo´ el microscopio a los estudios anato´micos.
Para poder realizar dicho estudio, actualmente se sigue un proceso que se puede
dividir en las siguientes partes[3] [4]:
Obtencio´n de la muestra de biopsia: El me´dico extrae del paciente un
fragmento de tejido sospechoso que necesita de un ana´lisis en profundidad. Este
se conserva en formol y se env´ıa al laboratorio.
Creacio´n de las rebanadas: Las muestras se deshidratan con alcoholes y
posteriormente se introducen en algu´n tipo de resina o pol´ımero, como la parafina,
quedando conservadas en bloques para su almacenamiento como se observa en la
Figura 2.1. Posteriormente, se introduce en un micro´tomo que permite realizar
cortes muy finos de la muestra, conocidos como slides o rebanadas.
Tintado de los slides: Cada corte es tratado con un tinte especial en funcio´n
del tejido y del ana´lisis que se espera realizar. Estos tintes, como el Ki-67, hacen
mucho ma´s distinguibles los distintos tipos de ce´lulas.
Digitalizacio´n: La muestra es revisada por el pato´logo a trave´s de un
microscopio para casos sencillos o digitalizada para casos complejos. El proceso de
digitalizacio´n se realiza con unos esca´neres especiales conocidos como esca´neres
Whole Slide Image o WSI.
Figura 2.1: Insercio´n de una muestra en parafina para crear el bloque que posteriormente sera´
cortado en rebanadas. Imagen tomada de [5].
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2.2. Marcadores celulares histoqu´ımicos. Ki-67
El proceso de marcado consiste en aplicar un tinte especial a la muestra
dependiendo del objeto de estudio de la misma. Estos tintes consisten en una
mezcla de un ant´ıgeno acompan˜ado de alguna enzima especial que producen una
respuesta inmunolo´gica conjunta sobre la muestra tratada generando una coloracio´n
caracter´ıstica y distinta segu´n las ce´lulas y los componentes usados, como se observa
en la Figura 2.2.
Existe una gran cantidad de estos tintes, catalogados como enzimas, ant´ıgenos
espec´ıficos para algunos tipos de tumores, genes supresores de tumores o marcadores
de proliferacio´n de los tumores. Con la ayuda de este tratamiento, los doctores pueden
diagnosticar el estado de un ca´ncer y decidir si e´ste es maligno o benigno. Por ejemplo,
en el caso del Ki-67 las ce´lulas sospechosas de ser cancer´ıgenas se colorean con un color
marro´n oscuro, por lo que si en una muestra existe una desproporcionada cantidad de
ce´lulas marrones puede ser indicativo de un ca´ncer avanzado [6].
Figura 2.2: Muestras tratadas con Ki-67 (izquierda) y Hematoxilina-Eosina o H&E (derecha)
tomadas de muestras disponibles para el trabajo.
El marcador celular Ki-67 es uno de los ma´s utilizados a la hora de tomar decisiones
para el tratamiento de algunos tipos de ca´ncer, como el de vejiga o pro´stata. La ventaja
de este marcador, compuesto por una prote´ına, es que la misma se encuentra presente
durante todas las fases activas de una ce´lula (G(1), S, G(2), y mitosis [7]), especialmente
en la fase de mitosis o divisio´n celular.
E´sta caracter´ıstica es la que permite hacer de este marcador un factor determinante
en la obtencio´n del estado de crecimiento de las ce´lulas en una poblacio´n celular, ya
que una de las propiedades de una ce´lula cancer´ıgena es su disposicio´n a proliferar
continuamente y sin control.
En resumen, podr´ıa decirse que el Ki-67 es una buena forma de seguir de cerca el
desarrollo de un tumor a trave´s de los ciclos de divisio´n celular [6].
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2.3. Patolog´ıa digital. Esca´neres WSI
Se conoce como patolog´ıa digital a la gestio´n de la informacio´n patolo´gica de las
muestras histolo´gicas de forma digital. Adema´s, se incluye dentro de este campo tanto
el ana´lisis como el manejo, la digitalizacio´n y la interpretacio´n de esa informacio´n, todo
ello siempre de forma computarizada [8] [9].
Es por ese motivo que esta forma de trabajo es cada vez ma´s indispensable, dado
que supone un aumento considerable de la precisio´n y rapidez en el diagno´stico me´dico
de mu´ltiples enfermedades. Es esa importancia la que explica por que´ hay cada vez
mayor nu´mero de art´ıculos cient´ıficos y l´ıneas de investigacio´n volcadas en encontrar
me´todos y algoritmos ma´s sofisticados para trabajar con las ima´genes de histolog´ıa de
manera precisa [10].
No so´lo es importante el ana´lisis de las ima´genes, sino tambie´n su adquisicio´n, y
e´sta ha pasado en cuestio´n de an˜os del uso de ca´maras digitales al uso de la tecnolog´ıa
ma´s avanzada con los esca´neres Whole Slide Image.
2.3.1. ¿Que´ es un esca´ner WSI?
Tambie´n conocido como microscopio virtual, el esca´ner es en realidad un conjunto
de elementos [11] [12]. Las partes que componen el sistema completo son:
Conjunto de lentes especiales para microscop´ıa.
Una fuente de luz (Brightfield o fluorescente).
Mecanismos controlados digitalmente para manejar los slides.
Un dispositivo de captacio´n de ima´genes de alta resolucio´n.
Un ordenador.
Un software especializado para manipular y visualizar las ima´genes. Normalmente
cada vendedor tiene uno propio.
En resumen, el sistema digitaliza los slides uno a uno en una o mu´ltiples resoluciones
y despue´s los une generando una u´nica imagen de muy alta resolucio´n. El primer
microscopio dedicado a estas tareas fue creado por James Bacus en 1994 y actualmente
existen mu´ltiples vendedores, como Aperio o Ventana.
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Figura 2.3: Esca´ner WSI del fabricante Ventana. Fotograf´ıa tomada de [13].
2.3.2. ¿Co´mo se realiza el escaneo?
La adquisicio´n de las ima´genes del microscopio precisa de me´todos sofisticados y
muy precisos ya que se necesita trabajar a grandes resoluciones para preservar gran
cantidad de detalles y poder visualizar toda la muestra de forma general o precisa.
Existen dos me´todos comu´nmente empleados para dicha digitalizacio´n: escaneo en
mosaico o tiling y escaneo en l´ınea [11] [12].
Escaneo en mosaico: Esta forma de escaneo se realiza moviendo la muestra
de forma controlada por ordenador a lo largo del dispositivo capturador. E´ste va
tomando un gran nu´mero de fotograf´ıas de forma rectangular que posteriormente
ensambla como si fueran piezas de un mosaico. A pesar de que se trabaja con
muy altas resoluciones e ima´genes donde hay un gran nu´mero de detalles, el
solapamiento producido entre cada elemento de la composicio´n es pequen˜o gracias
a la precisio´n del movimiento de la muestra.
Escaneo en l´ınea. Con este me´todo se simplifica el movimiento de la muestra
dado que e´sta es desplazada de forma lineal y en un u´nico eje espacial de
adquisicio´n. Tras mu´ltiples pases secuenciales en diferentes zonas del slide, se
produce un grupo de ima´genes en tiras o l´ıneas que son reordenadas de forma
sencilla.
En la Figura 2.4 se ilustran los dos me´todos de escaneo sobre una muestra.
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Figura 2.4: A la izquierda, divisio´n de la muestra por el escaneo en mosaico y a la derecha por
el me´todo en l´ınea. Imagen adaptada de [11].
Una vez se ha realizado el escaneo, el software se encarga de almacenarlo en disco y
la capacidad ocupada depende en gran medida de la resolucio´n del sistema de escaneo.
La resolucio´n del esca´ner se determina por la lente utilizada en el microscopio para
aumentar la imagen (por ejemplo, 20× o 40×), la apertura nume´rica del objetivo
y la calidad del fotodetector de la ca´mara. El uso de mayores resoluciones no so´lo
implica una mayor conservacio´n de informacio´n sino que supone un enorme aumento
del taman˜o del archivo a crear. Las resoluciones t´ıpicas son de 0.25 pixel/micra (ppm)
para un aumento de 40× y de 0.50 ppm para uno de 20×, lo cual implica que las
fotograf´ıas sin comprimir puedan llegar a ocupar varios gigabytes.
El almacenaje se realiza usando algoritmos de comprensio´n sin pe´rdidas, como
JPEG2000 o TIFF [14], que generan archivos ma´s manejables. Normalmente se genera
un archivo que contiene no so´lo ima´genes, sino mucha informacio´n adicional. En
concreto, la gran mayor´ıa de dispositivos generan una pira´mide de ima´genes donde
se encuentra la imagen en alta resolucio´n (dependiendo del grado de aumento del
esca´ner), as´ı como las versiones diezmadas de dicha imagen. Adema´s, se incorpora
informacio´n del esca´ner, informacio´n de las lentes y la densidad de p´ıxeles, entre otras
cosas.
El software especializado se encarga de poder visualizar o analizar las enormes
ima´genes, dado que e´stas son imposibles de visualizar por me´todos convencionales. Un
ejemplo de dicho software es OpenSlide [15], que sera´ analizado en profundidad en la
Seccio´n 4.2. Una vez digitalizada la muestra comienza la extraccio´n de la informacio´n.
2.4. Conteo de ce´lulas. Me´todos ma´s utilizados
La finalidad del ana´lisis de las muestras histolo´gicas es poder realizar un diagno´stico
me´dico preciso frente a una enfermedad, pudiendo as´ı predecir su evolucio´n o incluso el
tratamiento que debera´ seguir el paciente.En el caso del ca´ncer, que es la enfermedad
de la que se pretende obtener informacio´n en este TFG, es interesante para el pato´logo
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poder conocer la relacio´n entre ce´lulas cancer´ıgenas y ce´lulas benignas en zonas
concretas de la muestra. Esto implica conocer el nu´mero de ambos tipos de ce´lulas, su
localizacio´n y la proporcio´n de unas respecto de las otras.
En el caso del Ki-67, interesa obtener el ı´ndice de proliferacio´n Ki-67, ya que indica
la poblacio´n de ce´lulas malignas. Para su medicio´n, existen diversos me´todos [16] :
Estimacio´n “eye-ball”. Consiste en obtener el porcentaje de ce´lulas positivas
bajo el Ki-67 sin contar realmente las ce´lulas, hacie´ndolo de forma aproximada.
Esto se realiza escaneando la muestra completa a una potencia de aumento
pequen˜a.
Conteo “a ojo” a trave´s de un microscopio. Consiste en el conteo de ce´lulas
en tiempo real por parte del me´dico de una zona del slide que previamente ha
sido seleccionada como punto caliente de ce´lulas positivas en Ki-67.
Conteo manual de una imagen digital. En lugar de en tiempo real, la zona
de intere´s se imprime sobre papel y se realiza el recuento a mano de las ce´lulas.
Conteo automa´tico a trave´s de un programa analizador. Consiste en el
uso de software especializado para aplicar un tratamiento de imagen que permita
distinguir en una regio´n seleccionada de una WSI los distintos tipos de elementos
e interprete los resultados proporcionando la informacio´n deseada al pato´logo.
2.5. Conclusiones
Obtener un ana´lisis preciso con los me´todos manuales es posible, pero puede ser
un proceso realmente largo, tedioso y con grandes probabilidades de fallo, dado que
depende en gran medida del estado de la persona que realice el estudio en ese momento
adema´s de su criterio personal.
Es por esa razo´n que la bu´squeda de me´todos precisos que realicen el ana´lisis de
forma automa´tica es cada vez ma´s importante y esto requiere de la toma de decisiones
respecto a co´mo se va a querer tratar la imagen. A lo largo del presente trabajo, se
describira´n distintos caminos para realizar el conteo de ce´lulas y se comparara´n entre
s´ı para concluir cual podr´ıa ser ma´s fiable en el caso del Ki-67.
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3.1. Distribucio´n de tareas y metodolog´ıa
Dado que la naturaleza de este trabajo es una mezcla de programacio´n en
MATLAB y estudio de me´todos de ana´lisis de imagen, se ha subdividido en tareas
realizables de forma independiente. Concretamente se ha dividido en cinco partes
progresivas en el tiempo desde la asignacio´n del proyecto hasta su entrega. La
metodolog´ıa empleada, as´ı como las partes, es la siguiente:
Fase de documentacio´n. Aunque e´sta ha estado activa durante toda la
realizacio´n, ya sea buscando nuevos me´todos de ana´lisis de imagen o informacio´n
de u´ltima hora para poder obtener un trabajo ma´s completo, se ha concentrado
sobre todo en los primeros meses del trabajo. Dado que las tareas tienen una
gran componente teo´rica, me´dica o te´cnica, casi toda la informacio´n ha sido
extra´ıda de fuentes reconocidas como el Institute of Electrical and Electronics
Engineers (IEEE) y otras fuentes de publicaciones cient´ıficas.
La dificultad de esta fase ha sido el desconocimiento casi total de la componente
me´dica del proyecto, as´ı como de la comprensio´n de nuevos me´todos de
tratamiento de imagen. Cabe decir que han sido de gran ayuda los conocimientos
adquiridos en la asignatura Tratamiento Digital de la Imagen cursada durante la
carrera para poder realizar con e´xito el trabajo.
Fase de creacio´n de la interfaz gra´fica. Debido al total desconocimiento del
sistema de creacio´n de interfaces de MATLAB y su manejo, gran parte de la
complejidad de esta fase ha sido el aprendizaje de co´mo trabaja MATLAB a
nivel de co´digo y variables con las Grafic User Interfaces o GUIs. En primer
lugar, se realizaron bocetos sobre papel del aspecto deseado del programa y
las funcionalidades a incorporar. Con el tiempo disponible para la realizacio´n
del trabajo, se han conseguido gran parte de los objetivos propuestos. Los no
conseguidos han sido bien por limitaciones del software o por enfoques erro´neos
del problema. En el cap´ıtulo 4.3 se detallara´n los problemas encontrados y las
posibles soluciones o l´ıneas de trabajo en esas direcciones.
Fase de pruebas y eleccio´n de me´todos. Tras obtener un compendio de
los me´todos ma´s empleados en el tratamiento de ima´genes histolo´gicas, se ha
empleado el software ImageJ [17] con los plugins adecuados para ver, de manera
aproximada, cuales iban a ser los resultados esperados de la aplicacio´n en
MATLAB.
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Fase de ana´lisis de imagen. Se considera la parte ma´s extensa y el cuerpo de
este Trabajo Final de Grado. Para su realizacio´n se ha optado por la eleccio´n de
distintos me´todos de tratamiento de imagen, como la deconvolucio´n del color,
para obtener ima´genes en escala de grises que permitan diferenciar los dos
tipos de ce´lulas. Estos me´todos, basados en los art´ıculos originales donde fueron
descritos o versiones mejoradas, han sido programados desde cero siguiendo las
publicaciones o tomados de toolboxs disponibles en la comunidad de MATLAB.
Tras la obtencio´n de las ima´genes en escala de grises, se ha optado por un proceso
personalizado para las muestras disponibles con el fin de adecuar las ima´genes y
segmentarlas con el me´todo watershed con marcadores, obteniendo los resultados
y descubriendo as´ı las limitaciones del me´todo. Adema´s, se ha realizado un conteo
manual de ce´lulas para distintas muestras, pudiendo as´ı comparar los me´todos
automa´ticos con el manual.
La mayor problema´tica encontrada ha sido el manejo de la Whole Slide Image, ya
que su taman˜o imposibilita el ana´lisis de toda la imagen obligando a escoger una
regio´n de un cierto taman˜o que evite la saturacio´n del sistema, como se explica
en el Cap´ıtulo 4.4. Por otra parte, se ha consumido una gran cantidad de tiempo
buscando me´todos alternativos, haciendo pruebas y eligiendo los me´todos que se
han incluido en el trabajo.
Fase final: redaccio´n de la memoria. Organizacio´n de la extensa bibliograf´ıa
y creacio´n y bu´squeda de material de apoyo para el desarrollo. Desarrollo en
Latex de la memoria.
Con esta fragmentacio´n, cada parte ha recibido un tiempo adecuado para alcanzar
la gran mayor´ıa de objetivos.
3.2. Gestio´n del tiempo dedicado al trabajo
La duracio´n del mismo pretend´ıa ser de 6 meses pero la compaginacio´n con las
pra´cticas de empresa obligo´ a dilatar ese tiempo hasta Septiembre, por lo que la gestio´n
del tiempo para cada una de las partes descritas anteriormente ha sido la siguiente:
Documentacio´n. Febrero-Marzo. Dos meses dedicados a la recopilacio´n de
papers, literatura e informacio´n variada acerca de las muestras biolo´gicas tratadas
con Ki-67. Aprendizaje de la creacio´n y manejo de GUIs en MATLAB. Estudio
y comprensio´n de los me´todos de ana´lisis de ima´genes biolo´gicas y de las librer´ıas
3.2. Gestio´n del tiempo dedicado al trabajo 14
necesarias para trabajar con ima´genes de microscopio. Reuniones con los tutores
del proyecto y planteamiento de las l´ıneas de trabajo a seguir as´ı como de los
objetivos y resultados deseados.
Creacio´n de la interfaz gra´fica en MATLAB. Marzo-Abril. Un mes
poniendo en pra´ctica los conocimientos adquiridos sobre GUIs. Realizacio´n de
bocetos en papel y pruebas de manejo, adecuando la interfaz a la idea de
programa pra´ctico e intuitivo para cualquier usuario. Composicio´n de archivos
explicativos de ayuda para cada opcio´n de la interfaz. Pruebas con pequen˜os
programas propios para asegurar el funcionamiento y correccio´n de errores.
Pruebas con software externo. Abril-Mayo. Uso de librer´ıas externas como
OpenSlide y aplicaciones como ImageJ en muestras similares a las proporcionadas
por la pato´loga para la realizacio´n de este trabajo. Obtencio´n de resultados
aproximados que facilitan la eleccio´n de los me´todos a incluir en el trabajo.
Ana´lisis de imagen y procesado de ima´genes de gran taman˜o.Mayo-
Junio-Julio. Realizacio´n del cuerpo del programa, donde se pueden distinguir
tres bloques:
• Procesado de ima´genes por bloques. Mayo: Ha sido necesario
comprender en profundidad el funcionamiento de la funcio´n blockproc de
MATLAB, as´ı como los ImageAdapters para poder leer, escribir y modificar
las grandes ima´genes extra´ıdas con la librer´ıa OpenSlide. Servira´ como base
para l´ıneas futuras de trabajo.
• Ana´lisis de imagen. Junio-Julio. Se realiza la comparacio´n de los distintos
me´todos de procesado de imagen elegidos y se optimizan para obtener los
resultados en las muestras disponibles.
• Ana´lisis de datos e imagen. Resultados. Julio. Recopilacio´n de los
resultados, extraccio´n de informacio´n y muestra de la misma por pantalla.
Redaccio´n de la memoria y preparacio´n de la defensa. Agosto.
Composicio´n de la memoria y organizacio´n de la bibliograf´ıa.
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Figura 3.1: Diagrama temporal de la realizacio´n del trabajo.
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Como se ha descrito anteriormente, la finalidad de este trabajo es sentar las
bases para desarrollar una interfaz de usuario sencilla capaz de trabajar con ima´genes
tomadas con sistemas WSI y, a su vez, analizarlas con distintos me´todos de procesado
de ima´genes. A continuacio´n, se describira´n para cada apartado los conceptos necesarios
para su realizacio´n.
4.2. Librer´ıa OpenSlide
OpenSlide [15] es una librer´ıa de libre distribucio´n que proporciona un me´todo
para visualizar y explorar los archivos creados por los microscopios WSI de los
principales fabricantes del mercado. Actualmente ofrece soporte en distintos lenguajes
de programacio´n, habie´ndose usado para este TFG tanto su interfaz en Java como las
librer´ıas adaptadas a MATLAB [18].
El primer paso para entender co´mo esta´n estructuradas las ima´genes del fabricante
Ventana, del cual se han obtenido las muestras disponibles para el trabajo, pasa por
explorarlas con el visor de OpenSlide.
En la Figura 4.1 se muestran algunas de las propiedades contenidas dentro de los
archivos BIF propios del fabricante Ventana.
Figura 4.1: Algunos de los campos que muestra la librer´ıa OpenSlide al abrir un archivo BIF.
Como se puede observar, dentro del archivo de trabajo se encuentra mucha
informacio´n adema´s de la imagen de intere´s. En el caso de las muestras trabajadas, se
dispone de una pira´mide de ima´genes de 10 niveles (siendo 0 el de mayor resolucio´n),
donde se especifica el factor de diezmado respecto al original, el taman˜o de la imagen
de cada nivel, la fecha de creacio´n, el nivel de aumento (20×,40×), el fabricante y un
largo etce´tera. Entendiendo el contenido de las muestras a tratar, se puede comenzar
a hacer uso de la librer´ıa para MATLAB.
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4.2.1. OpenSlide en MATLAB
A continuacio´n se detallara´n las funciones de la librer´ıa que han sido utilizadas y
cua´l ha sido su uso.
openslide load library.
Carga la librer´ıa de OpenSlide en MATLAB para poder utilizar las funciones
pertinentes.
openslidePointer= openslide open(slideName).
A partir del directorio completo del archivo a analizar, genera un puntero a dicho
archivo necesario para trabajar con el resto de funciones.
openslide read associated image(openslidePointer,imName).
Normalmente, adema´s de la pira´mide de ima´genes, el archivo incluye otras
ima´genes que pueden ser de intere´s, como una miniatura de la imagen global
o una fotograf´ıa de la muestra “macro”, como la que se observa en la Figura 4.2.
En este caso se ha utilizado la miniatura para una previsualizacio´n de la imagen
seleccionada por el usuario en la interfaz de carga.
Figura 4.2: Imagen asociada “macro” de una de las muestras disponibles.
openslide get property names(slidePtr).
A partir del puntero al archivo, obtiene el nombre de todas las propiedades en el
orden que se observan en la Figura 4.1.
propertyValue = openslide get property value(openslidePointer, pro-
pertyName).
Una vez obtenido el nombre de las distintas propiedades, se puede hacer uso de
los valores de las mismas con esta funcio´n. Por ejemplo, durante la realizacio´n
de la interfaz se hace uso de esta funcio´n un gran nu´mero de veces para obtener
los datos de taman˜o de las ima´genes en distintos niveles de la pira´mide.
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Ejemplo: Se desea saber la altura y anchura de la imagen en el nivel uno de la
pira´mide.
Hay que recordar que, como se ve en la Figura 4.1, las propiedades de dimensio´n
de las ima´genes comienzan a partir del tercer campo, que corresponde al factor de
diezmado del nivel 0 de la pira´mide. Como se quiere obtener la altura y anchura
del nivel uno, se creara´ una expresio´n que obtenga su posicio´n para cualquier
nivel. Para este caso, las posiciones siete y ocho.
propertyNames = openslide get property names(slidePtr);
posicion altura=3*(nivel piramide+1)+1;
Posicio´n de la altura del nivel requerido en el vector
propertyNames
posicion anchura=3*(nivel piramide+1)+2;
alto= str2double(openslide get property value(slidePtr,...
propertyNames(posicion altura)));
ancho= str2double(openslide get property value(slidePtr,...
propertyNames(posicion anchura)));
openslide read region(openslidePointer,xPos,yPos,width, height,level).
Esta funcio´n lee una regio´n rectangular de la imagen del nivel especificado por
level. Para ello, se han de introducir como para´metros el puntero al archivo, el
origen de coordenadas del recta´ngulo (xPos,yPos) y el taman˜o del recta´ngulo
(width,height).
Es necesario tener en cuenta que todas las ima´genes que se carguen constan de 4
componentes, el canal de transparencia o alfa y los tres canales RGB, por lo que
durante todo el proceso de emplean los u´ltimos 3 canales (RGB).
Ejemplo: Muestra de una regio´n de 200x200 con origen en 0,0 (esquina superior
izquierda de la imagen) del nivel de pira´mide deseado.





Cierra la librer´ıa OpenSlide.
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4.3. Interfaz (GUI) en MATLAB
4.3.1. Justificacio´n
La interfaz gra´fica es la piedra angular del trabajo ya que es la encargada de
permitir al usuario seleccionar una imagen de microscop´ıa en formato BIF, visualizarla
y analizarla de manera sencilla e intuitiva.
La necesidad de implementar esta interfaz radica en la imposibilidad que existe de
trabajar con los archivos propios de las ima´genes histolo´gicas de manera usual, con
visores o analizadores convencionales. Para trabajar con este tipo de ima´genes existen
dos opciones: usar el software especializado que ofrecen las marcas vendedoras de WSI
o crear un software propio con alguna librer´ıa de co´digo abierto como es el caso de
OpenSlide.
4.3.2. Objetivo
La misio´n principal de la interfaz gra´fica sera´ la de asegurar en todo momento que
el usuario trabaje con una imagen que su ordenador sea capaz de soportar. Dado que
al leer una imagen con MATLAB e´ste la carga directamente en RAM, se ha optado
por limitar el taman˜o de las ima´genes. Esto se ha conseguido gracias a dos factores:
La funcio´n memory de MATLAB, la cual se encarga de obtener la informacio´n
de la memoria disponible para trabajar, y el ca´lculo previo del taman˜o de la
imagen que se pretende cargar antes de hacerlo, obtenido a trave´s de OpenSlide.
Una vez seleccionada una imagen que el usuario sea capaz de manejar, el otro
objetivo de la interfaz es permitir, realizar un ana´lisis con un me´todo elegido por
el usuario entre los propuestos en este trabajo.
Con ambos objetivos en mente, se han creado dos interfaces dependientes cuyo
funcionamiento se detalla a continuacio´n.
4.3.3. Funcionamiento
El primer paso para crear una interfaz gra´fica es sencillo: decidir cua´les sera´n sus
funcionalidades. Con esa idea, lo ma´s aconsejable es realizar unos bocetos en papel de
la distribucio´n de botones y opciones y ma´s tarde intentar plasmar todas esas ideas en
co´digo.
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Para el caso que compete a este TFG, se han creado dos interfaces distintas y
dependientes entre s´ı para asegurar el cumplimiento de objetivos.
Ambas interfaces han sido creadas con la toolbox que incorpora MATLAB para tal
fin. Esta herramienta permite configurar de forma gra´fica la disposicio´n de botones y
funciones de la interfaz para posteriormente configurar cada una de sus caracter´ısticas
a partir de una funcio´n de MATLAB que controlara´ el sistema.
Dicha funcio´n constara´ de tres partes:
Funcio´n de inicializacio´n. MATLAB la crea automa´ticamente al generar una
nueva GUI y no ha de ser modificada. Define el programa como una interfaz.
Funcio´n de apertura u OpeningFcn . Se encarga de inicializar variables,
figuras, interpretar los datos recibidos de alguna llamada externa y, en definitiva,
presentar la interfaz tal como debe verse.
Funcio´n de salida u OutputFcn . En caso de necesitar que la interfaz devuelva
un resultado, el co´digo para mostrarlo se incluira´ dentro de esta funcio´n.
El resto del co´digo se programa como una funcio´n normal de MATLAB, con la di-
ferencia de que cada funcio´n creada no necesita terminarse con el comando end, sino
que van todas en cascada. Adema´s, cada boto´n agregado a trave´s de la toolbox creara´
automa´ticamente una funcio´n callback que sera´ la ejecutada cada vez que se presione
dicho boto´n.
Las variables handles y hObject.
La caracter´ıstica fundamental de las GUIs en MATLAB es que disponen de dos
elementos para comunicar las funciones que la constituyen: hObject y handles.
La variable hObject puede definirse como un espacio comu´n donde la interfaz
deposita toda la informacio´n de su estado actual. En ella se podr´ıan encontrar todas
las variables globales que pueden ser utilizadas en cualquier funcio´n de la interfaz si se
sigue el procedimiento adecuado.
La variable handles es una estructura utilizada en cada funcio´n de la interfaz sobre
la que se pueden almacenar distintas variables. Al comienzo de una funcio´n se pueden
cargar las variables globales con handles = guidata(hObject) y al final, si se quieren
actualizar dichas variables o an˜adir nuevas, se utiliza el comando guidata(hObject,
handles).
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Ejemplo: Realizar una funcio´n dentro de la interfaz que calcule una suma y utilizar
el resultado en otra funcio´n de la misma interfaz.
function [] = suma(hObject)
Se crea la variable resultados dentro de la estructura handles.
handles.resultado=50+50;
Se almacenan las estructuras de la funcio´n en el espacio hObject
guidata(hObject, handles)
function [] = resta (hObject)
Se obtienen las estructuras almacenadas en hObject
handles = guidata(hObject);
Se crea una nueva variable en handles que usa el valor de la suma
handles.resultado2=handles.resultado-10;
Se almacenan los nuevos handles de nuevo en el hObject.
guidata(hObject, handles)
4.3.4. Interfaces de carga y visionado
Interfaz de carga
La interfaz de carga tiene como finalidad permitir al usuario cargar un archivo BIF y
previsualizar su miniatura obtenida a trave´s de la librer´ıa OpenSlide. En caso de haber
elegido una imagen que no es la deseada, se permite la opcio´n de descargar la imagen
del programa y probar de nuevo con otra opcio´n.
Tras pulsar sobre la miniatura, se determinara´ la dimensio´n del archivo que el
sistema es capaz de mostrar. Para ello se calculara´ el taman˜o en bytes que ocupara´ en
memoria cada imagen de la pira´mide desde el nivel de ma´xima resolucio´n y de forma
decreciente, hasta encontrar una resolucio´n que no sobrepase la memoria disponible
del sistema.
memoria elemento piramide(i+1)=width*height*4*8;
sys.PhysicalMemory.Available >memoria elemento piramide(i+1)
Una vez seleccionada la imagen adecuada, se llamara´ a la segunda interfaz, a la
que se le enviara´ la informacio´n del puntero OpenSlide del archivo, las dimensiones de
la imagen a ser mostrada, el nivel de pira´mide seleccionado y el directorio del archivo
BIF.
visor(slidePtr,width,height,nivel piramide,PathName,FileName)
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En la Figura 4.3 se representa la estructura de funcionamiento de la interfaz de
carga.
Figura 4.3: Flujograma del funcionamiento de la interfaz de carga creado con Draw.io [19].
Interfaz de trabajo
Es el entorno real de usuario del trabajo. Funciona como visor de la imagen de la
muestra seleccionada y permite guardar lo que se esta´ viendo en distintos formatos de
imagen.
La imagen presentada al usuario sera´ aquella de la pira´mide de ima´genes del
archivo BIF que pueda ser cargada por el usuario sin saturar el sistema. Para ello
las propiedades de dicha imagen habra´n sido previamente calculadas en la interfaz de
carga.
Sus funcionalidades, adema´s de las de desplazarse por la imagen y hacer zoom sobre
la misma, se describen a continuacio´n.
Seleccionar regio´n
Haciendo uso de las funciones imrect y getPosition de MATLAB se puede crear
una herramienta que permita al usuario seleccionar una regio´n rectangular de la
imagen visualizada, como se muestra en la Figura 4.4.
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Ejemplo





La variable recta´ngulo recibira´ su contenido cuando el usuario haga doble clic
una vez seleccionada la regio´n de intere´s. El resultado consta de 4 elementos, en
la primera columna se tiene el valor inicial del eje X y el nu´mero de p´ıxeles que
ocupa la regio´n en el eje X. En la segunda columna se tiene lo mismo para el eje
Y.
Figura 4.4: Seleccio´n de una regio´n de la imagen.
Tras la seleccio´n de la regio´n deseada y si el visor no se encuentra ya en el nivel de
la pira´mide de ima´genes de ma´xima resolucio´n (en cuyo caso simplemente se hara´
zoom en la regio´n seleccionada), comenzara´ el ca´lculo de taman˜os en memoria
para realizar la carga de la nueva imagen.
En primer lugar, se calculara´ el taman˜o que tiene la imagen en el nivel de pira´mide
actual. Posteriormente, y de forma decreciente, se calculara´ el taman˜o de la
imagen desde el nivel actual hasta el de ma´xima resolucio´n. Para cada descenso
de nivel, se calculara´ el ratio por el que se ha de escalar la regio´n seleccionada
por el usuario calculando el factor que hay entre la dimensio´n del nivel original
(full height) y la del nivel inferior (sub height). De esta forma, se obtiene la
correspondencia de la imagen seleccionada por el usuario en una imagen de mayor
resolucio´n.
wratio=round(sub height/full height);
Tras obtener el ratio, se multiplicara´ por la variable recta´ngulo y se calculara´ el
taman˜o en bytes que tiene la nueva imagen en memoria. El proceso se repetira´
hasta que la imagen no pueda ser cargada en memoria, con lo que las condiciones
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de parada son o bien no quedar ma´s niveles en la pira´mide o bien alcanzar la
restriccio´n impuesta por el l´ımite de memoria.
Una vez alcanzada la condicio´n de parada, se actualizara´n las variables de nivel
de la pira´mide actual y se cargara´ la nueva imagen.
Original
El boto´n etiquetado como Original devolvera´ la interfaz, sea cual sea el estado
actual, a la imagen original que fue mostrada al cargar el programa.
Guardar
El boto´n Guardar abrira´ una ventana del explorador de archivos con la finalidad
de guardar la imagen actualmente visualizada en la interfaz en el sistema, ya sea
en formato PNG o JPEG.
Analizar
Mostrara´ un desplegable, presentado en la Figura 4.5, con las distintas opciones
de ana´lisis de imagen. Tras la seleccio´n de unos de los me´todos, se procedera´ a
realizar el estudio, cuyo proceso sera´ descrito posteriormente. Una vez realizado
el ana´lisis, se presentara´n los resultados y se guardara´n en el sistema.
Figura 4.5: Desplegable con las distintas opciones de ana´lisis.
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Por u´ltimo, en la Figura 4.6 se representa el funcionamiento de la interfaz de trabajo
en forma de flujograma.
Figura 4.6: Flujograma del funcionamiento de la interfaz de trabajo.
Ma´s adelante se representara´ de forma extendida el funcionamiento del apartado
de ana´lisis que aparece simplificado en este diagrama.
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Como detalle, en las Figuras 4.7 y 4.8 se observa el aspecto de las dos interfaces
con un archivo cargado.
Figura 4.7: Aspecto de la interfaz de carga.
Figura 4.8: Aspecto de la interfaz de trabajo.
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4.4. Procesamiento por bloques. Problema´tica
Dada la problema´tica del taman˜o de las ima´genes de microscop´ıa y la imposibilidad
de cargarlas y visualizarlas en su ma´xima resolucio´n sin un software especializado, en
primera instancia se buscaron me´todos disponibles en MATLAB para poder solventar
dichos inconvenientes.
4.4.1. La funcio´n blockproc
MATLAB cuenta con una funcio´n para tratar con archivos demasiado grandes
para ser cargados como variables en RAM. Dicha funcio´n se denomina blockproc.
La funcio´n blockproc, en su forma esta´ndar, divide la imagen en formato TIFF,
NITF, o JPEG2000 en bloques de un taman˜o especificado y, uno a uno, les aplica
una funcio´n de procesado personalizable por el usuario. Posteriormente, va colocando
esos bloques en el mismo orden que estaban originariamente creando el resultado de la
Figura 4.9. La forma de “coser” dichos bloques es tambie´n personalizable, permitiendo
incluso variar el grosor de la l´ınea de la costura para hacerla casi invisible.
Figura 4.9: Representacio´n del procesado por bloques de una imagen tomada de [20].
Ahora bien, de dicha forma la funcio´n no puede ayudar mucho en el objetivo
planteado, ya que requiere que la imagen este´ cargada en memoria. Pero existe la
forma de configurar blockproc para realizar dicho procesado por bloques sin cargar la
imagen entera, so´lo sus bloques.
Siguiendo la serie de tutoriales de Steve Eddins en Mathworks [20] [21] [22] sobre el
procesamiento de grandes ima´genes y los me´todos que aparecen en [23], se plantearon
distintas alternativas que por algu´n motivo u otro no han sido suficientes para cumplir
los objetivos propuestos. A continuacio´n se describira´n las medidas tomadas, las cuales
quedara´n como bases para futuras l´ıneas de trabajo con la finalidad de mejorar la
interfaz y su rendimiento.
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4.4.2. Visionado profundo de una imagen de ma´xima resolucio´n
En lugar del me´todo utilizado en la interfaz gra´fica realizada fue una primera
intencio´n implementar un sistema de visualizacio´n similar al utilizado en las
aplicaciones de mapas online como GoogleMaps. De esta forma se consigue que se
muestre en pantalla la imagen completa en baja resolucio´n y a medida que se le
aplique zoom se vayan cargando ima´genes de mayor resolucio´n dando la sensacio´n
de continuidad.
MATLAB cuenta con una forma de realizar dicho proceso gracias a la funcio´n rset
[22]. Dicha funcio´n crea una versio´n multiresolucio´n de un archivo TIFF almacenado
en disco y lo muestra por pantalla con la herramienta imtool de MATLAB. La no
implementacio´n de este me´todo en la interfaz se ha debido a que, de momento, no es
posible visualizar los archivos rset sobre una figura de visualizacio´n de MATLAB y
han de ser obligadamente visualizados con imtool lo cual imposibilita la integracio´n
del visor con la interfaz, dejando dos instancias de programas separadas.
4.4.3. Ana´lisis de imagen por bloques
Adema´s de la opcio´n de analizar una regio´n especifica de la imagen, se abordo´ la
alternativa del ana´lisis de la imagen completa en alta resolucio´n. Esto llevar´ıa mucho
tiempo pero permitir´ıa obtener un resultado global de toda la muestra histolo´gica en
lugar de buscar zonas espec´ıficas. Para su realizacio´n, se recurrio´ a la ayuda, una vez
ma´s, de los tutoriales creados por Steve Eddins, referentes a los ImageAdapters [21] y
al procesado por bloques [20].
ImageAdapters.
Dado que blockproc so´lo funciona con ima´genes en formato TIFF, NITF, o JPEG2000
y en el caso de intere´s se esta´ utilizando un archivo BIF, existe un me´todo para engan˜ar
a la funcio´n blocproc y que crea que la entrada esta´ en uno de esos formatos. Se les
conoce como ImageAdapters.
A partir del ejemplo proporcionado por Steve, se han realizado un par de
ImageAdapter propios para hacerlos compatibles con la librer´ıa OpenSlide, de
forma que se puedan leer y escribir las ima´genes por bloques con la funcio´n
openslide read region(). De esta forma, se ha creado una funcio´n que extrae la imagen
de alta resolucio´n del archivo BIF y la guarda en el disco duro en formato TIFF.
A continuacio´n, se repite el proceso leyendo el archivo del disco y procesa´ndolo por
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bloques con alguna funcio´n de ana´lisis de imagen de las propuestas.
Uno de los motivos por los que el me´todo no ha sido implementado en el programa
final ha sido debido a que las caracter´ısticas locales de los bloques no son suficientes
para realizar una segmentacio´n homoge´nea de la imagen completa. Para poder realizar
el procesado por bloques ser´ıa necesario buscar una forma de compartir la informacio´n
relevante para la segmentacio´n entre los distintos bloques.
Adema´s, existe una problema´tica que no se ha sabido resolver correctamente
respecto a la eleccio´n del taman˜o de los bloques [24]. Los archivos de imagen TIFF
pueden ser ordenados a la hora de componerse de dos formas distintas, en strips o tiles.
Dependiendo de esta construccio´n de la imagen, ha de realizarse la seleccio´n del taman˜o
de bloque de una forma u otra para que sea eficiente. Se ha optado por un me´todo
de escritura de la imagen en strips para su posterior lectura de la misma forma, pero
dependiendo del taman˜o de bloque elegido se pueden llegar a observar repeticiones en
la imagen.
Por estos motivos, el procesado y visionado por bloques queda como tarea pendiente
para futuras mejoras.
4.5. Ana´lisis de imagen
4.5.1. Introduccio´n
Dada la alta resolucio´n de las ima´genes histolo´gicas, la cantidad de detalles tanto en
taman˜o, forma, color o textura que se puede encontrar es desproporcionadamente alta.
Esto complica seriamente el objetivo del ana´lisis, que en pocas palabras consiste en
distinguir dos tipos de objetos: ce´lulas azules y ce´lulas marrones. La tarea de segmentar
dichas ce´lulas ya es de por s´ı complicada sin tantos elementos, como se vera´ en el
apartado correspondiente, por lo que se precisa de algu´n me´todo que reduzca esa
cantidad de informacio´n sin perder la de intere´s.
A continuacio´n se expondra´ el contenido teo´rico de los me´todos matema´ticos ma´s
usados para extraer caracter´ısticas de una imagen en la que existen mezclas, como la
mezcla de colores en el caso de las ima´genes de histolog´ıa. Estos me´todos convierten
una u´nica imagen RGB en distintas ima´genes en escala de grises en las que se acentu´an
caracter´ısticas concretas.
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4.5.2. Teor´ıa de los me´todos utilizados
Ana´lisis de Componentes Principales
El Ana´lisis de Componentes Principales, PCA [25] en ingle´s, es una te´cnica que
realiza una transformacio´n lineal del conjunto de datos situa´ndolos en unos nuevos
ejes de coordenadas donde se maximiza la separacio´n entre los distintos elementos.
Esta transformacio´n se realiza calculando los autovectores de la matriz de
covarianza de los ejes de coordenadas. Estos autovectores se ordenan de mayor a
menor varianza explicada, definida por sus autovalores asociados. As´ı, los ejes que
proporcionan una mayor separacio´n entre los elementos del conjunto de datos quedan
en primer lugar. De esta forma, se reduce la dimensionalidad del conjunto de datos ya
que, una vez realizada la transformacio´n, es posible seleccionar solamente las primeras
componentes y descartar las dema´s, que apenas contienen informacio´n relevante y
normalmente contiene gran parte del ruido aleatorio. Un ejemplo de esta reduccio´n se
muestra en la Figura 4.10
La transformacio´n del me´todo PCA se realiza en los siguientes pasos:
Traslacio´n del origen de referencia del conjunto de datos original al punto medio
o centroide de los mismos.
Normalizacio´n de los datos por su desviacio´n esta´ndar.
Ca´lculo de la matriz de covarianzas de la muestra y, posteriormente, ca´lculo de
los autovalores de dicha matriz.
Ordenacio´n de mayor a menor variabilidad, la cual se indica por la magnitud de
los autovalores. Los primeros autovalores tienen asociadas las mayores varianzas.
Ca´lculo de los nuevos ejes de referencia a partir de los autovectores correspon-
dientes a los autovalores, lo cual es posible ya que estos vectores cumplen las
condiciones para formar una base ortogonal. Para reducir la dimensionalidad, los
datos se proyectan sobre los autovectores con una mayor varianza asociada.
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Figura 4.10: Ejemplo de reduccio´n de dimensionalidad. De izquierda a derecha: Datos originales
y autovectores. 3D > Proyeccio´n sobre los dos autovectores de mayor variabilidad. 2D >
Proyeccio´n sobre el mayor autovector. 1D. Ejemplo adaptado de [26].
Para la aplicacio´n de todos los me´todos en la interfaz de este TFG, tanto PCA
como los que se describira´n en adelante, se parte de las siguientes lineas:
[a, b, c] = size(im); La variable im es la imagen a analizar
im = reshape(double(im),a*b,[]); Valores RGB en columnas
Nc = 3; Nu´mero de endmembers / Componentes principales
X = -log((im+eps)/255); Valores de Absorbancia
La aplicacio´n del me´todo PCA para obtener las ima´genes procesadas se ha realizado
de la siguiente manera:
[coeff,score] = pca(X,’NumComponents’,Nc);
La variable coeff contiene los coeficientes de las componentes
principales y la variable score contiene la representacio´n de X
en el nuevo espacio.





La finalidad del me´todo Vertex Component Analysis, VCA [27] en ingle´s, es
encontrar el nu´mero de sustancias puras o endmembers que se ubicadan en un conjunto
de datos donde aparecen mezclados distintos espectros. Dicho de otra forma, es un
proceso que mediante iteraciones busca los puntos extremos o endmembers de un
conjunto de datos como pueden ser los valores RGB de una imagen.
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En el caso de las ima´genes HDAB, los endmembers ser´ıan p´ıxeles donde se considera
que la sustancia es pura, es decir, un p´ıxel para la hematoxilina, otro para el DAB y
otro para el fondo.
El algoritmo VCA aprovecha dos caracter´ısticas fundamentales. La primera, que los
endmembers son los ve´rtices de un simplex y la segunda que la transformacio´n af´ın [28]
de un simplex es otro simplex. Un simplex [29] representa la envoltura convexa ma´s
simple que se pueda dar para un conjunto finito de (n+1) puntos independientes afines
a un espacio eucl´ıdeo de dimensio´n n o mayor. Por tanto, los ve´rtices de esa envoltura o
los puntos extremos del conjunto de datos sera´n los endmembers que interesa encontrar.
Es decir, estos ve´rtices representan una forma de representar los datos de forma que
las variables este´n ma´s separadas entre s´ı.
Para su uso en MATLAB se ha utilizado el co´digo desarrollado por Jose´
Nascimento y Jose´ Bioucas Dias [31] incorpora´ndolo a la parte de ana´lisis del
programa. El algoritmo crea un subespacio del espacio original a partir de un nu´mero
de endmembers dado por el usuario y proyecta el resto de puntos como combinaciones
de los endmembers encontrados, como se observa en la Figura 4.11. El endmember
resultante de cada iteracio´n sera´ el extremo de la proyeccio´n y equivaldr´ıa a una de las
sustancias puras del conjunto de datos.
E´ste me´todo so´lo es eficaz cuando realmente existen p´ıxeles que representen
dicha sustancia pura, pero en el caso de las ima´genes utilizadas, la iluminacio´n y la
heterogeneidad del tejido analizado hace muy dif´ıcil localizar un p´ıxel puro para cada
tinte.
Como se vera´ ma´s adelante, la deconvolucio´n de color podr´ıa considerarse un caso
particular del VCA ya que lo que se hace es fijar los factores de la transformacio´n de
ejes que se aplica para obtener los valores de las componentes deseadas.
Figura 4.11: A la izquierda, se observa la representacio´n de los puntos del conjunto de datos y
la estimacio´n de los endmembers en rojo. A la derecha, se observan los puntos proyectados del
conjunto de datos y los tres endmembers encontrados. Ima´genes obtenidas de la demostracio´n
1 del co´digo [31].
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La aplicacio´n de la funcio´n para obtener las ima´genes procesadas, cuyo ejemplo de
funcionamiento se muestra en la Figura 4.12, se ha realizado de la siguiente manera:
[Ae, indice, Rp]= vca(X’,’Endmembers’,Nc);
Ae es la matriz con los coeficientes de descomposicio´n Rp es la
matriz con los pı´xeles proyectados.
s est = (pinv(Ae) * Rp)’;
s est contiene los mapas de abundancia, que son los coeficientes
que tienen los endmembers para cada pı´xel
for i = 1:Nc
preprocesado(:,:,i)=uint8(255*(reshape(s est(:,i),a,b)));
end
endmembers = X(indice,:); En la variable indice esta´ la posicio´n
de los pı´xeles endmembers
endmembersRGB = reshape(uint8(exp(-endmembers)*255),1,Nc,3);
Figura 4.12: Aplicacio´n de VCA en imagen con tres colores. En la parte inferior de la imagen
se observan los endmembers encontrados por el algoritmo. En la parte superior se encuentra la
separacio´n de la imagen original en tres ima´genes donde, en cada una, se encuentran en blanco
todos los p´ıxeles que pertenecen a cada endmember.
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Ana´lisis de Componentes Independientes
El me´todo del Ana´lisis de Componentes Independientes, ICA [32] en ingle´s, tiene
como finalidad encontrar las componentes estad´ısticamente independientes entre s´ı en
un conjunto de datos no gaussianos. Un ejemplo de esto ser´ıa una grabacio´n de distintos
sonidos, como pueden ser un instrumento y una voz, a trave´s de dos micro´fonos. El
resultado es una mezcla de sen˜ales con caracter´ısticas particulares. ICA es pues un
me´todo que intenta obtener como resultado la separacio´n de esa mezcla a partir de la
expresio´n:
x(t) = A ∗ s(t) (4.1)
donde x(t) ser´ıa el conjunto de datos de que se disponen, s(t) ser´ıa el conjunto de
variables independientes y A una matriz columna de transformacio´n cuadrada.
Por lo que estimando la matriz A podemos obtener las componentes independientes
de la siguiente forma:
s(t) = A ∗A−1 ∗ x(t) (4.2)
El punto de partida del me´todo ICA es suponer que las componentes s(t) son
estad´ısticamente independientes. Esto quiere decir que el valor de una componente no
afecta al valor de otra de las componentes y viceversa, por lo que se asume que en la
sen˜al mezclada originalmente hab´ıan componentes independientes.
Hay muchos algoritmos distintos de aplicacio´n del ICA y en este trabajo se ha
utilizado el conocido como FastICA [32]. El FastICA es un me´todo iterativo que a
partir de un vector inicial de pesos w, busca nuevos pesos de forma que la proyeccio´n
de la Expresio´n 4.3 maximice la no gausianidad.
wT ∗ x(t) (4.3)
Antes de comenzar las iteraciones, los datos han de ser centrados y “blanqueados”.
Esto quiere decir que han de tener media nula y que la varianza de todas sus variables
ha de ser igual a uno. Tras esto, se inicializa de forma aleatoria el vector de pesos.
Posteriormente, comienza un me´todo iterativo hasta que los pesos anteriores y los
actuales converjan en una misma direccio´n. Tras la convergencia, el vector de pesos w
pasa a ser A y se aplica la Ecuacio´n 4.1.
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Los pasos de la iteracio´n son dos:
Actualizacio´n de los pesos. Se guarda el valor del u´ltimo vector de pesos
disponible y se calculan los nuevos pesos.
Decorrelacio´n de los pesos calculados. Se realiza la decorrelacio´n de los
pesos y se normalizan, dando lugar a los nuevos pesos.
Para su implementacio´n en el trabajo se ha utilizado la adaptacio´n a MATLAB
de Brian Moore [33], que implementa el algoritmo FastICA.
[Zica,A, T,muica] = myICA(X’,Nc);




Deconvolucio´n de color manual
La te´cnica de la deconvolucio´n de color, propuesta por C. Ruifrok y Dennis A.
Johnston [34], es un me´todo creado para mejorar el ana´lisis de las ima´genes de muestras
histolo´gicas tratadas con algu´n marcador celular.
Su finalidad es separar los valores de absorbancia de las componentes RGB de la
imagen en distintas ima´genes, cada una con los valores individuales de absorbancia
de cada componente del tinte. Por poner un ejemplo, teniendo una imagen de una
muestra tratada con Ki-67, donde se aprecian las ce´lulas azules, marrones y el fondo,
lo que interesa es separar las ce´lulas azules y marrones en ima´genes distintas como se
muestra a continuacio´n en la Figura 4.13.
Figura 4.13: Ejemplo de resultado de la deconvolucio´n de color en HDAB tomada de [35].
De izquierda a derecha, imagen original > deconvolucio´n componente azul > deconvolucio´n
componente marro´n
La implementacio´n del me´todo consiste en transformar la imagen de RGB a sus
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valores de densidad o´ptica (OD) como se indica en [34]




Donde I es la imagen original, Io la intensidad de la luz transmitida (se toma como
valor de referencia 255) y OD la imagen en el espacio de densidad o´ptica.
Posteriormente, asumiendo que cada componente del tinte se caracteriza por una
densidad o´ptica concreta para cada una de las componentes del espacio de origen, para
un espacio RGB se obtiene una matriz de transformacio´n M de 3x3 (una fila por cada
componente del tinte y una columna por cada componente del espacio de la imagen).
Es importante mencionar que los valores se obtienen manualmente a partir de muestras
donde se encuentra exclusivamente el color de cada componente del tinte, sin mezclar,
para evitar la contribucio´n de otros colores. Por tanto, para obtener la imagen d donde
cada componente corresponde a un color del tinte, se realiza la operacio´n:
d = M−1 ∗OD (4.5)
Para el uso del me´todo en el trabajo se ha empleado una toolbox [36] para
MATLAB que incorpora ciertas mejoras en la aplicacio´n del algoritmo.
Para la obtencio´n de la matriz de transformacio´n se ha utilizado el software
ImageJ [17] ya que, aunque las ima´genes del tinte HDAB se asemejan en colores a
las de Ki67, los resultados obtenidos con los valores de referencia para las muestras
disponibles son bastante mejorables, puesto que no realiza una correcta separacio´n de
los distintos tipos de objetos. El software tiene la opcio´n [35] de calcular los valores
de la matriz de transformacio´n a partir de una regio´n seleccionada por el usuario
y, dado que no se disponen de muestras u´nicas de cada componente de color, se ha
seleccionado una regio´n de un p´ıxel en el centro de las ce´lulas ma´s caracter´ısticas por su
alta coloracio´n. Dado que no es un me´todo perfecto, las ima´genes resultantes contienen
un alto componente de ruido que habra´ que filtrar posteriormente.
Con este me´todo, la matriz de coeficientes obtenida y por tanto empleada ha sido:
M =
0.56234616 0.6493857 0.511922840.7156873 0.6182272 0.32494134
0.5400141 0.5400141 0.6455769

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4.5.3. Procesado de la imagen y segmentacio´n de ce´lulas
Como se menciono´ en el planteamiento del proyecto, para la realizacio´n del
tratamiento de las ima´genes se ha seguido una serie de pasos que sera´n descritos a
continuacio´n:
Me´todos de deconvolucio´n del color
Los me´todos descritos anteriormente (PCA, ICA, VCA y la deconvolucio´n de color
manual) se aplican sobre la imagen RGB extra´ıda mediante la interfaz de trabajo con
la finalidad de obtener una serie de ima´genes en escala de grises donde sea ma´s fa´cil
distinguir los dos tipos de ce´lulas que se quieren segmentar por separado.
Preprocesado
Antes de proceder a segmentar las ce´lulas, es necesario eliminar el ruido y
adecuarlas, en la medida de lo posible, a una imagen ideal donde so´lo se encuentren
los elementos susceptibles de ser contabilizados. Para este proceso se han utilizado
operadores morfolo´gicos [37] [38], en concreto se ha usado la apertura y cierre por
reconstruccio´n seguida de un cierre comu´n y una erosio´n. Como gu´ıa del proceso se ha
optado por una combinacio´n de los me´todos descritos en [39] y [40].
Este preprocesado conlleva una problema´tica, como se vera´ en la interpretacio´n de
los resultados, y es que el taman˜o de las ce´lulas var´ıa segu´n las muestras. Esto quiere
decir que hay que ser muy cauteloso a la hora de aplicar los operadores morfolo´gicos
ya que, dependiendo de la dimensio´n de los elementos, se pueden eliminar objetos de
intere´s que no deber´ıan descartarse.
La eleccio´n del taman˜o mı´nimo de los objetos debera´ elegirse para cada imagen
haciendo una interpretacio´n del taman˜o aproximado de las ce´lulas que se desean
segmentar. Como solucio´n, se ha optado por incorporar una opcio´n en la que el usuario
seleccione con un recuadro la ce´lula ma´s pequen˜a del tipo a segmentar y se toma el
valor del lado ma´s largo del recta´ngulo como radio mı´nimo para el taman˜o de los
objetos que se quieren encontrar. Para la toma de resultados se ha optado por una
solucio´n de compromiso fijando un valor u´til para las muestras a 20× (8) y otro para
las muestras a 40× (16).
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Por tanto, la implementacio´n para 40× quedar´ıa de la siguiente forma:
r min=16;
r max=r min*3;
se = strel(’disk’, 4);
im proc = imdilate(im proc, se);
Apertura por reconstruccio´n.
se = strel(’disk’, r min);
Ie = imerode(im proc, se);
Iobr = imreconstruct(Ie, im proc);
Cierre por reconstruccio´n
se2 = strel(’disk’, r min-10);






Iobrcbr = imclose(Iobrcbr, se3);
Iobrcbr = imerode(Iobrcbr, se3);
En orden de ejecucio´n, en primer lugar se realiza una pequen˜a limpieza de la imagen
eliminando pequen˜os elementos oscuros que se encuentren en la imagen en escala de
grises resultado de los me´todos de ana´lisis de imagen.
Posteriormente se emplea una apertura-cierre por reconstruccio´n para eliminar
detalles menores que r min y eliminar imperfecciones. El radio mı´nimo puede ser
seleccionado por el usuario como se ha mencionado anteriormente, pero se ha elegido
un valor de compromiso para la realizacio´n de las pruebas.
La eleccio´n de la apertura-cierre por reconstruccio´n y no la versio´n morfolo´gica de
la misma se debe a que en la versio´n por reconstruccio´n se conservan los bordes de los
elementos mantenidos.
Por u´ltimo se realiza un cierre y una erosio´n con elementos estructurantes muy
pequen˜os para redondear bordes y evitar irregularidades.
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Segmentacio´n: watershed con marcadores
Tras la limpieza de la imagen y dejando, en la medida de lo posible, solamente
visibles los elementos a segmentar, se puede comenzar el proceso de segmentacio´n.
En primer lugar, se han probado me´todos basados en la binarizacio´n de la imagen
como el de Otsu [23], el cual elige el mejor umbral de binarizacio´n suponiendo un
histograma bimodal. Sin embargo, la seleccio´n del umbral supone una dificultad
an˜adida dependiendo de la imagen ya que no hay iluminacio´n uniforme. Adema´s, la
binarizacio´n no resuelve el problema de la segmentacio´n de ce´lulas superpuestas.
Dado que el resultado de las dos fases de preprocesado devuelve ima´genes en escala
de grises y no se desea perder informacio´n, se opto´ por aplicar el me´todo watershed para
el tipo de ima´genes mencionado, es decir, el me´todo de watershed con marcadores [23].
El me´todo watershed considera los valores de intensidad de la imagen como un relieve
topogra´fico. En otras palabras, consiste en la “inundacio´n” de la imagen partiendo
desde los puntos mı´nimos como si fueran el fondo de cuencas vac´ıas (catchment basins
en ingle´s) y los bordes de dichas cuencas fueran los ma´ximos relativos. Cuando dos de
esas supuestas cuencas vac´ıas, siendo llenadas por “fuentes” distintas, desbordan y se
unen, se crea una linea divisoria entre ellas, denominada linea watershed, tal y como
se muestra en la Figura 4.14.
Figura 4.14: Representacio´n de los mı´nimos y ma´ximos en la aplicacio´n del me´todo Watershed
tomada de [41].
Con esto en cuenta, la aplicacio´n de marcadores consiste en establecer manualmente
los mı´nimos de la imagen para definir por do´nde comenzara´ a llenarse la misma. Siendo
ma´s precisos y siguiendo con el ejemplo de las cuencas, los marcadores suponen localizar
y dar forma a las cuencas.
En concreto, se definen dos tipos de marcadores: externos e internos. Los bu´squeda
de los marcadores internos consistira´ en localizar puntos lo ma´s interiores posible del
objeto a segmentar, en este caso, las ce´lulas. Posteriormente, se impondra´n dichos
puntos como mı´nimos de la imagen. La bu´squeda de los marcadores externos sigue el
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mismo patro´n pero en este caso se pretende encontrar una regio´n que rodee al elemento
a segmentar y despue´s imponerla como un mı´nimo.
Una vez obtenidos los dos tipos de marcadores, se realiza la watershed, no sobre
la imagen original, sino sobre la imagen gradiente. Esto es as´ı porque el gradiente de
una imagen devuelve como resultado p´ıxeles claros (niveles de intensidad altos) en los
bordes de los objetos y p´ıxeles oscuros (niveles de intensidad bajos) en el resto de la
imagen, por lo que se acota el a´rea a segmentar.
La aplicacio´n del me´todo y la bu´squeda de los marcadores se ha implementado
tomando como referencia me´todos de [39], [23] y [40], siendo este u´ltimo un me´todo
que emplea la Fast Radial Symmetry Transform [42].
Marcadores internos
Para la bu´squeda de los marcadores internos se ha empleado la Fast Radial
Symmetry Transform, o FRST, con el co´digo adaptado por Gareth Loy [43].
E´ste me´todo detecta aquellos puntos que tienen una alta simetr´ıa radial a trave´s
del gradiente. Concretamente, a partir de una serie de radios de los elementos
de intere´s, para cada radio se forman dos ima´genes proyeccio´n a trave´s del
gradiente: una del gradiente magnitud y otra de la orientacio´n de los objetos.
Estas proyecciones se van completando con las contribuciones de los distintos
p´ıxeles a la simetr´ıa radial, obteniendo como resultado una imagen donde se
observan p´ıxeles oscuros en los objetos ma´s brillantes con simetr´ıa radial y p´ıxeles
claros en los menos brillantes.
Dado que las ce´lulas son objetos normalmente con forma redondeada, se ha
escogido este me´todo para la creacio´n de la ma´scara de marcadores internos.
A continuacio´n se detallara´ su aplicacio´n y la eleccio´n de para´metros.




La funcio´n FRST tiene como para´metros de entrada la imagen preprocesada, un
vector de radios, un valor de umbral, un para´metro de restriccio´n de simetr´ıa
(desde simetr´ıa bilateral hasta estrictamente simetr´ıa radial), y el modo de
funcionamiento (gradiente magnitud u orientacio´n).
Para la aplicacio´n se ha elegido un rango de radios desde r min a r max como se
define en [42], sin incluir todos los elementos del rango. Adema´s, se ha mantenido
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el umbral por defecto de la funcio´n, se ha elegido una restriccio´n de simetr´ıa
intermedia y, por u´ltimo, se ha elegido el modo en que so´lo se utiliza la orientacio´n
como informacio´n para componer el resultado como se describe en [40], ya que
puede mejorar el resultado en casos de bajo contraste entre ce´lulas y fondo.
La imagen obtenida se escala entre 0 y 255 y, dado que los p´ıxeles de intere´s
esta´n marcados con valores altos, se utiliza la funcio´n imextendedmax(A,x) para
binarizarla. Esta funcio´n elimina los ma´ximos cuyo valor este´n una cantidad x
por debajo de los ma´ximos que le rodean, por lo que siendo estrictos con la
variable x se consiguen pequen˜os puntos en el centro de los objetos detectados
como se muestra en la Figura 4.15.
Figura 4.15: A la izquierda, resultado de aplicar la FRST y a la derecha la ma´scara de
marcadores internos tras aplicar imextendedmax(A,1).
Marcadores externos
En el caso de los marcadores externos, se ha optado por utilizar la ma´scara
de marcadores internos, que contiene la unidad ma´s pequen˜a en que pueden
representarse los objetos detectados, aplica´ndole la funcio´n watershed como se
indica en [39].
La transformada distancia (funcio´n bwdist en MATLAB) de una imagen binaria
devuelve una imagen donde se representa la distancia entre cada p´ıxel de valor
1 y el ma´s cercano de valor distinto de 1. Esto es u´til para ce´lulas que esta´n
solapadas, puesto que la imagen representa ese solapamiento de forma que sea
ma´s perceptible la existencia de ma´s de un objeto, como se puede observar en la
Figura 4.16.
La ma´scara de marcadores externos se obtiene por tanto de la siguiente forma:
D = ∼bwdist(∼Somin);
DL = watershed(D);
em = DL == 0;
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Figura 4.16: A la izquierda, imagen original. A la derecha, aplicacio´n de bwdist sobre la
imagen complementaria de la original. Ejemplo tomado de la documentacio´n de la funcio´n
en MATLAB.
Segmentacio´n
Como se menciono´ anteriormente, la segmentacio´n con marcadores se realiza
sobre la imagen gradiente, por lo que los u´ltimos pasos tras obtener ambos
marcadores ser´ıan los siguientes:
hy = fspecial(’sobel’);
hx = hy’;
Iy = imfilter(double(Iobrcbr), hy, ’replicate’);
Ix = imfilter(double(Iobrcbr), hx, ’replicate’);
gradmag = sqrt(Ix.∧2 + Iy.∧2);
g2 = imimposemin(gradmag, Somin|em);
L2 = watershed(g2);
La funcio´n imimposemin(A,B) impone los mı´nimos de B sobre la imagen A, por
lo que la imagen resultante es apta para realizar la segmentacio´n watershed.
Postprocesado
La segmentacio´n watershed devuelve como resultado una imagen de etiquetas,
donde cada objeto detectado esta´ etiquetado con un nu´mero distinto. Para afinar un
poco ma´s la deteccio´n de ce´lulas, se realiza un pequen˜o postprocesado que elimine falsos
positivos, como objetos demasiado grandes para ser considerados ce´lulas u objetos con
forma demasiado irregular.
s = regionprops(L2,’Area’,’Solidity’);
Segmen area = [s.Area];
Solidity = [s.Solidity];
allowableAreaIndexes = (Segmen area<=pi*radiomax∧2)&...
(Solidity>0.6);
keeperIndexes = find(allowableAreaIndexes);
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keeperBlobsImage = ismember(L2, keeperIndexes);
L2 = bwlabel(keeperBlobsImage, 8);
La funcio´n regionprops obtiene las caracter´ısticas especificadas de una imagen de
etiquetas como la resultante de la segmentacio´n watershed. Dado que desde el principio
se han acotado las dimensiones de los objetos con un radio ma´ximo, la primera de las
condiciones de cribado sera´ que los objetos segmentados sean menores que el a´rea de
un c´ırculo de radio ma´ximo. La segunda de las condiciones sera´ que las regiones sean
algo convexas, ya que las ce´lulas, por su forma, deber´ıan serlo. Para ello, se utiliza la
propiedad Solidity, que es la divisio´n A´rea/A´rea regio´n convexa, donde el valor 1 ser´ıa
el resultado de una regio´n totalmente convexa.
Para dar una visio´n global del proceso de ana´lisis de imagen, en la Figura 4.17 se
representa el ciclo de trabajo que se realiza.
En u´ltimo lugar cabe mencionar que se ha intentado adaptar a MATLAB
el reciente algoritmo propuesto en el art´ıculo STAIN DECONVOLUTION OF
HISTOLOGY IMAGES VIA INDEPENDENT COMPONENT ANALYSIS IN THE
WAVELET DOMAIN [2], pero la publicacio´n deja algunas dudas sin resolver y la
implementacio´n se ha dejado a la espera de la publicacio´n del desarrollo detallado
que, segu´n palabras de uno de los autores (con el cual se establecio´ contacto v´ıa e-mail
durante la realizacio´n de este TFG), esta´n ultimando para su publicacio´n. E´ste me´todo
desarrolla una nueva aplicacio´n del ICA, llamada Subband Independent Component
Analysis o SBICA, donde se puede trabajar con sen˜ales dependientes buscando la
independencia de su descomposicio´n en componentes de banda estrecha, utilizando
transformadas Wavelet en las distintas componentes de color.
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Figura 4.17: Flujograma de funcionamiento del ana´lisis de imagen MATLAB.
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4.5.4. Conteo manual y ma´scara de comprobacio´n
Como u´ltimo paso en el desarrollo del trabajo, se tomaron ima´genes caracter´ısticas
de zonas relevantes de las muestras disponibles con ayuda de la interfaz. Existen
dos tipos de ima´genes: las obtenidas de las muestras proporcionadas por la pato´loga
del Hospital Cl´ınico, con un aumento de 20×, y las ima´genes de la muestra de
Ki-67 del fabricante Ventana con un aumento de 40× disponible en la pa´gina de
Openslide [15]. Con ellas se realizo´ una segmentacio´n manual rodeando las ce´lulas
consideradas malignas en rojo y las ce´lulas azules en verde y se creo´ una ma´scara de
comprobacio´n para poder comparar los me´todos programados con el me´todo manual,
como se observa en la Figura 4.18.
Para la segmentacio´n manual se dispuso de la ayuda de una tableta digitalizadora
que agilizase el proceso de marcacio´n de las ce´lulas. Los colores elegidos han sido el rojo
puro {255,0,0} y el verde puro {0,255,0}, con lo que la ma´scara se extrae binarizando
la imagen segmentada separando por un lado los elementos cuyos valores de verde y
rojo sean puros. Este proceso, como se indico´ en el apartado 2.5, es un proceso largo
y tedioso que adema´s requiere tomar decisiones sobre que´ ce´lulas se consideran como
marrones o no. Dicha complicacio´n radica en que la aplicacio´n del tinte no es perfecta
y hay ce´lulas que quedan marcadas como azules con pequen˜as pinceladas de marro´n,
por lo que quedan a eleccio´n de quien realiza la segmentacio´n. Esta problema´tica esta´
totalmente alineada con las dificultades de interpretacio´n que tiene el pato´logo a la
hora de emitir un diagno´stico.
Los datos recogidos de la segmentacio´n manual se expondra´n junto con los
obtenidos en el ana´lisis durante el Cap´ıtulo 6.
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Figura 4.18: De izquierda a derecha: Muestra original > Segmentacio´n manual > Ma´scara de
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A lo largo de este cap´ıtulo se presentara´n y analizara´n todos los resultados gra´ficos
obtenidos de las distintas partes que componen el ana´lisis de imagen. Posteriormente,
en el Cap´ıtulo 6, se puntualizara´n las conclusiones ma´s importantes extra´ıdas del
estudio.
Para organizar las ima´genes, los resultados se dividen en los siguientes apartados:
Me´todos de separacio´n de componentes de color. Resultados obtenidos en
la aplicacio´n de los me´todos PCA, VCA, ICA y deconvolucio´n de color manual,
descritos en el Cap´ıtulo 4.5. Las muestras disponibles se dividen en dos grupos:
resolucio´n a 40× (muestras 1, 2 y 3) y 20× (muestras 4 y 5).
Procesado morfolo´gico. Una vez elegidos los me´todos donde se aprecia una
separacio´n de componentes efectiva, se presentan los resultados obtenidos con el
procesado descrito en la Seccio´n 4.5.3, el cual busca limpiar la imagen de objetos
indeseados y resaltar ma´s los resultados del punto anterior.
Segmentacio´n. Para finalizar el ana´lisis de imagen, se muestran las ima´genes
obtenidas en la fase de segmentacio´n descrita en la Seccio´n 4.5.3. En concreto,
se han recogido los resultados de los marcadores internos y externos, la ma´scara
de segmentacio´n final y esta u´ltima superpuesta con la imagen original.
I´ndices de evaluacio´n. Tras el ana´lisis, se presentara´n los resultados nume´ricos
obtenidos en cuanto a nu´mero de ce´lulas detectadas de cada uno de los tipos.
Adema´s, se introducira´n algunos de los ı´ndices de evaluacio´n de la segmentacio´n
utilizados en ana´lisis de ima´genes me´dicas [45] que permitira´n comparar de una
forma objetiva los resultados entre me´todos.
5.2. Me´todos de separacio´n de componentes de color
El primer paso del ana´lisis de imagen lo compone la seleccio´n de un me´todo que
permita separar las componentes de la imagen de forma que sean diferenciables. Estos
me´todos reciben como entrada la transformacio´n de la imagen original del espacio
RGB al espacio OD descrito en la teor´ıa de la Seccio´n 4.5.2, ya que en este espacio las
componentes de las combinaciones de los tintes se consideran lineales debido a la Ley
de Lambert-Beer [44].
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5.2.1. PCA
En la Figura 5.1 se muestran los resultados para las muestras con el me´todo PCA,
apareciendo de izquierda a derecha la imagen original, la componente para las ce´lulas
marrones, la componente para las ce´lulas azules y una tercera componente del fondo.
Como se observa en dichos resultados, la reduccio´n de dimensionalidad del me´todo
PCA no aporta una separacio´n clara de las distintas componentes.
En el caso de la primera componente de las ima´genes de resultados de la segunda
columna de la Figura 5.1, las ce´lulas marrones quedan ma´s definidas en niveles de
intensidad altos que el resto de ce´lulas (que se siguen observando) por lo que es posible
que con un tratamiento de imagen posterior distinto al empleado puedan obtenerse
resultados aceptables. Para el caso de las azules (tercera columna), es ma´s complicado
puesto que, aunque a simple vista se distinguen de las marrones, estas u´ltimas no tienen
niveles de intensidad uniformes, por lo que al hacer la imagen complementaria siguen
quedando restos que se confunden con las ce´lulas azules. La poca precisio´n del me´todo
puede ser debida a que la medida de la variabilidad, objetivo del me´todo PCA, en este
tipo de ima´genes no es una caracter´ıstica suficientemente importante para diferenciar
entre dos tipos de tintes, ya que los colores no son uniformes ni u´nicos dentro de una
misma ce´lula.
En vista de estos resultados, el me´todo podr´ıa ser viable realizando un procesado
de imagen posterior ma´s elaborado y distinto al establecido para este trabajo por lo
que no se continuara´ con el estudio de los resultados de PCA.
(a) Muestra 1 (b) (c) (d)
(e) Muestra 2 (f) (g) (h)
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(i) Muestra 3 (j) (k) (l)
(m) Muestra 4 (n) (n˜) (o)
(p) Muestra 5 (q) (r) (s)
Figura 5.1: Resultados obtenidos con el me´todo PCA, apareciendo de izquierda a derecha la
imagen original, la componente para las ce´lulas marrones, la componente para las ce´lulas azules
y una tercera componente del fondo.
5.2.2. VCA
En este me´todo es necesario diferenciar entre los resultados obtenidos para las
muestras de 40× y las de 20×, que se muestran en la Figura 5.2, donde la primera
columna corresponde a la imagen original, la segunda a la separacio´n para las ce´lulas
marrones, la tercera a la separacio´n de ce´lulas azules y la u´ltima a una componente no
utilizable.
(a) Muestra 1 (b) (c) (d)
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(e) Muestra 2 (f) (g) (h)
(i) Muestra 3 (j) (k) (l)
(m) Muestra 4 (n) (n˜) (o)
(p) Muestra 5 (q) (r) (s)
Figura 5.2: Resultados obtenidos con el me´todo VCA. De izquierda a derecha, imagen original
> componentes marrones > componente de azules > componente inutilizable.
En las primeras muestras (40×) generalmente se observa una separacio´n eficaz
de las ce´lulas de color marro´n en alguna de las componentes y, en ocasiones, de las
azules. Como comparativa con el segundo tipo de muestras (20×), este u´ltimo genera
resultados ma´s dif´ıciles de valorar puesto que se pierden gran cantidad de detalles
realizando una peor separacio´n. En estas u´ltimas muestras, las componentes azules
directamente no pueden separarse.
Como se aprecia en las ima´genes f y q de la Figura 5.2, la separacio´n en 40× es
ma´s uniforme y clara que en las del segundo grupo. Au´n as´ı, en algunos casos aparecen
buenos resultados para las ce´lulas marrones, por lo que se mostrara´n ma´s adelante.
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Uno de los problemas del me´todo es que la estimacio´n inicial de los endmembers se
realiza de manera aleatoria, por lo que el resultado no es siempre estable y dependiendo
de la inicializacio´n no siempre se encuentran los mismos endmembers ni en el mismo
orden. Es por eso que en ocasiones se observan distintos resultados para una misma
muestra en las mismas condiciones o incluso var´ıa el orden en que se muestran.
Un ejemplo de esto se observa en la Figura 5.3, donde a la izquierda se muestra
la imagen complementaria de una de las componentes obtenidas en una ejecucio´n del
me´todo. En ella se observa una buena separacio´n de las ce´lulas azules, ya que las
marrones no aparecen. Sin embargo, en la imagen de la derecha, que tambie´n es la
imagen complementaria del resultado para ayudar a la visualizacio´n, se observan todas
las ce´lulas sin especial distincio´n ya que tambie´n aparecen las marrones.
(a) Muestra original (b) Ce´lulas azules sepa-
rables
(c) Ce´lulas azules mez-
cladas
Figura 5.3: Comparacio´n de la misma muestra en distintas ejecuciones.
5.2.3. ICA
Como se observa en los resultados de la Figura 5.4, al igual que en VCA, el orden
de las componentes y los resultados tambie´n var´ıan. La diferencia es que en este caso
ninguna de las componentes realiza una separacio´n clara de las ce´lulas. Esto puede ser
debido a que las componentes de color no son totalmente independientes, ya que el azul
no es un azul puro y el marro´n es una mezcla de otros colores. En la representacio´n,
se ordenan de forma que la segunda columna muestre la componente donde las ce´lulas
marrones se ven ma´s oscuras respecto al resto y en la segunda columna se muestre la
componente donde las azules sean visibles y se distingan de las marrones, aunque no
parezcan separables.
En base a la imposibilidad de separar fa´cilmente los objetos con los me´todos
propuestos en este trabajo, se descarta continuar el desarrollo de los resultados con
el me´todo ICA.
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(a) Muestra 1 (b) (c) (d)
(e) Muestra 2 (f) (g) (h)
(i) Muestra 3 (j) (k) (l)
(m) Muestra 4 (n) (n˜) (o)
(p) Muestra 5 (q) (r) (s)
Figura 5.4: Resultados obtenidos con el me´todo ICA.De izquierda a derecha, imagen original
> ce´lulas marrones > ce´lulas azules > componente inservible.
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5.2.4. Deconvolucio´n de color manual
En la Figura 5.5 se presentan los resultados proporcionados por la deconvolucio´n
de color manual, apareciendo de izquierda a derecha la imagen original, la separacio´n
de componentes marrones, la separacio´n de componentes azules y el residuo. Como se
observa en las ima´genes, a pesar de haber realizado la separacio´n de tintes con unos
coeficientes obtenidos a mano y no totalmente optimizados para el tinte Ki-67, los
resultados son muy buenos.
(a) Muestra 1 (b) (c) (d)
(e) Muestra 2 (f) (g) (h)
(i) Muestra 3 (j) (k) (l)
(m) Muestra 4 (n) (n˜) (o)
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(p) Muestra 5 (q) (r) (s)
Figura 5.5: Resultados obtenidos con el me´todo de deconvolucio´n manual. De izquierda a
derecha, imagen original > deconvolucio´n de ce´lulas marrones > deconvolucio´n de ce´lulas
azules > residuo.
A diferencia del me´todo VCA, donde so´lo es viable separar las ce´lulas marrones,
con la deconvolucio´n de color manual quedan totalmente diferenciados los dos tipos
de ce´lulas debido a que se ha introducido una solucio´n espec´ıfica para el problema
que se presenta. Podr´ıa decirse que la deconvolucio´n de color manual es una versio´n
espec´ıfica del me´todo VCA donde los endmembers se asignan a mano con la matriz
de separacio´n. En ese aspecto, aunque el me´todo en s´ı es manual porque hay que
introducirle los para´metros del tipo de tinte a estudiar, se puede automatizar ya que se
dispone de las matrices de coeficientes para numerosos tipos de marcadores celulares.
Hay que tener en cuenta que la introduccio´n de los tintes de forma manual no es trivial
puesto que aunque se calibre con unos para´metros concretos hay una gran influencia
de la composicio´n de los tintes y la configuracio´n del microscopio. Si alguna de esos
para´metros var´ıa significativamente, la calibracio´n manual necesitar´ıa ser recalculada
para esas nuevas condiciones.
Es importante mencionar que en el grupo de ima´genes de 20× aparecen ciertos
artefactos en algunas de las componentes, como se observa en la Figura 5.6 para el
me´todo PCA y para la deconvolucio´n de color manual, donde se produce con especial
e´nfasis. Para el resto de me´todos los artefactos aparecen en menor medida, pero si se
prueba a aplicar los algoritmos de ana´lisis sobre las ima´genes en RGB estas son casi
irreconocibles en los resultados.
(a) Deconvolucio´n (b) PCA
Figura 5.6: A la izquierda, artefactos producidos en la deconvolucio´n de color manual. A la
derecha, artefactos producidos en una de las componentes del me´todo PCA.
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Dado que las irregularidades no aparecen en las ima´genes de 40× y todas han sido
guardadas y tratadas de la misma forma a partir del archivo BIF, es coherente afirmar
que la aparicio´n puede ser debida a la formacio´n de la imagen por parte del sistema
WSI utilizado, como por ejemplo la compresio´n de la ima´genes. Dicha compresio´n puede
haber sido realizada de forma similar a JPG aproximando regiones de MxN p´ıxeles,
lo cual distorsiona los colores en las transiciones entre estos elementos cuadrados
de compresio´n por lo que dichas discontinuidades entre bloques son muy bruscas.
Para confirmar esta hipo´tesis ser´ıa necesario obtener nuevas muestras modificando
la configuracio´n del microscopio.
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Tras la obtencio´n de las ima´genes en escala de grises es preciso realizar una limpieza
de la imagen para mejorar los resultados obtenidos. Vistas las caracter´ısticas de las
ima´genes obtenidas, los me´todos candidatos a continuar el camino del preprocesado
ser´ıan el VCA y la deconvolucio´n manual. Concretando ma´s, VCA ser´ıa viable para
segmentar las ce´lulas marrones ya que como se observa en la Figura 5.2, so´lo una
componente realiza una separacio´n medianamente buena mientras que el resto de
componentes no permite obtener una imagen donde se conserven las ce´lulas azules
por separado. A pesar de ello, se han tomado los resultados para los casos en que las
ce´lulas azules eran diferenciables salvo en las muestras 4 y 5 que no se ha conseguido una
solucio´n aceptable. En el caso de la deconvolucio´n manual, se produce una separacio´n
bastante satisfactoria para las tres primeras muestras. Para las dos u´ltimas, debido a la
definicio´n de las ima´genes y a la aparicio´n de artefactos, la calidad de la segmentacio´n
no es tan buena.
En las Figuras 5.7 y 5.8 se representa el procesado morfolo´gico de las ce´lulas
marrones y azules de las ima´genes obtenidas de los me´todos de deconvolucio´n manual y
VCA en las Figuras 5.5 y 5.2. La limpieza de las ima´genes se ha realizado de la forma
explicada en el Apartado 4.5.3, realizando para el caso del me´todo VCA la imagen
complementaria de los resultados. Para las ima´genes de 40× se ha establecido como
radio mı´nimo 16 y el taman˜o del elemento estructurante de la primera dilatacio´n 4
mientras que para las de 20× el radio se define como 8 y el elemento estructurante
como 2.
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(a) Muestra 1 (b) (c) (d)
(e) Muestra 2 (f) (g) (h)
(i) Muestra 3 (j) (k) (l)
(m) Muestra 4 (n) (n˜) (o)
(p) Muestra 5 (q) (r) (s)
Figura 5.7: Resultados procesados del me´todo de deconvolucio´n manual. De izquierda a derecha,
imagen de ce´lulas marrones > imagen procesada de ce´lulas marrones > imagen de ce´lulas azules
> imagen procesada de ce´lulas azules.
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(a) Muestra 1 (b) (c) (d)
(e) Muestra 2 (f) (g) (h)
(i) Muestra 3 (j) (k) (l)
(m) Muestra 4 (n)
(n˜) Muestra 5 (o)
Figura 5.8: Resultados procesados de VCA. De izquierda a derecha, imagen complementaria de
ce´lulas marrones > imagen procesada de ce´lulas marrones > imagen complementaria de ce´lulas




En el caso de la deconvolucio´n, como se muestra en las Figuras 5.9, 5.10 y 5.11, se
consiguen unos buenos resultados tanto para marrones como para azules. De izquierda
a derecha, en la primera columna se observa la imagen original. En la segunda columna
se observa la imagen original con los marcadores exteriores calculados con el me´todo
watershed superpuestos en verde y los marcadores internos calculados con la FRST
en rojo. En la tercera columna aparece la segmentacio´n watershed final, donde a cada
objeto detectado se le aplica un color y en la u´ltima columna aparece la ma´scara
watershed final superpuesta de nuevo sobre la imagen original.
A pesar de que los resultados son buenos, se hace dif´ıcil contabilizar con precisio´n
las ce´lulas que aparecen superpuestas entre s´ı ya que es complicado separarlas. El
me´todo podr´ıa mejorarse con la eleccio´n eficiente de la matriz de deconvolucio´n y unos
valores precisos de taman˜os a la hora de realizar el preprocesado.
(a) Muestra 1-Marro´n (b) (c) (d)
(e) Muestra 1-Azul (f) (g) (h)
Figura 5.9: Resultados segmentacio´n con el me´todo de deconvolucio´n manual de la muestra 1.
De izquierda a derecha: original > marcadores > watershed > watershed sobre original.
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(a) Muestra 2-Marro´n (b) (c) (d)
(e) Muestra 2-Azul (f) (g) (h)
Figura 5.10: Resultados segmentacio´n con el me´todo de deconvolucio´n manual de la muestra
2. De izquierda a derecha: original > marcadores > watershed > watershed sobre original.
(a) Muestra 3-Marro´n (b) (c) (d)
(e) Muestra 3-Azul (f) (g) (h)
Figura 5.11: Resultados segmentacio´n con el me´todo de deconvolucio´n manual de la muestra
3. De izquierda a derecha: original > marcadores > watershed > watershed sobre original.
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(a) Muestra 4-Marro´n (b) (c) (d)
(e) Muestra 4-Azul (f) (g) (h)
Figura 5.12: Resultados segmentacio´n con el me´todo de deconvolucio´n manual de la muestra
4. De izquierda a derecha: original > marcadores > watershed > watershed sobre original.
(a) Muestra 5-Marro´n (b) (c) (d)
(e) Muestra 5-Azul (f) (g) (h)
Figura 5.13: Resultados segmentacio´n con el me´todo de deconvolucio´n manual de la muestra
5. De izquierda a derecha: original > marcadores > watershed > watershed sobre original.
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5.4.2. Me´todo VCA
El me´todo VCA, como ya se ha mencionado anteriormente, trae varias problema´ti-
cas. La primera y ma´s importante es su aleatoriedad. Dado que no hay endmembers
caracter´ısticos en la imagen, el algoritmo encuentra en cada ejecucio´n unos endmembers
distintos, lo que genera unos resultados diferentes. En ocasiones no es posible realizar
la separacio´n de las ce´lulas azules y otras veces cambian completamente las ima´ge-
nes aunque en su mayor parte siempre es posible segmentar con buenos resultados las
marrones.
Para realizar la contabilizacio´n se han utilizado algunas de las mejores ejecuciones
del co´digo, en las que se visualizan ma´s detecciones como se observa en las
Figuras 5.14, 5.15, 5.16, 5.17 y 5.18, que siguen la misma estructura que las Figuras 5.9-
5.13.
(a) Muestra 1-Marro´n (b) (c) (d)
(e) Muestra 1-Azul (f) (g) (h)
Figura 5.14: Resultados segmentacio´n con el me´todo VCA de la muestra 1. De izquierda a
derecha: original > marcadores > watershed > watershed sobre original.
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(a) Muestra 2-Marro´n (b) (c) (d)
(e) Muestra 2-Azul (f) (g) (h)
Figura 5.15: Resultados segmentacio´n con el me´todo VCA de la muestra 2. De izquierda a
derecha: original > marcadores > watershed > watershed sobre original.
(a) Muestra 3-Marro´n (b) (c) (d)
(e) Muestra 3-Azul (f) (g) (h)
Figura 5.16: Resultados segmentacio´n con el me´todo VCA de la muestra 3. De izquierda a
derecha: original > marcadores > watershed > watershed sobre original.
5.4. Segmentacio´n 65
(a) Muestra 4-Marro´n (b) (c) (d)
Figura 5.17: Resultados segmentacio´n con el me´todo VCA de la muestra 4. De izquierda a
derecha: original > marcadores > watershed > watershed sobre original.
(a) Muestra 5-Marro´n (b) (c) (d)
Figura 5.18: Resultados segmentacio´n con el me´todo VCA de la muestra 5. De izquierda a
derecha: original > marcadores > watershed > watershed sobre original.
5.4.3. Contabilizacio´n
Para concluir, a continuacio´n se presenta la contabilizacio´n de objetos segmentados
tanto en las ma´scaras segmentadas a mano como en las obtenidas con la aplicacio´n
del programa creado en este TFG. Tras dichos datos, se introducira´n los ı´ndices de
evaluacio´n de la segmentacio´n y se expondra´n los valores obtenidos para los resultados.
En las Tablas 5.1, 5.2 y 5.3 se muestra la contabilizacio´n de los objetos detectados
para el me´todo manual, la deconvolucio´n manual y el me´todo VCA. Se dividen en
objetos detectados como ce´lulas y la diferencia con los detectados en la segmentacio´n
manual. Adema´s, se incluye el porcentaje de ce´lulas marrones sobre el total de ce´lulas
detectadas y la diferencia con la segmentacio´n manual.
Marrones Azules Porcentaje
Muestra 1 123 459 21,13 %
Muestra 2 118 361 24,63 %
Muestra 3 142 585 19,53 %
Muestra 4 488 420 53,74 %
Muestra 5 220 536 29,10 %
Tabla 5.1: Nu´mero de ce´lulas detectadas con la segmentacio´n manual.
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Marrones Dif. Azules Dif. Porcentaje Dif
Muestra 1 111 12 404 55 21,55 % 0.42 %
Muestra 2 95 23 368 7 20,52 % 4.12 %
Muestra 3 140 2 570 15 18,59 % 0.84 %
Muestra 4 384 104 332 88 53,63 % 0.11 %
Muestra 5 173 47 262 274 39,77 % 10.67 %
Tabla 5.2: Nu´mero de ce´lulas detectadas con la segmentacio´n de la deconvolucio´n de color
manual.
Marrones Dif. Azules Dif. Porcentaje Dif.
Muestra 1 119 4 301 158 28,33 % 7.2 %
Muestra 2 101 17 301 60 25,12 % 0.49 %
Muestra 3 131 11 299 244 30,47 % 8.22 %
Muestra 4 262 226 - - - % -
Muestra 5 117 103 - - - % -
Tabla 5.3: Nu´mero de ce´lulas detectadas con la segmentacio´n del me´todo VCA.
A la vista de los resultados se pueden realizar varios comentarios. El primero es que
el nu´mero de objetos segmentados en las muestras de 40× se aproxima mucho ma´s al
conteo manual que el de las muestras de 20× (donde la diferencia llega a ser superior a
100 objetos), por lo que se puede afirmar que la resolucio´n de las ima´genes obtenidas por
el microscopio afecta a la separacio´n celular. El segundo ser´ıa que, para el algoritmo
aplicado, el me´todo VCA en las mejores ejecuciones del algoritmo presenta mejores
resultados en la segmentacio´n de las ce´lulas marrones que el me´todo de deconvolucio´n
manual con coeficientes de separacio´n personalizados. Este resultado se invierte para el
caso de las ce´lulas azules, donde la deconvolucio´n manual es ma´s efectiva. Por u´ltimo,
es necesario remarcar que aunque el conteo de ce´lulas no sea preciso, la diferencia en
el ı´ndice de proliferacio´n (porcentaje de ce´lulas marrones sobre el total de ce´lulas) es
muy baja. Es precisamente este para´metro el que interesa al pato´logo para obtener
una primera valoracio´n del estado de la muestra en cuanto al avance del ca´ncer.
I´ndices de evaluacio´n
Para evaluar la calidad de los resultados se han elegido dos de los tres me´todos
sugeridos por la Universidad de Warwick [45] cuya implementacio´n en MATLAB se
encuentra disponible en su pa´gina web. Todos ellos utilizan como entrada una ma´scara
binaria de etiquetas donde se encuentran los resultados verdaderos, en este caso la
segmentacio´n a mano, y una ma´scara binaria de etiquetas que en este caso ser´ıa el
resultado de la aplicacio´n de la funcio´n watershed. Por u´ltimo, es necesario remarcar
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que la segmentacio´n a mano es totalmente subjetiva y se han segmentado las ce´lulas
en base a una opinio´n propia respecto a cua´les se pueden considerar azules o marrones.
Esto es as´ı debido a que algunas ce´lulas tienen caracter´ısticas de ambas coloraciones,
haciendo imprecisa su naturaleza.
Los dos ı´ndices utilizados son los siguientes [46]:
F1-score. Se utiliza como evaluador de la deteccio´n de ce´lulas. Funciona
comparando cada objeto detectado con su interseccio´n con el objeto en la misma
posicio´n de la ma´scara de evaluacio´n. En caso de superar el 50 % de interseccio´n
se considerara´ como una deteccio´n positiva. En caso de no hacerlo o de que no
haya correspondencia entre un objeto de la ma´scara de comprobacio´n y la de
segmentacio´n, se dara´ como no detectado. Comprende un rango de 0 a 1 siendo
uno el mejor valor que se puede obtener de la Expresio´n 5.1.
F1− score = 2 ∗ Precision ∗Recall
Precision + Recall
(5.1)









siendo TP el nu´mero de verdaderos positivos, FP el nu´mero de falsos positivos
y FN el nu´mero de falsos negativos.
I´ndice Dice. Sirve para evaluar la calidad de la segmentacio´n. Compara cada
objeto segmentado con el objeto de la ma´scara de comprobacio´n con el que
produzca mayor solape, calculando as´ı la precisio´n de solape espacial. Comprende
un rango de 0 a 1 siendo el mejor valor que se puede obtener de la Expresio´n 5.4.
Dice(G,S) =
2 ∗ |G ∩ S|
|G|+ |S| (5.4)
siendo G los p´ıxeles elegidos como ma´scara de segmentacio´n de referencia y S los
p´ıxeles de la ma´scara de segmentacio´n a evaluar.
Es importante tener en cuenta, tanto en la deteccio´n como en la segmentacio´n,
que los valores obtenidos para el me´todo VCA corresponden a una de las mejores
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ejecuciones del co´digo. Esto quiere decir que, como se explica en la Seccio´n 5.4.2, se
ha escogido uno de los mejores resultados del ana´lisis VCA ya que en cada aplicacio´n
del me´todo los resultados eran distintos. Los valores obtenidos para ambos ı´ndices han
sido los presentados en las Tablas 5.4 y 5.5.
F1-score Marro´n Dice Marro´n F1-score Azul Dice Azul
Muestra 1 0.8533 0.7506 0.7132 0.6373
Muestra 2 0.7742 0.6982 0.7133 0.6069
Muestra 3 0.7261 0.7442 0.6184 0.6428
Muestra 4 0.6942 0.4665 0.6112 0.4163
Muestra 5 0.7629 0.614 0.6054 0.4975
Tabla 5.4: I´ndices obtenidos para la deconvolucio´n de color manual.
F1-score Marro´n Dice Marro´n F1-score Azul Dice Azul
Muestra 1 0.9068 0.7759 0.6323 0.5986
Muestra 2 0.7821 0.7041 0.6484 0.5781
Muestra 3 0.7458 0.7614 0.428 0.5331
Muestra 4 0.67 0.624 - -
Muestra 5 0.6946 0.6789 - -
Tabla 5.5: I´ndices obtenidos para el me´todo VCA.
Por u´ltimo, a la vista de estos resultados, las conclusiones son las siguientes:
Deteccio´n de ce´lulas marrones. En este caso, el me´todo que arroja mejores
resultados (en te´rminos de F1-score) es el VCA a pesar de que en la obtencio´n
de marcadores internos las ce´lulas detectadas son en ambos casos pra´cticamente
las mismas. Esto puede deberse a co´mo afectan el preprocesado y el gradiente
al resultado de la deconvolucio´n del color. Al no realizarse con los coeficientes
ma´s adecuados, la imagen contiene mucho ma´s ruido y elementos indeseados
que la separacio´n VCA por lo que es ma´s dif´ıcil deshacerse de ellos y afectan al
ca´lculo del gradiente. Un ejemplo de esta separacio´n distinta se muestra en la
Figura 5.19, donde se observa el resultado de la separacio´n de ce´lulas marrones
para la deconvolucio´n de color manual y la imagen complementaria del resultado
para VCA.
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(a) Deconvolucio´n manual (b) VCA
Figura 5.19: Separacio´n de ce´lulas marrones en deconvolucio´n manual y VCA.
Deteccio´n de ce´lulas azules. En la evaluacio´n de la deteccio´n (´ındice F1-
score), el me´todo de deconvolucio´n manual es considerablemente ma´s efectivo que
el me´todo VCA. Aunque dista de ser perfecto debido a la considerable cantidad
de ce´lulas que no son detectadas, es un claro indicativo de que el me´todo de
deconvolucio´n de color manual es un buen camino a seguir en la deteccio´n de las
ce´lulas azules de las ima´genes de Ki-67.
Segmentacio´n de ce´lulas marrones. Al igual que en la deteccio´n, la
conservacio´n de la forma en las ce´lulas marrones es mejor en el me´todo VCA.
Una vez ma´s, podr´ıa mejorarse desde el preprocesado ya que afecta a todas las
estapas posteriores, incluido el gradiente.
Segmentacio´n de ce´lulas azules. Al tener una mejor deteccio´n, el me´todo
de deconvolucio´n de color manual es el mejor candidato para realizar una buena
segmentacio´n como se comprueba por los valores obtenidos de Dice para todas
las muestras. La conservacio´n de la forma para mejorar el resultado respecto
a la ma´scara puede mejorarse, partiendo de unos coeficientes o´ptimos para la
deconvolucio´n, desde el preprocesado y obtencio´n de marcadores.
Por u´ltimo, se comprueba que las muestras de 20× generan peores resultados ya
que sus valores tanto del ı´ndice Dice como de F1-score son los ma´s bajos para
todas las muestras.
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En este cap´ıtulo se extraera´n conclusiones de los resultados mostrados en el
Cap´ıtulo 5, dividiendo dichas conclusiones en tres apartados. Posteriormente, se
realizara´ una pequen˜a reflexio´n sobre la segmentacio´n de las ima´genes histolo´gicas
y, por u´ltimo, se propondra´n lineas futuras de trabajo.
6.2. Me´todos de separacio´n de componentes de color
Tras la discusio´n de los resultados puede decirse que los me´todos ma´s efectivos para
la deconvolucio´n de color son el VCA y el me´todo de deconvolucio´n manual.
El primero presenta una componente de aleatoriedad debido a que, al ser un
me´todo automa´tico con una inicializacio´n aleatoria, no siempre se alcanzan los mismos
endmembers para una misma imagen. Esto produce una modificacio´n del orden
de presentacio´n de los resultados o incluso los propios resultados, dificultando la
segmentacio´n de las ce´lulas azules en algunas ejecuciones del co´digo.
El segundo precisa de unos coeficientes espec´ıficos para el marcador celular Ki-
67 los cuales se desconocen actualmente. Para su ca´lculo ser´ıa necesario poseer una
muestra pura de la muestra azul y otra de la muestra marro´n, por lo que queda en
manos de los pato´logos. La ventaja del me´todo es que realiza una separacio´n muy
buena de las componentes, por lo que se recomienda profundizar ma´s en el uso de la
deconvolucio´n de color manual pero su principal desventaja es su poca versatilidad.
Esta es debida a que es muy dif´ıcil conseguir que las ce´lulas se tin˜an siempre de la
misma manera. Adema´s, se debe garantizar que los para´metros y la configuracio´n del
microscopio durante la adquisicio´n sean siempre los mismos, lo cual no siempre es
posible.
En cuanto a los otros me´todos, ser´ıa interesante darle una oportunidad al me´todo
mencionado al final de la Seccio´n 4.5.3, el SBICA [2], ya que utiliza el me´todo
ICA modificado para hallar la matriz de descomposicio´n y despue´s aplicarla en la
deconvolucio´n de color manual, prometiendo buenos resultados.
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6.3. Procesado morfolo´gico
El procesado escogido para la realizacio´n de este trabajo no es en absoluto definitivo.
La utilizacio´n de los operadores morfolo´gicos para la limpieza de la imagen puede
ser muy agresiva si los me´todos previos no han realizado una buena separacio´n de
las componentes. Es uno de los apartados ma´s importantes ya que la segmentacio´n
watershed utilizara´ como ma´scara una combinacio´n de los marcadores de segmentacio´n
y el gradiente de la imagen procesada, por lo que todos los ca´lculos se realizan a partir
de este punto.
Dadas las caracter´ısticas de las ima´genes disponibles, se han escogido soluciones de
compromiso para los taman˜os de los elementos estructurantes pero no quiere decir que
sean las mejores. Se ha implementado un me´todo en el que el usuario elige el taman˜o
mı´nimo de ce´lula que desea ser segmentada, lo que genera un radio mı´nimo de objetos
que han de aparecer. El problema de la solucio´n es que el taman˜o es demasiado sensible
(diferencias de un par de p´ıxeles cambian totalmente los resultados) por lo que para
la realizacio´n del trabajo se ha fijado a un valor umbral que conservaba la mayor´ıa de
elementos importantes.
6.4. Segmentacio´n
Existen mu´ltiples formas de obtener marcadores tanto internos como externos [40],
por lo que en funcio´n del tipo de imagen y de las caracter´ısticas que presenten sus
ce´lulas ser´ıa interesante cambiar el me´todo. Los resultados obtenidos con el trabajo
realizado son satisfactorios, por lo que se recomienda continuar por esta linea de trabajo
buscando mejores ajustes de las variables.
6.4.1. Contabilizacio´n
La contabilizacio´n no es ma´s que el conteo de objetos segmentados tras la aplicacio´n
del me´todo watershed, por lo que su contabilizacio´n es precisa con el uso de bwconncomp
en MATLAB.
Es importante recordar que el objetivo del uso del marcador Ki-67 es encontrar el
ı´ndice de proliferacio´n celular (porcentaje de ce´lulas marrones sobre el nu´mero total
de ce´lulas) y tras los resultados del conteo se aprecia que, a pesar de no ser preciso,
la diferencia entre el ı´ndice de proliferacio´n de la segmentacio´n y el de la referencia es
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muy pequen˜a. Esto es un resultado importante a tener en cuenta para el pato´logo y
significa el cumplimiento de un objetivo fundamental del trabajo ya que se consigue
implementar un sistema de cribado por regiones que muestren al pato´logo las a´reas
ma´s cr´ıticas de la muestra con mayor concentracio´n de ce´lulas malignas.
I´ndices de evaluacio´n
Los ı´ndices utilizados son una buena forma de obtener resultados objetivos acerca de
la calidad de la segmentacio´n. Una buena segmentacio´n no es so´lo una contabilizacio´n
precisa ya que existen falsos positivos o negativos, por lo que la informacio´n de posicio´n
y taman˜o respecto al original es esencial para saber que´ se ha detectado. Es una tarea
importante conseguir acercar esos ı´ndices a su ma´ximo valor para poder decir que se
ha obtenido una segmentacio´n fiable para utilizarse en el campo me´dico.
6.4.2. Discusio´n
Hay mu´ltiples factores en toda la cadena, desde la adquisicio´n de la muestra hasta
la segmentacio´n, que condicionan la obtencio´n de un resultado adecuado.
En primer lugar, el tipo de tejido del que esta´ compuesto la ce´lula. La organizacio´n
celular no es igual en muestras epiteliales que las muestras de zonas de la vejiga
estudiadas durante la realizacio´n del TFG. En el primer caso, las ce´lulas tienden a
estar mejor distribuidas y los casos en los que aparecen agrupaciones de ce´lulas que se
solapan entre s´ı es menor, por lo que favorecera´ una buena segmentacio´n:
En segundo lugar, el marcador celular empleado. Existen diferentes estudios para
marcadores como H&E o HDAB que proporcionan unos coeficientes de deconvolucio´n
de color manual o´ptimos. Estos coeficientes vienen incluidos, por ejemplo, en la
herramienta de deconvolucio´n de la aplicacio´n ImageJ [35]. Con ellos, las ima´genes
obtenidas son ma´s uniformes y con menos componentes de ruido, realizando una
separacio´n ma´s precisa que no es realizable con el marcador Ki-67.
En tercer lugar, la resolucio´n y calidad de las ima´genes WSI. Como se ha apreciado
durante el desarrollo del ana´lisis de imagen, los resultados obtenidos para las ima´genes
de 40× son considerablemente mejores. Esto ha sido un grave inconveniente de por s´ı,
ya que la variedad de muestras disponibles para la experimentacio´n era muy escasa,
siendo todas las proporcionadas por la pato´loga de las mismas caracter´ısticas.
En cuarto y u´ltimo lugar, el ana´lisis. Existen numerosos puntos cr´ıticos durante la
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preparacio´n de la imagen para su segmentacio´n.
El primero y ma´s importante de ellos ser´ıa el preprocesado, en concreto el
taman˜o de los elementos estructurantes de los operadores morfolo´gicos. Para cada
muestra, adema´s de otras caracter´ısticas distintas, el taman˜o de las ce´lulas es
variable. Esto quiere decir que es necesario ajustar todos los taman˜os en funcio´n
de las caracter´ısticas de cada muestra, por lo que es un punto que necesita de
la interaccio´n del usuario para definir un valor adecuado. En caso contrario, se
corre el riesgo de eliminar elementos de intere´s o de dejar otros que provoquen
falsos positivos en pasos posteriores. Adema´s, un mal preprocesado afectara´ al
gradiente que se utilizara´ como ma´scara de segmentacio´n y tambie´n afectara´ a
la obtencio´n de los marcadores internos y externos.
El segundo ser´ıa la obtencio´n de los marcadores para la aplicacio´n del me´todo
watershed. Los resultados observados con la Fast Radial Symmetry Transform
son bastante convincentes ya que, como se observa en la segunda columna
de las Figuras 5.9-5.18, pra´cticamente la totalidad de ce´lulas son detectadas
como marcador interno. Au´n as´ı, e´ste me´todo tambie´n depende de los taman˜os
escogidos en el apartado de preprocesado, por lo que es sensible a variaciones.
El tercero ser´ıa el me´todo de segmentacio´n. Aunque las pruebas han sido
realizadas con el me´todo de segmentacio´n watershed en vistas a separar las
agrupaciones de ce´lulas solapadas, quiza´s ser´ıa una buena opcio´n explorar otras
alternativas no contempladas en este trabajo.
El desarrollo de este TFG ha servido para obtener conocimientos sobre un campo
del tratamiento de imagen que era totalmente desconocido antes de empezar. Adema´s,
ha servido para afianzar y ampliar los conocimientos obtenidos durante la carrera tanto
de MATLAB como de tratamiento de imagen. Por u´ltimo, tras la finalizacio´n de este
TFG se ha conseguido implementar una aplicacio´n totalmente funcional que es capaz de
trabajar con ima´genes de microscop´ıa de gran taman˜o, incluyendo su ana´lisis y muestra
de resultados. De esta forma se han podido cumplir todos los objetivos propuestos al
inicio del estudio quedando para trabajo futuro las distintas mejoras propuestas en la
Seccio´n 6.5.
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6.5. Trabajo futuro
Por distintos motivos expuestos durante el desarrollo de la memoria, han quedado
mu´ltiples opciones o caracter´ısticas que, o bien no han podido ser implementadas o
necesitan de mejoras. Es por ello que las lineas de trabajo propuestas son las siguientes:
Visualizacio´n en la interfaz. Profundizar en el uso de archivos rset para lograr
implementar un visionado adaptativo de la imagen en ma´xima resolucio´n.
Adaptacio´n de la aplicacio´n a otro lenguaje de programacio´n. En vistas
a una aplicacio´n de distribucio´n ma´s sencilla, ser´ıa aconsejable la migracio´n del
programa a otro lenguaje de programacio´n como C++. El inconveniente puede
ser la necesidad de programar algunos de los me´todos matema´ticos necesarios.
Se recomienda el uso de las librer´ıas Cimg y OpenCV.
Ana´lisis de imagen. Profundizar en la v´ıa del ana´lisis a trave´s de los me´todos
VCA y de la deconvolucio´n de color manual, obteniendo mejores coeficientes de
separacio´n para este u´ltimo. Adema´s, se propone la bu´squeda de un me´todo de
automatizacio´n del taman˜o de los elementos estructurantes a partir de un taman˜o
mı´nimo elegido por el usuario.
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