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Introduction
In any computational system, there are three types of entity: the users, the data they wish to process, and the computational resources required for this processing. The key to automating interactions between these three entity types is the availability of correctly structured metadata, that is to say descriptive information about the users, the data and the resources. These metadata will enable the complex machine-to-machine negotiations required to weave the world's computational and informational resources into a seamless fabric for e-research, e-learning and e-commerce, fulfilling the vision of a ubiquitous computational grid using globally distributed databases and computational resources (Foster & Kesselman, 1998) . Increasingly, information will be created, exchanged and used by computational systems using software agents without direct human intervention. For visual information, this applies particularly to applications such as facial and fingerprint recognition, robotics and remote surveillance.
The value of digital information depends upon how easily it can be located, searched for relevance and retrieved. Detailed descriptive metadata about the contents of digital information files are essential for these tasks, and without them digital information stores are little more than meaningless data graveyards. Scientific image databases such as the prototype BioImage Database, which is a Web-accessible database for multidimensional microscopic images of biological specimens Lindek et al. , 1999 ; http://www.bioimage.org), could be used merely as repositories or archives for images and videos. However, the value of the videos within such databases is greatly enhanced if they can also store accurate metadata concerning their time-varying image content, such that complex spatio-temporal queries can subsequently be undertaken to locate videos depicting certain types of objects or events. The generation of such video metadata involves an abstraction of the significant semantic information contained within the raw image data, in a manner that parallels the information extraction and data reduction that occurs during conventional image analysis.
Simple ancillary metadata, such as those encompassed by the 15 elements of the Dublin Core (defined in http://dublincore.org/ documents/1998/09/dces/#), may be sufficient and entirely appropriate for basic coarse-granularity cross-domain resource discovery (Lagoze, 2001 ). However, they are insufficient and inappropriate for content description of complex data types such as videos, which require detailed relational models. The scientific and industrial communities are thus currently dedicating significant effort to the development of new standards for cataloguing and querying multimedia content. The three major initiatives, involving the Society of Motion Picture and Television Engineers (SMPTE; http://www.smpte.org), the World Wide Web Consortium (W3C; http://www.w3c.org) and the Motion Picture Experts Group (MPEG; http:// mpeg.telecomitalialab.com), have adopted somewhat different approaches, and definitive standards for video content description have yet to be published. SMPTE is actively developing an extensive Metadata Dictionary, Version 1.0 of which, published in July 2000, is available at http://www.smpte-ra.org/ mdd/index.html. This is encoded using SMPTE's compact binary key , length, value (KLV) notation (see SMPTE Reference 336 m , Data Encoding Protocol Using Key-Length-Value (KLV), available from SMPTE, http://www.smpte.org), but it lacks an accompanying metadata model. In contrast, MPEG is currently developing MPEG-7, a comprehensive multimedia content description standard formally known as the Multimedia Content Description Interface (Hunter & Armstrong, 1999; Hunter, 1999; Nack & Lindsay, 1999; Salembier, 2000; Martínez, 2001) , which is encoded using the W3C XML (eXtensible Markup Language) schema, but which lacks a comprehensive data dictionary. Efforts are presently being made to ensure bi-directional interoperability and transformation between these two very different systems, but this has yet to be achieved. A simple comparative description of Dublin Core and MPEG-7 is given in Oltmans et al . (2000) .
Although both the SMPTE and MPEG-7 communities have given detailed attention to the other metadata types discussed below, both they, and also independent initiatives such as the Dutch Video-over-IP project (Oltmans et al. , 2000 ; http:// www.telin.nl/dscgi/dspy/View/Collection-244), are currently weak on semantic metadata concerning the conceptual aspects of video content, expressing details about objects, events and actions within the video. For example, the description of semantic metadata occupies only about half a page in the 55 page Overview of the MPEG-7 Standard (Section 3.5.3.2 in Martínez, 2001 ). However, the semantic metadata area is perhaps the most important of all, as it relates to the 'high level' meaning of video content. This paper is a contribution to the general effort to develop such high level semantic metadata descriptors for the visual content of videos, from authors who are presently involved in the scientific content analysis of cell biological videos arising from light microscopy (Shotton & Attaran, 1998; Loke et al. , 1999; Rodríguez et al. , 2000a,b; Shotton et al. , 2000) . As such videos are typically characterized by fixed camera viewpoints and lack of soundtrack, our developments have not included descriptors for camera motion and audio content, both of which are already well treated in the MPEG-7 standard (Martínez, 2001) . The descriptors proposed here for visual content are of general applicability to all moving image data, and their nontemporal aspects apply equally to two-and three-dimensional still images.
In Section 2 of this paper, we first outline the fundamental classes of metadata required for a full description of a computational entity, relating these to the draft MPEG-7 description schemes. In Section 3, we then propose a metadata entityrelationship model for the storage of the semantic video metadata within a relational database. Finally, in Section 4, we define the common property tables within which these semantic metadata may be stored. Figure 1 , inspired by the work of Jeffrey (1998 Jeffrey ( , 2001 ) and the MPEG-7 standard, defines six fundamental classes of metadata required for the full specification of a computational entity. In particular, it distinguishes between ancillary metadata, defined as those annotations relating to a digital data source other than those that can be derived by direct analysis of its content, and intrinsic metadata which, as the name indicates, are intrinsic to the information content of the data source itself. This is an important distinction, essential for the development of query by content systems (e.g. Machtynger & Shotton, 2002) . In the subsequent discussion, the subdivisions of the ancillary and intrinsic metadata classes are described in the context of their application to video data.
Video metadata classification

Identity metadata
Identity metadata provide unique identification of a user, a digital data object or a computational resource. Examples of unique identifiers in everyday life include telephone numbers and car registration numbers, social security or national insurance numbers for individuals, and ISBN for books. Every Ethernet card in the world has a unique identifying MAC number. For digital data objects to be recognized and handled correctly on the Web, each data file, document, image, video, etc. needs to have a unique identifier that (a) is specific for the object itself, in a location-independent manner (unlike URLs that specify Web pages on particular servers), (b) is persistent (unlike URLs that disappear when a Web server is relocated or turned off ), and (c) is capable of multiple resolution.
Such identifiers are not yet widely used, but Digital Object Identifiers (DOIs; www.doi.org) have recently been developed to meet this need (Paskin, 1999) . DOIs are unique persistent actionable identifiers, capable of multiple resolution, and of universal applicability to any entity: intangible creations (e.g. a composition), physical creations in print (e.g. a score), spatio-temporal creations (e.g. a performance), electronic or digital manifestations (e.g. a .wav file), or physical manifestations of the electronic data (e.g. a CD). DOIs provide an open system with protocol independence that is being widely adopted, particularly in the scientific publishing world, and that can accommodates ISBNs and other sector-specific 'legacy' identifiers. They use the 'Handle' system of the Corporation for National Research Initiatives (CNRI) for multiple resolution (http://www.handle.net), such that one DOI can offer the user who clicks on it a variety of sources for the original information (e.g. mirror sites), or alternative manifestations of the same work (e.g. a choice between an .html and a .pdf file).
In MPEG-7, identity metadata are to be found within the Media Instance section of the Content Management: Media component of the MPEG-7 Multimedia Description Schemes, whereas multiple resolution is dealt with separately in the Variations section of the Navigation and Access component (Martínez, 2001 ).
Schema metadata
Schema metadata provide a formal framework that describes the format and structure of the underlying data (e.g. a database schema), essential for any automated access to the data. In MPEG-7 terminology, this corresponds to the Content Organization: Basic Elements and Schema Tools components of the MPEG-7 Multimedia Description Schemes.
Navigational metadata
Navigational metadata such as e-mail addresses for individuals, URLs and proxies for Web documents, and IP addresses for computers, are important for locating Web entities and establishing interactions between them.
It should be noted that, despite the similarity in name, the Navigation & Access components of the MPEG-7 Multimedia Description Schemes are not concerned with these matters, but rather 'facilitate browsing and retrieval of audiovisual content by defining summaries, partitions and decompositions, and variations of the material' (Martínez, 2001 ).
Regulatory metadata
Regulatory metadata define the intellectual property rights in and the copyright ownership of the data, detail access procedures and usage restrictions for databases and computational resources and, for individuals, give personal information such as public encryption keys, user and privacy preferences, usage history, and customization parameters.
INDECS (Interoperability of Data in e-Commerce Systems; www.indecs.org) is an emerging framework which defines principles and tools for the provision of true interoperability of metadata for all creations that may be 'traded' on the Internet (Rust, 1998) , including transactions that do not require payment, such as the free downloading of images from academic databases such as the BioImage Database. Its development has closely influenced that of DOIs, and the INDECS framework is particularly useful for regulatory metadata where hitherto no unifying principles have been brought forward. Following the principles of well-formed metadata, the INDECS system has a semantic framework, generic attributes with controlled vocabulary, a data dictionary, and a clear underlying metadata model expressed using the W3C standard RDF (Resource Description Framework) based on XML, and thus has much to recommend its adoption.
In MPEG-7, information about rights metadata is to be found within the Content Usage section of the Content Management component of the MPEG-7 Multimedia Description Schemes, although 'rights information is not explicitly included in the MPEG-7 description, instead, links are provided to the rights holders and other information related to rights management and protection.' (Martínez, 2001 ). Personal information is recorded separately in the User Preferences and Usage History sections of the User Interactions component of the MPEG-7 Multimedia Description Schemes. 
Ancillary metadata
The first four categories of metadata outlined above are independent of the actual nature of the data being addressed, being concerned more with how to locate and access the data. As such, they would be broadly similar whatever the data characteristics. In contrast, the ancillary and intrinsic metadata relate directly to the characteristics of the information itself.
Ancillary metadata are those descriptors relating to the video and its components other than those that can be derived by direct analysis of the video content, and can be subdivided into descriptive and supplementary metadata classes.
Descriptive metadata include such obvious details as the title and authorship, a summary of the subject matter, the version, length and format of the video, and the time and place of its creation. It is such descriptors that most people have in mind when they use the word 'metadata'.
In MPEG-7 terminology (Martínez, 2001) , these metadata elements describe a video from the Media and the Creation & Production viewpoints, and are usually provided by the author. Consistent deep ancillary metadata should ideally accompany all image database entries, and are of enormous value, in many instances providing sufficient information for a database user to make intelligent searches to locate images or videos of choice. However, they typically provide no specific information about the content of images or videos, and thus cannot be used to undertake query by content.
Supplementary metadata are such things as hyperlinks to dictionaries, taxonomies and glossaries, references to publications concerning or based upon the data entities, and links to bibliographic databases and cited on-line journals, all of which expand the usefulness of the database entries.
Intrinsic metadata
In contrast to ancillary metadata, intrinsic metadata relate directly to the information content of the videos themselves, and can be clearly divided into structural and semantic metadata. In the MPEG-7 Multimedia Description Schemes, these are described as the Structural Aspects and the Conceptual Aspects, respectively, of the Content Description section (Martínez, 2001) .
The most common method of analysing video content to date is that of automated image decomposition to produce structural metadata, also known as generic intrinsic metadata Gupta, 1997; Shotton et al. , 2000) . Structural metadata operate at the pixel level. Their creation involves the calculation of low level feature primitives that concisely encapsulate the appearance of the video frames in simple numerical terms, obtained by analysing the colour, shape, texture, structure and motion within them. Such analysis results in a compact parameter space where every image or video frame is represented by an n -dimensional vector, achieving a very considerable compression in data volume. Such structural metadata have three primary applications Gupta, 1997) . First, for automatic video segmentation and scene change recognition, determined by abrupt changes in visual appearance, the starting frames of each scene or shot provide an efficient visual summary (storyboard) of the video contents. Second, to create a frame-accurate index, providing nonlinear access to any segment of the video. Finally, and most importantly from the perspective of query by content, to permit rapid, accurate and efficient fuzzy searching for images or video sequences that resemble one another, using the simple query by example paradigm ' Find me any image or video frame that looks like this one '. Video semantic content analysis and the use of structural metadata for searching image and video libraries has in recent years become the subject of intense research, with a large and expanding bibliography (see, for example, Kimitrova et al. , 2000; Hanjalic et al. , 2001 ; and papers in Panchanathan & Liu, 1996; Del Bimbo et al. , 1999; Sanfeliu et al. , 2000a,b,c,d) . Expensive and powerful proprietary software applications for this purpose are now available from a number of companies such as Virage (www.virage.com; Hampapur et al. , 1997) .
In contrast, semantic metadata, also known as specific intrinsic metadata, operate at the holistic knowledge level, and result from analysis of the timing and locations of individual content items and events within videos. These metadata correspond to the MPEG-7 Conceptual Aspects of audiovisual content analysis, which have yet to be fully defined (Martínez, 2001 ). Such semantic metadata, which form the primary subject matter of this paper, may be generated either by manual analysis, which is time consuming and prone to error, or ideally by employing an interactive or a fully automated video content analysis system (see, for example, Shotton et al. , 2000; Machtynger & Shotton, 2002) .
These semantic metadata descriptors carry very high information value, as they relate directly to the spatio-temporal features within a video that are of most immediate relevance to human understanding of video content, namely ' Where, when and why is what happening to whom ?' Subsequent query by content based upon semantic metadata extends the query domain from the conventional one of text searching or fuzzy image matching to include direct interrogation of the spatio-temporal attributes of the objects of interest within videos, and of their associated event information.
A model for semantic video metadata
The core of our proposed semantic metadata organizational schema is the definition of four main types of item: Media Entities, Content Items, Supplementary Items, and Events. The semantic metadata describing the video content in this schema are organized according to the metadata entityrelationship model presented in Fig. 2 . Although the metadata required for different types of video analysis vary, the metadata model proposed is designed to be general and inclusive, permitting semantic metadata relating to novel video items to be added easily, so that the same database system can be used for the analysis of a wide range of different types of video, including non-microscopic ones.
Media Entities
Definition of the media entities video, segment and frame is essential for the subsequent definition of the content items and events contained within them. In conventional video analysis, videos are divided into scenes, each of which relates to a different aspect of the entire video, and scenes are subdivided into shots, each of which is a single contiguous series of video frames derived from one camera take. However, it is more flexible to adopt the MPEG-7 concept of a video segment, which can be any number of contiguous video frames, including partial and complete shots and scenes, and which can also accommodate gaps (Martínez, 2001) . Furthermore, the MPEG-7 video segment description scheme is recursive, i.e. segments may be divided into subsegments, forming hierarchical parent-child relationships, giving great flexibility. Cell biological microscopy videos are typically primary recordings of experimental observations, consisting simply of a single shot recorded as a continuous video sequence by a single camera attached to a light microscope, with a fixed field of view. However, scientific videos may also be more complex, consisting of different shots and scenes edited together for a particular educational or research purpose. Videos can be grouped and catalogued as belonging to one or more video types.
Although some of the parameters describing these media entities, for example the time-lapse ratio (i.e. the ratio between the recording and the playback frame rate) and the frame magnification, are strictly ancillary descriptive metadata that cannot usually be derived from analysis of the video itself, it is convenient to group them with the semantic metadata as shown in Figs 2 and 3 to permit spatio-temporal calculations of derived semantic metadata (see below) during cell biological Fig. 2 . The metadata entity-relationship model for semantic video metadata. The metadata entity-relationship model for semantic video metadata shows the relationships that exist between content items, events, media entities, and supplementary items, which are colour-coded green, purple, light blue and pink, respectively. To preserve simplicity and clarity within this two-dimensional diagram, characters and objects, which in reality would be organized separately in identical structures, are here shown together as undifferentiated 'content items'. The possibility for hierarchical nesting of groups and of segments is not shown. In addition, the derived parameters of content item groups, events and event groups are shown associated directly with each of these items, rather than with their relationships to media entities as should strictly be the case. The values (0, 1 and/or N) shown against each link in the table indicate the nature of the relationships between the items: one to one, one to many, or many to many, with zero indicating the possibility of there being no content items, events or supplementary items associated with a particular media entity.
video analysis, at the cost of a little redundancy. Other ancillary metadata items relating to the media entities, such as the video format, are not relevant to content analysis and are thus stored elsewhere. Although they are important, they have thus been intentionally omitted from the following description.
Content Items
Content items in videos include the animate characters and inanimate objects that appear in the video frames. In cell biological microscopy videos, these characters are individual cells, whereas the inanimate objects include such items as micropipettes that may be used to deliver drugs. Although characters and objects share many properties in common, they are distinguished for convenience. Temporally, they are related to each video frame in which they appear (Fig. 2) . For simplicity in the subsequent text, only characters are discussed, but the metadata organization for objects is identical. These content items may be organized into groups, which, like video segments, can be organized in subgroups, with hierarchical parent-child relationships to one another, and with inheritance of properties between elements of the hierarchy. In MPEG-7 terminology, such groups are confusingly referred to as 'abstract objects'. Content items may also be assigned to one or more general descriptive classes. Members of one class all share certain characteristics that those of another class may lack. In a cell biology video, a particular cell might thus have a character ID 'L23', be one of the character group 'Fibroblasts', and be a member of the character class 'Cultured mouse cells'.
Supplementary items
Supplementary items include areas of interest, annotations, and inserts not present in the 'raw' video signal. An area of interest (AoI) is a geometric area within a video frame, often employed to enclose and thus highlight or hide one or more items of interest, whereas an annotation is an optional onscreen textual label usually relating to a particular character or object. Both may track spatially with the relevant moving item, in which case their positions need only be specified by x , y offsets relative to the position of the item to which they relate. An insert is a separate image inserted into a spatio-temporal portion of the main video, for example an alphanumerical time/data display used in time lapse video microscopy of cell motility. Areas of interest are defined according to the MPEG-7 spatial segment description scheme as comprising one or more groups of contiguous pixels, with the same recursive properties as for video segments above. Temporally, all supplementary items are related to each video frame in which they appear.
Events
An event is an instantaneous or temporally extended action or 'happening' that may involve a single character or object (e.g. a cell contracting), an interaction between two or more characters (e.g. a cytotoxic cell killing a target cell), or all the characters (e.g. the event of perfusing the observation chamber by a drug). As in this last example, the start of an event may be invisible, and may thus require external (ancillary) definition. Events can occupy extended periods of time that need not necessarily be contained within individual video segments. For this reason, in the metadata entity-relationship model (Fig. 2) events are related directly to the video, rather than a particular frame or video segment.
As with video segments and content item groups, individual events can be arranged into hierarchical event groups. For example, the individual events during the apoptotic death of a cell in culture -the initial contraction, the blebbing phase and the final cellular detachment -can be grouped with similar events experienced by other cells to create event groups, 'initial contractions', 'blebbing phases', etc., from which average group characteristics such as temporal duration can be deduced. Furthermore, these individual events can be considered as separate component parts of a larger whole, the entire apoptotic death event.
Just as videos can be assigned to video types and content items to classes, it is also helpful to categorize events into general event categories to aid subsequent metadata searching. These categories correspond to Event Collections in MPEG-7 nomenclature, with the important difference that in the present definition an event can be a member of more than one category. For example, both cell killing events and recordings of infanticide in wildlife videos might be associated with the event category 'Killing events', but only the former would also be associated with the category 'Cellular immunology', and only the latter with the category ' Animal behaviour'. The relationships between videos and video types, content items and classes, and events and event categories are thus all of a 'many to many' character (Fig. 2) .
The property tables for semantic video metadata storage
The semantic metadata tables and their relationships
The spatio-temporal parameters of the characters, objects and events within a video, when properly organized in a searchable relational database, allow subsequent queries to be made to locate particular characters or events Machtynger & Shotton, 2002) . Whereas the ancillary metadata relating to the video and its content will be stored in other tables, the semantic metadata describing the image content of a video are most conveniently stored within the database in five sets of property tables: Content Item Identity Tables, Supplementary Item Identity Tables, Event Tables,  Spatio-Temporal Position Tables and Media Entity Identity  Tables, whose interrelationships are shown in Fig. 3 . Within each table, each entry has a unique ID and a short textual description.
For every content item that is identified and characterized in a Content Item Identity Table, the following primary spatiotemporal semantic metadata: position, size, shape and orientation, need to be recorded for each video frame in the Content Item in Frame Spatio-Temporal Position Table, or to be derivable by interpolation from such metadata recorded for neighbouring frames. These values may then be used to describe the complex behaviour of the content items, defined in terms of changes in these primary values with time. Given the positions, sizes, shapes and orientations of all the content items in every frame, a large number of derived semantic metadata may then be determined and recorded in the property tables, for example, the velocity vector describing the instantaneous speed and direction of movement of each moving cell.
One can also compute parameters for individual items averaged over longer time periods, for example, the mean velocity vector of a cell, or the proportion of time it spends in a particular state (e.g. stationary or swimming). Such averages can be made either for the entire duration of the tracking of a single identified character, or over a defined period (e.g. the last 50 frames). Furthermore, from the parameters relating to individual characters or objects, semantic metadata may be derived that describe the population behaviour of an entire group or class of content items, for example, the average generation time of cells within a bacterial colony.
For simplicity, these derived parameters are not specified explicitly in the tables shown in Fig. 3 , as they will vary from video type to video type. In practice, they may either be predefined and recorded in the metadata database, or alternatively computed on the fly from the primary semantic metadata as and when they are required . It is worth emphasizing that although the primary spatial parameters Tables, Supplementary Item Identity Tables, Events Tables,  Spatio-Temporal Position Tables and Media Entity Identity Tables described in the text are shown using the same colour scheme and general layout as for the items themselves in the metadata entity-relationship model (Fig. 2) , and the relational connections between them are shown. Metadata parameters common to all videos are shown in normal font, whereas the locations for storing the derived metadata parameters specific to particular types of video analysis are shown within the tables in italics. In practice, there would be one set of tables for each type of content item (characters and objects), and one set for each type of supplementary item (AoIs, annotations and inserts), but the two-dimensional nature of the diagram precludes the simple illustration of this fact. For interoperability, the appropriate SMPTE KLV metadata dictionary code and the relevant MPEG-7 identifier may be stored with each entry, but those are not shown here. Ancillary metadata (e.g. author, video format, colour depth/dynamic range, and real world time) are not shown, being stored elsewhere. PK: primary key (underlined); FK: foreign key.
are common to all type of videos, and closely following the proposed MPEG-7 and SMPTE descriptors, descriptors within those standards are still not available for many of these higher-level derived behavioural parameters based upon them. Indeed, the prior definition of a comprehensive set of such descriptors is probably impracticable, given the diversity of potential video content and the idiosyncratic nature of individual analysts.
Video object space and image space
Although we are accustomed to considering individual video images as two-dimensional, displayed upon flat screens, it must be remembered that the physical objects and characters recorded in them occupy distinct positions and volumes in 3D ( x , y , z ) object space. If necessary, it should thus be possible to record within the database a content item's z axis position and/or extent, in addition to its x , y spatial parameters. For cells recorded by video microscopy, for example, the axial position may be derived from a 3D tracking microscope with an x , y translation stage, and a z axis focus control that can keep an object such as a swimming bacterium centred and in focus using an autofocus algorithm (Berg, 1971; Frymier et al. , 1995) . In a 4D confocal microscopy data set (i.e. a time series of 3D confocal images), the z axial extent of objects is directly recorded within the original images themselves, and may be encoded within conventional x , y , t videos derived from such data sets as variations of the image pseudo-intensity or pseudo-colour used to denote the z axial positions of different regions of such objects (Sheppard & Shotton, 1997) .
Quite separately, the two-dimensional images of objects or characters in video frames occupy distinct volumes in 3D ( x , y , time ) video image space. These spatio-temporal volumes can be determined from the spatial coordinates of each item recorded for each frame in the Character-in-Frame spatiotemporal position table (Fig. 3) . Their geometries will clearly differ in characteristic ways for characters that are stationary, moving uniformly, moving erratically or changing in size. In MPEG-7 terminology, they correspond to spatio-temporal segments, which have the same general properties as those of video segments and spatial segments (areas of interest) discussed above. In a recent paper, Peterfreund (1999) has discussed the use of 'velocity snakes' for boundary tracking and motion prediction of objects occupying such spatio-temporal volumes in image space.
Events
One can define events in the context of the 3D ( x , y , t ) video image space. An event is either something involving a single content item at a particular place and over a particular time interval (e.g. a cell division), or an interaction between two or more content items that may or may not be in physical contact. Events involving physical contacts may be determined by direct interrogation of the spatio-temporal coordinates of the participants. However, other interactions, such as chemical signalling events between cells, can occur without change of the relative physical positions of the participants, and between physically separated characters. It is thus expedient to have a separate Event Table, in which all events are specifically documented. This table will simply contain, for each event, the Event ID, the start and end frame numbers, and an event description, while a list of the participating characters and objects involved in the event are stored in the related EventParticipants table, and their spatial parameters in any frame are to be found in the appropriate spatio-temporal position table (Fig. 3) .
Conclusions
In this paper, we have briefly described how metadata relating to the semantic information content of video may be classified for subsequent query by content. Specifically, we have distinguished intrinsic metadata from ancillary metadata, have differentiated between structural and semantic metadata within the intrinsic metadata class , and have described how the semantic metadata types should be organized within a database.
This schema is general, and can be used to assist in the content analysis of a wide variety of videos arising, for example, from sports, the arts or popular entertainment, in addition to scientific microscopy. Additional fields would be required to record particular ancillary and semantic metadata specific for each video type. For example, for fictional movies, it would be necessary to record both the real names and ages of actors, and the names and ages of the characters they play. One might also wish to distinguish between the times, dates and locations depicted in the drama and the 'real world' times, dates and locations at which the differing shots comprising the movie were actually recorded.
The concepts and categories of semantic metadata defined in this paper are extendable and of general applicability, while conforming to a simple data model. Reports of our initial practical applications of this schema are given in the accompanying paper by Machtynger & Shotton (2002) , and in recent papers elsewhere (Rodríguez et al. , 2000a,b; Shotton et al. , 2000) .
