In this paper a new procedure to determine all the geometrical parameters of a stereo-system is presented. It is based on surveying a rigid bar carrying two markers on its extremities moved inside the working volume and it does not require grids or complex calibration structures. The external parameters are estimated through the epipolar geometry up to a scale factor which is determined from the true length of the bar. The focal lengths are determined using the properties of the absolute conic in the projective space. The principal points are computed through a nonlinear minimization carried out through an evolutionary optimization. The accuracy of the method is assessed on real data and it compares favorably with that obtained through classical approaches based on control points of known 3D coordinates.
Introduction
Classical calibration techniques are based on surveying a 3D distribution of control points of known position (1, 2, 3) . To achieve a high accuracy, the control points should be positioned with extreme precision and distributed over the entire working volume (4) ; therefore large, difficult to move and expensive calibration structures are usually required.
A different approach is represented by self-calibration procedures which do not require to know in advance the 3D position of the control points. Classical photogrammetry offers the most general solution through the method of bundles adjustment (5, 6) . This allows to determine the 3D coordinates of the control points and the internal and external parameters of the set-up at the same time through a non-linear minimization of the distance between the reprojected and the measured 2D positions of the control points. In this method, the dimension of the design matrix and the number of unknowns increases linearly with the number of the control points leading to a huge computational load. Moreover, singularities in the design matrix can easily occur, and these may hamper the accuracy in the parameters. To avoid this, the distribution of the 3D control points should be carefully examined before starting the estimate. Finally, bundle adjustment requires a good initialisation of both the parameters and the 3D coordinates of the control points.
A different approach to self-calibration has been developed under the framework of the so called "Structure from Motion" (SfM) problem (3, 7, 8, 9, 10) . In this framework, the scene is surveyed by a moving camera; its motion as well as the 3D position of a set of points in the scene extended by Hartley (12, 13) and Faugeras and co-workers (14, 15, 16) to estimate also the internal parameters, provided that the sequence is constituted of a sufficient number of images.
The SfM framework has been linked to stereo-calibration by Borghese and Perona (17) who made the observation that the two cameras of a stereo-pair can be associated to a sequence of two images, taken by the moving camera from two different positions. Under this hypothesis, only the focal lengths can be determined by SfM solutions (3, 12) and the position of the two principal points has to be determined with a different procedure. As a first approximation, they can be assumed coincident with the image center, but, due to imperfect assembling of the optical system, they can be offset of several pixels. When high noise levels in the measurement is present, the contribution of the mislocation of the principal point to the 3D reconstruction can be neglected (18) and accuracy sufficient to certain applications like human computer interface can be attained.
However, this approximation is not adequate when high accuracy is required. Several techniques have been proposed to determine the true position of the principal point. In Wei and Ma (19) the cross-ratio invariance over projection is exploited but to get a reliable estimate of the principal point, pure radial distortions on the lens is required, which is not often the case. Different solutions are based on ad-hoc devices like a rigid cross filmed on the field (8) or laser based systems (20, 21) . The use of additional devices make this kind of calibration procedure less friendly and less easy to be performed.
In this paper a novel method to estimate all the calibration parameters of a stereo pair. It does not require any initialisation (differently from bundle adjustment) and it allows to determine the internal and external parameters included the two principal points (differently from SfM approaches), using control points whose 3D position has not to be measured. The results of real calibrations carried out on the field are reported and discussed. distance between the perspective center and the image plane, f j , is the focal length of the camera. The epipolar plane, Π, contains the points P, p 1 , p 2 , and the line C 1 C 2 (the relative position T), which joins the perspective centres of the two cameras. The points of intersection between C 1 C 2 and the image planes are the epipoles, e 1 and e 2 . The intersection between Π and the two image planes originates two lines, lp 1 and lp 2 , called epipolar lines.
Geometrical Background
They are corresponding epipolar lines in the homography generated by P, C 1 and C 2 .
The projection of a 3D point, P(X,Y,Z), on the image plane of the video camera j, p j (x,y), is described by the perspective equations, which, in homogeneous notation, are (3) :
where: and f constitute the internal parameters of the camera (cf. Fig. 1 ).
R and T are the orientation (3x3 matrix) and the location vector of the camera with respect to a certain reference frame: they constitute the external parameters. Calibration is here defined as the determination of the internal and external parameters for the stereo-pair.
Whenever the two focal length and the two principle point are known, the normalised target coordinates of a point can be introduced. They are:
and they will be used in Section 2.4 to estimate the external parameters. Whenever only the principle point is known, the offset coordinates are defined as:
They will be adopted in Section 2.3 to estimate the two focal lengths.
For the sake of convenience the absolute reference frame is taken solid with one of the two cameras with the X,Y axes parallel to those of its image plane. With this choice, equation (1) for the two cameras becomes:
patt_recogn_2.doc wednesday, june 30, 1999 6 These show that the internal and the external parameters can be factorised into the product of a matrix containing the internal parameters, K, by a matrix containing of the external ones, D.
The epipolar geometry
The epipolar geometry is based on the observation that each 3D point, P, and its projections, p 1 and p 2 , lie on the same plane Π, called epipolar plane (cf. Fig. 1 ). This plane intersects the two image planes along two lines, l p1 and l p2 , called epipolar lines. For construction, a point p 1 , belonging to l p1 , will correspond to l p2 ; and a point p 2 , belonging to l p2 , will correspond to l p1 . This condition is expressed analytically as follows:
where F is the Fundamental matrix (3) . As the scalar product between a point and a line to which it belongs to, is equal to 0, the following relationship holds:
and from equations (8):
which represents the epipolar plane, Π, identified by p 1 , p 2 and C 1 C 2 . The epipoles, e 1 and e 2 , are the points of intersection of the line through C 1 C 2 and the two image planes. For these points, the epipolar lines, l e1 and l e2 , are reduced to the epipoles themselves; it holds:
This equation will be used to determine the focal lengths in Section 2.3. Matrix F can also be obtained through different considerations. Imposing that the three vectors C 1 C 2 , PC 1 and PC 2 are coplanar, the following relationship holds:
Defining a skew symmetric matrix S which represents the elements of T as:
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and taking into account equations (7), the following homogeneous equation is obtained (9, 11) :
with:
This contains all the calibration parameters factorised into the product of the internal (matrices K 1 and K 2 ) by the external ones (matrices R and S). When the internal parameters are known, the normalized coordinates (equations (2)) can be used, and equation (14) assumes the following shape:
E is named the essential matrix and it contains only the external parameters which can be estimated according to the procedure described in Section 2.4. Algebraic considerations which limit the number of independent parameters which can be estimated from equation (14) to seven are reported in Appendix A. Of these seven parameters, five parameters will be the relative orientation and location up to a scale factor, and the other two will be used to compute the focal lengths (22) . No other parameter can be directly estimated with this approach.
The Fundamental matrix and the focal lengths.
To estimate the internal parameters, the matrices K 1 and K 2 in equation (14) are isolated from R and T through considerations based on projective geometry. In particular, the correspondence between the lines tangent to the absolute conic is exploited (12, 16) . The absolute conic, Σ ∞ , is given by the following equation:
which has no real points (only imagery points). It has the remarkable property to be invariant for
Euclidean transformations, and, in particular, for rotation and translation. Σ ∞ is projected onto the image plane of each camera into the conic, σ j , (cf. Fig. 2 ) which is described by:
It can be shown that the problem of determining the internal parameters of a camera is equivalent to finding σ j (23) . Let us specialise the matrices K 1 and K 2 for the case when the principal points are known and only the focal lengths have to be determined. In this case offset coordinates can be adopted (equations (3)), and K j assumes the following shape:
Lines from the epipole tangent to the image of the absolute conic Figure 2 . The absolute conic, Σ ∞ , and its projection over the two image planes, σ 1 and σ 2 . The intersection of the two tangent planes with the absolute conic gives the two points P ∞ and P' ∞ which project into p 1 and p' 1 on the first image plane and into p 2 and p' 2 on the second one. Through these points the two pairs of epipolar lines, l p1 and l' p1 , and l p2 and l' p2 are identified.
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This matrix represents the imaginary circle, σ j , centred in the origin which, in homogeneous coordinates is:
As the projection of the absolute conic depends only on the internal parameters (equation (18)), the reference system of each camera can be arbitrarily positioned. In particular, to get a simplified shape for the matrix F, the reference system is positioned such that the epipole has coordinates [1, 0, 1]:
With this reference system, taking into account equation (11), matrix F assumes the following simplified shape:
To compute f 1 and f 2 , the properties of the correspondence between points and epipolar lines described by equations (8) 
The intersection of the line in equation (24) with the conic in equation (21), the coordinates originates two imagery points, p 1 and p' 1 , which are computed as: 
The points p 1 and p' 1 can be transformed through F into their corresponding epipolar lines, l p2 and l' p2 (equations (8)), which will be tangent to σ 2 . Using relations (23) and (26), and taking into account that equations (8) are defined up to a scale factor, equation (8a) can be written for the points p 1 and p' 1 as:
where ∆ = (f 1 2 +1) 1/2 . In compact notation, equations (27) can be written as:
where:
As the epipoles were chosen on the u axis (cf. equation (22)) and the conic σ 1 is a circle centred in the origin, the polar line will be parallel to the v axis, and p 1 and p' 1 will be symmetrical with respect to the u axis. It follows that:
Imposing this condition into equation (29), f 1 can be determined as:
With similar reasoning, the focal length of the second camera, f 2 , can be computed as:
This solution is allowed as far as the two optical axes do not intersect. When they do, the principal points of the two cameras, c 1 and c 2 , correspond to each other in the epipolar transformation (equation (10)). In this situation, the following relationship holds:
from which it can be seen that the four elements of F in equation (23) are linearly dependent. It follows that f 1 and f 2 can be determined only up to a scale factor. This condition suggests a certain care in the setting-up of the cameras although this condition is practically impossible in real applications.
The essential matrix and the external parameters
Once the matrices K 1 and K 2 have been determined, the fundamental matrix F can be transformed into the essential matrix E which contains only the external parameters. An elegant algebraic solution to determine R and T is based on the Singular Value Decomposition (svd) of the matrix E (12, 24) . Being the right kernel of E equal to T∧ (equations (13) and (16)), the product ET is equal to zero. It follows that the vector T is parallel to the eigenvector associated to the smallest eigenvalue, w 3 , of E. Expressing the essential matrix in term of its svd:
the relative position T can be determined up to the sign and to a scale factor, as the two versors:
Both equations (34) satisfy equation (16) . R can assume one of the two following forms:
which both satisfy equation (16): equations (35) allow to determine R up to rotations of 180 degrees around the rotation axis. From these four possible solutions the correct matrices, R and T, are obtained by constraining the reconstructed position of the 3D control points to be in front of the two cameras (11, 24) .
It should be remarked that T is obtained up to a multiplicative factor. This reflects the fact that the 3D world can be reconstructed through the epipolar constraint only up to a scale factor (2, 8, 11) : a large scene seen from a large distance by a stereo-system with a large inter-camera distance and a smaller scene seen from a smaller distance by a stereo-system with a smaller intercamera distance, have the same image on the target of the two cameras.
Determination of the 3D scale factor
In the solution through the essential matrix, T = 1 has been assumed (equation (34)). The intercamera distance is therefore taken as the norm of the 3D space. The 3D points position will be scaled accordingly to this choice:
where P t and T t are the true 3D position of a point and the true inter-camera distance. P is the 3D position reconstructed with T = 1. To determine the value of k, a possibility is to survey a segment whose length is precisely known. Whenever control points are used, a pair of points, whose distance is precisely known, can be used instead of the segment. Let us call these two points P 1 and P 2 , it follows:
However, in the real situation, due to noise on the target coordinates, the 3D reconstruction of P 1 and P 2 will generally be not exact. As a consequence, the distance, d, will not be precisely reconstructed and the value of k will be erroneous. To avoid this, multiple measurements are required and the scale factor can be determined as the mean value of a set of M distances between M different pairs of control points:
In particular, when the control points are the extremes of a single rigid bar, equation ( (40)
Determination of the two principal points
Up to now, the position of the two principal points was supposed known. When this is not the case, we show here that it can be determined adjusting the position of the principal points to minimize a figure of merit derived from geometrical considerations on the 3D reconstruction of the control points (indirect estimation).
Indirect estimation
When the two principal points are displaced with respect to their true value, the offset coordinates (equation (3)) will be also displaced and the estimate of the focal lengths and of the external parameters will be inaccurate. This reflects into an error in the reconstruction of the bar length which will be minimum when the parameters have been correctly estimated. The mean absolute error on the bar length, defined as:
will be considered here. Another geometrical quantity affected by the displacement of the principal points is the distance between the two straight lines through the perspective centers and the 2D measured points (p 1 C 1 and p 2 C 2 in Fig. 1 ). In the ideal case, these lines do intersect, but, in practice, due to measurement errors on p 1 and p 2 , they will be generally skewed. As a consequence, equation (10) will not be exactly satisfied and it should be rewritten as:
where e e is the coplanarity error. This error has been widely used to solve the correspondence problem (25, 26) and it has been recently proposed in the calibration framework (27) .
These considerations have led us to formulate the estimate of the internal parameters as a non-linear minimization problem of the following cost function: 
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Evolutionary optimisation and the principal points
The above formulation leads to a highly non-linear implicit function of c 1 and c 2 . These in fact influence the value of the other calibration parameters which, in turn, influence the value of the 3D points position and therefore of the cost function. The global minimum of equation (42) is therefore hard to be found with classical gradient-based methods. In this paper a solution offered by evolutionary optimisation, which has proved particularly successful in the solution of difficult optimisation problems, is exploited (28) . In this domain, the search for the optimal solution is guided by the evaluation of the cost function alone. The single solution is represented as an individual, the ensemble of possible solutions as a population, and the cost associated to each solution as the degree of fitness of the population element associated to the solution.
Before starting the search for the optimal pair of principal points, a search region is defined. where z i is a Gaussian variable in the four dimensional space with zero mean and standard deviation σ, obtaining:
where k indicates the k th generation. σ and h k concur in the determination of the amplitude of the displacement for each father.
The fitness of each son is compared with that of the father from which it was generated and the one of the two elements which exhibits the best fitness will serve as father for the next "generation". In more evolutionistic terms: the father and his son are placed in competition for survival and the selection eliminates the weaker for the next generation (29) , that is the one which gives the poorer solution. The process of generating new sons and selecting those which have the best fitness is iterated until the fitness does not increase anymore.
To increase the resolution in the determination of the principal points, a deterministic annealing scheduling (30) of the search region amplitude has been introduced by setting h k as:
With this setting, the amplitude of the search region (equation (44)) decreases with the generations, allowing a thicker sampling of the best region. The role of σ is to restrict the search region if a meaningful number of sons have given a better fitness, or to enlarge it, if the fathers were fitter. For this purpose, the value of σ is set according to the ratio, r, between the number of winning sons and winning (29) as follows:
with c = 0.85 1/D where D is the dimension of the solution space, in our case D=4.
To speed up the convergence and to avoid bias in the results due to the particular set of calibration points adopted, not all the control points are used at the same time. At each generation, a different sub-set of points is extracted and used for calibration and a different subset is extracted and used for evaluating the fitness. This procedure is commonly used in statistics and it goes under the name of bootstrap (31) .
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Summary of the calibration procedure
The entire calibration procedure can be summarized as follows (Fig. 3 12. The cost function in equation (43) (fitness) is computed for each set of 3D test points. 13 . A new population of NP pairs of principal points, the sons, SA, is generated inside the search area H by random mutation of the fathers set.
14. The internal and external parameters, and the fitness value associated with the sons is determined according to the steps 6-12. 15. If the cost function is lower than the actual reference fitness, the reference fitness is updated and the corresponding parameters are saved (cf. Fig. 3, block diagram on the left). patt_recogn_2.doc wednesday, june 30, 1999 18 16. The one between each father and its son which has the best fitness wins and it will serve as father in the next generation. With these new fathers, steps 4-12 are repeated.
The search for the principal points (and for the other parameters) ends when the cost function drops under a predefined threshold or it does not decrease anymore.
Experimental results
The accuracy obtained with this calibration method has been evaluated on real data and compared with that obtained through a calibration methods based on control points of known 3D
coordinates, based on the iterative solution of the perspective equations (ILSSC) (4, 10, 32) .
To calibrate, a rigid bar is moved inside the working volume while it is surveyed by a pair of video cameras. A small passive marker is placed on each of its extremities. The markers coordinates on the image plane of the two cameras are measured automatically by the Elite system (33) . This recognises the markers thanks to a template matching algorithm implemented on a custom VLSI chip (34) . The correspondence between the points on the two cameras has been carried out automatically through the Smart3D tracking system (35) . With this procedure, a very large amount of calibration points, spread inside the working volume, can be collected in a very few time.
To increase the accuracy, the main distortions component, which is due to the different scales on the two target axes (2) , has been corrected multiplying the horizontal target coordinate by a shrinkage factor obtained through a 2D in-house calibration. This factor, which for the Elite system is 1.4779, is a characteristic of the cameras as it depends only on the electronics and on the target dimensions, and it does not depend on the lenses. Therefore the same shrinkage factor applies to different optics, different apertures and different focusing of the cameras. The same inhouse calibration allows to determine the search region H (equation (44) b) The 3D coordinates of the points on the grids (set S 2 of control points) are reconstructed with the parameters determined through ILSSC and through bar calibration. These coordinates cannot be directly compared because the reference systems are different: for ILSSC it is solid with the calibration grids while for bar calibration it is solid with one of the two cameras.
Relative measurements have therefore been adopted: the error on the X and Y directions is computed as the mean and standard deviation of the error on the distance between each pair of two consecutive markers on the horizontal and vertical marker lines on the calibration grid.
The error on the Z direction is computed as the mean and standard deviation of the error on the distance between each pair of markers in the same position on two consecutive parallel grids.
As can be seen in Table I and II, and in Fig. 4 , bar calibration gives an accuracy which is equal or even slightly better with respect to ILSSC both on the bar length and on the relative distances on the grids. An example of the sequence of the principle points examined by the evolutionary optimization is reported in Fig. 5a and 5b. Although the search is carried out in the whole search region, H (equation (44)), the ensemble of the principle points is driven into a small patt_recogn_2.doc wednesday, june 30, 1999 20 target region which includes the true position of the two principal points. This assures a high resolution in the estimate. Moreover, as the region H is explored in parallel, using MP elements at each step, the error decreases very fast. The resulting calibration parameters are adequate already at the first step when high accuracy is not required. As can be seen in Fig. 5c , for the best pair of principal points the mean error is only 6.5 times the final error on the grid and 1.7 times on the bar length. The total time required by the forty optimisation steps of the algorithm is 74s on a Pentium MMX, 200Mhz. 
Discussion and Conclusion
The only metric information required by bar calibration is the true 3D distance between the bar extremes, and this is in fact a critical parameter. When the distance is not given correctly, a patt_recogn_2.doc wednesday, june 30, 1999 21 degradation in the accuracy is introduced. However, as this measurement is taken only once, it is reasonable to assume that it can be performed with an adequate accuracy. coordinates are expressed in target units (t.u.). In Figure 5c , the fitness, the mean error on the bar length and the mean intersection error are reported for each step of the calibration in experiment 1.
Another critical parameter is the angle between the optical axes of the two cameras. When it departs from 90 degrees, the accuracy decreases with power law up to 6 times for angles of 20 or 160 degrees (e.g. Fig. 3 of Ref. (32)) (16, 32, 36) . This can be a problem for bar calibration where the 3D reconstruction is an essential part of the calibration procedure while it was not for ILSSC where each camera is calibrated separately. Therefore when the relative angles are very small or very large, many control points are required to achieve a good estimate.
When the stereo-pair has been properly set-up and the length of the bar is measured with adequate precision, the accuracy of bar calibration is comparable and even superior to that We summarise here the considerations of projective geometry which limit to seven the number of independent parameters which can be determined using the epipolar constraint. From equation (10) be the two epipoles. Let us now consider a point p 1 onto the image plane of the first camera. The epipolar line l p1 to which p 1 belongs (cf. Fig. 1 
. The transformations p 1 → l p1 and p 2 → l p2 are therefore linear and they can be expressed as: 
We now search for the transformation between two corresponding epipolar lines on the two image planes. This is defined by a 3x3 matrix, G, defined up to scale factor, such that:
Noticing that e 2 T l p2 = 0, it follows: e 2 T G Q 1 p 1 = 0 (A4)
Being Q 1 p 1 ≠ 0 (equation (A1)), it follows that the right kernel of G must be equal to Q 2 T up to a scale factor (37) :
and the following relationships between p 1 and p 2 and l p1 and l p2 hold: J represents a projective mapping between two corresponding epipolar lines (3) . As this transformation has the property to preserve the cross-ratio, it will be uniquely identified by four Thus the epipolar transformation can be defined by the four independent coordinates of the two epipoles and the three parameters which define the bilinear transformation between corresponding epipolar lines for a total of seven independent parameters.
As the right hand side of F is the matrix Q 1 = (e 1 ∧), the product Fe 1 is equal to zero (the same is true for e 2 ). This represents the fact that the epipoles have not a corresponding epipolar line on the other camera.
