A linite difference model was constructed to describe the origin of the complex transients in pulsed photoacoustic spectroscopy signals. With inclusion of boundary conditions and material interfaces, the *model is shown to give qualitative agreement with experimental transients. The model provides insight into the results of varying the photoacoustic-cell materials and/or geometric configuration for cell optimization. The transients are found to contain significant information regarding resonant modes in the photoacoustic cell assembly. The transient signal behavior is explained in terms of these resonant cavity modes, and it is determined which cell cavities are relevant to a given time segment of the signal. Analytical detection limits are correlated with each point on the transient signal.
I. INTRODUCTION
The photoacoustic spectroscopy (PAS) system discussed in this paper is a simple design which has found wide use for sensitive optical absorption measurements in solutions.'-*' A pulsed tunable wavelength laser beam is directed through a transparent rectangular vessel (cuvette) containing a solution of solvent and analyte (Fig. 1) . A piezoelectric transducer is coupled to a cuvette face parallel to the beam path and connected to gating detection electronics. The cuvette and transducer assembly is usually referred to as the photoacoustic cell (Fig. 2) . The analyte is excited optically by absorption of the laser energy, most of which relaxes thermally. The cell and solution are usually optically thin and a uniform heat source results along the beam's path. Because this heating is transient, thermal expansion gives rise to a transiently stressed region in the solvent which propagates through the solvent to the transducer.
The equations governing photoacoustic generation and acoustic wave propagation" in an inviscid fluid that we used are the equation of motion, pii=vr, 
where r is the stress acting on the plane normal to the acoustic displacement u in the solution, p is density, Y is the acoustic wave speed, p is the volumetric thermal expansion coefficient, T is the temperature, a: is the optical absorption coefficient, Cp is the isobaric specific heat, and I is the beam intensity. ' IAuthor to whom correspondence should be addressed.
In Eq. (3)) conduction has been neglected because it is slow compared to the laser pulse duration and to the acoustic transit time across the illuminated region. The acoustic transit time is simply the time required for an acoustic disturbance to propagate some distance at the wave speed of the media. Combining Eqs. ( 1 ), (2), and (3) one obtains a wave equation with a photoacoustic source term proportional to the time derivative of beam intensity 2 arp a v2r-;$=~arI. P
Without considering the boundary conditions, photoacoustic theory for optically thin solutions predicts very simple transient wave forms. In one dimension, a source with a Gaussian spatial profile and negligible duration (compared to the acoustic transit time across the source spatial dimension) results in a Gaussian acoustic transient at any position outside the source [Fig. 3 (a) ]. A cylindrical Gaussian source profile results in a single bipolar pulse at any radius outside the source Fig. 3 (b) ]. l1 In practical analytical systems, such as that of Fig. 2 , the transducer gives a complex signal due to reflections of the acoustic pulse at boundaries or material interfaces [Fig. 3(c) ]. Depending on the amount of acoustic damping in the cell, the transient signal may continue for milliseconds, with an original acoustic pulse width of nanoseconds [Fig. 3(d) ]. The long term signal can be explained in terms of resonances of the cavities created by material interfaces. Interfaces between materials with very different mechanical properties give rise to large reflection coefficients.12 If these interfaces form a closed boundary, a high Q cavity and long stable resonance will result. When using gated detection one typically chooses some arbitrary peak in the transient and uses the peak magnitude as a measure of solution absorption, and thus analyte concentration. '4'6 This approach has worked well for obtaining solution spectra and absolute species concentration (though calibration with a standard is re- Schematic of pulsed photoacoustic spectroscopy system with gated detection. Photoacoustic cell is described in Fig. 2 II. EXPERIMENTAL SETUP Our experimental PAS setup used cylindrical optics to focus the excitation beam into a flat ribbon to better match the geometry of the cell. A small quartz cylinder between the transducer and cuvette wall was used to mechanically support the cell. Figure 2 shows the illuminated region and the resulting acoustic wave fronts for both the flat beam geometry, and the more commonly employed axial symmetric beam. For this work we were interested in the response of the cell, and not the spectra of a particular analyte, so a dye laser was not used and gating electronics were replaced with a digitizing oscilloscope to examine the en-tire photoacoustic transient. An excimer laser (Questek 2600) was used with KrF which generates a 25 ns pulse at 248 nm. The beam power was attenuated to several millijoules per pulse using a 5% transmitting mirror. The focused beams' spatial profile was pseudo-Gaussian in the vertical direction and top hat in the horizontal direction with typical dimensions of 2 mm (full width ,to l/e) vertical and 9 mm horizontal. A piezoelectric transducer QPZT) disk was used with diameter 12.7 mm and thickness 2.0 mm (Vernitron, PZT-SH), and the scope was a Tektronix 7854. The wave forms acquired are transferred via a general purpose interface bus for further analysis.
(GPIB) to a computer III. FINITE DIFFERENCE MODEL A complete understanding of the transients requires analysis of photoacoustic generation, the evolution of the acoustic field including its interaction with the boundaries and interfaces, and. the response of the transducer. A complete analytical model to describe the behavior would be a complicated boundary value problem and possibly intractable, depending on what simplifying assumptions are employed. A finite difference model was developed in this work as a more direct alternative. This latter approach is easier, in the sense that the program can be written to handle an arbitrary configuration of materials, transducers, and excitation sources. A complex photoacoustic cell is then no more difficult to model than a simple one.
There were several simplifications made to reduce program development time. The first of these was to restrict the model to one dimension, and consider only the z (vertical) direction of the cell. The modeling abstraction of our experimental cells is shown in Fig. 4 . If all x-y (lateral) dimensions of the cell are large compared with the z axis .dimensions, and all materials involved are isotropic, this ID assumption is accurate except near the cell edges. Although our cell does not have these properties because the solution region, in particular, is much taller than wide, if the cuvette walls are perfectly rigid and the interior is excited by a source which is uniform in the x-y directions, 1D waves propagating only in the z direction will result. Our excitation source is uniform in the x-y directions due to the cylindrical focusing and the optical thinness of the solution, and the cuvette walls are of a rigid material compared to liquids. They are not perfectly rigid however, so flexural and surface waves will propagate along the cuvette wallsi At certain frequencies, meeting resonance conditions, these waves will become significant. Failure of the cuvette walls to remain rigid may be the main source of divergence of the model from reality.
A second simplification was to neglect all stress and strain components except z normal (i.e., zz components). The waves are generated in the liquid, which is assumed inviscid, so only normal stress components can be sustained or propagated, i.e., xx, yy, and zz components. If the stress/strain waves arrive at the bottom of a rigid cuvette at normal incidence only the zz component is transmitted to the solid quartz. Since the polycrystalline fused silica cuvette and support cylinder are isotropic and thin, the disturbance propagated through to the transducer is predominantly z normal. The piezoelectric transducer is anisotropic (as all piezoelectrics must be), but for our transducer the potential developed across the electrodes is a function of only the normal stress/strain components. Again, we neglect flexural excitations. Flexural motion of the cuvette bottom would allow mode conversion of normal components in the solution to sheer components in the quartz which would, be propagated through to the transducer.
Another simplification relates to the electrical impedance connected across the transducer. For the model it is assumed that the transducer electrodes are connected to infinite impedance, while experimental impedances ranged from 1 to 10 ma. This assumption decouples the acoustic field from the electric field," allowing the electric field to be calculated explicitly from the acoustic field without iteration.
The only photoacoustic generation mechanism considered-was electronic deexcitation to thermal energy and the resulting thermal expansion. There are other photoacoustic generation mechanisms (electrostriction, dielectric breakdown, cavitation, etc.)," but for the low analyte concentrations used in analytical work these mechanisms depend mostly on the properties of the solvent. Since background subtraction with a solvent blank is usually performed these mechanisms are neglected in the model. These other mechanisms can also be eliminated experimentally by keeping the absorbed energy density below their threshold levels. I
The last simplification concerns the source intensity profile. The beam spatial profile inside the cuvette may differ from what would be measured just outside due to effects of the cuvette walls or self-focusing in the solution. These etfects have been neglected, and in comparing the model to experiment, model spatial profiles have been used that attempt to match the experimental profiles measured outside the cuvette.
The geometry for the finite difference model can be visualized as a layering of slabs with the topmost and bottommost slabs being semi-infinite (Fig. 4) . The slab layers are solution, quartz, piezoelectric material, and air for the semi-infinite top and bottom layers. The light source illuminates this layered structure with a Gaussian dependence in the vertical direction (perpendicular to the slabs). Each slab is characterized by its mechanical, thermal, optical, and piezoelectric material properties.
The node equations are derived from the photoacoustic equations, (l), (2) 
Eq. (6) becomes (8) The finite difference method used is an explicit technique sometimes referred to as the "leap frog" method.13 Two meshes are used, with one mesh offset one half node distance in time and space from the other. The node equations, based on the 1D photoacoustic equations (5) and (8), are
and
where the superscripts n and subscripts i refer to the time and spatial steps, respectively. The effects of viscosity are also modeled resulting in an additional term in Eq. ( 10). These equations are used explicity, as shown in Fig. 5 . Piezoelectric detection is also included in the model. For 1D wave propagating through a piezoelectric dielectric with no current flowing through an external circuit (since the external impedance is assumed infinite), we may neglect the electric field displacement D.12 The node equations, (9) 
where e is the piezoelectric stress constant, 5' is the strain in the piezoelectric, 2 is the dielectric constant at constant strain, and E is the electric field. Setting D equal to zero, taking the derivative with respect to time and using (12) we obtain (13 Converting to finite difference form, Eq. ( 13) becomes
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The two offset meshes represent different variables; one mesh is stress and the other is material velocity. A third mesh which coincides with the stress m&h is used to represent the electric field. At each half-time step, stress or velocity is alternately calculated, and the electric field is calculated after the stress/velocity field is known. Last, the electric field mesh is integrated and the potential across the transducer determined. The meshes are divided into different regions by the material properties, and where a material boundary divides two nodes the material properties are averaged with weights appropriate to the boundary's position between the nodes. At the top and bottom regions a radiation (i.e., no reflection) condition on the stress/ velocity field enables simulation of semi-infinite media.
A limitation of the leap frog method is the restriction on the size of the time step. The time step must be sufficiently small that the numerical velocity is larger than the acoustic wave velocity everywhere in the model or an instability results:13 numerical velocity = spatial step time step
A smaller time step necessitates more computer time to simulate a given duration of model time. Unfortunately, the material regions of slower wave speed are unable to benefit from the largest permissible time step since a single temporal and spatial mesh size is used throughout the model. A problem arises at the material boundaries between nodes. When the elastic stiffness or density are averaged the resulting wave velocity is not the average of the wave velocities'of the two regions, it may be some value larger than that of either region. For example if the density is averaged, then --3 k+ J34pl+epn)/5 *
The averaged properties must be adjusted to meet the stability requirement even though this adjustment seems to make the model less accurate. Viscosity also creates a stability problem. Viscosity in an acoustic media causes dispersion. Even if the acoustic group velocity is less than the numerical velocity, the high frequency components, which travel faster than the group velocity in a viscous media, will cause instability. The time step must be set small enough to ensure that the numerical velocity is larger than the largest phase velocity present in the model. Because the mesh spatial step size sets a lower limit on the wavelength that can be represented in the model, it limits the frequencies that must be considered for stability with dispersion.
IV; FINITE DIFFERENCE MODEL RESULTS
Before the model results were examined for a complex configuration, such as the practical PAS cell, the model was tested against some simple analytical results. The model agreed with analytical results for the following cases:
( 1) acoustic pulse amplitude from photoacoustic generation, (2) pulse propagation velocity, (3) spatial shape retention in nondispersive media, (4) reflection and transmission amplitude at an interface, (5) attenuation due to viscosity. The model was also observed to converge with spatial node steps less than 0.1 mm when the material and geometric parameters were set to match the experimental cell of Fig. 2 . Both the model data (Fig. 6) The resonance frequencies, however, appear to be different. (This will be more obvious in the frequency domain results described later.) Also, the experimental signals' amplitude envelope rises more gradually than predicted by the model, which could be explained by acoustic coupling through the cell side walls. The quartz walls have a much higher wave speed than the solution, which causes the acoustic energy traveling through the cell to be spread out. Therefore, part of the energy will arrive at the transducer earlier than would be predicted from the wave speed of the solution alone. It is easier to interpret the PA signal characteristics ,in the' frequency domain than in the time domain. Figure 7 shows the Fourier transformed model data. The signal consists of a series of closely spaced resonance peaks which are due to acoustic harmonics of the cavity formed by the solution region of the cell. This series is modified by the resonance of the transducer assembly which causes certain bands of the solution cavity resonances to generate a larger transducer output (e.g., the envelopes centered at 170,400, 640 kHz, etc.). In the experimental data (Fig. 8) , only the lowest order resonances of the transducer assembly are observed to produce significant signal. Since the detection electronics are not a significantly limiting factor below 1 MHz, the absence of these higher frequency components suggests that there are acoustic damping mechanisms that have not been accounted for in the model. The finite difference model was designed to facilitate optimization of the PA cell assembly, by allowing material and geometric parameters to be easily varied. As an example, the peak amplitudk of the PA signal in the time domain is plotted based on a parameter matrix generated by varying the dimension of the PZT and quartz layers ( 9). From this figure, the PA signal increases with PZT dimension until the dimension is comparable to the dominant wavelength propagating through the transducer. This is because a piezoelectric transducer approximates a strain wave spatial integrator between its electrodes. The optimal quartz layer dimension increases with PZT dimension since it serves as an acoustic matching layer to the transducer. When the PZT dimension is-larger it has a lower resonance frequency and a thicker quartz layer is required to maintain a high transmission coefficient at the resonance frequency. Because the detection limit of a PAS system is correlated with the magnitude of the signal, optimizing the peak transient amplitude will assist in improving the detection limit.
V. CELL MODES
An alternative approach to modeling the PAS cell is to carefully examine the transients it generates experimentally and see what can be inferred about the behavior of the cell. Since the PAS cell is essentially a resonant cavity, it is most informative to Fourier transform the transients and observe the frequency response of the cell, and in particular, its resonant frequencies. This approach is similar to the modal analysis used to evaluate vibration in structures, except that in this case the vibration transducer is already an integral part of the structure being evaluated.
In general, a few superposed modes with slight damping will result in a complex and long duration signal in the time domain. By examining the signal in the frequency domain one can easily observe the modal frequencies, and by scanning the position of the excitation source through the cell the actual acoustic field associated with the modes can be inferred. However, it is not clear that a modal analysis, which is traditionally concerned with the long term, steady state response, would provide any insight for a gated, PAS system. It is instructive to ask what part of the results of a modal analysis are pertinent to, or can be derived from a limited duration of signal. Two ways to answer this question will be discussed: one in the time domain, and one in the frequency domain.
In the time domain, a relevant scale is the acoustic transit time between the boundaries and interfaces. The standing wave pattern of a mode is the result of multiple reflections of a wave between confining boundaries. One cannot infer the acoustic field of a mode or the acoustic spectrum associated with a particular set of boundaries or interfaces until sufficient time has elapsed for reflections back and forth between these boundaries at the wave speed of the media. The acoustic waves cannot convey information about a boundary they have not intercepted.
The same issue can be examined in the frequency domain. If there are two closely spaced frequency components in a signal, there is a minimum duration that the signal must be observed before it can be known that there are two distinct frequencies present. By a trigonometric identity cos(2~f~t)+cos (27~f~t)=2 cos(2~i-Aft)cos(2~~t), 
This demonstrates the well known beat phenomena of the two frequency components, where the sinusoid of the beat frequency Af is considered to be an amplitude envelope of the average frequency 7. This signal must be observed for a time on the order of the beat period l/Af before it can be known that the signal is not just a pure tone 7 i.e., before f, and f2 can be resolved. To relate this to cavity dimensions, note that larger cavities have lower fundamental modes and, thus, the harmonics form a more closely spaced set of frequencies. Therefore, signals from larger cavities must be observed longer to resolve their modes. With gated detection it is often the case that the gate is positioned in a time range too early for the acoustic pulse to have propagated through the solution the entire length of the cell. We might then conclude that the modes associated with the solution cavity are irrelevant. However, for a typical PA cell the containment vessel is made of a material with a much higher wave speed than the solution it contains. The acoustic transit time between the boundaries may be much shorter than would be determined from the wave speed of the solution alone, with the container considered as a rigid boundary. For example, quartz has a longitudinal wave speed four times that of water, and in the time it takes the acoustic pulse to propagate from the cell midpoint to the transducer through the solution, stress/ strain waves can propagate twice the length of the cell through the walls. The modes associated with the solution cavity may be pertinent even to systems where gating the early part of the transient is practiced.
We can observe experimentally what part of the mode spectrum is relevant to a particular observation time by acquiring the entire PA transient signal, but using limited durations (windows) of the signal for the transform to the frequency domain. As more of the transient signal is included in the transform one expects to see the frequency peaks of a resonant system become narrower and more well defined. Figure 10 demonstrates this narrowing in our typical experimental PA signal. Because our photoacoustic cell assembly has two very different length/time scales, the solution region with round trip acoustic transit time of -50 ,us and the transducer assembly with -5 ,LLS, we expect to see two corresponding levels of structure in the spectrum. It is observed that a broad envelope structure becomes well defined by 50 ps. Since only one round trip in the solution region can have occurred by this time we assume this structure is associated with resonances of the transducer assembly. After 200 ,LLS, a finer structure becomes apparent, which we conclude derives from the solution region resonance. Therefore, the complex PAS transients are a result of a superposition of these acoustic resonances. For gated detection PAS systems, in which one chooses to gate in the first 50 ~1s of the transient, only the transducer assembly resonances dominate the measured amplitude response. The spatial variation of the resonant mode acoustic field may explain another characteristic of the PA signal. The PA signal has a significant dependence on the height of the excitation beam in the cuvette. When reflections from the top and bottom of the cell have reached the transducer, the timing between the arrival of these reflections will alter the signal. Since the timing is directly affected by the distance between the beam and the boundaries, one expects a beam height dependence in the latter part of the signal, but a dependence on beam height is observed even in the earlier part of the signal before multiple reflections have reached the transducer. To examine the signal dependence on excitation height, frequency domain data were compiled as a function of height. Three sources of data are compared: a simple cavity model, the finite difference model, and experiment. The geometric and material parameters of the two models were set to match the experimental conditions as closely as possible. A 1D cavity model was designed to represent the solution region of the PA ceil, with the stress at the bottom of the cavity representative of the transducer output. To simplify the results the excitation source is modeled as a delta function. The 1D stress wave equation is solved with the following boundary conditions: zero displacement at the bottom and stress free at the top:
The initial conditions are (20) 7(z,t=O) =S(z-zo). The solution for stress at the bottom of the cavity is 
I (24)
Since this type of model produces delta function frequency peaks, the peaks are arbitrarily given finite width to assist comparison with the more realistic data from the finite difference model and experiment. The stress amplitude at the bottom of the cavity is a function of excitation height z. and frequency (Fig. 11) .
The finite difference model data (Fig. 12) gives the transducer potential as a function of excitation height and frequency, where the excitation source was chosen to match that of the experimental conditions (i.e., a Gaussian of width 2.0 mm). The data from both the finite difference model and experiment (Fig. 13 ) are Fourier transforms of the first 500 ,US of transducer output.
The solution cavity modes are most conspicuous in the simple cavity model data (Fig. 11) . The left most light band is the lowest order mode, at the frequency for which one quarter wavelength tits in the solution region. The intensity variation of this band in the vertical direction shows the spatial variation of the acoustic field associated with the mode. The next light band (at N 30 kHz) is the frequency for which three quarters of a .wavelength fits in the region, and this mode has one internal (not on the boundary) excitation node. The number of nodes in a mode continues to increase with frequency. The dark nodal points on the subsequent, bright mode bands give the appearance of diagonal stripes in the figure. widely spaced brighter regions in the pattern, and the transducers bandwidth limitation causes the overall brightness of the pattern to roll off with increasing frequency.
Both the simple cavity and finite difference model data show the number of nodes decreasing at frequencies above 400 kHz, but this is just due to aliasing in the height dependency of the data. The aliased high frequency data are included, anyway, to show the effect of the transducer on the pattern in comparing the simple cavity and finite difference data. The finite difference model data (Fig. 12 ) exhibit the The experimental data (Fig. 13 ) exhibit the same same features with an additional modulation of the pattern. striped appearance, with the increasing number of nodes Since the presence of the transducer is the most significant per mode very clearly in the lower frequency range. The difference between the simple cavity and finite difference overall modulation due to the transducer is different from models, we assume the transducer response causes this that of the finite difference model, and the roll off comes at modulation. Thus, the transducer response is seen as a much lower frequency, as noted earlier.
frequency ( The concentration detection limit is an important characteristic of all analytical techniques. For gated PAS systems, detection limits are usually computed for a specific gate position. If the entire photoacoustic transient is recorded one can compute the detection limit as a function of time, or, transforming to the frequency domain, as a function of frequency. Noise mechanisms, which limit detection to some minimum concentration, were not included in the finite difference model, so the following discussion will be based on experimental data only.
The standard method for computing detection limits is to record the resulting signal from a range of different solution concentrations, including a blank. For each solution, multiple data points are obtained and averaged. From the mean data a calibration curve is constructed (signal versus concentration), and the detection limit is then computed asI (25) where CL is the minimum detectable concentration, SR is the standard deviation of the blank solution, m is the slope of the calibration curve, and k is, by convention, chosen to be two or three.
We used solutions of Nd3+ with molar concentrations of: 10w2, 5X IO-", 2X 10B3, 10B3, and 0 (blank), and acquired a statistical sample of 20 'transients for each solution. Neodymium was chosen because it exhibits radiationless decay after electronic excitation, similar to most of the rare earth and actinide elements, when they exist as free ions in acidic solutions. '-** l5 The accuracy of the detection limit expression (25) can be increased by accounting for the deviation of the slope and intercept of the calibration curve,14 as was done here. Since the goal was to examine relative variations of detection limit at different times or different frequencies of the PA signal, no attempt was made to obtain low detection limits, i.e., averaging was minimal. Figure 14 shows the detection limit as a function of time (upper curve), with the mean transients of the most concentrated and blank solution shown on the lower portion of the graph. The left and right axes are independent; the curves are drawn together to emphasize the time correlation in the detection limit to the transient signals. As a first approximation one might guess the detection limit to be inversely correlated with the PA ,signal magnitude, and, in fact, the data show that where the signal magnitude is near zero, the detection limit is high. However, if we examine the d@rence between the blank and most concentrated solution, we see an even stronger correlation with large differences between these two signals and low detection limits. The vertical arrows in Fig. 14 curve, and the slope is in the denominator of the formula used to calculate the detection limits. We can also examine the detection limit as a function of frequency. First, it is important to note that the detection limit versus frequency is not the Fourier transform of the time domain dktection limit. Each of the individual transients (twenty per solution) must be transformed, and then the detection limit computation must be performed on this transformed data. In Fig. 15 we observe the same detection limit correlations as with the time domain data (Fig. 14) . 
Pulsed photoacoustic spectroscopy
The detection limit data can be used to optimize the PAS system. For a gated system, the time domain data indicate the gate positions that will yield the lowest detection limits, which can vary by over an order of magnitude. The obvious choice of gating on a peak in the PA transient is likely to give good results, but using Fig. 14 one can position the gate at the optimal spot for lowest detection limits. The frequency domain data can be used to design an optimizing filter. The frequencies showing high detection limits can be strongly attenuated leaving only those with low detection limits. The filtered signal should provide a lower overall detection limit. However, for the best detection limit per pulse, the detection limit of the entire transient can be used to create a weighting function to obtain the optimum single value from the entire signal transient. I6
For the last procedure a caveat is in order. Using an average of many points (at different times on the transient or different frequencies in the transformed signal) a detection limit can be obtained which is lower than that derived from any one of the individual points. However, for this statement to be true, the individual points must be independent (i.e., the noise fluctuations on the individual points must not be correlated). Unfortunately, all points on the PA transient are not independent; the signal from an acoustic pulse and the signal from its reflection off a boundary are not independent. The latter contains the very same noise fluctuations as the original pulse, plus additional noise acquired from the reflection and further propagation. Averaging in the reflected signal will not lower the overall detection limit. This suggests a limit on the usefulness of the entire transient. Once sufficient time has elapsed for the acoustic pulse to reach the transducer and then make a round trip through the cell back to the transducer, the remainder of the transient will probably not contribute to improving the detection limit of a weighted average. By this time all independent information has been acquired, and the rest of the transient can be ignored.
