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a b s t r a c t
We present a review of several column generation formulations for the Routing and
Wavelength Assignment (rwa) problem with the objective of minimizing the blocking
rate. Several improvements are proposed, together with a comparison of the different
formulations with respect to the quality of their continuous relaxation bounds and their
computing solution ease. Experimental results are presented on several classical network
and traffic instances.
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1. Introduction
Many papers have already appeared on the rwa problem, i.e., the routing and wavelength assignment problem, one
of the central problems in the dimensioning of optical Wavelength Division Multiplexing (wdm) networks, see [1] for an
introduction. As it is a highly combinatorial problem, various heuristic scheme solutions have been proposed under different
traffic assumptions with static or dynamic patterns, with single or multi hops, and for various objectives, cf. the surveys of
Dutta and Rouskas [2] and Zang, Jue and Mukherjee [3] for a summary of the works until 2000, and Jaumard, Meyer and
Thiongane [4] for a recent survey on symmetrical systems under various objectives.
Several compact ilp formulations have been proposed for the rwa problem: see [4,5] for recent surveys in the
symmetrical and asymmetrical cases respectively. They all share the drawback to be highly symmetrical with respect
to wavelength permutations. As a consequence, even problems of moderate size can hardly be solved to optimality. In
an attempt to overcome this drawback, column generation formulations with exponentially many variables have been
proposed (Ramaswami and Sivarajan [6], Lee et al. [7]). We review these formulations, improve and compare them and
propose a new one.
The paper is organized as follows. In the next section, we present a more formal statement of the rwa problem and
define the notations that will be used throughout the paper. The following sections are each devoted to a specific column
generation formulation of the rwa problem: Section 4 to the maximal independent set formulation of Ramaswami and
Sivarajan [6], Section 5 to the independent routing configuration formulation of Lee et al. [7], Section 6 to a new maximal
independent routing configuration formulation. We then present in Section 7 a relaxation of the formulations presented in
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Sections 5 and 6 and compare the linear programming relaxation upper bound provided by the various column generation
formulations. In Section 8 we propose a branch-and-price algorithm to solve the new maximal independent routing
configuration formulation presented in Section 6. Computational results are given in Section 9. Conclusions are drawn in
the last section.
2. Statement of the max-RWA problem
Let us consider a wdm optical network represented by a multigraph G = (V , E) with node set V = {v1, v2, . . . , vn}
where each node is associated with a node of the physical network, and with arc set E = {e1, e2, . . . , em} where each arc
is associated with a fiber link of the physical network: the number of arcs from vi to vj is equal to the number of fibers
supporting traffic from vi to vj. Connections and fiber links are assumed to be directional, and the traffic to be asymmetrical.
The set of available wavelengths is denoted byΛ = {λ1, λ2, . . . , λW }withW = |Λ|. The traffic is defined by a n× nmatrix
T where Tsd defines the number of requested connections from vs to vd. All wavelengths are assumed to have the same
transport capacity. Let SD = {(vs, vd) ∈ V × V : Tsd > 0}. Denote by Psd the set of elementary paths from vs to vd for
(vs, vd) ∈ SD and by P the overall collection of elementary paths, i.e., P = ⋃(vs,vd)∈SD Psd. Let ω+(vi) (resp. ω−(vi)) be
the set of outgoing (resp. incoming) fiber links at node vi.
We consider only single-hop connections, i.e., the same wavelength is used from the source to the destination for all
connection requests. Note that it has been shown (see [8]) that wavelength conversion (i.e., multiple-hop connections) does
not help very much in order to reduce the blocking rate.
The rwa problem can then be formally stated as follows: given a multigraph G corresponding to awdm optical network,
and a set of requested connections, find a suitable lightpath (p, λ) for each granted connection, where a lightpath is defined
by the combination of a routing path p and a wavelength λ, so that no two paths sharing an arc of G are assigned the same
wavelength.We study the objective ofminimizing the blocking rate, that is equivalent tomaximizing thenumber of accepted
connections, leading to the so-called max-rwa problem.
3. Path modeling
A rather straightforward formulation for the rwa problem, oftenmentioned in the literature, corresponds to the so-called
path formulation: see, e.g., [6,5]. This formulation suffers from the drawback of exhibiting a wavelength symmetry: one can
deduceW ! alternate solutions for any given solution throughwavelength permutations. It is therefore not suited for practical
computation taking in account that, in addition, the number of paths in a general network is exponential in the number of
nodes. Nevertheless we mention it for several reasons. Firstly, due to its exponential number of variables, it fits naturally in
the column generation framework. Secondly, it provides a bridge between the other column generation procedures studied
later in this paper and the compact formulations reviewed in [5] with respect to their linear programming lp relaxation.
Although we do not consider particular constraints (e.g., limit on the number of hops) on the lighpaths in this paper,
it is worth noting that such constraints are usually much easier to handle with path formulations than with arc or link
formulations. At last, let us recall that it has been shown in [5] that the lp relaxation of the path formulation and of the
compact formulations have the same optimal value.
3.1. The master problem
Let us define the parameters
δpe =
{
1 if arc e belongs to path p
0 otherwise
for all p ∈ P and e ∈ E. The path formulation can be written as follows:
max zpath(x) =
∑
λ∈Λ
∑
p∈P
xλp
subject to:∑
p∈P
δpe x
λ
p ≤ 1 e ∈ E, λ ∈ Λ (1)∑
λ∈Λ
∑
p∈Psd
xλp ≤ Tsd (vs, vd) ∈ SD (2)
xλp ∈ {0, 1} p ∈ P , λ ∈ Λ. (3)
Constraints (1) correspond to the clash constraints, i.e., they express that there is at most one lightpath going through
each pair (e, λ). Constraints (2) are the demand constraints: one must ensure that the number of accepted connections
for a given pair source–destination does not exceed the demand, while we attempt to maximize the number of accepted
connections in the objective function.
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3.2. The auxiliary problems
The lp relaxation, denoted by lp_path, is obtained by replacing the binary constraints (3) by 0 ≤ xλp ≤ 1 for all p ∈ P
and λ ∈ Λ. As the number of paths can be exponential, let us consider the lp_path formulation with a variable subset
of {xλp : p ∈ P , λ ∈ Λ}, leading to the so-called restricted master problem. To check whether the optimal solution of the
restricted master problem is also optimal for the original lp_path, we need to verify whether there exists a variable xλp with
a positive reduced cost that could be added to the restricted master problem, see, e.g., Nemhauser and Wolsey [9] for an
introduction to column generation. If such a variable exists, it is added to the variable subset of the restrictedmaster problem
that is solved again. Otherwise the lp_path has been solved optimally.
Let u0eλ be the dual value associated with constraint (1) for a given (e, λ) ∈ E ×Λ, and u1sd the dual value associated with
constraints (2) for a given (vs, vd) ∈ SD . Note that the constraints xλp ≤ 1 are implied by (1), so we do not need to consider
them explicitly. The reduced cost of variable xλp is
c(xλp) = 1−
∑
e∈p
u0eλ − u1s(p)d(p)
where s(p) and d(p) denote respectively the source and the destination node of path p.
For a given λ ∈ Λ, a variable with positive reduced cost can be found by solving the following ilp problem:
max caux-path,λ(α) = 1−
∑
e∈E
u0eλαe −
∑
(vs,vd)∈SD
u1sdαsd
subject to:∑
(vs,vd)∈SD
αsd = 1 (4)∑
vs:(vs,vi)∈SD
αsi +
∑
e∈ω+(vi)
αe =
∑
e∈ω−(vi)
αe +
∑
vd:(vi,vd)∈SD
αid vi ∈ V (5)
αsd ∈ {0, 1} (vs, vd) ∈ SD (6)
αe ∈ {0, 1} e ∈ E (7)
with αsd = 1 if a path from vs to vd is selected, and αsd = 0 otherwise; and αe = 1 if arc e is used for the path, and αe = 0.
As this shortest-path formulation has the integrality property, the integrality constraints on the variables αe can be dropped
(recall that a problem has the integrality property if its solution is unchanged when the integrality restriction is removed).
Following the observation that theweights on the arcs do not depend on the pair (vs, vd), a simple solution scheme can be
based on solving an all-pair shortest path problem in O(n3) using the Floyd–Warshall algorithm (see, e.g., [10]) and adding
to each path the corresponding cost u1sd in O(|SD|). Hence, an overall complexity is O(|Λ|n3).
3.3. Discussion
Several compact formulations, i.e., with a polynomial number of variables and constraints, have been proposed for the
max-rwa problem, with lp relaxations that yield the same optimal value than that given by lp_path: see [5]. Therefore, the
drawback of having an exponential number of variables is not compensated by a gain in the quality of the upper bound for
the path formulation. Even worse, this column generation formulation also exhibits the same symmetry with respect to the
permutations of the wavelengths than that shown by the compact formulations.Wewill show in the following sections that
there are alternative column generation formulations with more attractive properties.
4. Maximal independent set modeling
A first alternative column generation formulation was proposed by Ramaswami and Sivarajan [6], overcoming the
wavelength symmetry problem. In order to express it, let us first define the wavelength clash (or conflict) graph GW =
(VW , EW ). The set of nodes is a union of node sets
VW =
⋃
(vs,vd)∈SD
V sdW ,
where V sdW = {rp : p ∈ Psd} is a set of route nodes, i.e., of nodes associated with potential routes for connections from vs
to vd for all (vs, vd) ∈ SD , and EW = {{rp, rp′} ∈ VW × VW : paths p and p′ have at least one common fiber link}. Let Imax
be the overall set of maximal independent sets of GW , and let wI be the number of wavelengths associated with I for each
I ∈ Imax.
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4.1. MAX_IS mathematical formulation
Let us define the following set of coefficients:
δpI = |{rp} ∩ I| =
{
1 if path p is such that rp belongs to independent set I
0 otherwise
and observe that∑
p∈Psd
δpI = |I ∩ V sdW | I ∈ Imax, (vs, vd) ∈ SD. (8)
The Ramaswami and Sivarajan [6] formulation amounts to find a set of q ≤ W maximal independent sets subject to some
constraints. It is formally expressed as follows:
max
∑
(vs,vd)∈SD
ysd
subject to:∑
I∈Imax
wI ≤ W (9)
xp ≤
∑
I∈Imax
wIδpI p ∈ P (10)
ysd ≤
∑
p∈Psd
xp (vs, vd) ∈ SD (11)
0 ≤ ysd ≤ Tsd (vs, vd) ∈ SD (12)
xp ≥ 0 p ∈ P (13)
wI ∈ N I ∈ Imax. (14)
The variable ysd counts the number of accepted connections from vs to vd for all (vs, vd) in SD , while the variable xp counts
the number of times a given path is selected for a lightpath for all p ∈ P . Note that we may, a priori, allow more lightpaths
between a pair of source–destination than required, but constraints (11) and (12) ensure that we grant no more than the
number of requested connections. The variables xp can be eliminated by combining constraints (10) and (11). Moreover the
nonnegativity constraints on the variables ysd can be eliminated because of the objective function. Using (8), we obtain the
following max_is formulation:
max zmax_is(w, y) =
∑
(vs,vd)∈SD
ysd
subject to:∑
I∈Imax
wI ≤ W (15)
ysd −
∑
I∈Imax
wI |I ∩ V sdW | ≤ 0 (vs, vd) ∈ SD (16)
ysd ≤ Tsd (vs, vd) ∈ SD (17)
wI ∈ N I ∈ Imax. (18)
The most important feature of the max_is formulation lies in the fact that wavelengths are assigned only once an optimal
solution has been found, therefore eliminating the symmetry problem arising from equivalent solutions up to a wavelength
permutation in the classical ilp formulations and in the path formulation, see, e.g., Jaumard, Meyer and Thiongane [4]. Let
w∗ be an optimal solution of themax_is formulation and let I1, I2, . . . , Iq, q ≤ W be the independent sets such thatw∗I ≥ 1.
One can then distribute the wavelengths over the independent sets as follows: assign λt , t = 1+∑τ−1i=1 w∗Ii , . . . ,∑τi=1w∗Ii
to the independent set Iτ for τ = 1, 2, . . . , qwith the convention that∑0i=1w∗Ii = 0.
4.2. Solution of the LP relaxation of MAX_IS
Although Ramaswami and Sivarajan [6] proposed the above max_is formulation, i.e., a so-called column generation
formulation, they did not solve it using column generation techniques even if those techniques usually lead to a muchmore
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efficient solution scheme than the Simplex algorithm as it avoids considering explicitly all potential variables/columns. Let
us study how to solve the lp relaxation, denoted by lp_max_is, using column generation techniques.
The lp_max_is relaxation is obtained by replacing the integer constraints (18) bywI ≥ 0 for all I ∈ Imax. As the number
of maximal independent sets can be exponential, let us consider the lp_max_is formulation with all variables ysd such that
(vs, vd) ∈ SD and a variable subset of {wI : I ∈ Imax}, leading to the so-called restricted master problem. To check whether
the optimal solution of the restricted master problem is also optimal for the original lp_max_is, we need to verify whether
there exists a variable wI with a positive reduced cost. If such a variable exists, it is added to the variable subset of the
restricted master problem that is solved again. We iterate until no variable wI with a positive reduced cost can be found:
the lp_max_is has then been solved optimally.
Let u0 be the dual value associated with constraint (15) and u1sd the dual value associated with constraint (16) in an
optimal solution of the current restricted master problem. Then the reduced cost for variablewI is
c(wI) = −u0 +
∑
(vs,vd)∈SD
|I ∩ V sdW |u1sd.
Checking the existence of a variable with positive reduced cost corresponds to a weighted independent set problem that
can be written:
max caux_max_is(α) = −u0 +
∑
(vs,vd)∈SD
∑
p:rp∈V sdW
u1sdαp
subject to:
αp + αp′ ≤ 1 (rp, rp′) ∈ EW
αp ∈ {0, 1} rp ∈ VW
where αp = 1 if node rp belongs to the independent set and 0 otherwise. Many exact methods have been proposed for the
weighted independent set problem, see, e.g., Mehrotra and Trick [11], Balas and Xue [12]. It is usual in column generation
methods not to solve exactly the auxiliary problem but rather to stop when one or more columns with the appropriate sign
for their reduced cost, are found. Note that here, there is no guarantee that such columns would correspond to a maximal
independent set. Even if we solve the subproblem at optimality, there is no guarantee that the optimal solution foundwould
correspond to a maximal independent set when some u1sd are equal to 0. This minor difficulty can be solved in two ways.
Firstly, the independent set can be completed to a maximal independent set. Clearly this operation cannot decrease the
objective value. Secondly, by looking more carefully at the formulation, we see that it remains valid even if non-maximal
independent sets are considered. Indeed the formulation is valid whether the independent sets are maximal independent
sets or not.
4.3. Quality of the LP Bound of the MAX_IS Formulation
The lp relaxation upper bound obtained with this formulation can be strictly better than the LP relaxation bound of the
path formulation:
Example 1. Consider the KK Network of Kleinberg and Kumar’s [13] shown in Fig. 1(a). LetW = 1. Assume that the traffic
matrix is given by T13 = T14 = T25 = T63 = T65 = 1, all other entries of T being 0. The paths of interest are p1 = (v1, v2, v3),
p2 = (v1, v2, v4), p3 = (v2, v4, v5), p4 = (v6, v4, v2, v3) and p5 = (v6, v4, v5), see Fig. 1(b). The maximal independent sets
in the conflict graph are I1 = {r1, r3}, I2 = {r1, r5}, I3 = {r2, r4}, I4 = {r2, r5} and I5 = {r3, r4}, see Fig. 1(c). Solving the linear
programs yields zlpmax_is = 2 (obtained by selecting any one of the independent sets) and zlppath = 52 (obtained for x1p = 12 for
all p).
We will show in Section 7 (see Proposition 6) that zlpmax_is ≤ zlppath.
Amajor drawback of themax_is formulation is however that the aux_max_is auxiliary problem needs to be solved on the
wavelength clash graph that may involve an exponential number of vertices as each vertex is associated with an elementary
path for a given pair of source and destination nodes. The formulations proposed in the next sections do not suffer from this
drawback as the solution algorithm of their auxiliary problems requires to consider only implicitly the wavelength clash
graph, see Section 7 for more details.
5. Independent routing configuration modeling
Lee et al. [7] (see also [14,15]) have introduced the concept of independent routing configurations, where each
configuration is implicitly associated with a set of paths, not necessarily unique, that can be used for satisfying a given
fraction of the connections with the same wavelength. An independent routing configuration C is represented by a non-
negative vector aC such that
aCsd = number of connection requests from vs to vd that are supported by configuration C
aCsd ≤ Tsd (vs, vd) ∈ SD.
We denote by C the set of all possible independent routing configurations.
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(a) KK Network. (b) Lightpaths. (c) Conflict Graph.
Fig. 1.
5.1. IRC mathematical formulation
We define the variables wC that indicate how many occurrences of a given independent routing configuration are used
simultaneously, each occurrence with a different wavelength. The independent routing configuration formulation, denoted
by irc, can be expressed as follows for the max-rwa problem:
max zirc(w) =
∑
C∈C
∑
(vs,vd)∈SD
aCsdwC
subject to:∑
C∈C
wC ≤ W (19)∑
C∈C
aCsdwC ≤ Tsd (vs, vd) ∈ SD (20)
wC ∈ N C ∈ C. (21)
5.2. Solution of the LP relaxation of the IRC Formulation
The lp relaxation, denoted by lp_irc, is obtained by replacing the integrality constraints (21) in irc by wC ≥ 0 for all
C ∈ C. As the number of independent routing configurations can be exponential, we consider again a so-called restricted
master problem on a subset of the variables and examine the reduced cost to determine whether or not we have reached
the optimal solution of lp-irc. Let (u0, u1sd) be an optimal solution of the dual of the current restricted master problem. Then
the reduced cost c¯(wC ) of columnwC can be written
c¯(wC ) = −u0 +
∑
(vs,vd)∈SD
(1− u1sd)aCsd.
To find whether there exists a configuration with a positive reduced cost, Lee et al. [15] consider the following auxiliary
problem:
max c¯aux1−irc(α) = −u0 +
∑
(vs,vd)∈SD
∑
p∈Psd
(1− u1sd)αp
subject to:∑
p∈P
δpeαp ≤ 1 e ∈ E (22)∑
p∈Psd
αp ≤ Tsd (vs, vd) ∈ SD (23)
αp ∈ {0, 1} p ∈ P (24)
where αp = 1 if path p is selected and 0 otherwise, and δpe is defined in Section 3.1. The auxiliary problem corresponds here
again to a weighted independent set problem (using the clique formulation, see e.g., Grötschel et al. [16]), but with some
cardinality constraints.
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Lee et al. [15] solve it using column generation and a branch-and-price algorithm, or in other words they have a column
generation algorithm for solving the auxiliary problems embedded in the columngeneration (heuristic) algorithm for solving
the master problem.
In order to overcome the need of an embedded column generation solution, an interesting alternative is to reformulate
the auxiliary problem as a multi-flow problem:
max c¯aux2−irc(α) = −u0 +
∑
(vs,vd)∈SD
∑
e∈ω+(vs)
αsde (1− u1sd)
subject to:∑
(vs,vd)∈SD
αsde ≤ 1 e ∈ E (25)∑
e∈ω+(vi)
αsde =
∑
e∈ω−(vi)
αsde (vs, vd) ∈ SD, vi ∈ V \ {vs, vd} (26)∑
e∈ω+(vs)
αsde ≤ Tsd (vs, vd) ∈ SD (27)∑
e∈ω−(vs)
αsde = 0 (vs, vd) ∈ SD (28)
αsde ∈ {0, 1} (vs, vd) ∈ SD, e ∈ E (29)
where αsde = 1 if a path from vs to vd goes through fiber link e, and 0 otherwise. Constraints (25) and (26) define a set
of disjoint paths, i.e., a configuration. If c¯aux2−irc(α) ≤ 0 then lp_irc has been solved to optimality. Otherwise the routing
configuration C defined by the vector (aCsd) with a
C
sd =
∑
e∈ω+(vs) α
sd
e for (vs, vd) ∈ SD is added to the restricted master
problem, which is solved again.
6. Maximal independent routing configuration modeling
By combining the ideas of the formulations of the two previous sections, we obtain a new formulation that requires only
maximal independent routing configurations where an independent routing configuration C is maximal if there does not
exist another independent routing configuration C ′ such that aC ′ ≥ aC .
6.1. MAX_IRC mathematical formulation
Let Cmax be the set of all maximal independent routing configurations and let againwC be the number of occurrences of
the independent routing configuration C that are used, each with a different wavelength. Then max_irc can be formulated
as follows:
max zmax_irc(w, y) =
∑
(vs,vd)∈SD
ysd (30)
subject to:∑
C∈Cmax
wC ≤ W (31)
ysd ≤
∑
C∈Cmax
aCsdwC (vs, vd) ∈ SD (32)
ysd ≤ Tsd (vs, vd) ∈ SD (33)
wC ∈ N C ∈ Cmax. (34)
6.2. Solution of the LP relaxation of MAX_IRC
Let u0 be the dual value associated with constraint (31) and u1sd the dual value associated with constraint (32) in the
optimal solution of the restrictedmaster problem. The reduced cost for variablewC is−u0+∑(vs,vd)∈SD aCsdu1sd. The auxiliary
problem is then defined by:
max c¯aux_max_irc(α) = −u0 +
∑
(vs,vd)∈SD
∑
e∈ω+(vs)
αsde u
1
sd
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subject to:∑
(vs,vd)∈SD
αsde ≤ 1 e ∈ E (25)∑
e∈ω+(vi)
αsde =
∑
e∈ω−(vi)
αsde (vs, vd) ∈ SD, vi ∈ V \ {vs, vd} (26)∑
e∈ω+(vs)
αsde ≤ Tsd (vs, vd) ∈ SD (27)∑
e∈ω−(vs)
αsde = 0 (vs, vd) ∈ SD (28)
αsde ∈ {0, 1} (vs, vd) ∈ SD, e ∈ E. (29)
Note that the constraints are the same as for the auxiliary problem of the irc formulation, but the objective function differs.
6.3. Comparison of Formulations IRC and MAX_IRC
Let zlpirc and z
lp
max_irc be the optimal values of the lp relaxation of formulation irc and max_irc respectively. We have the
following result:
Proposition 1. zlpirc = zlpmax_irc.
Proof. Letw∗ be an optimal solution of the LP relaxation of formulation (irc). With each independent routing configuration
C ∈ C, we associate a maximal independent routing configuration m(C) ∈ Cmax such that aC ≤ am(C). Define wˆ
as wˆg = ∑C∈C:m(C)=g w∗C for each g ∈ Cmax and let yˆsd = min{∑C∈Cmax aCsdwˆC , Tsd} for (vs, vd) ∈ SD . Note that
yˆsd ≥ ∑C∈C aCsdw∗C for (vs, vd) ∈ SD . Therefore (wˆ, yˆ) is a feasible solution to the LP relaxation of (max_irc) with value≥ zlpirc, hence zlpmax_irc ≥ zlpirc.
Conversely let (w∗, y∗) be an optimal solution of the LP relaxation of formulation (max_irc). Clearly, at the optimum, we
have
y∗sd = min
{ ∑
C∈Cmax
aCsdw
∗
C , Tsd
}
, (vs, vd) ∈ SD.
If for all (vs, vd) ∈ Cmax, y∗sd =
∑
C∈Cmax a
C
sdw
∗
C , then wˆ defined by
wˆC =
{
w∗C if C ∈ Cmax
0 if C ∈ C \ Cmax
is a feasible solution to the LP relaxation of (irc) with value zlpmax_irc, hence the inequality z
lp
irc ≥ zlpmax_irc.
Otherwise there exists (vs˜, vd˜) ∈ SD such that
∑
C∈Cmax a
C
s˜d˜
w∗C > Ts˜d˜. For each C ∈ Cmax, we define the configuration
m(C) such that am(C)sd = aCsd for (vs, vd) ∈ SD \{(vs˜, vd˜)} and am(C)s˜d˜ = 0. Clearly the configurationm(C) is still an independent
routing configuration, although not necessarily maximal. Let λ = Ts˜d˜∑
C∈Cmax a
C
s˜d˜
w∗C
. We define wˆ as follows:
wˆC =

w∗C if C ∈ Cmax and C = m(C)
λw∗C if C ∈ Cmax and C 6= m(C)
(1− λ)w∗C ′ if C ∈ C \ Cmax and ∃C ′ ∈ Cmax : C = m(C ′)
0 if C ∈ C \ Cmax and 6 ∃C ′ ∈ Cmax : C = m(C ′).
By construction∑
C∈C
wˆCaCs˜d˜ =
∑
C∈Cmax
(λw∗C )a
C
s˜d˜
= Ts˜d˜∑
C∈C
wˆCaCsd =
∑
C∈Cmax
(
λw∗Ca
C
sd + (1− λ)w∗Cam(C)sd
)
=
∑
C∈Cmax
w∗Ca
C
sd (vs, vd) ∈ SD \ {(vs˜, vd˜)}∑
C∈C
wˆC =
∑
C∈Cmax
(
λw∗C + (1− λ)w∗C
) = ∑
C∈Cmax
w∗C .
B. Jaumard et al. / Discrete Applied Mathematics 157 (2009) 1291–1308 1299
Hence (wˆ, y∗) is a feasible solution of the formulation derived from (max_irc) by replacing Cmax by C, with value zlpmax_irc.
Note that the number of pairs (vs, vd) such that y∗sd 6=
∑
C∈C a
C
sdwˆC has been decreased by 1. Repeating this procedure, we
eventually reach the case where y∗sd =
∑
C∈C a
C
sdwˆC for all (vs, vd) ∈ SD , which concludes the proof. 
One of the advantages of the max_irc formulation over irc is that the former generally requires less columns. Indeed,
consider a network with 4 nodes v1, v2, v3, v4 such that there exists a pair of fiber links between the following pair of
nodes: (v1, v2), (v1, v3) and (v1, v4). Assume that the traffic matrix is T12 = 3, T13 = 2 and T14 = 1, and that 3
wavelengths are available. There is an unique maximal independent routing configuration: this maximal configuration
satisfies aCv1v2 = aCv1v3 = aCv1v4 = 1. An optimal solution of themax_irc formulation is therefore defined by this configuration
with weightw∗C = 3. In contrast, an optimal solution of the irc configuration will require at least 2 columns: a first column
C defined by aCv1v2 = aCv1v3 = 1 with weight w∗C = 2 and a second column C ′ defined by aC
′
v1v2
= aC ′v1v4 = 1 with weight
w∗C ′ = 1. Note however that the max_irc formulation requires the additional variables ysd, that are however polynomial in
number.
7. Relaxation of the cardinality constraints in the auxiliary problems of formulations IRC and MAX_IRC
In the formulations irc (Section 6) and max_irc (Section 5), we required the columns corresponding to the routing
configurations to satisfy the cardinality constraints
aCsd ≤ Tsd, (vs, vd) ∈ SD.
As those constraints are also expressed in the master problem, we propose to investigate the removal of this constraint
redundancy by eliminating the requirement in the pricing problems. The relaxed irc and max_irc formulations are called
respectively irc_rl and max_irc_rl, and we denote by Crl (respectively Cmax _rl) the modified set of independent routing
configurations (respectively maximal independent routing configurations). We will see, at the end of this section, that the
formulations irc_rl andmax_irc_rl play the role of bridges between the formulationmax_irc and the formulationsmax_is
and path.
7.1. Comparison of the upper bounds provided by the formulations irc,max_irc, irc_rl and max_irc_rl
By looking carefully at the proof of Proposition 1, we see that the cardinality constraints in the auxiliary problem do not
play any role in the proof. We therefore deduce:
Proposition 2. zlpirc_rl = zlpmax_irc_rl.
We next compare zlpmax_irc_rl to z
lp
max_irc:
Proposition 3. The following inequality holds:
zlpmax_irc ≤ zlpmax_irc_rl.
Moreover this inequality is strict for some instances.
Proof. Let (w∗, y∗) be an optimal solution of the lp relaxation of max_irc. To any C ∈ Cmax, we associate a configuration
m(C) ∈ Cmax _rl such that am(C) ≥ aC . We define
w˜g =
∑
C∈Cmax:m(C)=g
w∗C , g ∈ Cmax _rl.
It follows that:
y∗sd ≤
∑
C∈Cmax
aCsdw
∗
C ≤
∑
g∈Cmax _rl
agsdw˜g , (vs, vd) ∈ SD∑
g∈Cmax _rl
w˜g =
∑
C∈Cmax
w∗C ≤ W .
This shows that (w˜, y∗) is a feasible solution to the lp relaxation of max_irc_rl with value zlpmax_irc. Hence the inequality
zlpmax_irc_rl ≥ zlpmax_irc.
To see that the inequality can be strict for some instances, consider the instance defined by the network of Fig. 2, the
traffic matrix T such that T14 = 4, T23 = 1 and Tij = 0 for the other entries, andW = 2. Observe that there is a unique path
from v1 to v4: v1 → v3 → v2 → v4, whereas from v2 to v3 there are 2 paths, which in addition turn out to be disjoint:
v2 → v1 → v3 and v2 → v4 → v3. Hence there are 2 maximal independent routing configurations
C1 =
(
0
a
)
, C2 =
(
1
0
)
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Fig. 2. A particular network instance in order to illustrate zlpmax_irc 6= zlpmax_irc_rl .
where a is equal to 1 if the cardinality constraints asd ≤ Tsd are present in the auxiliary problem, and to equal to 2 if they are
not present. The lp relaxations of formulations max_irc and max_irc_rl are therefore expressed as follows:
max{y14 + y23 : w1 + w2 ≤ 2; y14 ≤ w2; y23 ≤ aw1; y14 ≤ 4; y23 ≤ 1;w1, w2 ≥ 0}.
Clearly zlpmax_irc = 2 while zlpmax_irc_rl = 2.5, obtained with (w∗1, w∗2) = (0.5, 1.5). Note that in this case, the extreme
points of the lp relaxation are integral, hence zlpmax_irc coincides with the optimal value of the integer problem. 
7.2. Comparison of the formulations MAX_IS and MAX_IRC_RL
We now compare the formulations max_is and max_irc_rl. Recall that the max_is auxiliary problem can be written
max−u0 +
∑
(vs,vd)∈SD
∑
p:rp∈V sdW
αpu1sd
s.t.
{
αp + αp′ ≤ 1 (rp, rp′) ∈ EW (a)
αp ∈ {0, 1} rp ∈ VW . (b) (35)
By definition of the wavelength clash graph GW defined in Section 4, (rp, rp′) ∈ EW if and only if the paths p and p′ share at
least one arc e ∈ E. Hence inequalities (35a) can be rewritten
αp + αp′ ≤ 1 rp, rp′ ∈ VW : e ∈ p ∩ p′, e ∈ E
or equivalently∑
rp∈VW :e∈p
αp ≤ 1 e ∈ E. (36)
Using a path notation, the auxiliary problem can then be rewritten:
max−u0 +
∑
(vs,vd)∈SD
∑
p∈Psd
αpu1sd
s.t.

∑
p∈P :e∈p
αp ≤ 1 e ∈ E (a)
αp ∈ {0, 1} p ∈ P . (b)
(37)
SincePsd is the set of all elementary paths from vs to vd, constraints (37)(a) and (b) can be replaced by flow constraints: we
then obtain the aux_max_irc_rl auxiliary problem of formulation max_irc_rl.
Note that although the auxiliary problems are identical for the two formulations, it does not imply that the set of columns
in the master problem are identical. Indeed, a column corresponding to a maximal independent routing configuration
in the max_irc_rl formulation identifies the number of disjoint paths for each pair of source–destination nodes. It does
not explicitly provide the paths; the only information we have is that there exist paths that can support the maximal
independent routing configuration. On the contrary, a column corresponding to an independent set in formulation max_is
identifies a set of disjoint paths. Since a given maximal independent routing configuration may be associated with several
different sets of disjoint paths, it follows that one column ofmax_irc_rlmay correspond to a set ofmany columns ofmax_is.
In otherwords,max_irc_rl eliminates a second type of symmetry. The following result is a direct consequence of the relation
between the 2 formulations:
Proposition 4. zlpmax_is = zlpmax_irc_rl.
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7.3. Comparison of the upper bounds provided by formulations PATH and IRC_RL
We now compare the upper bounds provided by the linear relaxations of formulations irc_rl and path.
Proposition 5. zlpirc_rl ≤ zlppath.
Proof. Let us recall first the linear relaxation of the path aggregated formulation according to the wavelength λ:
max zpath-aggr(x) =
∑
p∈P
xp
subject to:∑
p∈P
δepxp ≤ W e ∈ E (38)∑
p∈Psd
xp ≤ Tsd (vs, vd) ∈ SD (39)
xp ≥ 0 p ∈ P , (40)
together with the result zlppath-aggr = zlppath, see [6].
Let w∗C be an optimal solution of the lp relaxation of formulation irc_rl. To each independent routing configuration
C ∈ C, we associate a set P C of paths realizing C . Denote by F(P C ) the forest induced by P C . Let us define
xˆp =
∑
C∈C:p∈P C
w∗C , p ∈ P
and let us show that xˆ is a feasible solution to (38)–(40). Consider first constraints (38). By definition of an independent
routing configuration, an arc can be used at most once. Hence, using (19), we get∑
p∈P
δepxˆp =
∑
C∈C:e∈F(P C )
w∗C ≤
∑
C∈C
w∗C ≤ W .
Let us turn to constraints (39). Using (21), we get:∑
p∈Psd
xˆp =
∑
p∈Psd
∑
C∈C:p∈P C
w∗C =
∑
C∈C
|Psd ∩ P C |w∗C =
∑
C∈C
aCsdw
∗
C ≤ Tsd.
Since (40) are clearly satisfied, we conclude that xˆ is a feasible solution of the linear programming relaxation of the
formulation path-aggr. As
∑
p∈P xˆp =
∑
C∈C w
∗
C = zlpirc_rl, we conclude that zlppath ≥ zlpirc_rl. 
7.4. Summary of the comparison of the upper bounds
Let us now summarize the upper bound comparisons.
Proposition 6.
zlpirc = zlpmax_irc ≤ zlpmax_irc_rl = zlpirc_rl = zlpmax_is ≤ zlppath.
Moreover each inequality can be strict for some instances.
Proof. In Section 6 and in Sections 7.1 through 7.3, we established the following relations:
zlpirc = zlpmax_irc (Proposition 1)
zlpmax_irc ≤ zlpmax_irc_rl (Proposition 3)
zlpmax_irc_rl = zlpirc_rl (Proposition 2)
zlpmax_irc_rl = zlpmax_is (Proposition 4)
zlpirc_rl ≤ zlppath (Proposition 5),
which imply the first part of Proposition 6. The existence of an instance for which the first inequality is strict follows from
Proposition 3, while an instance for which zlpmax_is < z
lp
path was given in Example 1. 
Even if the upper bound provided by the column generation formulations irc and max_irc is stronger than the one
provided by the compact formulations and by the path formulations, there exist instances of the max-RWA problem for
which the upper bound is not equal to the optimal value.
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Example 2. Consider again the network of Fig. 2 and assume that the traffic matrix is now given by T14 = 4 and T23 = 7,
the other entries being equal to 0. Let the number of wavelengthsW be equal to 7. The maximal IRCs are again
C1 =
(
0
2
)
, C2 =
(
1
0
)
.
An optimal solution of the lp relaxation of max_irc is (w˜, y˜), with w˜1 = w˜2 = 3.5, y˜14 = 3.5 and y˜23 = 7. Its value is
zlpmax_irc = 10.5, while the optimal value of problem max_irc is 10.
8. Branch-and-price algorithm
In the previous sections, we have shown that among the column generation formulations reviewed, the formulations
irc and max_irc present the strongest lp relaxation. Both formulations are based on independent routing configurations.
However by working on the restricted set of maximal IRCs, the formulation max_irc presents a theoretical advantage over
the irc one in terms of themaximumnumber of columns (variables) that could be needed to solve the formulation. Based on
these considerations, we present in this section a branch-and-price algorithm for solving the formulation (max_irc). Recall
that this formulation is as below:
max zmax_irc(w, y) =
∑
(vs,vd)∈SD
ysd (30)
subject to:∑
C∈Cmax
wC ≤ W (31)
ysd ≤
∑
C∈Cmax
aCsdwC (vs, vd) ∈ SD (32)
ysd ≤ Tsd (vs, vd) ∈ SD (33)
wC ∈ N C ∈ Cmax. (34)
Observe that instead of (31), we could take the corresponding equality constraints:∑
C∈Cmax
wC = W . (31b)
We recall some notions. At a given node of the branching tree, only a subset of columns is explicitly available. The
problem (30)–(34) is referred to as the master problem, the problem (30)–(34) with only the subset of (explicit) columns
as the restricted master problem. The lp relaxation of formulation (max_irc) is obtained by replacing constraints (34) by
wC ≥ 0 for all C ∈ Cmax.
The choice of an initial set of columns is discussed in Section 8.1; the branching is presented in Section 8.2; the bounding,
which consists in solving the lp relaxation, is presented in Section 8.3 and an heuristic is proposed in Section 8.4.
8.1. Initial set of columns
When constraints (31) are used, it is possible to start the algorithm without any columns C ∈ Cmax. Indeed the solution
(w, y) = (0, 0) is feasible for the problem.
When constraints (31b) are used, there must be at least one column C ∈ Cmax to start the algorithm. Such an initial
column is generated by solving the auxiliary problem (see Section 8.3 or Section 6.2) with all u1sd equal to 1: this amounts to
generate an IRC that satisfies the largest number of connections.
8.2. Branching
The branching is an adaptation of the branching scheme proposed by Vanderbeck [17] (see also [18]).
Let (wˆ, yˆ) be an optimal solution of the lp relaxation of the current master problem and let Cˆ ⊂ Cmax be the subset of
explicitly available columns. If wˆ is fractional, there must exist a subset C˜ ⊆ Cmax such that α = ∑C∈C˜∩Cˆ wˆC is fractional
(take for example C˜ = {C f } where C f is a column of Cˆ such that wˆC f is fractional). We create two branches, one in which
we add the inequality∑
C∈C˜
wC ≤ bαc (41)
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in the master problem and one in which we add the inequality:∑
C∈C˜
wC ≥ dαe. (42)
The question is now how to define the set C˜ in order that the solution of auxiliary problem remains tractable in order to
find new promising columns. This means defining a branching rule that does not affect too much the constraint structure of
the auxiliary problemwhile maximizing the decrease of the LP relaxation bound. Observe first that if
∑
C∈Cˆ wˆC is fractional,
we can choose C˜ = Cmax. The modification in the auxiliary problem is simple: it amounts to add a constant to the
objective function, which corresponds to the dual value associated with this constraint. Note that this case can only happen
if constraints (31) are used.
In the sequel we consider the case where
∑
C∈Cˆ wˆC is integral. Vanderbeck [17] has proposed different ways to define
the column subset to be used for the branching. We choose the option based on a set of bounds on the components of the
columns.
Recall that the components of column C ∈ Cmax are the aCsd, (vs, vd) ∈ SD . A component bound constraint aCsd > af
or aCsd < af , where af is assumed to be fractional, is defined by a triple β ≡ (s, d, af ) and the direction of the inequality.
The notation β> refers to the lower bound constraint aCsd > af while the notation β
< refers to the upper bound constraint
aCsd < af . Let C(β
>) = {C ∈ Cmax : aCsd > af } = {C ∈ Cmax : aCsd ≥ daf e} be the set of columns C ∈ Cmax that satisfy the
component bound constraint β>. We define similarly C(β<) = {C ∈ Cmax : aCsd ≤ baf c}. With this notation,
Cmax = C(β>) ∪ C(β<) and C(β>) ∩ C(β<) = ∅.
Let B = (B>, B<) be a set of component lower and upper bound constraints. We define
C(B) =
( ⋂
β>∈B>
C(β>)
)⋂( ⋂
β<∈B<
C(β<)
)
.
For a set of component bound constraints B, let us define
f (B) =
∑
C∈C(B)
(
wˆC − bwˆCc
)
.
The following result is proved in Vanderbeck [17]:
Proposition 7. Given a non-integral feasible solution (wˆ, yˆ) of the lp relaxation of the current master problem such that∑
C∈Cmax wˆC is integral, there exists a set of component bounds B with |B>| + |B<| ≤ blog f c + 1 such that
∑
C∈C(B) wˆC is
fractional, where f (B) =∑C∈Cmax (wˆC − bwˆCc) represents the fractional characteristic of the current solution.
In practice, we first look if there exists a component bound set B of cardinality 1. If not, we apply the procedure suggested
in the proof of Proposition 7 to find a component bound set B of cardinality≥ 2.
8.3. Bounding
The upper bound at a given node of the branching tree is obtained by solving the lp relaxation of the master problem, by
using the column generation technique to generate new columns when needed. The difficulty is that the master problem
may contain branching constraints. Assume that at nodeN , themaster problem contains the following branching constraints
εj
∑
C∈Cj
wC ≤ εjK j, j ∈ GN (43)
where εj = 1 or εj = −1 depending whether the constraint (43)_j is of the form (41) or (42) for j ∈ GN . Letµj, j ∈ GN be the
dual value associated with inequalities (43). The objective function of the modified auxiliary problem is
max c1aux−max_irc(α, g) = −u0 +
∑
vs,vd∈V
∑
e∈ω+(vs)
αsde u
1
sd −
∑
j∈GN
µjεjgj (44)
where gj, j ∈ GN are additional binary variables that indicate if the column defined by α is in C j (value 1) or not (value 0).
For each β ∈ ⋃j∈GN Bj, we introduce the binary variable ηβ defined as follows. Assume that β is defined by the triple
(s, d, af ). Then
ηβ =
{
1 if column C satisfies aCsd < af
0 otherwise.
1304 B. Jaumard et al. / Discrete Applied Mathematics 157 (2009) 1291–1308
Let Bj = Bj>∪Bj<. The constraints to be added to the auxiliary problem for the component bound Bj, j ∈ GN are the following:
gj ≥ 1−
∑
β∈Bj<
(1− ηβ)−
∑
β∈Bj>
ηβ (45)
gj ≤ ηβ β ∈ Bj< (46)
gj ≤ 1− ηβ β ∈ Bj> (47)
(asd − daf e + 1)ηβ ≤ asd −
∑
e∈ω+(vs)
αsde β ≡ (s, d, af ) ∈ Bj> (48)
daf eηβ ≥ daf e −
∑
e∈ω+(vs)
αsde β ≡ (s, d, af ) ∈ Bj> (49)
(baf c + 1) ηβ ≥ baf c + 1− ∑
e∈ω+(vs)
αsde , β ≡ (s, d, af ) ∈ Bj< (50)
(asd − baf c)ηβ ≤ asd −
∑
e∈ω+(vs)
αsde β ≡ (s, d, af ) ∈ Bj< (51)
ηβ ∈ {0, 1} β ∈ Bj (52)
gj ≥ 0 (53)
where asd is an upper bound on the number of connections from vs to vd that can be accepted with only one wavelength.
When εj = −1, constraints (45), (48) and (50) can be omitted (observe thatµj ≥ 0), while when εj = 1, constraints (46),
(47), (49) and (51) can be omitted.
8.4. Heuristics
8.4.1. Rounding-off heuristic
Let (wˆ, yˆ) be the optimal solution of the lp relaxation of the current master problem found when computing the upper
bound (see Section 8.3) and denote by Cˆ the subset of explicitly available columns.
An initial solution (w0, y0) is built by rounding the fractional solution, i.e., w0C = bwˆCc for all C ∈ Cˆ, while yk (k = 0) is
given by the formula
yksd = min
{∑
C∈Cˆ
wkCa
C
sd, Tsd
}
, (vs, vd) ∈ SD. (54)
This solution is then iteratively improved using 2 operations:
Increase: this operation is executed when the following two conditions are met: (a)
∑
C∈Cˆ w
k
C < W and (b) at least one
connection is rejected in the current solution. We increase the value of a column C˜ ∈ Cˆ by 1 such that the increase
of the objective function is maximized. As secondary criterion for the choice of the column, we minimize the
absolute difference between its value in the greedy solution and its value in the fractional solution. Note that
as long Cˆ contains at least one column with aCsd ≥ 1 for every (vs, vd) ∈ SD , we are guaranteed that the objective
value increases by at least 1 at every execution of this operation. In particular the number of successive executions
of this operation is bounded byW .
Decrease: this operation is executedwhen
∑
C∈Cˆ w
k
C = W . We attempt to find a column for which it is possible to decrease
its value without reducing the objective value. If such a column exists, we do the decrease; otherwise we stop the
heuristic.
8.4.2. MIP heuristic
We solve themax_irc formulationwith the current set of columns using Cplex-MIP. The branching constraints generated
so far are not included. A limit on the number of nodes in the branch-and-bound tree is used as stopping criteria.
9. Computational results
As already observed in [4,5], for most of the classical traffic and network instances, the optimal value of the linear
relaxation of the compact formulations, rounded to the next integer value, is equal to the optimal (integer) value. Therefore,
even if theoretically, the optimal values of the linear relaxation of the irc or the max_irc column generation formulations
can be better than the optimal values of the lp relaxation of the compact relaxations, column generation formulations are
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of little help for solving those instances more efficiently as the problem involves finding a feasible (integer) solution that
matches the upper bound, a task that is well performed by heuristics for the rwa problem, see, e.g., [8].
Therefore, we first focus on the instances that could not be solved optimally using the compact formulations [4]. Using
the column generation formulation proposed in Section 5, we were able to solve exactly all these instances but one. We
also conducted experiments with a larger network topology, i.e., the Brazil topology network (27 nodes, 70 physical links),
see [19] for a description.1 We use two traffic instances. The first one is a randomly generated one with 1370 connection
requests [8] and the second one, is built as follows. There are 6 bidirected traffic rings (see [8] for the definition):
1↔ 2↔ 3↔ 4↔ 8↔ 1
4↔ 5↔ 6↔ 7↔ 10↔ 4
6↔ 19↔ 20↔ 25↔ 26↔ 6
9↔ 10↔ 12↔ 16↔ 11↔ 9
11↔ 17↔ 18↔ 14↔ 13↔ 11
21↔ 22↔ 23↔ 24↔ 25↔ 21.
In addition, each link {e, e′} that is not involved in a bidirected ring, except {16, 27} and {25, 27}, is saturated by requiring
2 connection requests from e to e′, and 2 other ones from e′ to e. This results in 212 connections. We then scale by 16 and
obtain an overall number of 3392 connection requests.
Fig. 3. Brazil network.
Some of the traffic instances are with symmetrical traffic. This means that a request is between 2 nodes rather than from
one node to the other and that the links of the network are assumed to be bidirectional (or that the links between two nodes
are unidirectional but come by pairs, one link for each direction). In order to use the model for asymmetrical traffic that we
developed in this paper for solving the instances with symmetrical traffic, we proceed as follows. First the underlying graph
must be bidirected, i.e., the number of arcs from u to v is equal to the number of arcs from v to u for any pair (u, v) of nodes.
A request between nodes vi and vj is subdivided into 2 subrequests, one from vi to vj and the other from vj to vi. The two
requests must be accepted simultaneously, or rejected simultaneously. Moreover, if the two subrequests are accepted, they
must be so with the same wavelength and the two paths differ from each other by reversing the directions of their arcs. In
practice, we consider explicitly only one of the two subrequests for each request, the other one being considered implicitly.
By doing so, the only constraints that need to be changed are the clash constraints in the auxiliary problem:∑
(vs,vd)∈SD
(
αsde + αsde(e)
) ≤ 1 e ∈ E
where it is assumed that with each arc e ∈ E we associate one opposite arc, that we denote by e(e) ∈ E.
We considered two families of such difficult instances. The first family, NSF3, was introduced in [4]. All instances of this
family are with symmetrical traffic. NSF3 is a variant of the NSF network [20], which was obtained by removing some links.
1 Note that the Brazil network in [19] is missing one link between the nodes 19 and 24 as corrected on Fig. 3.
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Table 1
Computational results—nsf instances.
Instance Compact formulations Column generation formulations
zlp z∗ zlp z∗ zroot #nodes Depth #col. cpu
NSF3_sym/10 78 78 78 78 76 17 9 70 48 s
76 55 28 137 2 min 27s
NSF3_sym/12 87 87 87 87 85 37 19 75 68 s
83 51 26 132 2 min 05 s
NSF3_sym/14 96 96 96 96 94 47 24 100 1 min 42
91 63 29 157 3 min 24
NSF3_sym/16 105 105 105 105 104 37 19 105 1 min 34
103 25 13 149 2 min 38
NSF3_sym/18 112 [111,112] 111 111 111 1 1 46 25 s
109 55 24 151 3 min 03
NSF3_sym/20 119 [117,119] 117 117 115 23 12 60 51 s
112 69 34 150 4 min 34
NSF3_sym/22 126 [123,126] 123 123 121 37 19 60 58 s
119 83 41 160 5 min 08
NSF3_sym/24 133 [129,133] 129 129 128 29 15 59 54 s
123 73 36 168 4 min 38
NSF3_sym/26 138 [135,138] 135 135 133 33 17 69 69 s
129 91 44 168 15 min 47 s
NSF3_sym/28 142 [141,142] 141 141 139 37 19 90 1 min 37
135 91 46 185 28 min 46
NSF3_sym/30 146 146 146 146 145 13 7 74 58 s
142 133 47 243 4 h 42 min
NSF3_sym/32 150 150 150 150 149 23 12 83 1 min 14
145 137 52 222 1 h16 min
NSF_sym_noise/32 317.5 [295, 313] 295 295 294 11 6 47 6 min 11
NSF_asym_noise/32 551 [536, 550] 536 536 536 1 1 36 47 s
Table 2
Computational results—eon instances.
Instance Compact formulations Column generation formulations
zlp z∗ zlp z∗ zroot #nodes Depth #col. cpu
eon_sym_noise/28 772.5 748 748 748 747 15 8 145 59 min
eon_sym_noise/30 824.5 796 796 796 795 59 30 195 2 h 47 min
eon_sym_noise/32 876.5 844 844 844 843 43 22 186 1 h 55 min
eon_asym_noise/25 1056.5 1046 1046.8 1046 1045 17 9 271 49 min
eon_asym_noise/26 1096 [1084, 1096] 1084.5 1084 1084 1 1 315 31 min
eon_asym_noise/32 1325.7 [1303, 1322.25] 1303 1303 1302 65 33 356 1h 18 min
eon_asym_noise/34 1390 1370 1370 1370 1362 377 189 3850 64 h
The traffic matrix was obtained by making the traffic matrix of Khrisnaswamy [21] symmetric, see, e.g., [22] for details. The
number of available wavelengths varies between 10 and 32. Half of the 12 instances could not be solved to optimality using
the compact formulations.
The second family of difficult instances was introduced in [23], see also [8]. These instances were constructed by
generating traffic matrices in a special way, on two classical optical networks, NSF and EON. The NSF network is a network
with 14 nodes and 21 links, with a maximum of 4 links per node and is described in, e.g., Krishnaswamy and Sivarajan [20].
The eon network has 20 nodes and 39 optical links. A description of it can be found, e.g., in Mahony et al. [24]. The traffic
matrices were constructed in such a way that a gap exists. In order to make the instances more realistic, we embedded the
special structure into additional traffic (leading to the so-called noisy instances), i.e., we added some connection requests at
random. The resulting traffic matrices have 652 connection requests for nsf (respectively 1576 for eon) in the asymmetrical
model, and 428 (resp. 1172) in the symmetrical model. The number of available wavelengths isW = 32.
The third family is a new one, using the brazil network topology, and has been described earlier in this section.
We compare the solutions obtained using the compact formulation with the ones obtained when using two column
generation formulations, max_irc and irc. For both max_irc and irc, we solved the reduced master problem to optimality
(with the help of themip heuristic described in Section 8.4) at every node. The computational results are given in Tables 1–3
where the number at the end of the instance names corresponds to the number of wavelengths. zlp and z∗ are respectively
the optimal value of the lp relaxation and the optimal value of the rwa problem for the compact and the column generation
formulations. For instances that could not be solved to optimality, we provide an interval on z∗ (note that for 4 brazil
instances in Table 3, Cplex was not able to find a feasible solution to the compact formulation within 10 hours despite there
is a trivial solution with value 0). zroot is the value of the best solution found at the root node, #nodes is the number of nodes
in the branching tree, depth is the maximum depth of the tree, #col is the total number of variables wC generated, the sign
‘‘+’’ means that we have set a computing time limit of 3 h, and finally cpu is the computational time. In Table 1, the results
B. Jaumard et al. / Discrete Applied Mathematics 157 (2009) 1291–1308 1307
Table 3
Computational results—brazil instances.
Instance Compact formulations Column generation formulations
zlp z∗ zlp z∗ zroot #nodes Depth #col. cpu
brazil_asym/29 1233 ? 1233 [1151, 1233] 1151 1 1 272 21 h 46 min
brazil_asym/30 1241 ? 1241 [1177, 1241] 1177 1 1 239 18 h 12 min
brazil_asym/31 1249 ? 1249 [1188, 1249] 1187 1 1 231 22 h 18 min
brazil_asym/32 1257 ? 1257 [1207, 1257] 1207 1 1 162 10 h 29 min
brazil_asym_pure/20 2134 ∈ [2102, 2125] + 2104 2104 2104 1 1 33 16 min
brazil_asym_pure/24 2548 ∈ [2503, 2537.5] + 2504 2504 2503 3 2 69 41 min
brazil_asym_pure/28 2962 ∈ [2873, 2950.5] + 2888 2888 2888 1 1 72 29 min
brazil_asym_pure/32 3376 ∈ [3252, 3375.5] + 3264 3264 3256 241 121 2924 67 h
forMAX_IRC are given in the first line, and those for IRC, when available, are given in the second line; in the other two tables,
only the MAX_IRC are given.
We observe that for all instances the optimal integer value is equal to the optimal value of the lp relaxation of the column
generation formulation, hence the problem again means finding a feasible solution whose value matches the lp bound,
except for two eon instances in Table 2 and possibly for some brazil instances that we could not solve to optimality in a
reasonable amount of time. For all those instances solved to optimality, obtaining the optimal integer solution turned out
to be easy as very few backtracks were needed. Notice that the optimal integer solution has always been found by the cplex
heuristic in the compact formulation, although cplex alone fails to prove its optimalitywhile themax_irc column generation
formulation always found itwith a proof of its optimality.We also observe that themax_irc formulation outperforms the irc
one as expected. Last, the largest gapwe observed between the optimal values of the lp relaxations of the column generation
vs. the compact formulationswas 7.6% for thensf_sym_noise/32,while the optimal lpwas again equal to the optimal integer
solution for the column generation formulations.
We also tested one instance for which a gap was expected [8]. This instance corresponds to the nsf optical network,
with the symmetric traffic matrix, adapted from the asymmetric traffic matrix of Krishnaswamy [21], using the symmetric
model and with W = 32 available wavelengths (the instance was incorrectly announced to be solved using the compact
formulation in [4]). We observed a similar behavior to the one obtained with the compact formulation, namely that the
branching tree becomes very deep (maximum depth on the order of 100), which prevents from solving the instance to
optimality in reasonable time. For the eon_asym_noise/32 instance, the compact formulation processed 28500 nodes before
the time limit of 10 hwas reached. The brazil_asym instances were also quite difficult to solve. Indeed, we stop the solution
process when the LP relaxation was solved. Note that we manage to get some integer values as the MIP solver of cplex does
attempt (and succeed) to compute integer solutions during the solution of the LP relaxation.
Those last results show the need of more work on the branching (an interesting step in this direction could be the recent
paper by Vanderbeck [25]) and/or on the bounding.
10. Conclusions
We have described and compared four column generation formulations for the max-rwa problem. Although the column
generation formulations allowed to solve to optimality for the first time several instances, much work needs to be done to
make these methods efficient, particularly on instances with a gap. Another direction of research is to adapt these methods
to different objectives such as theminimization of the congestion or of the network load, or to adapt them to solve the grwa
problem, i.e., the rwa problem with traffic grooming that is not easily solved by compact formulations due to a too large
number of variables. Finally, additional constraints should be added, such as, for example, a limit of the number of hops
on the lightpaths. Such constraints are often easier to deal with in a column generation framework compared to a compact
formulation.
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