













We consider the NP-hard problem of scheduling parallel jobs with release dates on identical parallel ma-
chines to minimize the makespan. A parallel job requires simultaneously a pre-specified, job-dependent
number of machines when being processed. Our main result is the following. The makespan of a (non-
preemptive) schedule constructed by any listscheduling algorithm is within a factor of 2 of the optimal
preemptive makespan. This gives the best known approximation algorithms for both the preemptive and
the non-preemptive variant of the problem, improving upon previously known performance guarantees
of 3. We also show that no listscheduling algorithm can achieve a better performance guarantee than 2
for the non-preemptive problem, no matter which priority list is chosen.
Since listscheduling also works in the online setting in which jobs arrive over time and the length of a
job becomes only known when it completes, the main result yields a deterministic online algorithm with
competitive ratio 2 as well. In addition, we consider a different online model in which jobs arrive one
by one and need to be scheduled before the next job becomes known. In this context, no listscheduling
algorithm has a constant competitive ratio. We present the first online algorithm for scheduling parallel
jobs with a constant competitive ratio. We also prove a new information-theoretic lower bound of 2:25
for the competitive ratio of any deterministic online algorithm for this model.
1 Introduction
Scheduling parallel jobs has recently gained considerable attention. The papers [2, 4, 5, 10, 13, 24, 25, 29,
31, 36] are just a small sample of work in this area. In fact, the study of computer architectures with parallel
processors has prompted the importance of the design and the analysis of good algorithms for scheduling
parallel jobs. Because of this background, parallel jobs are often alternatively called multiprocessor tasks.
While many different scheduling models and underlying computer architectures have been considered, we
focus on scheduling non-malleable parallel jobs on identical parallel machines to minimize the makespan.
We refer to [12] for a comprehensive introduction to the scheduling aspect of parallel computing, and to [9]
for an overview of results on computational complexity and approximation algorithms; [11] contains a good
collection of further references.
Model. We discuss the following class of scheduling problems. We are given m identical parallel machines
and a set of n independent, parallel jobs j = 1; : : : ; n. Each job j has a positive integer processing time p
j
,
which we also call its length. Job j simultaneously requires m
j
6 m machines at each point in time it
is in process. The positive integer m
j
is also known as the width of job j. Note that we assume that m
j
is part of the input; in particular, jobs are non-malleable. Moreover, each job j has a non-negative integer
release date r
j
at which it becomes available for processing. Any machine can process at most one job at a
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time. The objective is to find a feasible schedule of minimal completion time; that is, the makespan is to be
minimized. We consider both the preemptive and the non-preemptive variant of this problem. If preemptions
are allowed, a job may be interrupted at any point in time and continued later, possibly on a different set of













, following the three-field-notation introduced in [19]. We note that some authors use
“size
j
” instead of “m
j
” as a symbol to refer to parallel jobs of the nature described before, see, e.g., [9].
¿From time to time, we shall also refer to the “ancestors” of the studied scheduling problems; they arise as
the special case in which m
j









, respectively, and, in the absence of non-trivial release dates, P j pmtn jC
max
and P j jC
max
.
Since both parallel job scheduling problems are NP-hard, we are interested in approximation algorithms.
An –approximation algorithm for a minimization problem is a polynomial-time algorithm that constructs
for any instance a solution of value at most  times the optimal value;  is also called the performance
guarantee of the algorithm. Motivated by the application context of parallel job scheduling, we also study
(deterministic) online algorithms. Whereas we shall consider different online scenarios, we always measure
the quality of an online algorithm in terms of its competitive ratio. An online algorithm is –competitive if
it produces for any instance a solution of value at most  times the value of an offline optimum.
Related work. As mentioned earlier, there has lately been a considerable amount of work on parallel job
scheduling and we shall restrict ourselves to the subset most closely related to the topic of this paper. In
particular, we will not discuss problems with malleable jobs or dedicated machines. We start by pointing out
remarkable differences in the behavior of classic machine scheduling problems and parallel job scheduling
problems.
While preemptive scheduling of parallel jobs is NP-hard, even in the absence of release dates [8],
preemptive scheduling of non-parallel jobs (that is, m
j
= 1) can be solved in polynomial time [30, 23].
Graham [17] showed that every listscheduling algorithm is a (2   1=m)–approximation algorithm for the
strongly NP-hard problem of scheduling non-parallel jobs without release dates, P j jC
max
. Gusfield [20]





, as well. If non-parallel jobs are scheduled in non-increasing order of their lengths, listschedul-
ing is a ((4m 1)=3m)–approximation algorithm for P j jC
max
, see [18], and a 3=2–approximation algorithm




, see [6]. Hochbaum and Shmoys [22] and Hall and Shmoys [21] gave polynomial-time ap-
proximation schemes for the problems P j jC
max




, respectively. In contrast, there is no




, unless P = NP.
It follows from the work of Garey and Graham [15] on project scheduling with resource constraints that





Turek, Wolf and Yu [36] presented a direct, simplified proof of this result. Feldmann, Sgall and Teng [13]
observed that the length of a non-preemptive listschedule is actually at most 2   1=m times the opti-


















is strip packing, sometimes also called orthogonal packing in
two dimensions. In contrast to the model considered here, machines assigned to a job need to be contiguous
in a solution to the strip packing problem. Turek, Wolf and Yu [36] pointed out that there is indeed advantage
to using non-contiguous machine assignments (in terms of the length of an optimal schedule). ¿From a




corresponds to scheduling on a PRAM, while strip-
packing is equivalent to scheduling on a linear array of processors [29]. The strip packing problem was
first posed by Baker, Coffman, and Rivest [3]. Various authors proposed approximation algorithms with
2
performance guarantees 3 [3, 7, 16], 2:7 [7], 2:5 [34], and 2 [35], respectively. Kenyon and Remila [27] gave
an asymptotic fully polynomial-time approximation scheme when m is fixed.




can be solved as a linear programming problem in polynomial time [4]. Jansen and Porkolab [25] presented
an algorithm with running time O(n) + poly(m) for the same problem, thereby showing that it cannot be
strongly NP-hard, unless P = NP. They also gave a polynomial-time approximation scheme for the non-




, see [24]. Du and Leung [10] showed
that this problem is strongly NP-hard for m > 5.
In scheduling, one typically distinguishes between three basic online models, each characterized by a
different dynamics of the situation (see, e.g., [32]). In the model “jobs arriving over time”, the characteristics
of a job become known when the job becomes known, which happens at its release date. In contrast, in the
model “unknown running times”, the processing time of a job remains unknown until it is completed. In the
third online model “scheduling jobs one by one”, jobs arrive one after the other, and the current job needs to
be (irrevocably) scheduled before the next job and all its characteristics become known.
Listscheduling complies with the requirements of both online models “unknown running times” and












for both models “unknown running times” and “jobs arriving over time”. Shmoys, Wein and Williamson [33]
showed that there is no deterministic online algorithm with a better competitive ratio than 2   1=m for the
online model “unknown running times”, even if every job requires only one machine and arrives at time zero.
Also for the non-parallel job case, Chen and Vestjens [6] proved a lower bound of 1:347 for the competitive
ratio of any deterministic non-preemptive online algorithm for the online model “jobs arriving over time”.
For the online model “scheduling jobs one by one”, the best-known competitive ratio for scheduling non-
parallel jobs is achieved by an algorithm of Albers [1], which is 1:923–competitive. She also proved that
there is no deterministic online algorithm with a better competitive ratio than 1:852. Fleischer and Wahl [14]
presented an algorithm with competitive ratio 1:9201 form!1, which form > 64 has a better competitive
ratio than Albers’ algorithm. No algorithm with constant competitive ratio was known for parallel jobs and
the online model “scheduling jobs one by one”. Of course, the lower bound by Albers applies to the setting
with parallel jobs as well.
Main results. Whenever a machine falls idle or a job is released, a listscheduling algorithm schedules the
first job from a given priority list that is already released and does not require more machines than are avail-
able. In preemptive listscheduling, jobs with lower priority can be preempted by jobs with higher priority. We
extend the study of this class of greedy-like algorithms, which was started for parallel-job scheduling in [36],








–listscheduling, that is, preemptive
listscheduling where jobs are in order of non-increasing widths, constructs a schedule that is at most 2 1=m
times as long as an optimal preemptive schedule. The analysis is presented in Section 3. In Section 4, we












, any non-preemptive listscheduling algo-
rithm produces a schedule with makespan at most twice the makespan of an optimal preemptive schedule.
Both results are obtained by a novel way of directly comparing the listschedule with the structure of an op-
timal preemptive schedule. Not only do they improve upon recent 3–approximation algorithms by Mu’alem






that is simultaneously bad for all
possible priority lists. That is, no variant of listscheduling can achieve a better performance guarantee than
2 for this problem.
While it is not difficult to see that all listscheduling algorithms with no specific ordering of the list
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also work in the online settings “unknown running times” and “jobs arriving over time” with corresponding
competitive ratios, no listscheduling algorithm has a constant competitive ratio in the context of “scheduling
jobs one by one”. In Section 5, we present the first online algorithm with constant competitive ratio for
scheduling parallel jobs one by one. We also show that no deterministic online algorithm has a competitive
ratio smaller than 2:25. These results are again in sharp contrast to non-parallel job scheduling for which it
already follows from Graham’s work [17] that listscheduling is (2  1=m)–competitive.
2 Preliminaries
In this section, we briefly discuss the limits of approximability for some parallel job scheduling problems as
well as the running time of listscheduling algorithms.







) is equivalent to the strongly NP-hard BIN PACKING problem, as was observed
in [4]. It follows that there is no approximation algorithm for scheduling parallel jobs to minimize makespan
with performance guarantee better than 3=2, unless P = NP. Moreover, in contrast to BIN PACKING, item
sizes (i.e., lengths of jobs) can be scaled. Therefore, we can state the following theorem.





schedule with makespan at most C
max
+  with  < 3=2 and  constant, unless P = NP. Here, C
max
denotes the optimal makespan.





Drozdowski [8] observed that if all jobs have length one then the existence of a preemptive schedule of
length two implies the existence of a non-preemptive schedule of length two as well. Thus, preemptive




does not have a better than
3=2–approximation algorithm either, unless P = NP.
It is well-known that listscheduling algorithms for classic (i.e., non-parallel) job scheduling problems
can easily be implemented in polynomial time. However, one needs to be more careful for parallel job
scheduling problems because we may not assume that the number m of machines is at most the number n
of jobs. Therefore, any polynomial-time scheduling algorithm that outputs job-machine assignments has to
find a compact way of encoding this output since not m, but logm is part of the input size (as machines are
identical). The following lemma ensures that we may safely restrict ourselves to algorithms that specify the
starting times of jobs.






, given by job
starting times. Then, there is a polynomial-time algorithm that computes a feasible assignment of jobs to
machines (without changing the starting times of jobs). In particular, the job-machine assignment can be
represented with polynomial size.




<    < t
z












; : : : ; j
n
t
be the jobs that start at time t (t = t
1
; : : : ; t
z
).
We assign the jobs j
1
; : : : ; j
n
t
to the machines i
1
; : : : ; i
m
t
in the following way. Job j
1
















; : : : ; i
m
t
g, and so on.
Then one can show that for every point t = t
1
; : : : ; t
z
in time there are no more than n+1 machine-intervals.
Here, a machine-interval is a set of consecutive machines (in the order 1; 2; : : : ;m) of maximal cardinality
such that all machines in this set are processing the same job. In particular, a machine-interval is completely
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specified by (the index of) its first and its last machine. Hence, we will output for every t 2 ft
1
; : : : ; t
z
g the
set of machine-intervals with the corresponding jobs.
In particular, the non-preemptive listscheduling algorithm described in Section 1 computes a feasible sched-
ule (including job-machine assignments) in polynomial time. For preemptive listscheduling, it is not neces-
sary to invoke Lemma 2.2. At any event (release date or completion time of a job), one can simply interrupt
the processing of all jobs and then newly assign each job (highest priorities first) to consecutive machines.
Clearly, the total number of preemptions is bounded from above by 2n and the job-machine assignments can
again be compactly described. Note also that preemptive listscheduling only preempts at integer points in
time, whereas an optimal preemptive schedule may not.
3 Preemptive listscheduling of parallel jobs with release dates
We now present a 2–approximation algorithm for scheduling parallel jobs with release dates when preemp-
tions are allowed. More specifically, we prove that preemptive m
j







a schedule that is at most (2   1=m) times as long as an optimal preemptive
schedule. The algorithm works as follows. At every decision point (i.e., release date or completion time) all
currently running jobs are preempted. Then, the already released, but not yet completed jobs are considered
in order of non-increasing widths m
j
and as many of them are greedily assigned to the machines as feasibly
possible.






, the length of the schedule constructed by the
preemptive m
j
–listscheduling algorithm is at most (2  1=m) times the optimal makespan C
max
.
Proof. Let e be the job that determines the makespan in the preemptive listschedule, and let C
e
be its com-
pletion time. We divide the time horizon (0; C
e
℄ into intervals (t; t+1℄ of length one (t = 0; 1; : : : ; C
e
  1).






be the minimal point in time after which every time-slot contains a wide job (i.e., a job j with
m
j
> m=2) in the m
j





imal release date of all jobs with m
j
> m=2 that are scheduled in this last contiguous block of time-slots
with wide jobs. Hence, r
z

























be the minimal point in time from which on every time-slot contains




in the listschedule. By definition, r
z





that are scheduled in this last contiguous block of time-slots containing jobs as least as wide as e.
Consequently, all these jobs have to be scheduled after r
z
in the optimal schedule as well. Thus, the total





























scheduled prior to the time at which e
is released, and from the definition of r
z
. The second term accounts for the time-slots after the release date
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of job e in which e is not scheduled. Finally, the third term is the load produced by e itself. The following






























































































While the term on the left-hand side is non-negative because m
e













It is not hard to show that this approximation bound of (2   1=m) for (preemptive) listscheduling of (par-
allel) jobs to minimize makespan is tight. The following instance was already proposed by Graham [17]
to show that listscheduling for non-parallel jobs without release dates has no better performance guarantee
than 2  1=m.
Example 3.2. Consider an instance withm2 m+1 unit-width jobs, m2 m of length one, and the last job in
the list with length m. The resulting schedule will have no preemptions and has length m 1+m = 2m 1,
while the optimal (preemptive) schedule has makespan m.
4 Non-preemptive listscheduling of parallel jobs with release dates
The following result gives a universal performance guarantee of 2 for all non-preemptive listscheduling
algorithms, regardless which priority list is used. It holds for both the preemptive and the non-preemptive
version of the problem.






, the length of the schedule con-
structed by any non-preemptive listscheduling-algorithm is at most twice the optimal preemptive makespan.
Proof. Let OPT be an optimal preemptive schedule for a given instance. LetCOPT
max
be the makespan of OPT.
We partition the time horizon into periods of same length, such that all jobs in OPT are started, preempted,
re-started and completed only at the beginning or the end of a period. By scaling, we may assume that such
a period starts at time s   1 and ends at time s (for some non-negative integer s), and is of unit length. We
call it time-slot s. The part of job j in one time-slot is called slice of j. The release date of a slice is the
release date of its job. A slice of job j is wide if m
j
> m=2, and it is called small, otherwise. The proof
will refer to slices of jobs instead of jobs since this is the level of granularity needed to prove the result. In
particular, we will also identify the slices of jobs in the listschedule. Let LS be the schedule constructed by
the listscheduling-algorithm, and let CLS
max
be its makespan.








j) can be matched if the total load of






























, for all j = 1; : : : ; n : (2)






<    < r
z
be the different release dates of the given instance. For k = 0; : : : ; z, let
D(r
k
) be the set of time-slots in LS after r
k















) for 0 6 h < k 6 z.
Observation 2. For every set D  D(r
k
) we define the bipartite graph B(D) in the following way. For
every time-slot h 2 f(r
k
 jDj+1); : : : ; r
k
g we introduce one node on the left side of the graph B(D). For
every time-slot d 2 D we introduce one node on the right side of the graph B(D). A node h on the left side
of B(D) and a node d on the right side of B(D) are adjacent if and only if the wide slice in the time-slot d
is released before h, that is r
d
6 h  1. Then B(D) contains a perfect matching.




holds for all k = 0; : : : ; z.
We denote by S(r
k




), for each k = 1; : : : ; z. Let S(r
0
) = ; and
let S(CLS
max
) be the set of all time-slots in LS, thus S(CLS
max
) = f1; : : : ; C
LS
max
g. We define the load of a set
of time-slots as the sum of the loads of all slices in these time-slots.











































































) 6= ; for all k 6 z.
We can also exclude for every release date r
k
, k = 1; : : : ; z, the case that the time-slot r
k
is empty in LS,
since in this case all subsequent jobs would not be released before time r
k
, and we could consider the re-
maining part of LS separately.
We consider the following two cases for CLS
max
: Either there is a release date r
h
, h 2 f0; : : : ; zg, such that












), or there is no such release date.
Case 1. There is no release date r
h

























. Together with Observa-






+ 1; : : : ; C
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max
g containing a small




) that completes last. Let r
e


























, and ~E. Let E be the set




) containing a slice of e. Let E
1
be the set of time-slots in E before the
date r
z
, and let E
2
be the set of time-slots in E after r
z
. Notice that E
2





) containing no slice of e and which are before r
z






















and hence not part of the set E.
Observation 6. More than m
2







E can be matched.





is released at date r
e
, but is started at time s
e
only. Therefore, at least m m
e
+1









E more than m
2















is released at time r
e
, but started only at time s
e
, the statement is clearly

















contains a slice of the wide job from s
1
or the wide job could not be processed
in time-slot s
2
although it was already released, because too many machines are busy in s
2
. In both cases
the toal number of busy machines in both time-slots exceeds m.

















), and which are therefore part of the
set D(r
z
), into two disjoint sets. The ones that contain a slice of e form the set DE
r
z
, and those without a slice
















































) are released not later than r
z
















We distinguish four further cases with respect to the relationship between the size of the sets E and E
1
and
the relationship between the size of the sets E
2
and ~E.
Case 1.A: j ~Ej < jE
2
j.
Case 1.A.1: j Ej > jEj   j ~Ej.
Observation 7 implies that the set ~E and any set of j ~Ej many time-slots in E
2
can be matched. Because of




Ej many unmatched time-slots in E
2
, together with the time-
slots in E
1






j = jEj  j
~
Ejmany time-slots in E. The number
of busy machines in any remaining unmatched time-slot in E exceeds m
2




























which contradicts the assumption of Case 1.
Case 1.A.2: j Ej < jEj   j ~Ej.




















































, and Theorem 4.1 is
proved in this case.
Case 1.B: j ~Ej > jE
2
j.
Case 1.B.1: j Ej > jE
1
j.
Observation 7 shows that we can match any set of jE
2
jmany time-slots in ~E with the set E
2
. Using Observa-
tion 6, we can match any set of jE
1
j many time-slots in E with the time-slots in E
1
. In each of the remaining
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unmatched time-slots in ~E and E, more than m
2






































. This is in contradiction
to the assumption of Case 1.
Case 1.B.2: j Ej < jE
1
j.




. Observation 6 implies that E1
1
can be matched

























j because of j ~Ej > jE
2
j and
Observation 8. Therefore, the set DE
r
z
can be matched with any set of jDE
r
z














































































































. By Observation 2,
there is a set Dmath
rest
























j))+1; : : : ; r
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g that can be
matched with D
rest











thus with a time-slot inDe
r
e



















. Since every time-slot in D
spare
contains more load than m
2
,






















has been matched with a time-slot in D
rest
, then every time-slot in E has
































, which is a contradiction.





that has not been matched with







































































































































































































, and herewith the correctness of Theorem 4.1 in this case.
A schematic illustration of the relevant part of the listschedule LS for this case is given in Figure 1. The red
bar underneath the picture indicates the time-slots from the set S(r
e
) (that are visible in this part of LS). The
blue bar marks the time-slots in S(CLS
max


































































































































































































































































































































































Figure 1: Illustration of Case 1.B.2.




















be the smallest release date of this kind. If r
k
































































































, we would be able, with the help of





















, a contradiction to the definition of r
k
.




) is processed in OPT after r
k
.
Reason: The wide slices, which are processed in OPT before r
k
, but in LS after r
k
, are included in D(r
k
)









) are not released before r
k


















, and we are done.
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) which has been released
before r
k
. We call such small jobs, which are released before r
k




Let ~j be the minimum of the number of slices after r
k





that contain no slice of j. Thus, ~j is an upper bound of the number of slices of job j, which
are processed in LS after r
k
, but in OPT possibly before r
k
. Let u be an out-jutting job for which this bound
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g
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g that contain a
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combine those time-slots to the set D
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is loaded by more than m
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, in contradiction to our earlier observations regarding this set. We










j. Combining this inequality with Observation 12
and 3 results in ~u+ jD(r
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Observation 14. The sum of the widths of all out-jutting jobs is at most m
2
.











that is filled with at
most m
2





















, excluding the load in the time-slots
in D(r
k










. It follows from Observations 11 and 14 that at most an amount
of ~um
2
of this load can be processed in OPT before r
k








































A schematic illustration of the relevant part of the listschedule LS for this case is given in Figure 2. The
red bar underneath the picture indicates the time-slots from the set S(r
u
), the blue bars mark the visible
time-slots in S(r
k













































































































































































































Figure 2: Illustration of Case 2.
Therefore, the length of LS is less than two times the length of the optimal preemptive schedule OPT.
An immediate implication on the power of preemption is stated in the following corollary.






, an optimal non-preemptive schedule is at most
twice as long as an optimal preemptive schedule. This bound is tight.
Chen and Vestjens [6] proved the existence of a priority order that shows that listscheduling according to this





If longer jobs are considered first, the resulting p
j
–listscheduling algorithm (also called LPT rule) is a 3=2–




. In contrast, the following example shows that for non-preemptive
scheduling with parallel jobs and release dates, no listscheduling-algorithm has a performance guarantee
smaller than 2, no matter which priority list is chosen.





= m be given. We call these jobs big jobs. The release date of each big job d = 1; : : : ;m   3 is
r
d
:= d. Let there also be m small jobs k = 1; : : : ;m with length 2 and width 1. The release date of a small
job is r
k
:= k   1, k = 1; : : : ;m. An optimal schedule has length m, by filling the time-slots 2 to m   2
12
completely with big jobs and the last two time-slots with the small jobs. The first time-slot remains empty.
Each listscheduling-algorithm receives at time 0 only one job, namely the first small job to schedule. This job
thus starts at time 0. At time 1 the listscheduling algorithm receives the second small job and the first big job.
Since there are not enough idle machines left to schedule the big job, it assigns the second small job to start
at time 1. The same happens at the following point in times, one small job is still running, thus preventing
the start of big jobs and causing the next small job to be started. At time m+ 1 all small jobs are completed
and the big jobs can be started. The resulting schedule has length m+ 1+m  3 = 2m  2. Therefore, the
ratio between the makespan of any listscheduling algorithm and the optimal makespan is 2  2=m.
Note that the variant of listscheduling in which jobs are assigned to machines in order of their priorities
(sometimes called serial or job-based listscheduling) does not lead to improved performance guarantees
either, even if jobs are in order of non-increasing widths (Example 3.2) or non-increasing processing times
(Example 4.3). Job-based listscheduling for parallel job scheduling is further discussed in [26, 36].
5 Online scheduling of parallel jobs
In this section, we consider online scheduling of parallel jobs. In an online environment, parts of the input
data are not known in advance. We consider the following three models. In the model “scheduling jobs
one by one”, all jobs are given in a list and only the first job in the list is known to the scheduler. The next
job from the list becomes visible only after the pevious job was scheduled. Once a job is scheduled, its
assignment cannot be changed. The jobs do not have release dates. In the model “unknown running times”,
the processing time of a job becomes only known at its completion time. This model has two sub-variants,
with and without release dates. In the latter case, no information on jobs is known before their release dates.
In the model “jobs arriving over time”, jobs become fully known at their release date, but no information on
them is known beforehand.
Since listscheduling (without special ordering of the list) complies with the requirements of the online
model “unknown running times”, it follows from the work of Garey and Graham [15] that listscheduling is
2–competitive in the context of the online model “unknown running times” for parallel jobs without release
dates. For the same model with release dates and for the online model “jobs arriving over time”, Theo-
rem 4.1 implies that listscheduling is 2–competitive. Theorem 3.1 yields the (2  1=m)–competitiveness of
preemptive m
j
–listscheduling for the preemptive versions of the online models “unknown running times”
and “jobs arriving over time”. Shmoys, Wein and Williamson [33] showed for all versions of the online
model “unknown running times” that there is no deterministic online algorithm with a better competitive
ratio than 2  1=m, even if all jobs are non-parallel.
For the online model “scheduling jobs one by one”, listscheduling achieves a competitive ratio of 2 1=m
for non-parallel jobs [17]. In contrast, listscheduling of parallel jobs does not have a constant competitive
ratio, which follows, for example, from the instance given in the proof of Theorem 5.1 below. In fact, for
parallel jobs and the online model “scheduling jobs one by one” no algorithm with constant competitive ratio
was known heretofore, to the best of the author’s knowledge. We present in this section a deterministic 12–
competitive algorithm. We show first, that 2:25 is a lower bound for the competitive ratio of any deterministic
online algorithm for the model “scheduling jobs one by one” with parallel jobs. This result shows again
that scheduling parallel jobs is significantly harder than scheduling non-parallel jobs. For non-parallel job
scheduling, deterministic online algorithms are known with a competitive ratio smaller than 2 [1, 14].
Theorem 5.1. No deterministic online algorithm for the online model “scheduling jobs one by one” of the




has a competitive ratio smaller than or equal to 2:25.
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with competitive ratio 2:25. We construct an instance with a list in which jobs of width 1 and jobs of width m
alternate. The length of each job is set in a way that it can start only after the completion time of the previous
job in the list. Let the number of machines be m := 10. The total number of jobs is at most 20.
More specifically, let k
i
be the i–th job of width 1 in the list, and let d
i
be the i–th job of width m,
i = 1; : : : ;m. Let z
k
i
be the delay introduced by A prior to starting job k
i














































































) after the completion of job d
i
.
































, i = 1; : : : ; 10, introduced by algorithm A. Note that no delay can be too large because
the competitive ratio 2:25 must be satisfied at any time during the run of the algorithm (i.e., for every sub-
instance). A computer program showed that there is no way for A to create delays in such a manner that its
competitive ratio is 2:25 for all sub-instances.
Note that due to limited computational power (and/or poor design of the complete enumeration algorithm)
we could not improve this bound. We are certain that it can be strengthened. The following algorithm is the
first algorithm with a constant competitive ratio for scheduling parallel jobs one by one.
Algorithm 5.2.






℄, i = 0; 1; : : : .




in the earliest interval I
i
that is more than twice as
long as p
j
and in which job j can feasibly be scheduled, as follows:
2.1. If m
j





6 m=2, schedule job j as early as possible within I
i
.
Theorem 5.3. The competitive ratio of Algorithm 5:2 for the online version “scheduling jobs one by one”




is smaller than 12.
Proof. Let S be the schedule constructed by Algorithm 5.2. We denote by CS
max
the length of S and by C
max






℄ be the last and therefore the longest non-empty interval





We distinguish two cases depending on whether I
`




=4 or not, in which case
I
`
contains only jobs that are shorter, but did not fit into the preceding interval.


























In this case, every job j 2 I
`
did not fit anymore into the interval I
` 1
. We consider the interval I
` 1
. Its
length is 2` 1. We partition the set of time-slots of the interval I
` 1
into the disjoint sets K , H , L, and D.




These time-slots had been filled during Step 2.2. of Algorithm 5.2 and are located at the beginning of the
interval. Let H be the set of time-slots that contain only small jobs, but in which at most m=2 machines are
busy. These time-slots are located right after the time-slots in K . All jobs in H start no later than in the first
time-slot of H . Let L be the set of empty time-slots. They are located between the time-slots of H and the
time-slots belonging to D. Let D be the set of time-slots that contain a wide job, i.e. a job with m
j
> m=2.
These time-slots were filled during Step 2.1. of Algorithm 5.2 and are the last time-slots of the interval I
` 1
.
The sets K , H , L, and D are disjoint and we have jKj + jHj + jLj + jDj = 2` 1. The time-slots in
K and D are filled to more than half. Note that there cannot be more time-slots in H than in the rest of the
interval since all jobs in H start no later than in the first time-slot of H and all jobs are no longer than half
of the length of the interval they belong to.




is more than twice as
long as job j), but was forced into the next interval I
`
because there was insufficient space. We distinguish






> jLj since otherwise j would have fitted into the empty time-slots in I
` 1
. The total load of
job j and of jobs scheduled in the interval I
` 1

















  jHj)=2. We also have C
max


































  (jHj + jLj))
m
2




  (jHj + jLj))=2. We combine both lower
















The following table gives an overview of the best known results for scheduling parallel jobs to minimize
makespan, offline and online. The first row contains for each model the best known performance guaran-
tee or competitive ratio, respectively. The second row contains for each model the complexity or the best
known lower bound for the performance guarantee. The lower bounds for the performance guarantee of
approximation algorithms for offline problems are under the assumption that P 6= NP.
model release dates preemptive non-preemptive
6 2  1=m [13] 6 2  1=m [13]
without r
j
NP-hard [8] > 3=2




NP-hard [8] > 3=2
online model — < 12
“scheduling jobs one by one” — > 2:25
6 2  1=m [13] 6 2  1=m [13]
without r
j
> 2  1=m [33] > 2  1=m [33]




> 2  1=m [33] > 2  1=m [33]
“unknown running times”
online model 6 2  1=m < 2
“jobs arriving over time”
with r
j
open > 1:347 [6]
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