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a b s t r a c t
In this paper, we show that any incomplete hypercube with, at most, 2n + 2n−1 + 2n−2
vertices can be embedded in n − 1 pages for all n ≥ 4. For the case n ≥ 4, this result
improves Fang and Lai’s result that any incomplete hypercube with, at most, 2n + 2n−1
vertices can be embedded in n− 1 pages for all n ≥ 2.
Besides this, we show that the result can be further improved when n is large —
e.g., any incomplete hypercube with at most 2n + 2n−1 + 2n−2 + 2n−7 (respectively,
2n + 2n−1 + 2n−2 + 2n−7 + 2n−230) vertices can be embedded in n− 1 pages for all n ≥ 9
(respectively, n ≥ 232).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a graph. Also, let σ be a vertex-ordering of V (G), i.e., a bijection from V (G) to {1, 2, . . . , |V (G)|}. For
u, v ∈ V (G), σ(u) < σ(v) is abbreviated to u<σ v. A vertex-ordering of V (G) can be represented by a placement of vertices
on a horizontal line. A vertex u is placed to the left of v if and only if u<σ v. Let {u, v} and {x, y} be edges in G such that
u<σ v and x<σ y. If u<σ x<σ v <σ y or x<σ u<σ y<σ v, then {u, v} and {x, y} cross.
A book consists of a line called the spine, and half planes called pages sharing the spine as a common boundary. A k-
page book-embedding of G is defined by an assignment of the vertices to distinct points on the spine, i.e., a vertex-ordering
of V (G), and an assignment of the edges to one of k pages so that no pair of edges assigned to the same page cross. The
pagenumber pn(G) of G is the minimum number of pages for any book-embedding of G. Fig. 1 shows an example of a 2-page
book-embedding of a graph, where the edges above the line are assigned to the first page, and the edges below the line are
assigned to the second page. The pagenumber of this graph is 2 since every 1-page graph is outerplanar [1].
Book-embeddings are motivated by several areas of computer science [2,17,20]. In particular, book-embeddings of
interconnection networks have applications to the Diogenes approach, proposed by Rosenberg [17], to fault-tolerant
processor arrays. Also, Wood [20] shows that book-embeddings can be applied to three-dimensional graph drawings. Until
now, book-embeddings have been studied for many graph classes: complete graphs [1], complete bipartite graphs [16],
butterfly networks [6], trees, grids, X-trees [2], hypercubes [2,13], incomplete hypercubes [5], supercubes [4], de Bruijn
graphs, Kautz graphs, shuffle-exchange graphs [9], planar graphs [21], genus-g graphs [15], bandwidth-k graphs [18], k-
trees [7] and iterated line digraphs [8].
In this paper, we treat the class of incomplete hypercubes. An encoding function bn : {0, 1, . . . , 2n−1} → {0, 1}n returns
the n-bit encoding of any integer that has an n-bit encoding. The corresponding decoding function d : {0, 1}+ → N ∪ {0},
where N is the natural numbers, returns the integer encoded by a bit string. The n-dimensional hypercube Q (n) is the graph
whose vertex set is {0, 1, . . . , 2n − 1}, and in which two vertices u, v are adjacent if and only if bn(u) and bn(v) differ in
just one coordinate. The hypercube is one of the most popular interconnection networks of parallel computers [14]. An
incomplete hypercube with 2n − k vertices, where 0 ≤ k < 2n, is the graph obtained from Q (n) by deleting the k vertices
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Fig. 1. A 2-page book-embedding of a graph.
Fig. 2. IH(14), where each binary string in square brackets indicates the 4-bit encoding of a vertex.
2n− 1, 2n− 2, . . . , 2n− k. Thus, given an integer N > 0, the incomplete hypercube with N vertices is uniquely determined.
The incomplete hypercube with N vertices is denoted by IH(N) (see Fig. 2). Note that if N ′ ≤ N , then IH(N ′) is an induced
subgraph of IH(N).
For incomplete hypercubes, various properties have been studied [5,10–12,19]. In particular, Fang and Lai [5] studied
book-embeddings of incomplete hypercubes. It was shown by Chung, Leighton, and Rosenberg [2] that pn(Q (n)) ≤ n − 1
for all n ≥ 2. Besides, it was proved by Konoe, Hagihara, and Tokura [13] that pn(Q (n)) ≥ n−1. Therefore, pn(Q (n)) = n−1
for n ≥ 2. Suppose that 2n < N < 2n+1. Then, Q (n) is an induced subgraph of IH(N), and IH(N) is an induced subgraph
of Q (n + 1). Thus, n − 1 ≤ pn(IH(N)) ≤ n. This means that there is a boundary F , where 2n ≤ F < 2n+1, such that
pn(IH(F)) = n− 1 and pn(IH(F + 1)) = n. (Note that if N ′ ≤ N , then pn(IH(N ′)) ≤ pn(IH(N)).) Fang and Lai showed that
pn(IH(2n + 2n−1)) ≤ n− 1 for all n ≥ 2. Thus, Fang and Lai’s result implies that F ≥ 2n + 2n−1 for all n ≥ 2. In this paper,
we improve their result for the case n ≥ 4 by showing that pn(IH(2n + 2n−1 + 2n−2)) ≤ n − 1 for all n ≥ 4. Therefore, it
holds that F ≥ 2n + 2n−1 + 2n−2 for all n ≥ 4. Besides, we show that the lower bound on F can be further improved when
n is large, e.g., F ≥ 2n + 2n−1 + 2n−2 + 2n−7 for all n ≥ 9, and F ≥ 2n + 2n−1 + 2n−2 + 2n−7 + 2n−230 for all n ≥ 232.
This paper is organized as follows. Section 2 presents notations used in this paper and fundamental properties of
incomplete hypercubes related to the cartesian product. In Section 3, we show that IH(2n + 2n−1 + 2n−2) can be embedded
in n− 1 pages. We improve the result for the case that n is large in Section 4. Finally, Section 5 concludes the paper.
2. Preliminaries
Throughout the paper, we assume that each vertex in a graph is a nonnegative integer. Let S be a set of nonnegative
integers. For positive integers a, b, we denote by a   S (respectively, a   S  b) the set {au | u ∈ S} (respectively,
{au+ b | u ∈ S}).
The concatenation of two strings s1, s2 is denoted by s1 ⊕ s2. Let v be a vertex in IH(N). Then ΓN(v) is the set of vertices
adjacent to v in IH(N).We call vertexN−1 in IH(N) the top vertex in IH(N). The set of vertices adjacent to the top vertexN−1
in IH(N) consists of the vertices whose encoded strings by bdlog2 Ne are strings obtained from bdlog2 Ne(N − 1) by changing
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one coordinate ‘‘1’’ with ‘‘0’’. Thus, when N = 2rv + 1, it holds that
Γ2rv+1(2rv) = Γ2rv+1(d(bdlog2(2rv+1)e(2rv)))
= Γ2rv+1(d(bdlog2(v+1)e(v)⊕ 0 · · · 0︸ ︷︷ ︸
r
))
= {d(bdlog2(v+1)e(u)⊕ 0 · · · 0︸ ︷︷ ︸
r
) | u ∈ Γv+1(v)}
= {2ru | u ∈ Γv+1(v)}
= 2r   Γv+1(v).
Let G and H be graphs. Also, let s = dlog2(maxv∈V (G) v+ 1)e and t = dlog2(maxv∈V (H) v+ 1)e. Then the cartesian product
G× H of G and H is defined as follows:
V (G× H) = {d(bs(u)⊕ bt(v)) | u ∈ V (G), v ∈ V (H)},
E(G× H) =
{
{d(bs(u1)⊕ bt(v1)), d(bs(u2)⊕ bt(v2))}
∣∣∣∣u1 = u2 and {v1, v2} ∈ E(H), or{u1, u2} ∈ E(G) and v1 = v2
}
.
(Usually, V (G × H) is defined as V (G) × V (H) = {(u, v) | u ∈ V (G), v ∈ V (H)}. However, our notation for a vertex in
G× H does not cause any problem in this paper.)
Let K2 be the complete graph with two vertices, i.e., the graph with two vertices and one edge, where the two vertices
are 0 and 1. Then the hypercube Q (n) can be defined recursively as follows:
Q (1) = K2,
Q (n) = Q (n− 1)× K2 for n ≥ 2.
In particular, V (Q (n)) = {d(bn−1(v)⊕ 0) | v ∈ V (Q (n− 1))} ∪ {d(bn−1(v)⊕ 1) | v ∈ V (Q (n− 1))} = 2   V (Q (n− 1)) ∪
2   V (Q (n− 1))  1 for n ≥ 2.
Here, we introduce another notation for an incomplete hypercube. An incomplete hypercube with 2n1 + 2n2 + · · · + 2nt
vertices, where n1 > n2 > · · · > nt ≥ 0, is denoted byQ (n1, n2, . . . , nt). For example, the incomplete hypercube illustrated
in Fig. 2 is Q (3, 2, 1).
Proposition 2.1. Q (n1 + 1, n2 + 1, . . . , nt + 1) = Q (n1, n2, . . . , nt)× K2.
Proof. Thenumber of vertices inQ (n1+1, n2+1, . . . , nt+1) is even. Thus,V (Q (n1+1, n2+1, . . . , nt+1)) can bepartitioned
into A = 2   V (Q (n1, n2, . . . , nt)) and B = 2   V (Q (n1, n2, . . . , nt))  1. Namely, V (Q (n1 + 1, n2 + 1, . . . , nt + 1)) =
V (Q (n1, n2, . . . , nt)× K2).
For 2u, 2v ∈ A, 2u and 2v are adjacent if and only if bn1+2(2u)(= bn1+1(u) ⊕ 0) and bn1+2(2v)(= bn1+1(v) ⊕ 0)
differ in just one coordinate, i.e., u and v are adjacent in Q (n1, n2, . . . , nt). Similarly, two vertices 2u + 1, 2v + 1 ∈ B,
where bn1+2(2u + 1) = bn1+1(u) ⊕ 1 and bn1+2(2v) = bn1+1(v) ⊕ 1, are adjacent if, and only if, u and v are adjacent
in Q (n1, n2, . . . , nt). Besides, a vertex 2u in A and a vertex 2v + 1 in B are adjacent if, and only if, u = v. Therefore, the
proposition holds. 
From Proposition 2.1 and the definition of Q (n), we have the following.
Corollary 2.2. Q (n1 + k, n2 + k, . . . , nt + k) = Q (n1, n2, . . . , nt)× Q (k).
3. Book-embeddings of incomplete hypercubes
In this section, we first present a book-embedding of the cartesian product of a graph and the 1-dimensional hypercube
(the complete graph with two vertices).
Lemma 3.1. Let G = (V , E) be a graph. Then, pn(G× Q (1)) ≤ pn(G)+ 1.
Proof. By the definitions,
V (G× Q (1)) = 2   V (G) ∪ 2   V (G)  1,
E(G× Q (1)) = {{2u, 2v} | {u, v} ∈ E(G)}
∪ {{2u+ 1, 2v + 1} | {u, v} ∈ E(G)}
∪ {{2v, 2v + 1} | v ∈ V (G)}.
Based on a pn(G)-page book-embedding of G, we construct a (pn(G) + 1)-page book-embedding of G × Q (1). Let σ and ρ
be the vertex-ordering and the assignment of edges in a pn(G)-page book-embedding of G, respectively.
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Fig. 3. The edges assigned to page pn(G)+ 1.
Fig. 4. The 1-page book-embedding of Q (2, 1), where each binary string in square brackets indicates the 3-bit encoding of a vertex.
Define the vertex-ordering σ ′ of V (G× Q (1)) as follows: for each u ∈ V (G),
• σ ′(2u) = σ(u),
• σ ′(2u+ 1) = 2|V (G)| − σ(u)+ 1.
By this definition, the following properties hold:
• 2u<σ ′ 2v if u<σ v,
• 2u+ 1>σ ′ 2v + 1 if u<σ v,
• 2u<σ ′ 2v + 1 for any u ∈ V (G), any v ∈ V (G).
Define the assignment ρ ′ of edges in E(G× Q (1)) as follows:
• ρ ′({2u, 2v}) = ρ({u, v}) for any {u, v} ∈ E(G),
• ρ ′({2u+ 1, 2v + 1}) = ρ({u, v}) for any {u, v} ∈ E(G),
• ρ ′({2v, 2v + 1}) = pn(G)+ 1 for any v ∈ V (G).
It can be easily checked that σ ′ and ρ ′ correctly define a (pn(G)+ 1)-page book-embedding of G×Q (1) (see Fig. 3). 
Corollary 3.2. pn(G× Q (k)) ≤ pn(G)+ k.
Applying the facts thatQ (n) = Q (2)×Q (n−2) and pn(Q (2)) = 1 to the above corollary, the result that pn(Q (n)) ≤ n−1
for all n ≥ 2, which was shown by Chung, Leighton, and Rosenberg [2], is obtained.
From Corollaries 2.2 and 3.2, we have the following.
Corollary 3.3. pn(Q (n1 + k, n2 + k, . . . , nt + k)) ≤ pn(Q (n1, n2, . . . , nt))+ k.
Before presenting our results on the book-embeddings of incomplete hypercubes, we give a simple proof of Fang and
Lai’s result.
Lemma 3.4. pn(Q (2, 1)) = 1.
Proof. Order the vertices in Q (2, 1) as follows:
4<σ 0<σ 2<σ 3<σ 1<σ 5.
Then, no two edges in this vertex-ordering of Q (2, 1) cross (see Fig. 4). 
From Corollary 3.3 and Lemma 3.4, Fang and Lai’s result is immediately obtained.
Theorem 3.5 (Fang and Lai [5]). pn(Q (n, n− 1)) ≤ n− 1 for all n ≥ 2.
Now,we introduce several terms used in the rest of the paper. Consider a book-embedding of a graphG. The length of edge
{u, v} in vertex-ordering σ is `σ (u, v) = |σ(u) − σ(v)|. An n-rainbow is a set of n edges {{xi, yi} ∈ E(G) | 1 ≤ i ≤ n} such
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Fig. 5. Pages pn(G)+ k− 1, pn(G)+ k in the book-embedding of G× Q (k).
that x1<σ x2<σ · · ·<σ xn<σ yn<σ · · ·<σ y2<σ y1. A complete n-rainbow is an n-rainbow such that |V (G)| = 2n (i.e., it is
also a perfect matching of G). In a complete n-rainbow, the set of edges of length ` ≥ n−2k+1 (respectively, ` ≤ 2k−1) is
the outer k-rainbow (respectively, the inner k-rainbow). For n > 2k, a central (n− 2k)-rainbow is a rainbow obtained from
a complete n-rainbow by deleting the outer k-rainbow and the inner k-rainbow.
Using the terms of rainbows, Corollary 3.2 can be slightly strengthened.
Lemma 3.6. Let G be a graph with n vertices. Then, G × Q (k) can be embedded in pn(G) + k pages such that the set of edges
assigned to the last page is a central (n2k−1 − 2k)-rainbow.
Proof. We employ induction on k. Consider the case k = 1. From Lemma 3.1, G × Q (1) can be embedded in pn(G) + 1
pages such that the set of edges assigned to the last page is a complete n-rainbow. The edge of length 2n− 1 and the edge
of length one in the complete rainbow can be reassigned to any other page without producing crossing edges. By such a
reassignment, the remaining edges in the last page form a central (n− 2)-rainbow.
Consider the case k > 1. Assume that G× Q (k− 1) can be embedded in pn(G)+ k− 1 pages such that the set of edges
assigned to page pn(G)+ k− 1 is a central (n2k−2− 2(k− 1))-rainbow. Based on this embedding, we apply Lemma 3.1. Let
σ be the vertex-ordering of the resulting (pn(G)+ k)-page book-embedding of G× Q (k). Since in page pn(G)+ k− 1, the
vertices in {σ−1(i) | 1 ≤ i < k} ∪ {σ−1(i) | n2k− k+ 1 < i ≤ n2k} (respectively, {σ−1(i) | n2k−1− k+ 1 < i < n2k−1+ k})
are isolated, the outer k-rainbow (respectively, the inner k-rainbow) in the last page can be reassigned to page pn(G)+k−1
without producing crossing edges (see Fig. 5). Thus, the proposition holds for all k ≥ 1. 
Suppose that pn(Q (n1, n2, . . . , nt)) ≤ n1− 1. Then, from Corollary 3.3, it holds that pn(Q (n1+ k, n2+ k, . . . , nt + k)) ≤
n1+k−1. Using Lemma 3.6, we can show that pn(Q (n1+k, n2+k, . . . , nt+k, 2)) ≤ n1+k−1 if k = r−1 ≥ 2, where r is
themaximum order of vertices adjacent to vertex v = 2n1+2n2+· · ·+2nt in the vertex-ordering of an (n1−1)-page book-
embedding of Q (n1, n2, . . . , nt). (Note that v is the top vertex in Q (n1, n2, . . . , nt , 0) and Γv+1(v) ⊆ V (Q (n1, n2, . . . , nt)).)
Lemma 3.7. Suppose that pn(Q (n1, n2, . . . , nt)) ≤ n1− 1. Let v = 2n1 + 2n2 + · · · + 2nt and r = maxw∈Γv+1(v) σ(w), where
σ is the vertex-ordering of an (n1 − 1)-page book-embedding of Q (n1, n2, . . . , nt). If r ≥ 3, then pn(Q (n1 + r − 1, n2 + r −
1, . . . , nt + r − 1, 2)) ≤ n1 + r − 2.
Proof. From Corollary 2.2 and Lemma 3.6, Q (n1 + r − 1, n2 + r − 1, . . . , nt + r − 1) can be embedded in n1 + r − 2 pages
such that the set of edges assigned to the last page is a central (2r−2v−2(r−1))-rainbow. In what follows, we show that the
new four vertices, 2r−1v, 2r−1v + 1, 2r−1v + 2, 2r−1v + 3 (with their incident edges) can be added to the book-embedding
of Q (n1 + r − 1, n2 + r − 1, . . . , nt + r − 1) to form a book-embedding of Q (n1 + r − 1, n2 + r − 1, . . . , nt + r − 1, 2)
without increasing the number of pages.
Let σ ′ be the vertex-ordering of the (n1 + r − 2)-page book-embedding of Q (n1 + r − 1, n2 + r − 1, . . . , nt + r − 1).
As mentioned in Section 2, it holds that Γ2r−1v+1(2r−1v) = 2r−1   Γv+1(v). Besides, by the construction shown in the proof
of Lemma 3.1, for any u ∈ Γv+1(v), σ ′(2r−1u) = σ(u). Therefore,
max
w′∈Γ2r−1v+1(2r−1v)
σ ′(w′) = max
w∈Γv+1(v)
σ ′(2r−1w) = max
w∈Γv+1(v)
σ(w) = r.
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Fig. 6. Edges assigned to the last page in the (n1 + r − 2)-page book-embedding of Q (n1 + r − 1, n2 + r − 1, . . . , nt + r − 1, 2).
Since the set of edges in the last page forms a central (2r−2v−2(r−1))-rainbow, by placing vertex 2r−1v as the first vertex,
every edge joining vertex 2r−1v and a vertex in Γ2r−1v+1(2r−1v) can be assigned to the last page without producing crossing
edges.
LetH = Q (n1+ r−3, n2+ r−3, . . . , nt+ r−3). (Note thatH is well-defined, since r ≥ 3.) Again, from the construction
shown in the proof of Lemma 3.1, the following properties hold:
• for any a ∈ V (H), any b ∈ V (H), any c ∈ V (H), any d ∈ V (H),
4a<σ ′ 4b+ 2<σ ′ 4c + 3<σ ′ 4d+ 1,
• for any x, y ∈ V (H) such that x<σ y,
. 4x<σ ′ 4y,
. 4x+ 2>σ ′ 4y+ 2,
. 4x+ 3<σ ′ 4y+ 3,
. 4x+ 1>σ ′ 4y+ 1.
Therefore, by placing the remaining three vertices 2r−1v+ 1, 2r−1v+ 2, 2r−1v+ 3 as the last vertex, the vertex of order
2r−2v + 2, and the vertex of order 2r−2v + 3, respectively, all edges incident to the three vertices, except for the edges
{2r−1v, 2r−1v + 2}, {2r−1v + 1, 2r−1v + 3}, can be assigned to the last page without producing crossing edges (see Fig. 6).
Finally, we can assign the two edges {2r−1v, 2r−1v+2}, {2r−1v+1, 2r−1v+3} to page n1+r−4without producing crossing
edges, since in the page there is no edge joining a vertex in 4 V (H)∪4 V (H)2 and a vertex in 4 V (H)3∪4 V (H)1.

Note that in the (n1+ r − 2)-page book-embedding of Q (n1+ r − 1, n2+ r − 1, . . . , nt + r − 1, 2), both the first vertex
and the last vertex are isolated in page n1 + r − 3. This property is used in Section 4.
Lemma 3.8. pn(Q (4, 3, 2)) ≤ 3.
Proof. From the proof of Lemma 3.4, Q (2, 1) can be embedded in one page such that r = maxw∈Γ7(6) σ(w) =
max{σ(2), σ (4)} = 3 (see Fig. 4). Applying Lemma 3.7 to the 1-page book-embedding of Q (2, 1), we can obtain a 3-page
book-embedding of Q (4, 3, 2) as shown in Fig. 7. 
From Corollary 3.3 and Lemma 3.8, we have the following theorem.
Theorem 3.9. pn(Q (n, n− 1, n− 2)) ≤ n− 1 for all n ≥ 4.
Agraphwhich canbe embedded in twopages is clearly planar. In particular, a graphwhich canbe embedded in onepage is
outerplanar. It is known that G is outerplanar (respectively, planar) if and only if G contains neither K4 nor K2,3 (respectively,
K5 nor K3,3) as a minor, where Kn and Km,n denote the complete graph with n vertices and the complete bipartite graph with
partite sets of size m, n, respectively [3]. By these characterizations, we can check that Q (2, 1, 0) is not outerplanar and
Q (3, 2, 0) is not planar (see Fig. 8). Thus, pn(Q (2, 1, 0)) ≥ 2 and pn(Q (3, 2, 1)) ≥ 3. Hence, our result on Q (n, n−1, n−2)
cannot be extended to the case n = 2, 3.
4. Book-embeddings of incomplete hypercubes with large dimensions
In this section, we consider book-embeddings of incomplete hypercubes with large dimension n.
We first present a variant of Lemma 3.6.
Lemma 4.1. Suppose that G can be embedded in p pages such that there is a page in which both the first vertex and the last
vertex are isolated. Then G×Q (k) can be embedded in p+ k pages such that the set of edges assigned to the last page is a central
(n2k−1 − 2(k+ 1))-rainbow.
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Fig. 7. The 3-page book-embedding of Q (4, 3, 2).
Fig. 8. Q (2, 1, 0) and Q (3, 2, 0).
Proof. Consider the (p + 1)-page book-embedding of G × Q (1) obtained from a p-page book-embedding of G with the
additional condition by applying Lemma 3.1. Then, the edges of length 2n − 1, 2n − 3 and the edges of length 1, 3 in the
complete rainbow in the last page can be reassigned to the page inwhich both the first vertex and the last vertex are isolated
in the p-page book-embedding ofG, without producing crossing edges. Thus, the proposition holds for the case k = 1. Similar
to the inductive proof of Lemma 3.6, it can be shown that the proposition holds for all k ≥ 1. 
Using Lemma 4.1 instead of Lemma 3.6 in the proof of Lemma 3.7, we can slightly improve the statement of Lemma 3.7
under the assumption of Lemma 4.1.
Lemma 4.2. Suppose that Q (n1, n2, . . . , nt) can be embedded in n1 − 1 pages such that there is a page in which both the
first vertex and the last vertex are isolated. Let v = 2n1 + 2n2 + · · · + 2nt and r = maxw∈Γv+1(v) σ(w), where σ is the
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vertex-ordering of an (n1 − 1)-page book-embedding of Q (n1, n2, . . . , nt) with the additional condition. If r ≥ 4, then
Q (n1 + r − 2, n2 + r − 2, . . . , nt + r − 2, 2) can be embedded in n1 + r − 3 pages such that both the first vertex and
the last vertex are isolated in page n1 + r − 4.
Proof. From Corollary 2.2 and Lemma 4.1, Q (n1 + r − 2, n2 + r − 2, . . . , nt + r − 2) can be embedded in n1 + r − 3
pages such that the set of edges assigned to the last page is a central (2r−3v − 2(r − 1))-rainbow. Thus, similar to the
proof of Lemma 3.7, the new four vertices 2r−2v, 2r−2v + 1, 2r−2v + 2, 2r−2v + 3 (with their incident edges) can be added
to the (n1 + r − 3)-page book-embedding of Q (n1 + r − 2, n2 + r − 2, . . . , nt + r − 2) to form a book-embedding of
Q (n1 + r − 2, n2 + r − 2, . . . , nt + r − 2, 2)without increasing the number of pages.
Asmentioned after the proof of Lemma 3.7, in the (n1+r−3)-page book-embedding ofQ (n1+r−2, n2+r−2, . . . , nt+
r − 2, 2), both the first vertex and the last vertex are isolated in page n1 + r − 4. 
Applying Lemma 4.2 iteratively, we can show the following theorem, where Nk (k ≥ 1) is defined recursively as follows:{
N1 = 28,
Nk = Nk−1 × 2
Nk−1
4 −2 + 4 for k ≥ 2.
Theorem 4.3. pn(IH(Nk)) ≤ blog2 Nkc − 1 for all k ≥ 1.
Proof. In what follows, the vertex-ordering of a book-embedding of each incomplete hypercube is denoted by σ .
We show by induction on k that IH(Nk) can be embedded in blog2 Nkc − 1 pages such that
• the first vertex is Nk − 4,
• both the first vertex and the last vertex are isolated in page blog2 Nkc − 2,
• rk = maxw∈ΓNk+1(Nk) σ(w) =
Nk
4 .
From Lemma 3.8, IH(N1) (= IH(28) = Q (4, 3, 2)) can be embedded in blog2 N1c − 1 (= 3) pages such that the three
additional conditions are satisfied (see Fig. 7):
• the first vertex is 24 = N1 − 4,
• both the first vertex and the last vertex are isolated in the second page,
• r1 = maxw∈ΓN1+1(N1) σ(w) = max{σ(24), σ (20), σ (12)} = 7 =
N1
4 .
Consider the case k ≥ 2 and assume that there is a desired (blog2 Nk−1c − 1)-page book-embedding of IH(Nk−1). By
the definition, Nk is monotonically increasing. Thus, rk−1 = Nk−14 ≥ N14 = 7. Therefore, we can apply Lemma 4.2 to
the book-embedding of IH(Nk−1). As a result, we obtain a (blog2 Nkc − 1)-page book-embedding of IH(Nk). (Note that
blog2 Nk−1c + rk−1 − 3 = blog2 Nk−1c + Nk−14 − 3 = blog2 Nkc − 1.)
From Lemma 4.2, in the resulting book-embedding of IH(Nk), both the first vertex and the last vertex are isolated in page
blog2 Nkc−2. Besides, from the proof of Lemma 4.2 (Lemma 3.7), it holds that the first vertex is Nk−4. Therefore, in order to
complete the proof, it is sufficient to show that the third additional condition holds in the book-embedding of IH(Nk), that
is, rk = maxw∈ΓNk+1(Nk) σ(w) =
Nk
4 .
By the definition, Nk = Nk−1 × 2
Nk−1
4 −2 + 4. Thus,
ΓNk+1(Nk) = ΓNk+1(d(bdlog2 Nke(Nk)))




= {Nk − 4} ∪ {d(bdlog2 Nk−1e(v)⊕ 0 · · · 0︸ ︷︷ ︸
Nk−1
4 −5
100) | v ∈ ΓNk−1+1(Nk−1)}
= {Nk − 4} ∪ 2
Nk−1
4 −2   ΓNk−1+1(Nk−1)  4.
Since σ(Nk − 4) = 1, rk = max{σ(w) | w ∈ 2
Nk−1
4 −2   ΓNk−1+1(Nk−1)  4}.
By the inductive hypothesis, Nk−1 − 4 is the first vertex in the (blog2 Nk−1c − 1)-page book-embedding of IH(Nk−1).
Thus, from the construction in the proof of Lemma 3.1, 2
Nk−1
4 −5(Nk−1 − 4) is also the first vertex in the book-embedding
of IH(Nk−1) × Q (Nk−14 − 5) = IH(Nk−1 × 2
Nk−1
4 −5). (Note that from Corollary 2.2, IH(N) × Q (t) = IH(N × 2t).) Again,
from the construction in the proof of Lemma 3.1, 2
Nk−1
4 −4(Nk−1 − 4) + 1 is the last vertex in the book-embedding of
IH(Nk−1 × 2
Nk−1
4 −4) = IH(Nk4 − 1), i.e., σ(2
Nk−1
4 −4(Nk−1 − 4) + 1) = Nk4 − 1. Moreover, σ(4(2
Nk−1
4 −4(Nk−1 − 4) + 1)) =
σ(2
Nk−1
4 −2(Nk−1 − 4)+ 4) = Nk4 − 1 in the book-embedding of IH(Nk − 4). According to the proof of Lemma 3.7, by adding
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the four vertices Nk − 4, Nk − 3, Nk − 2, Nk − 1 to the book-embedding of IH(Nk − 4) as the first vertex, the last vertex,
the vertex of order Nk2 , and the vertex of order
Nk
2 + 1, respectively, the (blog2 Nkc − 1)-page book-embedding of IH(Nk) is
obtained. As a result, the order of vertex 2
Nk−1
4 −2(Nk−1 − 4) + 4 increases by one, i.e., σ(2
Nk−1
4 −2(Nk−1 − 4) + 4) = Nk4 in
the book-embedding of IH(Nk).
On the other hand, in the book-embedding of IH(Nk4 − 1), for any v ∈ ΓNk−1+1(Nk−1), it holds that σ(2
Nk−1
4 −4v + 1) ≤
σ(2
Nk−1
4 −4(Nk−1 − 4) + 1), since 2
Nk−1
4 −4(Nk−1 − 4) + 1 is the last vertex in the book-embedding. Therefore, it also holds
that in the book-embedding of IH(Nk), for any v ∈ ΓNk−1+1(Nk−1),
σ(4(2
Nk−1
4 −4v + 1)) = σ(2 Nk−14 −2v + 4) ≤ σ(2 Nk−14 −2(Nk−1 − 4)+ 4).
Consequently, we have
rk = max{σ(w) | w ∈ 2
Nk−1




Calculating the values N2,N3, the next corollary is obtained.
Corollary 4.4. • pn(Q (9, 8, 7, 2)) ≤ 8,
• pn(Q (232, 231, 230, 225, 2)) ≤ 231.
Therefore, for incomplete hypercubes with large dimension n, Theorem 3.9 can be improved as follows.
Theorem 4.5. • pn(Q (n, n− 1, n− 2, n− 7)) ≤ n− 1 for all n ≥ 9,
• pn(Q (n, n− 1, n− 2, n− 7, n− 230)) ≤ n− 1 for all n ≥ 232.
5. Concluding remarks
In this paper, we have presented book-embeddings of incomplete hypercubes from the point of the cartesian product.
We have shown that any incomplete hypercube with at most 2n+ 2n−1+ 2n−2 vertices can be embedded in n− 1 pages for
all n ≥ 4. Asmentioned in Section 3, this result cannot be extended to the case n = 2, 3. On the other hand, the result can be
improved when n is large. However, our improved results for large n (for example, n ≥ 232) are theoretical ones and may
be useless from a practical point of view, since there is a physical limit for the number of processors in a parallel computer.
It remains unknown whether our results can be further improved or not.
Our results in this paper can also be seen as results of lower bounds on the boundary F such that pn(IH(F)) = n− 1 and
pn(IH(F + 1)) = n, where 2n ≤ F < 2n+1. Discussion for upper bounds on F is left for future research.
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