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Abstract
We develop a new approach to Lagrangian-Floer gluing. The construction of
the gluing map is based on the intersection theory in some Hilbert manifold of
paths P. We consider some moduli spaces of perturbed holomorphic curves
whose domains are either strips or more general Riemann surfaces with strip-
like ends. These moduli spaces can be injectively immersed, by taking the
restriction to non-Lagrangian boundary, into the Hilbert manifold P.
Then we restrict our attention to some subsets M∞(U ) and M T (U )
of the aforementioned moduli spaces of perturbed holomorphic strips. These
moduli spaces consist of small energy curves whose non-Lagrangian boun-
dary is conatined in the neighbourhood U of a fixed Hamiltonian path x.
Monotonicity results will gurantee that the elements of these moduli spaces
are contained in some neighbourhood of the Hamiltonian path x. This will
allow us to carry over the main analysis in suitable local coordinate charts.
The moduli spaces M T (U ) and M∞(U ) turn out to be embedded sub-
manifolds of the Hilbert manifold of paths P. We prove that M T (U ) con-
verges in the C1 topology toward M∞(U ). As an application of this conver-
gence result we prove various gluing theorems. We explain the construction
of Lagrangian-Floer homology and prove that the square of the boundary
map is equal to zero. Here we restrict our discussion to the monotone case
with minimal Maslov number at least three. We also prove that the homolo-
gy is independent of the Hamiltonian and almost complex structure used in
its definition. We include the exposition of the Lagrangian-Floer-Donaldson
functor and Seidel homomorphism.
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Chapter 1
Introduction
Floer homology was developed in 1980’s by A.Floer in the series of papers
[4, 5, 6, 7] and today it has various application in low dimensional topology
and symplectic and contact topology. Three of its main technical ingredients
are Gromov-compactness, transversality-Fredholm theory and gluing. In
this thesis we shall not discuss compactness and transversality, but we shall
develop a new approach to gluing.
When we say gluing, we always think of it as the opposite of Gromov-
compactness. Particularly, this means that two holomorphic curves (strips),
that intersect in the appropriate sense can be “glued” together if they can
be approximated by some nearby genuine holomorphic curve. Floer’s idea
was first to use cut-off functions and to construct a so called pregluing curve,
which in general doesn’t have to be holomorphic and then using the implicit
function theorem to establish the existence of an actual nearby holomor-
phic curve. Our approach is based on the intersection theory in Hilbert
manifolds. More precisely, we consider two different moduli spaces of pairs
of holomorphic curves whose domains are either half-infinite strips or more
general truncated Riemann surfaces with strip-like ends. These Hilbert man-
ifolds are infinite dimensional and they can be injectively immersed into some
Hilbert manifold of paths P. The images of these moduli spaces represent
Hardy submanifolds of P, mentioned in the title. The existence of a nearby
holomorphic curve is provided by the existence of a unique intersection point
of these two submanifolds. This approach is discussed in more details below.
In chapter 5 we explain how the Hardy space gluing theory developed in
this thesis is used in the construction of Floer homology. In this chapter the
exposition is restricted to monotone Lagrangian submanifold with minimal
Maslov number at least three. The rest of the thesis doesn’t assume any
restrictions on the Lagrangian submanifolds and could potentially be used
in more general cases. In [17] besides the same assumption on the minimal
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Maslov number was also assumed that the image Im (π1(Li)) ⊂ π1(M) is
a torsion subgroup, what allowed them to work with Z2 coefficients. We
will not assume this condition and we don’t impose any restrictions on the
monotonicity factors, which forces us to work with Novikov rings. For the
reader who is not familiar with Lagrangian Floer homology we shortly de-
scribe its construction and then we describe how the technical part of our
new approach to gluing is applied in the relevant construction.
The Floer chain complex is a vector space over some Novikov ring Λ
generated by Hamiltonian paths. The boundary operator ∂ is defined by
counting (mod 2) the number of elements of some zero-dimensional moduli
space. This moduli space consists of perturbed holomorphic strips that con-
nect two Hamiltonian paths. As the first application of our gluing approach
we prove that the square of the boundary map is equal zero. This allows us
to define Lagrangian Floer homology HF (L0, L1;H, J).
The proof of the identity ∂2 = 0 is based on the study of the
2−dimensional moduli space of index two perturbed holomorphic strips
that connect two Hamiltonian paths x and z. This moduli space
M2(x, z;H, J) allows free R action by translation. The quotient space
M̂2 =M2(x, Z;H, J)/R will in general not be compact, but it can be com-
pactified by adding the zero dimensional product space consisting of broken
trajectories. The aim of the gluing theorem is to identify an end of M̂2
with a broken trajectory. More precisely, the purpose of the Floer gluing
theorem is to construct a diffeomorphism of an interval (T0,+∞) and some
open subset of M̂2, such that compactification of the interval, i.e. adding
infinity, corresponds to adding the broken trajectory. As a broken trajectory
we mean a pair (u, v), where u is a trajectory connecting x and y, whereas
v connects y and z. Gluing map assigns to each T ∈ (T0,∞) a holomor-
phic curve uT ∈ M2(x, z;H, J) such that after shifting by T on the left uT
converges to u, and on the right to v. Construction of the curve uT is the
moment when our new approach provides an alternative method.
The curve uT is obtained as the isolated intersection point of two Hilbert
manifoldsMT (y,U) andM−(x)×M+(z). The manifoldMT (y,U) consists
of perturbed holomorphic curves with small energy whose domain is a strip
[−T, T ] × [0, 1] and which are the boundary {±T} × [0, 1] contained in the
neighborhood U of a Hamiltonian path y, whereas the other two bound-
ary components [−T, T ]×{0, 1} lie on Lagrangian submanifolds. The other
moduli space M−(x) ×M+(z) consists of pairs of half infinite strips with
fixed energy converging to x and z respectively. We prove that these moduli
spaces are indeed infinite dimensional submanifolds of some Hilbert manifold
ofW 2,2 strips. We also consider another Hilbert manifoldM∞(y,U) consist-
5ing of pairs of half infinite holomorphic curves which have sufficiently small
energy and are at the boundary contained in U . The bound on the energy
and the neighborhood of y - U are chosen in such a way that the elements
ofM∞(y,U) as well asMT (y,U) are confined to a small neighborhood of y.
In chapter 2 we prove some monotonicity results which guarantee that the
non-Lagrangian (free) boundary and the energy of a perturbed holomorphic
curve control its diameter. Thus, these monotonicity results imply that the
elements of these moduli spaces are contained in a small neighborhood of a
Hamiltonian path y and therefore the main analysis can be carried out in
Euclidean space using appropriate coordinate charts.
We also prove that the manifolds MT (y,U) and M∞(y,U) can be em-
bedded by taking the restriction to the boundary into some Hilbert manifold
of paths P×P. Their imagesWT andW∞ are the nonlinear Hardy spaces
of the title, they are exactly those paths that can be extended holomorphi-
cally to the corresponding strips. One of the most important result of the
thesis is that WT converge to W∞ in C1 topology. If we now go back to
the construction of the map uT in the neighborhood of the broken trajectory
(u, v), we notice that a pair of paths (u(0), v(0)) ∈ P × P is an isolated
intersection point of W∞ and M−(x) ×M+(z). As WT converge towards
W∞ this implies that for T sufficiently large there will be a unique isolated
intersection point of WT and M−(x)×M+(z), which we denote by uT .
Another application of our gluing approach is in the construction of the
Floer connection homomorphism. Namely, for two regular pairs (Hα, Jα)
and (Hβ, Jβ) we can consider homotopy connecting these two pairs and
the corresponding time dependent Floer equation. The mod two count of
solutions of such an equation defines homomorphism of the corresponding
chain complexes Φβα. We prove that this homomorphism intertwines the
Floer boundary operator and hence defines a homomorphism of the corre-
sponding homology groups. The proof is again based on the study of some
1−dimensional moduli space and the identification of its ends with the im-
ages of some gluing maps.
The homomorphisms Φβα are independent of the choice of the homotopy
connecting the regular pairs (Hα, Jα) and (Hβ, Jβ). Thus two homomor-
phisms Φβα1 and Φ
βα
0 defined using two different homotopies are chain homo-
topy equivalent, and hence induce the same map on the homology level.
Finally we prove that two composable morphisms satisfy the composition
rule under the catenation of homotopies. More precisely three regular pairs,
(Hα, Jα), (Hβ, Jβ) and (Hγ, Jγ) and the corresponding homomorphisms Φβα
and Φγβ satisfy the composition rule Φγβ ◦ Φβα = Φγα and Φαα = Id. Thus,
this implies that the Lagrangian Floer homology doesn’t depend on the
6 Chapter 1. Introduction
choice of the Hamiltonian and the almost complex structure. This is where
the presence of Novikov ring makes the anlysis much more difficult and the
proof requires the construction of infinitely many morphisms Φγαν such that
the composition Φγβ ◦Φβα corresponds to the limit lim
ν→∞
Φγαν and Φ
γα = Φγα0 .
Each two consecutive morphisms Φγαν are chain homotopic equivalent.
The above properties of the homomorphisms Φβα and the corresponding
gluing theorems are done not just in the case of strips, but also in the
case of more general Riemann surfaces with finitely many half-infinite strip-
like ends. These results give rise to a Lagrangian Floer-Donaldson functor
from the category of Lagrangian pairs to the category of vector spaces over
the Novikov ring Λ with Z/2Z coefficients. The objects are finite tuples of
pairs of monotone Lagrangian submanifolds and the morphisms, called string
cobordisms, are 2-manifolds with boundary and finitely many strip-like ends
and a monotone Lagrangian submanifold for each boundary component. The
Lagrangian Floer-Donaldson functor assigns to each tuple of Lagrangian
pairs the tensor product of its Floer homology groups and to each string
cobordism a morphism on Floer homology. The last chapter of the thesis
also includes the exposition of the Lagrangian Seidel homomorophism.
The thesis is organized as follows. In the second chapter we prove the
monotonicity lemma for holomorphic curves with Lagrangian boundary con-
ditions. As a corollary we prove some results which guarantee that holo-
morphic strips with small energy and some condition on the non-Lagrangian
boundary are localized near Lagrangian intersection point and hence can be
studied in suitable local coordinates. We also prove exponential decay of fi-
nite energy holomorphic strips with Lagranian boundries in the case of tame
almost complex structure and clean intersection of Lagrangian submanifolds.
In the third chapter we prove some linear elliptic estimates which will
be crucial for the proofs of the main theorems in the fourth chapter. We
also prove elliptic regularity and surjectivity of some specific linearized op-
erator whose domain represent W 2,2 maps on strips. Additional difficulties
that don’t occur in standard Floer theory appear because of the presence of
truncated surfaces, i.e. domains with corners. The corresponding linearized
operator will not be Fredholm in this case, but it will still be surjective. In
the appendix of this chapter we discuss the abstract interpolation theory, as
it has various applications through the whole thesis.
The fourth chapter contains the exposition of the Hilbert manifold setup
necessary for the statement of the main theorems. In the appendix of this
chapter we discuss further the interpolation Lions-Magenes [15] spaces which
represent the model space of the aforementioned Hilbert manifold of paths
P. This chapter contains the statement and the proofs of the main theo-
7rems. We prove that WT converges in C1 topology to W∞ and we prove
that they are embedded submanifolds of the Hilbert path space P × P.
We also prove that M±(x), consisting of perturbed holomorphic strips that
converge to x, is a Hilbert submanifold of some Hilbert manifold of strips B
and that it can be injectively immersed into the path manifold P.
The last chapter is joint work with Prof. D. Salamon and it contains
various applications of the results from the third chapter. We explain how
the Floer gluing theorems can be reduced to intersection theory in the path
space P. We prove that the square of the boundary map is equal zero
and we prove the aforementioned properties of the homomorphism Φβα. We
include the exposition of the Floer-Donaldson category.

Chapter 2
Monotonicity for holomorphic
curves
2.1 Main results
It is well known that the monotonicity lemma holds for minimal surfaces
u : Ω → M . Monotonicity means that the area of the piece of the surface
u(Ω), cut from u(Ω) by a small ball of radius r and centered on the surface,
is bounded bellow by c · r2. It is well known that this holds for holomor-
phic curves in the case that the boundary u(∂Ω) isn’t contained in the ball
Br(u(z)). We shall prove that monotonicity holds also if
u(∂Ω) ∩Br(u(z0)) 6= ∅
It suffices that the piece of a boundary within the ball lies on Lagrangian
submanifolds which intersect cleanly. We illustrate this phenomenon in
Figure 2.1.
Throughout this chapter we shall assume the following:
(H) (M,ω) is a symplectic manifold without boundary and L0, L1 ⊂M are
Lagrangian submanifolds without boundary that are closed subsets of
M . The intersection Λ = L0∩L1 is compact and N ⊂M is a compact
neighborhood of Λ.
The main theorem of this chapter is the following monotonicity theorem
for holomorphic curves with Lagrangian boundary conditions.
Theorem 2.1.1 (Monotonicity lemma). Assume (H) and let J be an
ω−tame almost complex structure. Suppose that the intersection Λ = L0∩L1
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L0
p0
L1
r
area ≥ cr2
Figure 2.1: Monotonicity for curves with Lagrangian boundary
is clean. Equip M with the metric 〈ξ, η〉 = 1
2
(ω(ξ, Jη)+ω(η, Jξ)). There exist
positive constants c0 and r0 such that the following holds. Let Ω ⊂ R× [0, 1]
be a bounded open set, (s0, t0) ∈ Ω, 0 < r < r0 . If a J−holomorphic curve
u : Ω→ N which extends continuously to Ω satisfies the following
u(s, 0) ∈ L0, for all s ∈ R with (s, 0) ∈ Ω,
u(s, 1) ∈ L1, for all s ∈ R with (s, 1) ∈ Ω
(2.1)
and
u(Ω \ Ω) ∩ Br(p0) = ∅, (2.2)
where p0 = u(s0, t0). Then ∫
u−1(Br(p0))
u∗ω ≥ c0r2. (2.3)
Proof. See Section 2.4.
The following standard monotonicity lemma (see for example [11]) for
holomorphic curves without boundary is a corollary of Theorem 2.1.1.
Corollary 2.1.2. Let (M,ω) be a symplectic manifold and N ⊂M compact.
Let J be an ω−tame almost complex structure and equip M with the metric
g = 1
2
(ω(·, J ·) + ω(J ·, ·)). Then there are constants ǫ0, c0 > 0 such that the
following holds. If Ω ⊂ C is an open and bounded set, (s0, t0) ∈ Ω, 0 < r < ǫ0
and
• u : Ω→ N is a smooth J− holomorphic curve.
• u : Ω→ N is continuous.
• u(Ω \ Ω) ∩ Br(u(s0, t0)) = ∅ for r ≤ ǫ0
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Then ∫
u−1(Br(u(s0,t0))
u∗ω ≥ c0r2 (2.4)
Proof. After rescaling we may assume Ω ⊂ R × [0, 1]. Then the boundary
conditions are vacuous, so the assertion follows from Theorem 2.1.1.
Extension to the case of t−dependent almost complex
structures
Let Jt be a smooth family of ω−tame almost complex structures and let
I ⊂ R be an interval. We consider Jt− holomorphic curves with Lagrangian
boundary conditions, i.e. solutions u : I × [0, 1] → N ⊂ M of the following
boundary value problem
∂su+ Jt(u)∂tu = 0, u(s, i) ∈ Li, i = 0, 1. (2.5)
Such holomorphic curves were studied by Floer [4, 5, 6] and were used to de-
fine the Floer homology of Lagrangian intersection. The need of introducing
t−dependent almost complex structure comes from tansversality issues. See
for example [8], where the construction leading to transversality involved
such almost complex structures. Denote with E(u) the energy of such a
holomorphic curve
E(u) =
∫
I×[0,1]
u∗ω =
∫
I×[0,1]
|∂su|2Jtdsdt. (2.6)
A set Λ0 ⊂ L0 ∩ L1 is called an isolated set of intersections if there
is an open neighborhood V ⊂ M of Λ0 with compact closure such that
V ∩ L0 ∩ L1 = Λ0. In particular Λ0 is compact. Any such V is called an
isolating neighborhood of Λ0. Our second main result states that the
energy of u and the non-Lagrangian boundary u|∂I×[0,1] control the diameter
of u.
Theorem 2.1.3. Assume (H). Suppose that Λ0 ⊂ L0∩L1 is an isolated set
of intersections. Let U be an open neighborhood of Λ0 and let V be an isolated
neighborhood of Λ0 such that V ⊂ U . There exists ~ such that the following
holds. For any interval I = [a, b] ⊂ R if a solution u : I × [0, 1] → N ⊂ M
of (2.5), satisfies
E(u) < ~, and u|∂I×[0,1] ∈ V,
then
u(s, t) ∈ U, ∀(s, t) ∈ I × [0, 1].
12 Chapter 2. Monotonicity for holomorphic curves
Proof. See Section 2.4.
As a corollary of Theorem 2.1.3 we prove an analogous result for per-
turbed holomorphic strips. Let
[0, 1]×M → R : (t, p) 7→ H(t, p) = Ht(p)
be a time dependent Hamiltonian function. Denote by φt : Ωt → M the
Hamiltonian isotopy generated by H via
∂tφt(p) = XHt(φt(x)), φ0 = Id
Thus Ωt ⊂ M is the open set of all points p0 ∈ M such that the solution of
the initial value problem x˙(s) = XHs(x(s)), x(0) = p0, exists on the interval
[0, t].
Theorem 2.1.4. Assume (H) and let J = {Jt}0≤t≤1 ∈ J (M,ω). Suppose
Λ ⊂ L0 ∩ φ−11 (L1) is an isolated set of intersections, let U ⊂ M be an open
neighborhood of Λ, and let V ⊂ M be an isolating neighborhood of Λ such
that V ⊂ U . Fix a compact set K ⊂M . There is a constant ~ > 0 such that
the following holds. If T > 0 and u : [−T, T ]× [0, 1]→ K satisfies
∂su+ Jt(u) (∂tu−XHt(u)) = 0, u(s, 0) ∈ L0, u(s, 1) ∈ L1, (2.7)
and
EH(u) =
∫ T
−T
∫ 1
0
|∂su|2 dtds < ~, u({±T}, t) ⊂ φt(V ) ∀t ∈ [0, 1], (2.8)
then u(s, t) ∈ φt(U ∩ Ωt) for all s ∈ [−T, T ] and all t ∈ [0, 1].
Proof. This theorem was proved in 2.1.3 for H = 0. We reduce the general
case to the case H = 0 in two steps.
Step 1. It suffices to assume that the Hamiltonian H : [0, 1]×M → R has
compact support (and hence Ωt =M for 0 ≤ t ≤ 1).
Shrinking U , if necessary, we may assume that U is compact and
V ⊂ U ⊂ U ⊂ Ω1.
Then the set
K̂ := [0, 1]×K ∪
⋃
0≤t≤1
{t} × φt(U)
is a compact subset of [0, 1]×M . Replace the Hamiltonian function H by a
function Ĥ : [0, 1]×M → R with compact support that agrees with H on a
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neighborhood of K̂. Denote by φ̂t the Hamiltonian isotopy generated by Ĥ .
Then φ̂t(U) = φt(U ∩Ωt) and φ̂t(V ) = φt(V ) for 0 ≤ t ≤ 1. Hence a function
u : [−T, T ]× [0, 1]→ K satisfies (2.7) and (2.8) if and only if it satisfies the
same conditions with H and φt replaced by Ĥ and φ̂t. This proves Step 1.
Step 2. Theorem 2.1.4 holds when H has compact support.
Theorem 2.1.3 implies the statement of 2.1.4 in the case H = 0. Under the
assumption of Step 2 the assertion of Theorem 2.1.4 with H 6= 0 reduces to
the assertion with H = 0 by naturality. More precisely, define
J˜t := φ
∗
tJt, L˜0 := L0, L˜1 := φ
−1
1 (L1), K˜ :=
⋃
t∈[0,1]
φ−1t (K).
Then K˜ is a compact subset of M and L˜0, L˜1 ⊂ M satisfy (H). Hence the
tuple
(M,ω, L˜0, L˜1, H˜ = 0, J˜ , Λ˜ = Λ, U˜ = U, V˜ = V, K˜) (2.9)
satisfies the hypotheses of Theorem 2.1.4 with the Hamiltonian function
equal to zero. Hence, by Theorem 2.1.3, there exists a constant ~ > 0 such
that the result holds for this tuple.
Now let u : [−T, T ]× [0, 1]→M be a smooth function that satisfies (2.7)
and (2.8) (with the above constant ~) and define u˜ : [−T, T ]× [0, 1]→M by
u˜(s, t) := φ−1t (u(s, t)).
Then u˜ satisfies (2.7) and (2.8) for the tuple (2.9). Hence
u˜([−T, T ]× [0, 1]) ⊂ U˜ = U
and hence u(s, t) ∈ φt(U) for all s and t. This proves Theorem 2.1.4.
Theorem 2.1.5. Assume (H) and suppose that the intersection Λ = L0∩L1
is clean. Let g be some Riemannian metric on M and let d be the distance
induced by g. For every ǫ > 0 there exists ~ > 0 such that the following
holds. For any interval I = [a, b] ⊂ R if a solution u : I × [0, 1] → N of
(2.5) satisfies the following:
• There exist x, y ∈ Λ = L0 ∩ L1 such that
sup
t
d(u(a, t), x) <
ǫ
12
and sup
t
d(u(b, t), y) <
ǫ
12
.
• E(u) < ~,
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then
u(s, t) ∈ Bǫ(x) ∩Bǫ(y), for all (s, t) ∈ I × [0, 1]. (2.10)
Proof. See section 2.4.
Outline of the chapter: The proofs of Theorems 2.1.1, 2.1.3 and 2.1.5
are based on some properties of holomorphic maps such as isoperimetric
inequality and exponential decay. In the next sections we discuss in more
details these properties. In section 2.2 we prove isoperimetric inequality in
R2n. Then we prove that the isoperimetric inequality holds also for short
curves in a symplectic manifold M with Lagrangian boundary conditions.
We prove this using local Darboux charts that are adjusted to the clean
intersection. Isoperimetric inequality is a crucial part of the proof of Theo-
rem 2.1.1 as well as of the exponential decay. Theorems 2.1.3 and 2.1.5 are
corollaries of the Theorem 2.1.1 and the exponential decay.
2.2 The isoperimetric inequality
The isoperimetric inequality is an inequality involving the length of a closed
curve and the area enclosed by this curves. It is often expressed by saying
that among all curves of given length the circle encloses the greatest area.
In other words, if γ ⊂ R2 is simple closed curve, A(γ) is the enclosed area
and L(γ) is its length then
A(γ) ≤ 1
4π
L(γ)2
and the equality holds if and only if γ is a circle. The same holds
in the case that γ is a curve with endpoints on some lines through
the origin. Again, the maximal area of the curvilinear triangle bounded
by γ and the lines through the origin is in the case that γ is a piece of a circle.
We first prove the isoperimetric inequality in R2n for smooth curves with
endpoints on Lagrangian planes. Let ω be the standard symplectic form in
R2n and let |·| denotes the standard Euclidean norm. We define the action,
length and energy of a curve γ as follows.
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A(γ) =
1
2
∫ 1
0
ω(γ˙(t), γ(t))dt ,
L(γ) :=
∫ 1
0
|γ˙(t)|dt,
E(γ) =
1
2
∫ 1
0
|γ˙(t)|2dt. (2.11)
We prove the isoperimetric inequality for curves with Lagrangian boundary
conditions using Fourier series as in [16], where the analogous property was
proved for closed curves.
Lemma 2.2.1. For all smooth curves γ : [0, 1]→ R2n with γ(0) ∈ Rn×{0} =
L0 and γ(1) ∈ Rd × {0} × Rn−d = L1 we have that
|A(γ)| ≤ 1
π
L(γ)2. (2.12)
Proof. Let γ : [0, 1] → Cn, γ = (z1(t), z2(t), ...zn(t)) =
(x1(t), · · · , xn(t), y1(t), · · · , yn(t)) , 0 ≤ t ≤ 1, where
zj(t) = xj(t) + iyj(t) , 1 ≤ j ≤ n.
Because of the boundary conditions γ(0) ∈ Rn × 0, γ(1) ∈ Rd × 0 ⊕ i(0 ×
R
n−d), we have that for zν , 1 ≤ ν ≤ d, zν(0) ∈ R, zν(1) ∈ R. It follows that
writing zν using the Fourier series we have
zν(t) =
+∞∑
m=−∞
cν,me
πimt, 1 ≤ ν ≤ d, cν,m ∈ R.
Let γ1 be the first d−coordinates of the curve γ i.e. γ1(t) =
(z1(t), z2(t), ...zd(t), 0, · · · , 0). Then
γ1(t) =
+∞∑
m=−∞
vme
πimt, 0 ≤ t ≤ 1, vm = (c1,m, c2,m, ....cd,m, 0, · · · , 0).
(2.13)
Similarly for d+ 1 ≤ ν ≤ n, zν(0) ∈ R, zν(1) ∈ iR it follows that
zν(t) =
+∞∑
m=−∞
cν,me
i(π
2
+mπ)t, d+ 1 ≤ ν ≤ n, cν,m ∈ R
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Let γ2(t) = (0, · · · , 0, zd+1(t), zd+2(t), ...zn(t)).Then
γ2(t) =
+∞∑
m=−∞
vme
i(π
2
+mπ)t, 0 ≤ t ≤ 1, vm = (0, · · · , 0, cd+1,m, cd+2,m, ....cn,m)
(2.14)
First, notice that it is enough to prove that
|A(γ)| ≤ 2
π
E(γ) (2.15)
Since, if γ is naturally parametrized then E(γ) = 1
2
L(γ)2. If γ isn’t
parametrized by arc length, reparametrize it i.e. take a function α : [0, 1]→
[0, 1] such that | d
dt
γ(α(t))|e = L(γ). Then it follows from (2.15) that
|A(γ)| = |A(γ ◦ α)| ≤ 2
π
E(γ ◦ α) = 1
π
L(γ)2
It is enough to prove the inequality separately for γ1 and γ2 as |A((γ1, γ2))| ≤
|A(γ1)|+ |A(γ2)| and E((γ1, γ2)) = E(γ1)+E(γ2). Now the proof of Lemma
2.2.1 follows directly from Lemma 2.2.2.
Lemma 2.2.2. Let γ1 and γ2 be paths as in (2.13) and (2.14). Then
|A(γ1)| ≤ 1
π
E(γ1), |A(γ2)| ≤ 2
π
E(γ2). (2.16)
Proof. Let γ1(t) be as in (2.13) , and
A(γ1) = −1
2
∫ 1
0
ω(γ1(t), γ˙1(t))dt = −1
2
∫ 1
0
+∞∑
m,n=−∞
ω(vme
imπt, inπvne
inπt)dt.
Let
Jmn =
∫ 1
0
ω(vme
imπt, ivne
inπt)dt =
1
π
∫ π
0
ω(vme
ims, ivne
ins)ds
=
1
π
(∫ π
0
cos(ms) cos(ns)ds︸ ︷︷ ︸
Amn
+
∫ π
0
sin(ms) sin(ns)ds︸ ︷︷ ︸
Bmn
)
〈vm, vn〉.
The last equality holds as ω(vm, vn) = 0 , because vm, vn ∈ Rd. We compute
the terms Amn, Bmn:
Amn =
{
π
2
, m=n or m=-n
0, otherwise
Bmn =

π
2
, m=n
−π
2
, m=-n
0, otherwise.
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Thus we get:
Jmn =
{
|vn|2, m = n
0, otherwise.
It follows that
A(γ1) = −1
2
∫ 1
0
+∞∑
m,n=−∞
ω(vme
imπt, inπvne
inπt)dt = −π
2
+∞∑
n=−∞
n|vn|2.
Similarly, we compute the energy E(γ1):
E(γ1) =
1
2
∫ 1
0
ω(γ˙1(t), iγ˙1(t))dt =
1
2
∫ 1
0
+∞∑
m,n=−∞
ω(vmmπie
imπt,−πvnneinπt)dt
=
π2
2
+∞∑
m,n=−∞
mn
∫ 1
0
ω(vme
imπt, vnie
inπt)dt
=
π2
2
+∞∑
n=−∞
n2|vn|2
Now it is obvious that
|A(γ1)| ≤ π
2
∑
n
|n‖vn|2 ≤ 1
π
E(γ1)
Analogously we obtain for γ2 as in (2.14)
|A(γ2)| = π
2
+∞∑
n=−∞
|n + 1
2
||vn|2 ≤ 2
π
π2
2
+∞∑
n=−∞
|n+ 1
2
|2|vn|2 = 2
π
E(γ2)
Remark 2.2.3. Notice that the isoperimetric inequality for curves with end
points in Lagrangian plane L follows from Lemma 2.2.2. Namely, we can
take d = n, i.e. L0 = L1 = L, then it follows from lemma 2.2.2
A(γ) ≤ 1
π
E(γ) ≤ 1
2π
L(γ)2.
In the case that γ is a closed curve we can take a plane L0 that divides γ into
two pieces γi, i = 0, 1 of equal length. For each curve γi the isoperimetric
inequality holds
A(γi) ≤ 1
2π
L(γi)
2 =
1
8π
L(γ)2.
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Summing the previous inequalities for i = 0, 1 we obtain
A(γ) ≤ 1
4π
L(γ)2. (2.17)
The next corollary easily follows from lemma 2.2.1.
Corollary 2.2.4. Let Q ⊂ R× [0, 1] be a submanifold with corners such that
all the corners are contained in R× {0, 1}. Then any smooth map
u : (Q,Q∩(R×{0}), Q∩(R×{1}))→ (R2n, L0, L1) = (R2n,Rn×{0},Rd×{0}×Rn−d),
satisfies the following:∫
Q
u∗ωstd ≤ 1
π
· L(u|u−1(u(∂Q)\(L0∪L1)))2 (2.18)
where L denotes the Euclidean length.
Proof. First notice that all boundary curves u(∂Q) are of the following kind
1. closed
2. Have both endpoints in L0 or L1.
3. Have one boundary point in L0 and the other in L1
4. Are contained in L0 or L1.
Using Stoke’s theorem we have:∫
Q
u∗ωstd =
∫
Q
u∗dλ =
∫
∂Q
u∗λ =
∑
i
∫
γi
λ
=
∑
i
∫ 1
0
λ(γi(t))(γ˙i(t))dt =
∑
i
1
2
∫ 1
0
ωstd(γ˙i(t), γi(t))dt.
Notice that for γ ⊂ Li, i = 0, 1 the integral
1∫
0
ωstd(γ˙(t), γ(t)) = 0, as
ωstd|Li ≡ 0, i = 0, 1. Thus,∫
Q
u∗ωstd =
∑
i∈I
1
2
1∫
0
ωstd(γ˙i(t), γi(t))dt =
∑
i∈I
A(γi),
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where I are the curves of type 1− 3. In lemma 2.2.1 we have proved that
|A(γ)| ≤ 1
π
L(γ)2,
for any curve of the type 1-3. Thus we have :∫
Q
u∗ωstd ≤ 1
π
∑
i∈I
L(γi)
2 ≤ 1
π
(∑
i∈I
L(γi)
)2
.
2.2.1 Isoperimetric inequality in symplectic manifolds
The isoperimetric inequality holds not only for curves in Euclidean space,
but also for short closed curves γ on symplectic manifolds or for short curves
with Lagrangian boundary conditions. In both cases the area should be
understood as a symplectic area. In the case of a path with Lagrangian
boundaries it should be understood as the area of a curvilinear triangle with
one side γ and the other two sides on the Lagrangian submanifolds. There are
many curvilienar triangles with one side γ and the other two on Lagrangian
submanifolds, but if γ is sufficiently short all of them will have the same
symplectic area. Throughout this section we shall assume the follwing:
(H1) L0, L1 ⊂ M are Lagrangian submanifolds of a symplectic manifold
(M,ω) and the intersection Λ = L0 ∩ L1 is clean, i.e.
TpΛ = TpL0 ∩ TpL1, ∀p ∈ Λ
We also assume that d = dim(Λ).
Locally the clean intersection looks particularly nice. Namely for any
point p ∈ Λ there exists a local symplectic chart which maps L0 into Rn×{0}
and L1 into R
d×{0}×Rn−d. We first construct such Darboux charts adapted
to clean intersections.
Lemma 2.2.5 (Darboux charts for clean intersection). Assume (H1).
Then for any p ∈ L0 ∩ L1 = Λ there exists a neighborhood U(p) and a
symplectomorphism φ : U(p)→ V (0) ⊂ R2n such that
φ(U(p) ∩ Λ) ⊂ Rd × {0},
φ(U(p) ∩ L0) ⊂ Rn × {0},
φ(U(p) ∩ L1) ⊂ Rd × {0} × Rn−d.
(2.19)
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Proof. Let p ∈ Λ, from the Lagrangian neighborhood theorem we know
that there exists a neighborhood of L0, U(L0) and a symplectomorphism
ψ : U(L0)→ V (L0) ⊂ T ∗L0 such that ψ(L0) = L0. Choose local symplectic
coordinates in a neighborhood V (p) of ψ(p) = p ∈ T ∗L0 , i.e. a symplec-
tomorphism ψ1 : V (p) → U(0) ⊂ R2n, such that in these coordinates Λ, L0
and L1 are given as follows

Λ : (x, 0, 0, · · · , 0), x = (x1, x2, · · · , xd)
L0 : (x, y, 0, · · · , 0), x = (x1, x2, · · · , xd), y = (y1, · · · , yn−d)
L1 : (x, f(x, z), g(x, z), z), x = (x1, · · · , xd), z = (z1, · · · , zn−d)
and f : Rn → Rn−d, g : Rn → Rd are differentiable maps with f(x, 0) =
g(x, 0) = 0. Let Ψ : R2n → R2n be given by
Ψ(x, y, u, z) = (x, y + f(x, z), u+ g(x, z), z), x, u ∈ Rd, y, z ∈ Rn−d.
(2.20)
Notice that Ψ(x, y, 0, 0) = (x, y, 0, 0) ⊂ L0 and Ψ(x, 0, 0, z) =
(x, f(x, z), g(x, z), z) ⊂ L1, The mapping Ψ is a diffeomorphism locally as
its derivative is given by
dΨ(x, y, u, z) =

1 fx gx 0
0 1 0 0
0 0 1 0
0 fz gz 1

and the determinant of dΨ is 1. The mapping Ψ is a symplectomorphism
if and only if fTz = fz, g
T
x = gx and fx + g
T
z = 0. From the fact that
L1 is Lagrangian follows that Ψ is also a symplectomorphism. Now the
desired symplectomorphism φ = Ψ−1 ◦ ψ1 ◦ ψ : U(p)→ R2n and satisfies the
properties (2.19).
The previous lemma follows also as a corollary of a more general result in
the thesis of M.Pozniak ([18]). M.Pozniak proves the analog of Weinstein’s
neighborhood theorem for clean intersection. More precisely he proves that
a neighborhood U(Λ) is symplectomorphic to the neighborhood of Λ ⊂ T ∗L0
and such symplectomorphism maps L0 into the zero section and L1 into the
conormal bundle of Λ. Here we actually need a weaker result that concerns
only the local representation of clean intersection.
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Remark 2.2.6. Let φ be a local Darboux chart constructed in Lemma 2.2.5,
then the 1−form λ = φ∗∑ni=1 xidyi satisfies ω = dλ and λ vanishes on TL0
and TL1.
Definition 2.2.7 (Darboux radius). Assume (H) and (H1) and fix a
Riemannian metric g on M . A constant δ > 0 is called a Darboux radius
for (M,L0, L1,Λ) if for every p ∈ Λ there exists a coordinate chart φ :
Bδ(p)→ R2n such that
• φ∗ωstd = ω|Bδ(p)
• φ(L0 ∩ Bδ(p)) = Rn × {0} ∩ φ(Bδ(p))
• φ(L1 ∩ Bδ(p)) = Rd × {0} × Rn−d ∩ φ(Bδ(p))
• L0 ∩Br(p) and L1 ∩ Br(p) are connected for all 0 < r ≤ δ.
Such a coordinate chart we call Darboux coordinate chart for clean intersec-
tion.
Remark 2.2.8. By Lemma 2.2.5 the set of Darboux radiuses is nonempty.
Moreover it follows from the definition if δ is a Darboux radius so is every
positive number r < δ.
Lemma 2.2.9. Assume (H) and (H1). For every δ > 0 there exists ρ > 0
such that the following holds. Let γ : [0, 1] → N be a smooth curve with
γ(i) ∈ Li, i = 0, 1 . If ℓ(γ) < ρ then
γ ⊂ Bδ(x0)
for some x0 ∈ Λ.
Proof. Let δ be an arbitrary positive number. Observe the following sets:
L0,δ/2 := {x ∈ L0 ∩N : d(x,Λ) ≥ δ/2}
L1,δ/2 := {x ∈ L1 ∩N : d(x,Λ) ≥ δ/2}
Obviously L0,δ/2 and L1,δ/2 are compact subsets of L0 ∩N and L1 ∩N . Let
ρ > 0 be a number that satisfies
d(L0, L1,δ/2) ≥ ρ, d(L1, L0,δ/2) ≥ ρ.
Obviously such a positive number exists and ρ < δ/2. Now if ℓ(γ) < ρ, it
cannot happen that γ(0) ∈ L0,δ/2 and γ(1) ∈ L1,δ/2 , as the distance between
these sets is bigger than ρ. Thus, for example d(γ(0),Λ) < δ/2, i.e there
exists x0 ∈ Λ such that d(x0, γ(0)) ≤ δ/2. Then γ ⊂ Bδ(x0).
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Lemma 2.2.10. Assume (H) and (H1). Let δ > 0 be a Darboux radius
and let x0 ∈ Λ. Let γ : [0, 1] → Bδ(x0) be a smooth curve such that γ(i) ∈
Li, i = 0, 1. Denote
Q = {z ∈ C : |z| ≤ 1, Re (z) > 0, Im(z) > 0},
Then there exist u : Q→ Bδ(x0) that satisfies
u(e
π
2
it) = γ(t), u(Q ∩ R) ⊂ L0, u(Q ∩ iR) ⊂ L1
Proof. Let αi : [0, 1]→ Li∩Bδ(x0) be such that αi(0) = x0 and αi(1) = γ(i).
Such paths αi exist as δ > 0 is a Darboux radius. The loop that we obtain
concatenating αi, i = 0, 1 and γ is contractible as it is contained in a convex
neighborhood of a point. Thus there exists a desired map u.
Definition 2.2.11. Assume (H) and (H1). Choose δ > 0 so small that 3δ
is still a Darboux radius. Let ρ > 0 be the constant of Lemma 2.2.9 for such
a δ. Let γ : [0, 1]→M be a smooth path satisfying
γ(i) ∈ Li, i = 0, 1, ℓ(γ) < ρ, γ([0, 1]) ⊂ N
Choose x0 ∈ Λ such that γ([0, 1]) ⊂ Bδ(x0) (see Lemma 2.2.9) and let u :
Q→ Bδ(x0) be as in Lemma 2.2.10. The local symplectic action of γ is
a real number
a(γ) :=
∫
Q
u∗ω. (2.21)
Claim 2.2.12. The local symplectic action is well defined, i.e. it doesn’t
depend on the choice of x0 and u in the definition 2.2.11.
Proof. Let x1 ∈ Λ be another point such that γ([0, 1]) ⊂ Bδ(x1) and let
u′ : Q → Bδ(x1) satisfy u′(eiπ/2t) = γ(t). Then d(x0, x1) < d(x0, γ(t)) +
d(γ(t), x1) < 2δ. Thus x0 and x1 are contained in a single Darboux chart.
There exists a 1−form λ on B2δ(x0) such that dλ = ω. Such 1−form λ has
additional property that it vanishes on Lagrangian submanifolds L0 and L1.
Then ∫
Q
u∗ω =
∫
Q
u∗dλ =
∫
∂Q
u∗λ =
∫ 1
0
λ(γ˙(t))dt.
Similarly we have
∫
Q
(u′)∗ω =
∫ 1
0
λ(γ˙(t))dt.
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Remark 2.2.13. We see from the proof of claim 2.2.12 that it is possible to
define
a(γ) =
∫
γ
λ,
where λ ∈ Ω1(Bδ(x0)) is 1−form which vanishes on Lagrangian submanifolds
and dλ = ω|Bδ(x0).
Now we can prove the isoperimetric inequality for short curves with La-
grangian boundary conditions.
Lemma 2.2.14 (Isoperimetric inequality). Assume (H) and (H1).
There exist positive constants ρ0 and c such that for every γ : [0, 1] →
N, γ(i) ∈ Li, i = 0, 1 the following holds:
If ℓ(γ) < ρ0 then
a(γ) ≤ cℓ(γ)2. (2.22)
Proof. Let δ be a Darboux radius. We can cover Λ with finitely many Dar-
boux charts as in Definition 2.2.7 φi : Bδ/2(xi) → R2n, xi ∈ Λ such that
‖dφi(x)‖ ≤ c′ for some constant c′ and ∀x ∈ Bδ(xi) and for all i. Now take
such ρ0 so that the claim of the lemma 2.2.9 is satisfied with the constant
δ0 = δ/2. It follows that if ℓ(γ) < ρ0 then γ ⊂ Bδ/2(x) ⊂ Bδ(xi) for some i.
As γ is contained in one Darboux chart we can use the fact that isoperimet-
ric inequality holds in R2n and that the mapping φ = φi preserves the a(γ)
and changes the length only up to some constant. More precisely we have
a(γ) =
∫
Q
u∗γω =
∫
Q
(φ ◦ uγ)∗wstd = A(φ ◦ γ) ≤ 1
π
L(φ ◦ γ)2
Here the last inequality follows from Lemma 2.2.1. On the other hand,
L(φ ◦ γ) ≤ c′ℓ(γ), thus we easily get
a(γ) ≤ 1
π
(c′)2ℓ(γ)2 = cℓ(γ)2.
The analog of the Corollary 2.2.4 holds for maps u : Q → N , provided
that the image of u has small diameter.
Lemma 2.2.15. Assume (H) and (H1). Then there exist constants r1 and
c such that the following holds. Let Q ⊂ R×[0, 1] be a compact 2-dimensional
submanifold with corners such that the corners of Q are contained in R ×
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{0, 1}. Denote Γ = ∂Q \ R× {0, 1}. Thus Γ is a compact 1-dimensional
manifold with boundary and ∂Γ ⊂ R× {0, 1}. Let
u : (Q,Q ∩ R× {0}, Q ∩ R× {1})→ (N,L0, L1),
be a smooth map such that diam(u(Q)) ≤ r1 then∫
Q
u∗ω ≤ cℓ2(u|Γ)).
Proof. We distinguish the following cases
1) Suppose first that Q ∩ R × {0} 6= ∅ and Q ∩ R × {1} 6= ∅. Let
zi ∈ Q ∩ R × {i}. Let δ > 0 be so small that 2δ is still a Darboux
radius. Let ρ > 0 be the corresponding constant as in Lemma 2.2.9
and take r1 < min{δ, ρ}. As d(u(z0), u(z1)) ≤ r1 < ρ it follows from
Lemma 2.2.9 that there exists x0 ∈ Λ such that u(zi) ∈ Bδ(x0). Thus
it follows that u(Q) ⊂ Bδ+r1(x0) ⊂ B2δ(x0). We use the Darboux chart
to map u(Q) into R2n.
2) Suppose now that Q ∩ R × {0} 6= ∅ and Q ∩ R × {1} = ∅. The case
Q ∩ R× {0} = ∅ and Q ∩ R× {1} 6= ∅ is analog. In this case we can
use the Lagrangian- Darboux local chart to map u(Q) into R2n.
3) If R× {0, 1} ∩ Q = ∅ we can use the standard Darboux chart to map
u(Q) into R2n.
In any of the three mentioned cases the value of
∫
Q
u∗ω won’t change using
the symplectomorphism and the length will change only up to a constant.
Hence the assertion follows from the Corollary 2.2.4.
Q
Figure 2.2: Domain Q.
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2.3 Exponential decay
It is well known that holomorphic curves with bounded energy decay expo-
nentially. Still, in the existing literature we weren’t able to find the right
reference for the case of holomorphic curves with boundary on Lagrangians
that intersect cleanly and in the case that Jt is only tame almost complex
structure. For the case of transverse intersection of Lagrangian submanifolds
and compatible almost complex structure we refer to [19]. For the sake of
completeness we include the missing case in this section.
The setup is the same as in the introduction and we shall prove that
bounded energy solutions of (2.5) decay exponentially. In the case of infinite
strip this means that
p = lim
s→∞
u(s, t)
exists and is an intersection point p ∈ Λ = L0 ∩ L1. The convergence
will be exponential with all the derivatives. In the case of finite strips
u : I × [0, 1] → N we shall see that u(s, t) is close to some point in Λ for
those s far away from ∂I.
To state this more precisely, for any interval I = [a, b) or I = [a, b] denote
with d(s, ∂I) the distance between s and the boundary of I. Let
Dr(I) :=
{
(s, t) ∈ I : d(s, ∂I) ≥ r, t ∈ [0, 1]
}
. (2.23)
Notice that in the case I = [a, b] we have that
Dr([a, b]) =
{
[a+ r, b− r]× [0, 1], r ≤ (b− a)/2
∅, r > (b− a)/2
for I = [a,+∞), we have that Dr(I) = [a+r,+∞)×[0, 1]. Fix a Riemannian
metric g on M and denote by d be the distance induced by g.
Proposition 2.3.1. Assume (H) and (H1). There exists µ > 0 such
that for all 0 < r0 there exist δ > 0 and ci, i = 0, 1, 2 with the following
properties: Assume that u : I × [0, 1]→ N is a solution of (2.5) with
E(u) < δ,
then u satisfies the following:
i) E(u|Dr(I)) ≤ c0e−2µrE(u),
ii) |∂su|g ≤ c1e−µr
√
E(u), for all (s, t) ∈ Dr+r0(I),
iii) sup
(s1,t1),(s2,t2)∈Dr+r0 (I)
d(u(s1, t1), u(s2, t2)) < c2e
−µr√E(u)
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for all r ≥ r0.
Proof. See subsection 2.3.2.
Direct corollaries of the previous proposition are the following:
Corollary 2.3.2. Assume (H) and (H1). There exists a positive constant
µ such that the following holds. Assume that u : R±×[0, 1]→ N is a solution
of (2.5) with finite energy, E(u) < +∞. Then
i) u converges toward some point p ∈ Λ, i.e. the limit
lim
s→∞
u(s, t) = p ∈ Λ = L0 ∩ L1.
ii) The convergence is exponential, i.e. there exist positive constants r0, d0
and d1 that depend on E(u) such that
|∂su(s, t)| ≤ d0e−µ|s|
d(u(s, t), p) ≤ d1e−µ|s| (2.24)
for all |s| ≥ r0 and all t ∈ [0, 1].
Corollary 2.3.3. For every δ > 0 and for every r1 > 0 there exist ~ > 0 such
that the following holds for any holomorphic curve u : I × [0, 1]→ N ⊂ M .
If E(u) < ~ then there exists x0 ∈ Λ such that
d(u(s, t), x0) < δ, (s, t) ∈ Dr1(I) (2.25)
Proof. From proposition 2.3.1 we have that
d(u(s1, t1), u(s2, t2)) < ce
−µr1
√
E(u)
for all (si, ti) ∈ Dr1(I), i = 0, 1. Taking the energy sufficiently small the right
hand side of the previous inequality can be made arbitrary small. Suppose
that ce−µr1
√
E(u) < ρ, where ρ > 0 is taken so small that the inequality
d(u(s, 0), u(s, 1)) < ρ, (s, 0) ∈ Dr1(I) implies that there exists x0 ∈ Λ such
that d(x0, u(s, 0)) < δ/2. Such ρ exists from lemma 2.2.9. We may assume
w.l.o.g. that ρ < δ/2. Now we have
d(u(s1, t1), x0) < d(u(s, 0), x0) + d(u(s, 0), u(s1, t1)) < δ/2 + ρ < δ.
and the previous inequality holds for all (s1, t1) ∈ Dr1(I).
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Proposition 2.3.4. There exists a positive constant µ such that the follow-
ing holds. Assume that u : I × [0, 1] → M is a solution of (2.5) with finite
energy E(u) < +∞. Then there exist constants ck, µ and rk, which depend
on E(u) such that
‖∂su‖Ck(Dr(I)) ≤ cke−µr (2.26)
for all r ≥ rk.
The main ingredients of the proof of Proposition 2.3.1 are the isoperimet-
ric inequality and the mean value inequality. We have proved the isoperimet-
ric inequality in this setup and it is left to prove the mean value inequality
what we do in the next subsection.
2.3.1 The mean value inequality
The mean value inequality claims that a value of a certain function at a
point can be estimated from above by its mean value.
f(p) ≤ c
V ol(Br(p))
∫
Br(p)
f(x)dx.
For example subharmonic functions satisfy the mean value inequality. We
shall construct a function which is not subharmonic, but whose Laplacian
can be estimated from below by a polynomial of degree 2. Such a func-
tion will satisfy a generalized mean value inequality. Before defining the
desired function, we construct an appropriate family of metrics adapted to
the Lagrangians.
Lemma 2.3.5. There exists a smooth family of metrics gt such that the
following holds
1) Li are totally geodesic with respect to gi for i = 0, 1.
2) gt is compatible with Jt for all t ∈ [0, 1].
3) Ji(p)TpLi is orthogonal complement of TpLi for all p ∈ Li and for
i = 0, 1.
Proof. In [10] is constructed a metric g0 such that
i) L0 is totally geodesic with respect to g0.
ii) g0 is compatible with J0
iii) J0(p)TpL0 is orthogonal complement of TpL0.
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Analogously one can construct g1 such that g1 and L1 satisfy the same con-
ditions as g0 and L0. Then the metric g˜t = (1− t)g0+ tg1 satisfies 1) and 3),
but not 2). Finally taking gt =
1
2
(g˜t + J
T
t g˜tJt) we obtain a family of metrics
gt that satisfy also 2).
Let gt be a smooth family of metrics as in Lemma 2.3.5 and let u :
I × [0, 1]→M be a Jt holomorphic curve, i.e. a solution of (2.5). We define
a smooth function e : I × [0, 1]→ R as follows
e : I × [0, 1]→ R, e(s, t) = gt(∂su(s, t), ∂su(s, t)) = |∂su|2t . (2.27)
Denote with
Hr(s, t) = Br(s, t) ∩ (I × [0, 1]),
where Br(s, t) denotes a ball of radius r centered at the point (s, t).
Proposition 2.3.6. Let e be as in (2.27). There exist positive constants µ˜
and C such that for all r < 1
2
if∫
Hr(s,t)
e(ξ, τ)dξdτ < µ˜,
then
e(s, t) = |∂su|t ≤ C(1 + 1
r2
)
∫
Hr(s,t)
e(ξ, τ)dξdτ, (2.28)
for all (s, t) ∈ Dr(I) = {(s, t) ∈ I × [0, 1] : d(s, ∂I) ≥ r, t ∈ [0, 1]}.
Proof. In Lemma 2.3.8 we prove that the function e satisfies the following
inequalities :
△e = ∂2se + ∂2t e ≥ −C1(e+ e2),
and the normal derivative
∣∣∣∣∂e∂t
∣∣∣∣
t=0,1
≤ C2 · e, for some positive constants C1
and C2. Thus the Claim follows from Theorem 2.3.7 which was proved in
[28].
Denote the intersection of an Euclidean ball with the half space by
Dr(x) = Br(x) ∩Hn , Hn := {(x0, x¯) : x0 ∈ [0,+∞), x¯ ∈ Rn−1}
Theorem 2.3.7. [28] For every n ≥ 2 there exists a constant D and for
all a, b there exist µ(a, b) > 0 such that the following holds: Consider (
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partial) ball Dr(y) ⊂ Hn for some r ≥ 0 and y ∈ Hn. Suppose that e ∈
C2(Dr(y), [0,+∞)) satisfies for some A0, A1, B0, B1 ≥ 0{
△e ≥ −(A0 + A1e + aen+2n ) ,
∂
∂ν
|∂H e ≤ B0 +B1e+ ben+1n ,
(2.29)
and ∫
Dr(y)
e ≤ µ(a, b)
Then
e(y) ≤ D
(
A0 +B0r + (A
n
2
1 +B
n
1 + r
−n)
∫
Dr(y)
e
)
.
We prove that the function e as in (2.27) satisfies the conditions (2.29).
Lemma 2.3.8. Let e be as in (2.27). There exist positive constants C1 and
C2 such that
i) △e = ∂2se + ∂2t e ≥ −C1(e+ e2).
ii)
∣∣∣∣∂e∂t
∣∣∣∣
t=0,1
≤ C2 · e.
Proof. Let ξ(s, t) = ∂su(s, t) and η(s, t) = ∂tu(s, t). Let ∇t be Levi-Civita
connection of the metric gt. In order to make the notation less cumbersome,
we shall write further ∇ instead of ∇t. Because of the compatibility we have
|ξ|t = |η|t and as the connection is Levi- Civita we have ∇tξ = ∇sη. Next,
we have the following
∂se(s, t) = 2gt(∇sξ, ξ), ∂te(s, t) = 2gt(∇tξ, ξ) + (∂tgt)(ξ, ξ)
and also
∂2se(s, t) = 2gt(∇sξ,∇sξ) + 2gt(∇s∇sξ, ξ) = a1(s, t) + a2(s, t)
∂2t e(s, t) = 2gt(∇tξ,∇tξ) + 2gt(∇t∇tξ, ξ) + (∂2t gt)(ξ, ξ) + 2∂tgt(∇tξ, ξ)
=
4∑
i=1
bi(s, t)
The functions ai(s, t) and bi(s, t) correspond to the summands on the left
side of the equalities respectively. Notice that there exist a constant c¯1 such
that
|b3| ≤ c¯1|ξ|2t , |b4| ≤ c¯1(ǫ2|∇tξ|2t +
1
ǫ2
|ξ|2t )
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In order to estimate a2 and b2 notice that:
∇s∇sξ +∇t∇tξ = ∇s(∇sξ +∇tη) +∇t∇sη −∇s∇tη
= ∇s(∇sξ +∇tη)−R(ξ, η)η
And we have
∇sξ +∇tη = ∇s(−Jt(u)η) +∇t(Jt(u)ξ)
= −∇s(Jt(u))η − Jt(u)∇sη +∇t(Jt(u))ξ + Jt(u)∇tξ
= ∇t(Jt(u))ξ −∇s(Jt(u))η
= (∂tJt)ξ + (∇ηJt)ξ − (∇ξJt)η
It follows
∇s(∇sξ +∇tη) = ∇s
(
(∂tJt)ξ + (∇ηJt)ξ − (∇ξJt)η
)
= (∇s∂tJt(u))ξ + ∂tJt(u)∇sξ +∇s(∇ηJt(u))ξ + (∇ηJt)∇sξ
−∇s(∇ξJt)η − (∇ξJt)∇sη
=
6∑
i=1
si(s, t)
Where the terms si correspond to the summands in the preceding row re-
spectively. We write Si = 〈si, ξ〉s,t. There exists a constant c¯, which depends
on gt the almost complex structure Jt and its derivatives, such that:
|S1| ≤ c¯
(
|ξ|2t + |ξ|4t
)
, |S2| ≤ c¯
( 1
ǫ2
|ξ|2t + ǫ2|∇sξ|2t
)
,
|S3| ≤ c¯
(
|ξ|2t + |ξ|4t
)
+ c¯
(
ǫ2|∇tξ|2 + 1
ǫ2
|ξ|4
)
, |S4| ≤ c¯
( 1
ǫ2
|ξ|4t + ǫ2|∇tξ|2t
)
|S5| ≤ c¯
(
|ξ|2t + |ξ|4t
)
+ c¯
(
ǫ2|∇sξ|2 + 1
ǫ2
|ξ|4
)
, |S6| ≤ c¯
( 1
ǫ2
|ξ|4t + ǫ2|∇tξ|2t
)
.
For ǫ sufficiently small we get that
S = |a2|+ |b2|+ |b3|+ |b4| ≤ 2|∇sξ|2t + 2|∇tξ|2t + C1(|ξ|2t + |ξ|4t ),
for some C1 > 0. Thus
△e =
2∑
i=1
(ai + bi) + b3 + b4 ≥ a1 + b1 − S
≥ −C1(|ξ|2t + |ξ|4t ) = −C1(e+ e2). (2.30)
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We will prove now the second inequality in lemma 2.3.8.
∂e
∂ν
=
∂e
∂t
∣∣∣
t=0,1
=
(
2
A︷ ︸︸ ︷
gt(∇tξ, ξ)+
B︷ ︸︸ ︷
∂tgt(ξ, ξ)
)∣∣∣
t=0,1
(2.31)
A = gt(∇tξ, ξ) = gt(∇sη, ξ) = gt(∇s(Jt(u)ξ), ξ)
= gt(Jt(u)∇sξ, ξ) + gt((∇sJt(u))ξ, ξ)
Both terms in the last equality vanish at the time t = 0, 1. The first one van-
ishes as Li, i = 0, 1 are totally geodesic for gi , thus ∇sξ ∈ TpLi, p = u(s, i)
and JiTpLi is orthogonal complement of TpLi. The second term vanishes
as ∇sJt is skew adjoint, what follows by differentiating gt(Jt(u)v, w) =
−gt(v, Jt(u)w) in the direction of ∂su. Thus, we have that∣∣∣∣∂e∂ν
∣∣∣∣ =
∣∣∣∣∣ ∂e∂t
∣∣∣∣
t=0,1
∣∣∣∣∣ = |B| = |∂tgt(ξ, ξ)| ≤ C2|ξ|2t .
2.3.2 Exponential convergence
In order to prove the mean value inequality we have used special metric,
but the inequality (2.28) holds no matter which metric we use to define the
norm of ∂su. Until now we have mentioned three different metrics, one was
just some Riemannian metric g on M, the other metric is given by pairing
ω and Jt, i.e. 〈ξ, η〉Jt = 12
(
ω(ξ, Jt(η)) + ω(η, Jtξ)
)
and the third one is the
metric constructed in Lemma 2.3.5. Denote with |·|g, |·|Jt and |·|t the norms
that correspond to these metrics. As N is compact all these metrics are
equivalent, i.e. there exist positive constants K1 and K2 such that
1
K1
|ξ|Jt ≤ |ξ|t ≤ K1|ξ|Jt,
1
K2
|ξ|g ≤ |ξ|t ≤ K2|ξ|g,
for all t ∈ [0, 1]. If the energy E(u) = ∫
I×[0,1]
|∂su|Jtdsdt is sufficiently small,
more precisely if E(u) ≤ µ1 = 1K21 µ˜, where µ˜ is the constant from Proposition
2.3.6 then:
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|∂su(s, t)|2g ≤ K22 |∂su|2t ≤ C ·K22
(
1 +
1
r2
) ∫
Hr(s,t)
|∂su|2tdsdt
= c˜
(
1 +
1
r2
) ∫
Hr(s,t)
|∂su|2tdsdt ≤ c˜K21
(
1 +
1
r2
) ∫
Hr(s,t)
|∂su|2Jtdsdt
≤ c′
(
1 +
1
r2
)
E(u|Hr(s,t)), (2.32)
for (s, t) ∈ Dr(I). From here it follows that the length of the curve γs =
u(s, ·) : [0, 1] → N, d(s, ∂I) ≥ r is small, provided that the energy E(u) is
small.
Proof of the proposition 2.3.1. Let I = [a, b] with a, b ∈ R (the proof is
the same for infinite interval). Fix r0 > 0, suppose w.l.g. that r0 < 1/2.
Let ρ0 be the constant from the Lemma 2.2.14. Choose δ so small that
E(u) < δ implies that the length ℓ(γs) = ℓ(u(s, ·)) ≤ ρ0 for all s, d(s, ∂I) ≥
r0. From the equation (2.32), it follows that it is enough that E(u) <
min{ ρ20
c′(1+1/r20)
, µ˜
K21
} = δ. Define
e(r) := E(u|Dr(I)).
For r ≥ r0 we have:
e(r) =
∫∫
Dr(I)
u∗ω =
∫∫
Dr(I)
u∗dλ = a(u(b− r, ·))− a(u(a+ r, ·)),
this holds as all the curves γs = u(s, ·) are contained in the neighborhood
where the symplectic form is exact ω = dλ and λ vanishes on L0 and L1.
Also,
e˙(r) = −
1∫
0
|∂su(b− r, t)|2Jtdt−
1∫
0
|∂su(a+ r, t)|2Jtdt.
Using the isoperimetric inequality, Lemma 2.2.9, and the previous two equal-
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ities we get
e(r) = a(u(b− r, ·))− a(u(a+ r, ·))
≤ c(ℓ(γa+r)2 + ℓ(γb−r)2)
≤ c
( 1∫
0
|∂tu(a+ r, t)|2gdt+
1∫
0
|∂tu(b− r, t)|2gdt
)
≤ c′
( 1∫
0
|∂su(b− r, t)|2Jtdt+
1∫
0
|∂su(−a+ r, t)|2Jtdt)
= −c′e˙(r),
(2.33)
for r ≥ r0. From the inequality (2.33) follows part i) of the Proposition 2.3.1
e(r) ≤ e(r0)e−2µ(r−r0) ≤ c0e−2µrE(u), (2.34)
where c0 = e
2µr0 and µ = 1
2c′
. Take a point (s, t) ∈ Dr+r0(I) and a ball
around that point, Br0(s, t) ⊂ Dr(I). From the inequality (2.32) we get:
|∂su(s, t)|2g ≤ c′(1 +
1
r20
)E(u|Hr0(s,t))
≤ c′(1 + 1
r20
)E(u|Dr) = c˜1(r0)e(r)
≤ c˜1(r0)e−2µrE(u) (2.35)
From here it follows ii) as we have
|∂su(s, t)|g ≤ c1e−µr
√
E(u).
Notice that the following inequality also holds
|∂su(s, t)|2g ≤ c′(1 +
1
r20
)E(u|Hr0(s,t)) ≤ c˜ · e(d(s, ∂I)− r0)
≤ ce−2d(s,∂I)E(u), (2.36)
where the constant c depends on r0. Using the inequality (2.36) we can prove
part iii). Let (si, ti) ∈ Dr+r0(I), i = 1, 2. Suppose that d(s1, ∂I) = s1 − a
and d(s2, ∂I) = b− s2. We have that
d(u(s1, t1), u(s2, t2)) ≤
I1︷ ︸︸ ︷
s2∫
s1
|∂su(s, t1)|gds+
I2︷ ︸︸ ︷
t2∫
t1
|∂tu(s2, t|gdt .
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and
I1 =
a+b
2∫
s1
|∂su(s, t1)|gds+
s2∫
a+b
2
|∂su(s, t1)|gds
≤ c
√
E(u)
( a+b2∫
s1
e−µ(s−a)ds+
s2∫
a+b
2
e−µ(b−s)ds
)
≤ c
√
E(u)
(e−µ(s1−a)
µ
− e
−µ( b−a
2
)
µ
+
e−µ(b−s2)
µ
− e
−µ( b−a
2
)
µ
)
≤ c
√
E(u)
(e−µ(s1−a)
µ
+
e−µ(b−s2)
µ
)
≤ c˜
√
E(u)e−µr. (2.37)
The first inequality in (2.37) follows from the inequality (2.36). Similarly we
have that I2 satisfies the following.
I2 = c˜
t2∫
t1
|∂su(s2, t)|gdt ≤ c
√
E(u)
t2∫
t1
e−µ(b−s2)dt
≤ c
√
E(u)e−µ(b−s2) ≤ c
√
E(u)e−µr (2.38)
With the previous inequalities we have finished the proof of part iii) of
Proposition 2.3.1.
2.4 Proof of the main theorems
In this section we prove the Theorems 2.1.1, 2.1.3 and 2.1.5. The proof of the
Theorem 2.1.1 is based on the fact that the isoperimetric inequality holds
also for curves with Lagrangian boundary conditions what we have proved
in Lemma 2.2.14 and 2.2.15.
Proof of the theorem 2.1.1. Let g be the metric on M obtained by pair-
ing ω and J i.e. g(ξ, η) = 1
2
(ω(ξ, Jη) + ω(η, Jξ)). Let r0 > 0 be such that
r0 = min( inf
p∈N
inj(M, p), r1),
where r1 is the constant from Lemma 2.2.15.
There exists a constant c1 such that for all p ∈ M and v, vˆ ∈ TpM with
‖v‖ < r0 we have
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c1‖d expp(v)vˆ‖ ≥ ‖vˆ‖. (2.39)
Let Ω ⊂ S = R × [0, 1] be a bounded open set and let u : Ω → M be
a holomorphic curve that extends continuously to Ω and satisfies (2.2) and
(2.1).
For (s0, t0) ∈ Ω denote with p0 = u(s0, t0). We define the function
f : Ω→ R as
f(s, t) = d(u(s, t), p0).
Let
Ωr = f
−1([0, r)) = {(s, t) ∈ Ω| d(u(s, t), p0) < r}
and let
Γr = f
−1({r}) = {(s, t) ∈ Ω| d(u(s, t), p0) = r}.
Note that Γ0 = {(s, t)| u(s, t) = p0} is a finite set of points (for the proof of
this fact have a look at [13] for example). Notice that f(s, t) = ρ(u(s, t)),
where ρ : M → R is given by
ρ(p) = d(p0, p) = ‖ exp−1p0 p‖.
and the last equality holds for points p that satisfy d(p, p0) < r0. Notice that
the function f is smooth on the set Ωr0 \ Γ0. Let v = exp−1p0 p, then we have
|dρ(p)(vˆ)| = |〈d(exp
−1
p0 )(p)(vˆ), exp
−1
p0 p〉|√
〈exp−1p0 p, exp−1p0 p〉
≤ ‖d exp
−1
p0
p(vˆ)‖‖v‖
‖v‖
= ‖(d expp0 v)−1(vˆ)‖
≤ c1‖vˆ‖ (2.40)
where the last inequality follows from (2.39). From the inequality (2.40)
it follows that
∣∣∣∣∂f∂s
∣∣∣∣ ≤ c1‖∂su‖, ∣∣∣∣∂f∂t
∣∣∣∣ ≤ c1‖∂tu‖. (2.41)
and hence
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√∣∣∣∣∂f∂s
∣∣∣∣2 + ∣∣∣∣∂f∂t
∣∣∣∣2 ≤ √2c1‖∂su‖ (2.42)
Finally define the function a(r) as follows
a(r) :=
∫
Ωr
u∗ω. (2.43)
Step 1: Let r0 be as above and let r < r0 be a regular value of the function
f . Then the function a is differentiable at the point r and furthermore
a′(r) ≥ 1√
2c1
ℓ(u|Γr). (2.44)
Proof. For δ > 0 sufficiently small the interval [r, r + δ] consists entirely of
regular values of the function f and we have
a(r + δ)− a(r) =
∫
f−1([r,r+δ])
u∗ω,
We reparametrize the set f−1([r, r + δ]) by using the gradient flow of f .
Define the rescaled gradient flow φ by
φ : Γr × (r − δ, r + δ)→ f−1((r − δ, r + δ)),
φ(·, r) = IdΓr , ∂λφ(·, λ) =
∇f
‖∇f‖2 (φ(·, λ)).
Then f(φ(·, λ)) = λ. Here the gradient and the norm of ∇f are understood
with respect to the standard metric on R2n.
Suppose first that Γr doesn’t intersect the boundary ∂S. Parametrize Γr
by a smooth curve γr : [0, 1]→ Γr and define ψ : [0, 1]× [r, r + δ]→ Ω
ψ(τ, λ) := φ(γr(τ), λ).
Orient Γr such that the orientations of R
2 and T(s,t)Γr⊕R∇f(s, t) agree.
Assume without loss of generality that γr is an orientation preserving diffeo-
morphism. Then
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a(r + δ)− a(r) =
∫∫
[0,1]×[r,r+δ]
ψ∗u∗ω
=
∫ r+δ
r
∫ 1
0
u∗ω(∂τψ, ∂λψ)dτdλ
=
∫ r+δ
r
∫ 1
0
ω(du(ψ)(∂τψ), du(ψ)∂λψ)
=
∫ r+δ
r
∫ 1
0
‖du(ψ)∂τψ‖‖du(ψ)∂λψ‖dτdλ. (2.45)
Here the last equality holds because ∂τψ and ∂λψ form a positive basis
and u is J−holomorphic. On the other hand we have
‖du(ψ)∂λψ‖ = ‖du(ψ)∇f(ψ)‖‖∇f(ψ)‖2
=
‖∂su∂sf + ∂tu∂tf‖
|∂sf |2 + |∂tf |2
=
‖∂su‖√|∂sf |2 + |∂tf |2
≥ 1√
2c1
. (2.46)
The penultimate equality holds as u is J−holomorphic and hence ∂tu =
J∂su and the last inequality holds from the inequality (2.42). Substituting
(2.46) in (2.45) we obtain
a(r + δ)− a(r) ≥ 1√
2c1
∫ r+δ
r
∫ 1
0
‖du(ψ)∂τψ‖dτdλ
≥ 1√
2c1
∫ r+δ
r
ℓ(u|Γλ)dλ (2.47)
Similarly
a(r)− a(r − δ) ≥ 1√
2c1
∫ r
r−δ
ℓ(u|Γλ)dλ
Dividing by δ > 0 and taking limit δ → 0 we obtain
a′(r) ≥ 1√
2c1
ℓ(u|Γr). (2.48)
In the case Γr∩∂S 6= ∅ we have that it either happens one of the situations
in Figures 2.3 or 2.4 or it happens a mixture of these two cases. In the case
38 Chapter 2. Monotonicity for holomorphic curves
as in Figure 2.3 we cannot follow the flow for all time τ ∈ [0, 1] but only for
some time period Iδ = [ǫδ, Tδ] ⊂ [0, 1], more precisely
Iδ = {τ ∈ [0, 1]
∣∣∣ λ 7→ φ(γr(τ), λ) exists on [0, δ]}
The condition that the flow doesn’t exist can be violated only for τ close to
0 and 1.
Tδ
ǫδ
∇f
Figure 2.3: It is not possible to follow the gradient flow for all times t ∈ [0, 1]
a(r + δ)− a(r) ≥ 1√
2c1
∫ r+δ
r
∫
Iδ
‖du(ψ)∂τψ‖dτdλ (2.49)
But still in the limit when δ → 0 we obtain that a′(r) ≥ 1√
2c1
ℓ(u|Γr) as
Iδ → [0, 1], δ → 0. In the second case as at the Figure 2.4 we have that
following the gradient flow we don’t capture the whole area. In this case it
still holds that
a(r + δ)− a(r) ≥ 1√
2c1
∫ r+δ
r
∫ 1
0
‖du(ψ)∂τψ‖dτdλ.
Hence we obtain that a′(r) ≥ 1√
2c1
ℓ(u|Γr).
∇f
Figure 2.4: Following the gradient flow one doesn’t capture the whole area
Step 2 : Let a(r) be defined as in (2.43). There exists a constant c0 > 0
such that
a(r) = area(u|Ωr) ≥ c0r2, (2.50)
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for all r ≤ r0.
Proof: In Lemma 2.2.15 we have proved that that the symplectic area is
controlled by the length square:
a(t) ≤ cℓ2(u|Γt).
Thus we have that
ℓ(u|Γt) ≥
1√
c
√
a(t). (2.51)
Substituting the inequality (2.51) in (2.44) we get
(
√
a(t))′ ≥ 1
2
√
2
√
cc1
=
√
c0, (2.52)
for all regular values t ∈ [0, r0]. From Sard’s theorem we have that the
set of singular values is compact and zero measure. The function
√
a(t)
is monotone increasing, and hence differentiable almost everywhere. The
set of regular values is open and full measure and hence can be written as a
countable union of disjoint intervals In = (αn, βn). Integrating the inequality
(2.52) on each interval In we get
√
a(βn)−
√
a(αn) ≤ √c0(βn − αn) = √c0L(In).
As √
a(r) ≥
+∞∑
n=1
(
√
a(βn)−
√
a(αn)) ≥ √c0
∑
n
(βn − αn) (2.53)
≥ √c0L(
⊔
n
In) =
√
c0r (2.54)
Hence, we get
a(r) ≥ c0r2 (2.55)
for all r ≤ r0.
Proof of theorem 2.1.3. LetW be an open neighborhood of (Λ∩N)\Λ0.
such that W ∩ V = ∅. Let M˜ = R2 ×M = C×M . We define compact sets
A˜, B˜, N˜ ⊂ M˜ and closed L˜0, L˜1 ⊂ M˜ as follows
A˜ = [−1, 1]× [0, 1]× V ,
B˜ = [−1, 1]× [0, 1]× ((N \ U) ∪W )
N˜ = [−1, 1]× [0, 1]×N.
L˜0 = R× {0} × L0, L˜1 = R× {1} × L1
(2.56)
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The tuple (M˜, N˜ , L˜0, L˜1) satisfies the assumptions of the Theorem 2.1.1. Let
r0 and c0 be the corresponding constants, as in Theorem 2.1.1. We choose
positive constants δ, ~ and ǫ such that the following holds
(i) 0 < ρ < d(A˜, B˜)/2 and ρ < r0.
(ii) 0 < δ < 1 and δ < c0ρ
2
4
.
(iii) If γ : [0, 1]→ N is a smooth curve such that γ(0) ∈ L0 and γ(1) ∈ L1
and
L(γ) :=
∫ 1
0
√
ω(γ˙(t), Jtγ˙(t)) dt < ǫ
then γ([0, 1]) ⊂ V ∪W .
(iv) If u : [a, b]×[0, 1]→M is a Jt holomorphic curve with energy E(u) < ~
and b−a
2
> δ then the path us : [0, 1] → M defined by us(t) := u(s, t)
has length L(us) < ǫ for a+ δ ≤ s ≤ b− δ.
(v) ~ < c0ρ
2
2
.
The existence of a constant ǫ > 0 in (iii) follows from Lemma 2.2.9. The
existence of a constant ~ as in (iv) follows from mean value inequality, Propo-
sition 2.3.6.
We claim that the assertion of Theorem 2.1.3 holds with the above
constant ~. To see this, let u : [a, b] × [0, 1] → M be a Jt holomorphic
curve. Assume first that δ < b−a
2
. Then by (iv) we have L(u(s, ·)) < ε for
s ∈ (a + δ, b − δ). Hence by (iii) we have u([a + δ, b − δ] × [0, 1]) ⊂ V ∪W.
We claim that
u([a+ δ, b− δ]× [0, 1]) ⊂ V. (2.57)
Suppose this is not the case. Since V ∩ W = ∅ it would then follow that
u([a+ δ, b− δ]× [0, 1]) ⊂W . Define u˜ : [b− δ, b]× [0, 1]→ M˜ by
u˜(s, t) := (−b+ s+ imt, u(s, t)). (2.58)
Then u˜ takes values in N˜ and u˜(b−δ, t) ∈ B˜ and u˜(b, t) ∈ A˜ for all t ∈ [0, 1].
u˜ is also a J˜ holomorphic curve, where J˜ is given by
J˜ =
0 −1 01 0 0
0 0 Jt

Since d(A˜, B˜) > 2ρ, by (i), there is an element (s0, t0) ∈ (b− δ, b)× [0, 1]
such that p˜0 := u˜(s0, t0) satisfies
d(p˜0, A˜) > ρ, d(p˜0, B˜) > ρ.
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Since ρ < r0, by (i), it follows from Theorem 2.1.1 that
E(u; [b− δ, b]× [0, 1]) + δ = E(u˜; [b− δ, b]× [0, 1]) ≥ c0ρ2. (2.59)
Hence
~ > E(u; [b− δ, b]× [0, 1]) ≥ c0ρ2 − δ > c0ρ
2
2
. (2.60)
This contradicts (v). Thus we have proved (2.57).
Next we claim that
u([a, b]× [0, 1]) ⊂ U. (2.61)
If this does not hold we obtain a contradiction as above. Namely, there is a
point (s0, t0) ∈ [a, b]× [0, 1] such that
u(s0, t0) /∈ U.
By (2.57), we must have s0 ∈ (a, a + δ) ∪ (b − δ, b). Suppose without loss
of generality that s0 > b − δ and define u˜ : [b − δ, b]× [0, 1]→ N˜ by (2.58).
Then u˜ takes values in N˜ and
p˜0 := u˜(s0, t0) ∈ B˜, u˜(b− δ, t), u˜(b, t) ∈ A˜,
for all t ∈ [0, 1]. Since d(A˜, B˜) > ρ and ρ < r0 by (i), it follows again from
Theorem 2.1.1 that u satisfies (2.59) and (2.60), in contradiction to (v). Thus
we have proved (2.61) in the case δ < b−a
2
.
If δ ≥ b−a
2
the map u˜ : [a, b] × [0, 1] → M˜ defined by (2.58) takes values
in N˜ , has energy E(u˜) = b − a + E(u) ≤ 2δ + ~ < c0ρ2, and maps the set
{a, b}× [0, 1] to A˜. Hence it follows again from Theorem 2.1.1 that its image
cannot intersect B˜ and so u satisfies (2.61). This proves Theorem 2.1.3.
Proof of the theorem 2.1.5 . Suppose that the claim isn’t truth, i.e.
suppose that there exists ǫ > 0 and sequences ~n → 0 and In = [an, bn]
and Jt holomorphic curves un : In × [0, 1] and points xn, yn ∈ Λ such that
E(un) < ~n, sup
t
d(un(an, t), xn) < ǫ/12, sup
t
d(un(bn, t), yn) < ǫ/12
but there exist (sn, tn) ∈ In × [0, 1] such that pn = un(sn, tn) /∈ Bǫ(xn). We
make the same construction as in the proof of Theorem 2.1.3, i.e. we observe
M˜ = C×M , N˜ = [−1, 1]× [0, 1]×N with Lagrangian submanifolds
L˜0 = R× {0} × L0, L˜1 = (R× {1})× L1.
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The tuple (M˜, N˜ , L˜0, L˜1) satisfies the assumptions of the theorem 2.1.1. Let
r0 and c0 be the constants as in Theorem 2.1.1. Let K2 be positive constant
such that
1
K2
|ξ|g ≤ |ξ|Jt ≤ K2|ξ|g. (2.62)
Take r = min{r0, ǫ24K2} and r1 = c0 r
2
2
.
We shall construct a new sequence qn = un(s˜n, t˜n) such that B ǫ
12
(qn)
contains no boundary points un|∂In×[0,1] as well as the points un(s, t), (s, t) ∈
Dr1(In), where Dr1(In) is defined as in (2.23). From Corollary 2.3.3 follows
that starting from some n0, for n ≥ n0 there exists cn ∈ Λ such that
sup
s,t∈Dr1(In)
d(un(s, t), cn) <
ǫ
12
.
One of the following cases occurs
1) yn, cn /∈ Bǫ/6(pn). Then qn = pn, s˜n = sn, t˜n = tn and Bǫ/12(qn)
doesn’t contain points un(s, t) for (s, t) ∈ Dr1(In) and un(s, t), (s, t) ∈
∂In × [0, 1]
2) yn, cn ∈ Bǫ/6(pn) ∪ Bǫ/6(xn). Then Bǫ/4(pn) ∪ Bǫ/4(xn) contains all
points un(s, t), (s, t) ∈ Dr1(In) and all boundary points u|∂In×[0,1]. In
this case there exists a point qn = un(s˜n, t˜n) such that d(qn, xn) ≥ ǫ3
and d(qn, pn) = ǫ/2 as at the Figure 2.5.
xn
qn
pn
yn cn
Figure 2.5:
Such a point exists as the image of u contains points from B ǫ
12
(xn)
and also pn, thus the ball centered at pn with radius
ǫ
2
will intersect its
image. Obviously Bǫ/12(qn) contains no boundary points and no points
u(s, t), (s, t) ∈ Dr1(In).
3) If for example yn ∈ Bǫ/6(pn) and cn /∈ Bǫ/6(pn)∪Bǫ/6(xn) ( the reverse
is equivalent), then choose again points (s′n, t
′
n), q
′
n = un(s
′
n, t
′
n) such
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that d(q′n, pn) =
5ǫ
12
and d(q′n, xn) ≥ ǫ2 . Then we have two cases
a) If cn /∈ Bǫ/6(q′n) then qn = q′n, s˜n = s′n and t˜n = t′n.
b) If cn ∈ Bǫ/6(q′n), then choose points (s′′n, t′′n), q′′n = un(s′′n, t′′n) such
that d(q′′n, q
′
n) =
ǫ
3
and d(q′′n, xn) ≥ ǫ/6. Then Bǫ/12(q′′n) contains no
boundary points as well as points u(s, t), (s, t) ∈ Dr1(In) and qn = q′′n
and s˜n = s
′′
n, t˜n = t
′′
n.
In the case s˜n ∈ (an, an + r1) we define u˜n : [an, an + r1] × [0, 1] → N˜
by u˜n(s, t) = (−an + s + imt, un(s, t)), otherwise if s˜n ∈ (bn − r1, bn) we
define u˜n : [bn − r1, bn] × [0, 1] → N˜ by u˜n(s, t) = (−bn + s + imt, un(s, t)).
Suppose that s˜n ∈ (an, an + r1), the other case is analog. We define q˜n =
(−an + s˜n + imt˜n, qn). Let s = an or s = an + r1 then the distance
d(q˜n, u˜n(s, t)) = inf{l(γ) : γ : [0, 1]→ M˜, γ(0) = q˜n, γ(1) = u˜n(s, t)}.
Any such curve γ can be written as γ(t) = (γ1(t), γ2(t)) ∈ C×M. Then
ℓ(γ) ≥ 1
2
( 1∫
0
|γ˙1(t)|edt+
1∫
0
|γ˙2(t)|Jtdt
)
≥ 1
2
1∫
0
|γ˙2(t)|Jtdt ≥
1
2K2
1∫
0
|γ˙2(t)|gdt
≥ 1
2K2
d(un(s, t), qn) =
ǫ
24K2
≥ r
Thus, we see that u˜−1n (Br(q˜n)) does not intersect the set {an} × [0, 1] ∪
{an+ r1}× [0, 1]. From the monotonicity theorem for J˜ holomorphic curves,
Theorem 2.1.1, we have
A = Area(u˜n|u˜−1n (Br(q˜n))) ≥ c0r2.
On the other hand
A =
∫
u˜−1n (Br(q˜n))
u˜∗nω˜ =
∫
u˜−1n (Br(q˜n))
ωstd +
∫
u˜−1n (Br(p˜n))
u∗nω
≤
∫ 1
0
∫ an+r1
an
ωstd + E(un)
≤ r1 + E(un).
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Therefore we have that
c0r
2 ≤ A ≤ c0r
2
2
+ E(un),
what is a contradiction as lim
n→+∞
E(un) = 0.
Chapter 3
Fredholm theory on truncated
surfaces
This chapter is entirely devoted to the study of various properties of some
linear operators on truncated surfaces. These surfaces are essentially similar
to half-infinite or finite strips. We shall consider first the linearized operator
DA of the form
DAξ = ∂sξ + Aξ,
where the operator A is bijective and self-adjoint and s independent. In
order to establish Fredholm properties on truncated surfaces we decided to
work with Hilbert spaces unlike most authors do. Thus, the domain of the
operatorDA will be someW
2,2 space on strip with some boundary conditions.
This approach has various advantages. One of the most important facts
is that the trace spaces of such Hilbert spaces have particularly nice form
and they can be described in terms of the domain of some power of the
operator A. The operator DA will not be Fredholm if we take its domain to
be the mentioned Hilbert space, as it will have infinite dimensional kernel,
but reducing its domain by fixing some boundary conditions which can be
expressed in terms of positive and negative eigenvector spaces of the operator
A we can prove that it is actually bijective. We allow later that the operator
A depends on time s, thus we consider the linearized operator D of the form
Dξ = ∂sξ + A(s)ξ.
The operator A(s) is such that the difference D − DA = K is a compact
operator. Thus the operator D as a compact perturbation of the operator
DA inherits most of its properties. Our final goal will be to prove surjectivity
of the operator D.
46 Chapter 3. Fredholm theory on truncated surfaces
3.1 Linear estimates in abstract setting
3.1.1 (Hilbert triple and the operator in the time independent
case). In this section we prove some linear elliptic estimates that will be
crucial for the proof of Theorem 4.1.8. and 4.1.7. We will not specify Hilbert
spaces in which we work, as we shall allow later various applications of the
results of this chapter. The approach is similar to [14] and [22].
Consider the following three Hilbert spaces H2 ⊂ H1 ⊂ H0 such that each
inclusion is compact, dense and continuous. Throughout this section we
shall assume the following hypothesis
(HA) Let A : H1 → H0 be a linear, bijective, and self-adjoint operator
with the domain of A2 equal to H2, where
Dom(A2) = {ξ ∈ H1|A(ξ) ∈ H1}.
If A satisfies (HA), then there exist positive constants Cj , j = 1, 2 such
that the following inequality holds for all ξ ∈ Hj
1
Cj
‖ξ‖Hj ≤ ‖Aξ‖Hj−1 ≤ Cj‖ξ‖Hj , j = 1, 2. (3.1)
The right side of the previous inequality follows from Hellinger-Toplitz the-
orem, and the left side from the open mapping theorem.
3.1.2 (Intended Application). We shall apply the results from this section
to the following three Hilbert spaces
H0 = L2([0, 1])
H1 = H1bc([0, 1]) =
{
ξ ∈ H1([0, 1],R2n)
∣∣∣∣ ξ(i) ∈ Rn × {0}, i = 0, 1} (3.2)
The Hilbert space H1 will be actually the domain of some operator A of the
form A = J0∂t + S(t). In that case the space H
2 will be just the domain of
A2. In the proof of Theorem 4.1.8, the Hilbert space H2 will be
H2 = H2bc([0, 1]) =
{
ξ ∈ H2([0, 1],R2n)
∣∣∣∣ ξ(i) ∈ Rn × {0},∂tξ(i) ∈ {0} × Rn, i = 0, 1
}
.
(3.3)
Another typical example of such triplet is also a Gelfand triple V ⊂ H ⊂ V ∗.
3.1.3 (Intermediate Hilbert spaces and projections ). Assume (HA).
Notice that each ξ ∈ H0 can be uniquely written in the form ξ = ∑
i
xieλi ,
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where eλi are the eigenvectors of the operator A forming an orthonormal
basis of H0. Let
E1/2 := [H1, H0]1/2, E
3/2 := [H2, H1]1/2
(for more details on interpolation spaces we refer to Appendix 4.6). As
H2 = Dom(A2) it follows that
E3/2 = Dom(|A|3/2) =
{
ξ =
∑
i
xieλi
∣∣∣ ∑
i
|λi|3|xi|2 < +∞
}
. (3.4)
and analogously can be described E1/2
E1/2 = Dom(|A|1/2) =
{
ξ =
∑
i
xieλi
∣∣∣ ∑
i
|λi||xi|2 < +∞
}
. (3.5)
For ξ ∈ E3/2 we denote by ‖ξ‖3/2 the norm of ξ =
∑
i
xieλi , we have
‖ξ‖23/2 :=
∑
i
|λi|3|xi|2.
Let E± ⊂ H0 be positive and negative eigenvector spaces
E± :=
{
ξ =
∑
±λi>0
xieλi ∈ H0
}
.
Then the Hilbert space E3/2 decomposes as
E3/2 = (E+ ∩ E3/2)⊕ (E− ∩ E3/2) (3.6)
Each ξ ∈ E3/2 can be written uniquely in the form ξ = ξ+ + ξ−, where
ξ± ∈ E± ∩ E3/2. Denote with π± the projections
π± : E3/2 → E± ∩ E3/2. (3.7)
It is crucial that Dom(A2) = H2, otherwise we would not have the decom-
position of E3/2 into its positive and negative subspaces and the projection
would not be well defined. We have an analogous projection
π± : E1/2 → E± ∩ E1/2. (3.8)
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3.1.4 (Hilbert spaces with strip-like domains). Let I be an interval in
R and let H2 ⊂ H1 ⊂ H0 be as in 3.1.1. Observe the following three Hilbert
spaces
W0(I) = L2(I,H0)
W1(I) = L2(I,H1) ∩W 1,2(I,H0)
W2(I) = L2(I,H2) ∩W 1,2(I,H1) ∩W 2,2(I,H0)
Equip W0(I),W1(I) and W2(I) with the following norms
‖ξ‖2W0(I) :=
∫
I
‖ξ‖2H0ds
‖ξ‖2W1(I) :=
∫
I
‖ξ‖2H1ds+
∫
I
‖∂sξ‖2H0ds
‖ξ‖2W2(I) :=
∫
I
‖ξ‖2H2ds+
∫
I
‖∂sξ‖2H1ds+
∫
I
‖∂2sξ‖H0ds.
As the inclusion H i →֒ H i−1, i = 1, 2 is continuous it follows that there
exist constants c′, c′′ such that
‖ξ‖W0(I) ≤ c′‖ξ‖W1(I) ≤ c′′‖ξ‖W2(I)
holds for all I ⊂ R.
3.1.5. Notice that in the case H i, i = 0, 1 are as in (3.2), then the Hilbert
space W1(I) is isometric to the following space
H1bc(I × [0, 1]) :=
{
ξ ∈ W 1,2(I × [0, 1],R2n)
∣∣∣∣ξ(s, i) ∈ Rn × {0}, i = 0, 1} .
(3.9)
In the case that H2 = Dom(A)2 the spaceW2(I) is isometric to the following
Hilbert space
H2bc(I × [0, 1]) :=
{
ξ ∈ H2(I × [0, 1],R2n)
∣∣∣∣ ξ(s, i) ∈ Rn × {0}, i = 0, 1Aξ(s, i) ∈ Rn × {0}, i = 0, 1
}
.
(3.10)
In particular, if the space H2 is given by (3.3) then the space W2(I) is
W 2,2bc (I×[0, 1]) :=
{
ξ ∈ H2(I × [0, 1],R2n)
∣∣∣∣ ξ(s, i) ∈ Rn × {0}, i = 0, 1∂tξ(s, i) ∈ {0} × Rn, i = 0, 1
}
.
(3.11)
The Hilbert space W 0(I) is just the standard L2(I × [0, 1],R2n).
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Observe the following linear operator
DA :W i(I)→W i−1(I), i = 1, 2
DA(ξ) = ∂sξ(s, t) + Aξ(s, t),
(3.12)
where A satisfies the assumption (HA).
Theorem 3.1.6. Let i = 1 or i = 2 and let DA be defined as in (3.12). Let
Ei−1/2, E± and π± be as in 3.1.3 and let W i(I) be as in 3.1.4.
i) There exists a constant ci > 0 such that for any interval I = [a, b] and
for all ξ ∈ W i([a, b]) the following inequality holds
‖ξ‖Wi([a,b]) ≤ ci
(
‖DAξ‖Wi−1([a,b]) + ‖π+(ξ(a))‖i− 1
2
+ ‖π−(ξ(b))‖i− 1
2
)
(3.13)
Furthermore the mapping
F :W i([a, b])→W i−1([a, b])× (E+ ∩ Ei− 12 )× (E− ∩ Ei− 12 )
F (ξ) =
(
DAξ, π
+(ξ(a)), π−(ξ(b))
) (3.14)
is bijective.
ii) The maps
F± :W i(R±)→W i−1(R±)× E± ∩ Ei− 12
F±(ξ) = (DAξ, π±(ξ(0, ·))
(3.15)
are bijective. There exists a constant ci > 0 such that for all ξ ∈
W i(R±) the following inequality holds
‖ξ‖Wi(R±) ≤ ci
(
‖DAξ‖Wi−1(R±) + ‖π±(ξ(0, ·))‖i− 1
2
)
. (3.16)
Proof. We prove the theorem in the next four steps.
Step 1. Proof of the inequality (3.13) in the case i = 1.
∫ b
a
‖DAξ‖2H0 =
∫ b
a
〈∂sξ + Aξ, ∂sξ + Aξ〉H0ds
=
∫ b
a
(
‖∂sξ‖2H0 + ‖Aξ‖2H0
)
ds+
∫ b
a
∂s〈ξ, Aξ〉H0ds.
(3.17)
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Thus L =
∫ b
a
(‖∂sξ‖2H0 + ‖Aξ‖2H0)ds satisfies
L =
∫ b
a
‖DAξ‖2H0ds− 〈ξ(b), Aξ(b)〉H0 + 〈ξ(a), Aξ(a)〉H0
From the inequality (3.1) and the previous equality we obtain
‖ξ‖2W1([a,b]) ≤ C21L = C21
(
‖DAξ‖2W0([a,b]) − 〈ξ(b), Aξ(b)〉H0 + 〈ξ(a), Aξ(a)〉H0
)
≤ c1
(
‖DAξ‖2W0([a,b]) + ‖π+(ξ(a, ·))‖21/2 + ‖π−(ξ(b, ·))‖21/2
)
.
(3.18)
In the previous inequality ‖ · ‖1/2 norm of a ξ(a, ·) =
∑
λ xλeλ is given by
‖ξ(a, ·)‖21/2 =
∑
λ
|λ||xλ|2
thus ‖π+(ξ(a, ·))‖21/2 =
∑
λ>0 λ|xλ|2 and analogously is given the norm of
‖π−(ξ(a, ·))‖1/2.
Step 2. Proof of the inequality (3.13) in the case i = 2.
To shorten the notation we shall write ‖ · ‖Wi, i = 0, 1, 2 for ‖ · ‖Wi([a,b]).
Substituting Aξ in the inequality (3.18) we obtain
‖Aξ‖2W1 ≤ c1
(
‖DA(A(ξ))‖2W0 + ‖π+(A(ξ(a))‖1/2 + ‖π−(Aξ(b))‖21/2
)
≤ c1
(
‖A(DA(ξ))‖2W0 + ‖π+(A(ξ(a))‖1/2 + ‖π−(Aξ(b))‖21/2
)
≤ c′1
(
‖DAξ‖2W1 + ‖π+(ξ(a, ·))‖23/2 + ‖π−(ξ(b, ·))‖23/2
)
. (3.19)
The last inequality follows from (3.1) and the following observation
‖Aη‖2W0 =
∫ b
a
‖Aη‖2H0ds ≤ C21
∫ b
a
‖η‖2H1ds ≤ C21‖η‖2W1.
As the embedding H1 →֒ H0 is continuous and (3.1) holds we have
‖ξ‖H0 ≤ c′‖ξ‖H1 ≤ c′C1‖Aξ‖H0 ≤ c′′‖Aξ‖H1
Integrating the previous inequality on interval [a, b] and using (3.19) we
obtain
‖ξ‖2W0 ≤ c′2
(
‖DAξ‖2W1 + ‖π+(ξ(a, ·))‖23/2 + ‖π−(ξ(b))‖23/2
)
. (3.20)
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We have that ‖∂sξ‖2H1 ≤ 2(‖DAξ‖2H1 + ‖Aξ‖2H1). Integrating this inequality
we obtain that∫ b
a
‖∂sξ‖2H1ds ≤ 2
(∫ b
a
‖DAξ‖2H1ds+
∫ b
a
‖Aξ‖2H1ds
)
≤ c3
(
‖DAξ‖2W1 + ‖Aξ‖2W1
)
≤ c4
(
‖DAξ‖2W1 + ‖π+(ξ(a, ·))‖23/2 + ‖π−(ξ(b, ·))‖23/2
)
.
(3.21)
The last inequality of (3.21) follows from (3.19). Finally, the following in-
equality also holds
‖∂2sξ‖2H0 ≤ 2
(
‖∂s(DAξ)‖2H0 + ‖∂s(Aξ)‖2H0
)
.
Integrating this inequality on the interval [a, b] we obtain∫ b
a
‖∂2sξ‖H0ds ≤ 2
(
‖DAξ‖2W1 + ‖Aξ‖2W1
)
≤ c5
(
‖DAξ‖2W1 + ‖π+(ξ(a, ·))‖23/2 + ‖π−(ξ(b, ·))‖23/2
)
.
(3.22)
The inequality (3.22) follows from (3.19). Summing the inequalities (3.20),
(3.21) and (3.22), we obtain
‖ξ‖W2([a,b]) ≤ c2
(
‖DAξ‖W1([a,b]) + ‖π+(ξ(a))‖3/2 + ‖π−(ξ(b))‖3/2
)
. (3.23)
Thus we have proved the inequality (3.13). This inequality implies that the
mapping F is injective and has closed range. We still have to prove that it
is surjective.
Step 3. Surjectivity of the operator F .
We prove surjectivity in the case i = 2. The proof of surjectivity in the case
i = 1 is analogous.
Let η ∈ W1([a, b]) and ζ± ∈ E± ∩ E3/2. We prove the existence of
ξ ∈ W2([a, b]) which satisfies:
DAξ = ∂sξ(s, ·) + Aξ(s, ·) = η, π+(ξ(a, t)) = ζ+, π−(ξ(b, t)) = ζ− (3.24)
Let ξ =
∑
λ
ξλ(s, ·) and η =
∑
λ
ηλ(s, t) and ζ
± =
∑
±λ>0
ζλ, where ξλ, ηλ and
ζλ are the eigenvectors of the operator A. In order to find the solution of
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(3.24) we need to solve the following equations
∂sξλ(s, ·) + λξλ(s, ·) = ηλ(s, ·), for all λ
ξλ(a, ·) = ζλ(·), λ > 0
ξλ(b, ·) = ζλ(·), λ < 0
(3.25)
The solutions ξλ of the previous equation is given by
ξλ(s, t) =
s∫
a
ηλ(y, t)e
−λ(s−y)dy + e−λ(s−a)ζλ(t), λ > 0
ξλ(s, t) = e
λ(b−s)ζλ(t)−
b∫
s
ηλ(y, t)e
λ(y−s)dy, λ < 0.
(3.26)
It is left to prove that ξ ∈ W2([a, b]) what is, because of (3.1), equivalent to
the following
∑
λ
λ4
b∫
a
‖ξλ‖2H0ds < +∞
∑
λ
λ2
b∫
a
‖∂sξλ‖2H0ds < +∞
∑
λ
b∫
a
‖∂2sξλ‖2H0ds < +∞
Remember that η ∈ W1([a, b]) and ζ ∈ E what is equivalent to the following∑
λ
λ2
∫ b
a
‖ηλ‖2H0ds < +∞ and
∑
λ
∫ b
a
‖∂sηλ‖2H0ds < +∞∑
λ
|λ|3‖ζλ‖2H0 < +∞
(3.27)
As ξλ satisfies the equation (3.25) and ηλ satisfy (3.27) it is enough to prove∑
λ
λ4‖ξλ‖2W0([a,b]) =
∑
λ
λ4
∫ b
a
‖ξλ‖2H0ds < +∞. (3.28)
Write ξλ = vλ + wλ, where
vλ(s, t) =
∫ s
a
ηλ(y, t)e
−λ(s−y)dy, λ > 0
wλ(s, t) = e
−λ(s−a)ζλ, λ > 0
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and analogously for λ < 0. Notice that vλ = Kλ ∗ χ[a,s) · ηλ, where
Kλ(s, t) =
{
e−λs, s ≥ 0
0, s < 0
for λ > 0. Obviously ‖Kλ‖L1 = 1λ . Denote by dµs(λ) = e−λ(s−y)χ[a,s)(y)dy.
Then ∫ b
a
dµs(y) ≤ 1
λ
, ∀s ∈ (a, b).
We can apply Jensen’s inequality
‖vλ(s, ·)‖H0 ≤
∫ b
a
e−λ(s−y)χ[a,s)‖ηλ‖H0dy = Kλ ∗ fλ,
where fλ = χ[a,s)‖ηλ‖H0. From Young’s inequality we obtain
‖vλ‖W0([a,b]) ≤ ‖Kλ‖L1‖ηλ‖W0([a,b]) ≤ 1
λ
‖ηλ‖W0([a,b]).
Thus it follows from (3.27) that∑
λ
λ4
∫ b
a
‖vλ‖2H0ds ≤
∑
λ
λ2
∫ b
a
‖ηλ‖2H0ds < +∞. (3.29)
On the other hand ‖wλ‖2W0([a,b]) ≤ 12λ‖ζλ‖2W0([a,b]), thus it follows from (3.27)
that ∑
λ
λ4‖wλ‖2W0([a,b]) < +∞. (3.30)
From (3.29) and (3.30) follows that ξ satisfies (3.28). This proves i).
Step 4. Proof of ii). The proof of part ii) is analogous to the proof of part
i). We just explain the differences. Let for example a = 0 and b = +∞. In
this case in order to prove the inequality (3.16) we repeat the same procedure
as in the proof of the inequality (3.13) just with b = +∞. Notice that in
this case∫ +∞
0
∂s〈ξ, Aξ〉H0 = −
〈
ξ(0), Aξ(0)
〉
= −‖π+(ξ(0))‖1/2 + ‖π−(ξ(0))‖1/2.
The proof of the surjectivity of the maps F± is also analog to the proof of
surjectivity of the mapping F , thus we use again eigenspace decomposition
of the function ξ, ζ and η. The solution ξ of the boundary value problem
∂sξ + Aξ = η, π
+(ξ(0)) = ζ+
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is given analogously to the equation (3.26). The eigenvectors ξλ, λ > 0 are
given as in (3.26) in the case a = 0, whereas ξλ, λ < 0 are given by
ξλ(s, t) = −
+∞∫
s
ηλ(y, t)e
λ(y−s)dy.
The rest of the proof is word by word the same.
3.2 Elliptic regularity
In this section we shall prove some corollaries of the Theorem 3.1.6 for the
specific choice of the linear operator A and its domain.
3.2.1 (The time independent case). Let H1 = H1bc([0, 1]) and H
0 =
L2([0, 1],R2n) be as in (3.2) and suppose that the operator A : H1 → H0
has the following form
A = J0∂t + S(t) : H
1
bc([0, 1])→ L2([0, 1]) (3.31)
where J0 is the standard complex structure. We assume that the operator
A is bijective and self-adjoint. Let E± ⊂ L2([0, 1]) be generated by positive
and negative eigenvectors as in 3.1.3 corresponding to the above operator A.
Let I = [a, b] or I = R± and let
H1bc(I × [0, 1]) := {ξ ∈ W 1,2(I × [0, 1])
∣∣∣ξ(s, i) ∈ Rn × {0}}
= W 1,2(I,H0) ∩ L2(I,H1) (3.32)
Let W1∓(I) be its subspace defined as follows
W1∓(I) := {ξ ∈ H1bc(I × [0, 1])
∣∣∣ξ(a) ∈ E−, ξ(b) ∈ E+}
= {ξ ∈ W 1,2(I,H0) ∩ L2(I,H1)
∣∣∣ξ(a) ∈ E−, ξ(b) ∈ E+} (3.33)
Analogously in the case I = R± we can define W1∓(R±) as
W1∓(R±) := {ξ ∈ H1bc(R± × [0, 1])
∣∣∣∣ξ(0) ∈ E∓}.
Let
H2bc(I × [0, 1]) =
{
ξ ∈ W 2,2(I × [0, 1],R2n)
∣∣∣∣ ξ(s, i) ∈ Rn × {0}, i = 0, 1Aξ(s, i) ∈ Rn × {0}, i = 0, 1
}
= W 2,2(I,H0) ∩W 1,2(I,H1) ∩ L2(I,Dom(A2))
(3.34)
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Analogously we define a Hilbert subspace W2∓(I) as follows
W2∓(I) := {ξ ∈ H2bc(I × [0, 1])
∣∣∣ξ(a) ∈ E−, ξ(b) ∈ E+}, (3.35)
and in a similar way we define in the case I = R± the space W2∓(I). From
Theorem 3.1.6 we derive some useful corollaries. The next corollary follows
directly from the mentioned theorem.
Corollary 3.2.2 (Bijective linearized operator). Let I = [a, b] or I =
R± and let A be as in (3.31). LetW i∓(I),i = 1, 2 be defined as above. Denote
with DA the following linear operator
DA :W1∓(I)→ L2(I × [0, 1])
DAξ = ∂sξ + Aξ.
The operator DA is bijective and similarly
DA :W2∓(I)→ H1bc(I × [0, 1])
is bijective.
Theorem 3.2.3. Let I = [a, b]. Then the following hold
i) (W 1,2 regularity) Let ξ, η ∈ L2(I×[0, 1]) satisfy the following equality∫ 1
0
〈
ξ, , D∗Aζ
〉
H0
ds =
∫ 1
0
〈
η, ζ
〉
H0
ds, ∀ζ ∈ W ′(I), (3.36)
where
W ′(I) = {ξ ∈ L2(I,H1) ∩W 1,2(I,H0)
∣∣∣ζ(a) ∈ E+, ζ(b) ∈ E−}
and D∗Aζ = −∂sζ + Aζ. Then ξ ∈ W1∓(I) and DAξ = η.
ii) (W 2,2 regularity) Let ξ ∈ W1∓(I) satisfy DAξ = η for some η ∈
H1bc(I × [0, 1]). Then ξ ∈ W2∓(I).
iii) (W 1,p regularity, p > 2) Let ξ ∈ W1∓(I) be such that DAξ = η ∈
Lp(I×[0, 1]). Then ξ ∈ W 1,pbc (I×[0, 1]) := {ξ ∈ W 1,p(I×[0, 1])
∣∣∣ξ(s, i) ∈
Rn × {0}, i = 0, 1}.
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Proof. i) Let ξ˜ ∈ W1∓(I) be a unique solution of the equation DAξ˜ = η.
From Corollary 3.2.2 we have that such ξ˜ exists and is unique. Notice that
for all ζ ∈ W ′(I) we have∫ 1
0
〈
ξ˜, D∗Aζ
〉
H0
ds =
∫ 1
0
〈
DAξ˜, ζ
〉
H0
ds =
∫ 1
0
〈
η, ζ
〉
H0
.
Thus we have that ∫ 1
0
〈
ξ˜ − ξ,D∗Aζ
〉
H0
= 0 ∀ζ ∈ W ′(I).
One can prove analogously as in Corollary 3.2.2 that the operator D∗A :
W ′(I)→ L2(I × [0, 1]) is bijective, thus we have that ξ = ξ˜.
ii) Let ξ˜ ∈ W2∓(I) be a unique solution of the equation DAξ = η. From
Corollary 3.2.2 it follows that such ξ˜ exists and is unique. Notice that the
difference ξ′ = ξ˜ − ξ satisfies the equation DAξ′ = 0 and ξ′ ∈ W1∓(I). Thus,
it follows from Corollary 3.2.2 that ξ˜ = ξ.
iii) Let η˜ be the extension of η on the whole of R× [0, 1].
η˜ =
{
η(s, t), s ∈ I
0, s /∈ I
It follows from Lemma 3.4.9 that the linear operator
DA : W
1,p
bc (R× [0, 1])→ Lp(R× [0, 1])
is bijective. Thus there exists a unique ξ˜ ∈ W 1,pbc (R× [0, 1]) such that DAξ˜ =
η˜. Now in the case that I = [a, b] for example it follows using eigenvector
decomposition that ξ˜(a) ∈ E−, as DAξ˜ = 0 on the interval (−∞, a] × [0, 1]
and analogously ξ˜(b) ∈ E+. As this implies that ξ˜ ∈ W1∓(I) and DA(ξ˜−ξ) =
0, we have from Corollary 3.2.2 that ξ˜ = ξ ∈ W 1,pbc (I × [0, 1]).
3.2.4 (The time dependent case). In the previous two sections we have
examined linearized operators of the form DA = ∂s +A, where the operator
A was bijective, self-adjoint and time independent. Now we allow the oper-
ator A to depend on time- s as well, but for simplicity we assume that the
operators A(s) have the following form
A(s) = J0∂t + S(s, t),
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where J0 is the standard complex structure and S ∈ W 1,2(I× [0, 1],R2n×2n).
Let H0 = L2([0, 1]) and suppose that H1 := Dom(A(s)) and H2 :=
Dom(A(s)2) are s independent. In other words the operators A(s) can be
written as the sum of some time independent operator A which satisfies
(HA) and some matrix valued function R of W 1,2 class. Thus,
Dξ = ∂sξ + A(s)ξ = ∂sξ + Aξ +R(s, t)ξ,
where R ∈ W 1,2(I × [0, 1],R2n×2n). Let I be either an interval of the form
I = [a, b] or I = R± and let H ibc(I × [0, 1]), i = 1, 2 be as in (3.32) and
(3.34) respectively and let H0bc(I × [0, 1]) be just the standard L2(I × [0, 1]).
Observe the linear operator
D : H ibc(I × [0, 1])→ H i−1bc (I × [0, 1]), i = 1, 2
Dξ = ∂sξ + J0∂tξ + S(s, t)ξ = ∂sξ + A(s)ξ = ∂sξ + Aξ +R(s, ·)ξ
(3.37)
(H1) In the case I = R± we additionally assume that the
lim
s→±∞
‖S(s, t)− S±(t)‖C1([s,∞)×[0,1]) = 0,
where S± : [0, 1] → R2n×2n are smooth functions and that the limit
operators
A± = J0∂t + S
±(t) : H1 → H0
satisfy (HA).
The analogous statement as in Theorem 3.2.3 holds in the case of time-
dependent operator A. We formulate and prove the analogous theorem.
Theorem 3.2.5 (Regularity ). Let I = [a, b] and let the linear operator D
be as in (3.37). Then the following statements hold
i) Let ξ, η ∈ L2(I × [0, 1]) and suppose that the following equality∫
I
〈
ξ,D∗ζ
〉
H0
ds =
∫
I
〈
η, ζ
〉
H0
ds,
holds for all ξ ∈ W ′(I) = {ξ ∈ L2(I,H1) ∩ W 1,2(I,H0)
∣∣∣ζ(a) ∈
E+, ζ(b) ∈ E−}, where D∗ = D∗A + RT = −∂s + A + RT . Then
ξ is a strong solution of the equation Dξ = η and ξ ∈ W1∓(I).
ii) Let ξ ∈ W1∓(I), η ∈ H1bc(I × [0, 1]) satisfy Dξ = η. Then ξ ∈ W2∓(I).
iii) Let ξ ∈ W1∓(I) and η ∈ Lp(I×[0, 1), p > 2 satisfy the equation Dξ = η.
Then ξ ∈ W 1,pbc (I × [0, 1]).
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Proof. i) Notice that∫
I
〈
ξ,D∗ζ
〉
H0
ds =
∫
I
〈
ξ,D∗Aζ +R
T ζ
〉
H0
ds
=
∫
I
〈
ξ,D∗Aζ
〉
H0
ds+
∫
I
〈
Rξ, ζ
〉
H0
ds.
Thus we have that∫
I
〈
ξ,D∗Aζ
〉
H0
ds =
∫
I
〈
η − Rξ, ζ〉
H0
ds =
∫
I
〈
η′, ζ
〉
H0
ds,
and η′ = η − Rξ ∈ L2(I × [0, 1]). Thus it follows from Theorem 3.2.3, that
ξ ∈ W1∓(I) and it satisfies the equality DAξ = η′. Thus D(ξ) = DAξ+Rξ =
η.
ii) As Dξ = DAξ + Rξ = η, and both ξ and R are W
1,2 functions their
product will be an Lp function for any p > 1. Thus, DAξ = η − Rξ ∈
Lp(I× [0, 1]), p > 2. From Theorem 3.2.3 it follows that ξ ∈ W 1,pbc (I× [0, 1]).
This implies that the product R · ξ ∈ W 1,2bc (I × [0, 1]) and DAξ = η′ ∈
W 1,2bc (I × [0, 1]). Again, from Theorem 3.2.3 we have that ξ ∈ W2∓(I). The
proof of part iii) is analogous to the proof of ii) and we shall not repeat
it.
Theorem 3.2.6 (Estimates). Let H i, i = 0, 1, 2 be as in 3.2.4 and let D
be as in (3.37). Let A = J0∂t + S1(t) : H
1 → H0 and B = J0∂t + S2(t) :
H1 → H0 satisfy (HA). Let E±A , E±B be Hilbert spaces generated by positive
and negative eigenvectors of the operators A and B respectively as in 3.1.3.
Denote with π±A and π
±
B the corresponding projections, as in 3.1.3.
i) Let I = [a, b]. Then there exist a constant c > 0 and a compact operator
K : H2bc(I × [0, 1])→ H1bc(I × [0, 1])
such that the following inequality holds for all ξ ∈ H2bc(I × [0, 1]).
‖ξ‖2,2 ≤ c
(
‖Dξ‖1,2+‖Kξ‖1,2+‖π+A(ξ(a))‖3/2+‖π−B(ξ(b))‖3/2
)
. (3.38)
ii) Let I = R± and assume (H1). Then there exist a constant c > 0 and
a compact operator K : H2bc(R
± × [0, 1]) → H1bc(R± × [0, 1]) such that
the following inequality holds for all ξ ∈ H2bc(R± × [0, 1]).
‖ξ‖2,2 ≤ c
(
‖Dξ‖1,2 + ‖Kξ‖1,2 + ‖π±A(ξ(0))‖3/2
)
. (3.39)
Elliptic regularity 59
Proof. We prove this theorem in the next four steps.
Step 1. Proof of the inequality (3.38) in the case that A = B.
Denote with DA linear operator DA = ∂s+A = J0∂t+S1(t). From Theorem
3.1.6 we have the following:
‖ξ‖2,2 ≤ c
(
‖DAξ‖1,2 + ‖π+A(ξ(a))‖3/2 + ‖π−A(ξ(b))‖3/2
)
≤ c
(
‖Dξ‖1,2 + ‖(D −DA)ξ‖1,2 + ‖π+A(ξ(a))‖3/2 + ‖π−A(ξ(b))‖3/2
)
≤ c
(
‖Dξ‖1,2 + ‖(S − S1)ξ‖1,2 + ‖π+A(ξ(a))‖3/2 + ‖π−A(ξ(b))‖3/2
)
≤ c
(
‖Dξ‖1,2 + ‖Rξ‖1,2 + ‖π+A(ξ(a))‖3/2 + ‖π−A(ξ(b))‖3/2
)
. (3.40)
Notice that the difference S(s, t) − S1(t) = R(s, t) and the matrix valued
function R ∈ W 1,2(I × [0, 1]). The operator K(ξ) := Rξ is a compact
operator. This follows by the following observation
‖K(ξ)‖1,2 = ‖Rξ‖1,2 ≤ ‖dRξ‖L2 + ‖Rdξ‖L2 + ‖Rξ‖L2
≤ ‖dR‖L2‖ξ‖L∞ + ‖R‖L4‖dξ‖L4 + ‖R‖L4‖ξ‖L4
≤ ‖R‖1,2‖ξ‖L∞ + c‖R‖1,2‖ξ‖1,4 + c‖R‖1,2‖ξ‖L4
As the embeddingW 2,2(I×[0, 1]) →֒W 1,4(I×[0, 1]) is compact as well as the
embedding W 2,2(I × [0, 1]) →֒ L∞, we have that the operator K is compact.
Step 2. Proof of the inequality (3.39) in the case that A± = A.
We do the proof in the case of positive half-infinite strips. The case of
negative strips is analogous. Consider the following linear maps
F, FA : H
2
bc(R
+ × [0, 1],R2n)→ H1bc(R+ × [0, 1])×E+A ,
F (ξ) = (Dξ, π+(ξ(0))), FA(ξ) = (DAξ, π
+(ξ(0))).
From Theorem 3.1.6 it follows that the map FA is bijective and it satisfies
the estimate:
‖ξ‖2,2 ≤ c
(‖DA(ξ)‖1,2 + ‖π+A(ξ(0))‖3/2). (3.41)
The operator F is just a compact perturbation of the operator FA what
can be proved as follows. Convergence S(s, t)
C1−→ S1(t) implies that for s0
sufficiently large we have
‖S(s, t)− S1(t)‖C1([s0,+∞)×[0,1]) ≤
1
4c
,
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where c is the constant of the inequality (3.41). Let β : R → [0, 1] be a
smooth cut-off function with
β(s) =
{
1, s ≤ s0,
0, s ≥ s1 >> s0
and ‖β‖C1 ≤ 2. From (3.41) we obtain
‖ξ‖2,2 ≤ c
(‖Dξ‖1,2 + ‖(D −DA)ξ‖1,2 + ‖π+A(ξ(0))‖3/2)
≤ c
(
‖Dξ‖1,2 + ‖(S(s, t)− S1(t))ξ‖1,2 + ‖π+A(ξ(0))‖3/2
)
≤ c
(
‖Dξ‖1,2 + ‖(S(s, t)− S1(t))βξ‖1,2
+ ‖(S(s, t)− S1(t))(1− β)ξ‖1,2 + ‖π+(ξ(0))‖3/2
)
≤ 2c
(
‖Dξ‖1,2 + ‖Kξ‖W 1,2([0,s1]×[0,1]) + ‖π+A(ξ(0))‖3/2
)
. (3.42)
Here the operator K is given as multiplication by (S − S1)β which has
compact support and is W 1,2 function.
Step 3. Proof of (3.38) in general case.
In Step 1) we have proved the following inequality
‖ξ‖2,2 ≤ c
(
‖Dξ‖2,2 + ‖Kξ‖1,2 + ‖π+A(ξ(a))‖3/2 + ‖π−A(ξ(b))‖3/2
)
(3.43)
and the same inequality follows when the operator A is substituted with the
operator B on the right side of the inequality. Let β : [a, b] → [0, 1] be a
smooth cut-off function such that
β(s) =
{
1, s ≤ a + b−a
4
,
0, s ≥ b− b−a
4
Apply the inequality (3.43) to βξ, and the same type of the inequality just
with A substituted with B to (1− β)ξ. Thus the following two inequalities
hold
‖βξ‖2,2 ≤ c
(
‖D(βξ)‖1,2 + ‖βKξ‖1,2 + ‖π+A(ξ(a))‖3/2
)
(3.44)
and analogously we have
‖(1−β)ξ‖2,2 ≤ c
(
‖D((1−β)ξ)‖1,2+‖(1−β)Kξ‖1,2+‖π−B(ξ(b))‖3/2
)
. (3.45)
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Summing the inequalities (3.44) and (3.45) we obtain
‖ξ‖ ≤ c
(
‖βDξ‖1,2 + ‖(1− β)Dξ‖1,2 + ‖β˙ξ‖1,2 + ‖Kξ‖1,2
+ ‖π+A(ξ(a))‖3/2 + ‖π−B(ξ(b))‖3/2
)
≤ c
(
‖Dξ‖1,2 + ‖ξ‖1,2 + ‖Kξ‖1,2 + ‖π+A(ξ(a))‖3/2 + ‖π−B(ξ(b))‖3/2
)
(3.46)
As, also the embedding H2bc(I× [0, 1])→ H1bc(I× [0, 1]) is compact, the claim
follows.
Step 4: Proof of (3.39) in general.
We prove the inequality in the case of positive half strips. The proof in the
case of negative strips is analogous. Let β : R+ → [0, 1] be a smooth cut-off
function with the properties:
β(s) =
{
1, s ≥ s1
0, s ≤ s0
Applying the results of Step 2) to βξ and the limit operator A+ we obtain
‖βξ‖2,2 ≤ c
(
‖D(βξ))‖1,2 + ‖βKξ‖1,2 + ‖π+A+(βξ(0))‖3/2
)
≤ c
(
‖βDξ‖1,2 + ‖β˙ξ‖1,2 + ‖Kξ‖1,2
)
≤ c
(
‖Dξ‖1,2 + ‖K ′ξ‖1,2
) (3.47)
where K ′ is compact operator. Apply next the inequality (3.38) to (1− β)ξ
and the operator A on compact interval [0, s1]× [0, 1]. We have
‖(1− β)ξ‖2,2 ≤ c
(
‖D((1− β)ξ‖1,2 + ‖(1− β)Kξ‖1,2 + ‖π+A(ξ(0))‖3/2
)
≤ c
(
‖(1− β)Dξ‖1,2 + ‖Kξ‖1,2 + ‖(1− β)ξ‖1,2‖π+A(ξ(0))‖3/2
)
≤ c
(
‖Dξ‖1,2 + ‖K ′ξ‖1,2 + ‖π+A(ξ(0))‖3/2
)
(3.48)
Summing the inequalities (3.47) and (3.48) we obtain the inequality (3.39).
3.2.7 (Closed Image). Let D be the operator as in (3.37). We prove that
D has closed image.
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Lemma 3.2.8. Let i = 1 or i = 2 and let I = [a, b] or I = R±. Let D be as
in (3.37). In the case of infinite strips I = R± we assume (H1). Then the
image of the operator D is closed.
Proof. We prove Lemma 3.2.8 in the case I = [a, b] and i = 2. The proof in
the case I = R± and in the case i = 1 is analogous. Let A = J0∂t + S(t) :
H1 → H0 and E± be as in 3.2.1 and let V =W2±(I) be defined as in (3.35).
Step 1. The restriction of the operator D to V is a Fredholm operator.
Let DA = ∂s+A. Then it follows from the corollary 3.2.2 that the restriction
of operator DA to V is a bijective operator. Thus particularly the restriction
of the operatorDA to V is a Fredholm operator of index 0. On the other hand
the operatorD = DA+(S(s, t)−S1(t)) = DA+K, whereK : H2bc(I×[0, 1])→
H1bc(I × [0, 1]) is a compact operator. Thus the operator D is a compact
perturbation of a Fredholm operator, hence it is also a compact operator of
the same index.
Step 2. The operator D : H2bc(I × [0, 1]) → H1bc(I × [0, 1]) has closed
image.
Let X = H2bc(I × [0, 1]), Y = H1bc(I × [0, 1]) and let V ⊂ X be as in Step 1.
Denote with Y0 the image of V via D, i.e. Y0 = D(V ). Then it follows from
Step 1 that Y0 ⊂ Y is closed and finite codimension subspace. We need to
prove that Y1 = D(X) is also closed. Notice that Y0 ⊂ Y1 ⊂ Y . Observe
natural projection pr : Y1 → Y/Y0. As Y/Y0 is finite dimensional space and
p(Y1) is a vector subspace it follows that pr(Y1) is finite dimensional and
hence also closed in Y/Y0. Thus Y1 = pr
−1(pr(Y1)) is closed in Y .
We prove in Section 3.3 that D is actually surjective.
3.3 Unique continuation and surjectivity
3.3.1 (Elliptic regularity at the corner). Here we shall prove elliptic
regularity at the corner which is reduced using reflection argument to the
elliptic regularity at the boundary. As a corollary we prove that the operator
D as in (3.37) has dense image and as a corollary we prove that it is also
surjective.
Let ǫ ∈ R be positive and define
Ω = [0, ǫ)× [0, 1], Ω˜ = (−ǫ, ǫ)× [0, 1] (3.49)
Denote by C∞c,bc(Ω˜) the following set
C∞c,bc(Ω˜) =
{
φ ∈ C∞c (Ω˜,R2n)| φ(s, i) ∈ Rn × {0}, i = 0, 1
}
(3.50)
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Similarly we define the set C∞c,bc(Ω) by
C∞c,bc(Ω) =
{
φ ∈ C∞c (Ω,R2n)| φ(s, i) ∈ Rn × {0}, i = 0, 1
}
Notice that a function φ ∈ C∞c,bc(Ω) doesn’t vanish on {0} × [0, 1].
A direct corollary of Lemma B.4.9 in [16] is the following:
Claim 3.3.2. If a function u ∈ L2loc(Ω˜,R2n) satisfies the following equality∫
Ω˜
〈∂sφ+ J0∂tφ, u〉 =
∫
Ω˜
〈φ, v〉, ∀φ ∈ C∞c,bc(Ω˜,R2n) (3.51)
where v ∈ L2loc(Ω˜). Then the following holds
1) u ∈ H1loc(Ω˜,R2n) and u(s, i) ∈ Rn × {0} for i = 0, 1.
2) −∂su+ J0∂tu = v
Lemma 3.3.3. Let Ω be as in (3.49). Suppose that η ∈ L2loc(Ω) satisfies∫
Ω
〈∂sφ+ J0∂tφ, η〉 =
∫
Ω
−〈ζ, φ〉 (3.52)
for all φ ∈ C∞c,bc(Ω) and some ζ ∈ L2loc(Ω). Then the following holds
1) η ∈ H1loc(Ω), η(s, 0), η(s, 1) ∈ Rn×0 and η(0, t) = 0, for a.e. t ∈ [0, 1].
2) −∂sη + J0∂tη = −ζ.
Proof of Lemma 3.3.3. The proof follows from the Claim 3.3.2 and a reflec-
tion argument. Let η and ζ satisfy the equation (3.52). We shall extend
both ξ and η to Ω˜ in two different ways.
I) Let η˜, ζ˜ be odd and even extensions of η and ζ .
η˜(s, t) =

η(s, t), s ≥ 0
−η(−s, t) s < 0
ζ˜(s, t) =

ζ(s, t), s ≥ 0
ζ(−s, t), s < 0
Here ζ represents the image of ζ made by symmetry with respect to the
plane x1 = x2 = · · · = xn = 0, or equivalently
ζ =
(
1 0
0 −1
)
· ζ
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We shall prove that the extended functions η˜ and ζ˜ satisfy the equation
(3.51), i.e. for all φ ∈ C∞c,bc(Ω˜) the following holds:∫
Ω˜
〈∂sφ+ J0∂tφ, η˜〉 = −
∫
Ω˜
〈φ, ζ˜〉 (3.53)
Let φ ∈ C∞c,bc(Ω˜) be an arbitrary function. Define functions φ0 and φ1 in
the following way
φ0(s, t) =
1
2
(
φ(s, t) + φ(−s, t)
)
, φ1(s, t) =
1
2
(
φ(s, t)− φ(−s, t)
)
Obviously φ0(−s, t) = φ0(s, t), φ1(−s, t) = −φ1(s, t) and φ = φ0 + φ1. It
also holds
∂sφ0(−s, t) = −∂sφ0(s, t), ∂tφ0(−s, t) = ∂tφ0(s, t).
Hence, we have that ∂sφ0(−s, t) + J0∂tφ0(−s, t) =
−(∂sφ0(s, t) + J0∂tφ0(s, t)). For φ1 the reverse holds i.e.
∂sφ1(−s, t) + J0∂tφ1(−s, t) = ∂sφ1(s, t) + J0∂tφ1(s, t).
Now it is easy to see that∫
Ω˜
〈∂sφ1 + J0∂tφ1, η˜〉 = 0 =
∫
Ω˜
〈φ1, ζ˜〉
and also
∫
Ω˜
〈∂sφ0 + J0∂tφ0, η˜〉 = 2
∫
Ω
〈∂sφ0 + J0∂tφ0, η〉
−
∫
Ω˜
〈φ0, ζ˜〉 = −2
∫
Ω
〈φ0, ζ〉 (3.54)
By assumption (3.52) the integrals on the right side of (3.54) are equal,
it follows ∫
Ω˜
〈∂sφ+ J0∂tφ, η˜〉 = −
∫
Ω˜
〈φ, ζ˜〉. (3.55)
Thus, we have proved the equation (3.53). From corollary 3.3.2 we have that
η˜ ∈ H1bc(Ω˜,R2n) as η = η˜|Ω we have that η also satisfies
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η(s, i) ∈ Rn × {0}, η ∈ H1loc(Ω).
We prove that η˜(0, t) = η(0, t) ∈ 0 × Rn for almost every t. Choose a
sequence of smooth functions ηi(s, t) that converges to η˜ on every compact
subset of Ω˜ in W 1,2 norm. Notice that η˜ = 1
2
(
η˜(s, t) − η˜(−s, t)
)
. Then
the sequence hi(s, t) =
1
2
(
ηi(s, t) − ηi(−s, t)
)
also converges to η˜ in W 1,2
norm. We also have that hi(0, t) =
1
2
(
ηi(0, t) − ηi(0, t)
)
∈ {0} × Rn. As
hi(0, t)
L2−→ η(0, t) = η˜(0, t) it follows that η(0, t) ∈ {0} × Rn for almost
every t.
II) We will extend now η and ζ reverse than in the case I), i.e. η even and
ζ odd. Define η˜ and ζ˜ as
η˜(s, t) =

η(s, t), if s ≥ 0
η(−s, t) if s < 0
ζ˜(s, t) =

ζ(s, t), if s ≥ 0
−ζ(−s, t), if s < 0.
Extended functions η˜ and ζ˜ satisfy (3.53). In order to prove that one can
use the same decomposition of function φ. This time the integral with φ1
will be doubled and the integral with φ0 will vanish. Therefore we conclude
from the Claim 3.3.2 that η˜ ∈ W 1,2loc (Ω˜). In the same way as in (I) we prove
that
η˜(0, t) = η(0, t) ∈ Rn × {0} for a.e. t.
Thus from I) and from what we have just proved
η(0, t) ∈ (Rn × {0}) ∩ ({0} × Rn) = 0
for almost every t ∈ [0, 1].
3.3.4 (Unique continuation). Let I = [0, ǫ), where ǫ is possibly infinite
and let D be an operator as in (3.37). In this paragraph we observe the
mapping
ξ 7→ (Dξ, ξ(0)) = (∂sξ + J0∂tξ + Sξ, ξ(0))
In the case ε = +∞ we suppose (H1). This mapping is injective, i.e. any
ξ with ξ(0, ·) = 0 and Dξ = 0 has to vanish everywhere ξ ≡ 0. This follows
from Agmon and Nirenberg trick and we shall not discuss the details of the
proof here. It is proved by careful study of the function ln(‖ξ‖) and can be
seen in [21].
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Lemma 3.3.5. Let i = 1 or i = 2 and let D be an operator as in (3.37).
Then the mapping
H ibc([0, ǫ)× [0, 1])→ H i−1bc ([0, ǫ)× [0, 1])×H i−1/2bc
ξ 7→ (Dξ, ξ(0)) (3.56)
is injective. The analog holds for the operator D∗ = −∂s + J0∂t + S(s, t)T .
Namely, the mapping
H ibc([0, ǫ)× [0, 1])→ H i−1bc ([0, ǫ)× [0, 1])×H i−1/2bc
ξ 7→ (D∗ξ, ξ(0)) (3.57)
is injective.
Proof. The proof is verbatim the same as the proof of Lemma 3.3 in [21] and
we shall not repeat it here.
Corollary 3.3.6. Let D be an operator of the form (3.37).
i) Let I = [a, b]. There exists a constant c > 0 such that the following
inequality holds for all ξ ∈ H2bc(I × [0, 1]).
‖ξ‖2,2 ≤ c
(‖Dξ‖1,2 + ‖ξ(a, ·)‖3/2 + ‖ξ(b, ·)‖3/2) (3.58)
ii) Suppose that I = R± and assume (H1). Then there exist positive
constant c such that the following inequality holds for all ξ ∈ H2bc(R±×
[0, 1]).
‖ξ‖2,2 ≤ c
(
‖Dξ‖1,2 + ‖ξ(0, ·)‖3/2
)
(3.59)
Proof. We shall prove part ii), the proof of i) is analogous. It follows directly
from the inequality (3.39) in Theorem 3.2.6 that
‖ξ‖2,2 ≤ c
(
‖Dξ‖1,2 + ‖Kξ‖1,2 + ‖ξ(0)‖3/2
)
, (3.60)
as ‖π+(ξ(0))‖3/2 ≤ ‖ξ(0)‖3/2. Remember also that the operator H2bc(R+ ×
[0, 1]) ∋ ξ 7→ Kξ ∈ H1bc(R+× [0, 1]) is compact. From the inequality (3.60) it
follows that the operator ξ 7→ (Dξ, ξ(0)) has closed image and finite dimen-
sional kernel. By Lemma 3.3.5 it follows that it is bijective onto its image.
From the open mapping theorem it follows that its inverse is bounded and
we can omit the middle term, i.e. ‖Kξ‖1,2 of the inequality (3.60). Thus we
have proved the required inequality.
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Corollary 3.3.7. Let I = [a, b] or I = R±. Suppose that the operator
D : H ibc(I × [0, 1]) → H i−1bc (I × [0, 1]), i = 1, 2 has the form (3.37), in the
case I = R± we assume (H1). Then the operator D is surjective.
Proof. Step 1. Surjectivity of the operator
D : H1bc(I × [0, 1])→ L2(I × [0, 1]).
Let Ω = I × [0, 1] and let η ∈ L2(Ω) be orthogonal to the image of D. Then
we have that ∫
Ω
〈
∂sξ + J0∂tξ + Sξ, η
〉
= 0
holds for all ξ ∈ H1bc(Ω). Particularly this implies that for all φ ∈ C∞c,bc(Ω) (
defined in (3.50)) the following equality holds∫
I
∫ 1
0
〈
∂sφ+ J0∂tφ, η
〉
dsdt = −
∫
I
∫ 1
0
〈
STη, φ
〉
= −
∫
I
∫ 1
0
〈
ζ, φ
〉
dsdt.
It follows from Lemma 3.3.3 that η ∈ H1bc(I × [0, 1]) and that η|∂I = 0 and
η is a strong solution of the equation
−∂sη + J0∂tη = −ζ = −STη.
From Lemma 3.3.5 it follows that η = 0. Thus the image of the operator
D : H1bc(Ω)→ L2(Ω), Dξ = ∂sξ + J0∂tξ + S(s, t)ξ
is dense and as its image is also closed (see Lemma 3.2.8) we have that D is
surjective.
Step 2. Let W1∓(I) be defined as in (3.33). Then there exist smooth func-
tions ξi ∈ H1bc(I × [0, 1]), i = 1, · · ·m such that
D :W1∓(I) ∪ Span{ξ1, · · · , ξm} → L2(I × [0, 1])
is surjective.
Notice that the operator D can be written in the form D = DA +R, where
R(ξ) is given as a multiplication by someW 1,2 matrix valued function. As the
operator DA : W1∓(I) → L2 is bijective (Corollary 3.2.2), we have that the
operator D :W1∓(I)→ L2 is Fredholm of index 0, as a compact perturbation
of the operator DA. From Step 1 it follows that there exist ξi, i = 1, · · · , m
such that the restriction of the operator D to the W1∓(I)∪Span{ξ1, · · · , ξm}
is surjective. Notice that each ξi can be approximated by smooth elements
ξki , k = 1, · · · ,∞ which also satisfy the condition DAξki ∈ H1bc(I × [0, 1]).
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Thus we have that ξki ∈ H2bc(I × [0, 1]). Thus for sufficiently large k we
have that the restriction of the operator D to W1∓(I) ∪ Span(ξk1 , · · · , ξkm) is
surjective. Thus, we can assume w.l.o.g. that ξi ∈ H2bc(I× [0, 1]) are smooth.
Step 3. Let W2∓(I) be defined as in (3.35) and let ξi, i = 1, · · · , m be as in
Step 2. Then
D :W2∓(I) ∪ Span{ξ1, · · · , ξm} → H1bc(I × [0, 1])
is surjective.
Let η ∈ H1bc(I × [0, 1]). From Step 2 it follows that there exist ξ ∈ W1∓(I)
and αi ∈ R such that D(ξ + αiξi) = η. We prove that ξ ∈ W2∓(I) actually.
First notice that
Dξ = η −
∑
i
αiDξi = η −
∑
i
ηi = η
′ ∈ H1bc(I × [0, 1])
thus we have that
Dξ = DAξ +Rξ = η
′ ⇒ DAξ = η′ − Rξ = η˜
As R is a W 1,2 function and ξ as well, we have that their product is an Lp
function for any p < ∞. Thus the function η˜ ∈ Lp(I × [0, 1]) and it follows
from Theorem 3.2.5 that ξ ∈ W 1,pbc (I × [0, 1]) for some p > 2. This implies
that the product Rξ is actually a W 1,2 function and it also satisfies the right
boundary condition and hence η˜ ∈ H1bc(I × [0, 1]). From Corollary 3.2.2 we
have that ξ ∈ W2∓(I).
Steps 1-3 prove that the operator D is surjective.
3.4 Appendix
3.4.1 Abstract interpolation theory
Let H and W be Hilbert spaces and let the inclusion W →֒ H be continuous
and dense. We define the space W =W(0,+∞) as follows
W =W(0,+∞) =
{
x : x ∈ L2((0,+∞),W )), ∂u
∂s
∈ L2((0,+∞), H)}
=
{
x ∈ L2((0,+∞),W ) ∩W 1,2((0,+∞), H)
}
with the norm
‖x‖2W = ‖x‖2L2((0,+∞),W ) + ‖x˙‖2L2((0,+∞),H) =
∫ +∞
0
(
‖x(s)‖2W + ‖x˙(s)‖2H
)
ds
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Remark 3.4.1. The space W is a Hilbert space and the space
C∞c ([0,+∞),W ) is dense in W.
Definition 3.4.2. The trace space V of the space W is given by
V = Tr(W) :=
{
ξ ∈ H : ∃x ∈ W, x(0) = ξ
}
‖ξ‖1/2 = ‖ξ‖2V := inf
x∈W , x(0)=ξ
∫ +∞
0
(‖x˙(s)‖2H + ‖x(s)‖2W )ds
Remark 3.4.3. One could also use finite interval I = (0, 1) or I = R
instead of the interval (0,+∞) to define the spaceW(I), but the trace space
V = Tr(W) will always be the same.
It is easy to see that the norm ‖ · ‖1/2 is really a norm and that with
respect to this norm the space V is a Banach space.
Definition 3.4.4. Suppose that H,W are Hilbert spaces with dense and
continuous inclusion W →֒ H. Let A : W → H, be a linear operator that
satisfies the following
i) A is self-adjoint with the domain D(A) = W , i.e.
〈Ax, y〉H = 〈x,Ay〉H ,
for all x, y ∈ W = D(A). It follows from Hellinger-Toplitz theorem
that A is also continuous.
ii) A is positive, 〈Ax, x〉 ≥ 0 for all x ∈ W .
iii) Suppose also that A is bijective. Hence, there exists a positive constant
c0 such that
1
c0
‖x‖W ≤ ‖Ax‖H ≤ c0‖x‖W (3.61)
The right inequality follows from continuity of A, and left from open
mapping theorem.
For θ ∈ [0, 1] we define the intermediate (interpolation) space
[W,H ]1−θ,A = Dom(A
θ).
Definition 3.4.5. We say that a self-adjoint operator A : W → H is a
purely point operator ( or has a purely point spectrum ) if the fol-
lowing holds:
There exists an H−orthogonal decomposition H = ⊕Hi , where each
Hi = 〈ei〉, and ei is an eigenvector of the operator A, i.e. A(ei) = λiei.
A sufficient condition that a symmetric operator has eigenvectors which form
a Hilbert space basis is that it has a compact inverse.
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Remark 3.4.6. If A is a purely point operator which satisfies the require-
ments of the Definition 3.4.4, then for H ∋ ξ =∑
i
aiei we have
[W,H ]1−θ,A = Dom(Aθ) =
{
ξ ∈ H, ξ =
∑
i
aiei :
∑
i
λ2θi |ai|2 < +∞
}
.
One could do the same for an operator A which is not necessarily positive
(Thus the condition ii) in definition 3.4.4 is superfluous. Namely, the oper-
ator |A| is positive and self-adjoint and we can define
[W,H ]1−θ,A = Dom(|A|θ) =
{
ξ ∈ H, ξ =
∑
i
aiei :
∑
i
|λi|2θ|ai|2 < +∞
}
.
Notice that the space [W,H ]1−θ,A is a Hilbert space with the scalar product
ξ =
∑
i
aiei, η =
∑
i
biei, 〈ξ, η〉1−θ,A =
∑
i
aibi|λi|2θ
Remark 3.4.7. In our intended applications of this theory the operator A
will be the square root of the Laplacian, A =
√−△ = i∂t or some compact
perturbation of
√−△. The spaces W and H will be some Hk([0, 1]) =
W k,2([0, 1]) spaces with certain boundary conditions.
In the next theorem we prove that the space [W,H ]1/2,A doesn’t depend
on the operator A and that it is the same as the trace space V = Tr(W).
Theorem 3.4.8. Let A be an operator as in Remark 3.4.6 and let ξ ∈ H.
Then ξ ∈ [W,H ]1/2,A = D(
√
A) if and only if ξ ∈ V = Tr(W) and there
exists a constant c > 0 such that for all ξ ∈ D(√A)
1
c
‖ξ‖1/2 ≤ ‖ξ‖1/2,A ≤ c‖ξ‖1/2.
Proof: We shall devide the proof of this theorem into three steps
Step 1: For all x ∈ C∞c ([0,+∞),W ) we have that
‖x(0)‖21/2,A = ‖ξ‖21/2,A ≤ c
∫ +∞
0
(
‖x˙(s)‖2H + ‖x(s)‖2W
)
ds (3.62)
Proof. As W ⊂ [W,H ]1/2,A we have that x(s) ∈ [W,H ]1/2,A, for all s ∈
[0,+∞). Let f = x˙(s) + A(x(s)), then
d
ds
1
2
‖x‖21/2,A = 〈x, x˙〉1/2,A =
= 〈x, f − Ax〉1/2,A = 〈x, f〉1/2,A − ‖Ax‖2H (3.63)
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The last equality holds as 〈Ax, x〉1/2,A =
∑+∞
i=1 λ
2
i 〈x, ei〉2 = ‖Ax‖2H . Inte-
grating the inequality (3.63) we obtain
‖ξ‖21/2,A = ‖x(0)‖21/2,A =
∫ +∞
0
‖Ax‖2H −
∫ +∞
0
〈x, f〉Ads
≤
∫ +∞
0
‖A(x(s))‖2Hdt+
1
2
∫ +∞
0
‖A(x(s))‖2Hds+
1
2
∫ +∞
0
‖f‖2Hds
≤
∫ +∞
0
(1
2
‖x˙(s) + A(x(s))‖2H +
3
2
‖A(x(s))‖2H
)
ds
≤ c21
∫ 1
0
(
‖x˙(s)‖2H + ‖x(s)‖2W
)
ds
and the constant c1 = max
{
1,
√
5
2
c0
}
, where c0 is the constant from the
inequality (3.61).
Step 2: If x ∈ L2([0,+∞),W ) ∩ W 1,2([0,+∞), H) = W, then
∀τ ∈ [0,+∞), x(τ) ∈ D(√A).
Proof. For functions x ∈ C∞c ([0,+∞),W ) this obviously holds, as W ⊂
D(
√
A). As the set C∞c ([0,+∞),W ) is dense inW choose sequence xk −→ x.
The sequence xk is Cauchy w.r.t. the norm
∫ +∞
0
(
‖x˙(s)‖2H + ‖x(s)‖2W
)
dt.
Therefore this sequence is also Cauchy w.r.t. the norm ‖ · ‖1/2,A in D(
√
A)
(Remark that the inequality proved in the first step holds for every τ ∈
[0,+∞), not just τ = 0 ). Therefore
x(τ) = lim
k→∞
xk(τ) ∈ D(
√
A).
Step 3: There exists δ > 0 such that for all ξ ∈ D(√A) there exists
x ∈ V with x(0) = ξ and such that
‖ξ‖21/2,A ≥ δ
∫ +∞
0
(
‖x˙(s)‖2H + ‖x(s)‖2W
)
ds (3.64)
Proof. Let ξ =
+∞∑
i=1
ξi, x(s) =
+∞∑
i=1
xi(s). As ξ ∈ D(
√
A) we have
∑
i
λiξ
2
i <
+∞. The solution of the following problem
x˙(s) + A(x(s)) = 0, x(0) = ξ (3.65)
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is given by x =
∑
i
xi(s) =
∑
i
ξie
−λis. We shall prove that x ∈ W and that
‖ξ‖21/2,A ≥ c
∫ +∞
0
(
‖x˙(s)‖2H + ‖A(x(s))‖2H
)
ds, (3.66)
for some positive constant c. As x satisfies the equality (3.65) it is enough
to prove that
+∞∫
0
‖A(x(s))‖Hds < +∞. Notice that
∫ +∞
0
‖A(xi)‖2H =
∫ +∞
0
λ2i ξ
2
i e
−2λisds (3.67)
= λiξ
2
i
∫ +∞
0
λie
−2λisds =
1
2
λiξ
2
i (3.68)
hence, ∫ +∞
0
‖A(x)‖2Hds =
∫ +∞
0
∑
i
‖A(xi)‖2H =
1
2
‖ξ‖21/2,A.
As ‖A(x)‖H ≥ 1c0‖x‖W we have
‖ξ‖21/2,A = 2
∫ +∞
0
‖A(x)‖2Hds ≥ δ
∫ +∞
0
(
‖x˙(s)‖2H + ‖x(s)‖2W
)
ds, (3.69)
where δ behaves as 1
c20
.
3.4.2 Lp estimates
In section 3.1 we have considered the linearized operator DA given by
DA : W
2,2
bc (I × [0, 1])→W 1,2bc (I × [0, 1])
DAξ = ∂sξ + Aξ = ∂sξ + J0∂tξ + S(t)ξ,
where the operator A satisfies (HA). Now we consider the same operator,
but as the domain we take W 1,pbc (R× [0, 1]) defined by
W 1,pbc (R× [0, 1]) :=
{
ξ ∈ W 1,p(R× [0, 1])
∣∣∣ξ(s, i) ∈ Rn × {0}} . (3.70)
The next lemma is an analogous of the Lemma 2.4 in [24] and the proof is
almost verbatim taken from there.
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Lemma 3.4.9. Suppose that S : [0, 1] → R2n×2n is a smooth function and
suppose that the operator A = J0∂t + S(t) satisfies (HA). Let 1 < p < ∞
and let DA be given by
DA : W
1,p
bc (R× [0, 1])→ Lp(R× [0, 1])
DAξ = ∂sξ + Aξ = ∂sξ + J0∂tξ + S(t)ξ,
is bijective and there exists a constant c > 0 such that the following inequality
‖ξ‖W 1,p ≤ c‖DAξ‖Lp, (3.71)
holds for all ξ ∈ W 1,pbc (R× [0, 1]).
Proof. Step 1. The claim holds in the case p = 2.
Notice that
‖DAξ‖2L2 =
+∞∫
−∞
〈∂sξ + Aξ, ∂sξ + Aξ〉L2ds
=
+∞∫
−∞
(
‖∂sξ‖2L2 + ‖Aξ‖2L2
)
+
+∞∫
−∞
∂s
〈
ξ, Aξ
〉
ds
=
+∞∫
−∞
(
‖∂sξ‖2L2 + ‖Aξ‖2L2
)
≥ c′‖ξ‖W 1,2(R×[0,1]).
Thus, we have proved that the operator DA is injective and has a closed
image. To prove that it is also surjective we can use eigenvector decompo-
sition. Let η ∈ L2(R× [0, 1]). Write η(s, t) =∑λ ηλ(s, t), where ηλ are the
eigenvectors of the operator A. Observe the equation DAξ = ∂sξ + Aξ = η.
Then the solution ξ =
∑
λ ξλ of this equation is given by
ξλ(s, t) =
∫ s
−∞
e−λ(s−τ)ηλ(τ, t)dτ, λ > 0
ξλ(s, t) = −
∫ ∞
s
e−λ(s−τ)ηλ(τ, t)dτ, λ < 0
Notice that ξ =
+∞∫
−∞
K(s− τ)η(τ, t)dτ , where K decays exponentially.
Step 2. Let p ≥ 2. There exists a constant c1 > 0 such that
‖ξ‖W 1,p([0,1]×[0,1]) ≤ c1
(‖DAξ‖Lp([−1,2]×[0,1]) + ‖ξ‖L2([−1,2]×[0,1])) (3.72)
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holds for all ξ ∈ W 1,p([−1, 2]× [0, 1]). Moreover, if ξ ∈ W 1,2 and Dξ ∈ Lploc
then ξ ∈ W 1,ploc .
From Calderon-Zygmung inequality we have that
‖∇ξ‖Lp([0,1]×[0,1]) ≤ c‖∂¯ξ‖Lp([−1/2,3/2]×[0,1]).
This implies the above estimate with L2 norm on the right side replaced by
Lp norm. Let Ω′ = [−1/2, 3/2]× [0, 1] and Ω = [−1, 2]× [0, 1] we have
‖ξ‖W 1,p([0,1]×[0,1]) ≤ c
(
‖DAξ‖Lp(Ω′) + ‖ξ‖Lp(Ω′)
)
≤ c
(
‖DAξ‖Lp(Ω′) + ‖ξ‖W 1,2(Ω′)
)
≤ c
(
‖DAξ‖Lp(Ω′) + ‖DAξ‖L2(Ω) + ‖ξ‖L2(Ω)
)
≤ c
(
‖DAξ‖Lp(Ω) + ‖ξ‖L2(Ω)
)
The second inequality follows from Sobolev embedding.
Step 3. Consider the norm
‖ξ‖2,p :=
( ∞∫
−∞
‖ξ(s, ·)‖pL2([0,1])
)1/p
.
There exists constants c2, c3 > o such that, if ξ ∈ W 1,2bc (R × [0, 1]) and
Dξ ∈ Lp(R× [0, 1]), then ξ ∈ W 1,pbc (R× [0, 1]) and
‖ξ‖2,p ≤ c2‖Dξ‖Lp, ‖ξ‖W 1,p ≤ c3(‖Dξ‖Lp + ‖ξ‖2,p).
From Step 1 it follows that ξ ∈ W 1,ploc , to prove that ξ ∈ W 1,p it is enough
to prove the two estimates. The first inequality follows from Young’s convo-
lution inequality. From Step 1 we have that ξ = K ∗ η, where K(s) decays
exponentially
‖ξ‖2,p = ‖K ∗ η‖2,p ≤ ‖K‖L1(R,L2(0,1))‖η‖Lp(R,L2(0,1)) ≤ c2‖η‖Lp(R×[0,1])
and the last inequality follows as ‖η‖L2(0,1) ≤ ‖η‖Lp(0,1) for p ≥ 2. To prove
the second inequality, we shall use the result from Step 1 and the inequality
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(a+ b)p ≤ 2p(ap + bp).
‖ξ‖pW 1,p([k,k+1]×[0,1]) ≤ 2pcp1
( k+2∫
k−1
‖Dξ‖pLp([0,1])ds+
( k+2∫
k−1
‖ξ‖2L2([0,1])ds
)p/2)
≤ 2pcp1
( k+2∫
k−1
‖Dξ‖pLp([0,1])ds+ 3p/2−1
k+2∫
k−1
‖ξ‖pL2([0,1])
)
≤ 3p/22pcp1
k+2∫
k−1
(
‖Dξ‖pLp + ‖ξ‖pL2
)
ds
Taking the sum over all k ∈ Z we obtain the desired inequality.
Step 4. Proof of Lemma for p > 2.
From Step 3, we have that
‖ξ‖1,p ≤ c‖Dξ‖Lp,
holds for all ξ ∈ C∞bc (R × [0, 1]) with compact support. Thus by density
of such functions the above inequality holds for all ξ ∈ W 1,pbc (R × [0, 1]).
Thus the operator DA : W
1,p
bc → Lp is injective and has closed image. Let
η ∈ Lp(R× [0, 1])∩L2(R× [0, 1]). By Step 1 there exists ξ ∈ W 1,2bc (R× [0, 1])
such that Dξ = η. By Step 3 we have that ξ ∈ W 1,pbc (R× [0, 1]) and thus the
image is dense and hence is onto.
Step 5. Case 1 < q < 2.
By duality we have
‖DAξ‖Lq = sup
‖η‖Lp≤1
∣∣∣∣∫
Ω
〈
DAξ, η
〉
dsdt
∣∣∣∣
≥ sup
‖η‖
W1,p
≤1
∣∣∣∣∫
Ω
〈
DAξ, η
〉
dsdt
∣∣∣∣
= sup
‖η‖W1,p≤1
∣∣∣∣∫
Ω
〈
ξ,D∗Aη
〉
dsdt
∣∣∣∣
= c‖ξ‖Lq
The last equality follows from the bijectivity of the operator DA∗ : W 1,pbc →
Lp, where D∗A = −∂s + J0∂t + S(t). Particularly there exists η such that
‖η‖W 1,p ≤ 1 andD∗Aη = c|ξ|
q−2ξ
‖ξ‖q−1
Lq
. From the above inequality it follows thatDA
is injective and analogously as in Step 4 we have that its image is dense.

Chapter 4
Hardy space approach to gluing
Symplectic Floer homology was introduced by Floer in [4, 5, 6, 7]. Floer
Gluing theorem is one of the main technical ingredients in the construction
of the Floer homology. Together with the compactness and linear elliptic
Fredholm theory is used to define Floer homology and prove its various
properties.
In this chapter we introduce a new approach to gluing of perturbed
holomorphic curves with Lagrangian boundary conditions. The motivation
comes on one hand from the work of Salamon, Robbin and Ruan in [22, 23],
where similar techniques were used in integrable case, on the other hand
form the work of Kronheimer and Mrowka [14] in the Seiberg-Witten setting.
Perturbed holomorphic curves with Lagrangian boundary conditions are
solutions u : I × [0, 1]→ M of the Floer equation
∂su+ Jt(u)(∂tu−XHt(u)) = 0, u(s, 0) ∈ L0, u(s, 1) ∈ L1, (4.1)
where Li, i = 0, 1 are Lagrangian submanifolds of a symplectic manifold
M , Jt is a smooth family of almost complex structures and I ⊂ R is an
interval. The perturbation here comes in the form of a Hamiltonian vector
field XHt . We shall be interested in the cases when the interval I is either
a half infinite interval or I = [−T, T ]. We introduce the moduli space M∞
consisting of the pairs of half-infinite perturbed holomorphic curves, i.e. so-
lutions of (4.1), and analogously we introduce the moduli space M T of finite
strips u : [−T, T ] × [0, 1] → M satisfying (4.1). The moduli space M T is a
Hilbert submanifolds of certain Hilbert manifold of strips BT consisting of
W 2,2 maps u : I × [0, 1]→ M satisfying the standard Lagrangian boundary
condition
u(s, i) ∈ Li, i = 0, 1
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and the condition on the first derivative
Ji(u(s, i))(∂tu(s, i)−XHt(u(s, i)) ∈ Tu(s,i)Li, i = 0, 1
and analogous result holds for M∞ ⊂ B∞. This setup is needed in order to
establish the necessary estimates for the nonlinear Hardy spaces.
In section 4.2, we introduce the Hilbert manifolds of strips and the Hilbert
manifold P3/2 consisting of W 3/2,2 paths that satisfy Lagrangian boundary
conditions and a certain condition on the first derivative. The path space
P3/2 is actually the trace manifold of the Hilbert manifold of strips BT ,
namely restricting an element u ∈ BT to the free boundary u(±T, ·) we
obtain an element of P3/2. For a Hamiltonian path x ∈ P3/2, we denote
by U some small neighborhood of x within P3/2. We focus our attention
to some subsets of the moduli spaces M∞ and M T , which we shall denote
by M∞(U ) and M T (U ). These subsets consist only of those elements of
the aforementioned moduli spaces which have sufficiently small energy and
are on the free boundary ( for example {±T} × [0, 1]) close to the given
Hamiltonian path x. Thus we assume that u(±T, ·) ∈ U , where U is the
aforementioned neighborhood of a Hamiltonian path.
In Theorem 2.1.4 we have proved monotonicity results for the solutions
of (4.1). These results guarantee that small energy solutions of (4.1), that at
the ends are close to the Hamiltonian path x are confined to a small neigh-
borhood of x. This will imply that the elements of M∞(U ) and M T (U ) are
contained in a small neighborhood of x and will allow us to work in suitable
coordinate charts, thus the main analysis can be done in the standard model
in Euclidean space using suitable coordinate charts. Consider the restriction
maps
iT : M T → P3/2 ×P3/2, iT (u) = (u(−T, ·), u(T, ·))
i∞ : M∞ → P3/2 ×P3/2, i∞(u−, u+) = (u−(0, ·), u+(0, ·)).
We prove that these maps are injective immersions and the restrictions of
i∞ and iT to M∞(U ) and M T (U ) are embeddings. The images W ∞ =
i∞(M∞(U )) and W T = iT (M T (U )) are the nonlinear Hardy spaces
of the title. In section 4.5 we prove that W T converge to W ∞ in the C1
topology. This is the main result of this chapter.
This chapter is organized as follows:
i) In section 4.1 we explain the setup and state the main theorems.
ii) In section 4.2 we prove that the sets of paths and strips, P3/2,BT and
B∞ are indeed Hilbert manifolds and we explicitly construct coordi-
nate charts on these manifolds.
Main results 79
iii) Sections 4.3, 4.4 and 4.5 contain the proofs of the main theorems.
They also rely on linear elliptic estimates from the previous chapter.
The hard of the proof is the convergence theorem, proved in section
4.5. In the appendix 4.6 we recall some properties of Lions- Magenes
interpolation which we use in various places within the thesis.
4.1 Main results
In this section we explain the setup and state the main theorems. Let (M,ω)
be a symplectic manifold without boundary and let
L = L(M,ω)
be the set of all compact Lagrangian submanifolds L ⊂ M without boundary.
Throughout we abbreviate
R
+ := [0,∞), R− := (−∞, 0].
4.1.1 (Hamiltonian Paths). Let L0, L1 ∈ L(M,ω). Denote by H(M) the
space of smooth functions H : [0, 1]×M → R and by J (M,ω) the space of
smooth families of ω-compatible almost complex structures J = {Jt}0≤t≤1
on M . For H ∈ H(M) denote Ht := H(t, ·) for 0 ≤ t ≤ 1 and let [0, 1] →
Diff(M,ω) : t 7→ φt be the Hamiltonian isotopy generated by H via
∂tφt = XHt ◦ φt, φ0 = id, ι(XHt)ω = dHt. (4.2)
A Hamiltonian function H is called regular for (L0, L1) if the Lagrangian
submanifolds L0 and φ
−1
1 (L1) intersect transversally. The set of regular
Hamiltonian functions will be denoted by Hreg(M,L0, L1). Intersection
points of L0 and φ
−1
1 (L1) correspond to solutions x : [0, 1] → M of Hamil-
ton’s equation
x˙(t) = XHt(x(t)), x(0) ∈ L0, x(1) ∈ L1. (4.3)
Denote the set of solutions of (4.3) by
C(L0, L1;H) :=
{
x : [0, 1]→M ∣∣ x satisfies (4.3)}. (4.4)
The set C(L0, L1;H) can be also seen as the set of critical points of the per-
turbed symplectic action functional on the space P of paths inM connecting
L0 to L1.
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4.1.2 (Floer Equation). Fix a regular Hamiltonian function H =
{Ht}0≤t≤1 and a smooth family of almost complex structures J = {Jt}0≤t≤1 ∈
J (M,ω) and L0, L1 ∈ L(M,ω). For a smooth map u : R × [0, 1] → M the
Floer equation has the form
∂su+ Jt(u)(∂tu−XHt(u)) = 0, u(s, 0) ∈ L0, u(s, 1) ∈ L1, (4.5)
The energy of a solution u of (4.5) is defined by
EH(u) :=
1
2
∫ ∞
−∞
∫ 1
0
(
|∂su|2t + |∂tu−XHt(u)|2t
)
dtds.
Here
〈
ξ, η
〉
t
:= ω(ξ, Jtη) denotes the Riemannian metric determined by ω
and Jt. If the energy is finite then the limits
x±(t) := lim
s→±∞
u(s, t) (4.6)
exist and belong to C(L0, L1;H) (see for example [21] and Proposition 2.3.1).
The convergence is with all derivatives, uniform in t, and exponential.
4.1.3 (Hilbert Manifold of Paths). Let L0, L1 ∈ L(M,ω) and let P1L
denote the Hilbert manifold of paths with Lagrangian boundary conditions.
More precisely
P1L :=
{
γ ∈ W 1,2([0, 1],M)|γ(i) ∈ Li, i = 0, 1
}
. (4.7)
We prove in section 4.2 that this set is a Hilbert manifold. Consider the
following two Hilbert space bundles over P1L.
E 1

❄❄
❄❄
❄❄
❄
// E 0
⑧⑧
⑧⑧
⑧⑧
⑧
P1L
(4.8)
with fibers
E 0γ = L
2([0, 1], γ∗TM)
E 1γ = {ξ ∈ W 1,2([0, 1], γ∗TM)|ξ(i) ∈ Tγ(i)Li, i = 0, 1}.
Let E 1/2γ be the following interpolation space
E 1/2γ = [E
1
γ , E
0
γ ]1/2
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In the appendix 4.6 we explain more about the interpolation theory relevant
for our setting. The almost complex structure J ∈ J (M,ω) and Hamiltonian
H ∈ H(M) determine a section S : P1L → E 0 via
S (γ)(t) = Jt(γ)(γ˙(t)−XHt(γ(t)))
Denote by P3/2(H, J) the following set
P3/2(H, J) =
{
γ ∈ P1L|S (γ) ∈ E 1/2γ
}
. (4.9)
We prove in 4.2.9 that the set P3/2(H, J) is a Hilbert manifold. We also
give some more details about the interpolation space on which P3/2(H, J)
is modelled.
4.1.4 (Hilbert Manifolds of Strips). Fix two Lagrangian submanifolds
L0, L1 ∈ L(M,ω), fix regular Hamiltonian function H ∈ Hreg(M,L0, L1) (see
4.1.1) and almost complex structure J ∈ J (M,ω). Let x ∈ C(L0, L1;H) be a
Hamiltonian path. Observe the moduli space of infinite holomorphic strips,
i.e. stable and unstable manifold defined as follows
M±(x;H, J) =
u ∈ W 2,2loc (R± × [0, 1],M)
∣∣∣∣ u satisfies (4.5),EH(u) < +∞
lim
s→±∞
u(s, t) = x(t)
 , (4.10)
and the moduli space of finite strips
M T (H, J) = {u ∈ W 2,2([−T, T ]× [0, 1],M)
∣∣∣ u satisfies (4.5)}. (4.11)
We shall prove that the moduli spaces M±(x;H, J) and M T (H, J) are
Hilbert manifolds. Their ambient manifolds are Hilbert manifolds of strips
B±(x) and BT with the following boundary conditions
u(s, i) ∈ Li, i = 0, 1
Ji(u(s, i))(∂tu(s, i)−XHt(u(s, i)) ∈ Tu(s,i)Li, i = 0, 1
(4.12)
Thus
B±(x) =
{
u ∈ W 2,2loc (R± × [0, 1],M)
∣∣∣∣ u satisfies (4.12)lim
s→±∞
u(s, t) = x(t)
}
and analogously
BT =
{
u ∈ W 2,2([−T, T ]× [0, 1],M)|u satisfies (4.12)} .
We prove in 4.2.11 that BT and B± are Hilbert manifolds and in Section
4.3 we prove the following theorem.
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Theorem 4.1.5. Let M±(H, J) and M T (H, J) be defined by (4.10) and
(4.11) and let B± and BT be as above.
a) The sets M±(x;H, J) and M T (H, J) are Hilbert submanifolds of the
Hilbert manifolds B±(x) and BT respectively.
b) The maps i± and iT defined by
i± : M±(x;H, J)→ P3/2(H, J)
i±(u) = u(0, ·)
iT : M T (H, J)→ P3/2(H, J)×P3/2(H, J)
u 7→ (u(−T, ·), u(T, ·))
(4.13)
are injective immersions.
Proof. See section 4.3.
Denote by M∞(x;H, J) the product of stable and unstable manifolds
M∞(x;H, J) = M+(x;H, J)×M−(x;H, J). (4.14)
and denote by i∞ the product of the maps i±
i∞ : M∞(x;H, J)→ P3/2(H, J)×P3/2(H, J)
i∞(u+, u−) = (i+(u+), i−(u−)) = (u+(0, ·), u−(0, ·)). (4.15)
It follows from Theorem 4.1.5 that the mapping i∞ is an injective immersion,
as a product of injective immersions.
4.1.6 (Convergence and embedding theorem ). Let the moduli spaces
M T (H, J) and M∞(x;H, J) be defined by (4.11) and (4.14). We consider
only those elements of these moduli spaces which have sufficiently small en-
ergy and which are sufficiently close on the boundary to a Hamiltonian path
x ∈ C(L0, L1;H). To explain this more precise we fix some small neighbor-
hood U of a point p = x(0) ∈ L0 ∩ φ−11 (L1) that doesn’t contain any other
intersection points of L0 ∩ φ−11 (L1). We have assumed that the Hamilto-
nian H ∈ Hreg(L0, L1;M) thus the intersection L0 ∩ φ−11 (L1) is transverse
and compact. Let Ut = φt(U), where φt is Hamiltonian isotopy (4.2). Let
V ⊂ V ⊂ U be a neighborhood of x(0) and let Vt = φt(V ). Suppose that on
Ut we have constructed coordinate charts ft : Ut → R2n. We construct such
family of coordinate charts in section 4.2.
By monotonicity result, Theorem 2.1.4, there exists a constant ~ > 0
such that every solution u : [−T, T ]× [0, 1]→M of (4.5) with E(u) < ~ and
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u(±T, t) ∈ Vt satisfies u(s, t) ∈ Ut for every s, t. The analogous result holds
for half-infinite holomorphic strips u ∈ M±(x;H, J) with u(0, t) ∈ Vt.
Let U be a neighborhood of a Hamiltonian path x ∈ P3/2(H, J) in the
Hilbert manifold P3/2(H, J) defined in (4.9). Shrinking U if necessary we
may assume that every γ ∈ U satisfies γ(t) ∈ Vt, where Vt is as above. For
~ and U as above we define the following sets
M∞(x,U ) = {(u+, u−) ∈ M∞(x;H, J)| u±(0, ·) ∈ U , E(u±) < ~},
M T (U ) = {u ∈ M T (H, J)| u(±T, ·) ∈ U , E(u) < ~}.
(4.16)
Here M∞(x;H, J) is defined by (4.14) and M T (H, J) by (4.11). All holo-
morphic curves u ∈ M T (U ) are contained in coordinate charts Ut = φt(U)
and the same holds for (u+, u−) ∈ M∞(x,U ) too. Thus, instead of working
with holomorphic curves inM we can work in local coordinates in R2n, which
is much simpler for the analysis. The main theorems are the following:
Theorem 4.1.7. Let M∞(x,U ) and M T (U ) be defined by (4.16). Let i∞
and iT be defined by (4.13) and (4.15). There exists an open neighborhood
U of a Hamiltonian path x such that the restrictions of the maps i∞ and iT
to M∞(x,U ) and M T (U ) are embeddings for all T ≥ 1.
Proof. See section 4.4.
Theorem 4.1.8. Assume the notation as in Theorem 4.1.7. Let
W ∞(x,U ) := i∞(M∞(x,U )) and W T (U ) := iT (M T (U )).
Then after possibly shrinking the neighborhood U the manifolds W T (U )
converge to W ∞(x,U ) in the C1− topology.
Proof. See section 4.5.
Remark 4.1.9. It is enough to prove Theorems 4.1.7 and 4.1.8 in the case
that the Hamiltonian is identically equal zero. Let φt be the Hamiltonian
isotopy as in (4.2). By naturality, we can consider the tuple
u˜(s, t) = φ−1t (u(s, t)), L˜0 = L0, L˜1 = φ
−1
1 (L1), J˜t = φ
∗
tJt. (4.17)
If u is the solution of the equation (4.5), then u˜ : R± × [0, 1] → M satisfies
unperturbed Floer equation, i.e. u˜ is a J˜ holomorphic curve,
∂su˜+ J˜t(u˜)∂tu˜ = 0, u˜(s, 0) ∈ L˜0, u˜(s, 1) ∈ L˜1. (4.18)
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By naturality, to Hamiltonian paths x ∈ C(L0, L1;H) correspond intersection
points x˜ = x(0) ∈ L˜0 ∩ L˜1. By assumption the Hamiltonian H is regular,
thus the intersection L˜0 ∩ L˜1 is transverse. Hence, every solution u˜ : R± ×
[0, 1] → M of the equation (??) with finite energy converges exponentially
to an intersection point x˜ ∈ L˜0 ∩ L˜1 (see Proposition 2.3.1 for the case
of tame almost complex structure and the clean intersection of Lagrangian
submanifolds).
4.2 Hilbert manifold setup
4.2.1 (Hilbert manifold of paths with Lagrangian boundary condi-
tions). In this section we introduce a collection of Hilbert manifolds of paths
with Lagrangian boundary conditions. We prove that they are infinite di-
mensional Hilbert manifolds and we explicitly construct coordinate charts on
them. Fix L0, L1 ∈ L(M) and a regular Hamiltonian H ∈ Hreg(M,L0, L1).
Proposition 4.2.2. (i) The set
P1L :=
{
γ ∈ W 1,2([0, 1],M) | γ(0) ∈ L0, γ(1) ∈ L1
}
. (4.19)
is a smooth Hilbert submanifold of W 1,2([0, 1],M).
(ii) The set
P2L :=
γ ∈ W 2,2([0, 1],M)
∣∣∣∣∣
γ(0) ∈ L0, γ(1) ∈ L1,
J0(γ(0))(γ˙(0)−XH0(γ(0))) ∈ Tγ(0)L0
J1(γ(1))(γ˙(1)−XH1(γ(1))) ∈ Tγ(1)L1
 .
(4.20)
is a smooth Hilbert submanifold of W 2,2([0, 1],M).
Proof. Denote by Pk = W k,2([0, 1],M). The set Pk is a smooth Hilbert
manifold modeled onW k,2(γ∗TM) and local charts are given via exponential
map. Denote by
evM : P
1 →M ×M
the evaluation map defined by
evM(γ) := (γ(0), γ(1)).
This map is smooth and its first derivative at γ is the linear map
devM(γ) : W
1,2([0, 1], γ∗TM)→ Tγ(0)M × Tγ(1)M,
given by
devM(γ)ξ = (ξ(0), ξ(1)).
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This map is clearly surjective for every γ ∈ P1. Hence evM is a submersion
and hence the preimage
P1L = ev
−1
M (L0 × L1)
is a smooth submanifold of P1 whose tangent space at γ is the preimage of
Tγ(0)L0 × Tγ(1)L1 under devM(γ). This proves (i).
To prove (ii) we define the evaluation map
evTM : P
2 → TM × TM
by
evTM(γ) =
(
γ(0), v0, , γ(1), v1
)
where vi = Ji(γ(i))(γ˙(i)−XHi(γ(i))), i = 0, 1. Then
PkL = ev
−1
TM(TL0 × TL1).
We prove that the mapping evTM is also a submersion and hence P2L is a
Hilbert submanifold of P2. Choose a Riemannian metric on M . Fix a point
p ∈ M and a tangent vector v ∈ TpM . The Riemannian metric determines
an isomorphism
T(p,v)TM ∼= TpM ⊕ TpM
as follows. Think of a tangent vector of TM at (p, v) as an equivalence class
of curves R → TM : t 7→ (γ(t), X(t)) with γ(0) = p and X(0) = v, where
two curves are equivalent iff they have the same derivative at t = 0 in some
(and hence every) coordinate chart on TM containing the point (p, v). The
isomorphism T(p,v)TM → TpM ⊕ TpM is then given by
[γ,X ] 7→ (γ˙(0),∇X(0))
where ∇X denotes the covariant derivative of a vector field along γ. With
this understood the derivative of the map evTM is given by
devTM(γ)ξ = ((ξ(0), η(0)), (ξ(1), η(1))) ,
Denote for i = 0, 1
ζi =
(
∇ξ(i)Ji(γ(i)
)(
γ˙(i)−XHi(γ(i))
)
+ Ji(γ(i))∇ξ(i)
µi = Ji(γ(i))
(
∇ξ(i)XHi(γ(i))
)
Then we have
η(0) = ζ0 − µ0, η(1) = ζ1 − µ1
This map is surjective because J0(γ(0)) and J1(γ(1)) are isomorphisms of
the respective tangent space of M . This proves the proposition.
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Another way to prove that P1L and P
2
L are Hilbert manifolds is to con-
struct explicitly coordinate charts on them. In the case of P1L one can use
only the exponential map of an appropriately chosen metric gt which has
the property that Li are totally geodesic with respect to gi for i = 0, 1 (see
Lemma 2.3.5 for a construction of such metrics). In this case we obtain
coordinate charts which map P1L into its model space, i.e.
W 1bc([0, 1],R
2n) =
{
ξ ∈ W 1,2([0, 1],R2n)|ξ(i) ∈ Rn × {0}, i = 0, 1} . (4.21)
In the case of P2L one cannot hope to find a metric such that the local charts
are given only by its exponential map. This is true because the definition of
P2L involves two boundary conditions, one of these conditions includes the
derivative of a curve γ and we don’t have enough control of the derivative
of the exponential map. Still, we can explicitly construct local charts that
map P2L into its model space, i.e. into
W 2,2bc ([0, 1]) =
{
ξ ∈ W k,2([0, 1],R2n)
∣∣∣∣ ξ(i) ∈ Rn × {0}, i = 0, 1∂tξ(i) ∈ {0} × Rn, i = 0, 1
}
.
(4.22)
We shall first construct local coordinate charts in the case that Hamiltonian
H = 0 and then we shall reduce the case H 6= 0 to the case H = 0 by
naturality.
Lemma 4.2.3. Let L0, L1 ∈ L(M), let J ∈ J (M,ω) and let α : [0, 1]→ M
be a smooth path with Lagrangian boundary conditions, α(i) ∈ Li, i = 0, 1.
There is an open set U˜ ⊂ [0, 1] ×M and a smooth map f : U˜ → R2n such
that the following holds:
i)
α(t) ∈ U˜t :=
{
p ∈M | (t, p) ∈ U˜
}
.
ii) The map ft(·) := f(t, ·) : U˜t → ft(U˜t) = Wt is a diffeomorphism for
every t and it satisfies:
fi(Li ∩ U˜i) = (Rn × {0}) ∩Wi, i = 0, 1
((fi)∗Ji)(x, 0) = Jstd, (x, 0) ∈ Wi, i = 0, 1.
(4.23)
iii) ∂tft(p) = 0 for t = 0, 1 for all p ∈ U˜t.
iv) If α(t) is a constant path α(t) = p then U˜ can be chosen such that U˜t
is independent of t.
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Proof of Lemma 4.2.3. We devide the proof into four steps.
Step 1. Construction of the trivialization of α∗TM :
There exists a smooth map
eα : [0, 1]× R2n → α∗TM
such that
i) eα(t) : R
2n → Tα(t)M is a vector space isomorphism for all t.
ii) eα(t)Jstd = Jt(α(t))eα(t) for all t, where Jstd denotes standard complex
structure in R2n.
iii) ω(eα(t)·, eα(t)·) = ωstd(·, ·), where ωstd denotes the standard symplectic
form in R2n.
iv) eα(i) : R
n × {0} → Tα(i)Li, i = 0, 1
Let {ei}1≤i≤n be the standard basis of Rn × {0}, then {ei, Jstdei}1≤i≤n is
the standard basis of R2n. We first construct a trivialization e˜α of α
∗TM
which satisfies the conditions i) − iii). Let gt be the metric obtained by
pairing ω and Jt, gt(·, ·) = ω(·, Jt(·)).
Let {vi}1≤i≤n be an orthonormal basis of Tα(0)L0 with respect to g0. We
define
e˜α(0)ei = vi, e˜α(0)(Jstdei) = J0(α(0))vi, for i = 1, · · ·n
and extend e˜α(0) linearly. We define At(p) : TpM → TpM as follows
gt(p)(At(p)·, ·) = 1
2
(∂tgt)(p)(·, ·). (4.24)
We define
e˜α(t)ei := vi(t), i = 1, · · · , n
where vi(t) is a solution of the following equation
∇˜tvi(t) = −1
2
At(α)vi(t) +
1
2
Jt(α)At(α)Jt(α)vi(t), (4.25)
vi(0) = vi,
where ∇˜t is given by
∇˜tv := ∇tv − 1
2
Jt ((∇α˙Jt)v + (∂tJt)v) ,
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∇ = ∇t is Levi-Civita connection of the metric gt and At is defined by (4.24).
Notice that both left and right side of the equation (4.25) commute with Jt.
Thus if v(t) is a solution of (4.25), then also Jt(α(t))v(t) is a solution of the
same equation. Also if v(t) and w(t) are the solutions of the equation (4.25)
then
0 =
d
dt
(
gt(v(t), w(t)) + gt(Jt(α)v(t), Jt(α)w(t))
)
= 2
d
dt
gt(v(t), w(t)).
Thus the vectors {vi(t), Jt(α(t))vi(t)}i=1,n form an orthonormal (with respect
to gt ) basis for all t ∈ [0, 1]. Thus we can define
e˜α(t)(Jstd(ei)) := Jt(α(t)vi(t), i = 1, · · ·n
and extend it by linearity. Notice that the trivialization e˜α satisfies the
conditions i)− iii), whereas the condition iv) doesn’t have to be necessarily
satisfied for t = 1. There exists some Lagrangian subspace V ⊂ R2n such
that
e˜α(1) : V → Tα(1)L1.
There exists a smooth path U(t) of unitary matrices with the property
U(0) = Id and U(1) : Rn × {0} → V (as U(n) is connected ). Thus the
trivialization
eα(t) := e˜α(t)U(t),
satisfies all the required properties.
Step 2. Construction of local coordinate charts
Let ht be a smooth family of metrics as in Lemma 2.3.5. Let rα(t),t be
the injectivity radius of the metric ht at the point α(t). Let
W ′t = Brα(t),t(0) ⊂ R2n and U ′t = Brα(t),t(α(t)) ⊂ M. (4.26)
Let ψ′t : W
′
t → U ′t be a smooth family of diffeomorphisms given by
ψ′t(ξ) = expα(t),t(eα(t)ξ),
where eα(t) is the trivialization constructed in Step 1.
The map
φ′t = (ψ
′
t)
−1 : U ′t →W ′t (4.27)
has the following properties:
φ′0(L0 ∩ U ′0) = W ′0 ∩ (Rn × {0}), φ′1(L1 ∩ U ′1) = W ′1 ∩ (Rn × {0}).
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Denote with J ′t the push forward of Jt via φ
′
t, J
′
t := (φ
′
t)∗Jt. Notice that as
dφ′t(α(t)) = eα(t)
−1, the almost complex structure
J ′t(0) = dφ
′
t(α(t))Jt(α(t))dφ
′
t(α(t))
−1
satisfies
J ′t(0) = Jstd, for all t ∈ [0, 1]
In the next step we make J ′t standard on the whole R
n × {0}.
Step 3. Adapting the charts to the almost complex structure
There exist open sets V, V˜ ⊂ [0, 1]× R2n such that
Vt = {p|(t, p) ∈ V }, V˜t = {p|(t, p) ∈ V˜ }
are open neighborhoods of 0 ∈ R2n. There exist a smooth map Φ˜ : V˜ → V
such that
Φ˜t = Φ˜(t, ·) : V˜t → Vt,
is a diffeomorphism for every t and J˜t := (Φ˜t ◦ φ′t)∗Jt satisfies
J˜t(x, 0) = Jstd, for all (x, 0) ∈ Vt ∩ (Rn × {0})
and φ′t is a diffeomorphism from (4.27).
Let Ψ˜t : R
2n → R2n be given by
Ψ˜t(x, y) =
(
x
0
)
+ J ′t(x, 0)
(
y
0
)
,
where J ′t = (φ
′
t)∗Jt and φ
′
t is given by (4.27). Then
dΨ˜t(x, 0)(xˆ, yˆ) =
(
xˆ
0
)
+ J ′t(x, 0)
(
yˆ
0
)
and obviously dΨ˜t(0, 0) = 1l for all t. Hence there exist a smooth map
t 7→ rt > 0 such that Ψ˜t : Vt = Brt(0)→ V˜t = Ψ˜t(Vt) is a diffeomorphism for
every t. If necessary shrink V˜t so that V˜t ⊂ W ′t , where W ′t are as in (4.26).
Notice that
dΨ˜t(x, 0) ◦ Jstd = J ′t(x, 0)dΨ˜t(x, 0)
for all t ∈ [0, 1]. The desired map Φ˜t is the inverse of Ψ˜t. The open set
V˜ = {(t, x) | x ∈ V˜t} and V is given analogously. This proves the second
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step.
Step 4: Construction of the map ft
Let U˜t = (φ
′
t)
−1(V˜t), where V˜t are the open sets as in Step 3 and φ′t the map
(4.27). The map ft : U˜t → Vt is given by
ft = Φ˜t ◦ φ′t.
Obviously, ft satisfies (4.23). If ∂tft 6= 0 for t = 0, 1 instead of ft take fβ(t),
where β(t) is a smooth cut-off function satisfying β˙(0) = β˙(1) = 0.
Finally in the case α(t) = p if it is necessary shrink Vt such that f
−1
t (Vt) =
Up, where Up is some fixed neighborhood of the point p.
4.2.4 (Construction of Coordinate Charts on P iL ). Now we are able
using the map f constructed in Lemma 4.2.3 to construct coordinate charts
on P iL, i = 1, 2. We shall first construct these charts in the case that the
Hamiltonian function H is identically equal zero, and then in the general
case, when H is an arbitrary function.
Corollary 4.2.5 (The case H = 0). Assume that the Hamiltonian function
H = 0 and let P iL, i = 1, 2 be as in (4.19) and (4.20). Let ft : U˜t → R2n
and α be as in Lemma 4.2.3. Define U iα ⊂ P iL, i = 1, 2 and Φα : U iα →
W i,2bc ([0, 1],R
2n) by
U iα =
{
γ ∈ P iL|γ(t) ∈ U˜t
}
and
Φα(γ)(t) = ft(γ(t))
Then Φα is a coordinate chart on P iL, i = 1, 2.
Corollary 4.2.6 (General Case). Let P iL, i = 1, 2 be as in (4.19) and
(4.20). Let ft : U˜t → R2n and α be as in Lemma 4.2.3. Let φt be the
Hamiltonian isotopy defined by (4.2) and denote Ut = φt(U˜t). Define U iα ⊂
P iL and Φα : U
i
α →W i,2bc ([0, 1],R2n) by
U iα = {γ ∈ P iL|γ(t) ∈ Ut}
and
Φα(γ)(t) = ft(φ
−1
t (γ(t))) = Ft(γ(t)).
Then Φα : U iα →W i,2bc ([0, 1],R2n) is a coordinate chart on P iL, i = 0, 1.
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4.2.7 (Hilbert space bundles E 0 and E 1 ). In the Proposition 4.2.2 we
have introduced manifolds of paths P1L and P
2
L, but our main interest will
be another Hilbert manifold, denoted by P3/2 = P3/2(H, J), which is in
some sense an intermediate manifold between these two manifolds
P2L ⊂ P3/2 ⊂ P1L
Consider the following two Hilbert space bundles over P1L
E 1

❄❄
❄❄
❄❄
❄
// E 0
⑧⑧
⑧⑧
⑧⑧
⑧
P1L
(4.28)
with fibers
E 0γ = L
2([0, 1], γ∗TM)
E 1γ =
{
ξ ∈ W 1,2([0, 1], γ∗TM) | ξ(i) ∈ Tγ(i)Li, i = 0, 1
}
.
(4.29)
Note that E 1γ is a dense subset of E
0
γ and the inclusion of E
1
γ into E
0
γ is a
compact operator. The tangent bundle of P1L is E
1. The almost complex
structures J ∈ J (M,ω) and Hamiltonian H ∈ Hreg(M,L0, L1) determine a
section S : P1L → E 0 via
S (γ)(t) = Jt(γ)
(
γ˙(t)−XHt(γ(t))
)
, 0 ≤ t ≤ 1. (4.30)
Notice that
P2L = {γ ∈ P1L |S (γ) ∈ E 1Λ}.
4.2.8 (The interpolation subbundle E 1/2). Let P iL, i = 1, 2 be as in
(4.19) and (4.20) and let E iγ , i = 0, 1 be as in (4.29). Let
H := L2([0, 1],R2n) and W := W 1,2bc ([0, 1],R
2n)
be as in (4.21). Remember that the Hilbert manifold P1L is modelled on
the Hilbert space W , whereas the Hilbert manifold P2L is modelled on the
Hilbert space W 2,2bc ([0, 1]) defined by (4.22). There exist an isomorphism
eγ : H → E 0γ and eγ : W → E 1γ .
There are many different ways to construct such isomorphism. Any local
chart on P1L gives us a trivialization of its tangent bundle E
1, as well as
of E 0. Thus we can use charts constructed in 4.2.4 or we can also use the
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trivialization from the Step 1 of Lemma 4.2.3. Let E 1/2γ be the following
interpolation space
E 1/2γ = [E
1
γ , E
0
γ ]1/2. (4.31)
It is characterized as the domain of the square root A1/2 of any self-adjoint
positive definite operator on E 0γ with domain E
1
γ . Alternatively, it can be
defined as the set of initial conditions ξ(0) ∈ E 0γ of L2 functions ξ : [0, 1]→
E 1γ whose composition with inclusion E
1
γ →֒ E 0γ is of class W 1,2. The Hilbert
space E 1/2γ is isomorphic via eγ to the interpolation space
V := [W,H ]1/2.
More precisely, let ξ = (ξ1, ξ2) ∈ V , where ξ1 denotes the first n coordinates
and ξ2 are the last n coordinates. Then evidently
ξ1 ∈ [H1, L2]1/2 = H1/2([0, 1],Rn), ξ2 ∈ [H10 , L2]1/2 = H1/200 ([0, 1],Rn),
(4.32)
where H
1/2
00 is Lions-Magenes’ space [15]. We explain more in the Appendix
4.6 about the interpolation theory relevant for this setting. Thus, the Hilbert
interpolation space V = [W,H ]1/2 is just the product V = H
1/2([0, 1],Rn)×
H
1/2
00 ([0, 1],R
n)), and
eγ : V
∼=−→ E 1/2γ .
Let E 1/2 be the bundle over P1L with the fiber E
1/2
γ over γ.
E 1
  
❅❅
❅❅
❅❅
❅
// E 1/2

// E 0
~~⑦⑦
⑦⑦
⑦⑦
⑦
P1L
(4.33)
4.2.9 (The Hilbert manifold P3/2 ). Let E 1/2γ be as in (4.31) and let S
be defined (4.30). Denote by P3/2 = P3/2(H, J) the following set
P3/2 = P3/2(H, J) :=
{
γ ∈ P1L |S (γ) ∈ E 1/2γ
}
. (4.34)
We shall prove that the set P3/2 is a Hilbert manifold modelled on the
following Hilbert space
H
3/2
bc := [W
2,2
bc ([0, 1]),W
1,2
bc ([0, 1])]1/2, (4.35)
where W i,2bc ([0, 1]) = W
i,2
bc ([0, 1],R
2n), i = 1, 2 are as in (4.21) and (4.22).
Notice that H
3/2
bc can be written as the following space
H
3/2
bc =
{
(ξ1, ξ2) ∈ H1([0, 1],Rn)×H10 ([0, 1],Rn)
∣∣∣∣ ∂tξ1 ∈ H1/200 ,∂tξ2 ∈ H1/2
}
. (4.36)
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Lemma 4.2.10. Let P3/2 be defined by (4.34) and let H3/2bc be as in (4.36).
The set P3/2 is a Hilbert manifold modelled on the interpolation space H3/2bc .
The Hilbert manifold structure is defined by the following construction. Let
α ∈ P2L ⊂ P3/2 be a smooth path and let {Ut}0≤t≤1 be a smooth family
of open sets as in Corollary 4.2.6. We define Uα and Φα : Uα → H3/2bc as
follows
Uα = {γ ∈ P3/2|γ(t) ∈ Ut, ∀t ∈ [0, 1]}
and
Φα(γ)(t) = ft(φ
−1
t (γ(t))) = Ft(γ(t)), (4.37)
where ft is a family of diffeomorphisms constructed in Lemma 4.2.3 and φt
is Hamiltonian isotopy (4.2). Then Φα is a local chart on Uα.
Proof. Let Ft = ft ◦ φ−1t be as in equation (4.37) and let γ ∈ Uα. The
mapping F ∗t = dFt(γ(t))
−1 induces the following isomorphisms
F ∗t = H = L
2([0, 1],R2n)→ E 0γ , F ∗t : W = W 1,2bc ([0, 1],R2n)→ E 1γ
Thus F ∗t induces the isomorphism
(Ft)
∗ : V = [W,H ]1/2 → E 1/2γ .
Let γˆ(t) = Ft(γ(t)) = (ξ1(t), ξ2(t)), where ξ1 denotes the first n−coordinates
and ξ2 the last n−coordinates. Then γˆ satisfies γˆ(i) ∈ Rn × {0}, i = 0, 1.
Thus we have
ξ1 ∈ H1([0, 1],Rn), ξ2 ∈ H10 ([0, 1],Rn) (4.38)
Denote by Jˆt = (Ft)∗Jt. AsS (γ) ∈ E 1/2γ we have (Ft)∗(Jt(γ)(∂tγ−XHt(γ)) ∈
V . The following equalities hold
(Ft)∗
(
Jt(γ)(∂tγ −XHt(γ)
)
= dFt(γ(t))Jt(γ(t))
(
∂tγ(t)−XHt(γ)
)
=
((Ft)∗Jt)(γˆ)
(
dFt(γ)∂tγ − dFt(γ)XHt
)
=
Jˆt(γˆ)
(
∂tγˆ − (∂tFt)(γ)− dft · dφ−1t ·XHt(γ)
)
=
Jˆt(γˆ)
(
∂tγˆ − (∂tft)φ−1t (γ)− dft(φ−1t (γ))∂tφ−1t (γ)− dft(φ−1t (γ))dφ−1t (γ)XHt(γ)
)
=
Jˆt(γˆ)
(
∂tγˆ − (∂tft)(φ−1t (γ))
)
∈ V (4.39)
From Lemma 4.2.3 we have that ∂tft = 0 for t = 0, 1, this implies that
Jˆt(γˆ)(∂tft)(φ
−1
t (γ)) ∈ H10 ([0, 1],R2n) ⊂ V
94 Chapter 4. Hardy space approach to gluing
and from (4.39) it follows that
Jˆt(γˆ)∂tγˆ ∈ [W,H ]1/2 = V = H1/2([0, 1],Rn)×H1/200 ([0, 1],Rn) (4.40)
From Lemma 4.2.3 we have that Jˆt(x, 0) = Jstd, t = 0, 1 for x ∈ Rn, |x| < r,
together with (4.40) and (4.32) this implies that
∂tξ1 ∈ [H10 , L2]1/2 = H1/200 , ∂tξ2 ∈ [H1, L2]1/2 = H1/2.
Thus we have γˆ ∈ H3/2bc . Notice also that if we consider smooth paths α
and β and local charts Φα and Φβ given by (4.37), then the transition map
Φβα = Φβ ◦ Φ−1α is given by
Φβα(ξ)(t) = f
′
t ◦ f−1t (ξ(t))
and ft and f
′
t are as in Lemma 4.2.3. As these maps are diffeomorphisms it
follows that the transition maps are also diffeomorphisms.
4.2.11 (The Hilbert manifold of strips). Let B±(x) and BT be defined
as in 4.1.4. We prove that they are infinite dimensional Hilbert manifolds
modelled on the following Hilbert spaces
W 2,2bc (I×[0, 1]) =
{
ξ ∈ W 2,2(I × [0, 1],R2n)
∣∣∣∣ ξ(s, i) ∈ Rn × {0}, i = 0, 1∂tξ(s, i) ∈ {0} × Rn, i = 0, 1
}
(4.41)
where I = R± in the case of infinite strips and I = [−T, T ] in the case of
finite strips. We also prove that restricting an element u ∈ B±(x) to the free
(non Lagrangian) boundary we obtain an element of the Hilbert manifold of
paths P3/2. The next result extends Lemma 4.2.3 to global strips.
Lemma 4.2.12. Let u ∈ B+(x) be a smooth strip such that u(s, t) = x(t)
for s ≥ s0, for some large s0. There exits an open set U ⊂ R+ × [0, 1]×M
and a smooth map f : U → R2n such that the following holds:
i)
u(s, t) ∈ Us,t := {p ∈M |(s, t, p) ∈ U}
.
ii) The mapping fs,t = f(s, t, ·) : Us,t → R2n is a diffeomorphism onto its
image and it satisfies
fs,i(Us,i ∩ Li) ⊂ Rn × {0}, i = 0, 1
dfs,i(q)Ji(q) = Jstd dfs,i(q), q ∈ Li ∩ Us,i, i = 0, 1
∂tfs,t(p) + dfs,t(p)XHt(p) = 0, t ∼ 0 and t ∼ 1, p ∈ Us,t
(4.42)
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iii) Besides, the neighborhoods Us,t and the mapping fs,t can be chosen to
be s independent for large s.
Proof. The boundary conditions (4.12) include Hamiltonian vector field. We
shall first use naturality to reduce this equation to an equation without the
Hamiltonian term. Let φt be the Hamiltonian isotopy (4.2). Let
u˜(s, t) = φ−1t (u(s, t)), J˜t = (φt)
∗Jt,
L˜i = φ
−1
i (Li), i = 0, 1
Notice that u˜(s, t) satisfies the following boundary conditions
u˜(s, i) ∈ L˜i, i = 0, 1
J˜i(u˜(s, i))∂tu˜(s, i) ∈ Tu˜(s,i)L˜i, i = 0, 1.
We construct an open set U˜ ⊂ R+ × [0, 1]×M such that
u˜(s, t) ∈ U˜s,t := {p ∈M |(s, t, p) ∈ U˜}
and a smooth map f˜ : U˜ → R2n such that
f˜s,t(·) := f˜(s, t, ·) : U˜s,t → R2n
is a diffeomorphism onto its image and it satisfies the following properties
f˜s,i(U˜s,i ∩ L˜i) ⊂ Rn × {0},
(f˜s,i)∗J˜s,i(x, 0) = Jstd, (x, 0) ∈ Rn × {0} ∩ f˜s,0(U˜s,0)
∂tf˜s,t(p) = 0, for t ∼ 0 and t ∼ 1.
(4.43)
The open neighborhoods U˜s,t can be chosen to be s independent for large s
as well as the mapping f˜s,t. The construction of the maps f˜s,t satisfying the
above properties is analogous to the construction of the map ft in Lemma
4.2.3. For this reason we shall only sketch the construction of the maps
f˜s,t. We first construct a trivialization eu˜ of the bundle u˜
∗TM such that
eu˜(s, t) : R
2n → Tu˜(s,t)M satisfies
eu˜(s, i)(R
n × {0}) = Tu˜(s,0)L˜i, i = 0, 1
eu˜(s, t) ◦ Jstd = J˜t(u˜(s, t)) ◦ eu˜(s, t).
(4.44)
Notice that the smooth curve u˜(s, t) = x(0), s ≥ s0. Construct as in Step 1
of Lemma 4.2.3, for a reference curve α(t) = x(0), a trivialization
eu˜(s, t) : R
2n → Tx(0)M = Tu˜(s,t)M for s ≥ s0.
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This trivialization satisfies properties (4.44) for s ≥ s0 and is s independent.
Next extend the trivialization by parallel transport along u˜(s, t). More pre-
cisely we define
eu˜(s, t)v := Ps(u˜(s, t), x(0))eu˜(T0, t)v,
where Ps(u˜(s, t), x(0)) denotes parallel transport in s direction along u˜ from
the point x(0) = u˜(T0, t) to the point u˜(s, t). This parallel transport should
be taken with respect to the connection ∇˜ := ∇ − 1
2
J˜t∇J˜t and ∇ = ∇t is
a Levi-Civita connection of the metric ht as in Lemma 2.3.5. Such parallel
transport has the property
Ps(u˜(s, t), x(0))Jt(x(0))v = Jt(u˜(s, t))Ps(u˜(s, t), x(0))v, ∀v.
The trivialization eu˜(s, t) obtained in this way satisfies the requirements
(4.44).
Let rs,t be the injectivity radius of the metric ht at the point u˜(s, t). We
define a mapping ψ′s,t : Brs,t(0)→ Brs,t(u˜(s, t)) = U ′s,t by
ψ′s,t(ξ) = expu˜(s,t)(eu˜(s, t)ξ).
This mapping is obviously a diffeomorphism onto its image. Let φ′s,t be its
inverse. Let J ′s,t = (φ
′
s,t)∗J˜t. It follows from the properties (4.44) of the
trivialization and metric gt that
φ′s,i(L˜i ∩ U ′s,t) ⊂ Rn × {0}, i = 0, 1
J ′s,t(0) = Jstd.
Analogously as in Lemma 4.2.3 in Step 3, we can make J ′s,t standard on
Rn × {0} by composing with an appropriate isomorphism Φ˜s,t. Thus, the
rest of the construction is completely analogous to the construction of the
maps ft in Lemma 4.2.3 and the mapping f˜s,t is given as a composition of
φ′s,t and Φ˜s,t. Finally the mapping fs,t : Us,t = φt(U˜s,t)→ R2n is given by
fs,t(p) = f˜s,t(φ
−1
t (p))
and it satisfies all the properties (4.42).
Definition 4.2.13. Let u ∈ B+(x) and fs,t : Us,t → R2n be as in Lemma
4.2.12. Define Uu ⊂ B+(x) and Φu : Uu → W 2,2bc (R+ × [0, 1]) by
Uu = {v ∈ B+(x)|v(s, t) ∈ Us,t}
Φu(v)(s, t) = fs,t(v(s, t))
Then Φu : Uu → W 2,2bc (R+ × [0, 1]) is a coordinate chart on B+(x). This
defines a Hilbert manifold structure on B+(x).
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Proposition 4.2.14. Let B+(x) be defined as in 4.1.4 and let P3/2(H, J)
be as in 4.2.9. Observe the restriction to the non-Lagrangian boundary
R : B+(x)→ P3/2(H, J), v 7→ v(0, ·).
The mapping R is a smooth surjective submersion.
Proof. Let u ∈ B+(x), Φu and Uu be as in Definition 4.2.13. Denote with
α the smooth path α(t) = u(0, t). In a neighborhood Uu the map R is given
by
R = Ψα ◦ r ◦ Φu,
where Ψα is the inverse of the local chart Φα constructed in Lemma 4.2.10
and
r : W 2,2bc (R
+ × [0, 1],R2n)→ H3/2bc
is a restriction map r(ξ) = ξ(0, ·). As dR = dΨα ◦ r ◦ dΦu and both dΨα
and dΦu are bijective it follows from Proposition 4.6.7 that R is submersion.
Surjectivity of the map R follows again from Proposition 4.6.7. As the
mapping r is surjective and Φu and Ψα are diffeomorphisms, it follows that
the mapping R maps a neighborhood of a smooth map u ∈ B+(x) onto a
neighborhood of α = u(0, ·). As the set of smooth α = u(0, t) is dense in
P3/2 we have that the mapping R is also surjective.
4.3 Proof of the Theorem 4.1.5
In this section we prove Theorem 4.1.5. The proof is based on the study
of the vertical differential and main ingredients of the proof are already
contained in the previous chapter.
4.3.1 (Vertical differential). Let B = B±(x) or B = BT , where B±(x)
and BT are defined in 4.1.4. Let E be a Hilbert space bundle over B with
the fiber over each v ∈ B, Ev = W 1,2bc (v∗TM), where
W 1,2bc (v
∗TM) = {ξ ∈ W 1,2(v∗TM)|ξ(s, i) ∈ Tv(s,i)Li, i = 0, 1}.
Observe a section S : B → E of this bundle given by
S (v) = ∂¯Jt,XHtv = ∂sv + Jt(v)(∂tv −XHt(v)).
Given u ∈ S −1(0) denote by Du the vertical differential
Du = πu ◦ dS (u) : TuB → Eu
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where πu : T(u,0)E = TuB ⊕ Eu → Eu is the projection to the fiber. The
vertical differential is given by
Du(uˆ) = ∇suˆ+ Jt(u)(∇tuˆ−∇uˆXHt(u)) + (∇uˆJt(u))(∂tu−XHt(u)) (4.45)
and it is independent of the choice of connection. Notice that if we take
∇ = ∇t to be the Levi-Civita connection of the metric ht which has the
property that Li, i = 0, 1 are totally geodesic with respect to hi, then the
tangent space TuB can be described as follows
TuB :=
{
uˆ ∈ W 2,2(u∗TM)
∣∣∣ uˆ(s, i) ∈ Tu(s,i)Li, i = 0, 1
Du(uˆ(s, i)) ∈ Tu(s,i)Li, i = 0, 1
}
. (4.46)
4.3.2 (Linearized operator at infinity). Let x be a solution of (4.3), we
observe the vertical differential at x and we prove that it is symmetric. One
can analogously as in Lemma 2.3 in [21] prove that it is bijective.
Theorem 4.3.3. Denote with gt a metric that we obtain by pairing Jt and
ω.
gt(p)(v, w) = ωp(v, Jt(p)w) = 〈v, w〉t
Let x : [0, 1]→ M be a solution of (4.3). The operator
A :W 1,2bc (x
∗TM)→ L2(x∗TM)
given by
A(xˆ) = Jt(x)(∇txˆ−∇xˆXHt)
is symmetric with respect to the following scalar product
〈ξ, η〉L2 =
∫ 1
0
gt(ξ(t), η(t))dt =
∫ 1
0
〈ξ(t), η(t)〉tdt.
Proof. It is enough to prove that∫ 1
0
〈yˆ, Jt(x)(∇txˆ−∇xˆXHt)〉t =
∫ 1
0
〈Jt(x)(∇tyˆ −∇yˆXHt), xˆ〉t
for all vector fields xˆ, yˆ ∈ W 1,2bc (x∗TM) . Denote with g˙t(p)(v, w) =
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ω(p)(v, J˙t(p)w), where J˙t(p) =
d
dt
Jt(p).
I =
∫ 1
0
〈yˆ, Jt(x)(∇txˆ−∇xˆXHt)〉tdt
=
∫ 1
0
〈yˆ, Jt(x)∇txˆ〉tdt−
∫ 1
0
〈yˆ, Jt(x)∇xˆXHt〉tdt
= −
∫ 1
0
〈Jt(x)yˆ,∇txˆ〉t −
∫ 1
0
〈yˆ, Jt(x)∇xˆXHt〉tdt
=
∫ 1
0
〈∇t(Jt(x)yˆ), xˆ〉t −
bc=0︷ ︸︸ ︷
〈J1(yˆ(1)), xˆ(1)〉1
+
bc=0︷ ︸︸ ︷
〈J0(yˆ(0)), xˆ(0)〉0+
∫ 1
0
g˙t(Jt(x)yˆ, xˆ)−
∫ 1
0
〈yˆ, Jt(x)∇xˆXHt〉tdt
=
∫ 1
0
〈J˙t(x)yˆ, xˆ〉tdt+
∫ 1
0
〈(∇x˙Jt)yˆ, xˆ〉tdt+
∫ 1
0
〈Jt(x)∇tyˆ, xˆ〉t
+
∫ 1
0
g˙t(Jt(x)yˆ, xˆ)−
∫ 1
0
〈yˆ, Jt(x)∇xˆXHt〉tdt
Notice that the first and the fourth term of the previous equality cancel out.
This follows by differentiating the sum 0 = d
dt
(ω(w, Jt(p)v) + ω(v, Jt(p)w))
Thus we have
I =
∫ 1
0
〈(∇x˙Jt)yˆ, xˆ〉tdt+
J︷ ︸︸ ︷∫ 1
0
〈Jt(x)(∇tyˆ −∇yˆXHt), xˆ〉tdt
+
∫ 1
0
〈Jt(x)∇yˆXHt , xˆ〉tdt−
∫ 1
0
〈
yˆ, Jt∇xˆXHt
〉
t
Write∫ 1
0
〈Jt(x)∇yˆXHt , xˆ〉tdt =
∫ 1
0
〈∇yˆ(JtXH), xˆ〉t −
∫ 1
0
〈(∇yˆJt)XHt , xˆ〉,
and similarly∫ 1
0
〈yˆ, Jt∇xˆXHt〉tdt =
∫ 1
0
〈yˆ,∇xˆ(JtXH)〉tdt−
∫ 1
0
〈yˆ, (∇xˆJt)XHt〉t.
As JtXHt = ∇H , we have that
〈∇yˆ∇H, xˆ〉t = 〈yˆ,∇xˆ∇H〉t.
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Thus it follows that
I = J +
∫ 1
0
〈(∇x˙Jt)yˆ, xˆ〉tdt−
∫ 1
0
〈(∇yˆJt)XHt , xˆ〉t +
∫ 1
0
〈yˆ, (∇xˆJt)XHt〉tdt
As ∇yˆJt is skew symmetric it follows that
−
∫ 1
0
〈
(∇yˆJt)x˙, xˆ
〉
t
=
∫ 1
0
〈
(∇yˆJt)xˆ, x˙
〉
t
.
Now the sum∫ 1
0
〈(∇x˙Jt)yˆ, xˆ〉tdt+
∫ 1
0
〈
(∇yˆJt)xˆ, x˙
〉
t
+
∫ 1
0
〈(∇xˆJt)x˙, yˆ〉tdt (4.47)
is equal to zero and this follows from the compatibility of ω and Jt. For
more details we refer to the Appendix in [16].
Lemma 4.3.4 (Unitary trivialization). Let u ∈ B+(x) be smooth such
that u(s, t) = x(t), s ≥ s0. There exists an open set U ⊂ R+ × [0, 1] ×M
such that
u(s, t) ∈ Us,t = {p ∈M |(s, t, p) ∈ V }
and a smooth map Φ : U × R2n → TM such that Φs,t = Φ(s, t, ·) has the
following properties:
i) Φs,t(p) : R
2n → TpM, p ∈ Us,t is a vector space isomorphism.
ii) Φs,t(p) is complex, i.e.
Φs,t(p)J0 = Jt(p)Φs,t(p), p ∈ Vs,t.
iii) Φs,i(q) : R
n × {0} → TqLi, q ∈ Li ∩ Us,i, i = 0, 1
iv) The mapping Φs,t is s independent for s sufficiently large, thus Φs,t =
Φt for s sufficiently large.
v) Φt(x(t)) is symplectic
ω(Φt(x(t))·,Φt(x(t))·) = ω0(·, ·).
Proof. In steps 1-4 we assume that the Hamiltonian term vanishes, thus
u(s, t) = p0 for s ≥ s0. In the last Step we reduce the case H 6= 0 to the
case H = 0 by naturality.
Step 1. Construction of the trivialization Φ∞(t) of Tp0M satisfying
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the properties i)− v).
This trivialization can be constructed analogously as the trivialization eα
in the Step 1 of the proof of Lemma 4.2.3, or in the following way. There
exists a smooth family of Lagrangian planes Tp0Lt connecting Tp0L0 and
Tp0L1. Let ei(t) ∈ Tp0Lt, i = 1, · · · , n be orthonormal frame with respect
the metric ω(·, Jt(p0)·). Observe the unitary frame {ei(t)Jt(p0)ei(t)}i=1,··· ,n.
Let {vi, J0vi}i=1,n be the standard basis of R2n ( vi is the orthonormal basis
of Rn × {0}). We define the trivialization
Φ∞ : [0, 1]× R2n → Tp0M
by
Φ∞(t)vi = ei(t), Φ∞(t)J0vi = Jt(p0)ei(t).
Notice that the the constructed trivialization maps Rn×{0} to Tp0Li, i = 0, 1
and that is unitary.
Step 2.Extension of the trivialization Φ∞(t) to the neighborhood
of p0.
There exists an open set V ⊂ I ×M such that
p0 ∈ Vt = {p ∈M |(t, p) ∈ V },
and a smooth map Φ˜ : V × R2n → TM such that Φ˜t := Φ˜(t, ·) satisfies the
following
1) Φ˜t(p) : R
2n → TpM , p ∈ Vt is a vector space isomorphism for all p ∈ Vt.
2) Φ˜t(p)J0 = Jt(p)Φ˜t(p) for all p ∈ Vt.
3) Φ˜i(p) : R
n × {0} → TpLi for all p ∈ Li ∩ Vi, i = 0, 1.
4) Φ˜t(x(t)) = Φ∞(t).
Let gt be a family of metrics as in Lemma 2.3.5 Let ∇t be a Levi-Civita con-
nection of the metric gt and let ∇˜t be a complex linear connection associated
to ∇t
∇˜tλv = ∇tλv −
1
2
Jt(∇tλJt)v.
For a point p in a geodesic neighborhood of p0 we define the trivialization
Φ˜t(p) as follows
Φ˜t(p)v := Pγ(p0, p)Φ∞(t)v,
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where Pγ denotes parallel transport (with respect to ∇˜t) along geodesic γ(λ)
connecting p0 and p. As Pγ commutes with Jt it follows that Φ˜t satisfies 2).
As Li, i = 0, 1 are totally geodesic with respect to ∇˜i, we have that 3) is
also satisfied. We can assume that Us,t := Vt, s ≥ s0.
Step 3. Extension of the trivialization Φ∞(t) to the trivialization
of u∗TM .
Use parallel transport with respect to ∇˜t, defined as in Step 2, along u(s, t)
in the direction of s. In this way we construct a smooth mapping
Φ : R+ × [0, 1]× R2n → u∗TM,
or equivalently we construct the trivialization
Φs,t(u(s, t)) = Φ(s, t, u(s, t)) : R
2n → Tu(s,t)M.
defined by
Φs,t(u(s, t)) := Pu(u(s0, ·), u(s, ·))Φ∞(t)v,
where Pu(u(s0, ·), u(s, ·)) denotes parallel transport along u.
Step 4. Extension of the trivialization Φs,t(u(s, t)) to some neigh-
borhoods Us,t of u(s, t).
This can be done analogously as in Step 2, using parallel transport along
geodesics. Thus the neighborhoods Us,t are just geodesic neighborhoods of
u(s, t).
Step 5. Reducing the general case to the case H = 0.
Let u˜(s, t) = φ−1t (u(s, t)) and J˜t = φ
∗
tJt, where Φt is Hamiltonian isotopy
(4.2). Then u˜(s, t) = p0, s ≥ s0 and we can construct as in Steps 1-4 the
trivialization Φ˜ satisfying the properties i) − v) applied to the curve u˜ and
the almost complex structure J˜t. Then the mapping Φ defined as follows
Φs,t(p) := dφt(φ
−1
t (p))Φ˜s,t(φ
−1
t (p))
satisfies the properties i)− v).
4.3.5 (Conjugate operator). Let u be a solution of the equation (4.5) and
suppose that u converges exponentially toward x ∈ C(L0, L1;H). Notice that
u is just of W 2,2 class, though it is smooth away from the non-Lagrangian
boundary. Let Du be the vertical differential as in 4.3.1 and let Φs,t be as in
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Lemma 4.3.4. Without loss of generality we can assume that u(s, t) ∈ Us,t,
where Us,t are as in Lemma 4.3.4. We abbreviate Φ = Φs,t(u(s, t)). It
follows from the properties of the trivialization Φ that the conjugate operator
D = Φ−1 ◦Du ◦ Φ has the following form
Dξ = Φ−1Du ◦ (Φξ) = ∂sξ + J0∂tξ + S(s, t)ξ = ∂sξ + A(s)ξ (4.48)
The matrix valued function S ∈ W 1,2(R+ × [0, 1],R2n×2n) is given by
S(v) =
C(v)︷ ︸︸ ︷
Φ−1∇s(Φv) +J0
B(v)︷ ︸︸ ︷
Φ−1(∇t(Φv)−∇Φ(v)XHt)+
E(v)︷ ︸︸ ︷
Φ−1(∇Φ(v)J)(∂tu−XHt)
Define a smooth matrix valued function B∞ : [0, 1]→ R2n×2n by
B∞(t)v = Φt(x(t))−1
(
∇t(Φt(x(t))v)−∇Φt(x(t))vXHt(x(t))
)
,
where Φt is given as in part iv) of Lemma 4.3.4. From exponential decay of
u it follows that the C,E converge exponentially to zero and the function B
converges toward B∞. One can also see that J0B∞(t) is symmetric for all t.
Besides the matrix valued functions C(s, i), E(s, i) and J0(B(s, i) − B∞(i))
map Rn × {0} into itself for i = 0, 1. These boundary properties will imply
that if we observe the operators A(s) = J0∂t + S(s, t) and we fix H
1 =
Dom(A(s)), as in (3.2), then also H2 = Dom(A(s)2) will be independent of
s.
Corollary 4.3.6. Let H i, i = 0, 1 be as in (3.2) and let C,B,E and B∞ be
as in 4.3.5. Then for any k ∈ N we have
lim
s→∞
‖C‖Ck([s,+∞)×[0,1]) = 0, lim
s→∞
‖E‖Ck([s,+∞)×[0,1]) = 0
lim
s→∞
‖B −B∞‖Ck([s,+∞)×[0,1]) = 0.
Moreover
i) The operator J0∂t + J0B∞ : H1 → H0 is bijective and self-adjoint.
ii) The functions C(s, i), E(s, i) and J0(B(s, i) − B∞(i)) map Rn × 0 to
itself for i = 0, 1.
Proof. The fact that C,E and the difference B−B∞ converge to zero, follows
from the fact that u converges exponentially to x(t). Remember that ∇ in
the definition of the matrix valued functions B,C and E is the Levi-Civita
connection of the metric gt such that Li are totally geodesic with respect
to gi, i = 0, 1. This implies that C and E satisfy ii). To prove that
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J0(B(s, i) − B∞(i)) : Rn × {0} → Rn × {0} it is enough to prove that
∂sB(s, i) : R
n × {0} → {0} × Rn. We prove this fact in the case that
Hamiltonian term vanishes. Notice that the trivialization was constructed
such that the general case H 6= 0 can be reduced to the case H = 0. The
following equalities hold
∇s(Φs,t(u)B(s, t)v) = ∇s∇t(Φs,t(u)v)
∇s(Φs,t(u))B(s, t)v + Φs,t(u)∂sB(s, t)v = ∇t∇s(Φs,t(u)v) +R(∂su, ∂tu)Φs,t(u)v
(4.49)
Where R denotes the Riemann curvature tensor. Notice that the first term
on both left and right side of the upper equality vanishes, as Φs,t(u) =
Ps ◦ Φt(x(t), where Ps denotes parallel transport along u in the direction of
s. Thus we have
Φs,t(u)∂sB(s, t)v = R(∂su, ∂tu)Φs,t(u)v.
It is left to prove that R(∂su, ∂tu)Φs,t(u)v|t=0 ⊥ Tu(s,0)L0 and analogously
for t = 1. Thus it is enough to prove that
〈R(∂su, ∂tu)Φs,t(u)v|t=0 , w〉0 = 0, ∀w ∈ Tu(s,0)L0
From the properties of the curvature R we have〈
R(∂su, ∂tu)Φs,t(u)v, w
〉
0
=
〈
R(Φs,t(u)v, w)∂su, ∂tu
〉
. (4.50)
As R(X, Y )Z = ∇x∇yZ−∇Y∇XZ and all three vector fields Φs,t(u)v|t=0, w
and ∂su are tangent to L0 and as Li are totally geodesic for gi we have that
R(Φs,t(u)v, w)∂su is also tangent to L0. As ∂tu is orthogonal to Tu(s,0)L0 we
have that
〈
R(∂su, ∂tu)Φs,t(u)v, w
〉
0
= 0 for all w ∈ Tu(s,0)L0.
Theorem 4.3.7. Let B and u ∈ B be as in 4.3.1 and let Du : TuB → Eu
be vertical differential as in 4.3.1. Then the following holds
a) The operator Du is surjective.
b) Suppose that B = B+. Then there exists a constant c > 0 such that
the following inequality holds for all uˆ ∈ TuB
‖uˆ‖2,2 ≤ c
(
‖Duuˆ‖1,2 + ‖uˆ(0, ·)‖3/2) (4.51)
Analogous results holds in the case B = BT . For every T > 0 there
exists a constant c such that the following inequality holds for all uˆ ∈
TuBT .
‖uˆ‖2,2 ≤ c
(
‖Du(uˆ)‖1,2 + ‖uˆ(−T, ·)‖3/2 + ‖uˆ(T, ·)‖3/2
)
(4.52)
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Proof. a) Let Φ be the trivialization of u∗TM as in Lemma 4.3.4. Let D be
the conjugate operator as in (4.48), D = Φ−1 ◦ Du ◦ Φ. Conjugation by Φ
identifies the tangent space TuB with the Hilbert space H
2
bc(I × [0, 1]) given
by
H2bc(I × [0, 1]) =
{
ξ ∈ W 2,2(I × [0, 1])
∣∣∣ ξ(s, i) ∈ Rn × {0}, i = 0, 1
Dξ(s, i) ∈ Rn × {0}, i = 0, 1
}
= W 2,2(I, L2([0, 1])) ∩ L2(I,Dom(A(s))2)
notice that from 4.3.5 and 4.3.6 we have that Dom(A(s)2) is s independent.
It follows from Corollary 3.3.7 that Du is surjective.
b) Let uˆ(s, t) = Φs,t(u(s, t))ξ(s, t), where Φ is the trivialization constructed
in Lemma 4.3.4 and let D = Φ−1 ◦Du ◦ Φ be as in (4.48). As the operator
D has the form (3.37), the conclusion of Corollary 3.3.6 holds. Thus the
inequality (4.51) follows from Corollary 3.3.6 part b), whereas the inequality
(4.52) follows from the same Corollary part a).
Proof of Theorem 4.1.5. This is just an easy corollary of the previous
Theorem. a) We prove that M+ ⊂ B+ is a smooth Hilbert submanifold.
The proof that M T ⊂ BT is a smooth submanifold is analogous. Let u ∈
M+ and let Du be the vertical differential as in 4.3.1. It is enough to prove
that Du : TuB → Eu is surjective, as this implies that the section S = ∂¯Jt,Xt
is transverse to the 0−section and hence the set M+ = S −1(0) is a smooth
submanifold. This follows from Theorem 4.3.7 part a).
b) To prove that the maps i± : M± → P3/2 are immersions notice that
TuM± ∼= Ker(Du), thus it follows directly from the inequality (4.51) that
the maps di±(u) are injective. In the case of finite strips it follows from the
inequality (4.52) that the mapping iT is an immersion. That the maps i±
and iT are also injective follows from the unique continuation of holomorphic
curves.
4.4 Embedding into the path space
In this section we prove Theorem 4.1.7.
4.4.1 (Zero Hamiltonian). Let x ∈ C(L0, L1, H) and let M±(x;H, J) and
MT (H, J) be defined as in 4.1.4. We have proved in Theorem 4.1.5 that
these moduli spaces are Hilbert manifolds and that they can be immersed
into the Hilbert manifold of paths P3/2(H, J). In Remark 4.1.9 we have
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explained that it is enough to study these manifolds in the case that the
Hamiltonian function H = 0. Let J˜ , x˜ and L˜i, i = 0, 1 be as in Remark
4.1.9. Notice that it follows from 4.3.2 that the linearized operator
A : W 1,2bc (x˜
∗TM)→ L2(x˜∗TM), A(xˆ) := J˜t(x˜)∂txˆ
is bijective and self-adjoint. This will be crucial for all the proofs. We
abbreviate M∞ = M∞(x˜; 0, J˜), M T = M T (0, J˜) and P3/2 = P3/2(0, J˜).
Here we shall consider only those curves that are close enough to the constant
curve
p := x˜ ∈ L˜0 ∩ L˜1
and have sufficiently small energy. We first explain when a path α ∈ P3/2 is
in an ǫ neighborhood of a constant path p. Then we introduce subsets M∞ǫ
and M Tǫ of the moduli space of holomorphic curves M
∞ and M T and we
prove that they can be embedded, by taking the restriction to the boundary,
into the Hilbert manifold of paths P3/2. To simplify the notation we omit
∼.
4.4.2 (ε−neighborhood of p ∈ L0∩L1). We assume that the Hamiltonian
is 0. Local chart in the neighborhood of p within the Hilbert manifold
P3/2 is given as in Lemma 4.2.10. Remember that the local chart in the
neighborhood of a constant path p ∈ P3/2, Φp : Up → Wp, is given by
Φp(γ) = ft(γ), where ft : Up → R2n is a smooth family of maps, Up ⊂ M is
an open neighborhood of p that doesn’t contain other intersection points of
L0 ∩ L1 and ft has the following additional properties:
1) ft : Up → ft(Up) ⊂ R2n is a diffeomorphism for all t and ft(p) = 0 for
all t.
2) fi(Li ∩ Up) = (Rn × {0}) ∩ fi(Up), i = 0, 1, and (∂tft)|t=0,1 = 0.
3) If J˜t = (ft)∗Jt, then J˜t(x, 0) = Jstd for all t ∈ [0, 1] and for all (x, 0) ∈
(Rn × {0}) ∩ ft(Up).
We say that a curve γ ∈ P3/2 is in the ǫ neighborhood of p ∈ P3/2 and we
write γ ∈ Uε(p) iff γ ⊂ Up and ξ(t) := ft(γ(t)) = Φp(γ)(t) ⊂ H3/2 satisfies
‖ξ‖3/2 < ǫ.
Notice that it makes sense to define ǫ− neighborhood of a constant path p
only in the case that ǫ > 0 is sufficiently small.
We define analogously an ε− neighborhood of a constant strip p ∈ B± (or
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p ∈ BT ). A strip u ∈ B± is in an ε−neighborhood of p if Im(u) ⊂ Up and
ξ(s, t) = ft(u(s, t)) satisfies
‖ξ‖2,2 < ǫ,
where ft is a local chart as above.
4.4.3 (Monotonicity). Let Up be the neighborhood of a point p as in Re-
mark 4.4.2. We shall be interested only in those holomorphic curves that are
contained in this neighborhood. In Theorems 2.1.3 and 2.1.5, we prove that
the energy of a holomorphic curve u : I× [0, 1]→ N and sup
t
sup
s∈∂I
d(u(s, t), p)
control the distance sup
s,t
d(u(s, t), p). Let ~ and ǫ0 > 0 be such that each
holomorphic curve u which satisfies
E(u) < ~, u|∂I×[0,1] ∈ Uǫ0(p)
is contained in Up, i.e.
u(s, t) ∈ Up, ∀(s, t) ∈ I × [0, 1].
Here Uǫ0(p) denotes the ǫ0 neighborhood of a constant path p in the Hilbert
manifold P3/2 as in definition 4.4.2.
Definition 4.4.4. Let ǫ0 and ~ be as in 4.4.3 and let M T and M∞ be as
in 4.4.1 For ǫ ≤ ǫ0 we define the following subsets of the moduli spaces of
holomorphic strips:
M∞ǫ =
{
(u+, u−) ∈ M∞
∣∣∣∣ u±(0, ·) ∈ Uǫ(p), E(u±) < ~}
M Tǫ =
{
u ∈ M T
∣∣∣∣ u(±T, ·) ∈ Uǫ(p), E(u) < ~}.
Here Uǫ denotes ǫ−neighborhood of a constant path p in the Hilbert manifold
of paths P3/2 as in 4.4.2.
4.4.5 (Local setup). Holomorphic curves u ∈ M Tǫ ((u+, u−) ∈ M∞ǫ ) are
contained in the small neighborhood Up of the point p ∈ M , as explained in
4.4.3. Thus instead of observing holomorphic curves on M we can work in
R
2n. We reformulate the setup in local coordinates.
Let v = Φp(u) = ft(u) be the image of a holomorphic curve u contained in
Up. Here ft is as in 4.4.2. As u is a Jt holomorphic curve it follows that
v = ft(u) satisfies the following equation
∂J˜ ,X˜v = ∂sv + J˜t(v)(∂tv − X˜t(v)) = 0, (4.53)
where X˜t and J˜t have the following properties.
108 Chapter 4. Hardy space approach to gluing
1) X˜t is a smooth vector field given by
X˜t(x) = ∂tft(f
−1
t (x)).
2) X˜t(x) = 0 for t = 0, 1 and for all x ∈ R2n.
3) X˜t(0) = 0 for all t ∈ [0, 1].
4) J˜t = (ft)∗Jt is a smooth family of almost complex structures with the
properties
J˜t(x, 0) = Jstd, t = 0, 1, x ∈ Rn. (4.54)
New boundary data are given by
v(s, 0) ∈ L˜0 = f0(L0) ⊂ Rn × {0}, v(s, 1) ∈ L˜1 = f1(L1) ⊂ Rn × {0}
(4.55)
Hence it follows that v ∈ H2bc(I × [0, 1],R2n), where H2bc(I × [0, 1]) is given
by (3.11). The condition that the intersection of Lagrangian submanifolds
L0 ∩ L1 is transverse translates into the following condition in R2n. Let ψ˜t
be the flow of the vector field X˜t
∂tψ˜t(x) = X˜t(ψ˜t(x)), ψ˜0 = 1l.
Notice that ψ˜t = ft ◦ f−10 . Then
L0 ⋔ L1 if and only if ψ˜1(L˜0) ⋔ L˜1.
4.4.6 (Linearized operator). Let ∂¯J˜ ,X˜ be as in (4.53) and let D0 be its
linearization at the origin.
D0ξ = ∂sξ + J˜t(0)(∂tξ − dX˜t(0)ξ) = ∂sξ + Aξ
Then the linear operator
A : H1bc([0, 1],R
2n)→ L2([0, 1],R2n),
A = J˜t(0)(∂t − dX˜t(0))
is bijective and self-adjoint, where
H1bc([0, 1]) =
{
ξ ∈ H1([0, 1],R2n)
∣∣∣∣ ξ(i) ∈ Rn × {0}, i = 0, 1} .
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The operator A is conjugate via dft(p) to the operator B = Jt(p)∂t,
Aξ = dft(p)Jt(p)∂t(dft(p)
−1ξ).
As the operator B = Jt(p)∂t is bijective and self-adjoint it follows that the
operator A is also bijective and self-adjoint with respect to the appropriately
chosen metric. More precisely, let ξ, η ∈ L2([0, 1],R2n) we define the L2 scalar
product by
〈ξ, η〉 :=
∫ 1
0
ω(dft(p)
−1ξ(t), Jt(p)dft(p)−1η(t))dt. (4.56)
Remember that ω and Jt are compatible. For ξ, η ∈ H1bc([0, 1]), we have
〈ξ, Aη〉 =
∫ 1
0
ω(dft(p)
−1ξ(t),−∂t(dft(p)−1η(t)))dt
=
∫ 1
0
ω(∂t(dft(p)
−1ξ(t)), dft(p)−1η(t))dt
=
∫ 1
0
ω(−Jt(p)dft(p)−1(Aξ), dft(p)−1η(t))dt
=
∫ 1
0
ω(dft(p)
−1η(t), Jt(p)dft(p)−1(Aξ))dt
= 〈η, Aξ〉.
The second equality follows by partial integration using the boundary con-
ditions , i.e. dfi(p) : TpLi → Rn × {0}, i = 0, 1. Injectivity of the operator
A is easy to prove. Notice the following
Aξ = 0⇔ ζ(t) = dft(p)−1ξ(t) = const. ∈ TpM
As ζ(0) ∈ TpL0 and ζ(1) ∈ TpL1 and the intersection TpL0 ∩ TpL1 = {0}, it
follows that ζ(t) = 0 and thus ξ ≡ 0.
To simplify the notation we shall write Jt and Xt instead of X˜t and X˜t
further on. Let v be a solution of the equation (4.53) and let Dv be the
linearization of the same equation, then
Dvξ = ∂sξ + Jt(v)(∂tξ − dXt(v)ξ) + (dJt(v)ξ)(∂tv −Xt(v)).
= ∂sξ + Jt(v)(∂tξ − dXt(v)ξ) + (dJt(v)ξ)Jt(v)∂sv. (4.57)
4.4.7 (Proof of Theorem 4.1.7). Let M∞ǫ and M
T
ǫ be defined as in
4.4.4. In order to prove Theorem 4.1.7 it is enough to prove that for ǫ > 0
sufficiently small the manifolds M∞ǫ and M
T
ǫ embed into path space by
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taking the restriction to the boundary. In Theorem 4.1.5 we have proved
that the maps i∞ = i+ × i− and iT are injective immersions. Locally each
immersion is an embedding. There exists r1 > 0 such that the restriction
of the map i± ( analogously iT ) to the Ur1(p) is an embedding, where
Ur1(p) ⊂ B± (or Ur1(p) ⊂ BT ) is r1 neighborhood of p as in 4.4.2 . Now the
proof for infinite strips follows directly from the Theorem 4.4.8 and for finite
strips it follows from Remark 4.4.9. More precisely it follows from Theorem
4.4.8 that for ǫ > 0 sufficiently small each (u+, u−) ∈ M∞ǫ satisfies
‖ft(u±)‖2,2 < r1
Thus u+ ∈ Ur1(p) ⊂ B+ and u− ∈ Ur1(p) ⊂ B−. 
Theorem 4.4.8. There exist ǫ > 0 and c > 0 with the following significance.
Let u be an arbitrary half-infinite holomorphic curve as in 4.4.5 and let
v = ft(u) ∈ H2bc(R± × [0, 1],R2n) be also as in 4.4.5 . If
‖v(0)‖3/2 < ǫ (4.58)
then
‖v‖W 2,2(R±×[0,1]) ≤ c‖v(0)‖3/2. (4.59)
Here ‖v‖3/2 denotes the norm of v in the interpolation space H3/2bc .
Proof of Theorem 4.4.8. We do the proof in the case of positive half-infinite
strips. The case of negative strips is analogous. We first prove in Steps 1
and 2 that W 1,2 norm of v is bounded above by constant times H1 norm at
the boundary. This follows by combining monotonicity results, exponential
decay and the fact that the curve is contained in a local coordinate chart.
Step 1. There exist positive constants c1 and ǫ1 with the following signifi-
cance. If ‖v(0)‖H1 < ǫ1 then
‖v‖L∞(R+×[0,1]) < c1‖v(0)‖H1.
The claim follows from the following facts:
i) As v = ft(u) we have that the L
∞ norm of a perturbed holomorphic
curve v, ‖v‖L∞(R+×[0,1]), and sup
s,t
d(u(s, t), p) are equivalent.
ii) In Theorems 2.1.3 and 2.1.5 we have proved that the energy of u, E(u)
and sup
t∈[0,1]
d(u(0, t), p) control the distance sup
s,t
d(u(s, t), p). In other
words there exist ~ and δ such that the following holds: If E(u) < ~
and sup
t
d(u(0, t), p) < δ then
sup
s,t
d(u(s, t), p) < c · sup
t
d(u(0, t), p)
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iii) Both E(u) and sup
t
d(u(0, t), p) are controlled by ‖v(0)‖H1. As u is
contained in a local Darboux chart we have that√
E(u) ≤ c‖v(0)‖H1([0,1]). (4.60)
and also sup
t
d(u(0, t), p) ≤ c‖v(0)‖L∞ ≤ c‖v(0)‖H1.
Step 2. There exist ǫ2 and c2 such that every v as in the statement of
the theorem with the property ‖v(0)‖H1 < ǫ2 satisfies
‖v‖W 1,2(R+×[0,1]) ≤ c2‖v(0)‖H1.
As u decays exponentially it follows from Proposition 2.3.1 and Corollary
2.3.2 that d(u(s, t), p) ≤ c√E(u)e−µs for all s ≥ 1. Thus it follows combining
the facts from step 1 , i) and iii) that
‖v‖L2([1,+∞)×[0,1]) ≤ c‖v(0)‖H1.
On the compact piece [0, 1]× [0, 1] we can estimate the L2 norm of v by its
L∞ norm, hence the claim of step 2 follows for the L2 norm of v using the
result of step 1). The L2 norm of ∂su and ∂sv are equivalent, thus using the
fact iii) from Step 1 we have
‖∂sv‖L2(R+×[0,1]) ≤ c
√
E(u) ≤ c‖v(0)‖H1.
As ∂sv + Jt(v)(∂tv −Xt(v)) = 0 and Xt(0) = 0 we have
‖∂tv‖L2(R+×[0,1]) ≤ c
(
‖v‖L2(R+×[0,1]) + ‖∂sv‖L2(R+×[0,1])(1 + ‖v‖L∞)
)
.
Thus ‖v(0)‖H1 controls also L2 norm of ∂tv.
In order to prove theorem 4.4.8 we still need to estimate ‖∂sv‖W 1,2 and
‖∂tv‖W 1,2. Notice that ∂sv ∈ Ker(Dv), where Dv is the linearized operator
as in (4.57).
Step 3. Let H1bc(R
+ × [0, 1]) be defined as in (3.9). Let D0 be the
linearization at 0, as in 4.4.6 and let 1 < p < 2. There exists a constant
c0 > 0 such that every ξ ∈ H1bc(R+ × [0, 1],R2n) ∩W 1,p(R+ × [0, 1]) satisfies
the following
‖ξ‖W 1,p(R+×[0,1]) ≤ c0
(
‖D0ξ‖Lp + ‖ξ(0)‖1/2
)
. (4.61)
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Define the space W 1,pbc (R× [0, 1]) as follows
W 1,pbc (R× [0, 1]) =
{
η ∈ W 1,p(R× [0, 1],R2n)
∣∣∣η(s, i) ∈ Rn × {0}, i = 0, 1}
Then the following inequality follows
‖η‖W 1,p(R×[0,1]) ≤ C‖D0η‖Lp(R×[0,1]). (4.62)
For the proof of (4.62) have a look at the Lp estimates in section 3.4.2.
Using the inequality (4.62), we are able to prove Step 3. Let ξ0 = ξ(0, ·) ∈
[W 1,2bc , L
2]1/2 and let η0(s, t) ∈ W 1,2(R+× [0, 1]) be the extension of ξ0(t), we
can suppose w.l.o.g that η0 has compact support, thus η0 ∈ W 1,p(R+× [0, 1])
and the following inequality holds
‖η0‖W 1,p(R+×[0,1]) ≤ c‖η0‖W 1,2(R+×[0,1]) ≤ c‖ξ0‖1/2. (4.63)
Let ζ0(s, t) = ξ(s, t)− η0(s, t). Then ζ0 ∈ W 1,p(R+ × [0, 1]) and ζ0(0, ·) = 0.
Extend ζ0 by 0 to the whole of R× [0, 1], i.e. define ζ(s, t) by
ζ(s, t) =
{
ζ0(s, t), s ≥ 0
0, s ≤ 0
From the inequalities (4.62) and (4.63) we obtain
‖ξ‖W 1,p(R+×[0,1]) ≤ ‖η0‖W 1,p(R+×[0,1]) + ‖ζ‖W 1,p(R+×[0,1])
≤ ‖η0‖1,p + C‖D0ζ‖Lp
≤ ‖η0‖1,p + C‖D0ξ‖Lp + C‖D0η0‖Lp
≤ c0
(
‖D0ξ‖Lp(R+×[0,1]) + ‖ξ(0)‖1/2
)
Here the last inequality follows as ‖D0η0‖Lp ≤ c‖η0‖1,p and using the in-
equality (4.63).
Step 4. Let Dv be the linearized operator as in (4.57). There exists δ > 0
and c1 > 0 such that the following holds. Assume that ‖v(0)‖H1([0,1]) ≤ δ,
then
‖ξ‖W 1,p(R+×[0,1]) ≤ c1
(‖Dvξ‖Lp + ‖ξ(0)‖1/2) (4.64)
holds for all ξ ∈ W 1,2bc (R+ × [0, 1]) ∩W 1,p(R+ × [0, 1]).
We will use the inequality (4.61) proved in Step 2 and we will prove that the
norm of the difference ‖(Dv −D0)ξ‖Lp is small provided that ‖v(0)‖H1([0,1])
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is sufficiently small. Let
‖(Dv −D0)ξ‖Lp ≤
I︷ ︸︸ ︷
‖(Jt(v)− Jt(0))∂tξ‖Lp
+
II︷ ︸︸ ︷
‖(Jt(v)dXt(v)− Jt(0)dXt(0))ξ‖Lp
+
III︷ ︸︸ ︷
‖(dJt(v)ξ)Jt(v)∂sv‖Lp .
Obviously I, II ≤ c‖v‖L∞‖ξ‖W 1,p and we have proved is Step 1 that ‖v(0)‖H1
controls the L∞ norm of v. Thus
I, II ≤ c‖v(0)‖H1‖ξ‖W 1,p.
We estimate the III term in the following way. Remember that ‖∂sv‖L∞
decays exponentially for s ≥ 1, from Proposition 2.3.1 we have
‖∂sv‖L∞([s,∞)×[0,1]) ≤ c
√
E(u)e−µs ≤ c‖v(0)‖H1([0,1])e−µs, s ≥ 1 (4.65)
Let β(s) be a smooth cut-off function with
β(s) =
{
1, s ≤ 1
0, s ≥ 2
then
III ≤ c(1 + ‖v‖L∞)‖(dJt(v)ξ)∂sv‖Lp(R+×[0,1])
≤ c‖(dJt(v)ξ)(β∂sv + (1− β)∂sv)‖Lp(R+×[0,1])
≤ c (‖β(dJt(v)ξ)∂sv‖Lp + ‖(dJt(v)ξ)(1− β)∂sv)‖Lp)
≤ c (‖(dJt(v)ξ)∂sv‖Lp([0,2]×[0,1]) + c′(1 + ‖v‖L∞)‖v(0)‖H1([0,1])‖ξ‖Lp)
≤ c(1 + ‖v‖L∞)
(‖ξ‖Lq([0,2]×[0,1])‖∂sv‖L2([0,2]×[0,1]) + ‖v(0)‖H1([0,1])‖ξ‖Lp)
≤ c(1 + ‖v‖L∞)‖v(0)‖H1‖ξ‖W 1,p(R+×[0,1])
Here the second inequality follows from Step 1 and the assumption
‖v(0)‖H1 < δ. In the penultimate inequality we have q = 2p2−p and the
inequality follows from Ho¨lder inequality whereas the last inequality is a
corollary of the Sobolev embedding W 1,p([0, 2]× [0, 1]) →֒ Lq([0, 2] × [0, 1])
and Step 2. Thus for sufficiently small δ and ‖v(0)‖H1 < δ we have
‖(Dv −D0)ξ‖W 1,p(R+×[0,1]) ≤ 1
2c0
‖ξ‖W 1,p, (4.66)
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where c0 is the constant in (4.61). Substituting (4.66) in (4.61) we obtain
‖ξ‖W 1,p(R+×[0,1]) ≤ c0
(‖D0ξ‖Lp(R+×[0,1]) + ‖ξ(0)‖1/2)
≤ c0
(‖Dvξ‖Lp + ‖(Dv −D0)ξ‖Lp + ‖ξ(0)‖1/2)
≤ 2c0
(‖Dvξ‖Lp + ‖ξ(0)‖1/2) . (4.67)
Thus, we have proved Step 4.
Step 5. There exist ǫ0 > 0 and c0 > 0 such that the following holds. If
‖v(0)‖3/2 < ǫ0 then
‖∂sv‖W 1,2(R+×[0,1]) < c0‖v(0)‖3/2
‖∂tv‖W 1,2(R+×[0,1]) < c0‖v(0)‖3/2 (4.68)
Proof. In Lemma 3.1.6 we have proved that the following holds for all ξ ∈
W 1,2bc (R
+ × [0, 1])
‖ξ‖W 1,2(R+×[0,1]) ≤ c
(
‖D0ξ‖L2(R+×[0,1]) + ‖ξ(0)‖1/2
)
. (4.69)
where D0 is the linearization as in 4.4.6. We want to estimate ‖∂sv‖1,2. No-
tice that ∂sv is an element of the kernel of the operator Dv. In order to esti-
mate ‖∂sv‖1,2 we need to estimate the difference ‖(Dv −D0)∂sv‖L2(R+×[0,1]).
We have
‖(Dv −D0)∂sv‖L2(R+×[0,1]) ≤
I︷ ︸︸ ︷
‖(Jt(v)− Jt(0))∂s∂tv‖L2(R+×[0,1])
+
II︷ ︸︸ ︷
‖(Jt(v)dXt(v)− Jt(0)dXt(0))∂sv‖L2
+
III︷ ︸︸ ︷
‖(dJt(v)∂sv)Jt(v)∂sv‖L2(R+×[0,1]) (4.70)
Obviously it follows from Steps 1 and 2 that
I ≤ c‖v‖L∞‖∂sv‖W 1,2(R+×[0,1]) ≤ c‖v(0)‖H1‖∂sv‖W 1,2
II ≤ c‖v‖L∞‖∂sv‖L2(R+×[0,1]) ≤ c‖v(0)‖2H1
(4.71)
whereas
III ≤ c(1 + ‖v‖L∞)2‖∂sv‖2L4(R+×[0,1]).
Let β(s) be a smooth cut-off function as in Step 4, then
‖(1− β)∂sv‖2L4(R+×[0,1]) ≤ c‖v(0)‖2H1([0,1]),
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as |∂sv(s, t)| ≤ c‖v(0)‖H1([0,1])e−µs for s ≥ 1. On the other hand, from the
Sobolev embedding, W 1,4/3([0, 2]× [0, 1]) ⊂ L4([0, 2]× [0, 1]), we have
‖β∂sv‖L4 ≤ c‖β∂sv‖W 1,4/3,
for some positive constant c. Suppose that ǫ0 is chosen such that ‖v(0)‖H1 <
δ, where δ is the constant in the claim of Step 4. Substituting β∂sv in the
inequality (4.64) with p = 4/3 we obtain
‖β∂sv‖W 1,4/3(R+×[0,1]) ≤ c
(
‖Dv(β∂sv)‖L4/3 + ‖∂sv(0)‖1/2
)
≤ c
(
‖βDv(∂sv)‖L4/3 + ‖β˙∂sv‖L4/3 + ‖∂sv(0)‖1/2
)
≤ c
(
‖∂sv‖L2([0,2]×[0,1]) + ‖∂sv(0)‖1/2
)
Now we can estimate the III term with
III ≤ c(1 + ‖v‖L∞)2 · ‖(β + (1− β))∂sv‖2L4
≤ c(1 + ‖v‖L∞)2
(
‖β∂sv‖2L4 + ‖(1− β)∂sv‖L4
)
≤ c(1 + ‖v‖L∞)2
(
‖∂sv‖2L2([0,2]×[0,1]) + ‖∂sv(0)‖21/2 + ‖v(0)‖2H1([0,1])
)
≤ c(1 + ‖v‖L∞)2
(
‖v(0)‖2H1 + ‖∂sv(0)‖21/2
)
.
Finally we estimate ‖∂sv(0)‖1/2. As v is a solution of the equation (4.53) we
have:
‖∂sv(0)‖1/2 =‖Jt(v(0))(∂tv(0)−Xt(v(0)))‖1/2
≤
a︷ ︸︸ ︷
‖Jt(v(0))∂tv(0)‖1/2+
b︷ ︸︸ ︷
‖Jt(v(0))Xt(v(0))‖1/2
(4.72)
To estimate the terms a and b we shall use the fact that
‖fg‖1/2 ≤ c‖f‖H1 · ‖g‖1/2
for f ∈ H1([0, 1],R) and g ∈ [W 1,2bc , L2]1/2. This holds as multiplication by f
is a continuous linear map on both W 1,2bc and L
2, hence it is also continuous
on [W 1,2bc , L
2]1/2. Thus, as Xt(0) = 0 it follows that
a ≤ c(1 + ‖v(0)‖H1)‖v(0)‖3/2
b ≤ c(1 + ‖v(0)‖H1)‖v(0)‖H1
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As we can w.l.o.g. assume that ‖v(0)‖H1 is small we obtain from the previous
inequality and (4.72)
‖∂sv(0)‖1/2 ≤ c‖v(0)‖3/2. (4.73)
Substituting ∂sv in the inequality (4.69) and using the estimates for I, II
and III term we obtain
‖∂sv‖W 1,2(R+×[0,1]) ≤ c
(
‖D0∂sv‖L2 + ‖∂sv(0)‖1/2
)
≤ c
(
‖Dv∂sv‖L2 + ‖(Dv −D0)∂sv‖L2 + ‖v(0)‖3/2
)
≤ c
(
I + II + III + ‖v(0)‖3/2
)
≤ c
(
(1 + ‖v‖L∞)2‖v(0)‖H1 + ‖v(0)‖3/2
)
. (4.74)
Here the second inequality follows from (4.73). From the inequality (4.74)
and Step 1 follows the inequality (4.68) for ∂sv. As v is the solution of (4.53),
we have
‖∂tv‖W 1,2(R+×[0,1]) ≤ ‖Xt(v)‖W 1,2(R+×[0,1]) + ‖Jt(v)∂sv‖W 1,2(R+×[0,1]).
As Xt(0) = 0 and Xt is smooth it follows that ‖Xt(v)‖1,2 ≤ c(1 +
‖v‖L∞)‖v‖1,2. Also,
‖Jt(v)∂sv‖W 1,2 ≤‖Jt(v)∂sv‖L2 + ‖∂tJt(v)∂sv‖L2
+ ‖(dJt(v)∂tv)∂sv‖L2 + ‖(dJt(v)∂sv)∂sv‖L2
+ ‖Jt(v)∂2sv‖L2 + ‖Jt(v)∂s∂tv‖L2
≤c(1 + ‖v‖L∞)‖∂sv‖W 1,2(R+×[0,1]) + ‖(dJt(v)∂tv)∂sv‖L2
+ ‖(dJt(v)∂sv)∂sv‖L2
Notice that
‖(dJt(v)∂tv)∂sv‖L2 ≤ ‖(dJt(v)Xt(v))∂sv‖L2 + ‖(dJt(v)Jt(v)∂sv)∂sv‖L2 .
Using the same type of estimates as for the III term we obtain the analog
of (4.74) for ∂tv, i.e.
‖∂tv‖W 1,2(R+×[0,1]) ≤ c
(
(1 + ‖v‖L∞)2‖v(0)‖H1 + ‖v(0)‖3/2
)
. (4.75)
The steps 1-5 prove the theorem 4.4.8.
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Remark 4.4.9. The analogous statement as in Theorem 4.4.8 holds for
finite strips. Namely, there exist ǫ > 0, c > 0 such that the following holds
for every T . If v = ft(u) ∈ H2bc([−T, T ]× [0, 1],R2n), as in local setup 4.4.5
satisfies
‖v(−T )‖3/2 + ‖v(T )‖3/2 < ǫ,
then
‖v‖W 2,2([−T,T ]×[0,1]) < c(‖v(−T )‖3/2 + ‖v(T )‖3/2)
The proof is analog to the proof of proposition 4.4.8 and we shall not repeat
it.
4.5 Convergence theorem
In this section we prove Theorem 4.1.8.
4.5.1 (Hardy submanifolds). In Definition 4.4.4 we have introduced man-
ifolds M∞ǫ and M
T
ǫ and we have proved in 4.4.7 that these manifolds are
embedded submanifolds of the Hilbert manifolds of paths P3/2×P3/2. De-
note with W ∞ǫ and W
T
ǫ the images of M
∞
ǫ and M
T
ǫ via the maps i
∞ and
iT .
iT : M Tǫ → W Tǫ ⊂ P3/2 ×P3/2, iT (u) = (u(−T, ·), u(T, ·))
i∞ : M∞ǫ → W ∞ǫ ⊂ P3/2 ×P3/2, (u−, u+) 7→ (u−(0, ·), u+(0, ·)) (4.76)
These are Hardy submanifolds of the path space and we can think of
them as of those paths that extend holomorphically to the corresponding
strips.
W ∞ǫ =
{
(γ−, γ+) ∈ Uǫ(p)× Uǫ(p)
∣∣∣ ∃(u+, u−) ∈ M∞ǫ , u±(0, ·) = γ∓(·)}
=
{
(γ−, γ+) ∈ Uǫ(p)× Uǫ(p)
∣∣∣∃u± ∈ H2loc(R± × [0, 1], N)
u(s, i) ∈ Li, i = 0, 1, ∀s
∂Jtu
± = 0, E(u±) < ~
u±(0, ·) = γ∓(·)
}
and similarly
W Tǫ =
{
(γ−, γ+) ∈ Uǫ(p)× Uǫ(p)
∣∣∣ ∃u ∈ M Tǫ , u(±T, ·) = γ±(·)}.
We prove that W Tǫ converge to W
∞
ǫ in C
1 topology.
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4.5.2 (Notion of convergence of Hilbert manifolds). We first explain
the notion of convergence of certain Hilbert manifolds. Let W T and W∞ be
some Hilbert manifolds. There are different ways one can think about C1
convergence W T → W∞. One way is to think of W T as of the sections of
the normal bundle of W∞ and to prove that these sections converge to the
zero section. Another way is to think of representation of W T and W∞ in
a local chart and to prove that locally W T converges to W∞. We formulate
this more precisely in the next definition.
Definition 4.5.3. Let P be a Hilbert manifold modeled on Hilbert space H
and letW∞ andW T be its submanifolds. We say thatW T → W∞, T → +∞
if for all x0 ∈ W∞ there exist the following:
1) A splitting H = H0⊕H1, where H0 and H1 are closed subspaces of H.
2) A local coordinate chart φ : U → H, where U ⊂ P is an open neigh-
borhood of x0, such that φ(x0) = 0 and
φ(U) = {ξ0 + ξ1 : ξ0 ∈ U0, ξ1 ∈ U1},
where U0 ⊂ H0 and U1 ⊂ H1 are open neighborhoods of 0.
3) A smooth map f∞ : U0 → H1 such that
φ(U ∩W∞) = {ξ + f∞(ξ) : ξ ∈ U0}.
A family of smooth maps fT : U0 → H1 such that for all T ≥ T0
φ(U ∩W T ) = {ξ + fT (ξ) : ξ ∈ U0}.
4) The limits lim
T→∞
‖fT − f∞‖C1 = 0
In the proof of the Theorem 4.1.8 we shall often use the inverse function
theorem, we state it in the form that we shall use in the proof.
Lemma 4.5.4 (Inverse function theorem). Let X and Y be Banach
spaces, Br(x0) ⊂ X a ball of radius r and f : Br(x0) → Y a continuously
differentiable function that satisfies the following:
1) df(x0) is bijective and the operator norm ‖df(x0)−1‖ ≤ c.
2) ‖df(x)− df(x0)‖ ≤ 12c , for all x ∈ Br(x0).
Then f : Br(x0)
diff−→ f(Br(x0)) ⊂ Y and Br/2c(f(x0)) ⊂ f(Br(x0)).
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Proof of Theorem 4.1.8. Let W ∞ǫ and W
T
ǫ be as in 4.5.1. Remember that
they are embedded submanifolds of the Hilbert manifold of paths P3/2 ×
P3/2. Let
W∞ǫ = (Φp × Φp)(W ∞ǫ )
WTǫ = (Φp × Φp)(W Tǫ ) (4.77)
where Φp : Up → Wp ⊂ H3/2bc = E is a local chart as in 4.4.2. We devide the
proof in two parts. In the first part, i.e. in 4.5.5, we shall construct maps
f∞, fT : Bρ0(0)→ E,
which are diffeomorphisms onto their images and Bρ0(0), is an open ball of
radius ρ0 centered at 0 in E. The set W∞ǫ is an open subset of graph (f∞)
and alsoWTǫ is an open subset of graph(fT ). In the second part i.e. in 4.5.6
we prove the convergence
fT
C1→ f∞, T →∞
on some smaller neighborhood Bρ(0) ⊂ Bρ0(0). And finally the convergence
of maps fT → f∞ will imply the convergence of submanifolds WTǫ → W∞ǫ .
4.5.5 (Construction of the maps fT and f∞ ). Let D0 be the lineariza-
tion at 0 as in 4.4.6. Then D0 = ∂s + A and the operator
A : H1bc([0, 1])→ L2([0, 1]), Aξ = Jt(0)∂tξ − Jt(0)dXt(0)ξ
satisfies (HA) in 3.1.1 as it is self adjoint with resepct to the scalar product
given by (4.56). Let E = H
3/2
bc , E
± be as in Remark 3.1.3, corresponding to
the operator A, and let π± be as in (3.7). Abbreviate
Z± = R± × [0, 1], ZT = [−T, T ]× [0, 1].
Let H ibc(Z
±) and H ibc(Z
T ), i = 1, 2 be defined as in (3.9) and (3.11). We
define maps F∞ and FT as follows
F∞ : H2bc(Z+)×H2bc(Z−) −→ H1bc(Z+)×H1bc(Z−)× E+ ∩ E ×E− ∩ E
F∞(u−, u+) =
(
∂Jt,Xtu
−, ∂Jt,Xtu
+, π+(u−(0, ·)), π−(u+(0, ·))
)
(4.78)
FT : H2bc(ZT ) −→ H1bc(ZT )× E+ × E−
FT (u) =
(
∂Jt,Xtu, π
+(u(−T, ·)), π−(u(T, ·))
)
. (4.79)
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Here ∂Jt,Xt is as in (4.53).
Step 1: Let F∞ and FT be as in (4.78) and (4.79) There exist c0 > 0
such that the maps dF∞(0) and dFT (0) are bijective and have uniformly
bounded inverses
‖dF∞(0)−1‖ ≤ c0, ‖dFT (0)−1‖ ≤ c0, (4.80)
Proof. Notice that the function F∞ = F+ × F−, where
F± : H2bc(Z±)→ H1bc(Z±)× E± ∩ E
F±(u) = (∂Jt,Xtu, π±(u(0, ·))
The linearizations of F∞ and FT at 0 are given by:
dF∞(0)(uˆ−, uˆ+) = (D0uˆ−, D0uˆ+, π+(uˆ−(0, ·)), π−(uˆ+(0, ·))
dFT (0)(uˆ) =
(
D0uˆ, π
+(uˆ(−T, ·)), π−(uˆ(T, ·))
)
.
The fact that the maps dF∞(0) and dFT (0) are bijective and the inequality
(4.80) follow directly from Theorem 3.1.6
Step 2: [Quadratic estimates] Let c0 be the constant as in Step 1.
There exist r0 > 0 such that for all (u
−, u+) ∈ H2bc(Z+) × H2bc(Z−) and all
u ∈ H2bc(ZT ), which satisfy
‖u−‖2,2 + ‖u+‖2,2 < r0, ‖u‖2,2 < r0 (4.81)
the following holds.
‖dF∞(u−, u+)− dF∞(0, 0)‖ ≤ 1
2c0
, ‖dFT (u)− dFT (0)‖ ≤ 1
2c0
, (4.82)
Proof. Notice that
‖dFT (u)(uˆ)− dFT (0)(uˆ)‖ =‖(Du −D0)uˆ‖1,2
‖(dF∞(u+, u−)− dF∞(0))(uˆ+, uˆ−)‖ =‖(Du+ −D0)(uˆ+)‖1,2
+ ‖(Du− −D0)(uˆ−)‖1,2,
Hence, we need to estimate the difference ‖(Du −D0)uˆ‖1,2, for u ∈ H2bc(I ×
[0, 1]), where Du is the linearized operator as in (4.57), i.e.
Duuˆ = ∂suˆ+ Jt(u)(∂tuˆ− dXt(u)uˆ) + (dJt(u)uˆ)(∂tu−Xt(u)).
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We prove that for all u, uˆ ∈ H2bc(R+ × [0, 1]) with ‖u‖W 2,2(R+×[0,1]) ≤ 1 we
have
‖(Du −D0)uˆ‖1,2 ≤ c‖u‖2,2‖uˆ‖2,2 (4.83)
for some positive constant c. The same inequality holds for finite strips and
the proof is analogous.
Let βi : R→ [0, 1], i ≥ 0 be smooth cut-off functions, with the properties
a) sup(βi) ⊂ [i, i+ 2], i ≥ 1, and β0(s) = 0 for s ≥ 2
b)
+∞∑
i=0
βi(s) = 1 and ‖β˙i(s)‖C0 ≤ 1, i ≥ 0.
Let uˆ =
∞∑
i=0
βiuˆ =
+∞∑
i=0
uˆi. We have
‖(Du −D0)(
∑
i
uˆi)‖W 1,2([0,+∞)×[0,1]) = ‖
∑
i
(Du −D0)uˆi‖W 1,2([0,+∞)×[0,1])
≤
∑
i
‖(Du −D0)uˆi‖W 1,2([i,i+2]×[0,1])
Suppose that the inequality
‖(Du −D0)uˆi‖W 1,2([i,i+2]×[0,1]) ≤ c‖u‖W 2,2([i,i+2]×[0,1]) · ‖uˆi‖W 2,2([i,i+2]×[0,1]).
(4.84)
holds for some positive constant c and for all i ≥ 0. With this assumption
we have
‖(Du −D0)uˆ‖2,2 ≤
∑
i
‖(Du −D0)uˆi‖W 1,2([i,i+2]×[0,1])
≤ c
∑
i
‖u‖W 2,2([i,i+2]×[0,1]) · ‖uˆi‖W 2,2([i,i+2]×[0,1])
≤ c
√∑
i≥0
‖u‖2W 2,2([i,i+2]×[0,1])
√∑
i≥0
‖uˆi‖2W 2,2([i,i+2]×[0,1])
≤ c′‖u‖W 2,2([0,+∞)×[0,1])‖uˆ‖W 2,2([0,+∞)×[0,1]) (4.85)
It remains to prove the inequality (4.84) under the assumption
‖u‖W 2,2(R+×[0,1]) ≤ 1. Let Ω = [i, i+ 2]× [0, 1], then
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‖(Du −D0)uˆ‖W 1,2(Ω) ≤
I︷ ︸︸ ︷
‖(Jt(u)− Jt(0))∂tuˆ‖1,2
+
II︷ ︸︸ ︷
‖(Jt(u)dXt(u)− Jt(0)dXt(0))uˆ‖1,2
+
III︷ ︸︸ ︷
‖(dJt(u)uˆ)∂tu‖1,2+
IV︷ ︸︸ ︷
‖(dJt(u)uˆ)Xt(u)‖1,2 (4.86)
We shall show how to estimate terms I and III, and analogously one
can estimate the II and IV term of (4.86).
I ≤
A︷ ︸︸ ︷
‖(Jt(u)− Jt(0))∂tuˆ‖L2 +
B︷ ︸︸ ︷
‖(∂tJt(u)− ∂tJt(0))uˆ‖L2 +
C︷ ︸︸ ︷
‖(dJt(u)∂tu)∂tuˆ‖L2
+
D︷ ︸︸ ︷
‖(Jt(u)− Jt(0))∂2t uˆ‖L2 +
E︷ ︸︸ ︷
‖(dJt(u)∂su)∂tuˆ‖L2 +
F︷ ︸︸ ︷
‖(Jt(u)− Jt(0))∂t∂suˆ‖L2
(4.87)
The terms A,B D and F can be estimated by
c‖u‖L∞(Ω)‖uˆ‖W 2,2(Ω) ≤ c‖u‖W 2,2(Ω)‖uˆ‖W 2,2(Ω).
whereas the terms C and E can be estimated as follows
C
cs≤ c(1 + ‖u‖L∞)‖∂tu‖L4‖∂tuˆ‖L4 ≤ c′‖∂tu‖W 1,2(Ω)‖∂tuˆ‖W 1,2(Ω)
≤ c′‖u‖W 2,2(Ω)‖uˆ‖W 2,2(Ω).
and the second inequality follows from the Sobolev embedding W 1,2(Ω) →֒
L4(Ω). Thus we have proved the desired inequality for the term I
I ≤ c‖u‖W 2,2(Ω)‖uˆ‖W 2,2(Ω).
We prove an analog inequality for III.
‖(dJt(u)uˆ)∂tu‖W 1,2(Ω) ≤
a︷ ︸︸ ︷
‖(dJt(u)uˆ)∂tu‖L2 +
b︷ ︸︸ ︷
‖(∂tdJt(u)uˆ)∂tu‖L2
+
d︷ ︸︸ ︷
‖(d2Jt(u)∂tu)uˆ)∂tu‖L2 +
e︷ ︸︸ ︷
‖((dJt(u)∂su)uˆ)∂tu‖L2
f︷ ︸︸ ︷
‖(dJt(u)∂tuˆ)∂tu‖L2 +
g︷ ︸︸ ︷
‖(dJt(u)∂suˆ)∂tu‖L2 +
+
h︷ ︸︸ ︷
‖(dJt(u)uˆ)∂2t u‖L2 +
k︷ ︸︸ ︷
‖(dJt(u)uˆ)∂t∂su‖L2
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We have
a, b ≤ c′(1 + ‖u‖L∞)‖uˆ‖L∞‖∂tu‖L2 ≤ c‖uˆ‖W 2,2(Ω)‖u‖W 2,2(Ω).
and also
d ≤ c(1 + ‖u‖L∞)‖uˆ‖L∞‖∂tu‖L4 ≤ c‖u‖W 2,2(Ω)‖uˆ‖W 2,2(Ω).
e ≤ c(1 + ‖u‖L∞)‖uˆ‖L∞‖∂su‖L4‖∂tu‖L4 ≤ c‖u‖W 2,2(Ω)‖uˆ‖W 2,2(Ω).
The terms f and g can be estimated in the same way as the term C, and
finally
h, k ≤ c(1 + ‖u‖L∞)‖uˆ‖L∞(Ω)‖u‖W 2,2(Ω) ≤ c‖u‖W 2,2(Ω)‖uˆ‖W 2,2(Ω).
Thus, we have proved the inequality (4.83). Take r0 =
1
2c0c
, where c is the
constant from (4.83) and c0 as in Step 1. For such r0 the inequality (4.82)
is fulfilled.
Step 3: Constructions of the maps fT and f∞
In Steps 1 and 2 we have proved that the maps F∞ and FT satisfy
properties 1) and 2) of the inverse function theorem, i.e. Lemma 4.5.4. Let
ρ0 =
r0
2c0
, where r0 and c0 are the constants as in Step 2. For ξ = (ξ
+, ξ−) ∈
Bρ0(0), let
uT = (FT )−1(0, ξ), (u−, u+) = (F∞)−1(0, 0, ξ+, ξ−)
We define maps f∞ and fT as follows
f∞ : Bρ0(0)→ E
f∞(ξ+, ξ−) = (f−(ξ+), f+(ξ−)) = (π−(u−(0, ·)), π+(u+(0, ·)))
fT : Bρ0(0)→ E
fT (ξ+, ξ−) = (fT−(ξ
+, ξ−), fT+(ξ
+, ξ−)) = (π−(uT (−T, ·)), π+(uT (T, ·)))
(4.88)
The maps f∞ and fT are diffeomorphisms onto their images. The sets W∞ρ0
and WTρ0 are open subsets of graph(f∞) and graph(fT ).
4.5.6 (Convergence fT
C1→ f∞.). We have constructed maps f± such that
locally the stable and unstable manifolds are graphs of these functions. One
can think of the graph of the map fT for some fixed T as of the darkened
line in figure 4.1. This is a bit misleading as graph(fT ) ⊂ E × E and the
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ξ+
ξ− ηT+
E+
E−
ηT−
Figure 4.1: Convergence of submanifolds W T to W∞
whole picture lies in E. Still the picture gives us good intuition about the
convergence phenomenon. We actually have to prove that the difference of
the maps fT and f∞, denoted by ηT± in the Figure 4.1 converges to 0.
We have used the inverse function theorem to find the maps fT and
f∞ and we cannot explicitly say what are these functions. We construct
a map that gives their difference ηT = fT − f∞. Let Bρ0(0) ⊂ E be the
neighborhood as in Step 3, i.e. such that the maps f∞ and fT are defined
on Bρ0(0). Let
FT : Bρ0(0)×H2bc(ZT )× E− × E+ −→ H1(ZT )×E × E
FT (ξ, u, η−, η+) =
(
∂¯Jt,Xtu, ξ
+ + f+(ξ+) + η− − u(−T, ·),
ξ− + f−(ξ−) + η+ − u(T, ·)
)
,
where f± are as in (4.88). Denote by FTξ := FT (ξ, ·). We shall prove
in Lemma 4.5.7 that the mapping FTξ is a local diffeomorphism. Then in
Lemma 4.5.8 we construct some possibly smaller neighborhood Bρ(0) ⊂
Bρ0(0) ⊂ E such that for every ξ ∈ Bρ(0) we can find unique (uT , ηT−, ηT ,+)
such that FTξ (uT , ηT−, ηT+) = 0 and we prove that ‖ηT−‖C1+‖ηT+‖C1 → 0. Thus
we prove that fT → f∞ as T → +∞.
Lemma 4.5.7. Let ρ0 be as in Step 3. There exist positive constants C1, r1
such that for all u ∈ H2bc(ZT ) with
‖u‖2,2 < r1,
and all ξ = (ξ+, ξ−) ∈ Bρ0(0) the following holds
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a) The operator dFTξ (u, 0, 0) is bijective and ‖dFTξ (u, 0, 0)−1‖ ≤ C1.
b) For all v, ‖v − u‖ < r1 and for all η± ∈ E± we have
‖dFTξ (u, 0, 0)− dFTξ (v, η−, η+)‖ <
1
2C1
Proof of Lemma 4.5.7 :
The derivative of the operator FTξ at the point (u, η−, η+) ∈ H2bc(ZT ) ×
E− × E+ is given by
dFTξ (u, η−, η+)
(
uˆ, ηˆ−, ηˆ+
)
=
(
Duuˆ, ηˆ
− − uˆ(−T, ·), ηˆ+ − uˆ(T, ·)
)
, (4.89)
where the operator Du is as in (4.57). Notice that the linearization
dFTξ (u, η−, η+) doesn’t depend at all on ξ± and η±.
Step A: For all T > 0, ξ ∈ Bρ0(0) the mapping dFTξ (0) is bijective.
Moreover, there exist a constant c1 > 0 such that
‖dFTξ
(
0
)−1‖ ≤ c1 (4.90)
Proof. Let D0 be the linearization of ∂¯Jt,Xt in 0, i.e. D0 is given as in 4.4.6.
From Theorem 3.1.6 we have that for all T
‖uˆ‖2,2 ≤ c
(
‖D0uˆ‖1,2 + ‖π+(uˆ(−T, ·))‖3/2 + ‖π−(uˆ(T, ·))‖3/2
)
, (4.91)
and also
‖ηˆ−‖3/2 ≤ ‖π−(ηˆ− − uˆ(−T, ·))‖3/2 + ‖π−(uˆ(−T, ·))‖3/2,
‖ηˆ+‖3/2 ≤ ‖π+(ηˆ+ − uˆ(T, ·))‖3/2 + ‖π+(uˆ(T, ·))‖3/2. (4.92)
Notice also that
‖π+(uˆ(−T, ·))‖3/2 = ‖π+(uˆ(−T, ·)− ηˆ−)‖3/2
‖π−(uˆ(T, ·))‖3/2 = ‖π−(uˆ(T, ·)− ηˆ+)‖3/2
(4.93)
Let
L = ‖uˆ‖2,2 + ‖ηˆ−‖3/2 + ‖ηˆ+‖3/2,
then
L ≤ c
(
‖D0uˆ‖1,2 + ‖ηˆ− − uˆ(−T, ·)‖3/2 + ‖ηˆ+ − uˆ(T, ·)‖3/2
+ ‖uˆ(−T, ·)‖3/2 + ‖uˆ(T, ·)‖3/2
)
≤ c1(‖D0uˆ‖1,2 + ‖ηˆ− − uˆ(−T, ·)‖3/2 + ‖ηˆ+ − uˆ(T, ·)‖3/2
)
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The first inequality in (4.94) follows by summing (4.91) and (4.92). The
second inequality follows from trace inequality
‖uˆ(−T, ·)‖3/2 + ‖uˆ(T, ·)‖3/2 ≤ c‖uˆ‖2,2
and inequalities (4.91) and (4.93). Thus we have proved that dFTξ (0) is
injective and has closed range as it satisfies the inequality (4.94). We prove
that it is surjective. Suppose that there exist a vector (vˆ, ζ+, ζ−) orthogonal
to Im(dFTξ (0)). Taking uˆ = 0 and varying ηˆ± we get ζ+ ∈ E+, ζ− ∈ E−. It
follows from Theorem 3.1.6 that the operator
uˆ 7→
(
D0uˆ, π
+(uˆ(−T, ·)), π−(uˆ(T, ·))
)
is bijective. Hence, for given ζ± there exists unique uˆ ∈ Ker(D0)
such that π±(uˆ(∓T, ·) = ζ±. For such uˆ as (vˆ, ζ+, ζ−) is orthogonal to
dFTξ (0)(uˆ, ηˆ−, ηˆ+) it follows
〈uˆ(−T, ·), ζ+〉+ 〈uˆ(T, ·), ζ−〉 = ‖ζ+‖23/2 + ‖ζ−‖23/2 = 0.
Hence ζ+ = ζ− = 0. From the surjectivity of the operator D0 it follows that
vˆ = 0.
Step B: There exists a constant r˜1 such that for all T , ξ ∈ Bρ0(0) , for
all η± ∈ E± and u ∈ H2bc(ZT ) with:
‖u‖2,2 < r˜1 (4.94)
the operator dFTξ (u, η−, η+) is bijective and
‖dFTξ (u, η−, η+)−1‖ ≤ C1 =
6c1
5
, (4.95)
where c1 is the constant from step A.
Proof.∥∥∥(dFTξ (u, η−, η+)− dFTξ (0))(ηˆ−, ηˆ+, uˆ)∥∥∥ = ∥∥∥(Duuˆ−D0uˆ, 0, 0)∥∥∥
≤ c‖u‖2,2‖uˆ‖2,2
≤ c‖u‖2,2(‖uˆ‖2,2 + ‖ηˆ−‖3/2 + ‖ηˆ+‖3/2) (4.96)
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The first inequality in (4.96) follows from the inequality (4.83). Let r˜1 =
1
6c1c
,
where c1 is the constant of the step A and c as in (4.96), and suppose that
‖u‖2,2 < r˜1. We have that ‖dFTξ (u, η−, η+)− dFTξ (0)‖ ≤ 16c1 and hence
‖dFTξ (u, η−, η+) · dFTξ (0)−1 − 1‖ ≤
1
6
, ∀T ≥ T0 (4.97)
From (4.97) it follows that dFTξ (u, η−, η+) · dFTξ (0)−1 is invertible and thus
also dFTξ (u, η−, η+). Let L = ‖uˆ‖2,2 + ‖ηˆ−‖3/2 + ‖ηˆ+‖3/2, we have
L ≤ c1‖dFTξ (0)(uˆ, ηˆ−, ηˆ+)‖
≤ c1
(
‖dFTξ (u, η−, η+)(uˆ, ηˆ−, ηˆ+)‖+ ‖(dFTξ (u, η−, η+)− dFTξ (0))(uˆ, ηˆ−, ηˆ+)‖
)
≤ c1
(
‖dFTξ (u, η−, η+)(uˆ, ηˆ−, ηˆ+)‖+
1
6c1
L
)
From the previous inequality we get
‖uˆ‖2,2 + ‖ηˆ−‖3/2 + ‖ηˆ+‖3/2 ≤ 6c1
5
‖dFTξ (u, η−, η+)(uˆ, ηˆ−, ηˆ+)‖. (4.98)
Step C: The requirements 1) and 2) of Lemma 4.5.7 are satisfied for
r1 =
r˜1
2
and C1 as in step B.
Proof. If ‖u‖ < r1 we have that
• dFTξ (u, 0, 0) is bijective and ‖dFTξ (u, 0, 0)−1‖ ≤ C1 = 6c15
• For all v such that ‖u − v‖2,2 < r1 and for all η− ∈ E−, η+ ∈ E+ we
have
‖dFTξ (u, 0, 0)− dFTξ (v, η−, η+)‖ ≤
(
‖dFTξ (u, 0, 0)− dFTξ (0)‖
+ ‖dFTξ (v, η−, η+)− dFTξ (0)‖
)
≤ 1
6c1
+
1
6c1
=
1
3c1
<
1
2C1
.
Lemma 4.5.8. There exists ρ > 0 and T1 > 0 such that for every T ≥ T1
the following holds
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i) For every ξ = (ξ+, ξ−) ∈ Bρ(0) there exists unique
(uT (ξ), ηT−(ξ), η
T
+(ξ)) ∈ H2bc(ZT )×E− ×E+ such that
FTξ (uT , ηT−, ηT+) = 0.
ii) The maps ηT = (ηT−, η
T
+) converge exponentially to 0
‖ηT (ξ)‖ ≤ ce−µT ,
for all ξ ∈ Bρ(0).
iii) The maps ηT converge also in C1 norm exponentially to 0 , i.e. for all
ξ ∈ Bρ(0) the following inequality holds
‖dηT (ξ)‖ ≤ ce−µT , (4.99)
where ‖dηT (ξ)‖ := sup
‖ξˆ‖3/2≤1
‖dηT (ξ)ξˆ‖3/2 .
Step I) Proof of parts i) and ii) of Lemma 4.5.8
Proof. Let ρ = min{ r1
4c0
, ρ0} where r1 is the constant of Lemma 4.5.7, c0
the constant of (4.80) in Step 1 and ρ0 is the constant from Step 3. Let
(ξ+, ξ−) ∈ Bρ(0) ⊂ E. Then there exist holomorphic curves u∓ ∈ H2bc(Z±)
such that
u−(0, ·) = ξ+ + f−(ξ+), u+(0, ·) = ξ− + f+(ξ−)
It follows from Step 1 and 2 in 4.5.5, as the mapping F∞ satisfies the require-
ments of the inverse function theorem, that (0, 0, ξ+, ξ−) ∈ Bρ(F∞(0, 0)) ⊂
F∞(B2c0ρ(0, 0)), thus
‖u+‖2,2 + ‖u−‖2,2 < 2c0ρ ≤ r1
2
.
We construct a pregluing map vT as follows. Let β(s) : R → [0, 1] be a
smooth cut-off function such that
β(s) =
{
1 if s ≤ −1
0 if s ≥ 1
Suppose that ‖β‖C2 < 2. Take
vT = vT (ξ) = β(s)u−(s+ T, t) + (1− β(s))u+(s− T, t).
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The pregluing map vT satisfies the following:
‖vT‖2,2 = ‖β(s)u+(s+ T, t) + (1− β(s))u−(s− T, t)‖2,2
≤ ‖β(s)u+(s+ T, t)‖2,2 + ‖(1− β(s))u−(s− T, t)‖2,2
≤ ‖β‖C2(‖u+‖2,2 + ‖u−‖2,2) < r1
and also
vT (∓T, ·) = ξ±(·) + f∓(ξ±).
Thus we have
FTξ (vT , 0, 0) = (wT , 0, 0), (4.100)
where wT (s, t) = ∂¯Jt,XtvT . As u+ and u− are the solutions of ∂¯Jt,Xtu = 0 we
have
wT (s, t) =
{
0 if s ≤ −1
0 if s ≥ 1.
Hence, wT is nonzero only on the interval [−1, 1], but from exponential
decay of holomorphic curves we know that u± and all of their derivatives
decay exponentially, thus
‖wT‖1,2 ≤ ce−µ(T−1). (4.101)
The constructed pregluing map vT satisfies the assumptions a) and b) of
Lemma 4.5.7. As FTξ (vT , 0, 0) = (wT , 0, 0) and ‖wT‖1,2 decays exponentially
for some T1 sufficiently large and T ≥ T1 we have
‖FTξ (vT , 0, 0)‖ = ‖wT‖1,2 ≤
r1
2C1
,
where C1 is the constant in Lemma 4.5.7. From the inverse function theorem
we have
B r1
2C1
(FTξ (vT , 0, 0)) ⊂ FTξ (Br1(vT , 0, 0)).
Therefore there exist unique (η−T (ξ), η
+
T (ξ), uT (ξ)) ∈ Br1(vT , 0, 0) such that
FTξ (uT , ηT−, ηT+) = (0, 0, 0). (4.102)
The last equality proves part i) of Lemma 4.5.8. From the inverse function
theorem it follows also
‖uT − vT‖2,2 + ‖ηT−‖3/2 + ‖ηT+‖3/2 ≤ 2C1‖wT‖1,2 ≤ ce−µT . (4.103)
Hence we have
‖η−T (ξ)‖3/2 + ‖η+T (ξ)‖3/2 ≤ ce−µT . (4.104)
130 Chapter 4. Hardy space approach to gluing
Step II) Proof of iii)
Proof. We finish the proof of Lemma 4.5.8 by proving part iii). Let vT (ξ)
be the pregluing map. From the definition of the map FT we have
E− ∋ ηT−(ξ) = (uT (ξ)− vT (ξ))(−T, ·), E+ ∋ ηT+(ξ) = (uT (ξ)− vT (ξ))(T, ·)
(4.105)
Let
uˆT = du
T (ξ)(ξˆ), vˆT = dvT (ξ)(ξˆ), ηˆ
T = dηT (ξ)(ξˆ).
Then
ηˆT− = π
−(ηˆT ) = (uˆT − vˆT )(−T, ·), ηˆT+ = π+(ηˆT ) = (uˆT − vˆT )(T, ·)
As ‖uT‖2,2 is sufficiently small, the following inequality holds for all ξ ∈
H2bc(Z
T )
‖ξ‖2,2 ≤ c′
(
‖DuT (ξ)‖1,2 + ‖π+(ξ(−T, ·))‖3/2 + ‖π−(ξ(T, ·))‖3/2
)
. (4.106)
The previous inequality follows from Steps 1 and 2 in 4.5.5. Substituting
ξ = uˆT − vˆT in (4.106) we get
‖uˆT − vˆT ‖2,2 ≤ c′
(
‖DuT (uˆT − vˆT )‖1,2 + ‖π+(ηˆT−)‖3/2 + ‖π−(ηˆT+)‖3/2
)
= c′‖DuT (uˆT − vˆT )‖1,2
= c′‖DuT (vˆT )‖1,2, (4.107)
where the last equality holds as uT satisfies ∂Jt,Xtu
T = 0 and hence
DuT (uˆT ) = 0. From the trace inequality and (4.107) we have
‖ηˆT−‖3/2 + ‖ηˆT+‖3/2 ≤ c‖DuT (vˆT )‖1,2. (4.108)
We shall prove that the right hand side of (4.108) decays exponentially.
Notice that
‖DuT vˆT‖1,2 ≤
( I︷ ︸︸ ︷
‖DvT vˆT‖1,2+
II︷ ︸︸ ︷
‖(DuT −DvT )vˆT‖1,2
)
Then
II = ‖(DuT −DvT )vˆT‖1,2 ≤ c‖uT − vT‖2,2‖vˆT‖2,2 ≤ ce−δT ‖vˆT‖2,2, (4.109)
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the penultimate inequality follows from (4.83) and the last inequality follows
from the inequality (4.103). As vˆT = βdu+(ξ
+)ξˆ+ + (1 − β)du−(ξ−)ξˆ−, we
have
‖vˆT‖2,2 ≤ 2
(
‖
w+︷ ︸︸ ︷
du+(ξ
+)ξˆ+ ‖2,2 + ‖
w−︷ ︸︸ ︷
du−(ξ−)ξˆ− ‖2,2
)
(4.110)
Both w± are in the kernels of the operators Du± and they satisfy
‖w±‖2,2 ≤ c′
(
‖Du±w±‖1,2 + ‖π±(w±(0, ·))‖3/2
)
≤ c′‖π±(w±(0, ·))‖3/2
≤ c‖ξˆ±‖3/2. (4.111)
From the inequalities (4.109), (4.110), (4.111) we have
II ≤ ce−µT (‖ξˆ+‖3/2 + ‖ξˆ−‖3/2). (4.112)
For the I term we have
I = ‖DvT vˆT‖H1([−T,T ]×[0,1]) = ‖DvT vˆT‖H1([−1,1]×[0,1]) ≤ c‖vˆT‖H2([−1,1]×[0,1])
and the penultimate inequality holds as
vˆT (s, t) =
{
du+(ξ)(ξˆ
+) = w+(s+ T, t), (s, t) ∈ [−T,−1)× [0, 1]
du−(ξ)(ξˆ−) = w−(s− T, t), (s, t) ∈ (1, T ]× [0, 1]
and Du±w
± = 0, hence DvT vˆT = 0 on the ([−T,−1)∪ (1, T ])× [0, 1]. As w±
are in the kernel of the operators Du± they will decay exponentially. In [21]
Lemma 3.1 was proved that
‖w+(s, ·)‖L2((0,1)) ≤ c‖w+(0, ·)‖L2((0,1))e−µs.
Thus it follows that ‖w+‖L2([s,+∞)×[0,1]) decays exponentially. The exponen-
tial decay of ‖w+‖W 2,2([s,+∞)×[0,1]) follows from the following inequality
‖w+‖W k,2([s,+∞)×[0,1]) ≤ c
(
‖Du+(w+)‖W k−1,2([s−1,+∞)×[0,1]) + ‖w+‖W k−1,2([s−1,+∞)×[0,1])
)
.
This inequality follows from Lemma C.1 in [21].
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4.6 Appendix
4.6.1 The spaces Hs and Hs0 and H
1/2
00
We shall mention some important properties of these interpolation spaces.
For more detailed exposition of these facts we refer to [15]. Let I = [0, 1] we
define the space Hs(I) as the interpolation space
Hs(I) = [Hk(I), L2(I)]θ, k(1− θ) = s.
Analogously are defined the interpolation spaces Hs(Rn) . For 0 < s < 1 a
function u ∈ Hs(Rn) = [H1(Rn), L2(Rn)]1−s is characterized by the property
that u ∈ L2(Rn) and ∫∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s dxdy < +∞. (4.113)
This can be proved using the Fourier transform. The analogous holds for
functions u ∈ Hs(I), 0 < s < 1. Namely, a function u ∈ Hs(I) if u ∈ L2(I)
and ∫∫
I×I
|u(x)− u(y)|2
|x− y|n+2s dxdy < +∞. (4.114)
This follows from the fact that the restriction map Rest : Hs(R)→ Hs(I) is
linear, bounded surjective map and it has bounded right inverse. Its inverse,
i.e. the extension map
Ext : Hs(I)→ Hs(R)
is given by reflection in local coordinate charts.
Remark 4.6.1. The extension by 0 is not a bounded linear map on H1/2(I).
Take for example u = 1. This function is an element of H1/2(0, 1) as the
integral (4.114) is 0. But the extended function
u˜(x) =
{
1, x ∈ (0, 1)
0, x /∈ (0, 1)
is not an element of H1/2(R), as the integral (4.113) diverges.
Definition 4.6.2. The space Hs0(I) is defined as the closure of C
∞
c (I) in the
Hs(I)− norm.
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Theorem 4.6.3. (Extension by 0) The map
u 7→ u˜ = extension of u by 0 outside of I
is a continuous mapping of Hs(I) → Hs(R) iff 0 ≤ s < 1/2. The same
mapping is a continuous mapping of
Hs0(I)→ Hs(R)
if s > 1/2 and s 6= integer+ 1/2.
From the previous theorem we see that the spaces Hs0 change their be-
havior exactly for s = n+ 1
2
, n ∈ N0. In the next proposition we prove that
the spaces H
1/2
0 (0, 1) and H
1/2(0, 1) are the same.
Proposition 4.6.4. The space C∞c ((0, 1)) is dense in H
1/2((0, 1)), hence
H
1/2
0 ((0, 1)) = H
1/2((0, 1)).
Proof. The proof follows from the following facts:
Fact A: There exist a sequence of smooth functions fn : R
2 → R with
fn = 1 on some neighborhood of 0 , but ‖fn‖H1(R2) → 0, n→∞.
Fact B: Let g(x) = 1 on (−1, 1). There exists a sequence of smooth functions
gn such that
• gn(x) = 0 on some open neighborhood Un of 0.
• ‖gn(x)− 1‖H1/2(−1,1) n→∞−→ 0
Fact C: Any polynomial Pk(x) = akx
k + · · · a1x + a0, ai ∈ R, i = 0, · · · k
can be approximated in H1/2(0, 1) norm by C∞c (0, 1) functions.
Proof of Fact A : Let 0 < δ < ǫ , define a function f : R2 → R as
f(z) =

ln ǫ−ln|z|
ln ǫ−ln δ , δ ≤ |z| ≤ ǫ
1, |z| < δ
0, |z| > ǫ.
Then obviously f ∈ C(R2) and supp(f) ⊂ Bǫ(0) and |f ′(z)| = 1|z| ln(ǫ/δ) on
δ ≤ |z| ≤ ε. We want to estimate ‖f‖H1(R2). First we have
Iǫ,δ =
∫
R2
|f ′|2dxdy =
∫
δ≤|z|≤ǫ
|f ′|2dxdy
=
∫
δ≤|z|≤ǫ
dxdy
|z|2 ln2(ǫ/δ) =
ǫ∫
δ
2π∫
0
rdφdr
r2 ln2(ǫ/δ)
=
2π
ln2(ǫ/δ)
ǫ∫
δ
dr
r
=
2π
ln(ǫ/δ)
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Thus, if δ → 0 much faster than ǫ we have that Iǫ,δ → 0. To obtain‖f‖L2 → 0
we need to take ǫ→ 0. Take ǫn = 1n and δn = 1n2 and take the corresponding
functions fn, constructed as above. This is a sequence of continuous functions
which satisfy
• fn(0) = 1
• fn H
1(R2)−→ 0, n→∞.
To get a sequence of smooth functions that satisfy the same, use molifiers to
smoothen fn.
Proof of Fact B: It is enough to take g˜n = fn(x, 0), where fn is the sequence
of smooth functions as in the proof of Fact A. Let gn(x) = 1− g˜n(x). Then
‖1− gn(x)‖H1/2(−1,1) = ‖g˜n(x)‖H1/2(−1,1)
tr≤ ‖fn‖H1(R2),
as lim
n→∞
‖fn‖H1(R2) = 0 we get
lim
n→∞
‖1− gn(x)‖H1/2(0,1) = 0. (4.115)
Proof of Fact C: Let hn(x) = gn(x) · gn(1− x)|(0,1) ∈ C∞c (0, 1), where gn
is the sequence as in the proof of Fact B. The sequence hn(x)
H1/2−→ 1, n→∞.
One can easily check that for every m ∈ N
C∞c (0, 1) ∋ xmhn(x) H
1/2−→ xm, n→∞ (4.116)
As polynomials are dense in H1/2((0, 1) ( C(Ω) is dense in H1/2(Ω) ) we get
that C∞c (0, 1) is dense in H
1/2(0, 1).
Thus, we see that there is no difference between H1/2 and H
1/2
0 and that
the extension by 0 is not a bounded linear map. There are 1/2 interpolation
spaces that allow the extension by 0 and they are called Lions- Magenes
spaces. These spaces are exactly those spaces on which our Hilbert manifold
of paths P3/2 , defined in (4.34), is modeled. We discuss them in more
details.
4.6.2 Lions- Magenes interpolations spaces H
1/2
00
For W = H10 ((0, 1)) = {ξ ∈ H1((0, 1)) : ξ(i) = 0, i = 0, 1} and H =
L2((0, 1)) we define Lions- Magenes interpolation space
H
1/2
00 ((0, 1)) := [W,H ]1/2 (4.117)
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We have seen in Theorem 3.4.8 that [W,H ]1/2 can be seen as the trace space
of some Hilbert space or the domain Dom(
√
A), where A is the operator
as in the definition 3.4.4. To define the space H
1/2
00 ((0, 1)) one can take for
example A = ∂t : H
1/2
0 → L2. In the next proposition we give another
equivalent interpretation of this space.
Proposition 4.6.5. A function u ∈ H1/2((0, 1)) is an element of the space
H
1/2
00 ((0, 1)) = [W,H ]1/2 if and only if
1∫
0
u2(y)
d(y, ∂I)
dy =
1/2∫
0
u2
y
dy +
1∫
1/2
u2(y)
1− ydy < +∞ (4.118)
and the norm
‖u‖
H
1/2
00
=
(
‖u‖2H1/2 +
1∫
0
u2(y)
d(y, ∂I)
dy
)1/2
(4.119)
is equivalent to the interpolation norm.
Proof. Let u ∈ H1/200 = [W,H ]1/2. The extension by 0 is a bounded linear
operator
Ext0 : H
1
0 ((0, 1))→ H1(R)
Ext0 : L
2((0, 1))→ L2(R).
From the interpolation theorem it follows that the extension by 0 is a
bounded linear operator
Ext0 : H
1/2
00 ((0, 1))→ H1/2(R).
Let u˜(x) be the extended function i.e.
u˜(x) =
{
u(x), x ∈ (0, 1)
0, x ∈ R \ (0, 1)
As ‖u˜‖H1/2(R) ≤ c‖u‖H1/200 we have that∫
R
∫
R
|u˜(x)− u˜(y)|2
|x− y|2 dxdy =
∫
(0,1)
∫
(0,1)
|u˜(x)− u˜(y)|2
|x− y|2 dxdy+
+2
0∫
−∞
1∫
0
|u˜(x)− u˜(y)|2
|x− y|2 dxdy︸ ︷︷ ︸
I
+ 2
+∞∫
1
1∫
0
|u˜(x)− u˜(y)|2
|x− y|2 dxdy︸ ︷︷ ︸
II
(4.120)
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Notice that
I =
0∫
−∞
1∫
0
|u(x)|2
|x− y|2dxdy =
=
1∫
0
|u(x)|2dx
0∫
−∞
dy
|x− y|2 =
1∫
0
|u(x)|2dx
+∞∫
0
dy
(x+ y)2
=
1∫
0
|u(x)|2dx
+∞∫
x
dt
t2
=
1∫
0
|u(x)|2
x
dx. (4.121)
Similarly we get
II =
1∫
0
|u(x)|2
1− x dx. (4.122)
From the equations (4.120), (4.121) and (4.122) follows that the u ∈
H1/2((0, 1) and that the expression (4.118) is finite.
Assume now that the function u ∈ H1/2((0, 1)) satisfies (4.118) and define
u˜(y) as follows
u˜(y) =
{
u(y), y ∈ (0, 1)
0, y ∈ R \ (0, 1)
From the above observation it follows that u˜ is an element of H1/2(R) and
thus there exists a function v ∈ H1(R2+) such that Tr(v) = v(0, y) = u˜(y).
We can suppose that v(x, y) = 0 for ‖(x, y)‖ big enough, otherwise take a
function βv , where β is a suitable cut-off function.
There exists a locally Lipschitz homeomorphism Ψ : [0,+∞) × [0, 1] →
R2+, such that
Ψ(0× [0, 1]) = 0× [0, 1], Ψ([0,+∞)× 0) = 0× (−∞, 0]
and Ψ([0+∞)×1) = 0× [1,+∞). Let Ψ1 be the mapping that stretches the
strip, i.e. maps [0,+∞)× [0, 1] 7→ [0,+∞) × [−1, 1], Ψ1(x, y) = (x, 2(y −
1/2)). Let Ψ2 : [0,+∞)× [−1, 1] → [0,+∞) × R be a mapping that maps
vertical lines (x, y), 0 ≤ y ≤ 1 on the line through A = (0, 1 + x) and
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B = (0, x), fixing B, and similarly maps segment (x, y), −1 ≤ y ≤ 0 on the
line through B = (0, x) and C = (0,−(1 + x)), and it is given by
Ψ2(x, y) =
{
(1− y)(x, 0) + y(0, 1 + x) = ((1− y)x, y(1 + x)), 0 ≤ y ≤ 1
(1 + y)(x, 0) + y(0, 1 + x) = ((1 + y)x, y(1 + x)), −1 ≤ y ≤ 0
Now Ψ = Ψ2 ◦ Ψ1 is the desired map. The function w = v ◦ Ψ :
[0,+∞) × [0, 1] → R and w ∈ H1([0,+∞) × [0, 1]) . As v(y) = 0 for
y ∈ (−∞, 0) ∪ (1,+∞) we have that w ∈ L2([0,+∞), H10((0, 1))), and the
function u satisfies
u = w|0×[0,1] ≡ u ∈ [L2(0, 1), H10((0, 1))]1/2 = H1/200 .
Remark 4.6.6. Notice that the space H
1/2
00 ((0, 1)) isn’t closed in
H1/2((0, 1)) = H
1/2
0 ((0, 1) and it has strictly finer topology!
4.6.3 The space H
3/2
bc
In this section we discuss the interpolation spaces which are relevant for our
Hilbert manifold of paths P3/2 introduced in 4.2.9. Let
W =W 2,2bc ([0, 1]) :=
{
ξ ∈ W 2,2([0, 1],R2n)
∣∣∣∣ ξ(i) ∈ Rn × {0}, i = 0, 1∂tξ(i) ∈ {0} × Rn, i = 0, 1
}
.
and let
V = W 1,2bc ([0, 1]) :=
{
ξ ∈ W 1,2([0, 1],R2n)
∣∣∣∣ ξ(i) ∈ Rn × {0} } .
and let H = L2([0, 1],R2n). Notice that
V = [W,H ]1/2.
We explain this fact in more details. Observe the following Hilbert space:
V1 = {ξ ∈ W 1,2([0, 1],R2n)
∣∣∣∣ξ(0) ∈ Rn × {0}, ξ(1) ∈ {0} × Rn}.
The operator A1 = i∂t : V1 → H satisfies all the requirements of the Remark
3.4.6. Let Ψ(t) ∈ U(n) = O(2n)∩GL(n,C)∩ Sp(2n,R) be a smooth family
such that Ψ(0) = Id and Ψ(1) : Rn×{0} → {0}×Rn. As U(n) is connected
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such Ψ(t) exists. Notice that multiplication by Ψ defines an isometry be-
tween V and V1. As the operator A1 : V1 → H is bijective and self adjoint,
then also its conjugate
A := Ψ−1A1Ψ = i(∂t +Ψ−1∂tΨ) : V → H
is bijective and self adjoint with respect to the following scalar product〈
ξ, η
〉
H
:=
∫ 1
0
〈
Ψ(t)ξ(t),Ψ(t)η(t)
〉
dt.
Notice that Dom(A) = V and Dom(A2) = W . Thus we have
[W,H ]1/2 = Dom(A) = V.
We define the Hilbert spaces H
3/2
bc as the following interpolation space
H
3/2
bc = [W,V ]1/2.
From the previous discussion we have that H
3/2
bc = [W,V ]1/2 = [W,H ]1/4 =
Dom(|A|3/2), or analogously it can be defined as the set of all ξ ∈ V such
that
Aξ ∈ [V,H ]1/2 = [H1([0, 1])×H10 ([0, 1]), L2([0, 1])× L2([0, 1])]1/2
= H1/2([0, 1],Rn)×H1/200 ([0, 1],Rn)
If we write ξ = (ξ1, ξ2), where ξ1 and ξ2 denote the first and last n coordinates
of ξ, then Aξ ∈ [V,H ]1/2 implies that ∂tξ1 ∈ H1/200 ([0, 1],Rn) and ∂tξ2 ∈
H1/2([0, 1],Rn). Thus the Hilbert space H
3/2
bc can be also given as
H
3/2
bc =
{
(ξ1, ξ2) ∈ H1([0, 1],Rn)×H10([0, 1],Rn)
∣∣∣∣ ∂tξ1 ∈ H1/200 ,∂tξ2 ∈ H1/2
}
.
Let I be an interval in R and denote by W(I) the following space:
W(I) = {u|u ∈ L2(I,W ), ∂
2u
∂s2
∈ L2(I,H)}
provided with the norm
‖u‖2W(I) =
(
‖u‖2L2(I,W ) + ‖
∂2u
∂s2
‖2L2(I,H)
)
.
The space W(I) is a Hilbert space and the space of smooth functions
C∞c (I,W ) is dense inW(I). It follows from intermediate derivative theorem
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( Theorem 2.3 in [15]) that any function u ∈ W(I) satisfies ∂su ∈ L2(I, V )
and that the mapping
W(I)→ L2(I, V ), u 7→ ∂su
is continuous linear mapping. Thus we have that the norm ‖u‖W(I) is equiv-
alent to the following norm
‖u‖2W (I) :=
(
‖u‖2W(I) + ‖∂su‖2L2(I,V )
)
.
With this norm, the Hilbert space W(I) is isometric with the following
Hilbert space
W 2,2bc (I×[0, 1]) :=
{
ξ ∈ W 2,2(I × [0, 1],R2n)
∣∣∣∣ ξ(s, i) ∈ Rn × {0}, i = 0, 1∂tξ(s, i) ∈ {0} × Rn, i = 0, 1
}
.
It follows from Trace theorem (Theorem 3.2 in [15]), that for u ∈ W(I) and
for some s0 ∈ I we have
u(s0) ∈ [W,H ]1/4 = [W,V ]1/2.
Thus the trace space of the Hilbert space W(I) is the Hilbert space H3/2bc .
The following proposition is a corollary of the Theorem 8.3 in [15].
Proposition 4.6.7. Let W 2,2bc (I × [0, 1]) and H3/2bc be defined as above. Sup-
pose that s0 ∈ I and denote with r the restriction map
r :W 2,2bc (I × [0, 1])→ H3/2bc , r(ξ(s, t)) = ξ(s0, t). (4.123)
The linear map r is surjective and it has a continuous right inverse, i.e.
there exists a continuous extension operator
Ext : H
3/2
bc →W 2,2bc (I × [0, 1]). (4.124)
4.7 Appendix-The Hessian of the symplectic
action
This appendix explains why in symplectic Floer theory it’s necessary to work
with compatible (rather than tame) almost complex structure at least near
the critical points. The asymptotic analysis requires that the Hessian of
the symplectic action is self-adjoint operator for a suitable L2 inner prod-
uct. Theorem 4.7.2 below shows that this is only the case when the almost
complex structure is chosen compatible with the symplectic form.
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4.7.1 (Vector space setup). Let V be an even dimensional vector space
and let a smooth family J(t) ∈ End(V ) satisfy J(t)2 = −Id, t ∈ [0, 1]. Let
Λ0,Λ1 be half dimensional subspaces and suppose that A(t) ∈ Aut(V ) is also
a smooth family. Let
W 1,2Λ ([0, 1], V ) := {ξ ∈ W 1,2([0, 1], V )|ξ(i) ∈ Λi; i = 0, 1}
Suppose that
〈·, ·〉
t
is a smooth family of inner products on V and denote
with 〈
ξ, η
〉
L2
=
∫ 1
0
〈
ξ(t), η(t)
〉
t
dt
Observe the linear operator
D :W 1,2Λ ([0, 1], V )→ L2([0, 1], V )
(Dξ) := J(t)ξ˙(t) + A(t)ξ(t)
(4.125)
Theorem 4.7.2. Let V,Λ0,Λ1, D,
〈·, ·〉
t
be as in 4.7.1. The operator D is
self adjoint for
〈·, ·〉
L2
iff the following are satisfied
i) J(t) is compatible with 〈·, ·〉t, i.e. ωt := 〈J(t)·, ·〉t is a non degenerate
skew symmetric form, i.e.
〈
J(t)·, ·〉
t
= −〈·, J(t)·〉
t
.
ii) If Φ is a solution of
JΦ˙ + AΦ = 0,Φ(0) = Id
then Φ(t)∗ωt = ωt(Φ(t)·,Φ(t)·) = ω0 for all t ∈ [0, 1], where
iii) Λ0 is Lagrangian for ω0 and Λ1 is Lagrangian for ω1.
Proof. In the special case A = 0 this theorem is equivalent to the following
statement. Define the operator D by
Dξ := J(t)ξ
Then the operator D is self adjoint for
〈·, ·〉
L2
if and only if there exists a
skew symmetric form ω : V × V → R such that
a) 〈·, ·〉t = ω(·, J(t)(·)) for all t.
b) Λ0,Λ1 are Lagrangian for ω.
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We prove this special case in the next three steps. Assume without loss of
generality V = R2n and
〈
ξ, η
〉
t
= ξTQ(t)η for all t. Here Q(t) are symmetric
matrices. The operator D is self adjoint if and only if
0 = 〈ξ,Dη〉L2 − 〈Dξ, η〉L2
Then for all ξ(t), η(t) ∈ V with ξ(i), η(i) ∈ Λi, i = 0, 1 we have
0 =
∫ 1
0
(
〈ξ, QJη˙〉 − 〈Jξ˙, Qη〉
)
dt
=
∫ 1
0
〈ξ, QJη˙ + d
dt
(JTQη)〉dt−
boundary cond.︷ ︸︸ ︷
〈J(1)ξ(1), Q(1)η(1)〉+ 〈J(0)ξ(0), Q(0)η(0)〉
=
∫ 1
0
〈ξ, (QJ + JTQ)η˙〉+
∫ 1
0
〈 d
dt
(QJ)ξ, η〉+ boundary cond. (4.126)
The second equality follows by partial integration. We prove that the equal-
ity (4.126) implies the following
1. QJ + JTQ = 0.
2. QJ is constant.
3. Q(0)J(0)Λ0 ⊥ Λ0 and Q(1)J(1)Λ1 ⊥ Λ1
Step 1.
Q(t)J(t) + JT (t)Q(t) = 0, ∀t. (4.127)
Proof. Suppose that S(t0) = (QJ+J
TQ)(t0) 6= 0 for some t0 with 0 < t0 < 1.
Choose ξ0, η0 such that
〈ξ0, S(t0)η0〉 = 1
Choose smooth functions α and β with compact support in [t0−2ε2, t0+2ε2]
such that β(t0 + t) =
t
ǫ
, |t| < ε2 and α(t0 + t) = 1 for |t| < ǫ2. Let ξ = αξ0
and η = βη0. Thus it follows that∫ 1
0
〈∂t(QJ)ξ, η〉t ≤ cε3
and ∫ 1
0
〈ξ, Sη˙〉 ≥ δǫ2
Thus it follows that the right hand side of (4.126) is different from zero,
what is a contradiction.
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Step 2. By Step 1 we have
0 = 〈ξ,Dη〉L2 − 〈Dξ, η〉L2
= 〈Q(0)J(0)ξ(0), η(0)〉 − 〈Q(1)J(1)ξ(1), η(1)〉+
∫ 1
0
〈(∂t(QJ))ξ, η〉dt
(4.128)
and the previous equality holds for all ξ, η with ξ(i), η(i) ∈ Λi, thus obviously
we have
i) ∂t(QJ) = 0
ii) Q(0)J(0)Λ0 ⊥ Λ0 and Q(1)Λ1 ⊥ Λ1.
Step 3. In Steps 1 and 2 we have proved that
(a) QJ = −(QJ)T ( Step 1)
(b) QJ ≡ constant ( Step 2)
(c) Q(0)J(0)Λ0 ⊥ Λ0 and Q(1)Λ1 ⊥ Λ1. Define
ω : R2n × R2n → R
by
ω(ξ, η) := 〈QJξ, η〉
This is independent of t by (b) and skew symmetric by (a) and non degenerate
by assumption. Moreover
•
ω(ξ, J(t)η) = 〈Q(t)J(t)ξ(t), J(t)η(t)〉 (a)= −〈J(t)TQ(t)ξ(t), J(t)η(t)〉
= −〈Q(t)ξ(t), J(t)2η(t)〉 = 〈Q(t)ξ(t), η(t)〉 = 〈ξ(t), η(t)〉t
• ω(ξ0, η0) = 〈Q(0)J(0)ξ0, η0〉 = 0 for all ξ0, η0 ∈ Λ0 and similarly
ω(ξ1, η1) = 〈Q(1)J(1)ξ1, η1〉 = 0 for all ξ1, η1 ∈ Λ1.
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Step 4. Reducing the general case to the case A = 0.
Conjugating the operator D with Φ, we reduce the general case to the case
that A = 0. Then the proof follows from the first three steps. More precisely
let ξ = Φξ˜. Then we have
D˜ξ˜ = Φ−1DΦξ˜
= Φ−(JΦ˙˜ξ + JΦ˙ξ˜ + AΦξ˜)
= J˜
˙˜
ξ + (φ−1JΦ˙ + Φ−1AΦ)︸ ︷︷ ︸
A˜
ξ˜
Assume that A˜ = 0. Thus we have that the operator
D˜ξ˜ = J˜
˙˜
ξ
and it is self adjoint with respect to∫ 1
0
〈
Φξ˜,Φη˜
〉
t
dt
It follows from the first three steps that there exist a two form ω : V ×V → R
skew symmetric and non degenerate such that
ω(ξ˜, J˜(t)η˜) =
〈
Φ(t)ξ˜,Φ(t)η˜
〉
t
ω(ξ˜,Φ−1JΦη˜) =
〈
Φξ˜,Φη˜
〉
t
Thus we have that ω(Φ−1(t)ξ,Φ−1J(t)η) =
〈
ξ, η
〉
t
and the smooth family of
2−forms ωt := ω(Φ(t)−1·,Φ(t)−1·) satisfies
ωt(·, J(t)·) =
〈·, ·〉
t
We also have that
1) ωt := 〈J(t)·, ·〉t = −〈·, J(t)·〉t.
2) Λ0 is Lagrangian for ω0 and Λ1 is Lagrangian for ω1.
3) If JΦ˙ + AΦ = 0 , Φ(0) = Id then
ωt(Φ(t)ξ,Φ(t)η) = ω0(ξ, η)
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4.7.3 (Question). Given Λ0 and Λ1 ⊂ V and J(t) ∈ J (V ) such that
J(0)Λ0 ⋔ Λ0 and J(1)Λ1 ⋔ Λ1 and such that there exist a non degenerate
skew form ω0 such that J(t) are tame with ω0 for all time t. Does there exist
a non degenerate skew form ω : V × V → R such that
1) Λ0,Λ1 are Lagrangian for ω
2) J(t) are compatible with ω for all t.
The answer to this question is no. More precisely there exists Λ0,Λ1 and
J(t) which satisfy the above condition and a non degenerate skew form ω0
such that J(t) are tamed by ω0 for all t, but there doesn’t exist ω such that
J(t) are compatible with ω for all t and such that Λi, i = 0, 1 are Lagrangian
for ω.
4.7.4 (Counterexample.). Obviously, we cannot look for counterexample
in the dimension 2, as here compatibility is the same as the tame condition.
Thus we can suppose that V = R4. We take Λ0 = R
2×{0} and Λ1 = {0}×R2.
The standard symplectic form ω0 =
∑
i
dxi ∧ dyi is given by
ω0(z, z
′) =
〈
x, y′
〉− 〈y, x′〉
Let B ∈ R2×2 be any matrix with Det(B) 6= 0. Observe the 2−form
ωB(z, z
′) :=
〈
x,By′
〉− 〈y, Bx′〉
Notice that ωB =
∑
i,j
bijdxi ∧ dyj. Any symplectic form in R4 can be written
in the form
ω = a dx1 ∧ dx2 + c dy1 ∧ dy2 + ωB
Notice that Λ0 = R
2 × {0} is Lagrangian if and only if a = 0 and similarly
Λ1 is Lagrangian if and only if c = 0. Thus both Λi, i = 0, 1 are Lagrangian
if and only if ω = ωB.
Let A(t) ∈ R2×2 with Det(A(t)) 6= 0. Observe the following smooth
family of J(t).
J(t) :=
(
0 −A(t)−1
A(t) 0
)
Then J(t) are compatible with ω0 if and only if A(t) = A(t)
T > 0 and J(t)
are tame with ω0 if and only if A(t)+A(t)
T > 0. Similarly we have that J(t)
are compatible with ωB if and only if BA = (BA)
T = ATBT > 0. Consider
the following three matrices A1 = Id
A2 =
(
1 0
0 1 + ε
)
A3 =
(
1 ε
ε 1
)
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These three matrices all satisfy the condition A = AT and they are all
positive definite for small ǫ. Observe the fourth matrix A4 given by
A4 =
(
1 ǫ
0 1
)
Then such matrix A4 is obviously not symmetric but it satisfies the con-
dition A4 + A
T
4 > 0.
Lemma 4.7.5. Let Ai, i = 1, 2, 3 be as above and let B ∈ R2×2 with
det(B) 6= 0 be such that
BAi = Ai
TBT . (4.129)
Then there exists a constant λ such that B = λId.
Proof. Notice first that in the case of A1 = Id the above condition is equiv-
alent to
B = BT =
(
b11 b12
b12 b22
)
If the equality (4.129) is satisfied for A1 and A2 then it also holds for their
difference, as well as forM1 =
1
ε
(A2−A1). From the equality BM1 = MT1 BT
we obtain that b12 = 0. Similarly we have that the equality (4.129) also holds
for the matrixM2 =
1
ε
(A3−A1). From the equality BM2 = MT2 BT we obtain
b11 = b22 = λ.
Now we can finish the counterexample. Take a path A(t) going through
all these matrices ( Ai, i = 1, · · · , 4) and such that A(t) + A(t)T > 0. For
example we can take A(0) = A1, A(
1
3
) = A2 , A(
2
3
) = A3 and A(1) = A4.
Then J(t) is tamed by ω0 for all t, but there doesn’t exist a 2−form ω
such that J(t) are compatible with ω and that Λi, i = 1, 2 are Lagrangian
subspaces. That follows from Lemma 4.7.5. If it would exit such ω, then we
would have that ω = ωB and the matrix B satisfies BA = A
TBT for all t ∈
[0, 1]. Particularly the matrix B satisfies that condition for t = i
3
, i = 0, 1, 2.
Then it follows from Lemma 4.7.5 that B = λId, but the fourth matrix A4
isn’t symmetric and this is the contradiction!

Chapter 5
Applications in Lagrangian
Floer homology
One of the three main technical ingredients in Lagrangian Floer theory is
the Floer gluing theorem. (The other two are Floer–Gromov compactness
and the linear elliptic Fredholm theory, including the Fredholm-index-equals-
Maslov-index theorem). In chapter 4 we introduce a new approach to La-
grangian Floer gluing using nonlinear Hardy spaces. The purpose of the
present chapter is to explain how the main result in chapter 4 implies the
relevant gluing theorems in Lagrangian Floer theory (see Floer [4, 5] and
Oh [17]) via intersection theory in a path space. More precisely, we prove
the following results.
I: Boundary Map. The mod two count of solutions of the Floer equation
for regular Floer data defines a map with square zero (Theorem 5.1.5).
II: Chain Map. The mod two count of solutions of the time dependent
Floer equation, associated to a regular homotopy of Floer data, defines a ho-
momorphism that intertwines the Floer boundary operators (Theorem 5.2.4).
III: Chain Homotopy Equivalence. The induced morphism on Floer
homology in II is independent of the choice of the homotopy (Theorem 5.2.5).
IV: Catenation. Two composable morphisms on Floer homology as in III
satisfy the composition rule under catenation of homotopies (Theorem 5.2.6).
The exposition here is restricted to monotone Lagrangian submanifolds
with minimal Maslov numbers at least three. On the other hand we do not
impose any restrictions on the fundamental groups or on the monotonicity
factors of the Lagrangian submanifolds and hence it is necessary to work with
Novikov rings. This chapter represents joint work with Prof. D. Salamon.
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5.1 Floer Homology
This section is of expository nature. It discusses the basic setup of La-
grangian Floer theory in the monotone case (see [4, 5, 17]). More precisely,
we consider the following setting.
(H) (M,ω) is a compact symplectic manifold without boundary and
L0, L1 ⊂M
are compact Lagrangian submanifolds without boundary. For i = 0, 1
the pair (M,Li) is monotone with minimal Maslov number at least
three, i.e. for every smooth map u : (D, ∂D) → (M,Li) the Maslov
number µ(u) has absolute value at least three, and there is a constant
τi > 0 such that ∫
D
u∗ω = τiµ(u)
every smooth map u : (D, ∂D)→ (M,Li).
5.1.1 (The Floer Equation and the Energy Identity). Fix a regular
Hamiltonian functionH = {Ht}0≤t≤1 ∈ Hreg(M,L0, L1) and a smooth family
of ω-tame almost complex structures J = {Jt}0≤t≤1 ∈ J (M,ω). The Floer
equation has the form
∂su+ Jt(u)(∂tu−XHt(u)) = 0, u(s, 0) ∈ L0, u(s, 1) ∈ L1, (5.1)
for a smooth map u : R× [0, 1]→ M . The energy of a solution u of (5.1)
is defined by
EH(u) :=
1
2
∫ ∞
−∞
∫ 1
0
(
|∂su|2t + |∂tu−XHt(u)|2t
)
dtds.
Here
〈
ξ, η
〉
t
:= 1
2
(ω(ξ, Jtη) + ω(η, Jtξ)) denotes the Riemannian metric de-
termined by ω and Jt. If the energy is finite then the limits
x±(t) := lim
s→±∞
u(s, t) ∈ L0 ∩ L1 (5.2)
exist and belong to C(L0, L1;H) (see for example [21]). The convergence
is with all derivatives, uniform in t, and exponential. For two solutions x±
of (4.3) denote the space of finite energy solutions of (5.1) and (5.2) by
M(x−, x+;H, J) := {u : R× [0, 1]→M ∣∣ (5.1), (5.2), EH(u) <∞} .
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(When H = 0 we abbreviate M(x−, x+; J) := M(x−, x+;H, J).) Thus
M(x−, x+;H, J) is the space of Floer trajectories from x− to x+. Every
finite energy solution of (5.1) and (5.2) satisfies the energy identity
EH(u) =
∫
R×[0,1]
u∗ω −
∫ 1
0
Ht(x
−(t)) dt+
∫ 1
0
Ht(x
+(t)) dt. (5.3)
5.1.2 (Regular Pairs). A family J ∈ J (M,ω) is called regular for L0,
L1, H if every finite energy solution u : R × [0, 1] → M of (5.1) is regular
in the sense that the linearized operator Du is surjective. The set of regular
families J ∈ J (M,ω) will be denoted by Jreg(M,L0, L1, H). It is a residual
subset of the space of J (M,ω) (see Floer [4, 5]). A pair (H, J) ∈ H(M) ×
J (M,ω) is called a regular pair for (L0, L1) if H ∈ Hreg(M,L0, L1) and
J ∈ Jreg(M,L0, L1, H). The set of regular pairs for (L0, L1) is a residual
subset of H(M)× J (M,ω) and will be denoted by
HJ reg(M,L0, L1) :=
{
(H, J)
∣∣ H ∈ Hreg(M,L0, L1),
J ∈ Jreg(M,L0, L1, H)
}
.
When L0⊤∩ L1 and H = 0 we write Jreg(M,L0, L1) := Jreg(M,L0, L1, H).
5.1.3 (Novikov Rings). Denote the universal Novikov ring with Z2
coefficients by
Λ :=
{∑
ε∈R
λεe
−ε
∣∣∣λε ∈ Z2, #{ε ≤ c | λε 6= 0} <∞ ∀ c ∈ R} .
Each element of Λ can be thought of as a function R → Z2 : ε 7→ λε with
finite support over each half infinite interval (−∞, c]. The universal Novikov
ring is a field with multiplication λλ′ :=
∑
ε
∑
δ λδλ
′
ε−δe
−ε.
5.1.4 (The Floer Chain Complex). Assume (M,L0, L1) satisfy (H) and
let (H, J) ∈ HJ reg(M,L0, L1). The Floer chain complex of L0, L1, H is
the vector space over Λ generated by the solutions of (4.3). It is denoted by
CF∗(L0, L1;H) :=
⊗
x∈C(L0,L1;H)
Λx. (5.4)
When H = 0 this chain complex is generated by the intersection points of L0
and L1. Under our assumptions the space M(x−, x+;H, J) of Floer trajec-
tories is a smooth manifold whose local dimension near u ∈M(x−, x+;H, J)
is the Viterbo–Maslov index µH(u) (see [4, 5, 19, 20, 27]). For every integer
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k ≥ 0 and every constant ε > 0 denote the space of Floer trajectories from
x− to x+ with Viterbo–Maslov index k and energy ε by
Mkε(x−, x+;H, J) :=
{
u ∈M(x−, x+;H, J) |µH(u) = k, EH(u) = ε
}
.
This space is a k-dimensional manifold and (for k > 0) it carries a free and
proper action of R by translation. The quotient
M̂kε(x−, x+;H, J) :=Mkε(x−, x+;H, J)/R
is a manifold of dimension k − 1. It follows from our hypotheses that∑
ε≤c
#M̂1ε(x−, x+;H, J) <∞ ∀ c > 0. (5.5)
Define the operator ∂ = ∂H,J : CF∗(L0, L1;H)→ CF∗(L0, L1;H) by
∂H,Jx :=
∑
y∈C(L0,L1;H)
∑
ε
#M̂1ε(x, y;H, J)e−εy (5.6)
for x ∈ C(L0, L1;H). The following theorems assert that (5.6) is indeed a
boundary operator and that the resulting Floer homology groups are invari-
ant under Hamiltonian isotopy. The original proof by Floer [4, 5] was carried
out under the assumption π2(M,Li) = 0. Floer’s results were later extended
to the monotone setting by Oh [17].
Theorem 5.1.5 (Boundary Operator). Assume (H) and let (H, J) be a
regular pair for (L0, L1). Let ∂
H,J : CF∗(L0, L1;H) → CF∗(L0, L1;H) be
defined by (5.6). Then ∂H,J ◦ ∂H,J = 0.
Proof. See Section 5.4.
5.1.6 (Floer Homology). The homology
HF∗(L0, L1;H, J) :=
ker ∂H,J
im ∂H,J
of the chain complex in Theorem 5.1.5 is called the Floer homology group
of (L0, L1) associated to the regular pair (H, J). The Floer homology of
(L0, L1) is independent of the choice of the regular pair (H, J) up to canonical
isomorphism.
Theorem 5.1.7 (Invariance). Assume (H). There is a collection of iso-
morphisms Φβα : HF∗(L0, L1;Hα, Jα) → HF∗(L0, L1;Hβ, Jβ), one for any
two regular pairs (Hα, Jα) and (Hβ, Jβ), satisfying
Φγβ ◦ Φβα = Φγα, Φαα = id
for all (Hα, Jα), (Hβ, Jβ), (Hγ, Jγ) ∈ HJ reg(M,L0, L1).
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5.1.8 (Naturality). Assume (H) and let (H, J) ∈ HJ reg(M,L0, L1). Let
[0, 1] → Diff(M,ω) : t 7→ ψt be a Hamiltonian isotopy with corresponding
family of Hamiltonian functions Kt : M → R, 0 ≤ t ≤ 1, so that
∂tψt = Yt ◦ ψt, ι(Yt)ω = dKt. (5.7)
We do not assume that ψ0 is the identity. Let u : R × [0, 1] → M be a
solution of (5.1) and define
u˜(s, t) := ψ−1t (u(s, t)), L˜0 := ψ
−1
0 (L0), L˜1 := ψ
−1
1 (L1),
and
H˜t := (Ht −Kt) ◦ ψt, X˜t := ψ∗t (Xt − Yt), J˜t := ψ∗t Jt.
Then H˜t generates the Hamiltonian isotopy φ˜t := ψ
−1
t ◦φt◦ψ0 and u˜ satisfies
the Floer equation
∂su˜+ J˜t(u˜)(∂tu˜− X˜t(u˜)) = 0, u˜(s, 0) ∈ L˜0, u˜(s, 1) ∈ L˜1. (5.8)
Thus pullback by ψt induces an isomorphism of Floer homology groups
ψ∗ : HF∗(L0, L1;H, J)→ HF∗(L˜0, L˜1; H˜, J˜).
5.1.9 (Regular Floer Data and Naturality). Let (M,ω) be a compact
symplectic manifold without boundary and denote by Freg = Freg(M,ω) the
set of regular Floer data (L0, L1, H, J), where L0, L1 ⊂ M are Lagrangian
submanifolds satisfying (H) and (H, J) is regular pair for (L0, L1). The group
G = G (M,ω) of Hamiltonian isotopies ψ = {ψt}0≤t≤1 of (M,ω) (starting at
any symplectomorphism) acts contravariantly on Freg via
ψ∗(L0, L1, H, J) := (ψ
−1
0 (L0), ψ
−1
1 (L1), ψ
∗H,ψ∗J),
where
(ψ∗H)t := (Ht −Kt) ◦ ψt, (ψ∗J)t := ψ∗t Jt,
and Kt is a family of Hamiltonian functions generating ψt via (5.7). More
precisely, the homomorphism π2(M,Li) → π2(M,ψ−1i (Li)) : u 7→ ψ−1i ◦ u
preserves the Maslov index and the symplectic area for i = 0, 1. Hence
the pair (ψ−10 (L0), ψ
−1
1 (L1)) satisfies (H) whenever (L0, L1) does. Second, it
follows from 5.1.8 that (ψ∗H,ψ∗J) ∈ HJ reg(M,ψ−10 (L0), ψ−11 (L1)) whenever
(H, J) ∈ HJ reg(M,L0, L1).
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Theorem 5.1.10 (Lagrangian Seidel Homomorphism). Fix a compact
symplectic manifold (M,ω) without boundary. There is a collection of iso-
morphisms
ψ∗ : HF∗(L0, L1;H, J)→ HF∗(ψ−10 (L0), ψ−11 (L1);ψ∗H,ψ∗J),
one for every (L0, L1, H, J) ∈ Freg and every ψ ∈ G , satisfying the following.
(Functoriality) For all (L0, L1, H, J) ∈ Freg and φ, ψ ∈ G we have
(ψφ)∗ = φ∗ ◦ ψ∗ : HF∗(L0, L1)→ HF∗(φ−10 (ψ−10 (L0)), φ−11 (ψ−11 (L1))).
(Naturality) Let (L0, L1) satisfy (H), suppose (H
α, Jα), (Hβ, Jβ) are regu-
lar pairs for (L0, L1), and let ψ ∈ G . Then the following diagram commutes
HF∗(L0, L1;Hα, Jα)
ψ∗
//
Φβα

HF∗(ψ−10 (L0), ψ
−1
1 (L1);ψ
∗Hα, ψ∗Jα)
Φβα

HF∗(L0, L1;Hβ, Jβ)
ψ∗
// HF∗(ψ−10 (L0), ψ
−1
1 (L1);ψ
∗Hβ, ψ∗Jβ)
. (5.9)
(Isotopy) Let (L0, L1, H
α, Jα) ∈ Freg and φ, ψ ∈ G such that
φ−10 (L0) = ψ
−1
0 (L0) =: L˜0, φ
−1
1 (L1) = ψ
−1
1 (L1) =: L˜1.
Define
(H˜β, J˜β) := (φ∗Hα, φ∗Jα), (H˜γ, J˜γ) := (ψ∗Hα, ψ∗Jα).
Suppose φ is isotopic to ψ by a Hamiltonian isotopy {ψλt }0≤t,λ≤1 that satis-
fies ψλ0 (L0) = L˜0 and ψ
λ
1 (L1) = L˜1 for all λ. Then the following diagram
commutes
HF∗(L0, L1;H, J)
φ∗
tt❥❥❥
❥❥❥
❥❥❥
❥❥❥ ψ∗
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚
HF∗(L˜0, L˜1; H˜β, J˜β)
Φγβ
// HF∗(L˜0, L˜1; H˜γ, J˜γ)
(5.10)
Here Φγβ is the isomorphism of Theorem 5.1.7.
Proof. See Section 5.2.
Remark 5.1.11. (i) The Floer homology group HF∗(L0, L1) is a connected
simple system in the sense of Conley, i.e. a small category with precisely
one (iso)morphism between any two objects. The objects are regular pairs
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(H, J) and the morphisms are the isomorphisms Φβα of Theorem 5.1.7. More
precisely one can define HF∗(L0, L1) as the set of all tuples {ξα}α of elements
ξα ∈ HF(L0, L1;Hα, Jα),
one for each regular pair (Hα, Jα) ∈ HJ reg(M,L0, L1), that satisfy
ξβ = Φβαξα
for all α, β. This is a vector space over the universal Novikov ring Λ.
(ii) Theorem 5.1.10 shows that Floer homology is a contravariant functor
from the category of Lagrangian pairs L0, L1 ⊂M satisfying (H), where the
morphisms from (L0, L1) to (L˜0, L˜1) are homotopy classes of Hamiltonian
isotopies {ψt}0≤t≤1 of (M,ω) satisfying
ψ−10 (L0) = L˜0, ψ
−1
1 (L1) = L˜1,
to the category of vector spaces over Λ.
(iii) The Floer chain complex is not equipped with a natural grading. A
grading can be introduced via Seidel’s notion of graded Lagrangian subman-
ifolds, but we shall not discuss this here. If the Lagrangian submanifolds are
oriented the Floer homology groups are graded modulo two by the intersec-
tion indices.
(iv) In favorable cases the moduli space M(x, y;H, J) of Floer trajecto-
ries are orientable and the Floer homology groups can be defined over the
integers. However, we shall not discuss this here.
(v) The definition of the Floer homology groups of pairs of monotone La-
grangian submanifolds can sometimes be extended to the case where the
minimal Maslov number is two. In this case, for i = 0, 1 and a generic
almost complex structures Ji, there is a finite number of Ji-holomorphic
Maslov index two discs inM with boundary in Li, passing through a generic
point in Li. The parity εi ∈ {0, 1} of this number is independent of Ji and
of the chosen point in Li. The Floer homology groups can still be defined
if either a) ε0 = ε1 = 0 or b) ε0 + ε1 = 0 and the factors τ0 = τ1 in the
definition of monotonicity agree.
(vi) One can define the Floer homology groups with coefficients in Z2 if
in (H2) we have τ0 = τ1 =: τ and in addition the fundamental group of the
space P of paths from L0 to L1 is generated, modulo torsion, by π2(M,L0)
and π2(M,L1). This the case whenever the image of the homomorphism
π1(Li) → π1(M) consists of torsion classes for i = 0, 1 (see Oh [17]). Here
we do not make these assumptions and instead work with the Novikov ring Λ.
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(vii) Let (S, σ) be a compact monotone symplectic manifold without bound-
ary and let φ : S → S be a symplectomorphism. Choose M := S × S with
the product symplectic form ω := π∗2σ − π∗1σ and let L0 := ∆ (the diagonal
in M ×M) and L1 := graph(φ). Then there is a natural isomorphism
HF∗(∆, graph(φ)) ∼= HF∗(φ).
(See [3] for the definition of HF(φ) and [1] for the isomorphism.)
5.1.12 (Outline). The proof of the identity ∂2 = 0 in Theorem 5.1.5 is
based on the study of the moduli space M2(x, z;H, J) of index-2 solu-
tions of the Floer equation (5.1) for two solutions x, z of (4.3). The 1-
dimensional quotient space M̂2(x, z;H, J) will in general not be compact.
It can be compactified by including the zero dimensional product spaces
M̂1(x, y;H, J) × M̂1(y, z;H, J) over all solutions y of (4.3). This is the
content of the Floer gluing theorem (Section 5.4). In the present chap-
ter we reduce Floer gluing to intersection theory in a path space (Theo-
rem 4.1.8). This requires a monotonicity result for J-holomorphic curves
with Lagrangian boundary conditions and a convergence theorem for a suit-
able family of nonlinear Hardy spaces.
5.2 Invariance
5.2.1 (Homotopy of Floer Data). Assume (H) and let
(Hα, Jα), (Hβ, Jβ) ∈ HJ reg(M,L0, L1)
be two regular pairs for (L0, L1) (see 5.1.2). Choose two Hamiltonian func-
tions F,G : R× [0, 1]×M → R and a smooth family J = {Js,t}(s,t)∈R×[0,1] of
ω-tame almost complex structures on M such that
Fs,0|L0 = constant, Fs,1|L1 = constant (5.11)
for every s ∈ R and, for some T > 0, Fs,t = 0 for |s| ≥ T and
Gs,t =
{ −Hαt , if s ≤ −T,
−Hβt , if s ≥ T,
Js,t =
{
Jαt , if s ≤ −T,
Jβt , if s ≥ T.
(5.12)
Here we denote Fs,t := F (s, t, ·) and Gs,t := G(s, t, ·). Such a triple (F,G, J)
is called a homotopy from (Hα, Jα) to (Hβ, Jβ). Condition (5.11) guar-
antees that L0 is invariant under the Hamiltonian isotopy generated by Fs,0
and L1 is invariant under the Hamiltonian isotopy generated by Fs,1. Equiv-
alently, L˜0 := R × L0 and L˜1 := R × L1 are Lagrangian submanifolds of
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the symplectic manifold M˜ := R × [0, 1] × M with the symplectic form
ω˜ := ω − dM˜(F ds+Gdt) + cds ∧ dt (where c > max(∂sG− ∂tF + {F,G}).
Associated to every such homotopy is the time dependent Floer equa-
tion for a smooth map u : R× [0, 1]→M . It has the form
∂su+XFs,t(u) + Js,t(u)
(
∂tu+XGs,t(u)
)
= 0,
u(s, 0) ∈ L0, u(s, 1) ∈ L1.
(5.13)
For s ∈ R and t ∈ [0, 1] denote by |ξ|s,t :=
√
ω(ξ, Js,tξ) the Riemannian
metric associated to ω and Js,t. The energy of a solution u of (5.13) is
defined by
EF,G(u) :=
1
2
∫ ∞
−∞
∫ 1
0
(∣∣∂su+XFs,t(u)∣∣2s,t + ∣∣∂tu+XGs,t(u)∣∣2s,t) dtds
=
∫ ∞
−∞
∫ 1
0
ω
(
∂su+XFs,t(u), ∂tu+XGs,t(u)
)
dtds.
If u is a solution of (5.13) with finite energy, then the limits
xα(t) = lim
s→−∞
u(s, t), xβ(t) = lim
s→∞
u(s, t) (5.14)
exist and xα ∈ C(L0, L1;Hα), xβ ∈ C(L0, L1;Hβ). The convergence is uni-
form in t, with all derivatives, and exponential.
5.2.2 (Relative Symplectic Action). The relative symplectic action
of a finite energy solution u of (5.13) and (5.14) is the topological invariant
AH(u) ∈ R, defined by
AH(u) :=
∫
R×[0,1]
u∗ω −
∫ 1
0
Hαt (x
α(t)) dt+
∫ 1
0
Hβt (x
β(t)) dt. (5.15)
It is related to the energy by the formula
EF,G(u) = AH(u) +
∫ ∞
−∞
∫ 1
0
(
∂sG− ∂tF + {F,G}
)
(u) dtds
+
∫ ∞
−∞
(
Fs,1(u(s, 1))− Fs,0(u(s, 0))
)
ds.
(5.16)
The two integrals on the right satisfy a uniform bound, independent of u.
Note that the energy agrees with the relative symplectic action whenever
Fs,t = 0 and Gs,t = −Ht for all s and t.
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5.2.3 (Regular Homotopies). A homotopy (F,G, J) of Floer data from
(Hα, Jα) to (Hβ, Jβ) as in 5.2.1 is called regular if every finite energy solu-
tion of (5.13) is regular in the sense that the linearized operator is surjective.
The existence of a regular homotopy follows from standard transversality
theory for the Floer equation (see for example [8]). Fix a regular homotopy
(F,G, J) from (Hα, Jα) to (Hβ, Jβ). Then the space
M(xα, xβ;F,G, J) := {u : R× [0, 1]→M | (5.13), (5.14), AH(u) <∞}
of all smooth finite energy solutions of (5.13) and (5.14) is a smooth manifold
whose local dimension near u is given by a suitable Maslov index µH(u). The
k-dimensional part of M(xα, xβ;F,G, J) with action equal to ε is denoted
Mkε(xα, xβ;F,G, J) :=
{
u ∈M(xα, xβ;F,G, J)
∣∣∣∣ µH(u) = kAH(u) = ε
}
.
In the regular case the Floer–Gromov compactness theorem asserts that
the union of the spaces M0ε(xα, xβ;F,G, J) over all ε ≤ c is a finite set
for all xα ∈ C(L0, L1;Hα), xβ ∈ C(L0, L1;Hβ) and c > 0. Thus a regular
homotopy (F,G, J) from (Hα, Jα) to (Hβ, Jβ) determines a linear operator
ΦβαF,G,J : CF∗(L0, L1;H
α)→ CF∗(L0, L1;Hβ), defined by
ΦβαF,G,Jx
α :=
∑
xβ∈C(L0,L1;Hβ)
∑
ε>0
#2M0ε(xα, xβ ;F,G, J)e−εxβ (5.17)
for xα ∈ C(L0, L1;Hα).
Theorem 5.2.4 (Chain Map). Assume (H). Let (Hα, Jα), (Hβ, Jβ) be reg-
ular pairs for (L0, L1) and let (F,G, J) be a regular homotopy from (H
α, Jα)
to (Hβ, Jβ). Then ∂H
β ,Jβ ◦ ΦβαF,G,J = ΦβαF,G,J ◦ ∂Hα,Jα.
Proof. See Section 5.3 for a generalization.
Theorem 5.2.5 (Chain Homotopy Equivalence). Assume (H) and let
(Hα, Jα), (Hβ, Jβ), (F,G, J) be as in Theorem 5.2.4. Then the induced op-
erator Φβα : HF∗(L0, L1;Hα, Jα) → HF∗(L0, L1;Hβ, Jβ) on Floer homology
is independent of the choice of the regular homotopy (F,G, J) from (Hα, Jα)
to (Hβ, Jβ), used to define it.
Proof. See Section 5.3 for a generalization.
Theorem 5.2.6 (Catenation). Assume (H) and let (Hα, Jα), (Hβ, Jβ),
(Hγ, Jγ) be regular pairs for (L0, L1). Let Φ
βα, Φγβ, Φγα, Φαα be the opera-
tors on Floer homology defined in Theorems 5.2.4 and 5.2.5. Then Φαα = id
and Φγβ ◦ Φβα = Φγα.
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Proof. See Section 5.3 for a generalization.
5.2.7 (Naturality). Let F,G, J be as in Theorem 5.2.4 and suppose that
u : R × [0, 1] → M is a finite energy solution of (5.13). Let R × [0, 1] →
Diff(M,ω) : (s, t) 7→ ψs,t be a smooth family of Hamiltonian symplecto-
morphisms such that ∂sψs,t = 0 for |s| sufficiently large and the Lagrangian
submanifolds
L˜0 := ψ
−1
s,0(L0), L˜1 := ψ
−1
s,1(L1)
are independent of s. Then there exist smooth families of Hamiltonian func-
tions As,t, Bs,t : M → R for s ∈ R and 0 ≤ t ≤ 1 such that As,0|L0 = 0,
As,1|L1 = 0, A has compact support, and
∂sψs,t +XAs,t ◦ ψs,t = 0, ∂tψs,t +XBs,t ◦ ψs,t = 0.
It follows that the function κ(s, t) := ∂sBs,t − ∂tAs,t + {As,t, Bs,t} on M is
constant for all s and t and vanishes for |s| sufficiently large. Define
u˜(s, t) := ψ−1s,t (u(s, t)), J˜s,t := ψ
∗
s,tJs,t,
F˜s,t := (Fs,t − As,t) ◦ ψs,t, G˜s,t := (Gs,t − Bs,t) ◦ ψs,t.
Then u˜ is a solution of (5.13) with F,G, J replaced by F˜ , G˜, J˜ . Moreover,
we have
∂sG˜− ∂tF˜ + {F˜ , G˜} = (∂sG− ∂tF + {F,G}) ◦ ψ − κ.
Hence the action of u˜ agrees with the action of u and the energy of u˜ agrees
with the energy of u up to a global additive constant.
Corollary 5.2.8. Assume (H), let (Hα, Jα) be a regular pair for (L0, L1),
and let {ψt} be a Hamiltonian isotopy such that
ψ0(L0) = L0, ψ1(L1) = L1. (5.18)
Let Kt be a family of Hamiltonian functions generating ψt via (5.7) and
define
Hβt := (H
α
t −Kt) ◦ ψt, Jβt := ψ∗t Jαt .
Then (Hβ, Jβ) is a regular pair for (L0, L1). If {ψt}0≤t≤1 is Hamiltonian
isotopic to the constant path ψ0,t = id subject to (5.18) then
Φβα = ψ∗ : HF(L0, L1;Hα, Jα)→ HF(L0, L1;Hβ, Jβ).
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Proof. By assumption, there exists a Hamiltonian isotopy
R× [0, 1]×M → M : (s, t, p) 7→ ψs,t(p)
such that
ψs,t =
{
id, if s ≤ 0,
ψt, if s ≥ 1, ψs,0(L0) = L0, ψs,1(L1) = L1.
Choose Hamiltonian functions As,t, Bs,t : M → R such that A has compact
support, As,0|L0 = 0, As,1|L1 = 0, Bs,t = −Kt for s ≥ 1, and
∂sψs,t +XAs,t ◦ ψs,t = 0, ∂tψs,t +XBs,t ◦ ψs,t = 0.
Define
F˜s,t := −As,t ◦ ψs,t, G˜s,t := (−Hαt − Bs,t) ◦ ψs,t, J˜s,t := ψ∗s,tJαt .
Then (F˜ , G˜, J˜) is a homotopy from (Hα, Jα) to (Hβ, Jβ) as in 5.2.1, satisfy-
ing (5.11) and (5.12). Moreover, a smooth function u : R × [0, 1] → M is a
solution of (5.1) with H = Hα and J = Jα if and only if the function
u˜(s, t) := ψ−1s,t (u(s, t))
is a solution of (5.13) with F,G, J replaced by F˜ , G˜, J˜ (see 5.2.7). Since
(Hα, Jα) is a regular pair for (L0, L1), this implies that (F˜ , G˜, J˜) is a regular
homotopy from (Hα, Jα) to (Hβ, Jβ). It also implies that the homomorphism
on the Floer chain complex, induced by (F˜ , G˜, J˜) agrees with ψ∗:
Φβα
F˜ ,G˜,J˜
= ψ∗ : CF∗(L0, L1;Hα)→ CF∗(L0, L1;Hβ).
Hence the assertion of Corollary 5.2.8 follows from Theorems 5.2.4 and 5.2.5.
Proof of Theorem 5.1.7. Let (Hα, Jα) and (Hβ, Jβ) be as in Theorem 5.2.4.
By Theorems 5.2.4 and 5.2.5 there is a unique operator
Φβα : HF∗(L0, L1;Hα, Jα)→ HF∗(L0, L1;Hβ, Jβ).
By Theorem 5.2.6 this is an isomorphism with inverse Φαβ and these opera-
tors satisfy the requirements of Theorem 5.1.7.
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Proof of Theorem 5.1.10. Suppose M,L0, L1 satisfy (H), let (H, J) be a reg-
ular pair for (L0, L1), and let
ψ = {ψt}0≤t≤1
be a Hamiltonian isotopy of (M,ω), starting at any symplectomorphism.
By 5.1.8, pullback defines an isomorphism
ψ∗ : HF∗(L0, L1;H, J)→ HF∗(ψ−10 (L0), ψ−11 (L1);ψ∗H,ψ∗J).
That these isomorphisms satisfy the (Functoriality) condition is obvious
from the definitions. That they satisfy the (Naturality) condition follows
from 5.2.7 with
ψs,t := ψt, As,t := 0, Bs,t := −Kt.
That they satisfy the (Isotopy) condition with φt = id follows from Corol-
lary 5.2.8. That they satisfy the (Isotopy) condition in general follows from
the special case φt = id and the (Functoriality) condition. This proves The-
orem 5.1.10.
5.3 Field Theory
It is convenient to extend the discussion of the previous section to a more
general class of surfaces Σ with cylindrical ends (replacing the strip). In
our exposition we follow the discussion in Seidel [26, pages 100-112]. The
complex structure j on the surface will be fixed. Throughout we abbreviate
R
+ := [0,∞), R− := (−∞, 0].
Let (M,ω) be a compact symplectic manifold without boundary and
L = L(M,ω)
be the set of all compact Lagrangian submanifolds L ⊂M without boundary
such that (M,L) is monotone with minimal Maslov number at least three.
Associated to (M,ω) is a category L = L (M,ω) defined as follows.
Definition 5.3.1 (The Category of Lagrangian pairs).
(Objects) An object of L is a map I → L×L : i 7→ (Li0, Li1), defined
on a finite set I.
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(String Cobordisms) Fix two objects (Lα0 , L
α
1 ) = {Lαi0, Lαi1}i∈Iα and
(Lβ0 , L
β
1 ) = {Lβi0, Lβi1}i∈Iβ in L (M,ω). A string cobordism from (Lα0 , Lα1 )
to (Lβ0 , L
β
1 ) is a tuple
(Σ, L) =
(
Σ, {Lz}z∈∂Σ, {ια,−i }i∈Iα, {ιβ,+i }i∈Iβ
)
consisting of an oriented 2-manifold Σ with boundary, a locally constant
map ∂Σ→ L : z 7→ Lz, and orientation preserving embeddings{
ια,−i : R
− × [0, 1]→ Σ}
i∈Iα,
{
ιβ,+i : R
+ × [0, 1]→ Σ}
i∈Iβ ,
that satisfy the following conditions.
(a) The images of the embeddings ια,−i , i ∈ Iα, and ιβ,+i , i ∈ Iβ, are pairwise
disjoint and their complement has compact closure.
(b) For i ∈ Iα and s ≤ 0 we have Lια,−i (s,0) = L
α
i0 and Lια,−i (s,1)
= Lαi1.
(c) For i ∈ Iβ and s ≥ 0 we have Lιβ,+i (s,0) = L
β
i0 and Lιβ,+i (s,1)
= Lβi1.
(Morphisms) Let (Σ′, L′) = (Σ′, {L′z′}z′∈∂Σ′, {ι′α,−i }i∈Iα, {ι′β,+i }i∈Iβ) be
another string cobordism from (Lα0 , L
α
1 ) to (L
β
0 , L
β
1 ). The string cobordisms
(Σ, L) and (Σ′, L′) are called equivalent if there is an orientation preserving
diffeomorphism φ : Σ→ Σ′ such that
L′φ(z) = Lz, ι
′α,−
i = φ ◦ ια,−i , ι′β,+j = φ ◦ ιβ,+j
for z ∈ ∂Σ, i ∈ Iα, j ∈ Iβ. A morphism in L from (Lα0 , Lα1 ) to (Lβ0 , Lβ1 )
is an equivalence class [Σ, L] of string cobordisms.
(Catenation) Let
(Σαβ, Lαβ) =
(
Σαβ , {Lαβz }z∈∂Σαβ , {ια,−i }i∈Iα, {ιβ,+i }i∈Iβ
)
(5.19)
be a string cobordism from (Lα0 , L
α
1 ) to (L
β
0 , L
β
1 ) and
(Σβγ, Lβγ) =
(
Σβγ, {Lβγz }z∈∂Σβγ , {ιβ,−i }i∈Iβ , {ιγ,+i }i∈Iγ
)
(5.20)
be a string cobordism from (Lβ0 , L
β
1 ) to (L
γ
0 , L
γ
1). For T > 0 the T -catena-
tion of these string cobordisms is the string cobordism
(Σαβ , Lαβ)#T (Σ
βγ , Lβγ) =
(
ΣαγT , {Lαγz }z∈∂ΣαγT , {ι
α,−
i }i∈Iα, {ιγ,+i }i∈Iγ
)
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from {Lαi0, Lαi1}i∈Iα to {Lγi0, Lγi1}i∈Iγ , defined as follows. The 2-manifold ΣαγT
is defined as the quotient
ΣαγT :=
Σαβ2T ⊔ Σβγ2T
≡ ,
Σαβ2T := Σ
αβ \
⋃
i∈Iβ
ιβ,+i ([2T,∞)× [0, 1]),
Σβγ2T := Σ
βγ \
⋃
i∈Iβ
ι′β,−i ((−∞,−2T ]× [0, 1]),
(5.21)
and the equivalence relation is given by ιβ,+i (s, t) ≡ ιβ,−i (s− 2T, t) for i ∈ Iβ,
0 < s < 2T , 0 ≤ t ≤ 1. The Lagrangian submanifolds Lαγz ⊂M are
Lαγz :=
{
Lαβz , for z ∈ ∂Σαβ ∩ Σαβ2T ,
Lβγz , for z ∈ ∂Σβγ ∩ Σβγ2T .
(5.22)
The equivalence class of (Σαβ , Lαβ)#T (Σ
βγ , Lβγ) is independent of T and
depends only on the equivalence classes of (Σαβ , Lαβ) and (Σβγ , Lβγ).
(Composition) The composition in L is defined by
[Σβγ , Lβγ ] ◦ [Σαβ , Lαβ ] := [(Σαβ , Lαβ)#T (Σβγ , Lβγ)].
5.3.2 (Floer Homology). Let (Lα0 , L
α
1 ) = {Lαi0, Lαi1}i∈Iα be an object in L
and fix a corresponding collection (Hα, Jα) = {Hαi , Jαi }i∈Iα of regular pairs.
Associated to these data is the Floer chain complex
CF∗(Lα0 , L
α
1 ;H
α) :=
⊗
i∈Iα
CF∗(Lαi0, L
α
i1;H
α
i )
This is the vector space over Λ generated by the tuples xα = {xαi }i∈Iα with
xαi ∈ C(Lαi0, Lαi1;Hαi ). The boundary operator
∂α := ∂H
α ,Jα :
⊗
i∈Iα
CF∗(Lαi0, L
α
i1;H
α
i )→
⊗
i∈Iα
CF∗(Lαi0, L
α
i1;H
α
i )
is induced by the boundary operators
∂H
α
i ,J
α
i : CF∗(Lαi0, L
α
i1;H
α
i )→ CF∗(Lαi0, Lαi1;Hαi )
of Section 5.1. Its Floer homology group is denoted
HF∗(Lα0 , L
α
0 ;H
α, Jα) :=
ker ∂α
im ∂α
=
⊗
i∈Iα
HF∗(Lαi0, L
α
i1;H
α
i , J
α
i ).
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5.3.3 (Floer Data on String Cobordisms). Fix a string cobordism (Σ, L)
from the object (Lα0 , L
α
1 ) = {Lαi0, Lαi1}i∈Iα in L to (Lβ0 , Lβ1 ) = {Lβi0, Lβi1}i∈Iβ .
A set of Floer data on Σ is a triple (j,H, J) consisting of a complex
structure j on Σ, a 1-form H : TΣ→ Ω0(M), and a smooth family of ω-tame
almost complex structures J = {Jz}z∈Σ, satisfying the following conditions.
(a) ια,−i is holomorphic for i ∈ Iα and ιβ,+i is holomorphic for i ∈ Iβ.
(b) For i ∈ Iα there is a regular pair (Hαi , Jαi ) for (Lαi0, Lαi1) such that
(ια,−i )
∗H = −Hαitdt, Jια,−i (s,t) = J
α
it for s ≤ 0, 0 ≤ t ≤ 1.
(c) For i ∈ Iβ there is a regular pair (Hβi , Jβi ) for (Lβi0, Lβi1) such that
(ιβ,+i )
∗H = −Hβitdt, Jιβ,+i (s,t) = J
β
it for s ≤ 0, 0 ≤ t ≤ 1.
(d) The restriction Hz,ẑ|Lz is constant for z ∈ ∂Σ and ẑ ∈ TZ∂Σ.
The Floer data (j,H, J) are said to connect (Hα, Jα) = {Hαi , Jαi }i∈Iα to
(Hβ, Jβ) = {Hβi , Jβi }i∈Iβ . The tuple S := (Σ, L, j,H, J) is called a framed
string cobordism from the tuple Lα = (Lα0 , Lα1 , Hα, Jα) to the tuple Lβ =
(Lβ0 , L
β
1 , H
β, Jβ).
5.3.4 (The Floer Equation on String Cobordisms). Let (Lα0 , L
α
1 ) and
(Lβ0 , L
β
1 ) be two objects in L and (H
α, Jα) and (Hβ, Jβ) be two correspond-
ing collections of regular pairs. Fix a string cobordism (Σ, L) from (Lα0 , L
α
1 )
to (Lβ0 , L
β
1 ), and a set of Floer data (j,H, J) on Σ from (H
α, Jα) to (Hβ, Jβ).
Associated to these data is the Floer equation
∂¯J,H(u) :=
1
2
(
dHu+ J ◦ (dHu) ◦ j
)
= 0, u(z) ∈ Lz for z ∈ ∂Σ, (5.23)
for smooth maps u : Σ→ M . Here dHu ∈ Ω1(Σ, u∗TM) denotes the 1-form
on Σ with values in the pullback tangent bundle of M , defined by
dHu(z)ẑ := du(z)ẑ +XHz,ẑ(u(z))
for ẑ ∈ TzΣ and we abbreviate (J ◦ (dHu) ◦ j)(z)ẑ := Jz(u(z))dHu(z)j(z)ẑ.
If u : Σ→M is a solution of (5.23) then the functions
uα,−i := u ◦ ια,−i : R− × [0, 1]→ M, i ∈ Iα,
satisfy the usual Floer equation (5.1) for the quadruple (Lαi0, L
α
i1, H
α
i , J
α
i ).
Similarly, the functions
uβ,+i := u ◦ ιβ,+i : R+ × [0, 1]→M, i ∈ Iβ,
satisfy (5.1) for the quadruple (Lβi0, L
β
i1, H
β
i , J
β
i ).
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5.3.5 (The Energy Identity for String Cobordisms). The energy of
a solution u : Σ→ M of (5.23) is defined by
EH(u) :=
1
2
∫
Σ
|dHu|2z dvolΣ
Here dvolΣ ∈ Ω2(Σ) is a volume form compatible with the orientation and〈·, ·〉 := dvolΣ(·, j·) is the associated Riemannian metric on Σ. The term on
the right in (5.26) is the integral of the function Σ → R : z 7→ |dHu(z)|2z,
where |dHu(z)|z denotes the operator norm of dHu(z) : TzΣ→ Tu(z)M with
respect to the above metric on Σ and the Riemannian metric on M deter-
mined by Jz and ω. This integral is independent of the choice of dvolΣ.
If a solution of (5.23) has finite energy EH(u) <∞ then the limits
xαi (t) = lim
s→−∞
uα,−i (s, t), x
β
i (t) = lim
s→∞
uβ,+i (s, t), (5.24)
exist for i ∈ Iα, respectively i ∈ Iβ, the convergence in (5.24) is uniform in t,
with all derivatives, and exponential, and xαi ∈ C(Lαi0, Lαi1;Hαi ) for i ∈ Iα
and xβi ∈ C(Lβi0, Lβi1;Hβi ) for i ∈ Iα. The relative symplectic action of a
solution u : Σ→M of (5.23) and (5.24) is the number
AH(u) :=
∫
Σ
u∗ω −
∑
i∈Iα
∫ 1
0
Hαit(x
α
i (t)) dt+
∑
i∈Iβ
∫ 1
0
Hβit(x
β
i (t)) dt. (5.25)
It is related to the energy by
EH(u) = AH(u) +
∫
Σ
u∗ΩH −
∫
∂Σ
u∗H. (5.26)
The 2-form ΩH ∈ Ω2(Σ,Ω0(M)) is the curvature of H , defined by
ΩH,z(ẑ1, ẑ2) := dHz(ẑ1, ẑ2) + {Hz,ẑ1, Hz,ẑ2} ∈ Ω0(M), ẑ1, ẑ2 ∈ TzΣ.
The value of the first term on the right at a point p ∈ M denotes the
differential of the 1-form
TΣ→ R : (z, ẑ) 7→ Hz,ẑ(p)
and {F,G} := ω(XF , XG) is the Poisson bracket. The scalar differential
forms u∗ΩH ∈ Ω2(Σ) and u∗H ∈ Ω1(Σ) are defined by evaluating at u(z).
Note that (5.16) is a special case of (5.26).
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5.3.6 (Regular Floer Data on String Cobordisms). The Floer data
(j,H, J) are called regular for Σ, L if every finite energy solution of (5.23)
is regular in the sense that the linearized operator is surjective. In this case
the tuple
S := (Σ, L; j,H, J)
is called a regular framed string cobordism from Lα = (Lα0 , Lα1 ;Hα, Jα)
to Lβ = (Lβ0 , Lβ1 ;Hβ, Jβ). The existence of regular Floer data on any string
cobordism (Σ, L) and for any fixed complex structure j on Σ follows from
the standard transversality arguments in Floer theory (see for example [8]
and also [16]). Moreover, it suffices to perturb H in U ×M for any given
fixed nonempty open subset U ⊂ Σ to achieve transversality.
5.3.7 (Morphisms on Floer Homology). Fix a regular set of Floer data
(j,H, J) connecting (Hα, Jα) to (Hβ, Jβ). Fix two tuples of critical points
xα = {xαi }i∈Iα, xβ = {xβi }i∈Iβ
with
xαi ∈ C(Lαi0, Lαi1;Hαi ), xβi ∈ C(Lβi0, Lβi1;Hβi ).
Define
M(xα, xβ; j,H, J) :=
{
u : Σ→M
∣∣∣ (5.23), (5.24), AH(u) <∞} .
This space is a smooth manifold whose local dimension near u is given by a
suitable Maslov index µH(u). The k-dimensional part of M(xα, xβ; j,H, J)
with relative symplectic action ε is denoted
Mkε(xα, xβ; j,H, J) :=
{
u ∈M(xα, xβ; j,H, J)
∣∣∣ µH(u) = k,AH(u) = ε
}
. (5.27)
In the regular case the Floer–Gromov compactness theorem asserts that the
union of the spaces M0ε(xα, xβ; j,H, J) over all ε ≤ c is a finite set for all xα
and xβ and c > 0. Thus (j,H, J) determines a linear operator
ΦβαΣ,L;j,H,J : CF∗(L
α
0 , L
α
1 ;H
α)→ CF∗(Lβ0 , Lβ1 ;Hβ),
defined by
ΦβαΣ,L;j,H,Jx
α :=
∑
xβ
∑
ε
#2M0ε(xα, xβ; j,H, J)e−εxβ. (5.28)
Theorem 5.3.8 (Chain Map). Let S := (Σ, L; j,H, J) be a regular framed
string cobordism from Lα = (Lα0 , Lα1 ;Hα, Jα) to Lβ = (Lβ0 , Lβ1 ;Hβ, Jβ). Then
∂β ◦ ΦβαΣ,L;j,H,J = ΦβαΣ,L;j,H,J ◦ ∂α.
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Proof. See Section 5.4.
5.3.9 (Homotopy of Floer Data). Let (Lα0 , L
α
1 ) and (L
β
0 , L
β
1 ) be two ob-
jects in L and (Hα, Jα) and (Hβ, Jβ) be two corresponding collections of
regular pairs. Let (Σ, L) be a string cobordism from (Lα0 , L
α
1 ) and (L
β
0 , L
β
1 )
and let (j0, H0, J0) and (j1, H1, J1) be two regular sets of Floer data on Σ
from (Hα, Jα) to (Hβ, Jβ). Denote the corresponding chain homomorphism
between the Floer complexes by
Φβα0 ,Φ
βα
1 : CF∗(L
α
0 , L
α
1 ;H
α)→ CF∗(Lβ0 , Lβ1 ;Hβ).
Choose a smooth homotopy
{jλ, Hλ, Jλ}0≤λ≤1
of Floer data from (j0, H0, J0) to (j1, H1, J1), for each λ connecting (H
α, Jα)
to (Hβ, Jβ). The homotopy can be chosen regular in the sense that the
linearized operator for the one parameter Floer equation
∂¯Jλ,Hλ(u) = 0, u(z) ∈ Lz for z ∈ ∂Σ, (5.29)
is surjective. In this case the moduli space
Mkε(xα, xβ; {jλ, Hλ, Jλ}λ) :=
(λ, u)
∣∣∣∣∣
0 ≤ λ ≤ 1, u : Σ→M,
(5.29), (5.24), µH(u) = k,
AHλ(u) = ε
 (5.30)
is a smooth manifold of dimension k + 1 for every tuple xα = {xαi }i∈Iα with
xαi ∈ C(Lαi0, Lαi1;Hαi ) and every xβ = {xβi }i∈Iβ with xβi ∈ C(Lβi0, Lβi1;Hβi ).
Moreover, the usual Floer–Gromov compactness theorem asserts that for
k = −1 the union of the moduli spaces Mkε(xα, xβ ; {jλ, Hλ, Jλ}λ) over all
ε ≤ c is a finite set for all c > 0 and all xα, xβ. Hence there is an operator
Ψβα : CF∗(Lα0 , L
α
1 ;H
α)→ CF∗(Lβ0 , Lβ1 ;Hβ)
defined by
Ψβαxα :=
∑
xβ
∑
ε
#M−1ε (xα, xβ; {jλ, Hλ, Jλ}λ)e−εxβ . (5.31)
Theorem 5.3.10 (Chain Homotopy Equivalence). The above operators
Φβα0 , Φ
βα
1 , and Ψ
βα satisfy the equation
Φβα1 − Φβα0 = ∂β ◦Ψβα +Ψβα ◦ ∂α.
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Proof. See Section 5.4.
Corollary 5.3.11. Let (Σ, L), (j,H, J), and ΦβαΣ,L;j,H,J be as in Theo-
rem 5.3.8. Then the induced homomorphism
ΦβαΣ,L : HF∗(L
α
0 , L
α
1 ;H
α, Jα)→ HF∗(Lβ0 , Lβ1 ;Hβ, Jβ) (5.32)
on Floer homology is independent of the choice of the regular Floer data from
(Hα, Jα) to (Hβ, Jβ), used to define it.
Proof. This follows immediately from Theorem 5.3.10.
Theorem 5.3.12 (Catenation). Fix a string cobordism (Σαβ, Lαβ) from the
object (Lα0 , L
α
1 ) to (L
β
0 , L
β
1 ) and a string cobordism (Σ
βγ , Lβγ) from (Lβ0 , L
β
1 )
to (Lγ0 , L
γ
1) and denote by (Σ
αγ , Lαγ) their T -catenation (for any T > 0).
Let Φβα, Φγβ, Φγα be the operators on Floer homology associated to these
cobordisms via Theorem 5.3.8 and Corollary 5.3.11. Then
Φγβ ◦ Φβα = Φγα. (5.33)
Proof. See Section 5.4.
Proof of Theorems 5.2.4, 5.2.5. Choosing
Σ := R× [0, 1]
we find that Theorem 5.2.4 is a special case of Theorem 5.3.8, and Theo-
rem 5.2.5 is a special case of Corollary 5.3.11.
5.3.13 (The Donaldson Category). Take Σ = ∆ to be a connected genus
zero surface with three cylindrical ends. Then the operator ΦβαΣ,L in Theo-
rem 5.3.8 and Corollary 5.3.11 defines a homomorphism
HF∗(L0, L1)⊗HF∗(L1, L2)→ HF∗(L0, L2).
This is theDonaldson triangle product. Associativity follows by splitting
a genus zero surface with four cylindrical ends. This determines a category,
where the objects are the monotone Lagrangian submanifolds L ∈ L(M,ω)
with minimal Maslov number at least three and the set of morphisms from
L0 to L1 is the Floer homology group HF∗(L0, L1). Composition is given by
the Donaldson triangle product.
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5.4 Floer Gluing
Boundary Operator
In this section we prove Theorem 5.1.5. The proof relies on the following
version of the Floer gluing theorem.
Theorem 5.4.1 (Floer Gluing/Boundary Operator). Assume (H) and
let (H, J) be a regular pair for (L0, L1). Choose three Hamiltonian paths
x, y, z ∈ C(L0, L1;H) and two Floer trajectories u ∈ M1(x, y;H, J) and
v ∈ M1(y, z;H, J). Fix two real numbers su, sv ∈ R. Then there exist
constants T0 > 0 and δ0 > 0 and a smooth map
(T0,∞)→M2(x, z;H, J) : T 7→ uT (5.34)
satisfying the following conditions.
(i) The composition of (5.34) with the projection
M2(x, z;H, J)→ M̂2(x, z;H, J)
is a diffeomorphism onto its image.
(ii) The functions (s, t) 7→ uT (s − T, t) converge to u and the functions
(s, t) 7→ uT (s + T, t) converge to v as T tends to infinity; in both cases
the convergence is uniform with all derivatives on every compact subset of
R× [0, 1]. Moreover,
lim
T→∞
sup
t
(
sup
s≤0
d(uT (s− T, t), u(s, t)) + sup
s≥0
d(uT (s+ T, t), v(s, t))
)
= 0.
(iii) For every T > T0 we have
EH(uT ) = EH(u) + EH(v).
(iv) If u′ ∈M2(x, z;H, J) satisfies
EH(u
′) = EH(u) + EH(v)
and
inf
s∈R
sup
0≤t≤1
d(u′(s, t), u(su, t)) < δ0, inf
s∈R
sup
0≤t≤1
d(u′(s, t), v(sv, t)) < δ0,
(5.35)
then u′ agrees with uT up to time shift for some T > T0.
Proof. See Section 5.6.
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Proof of Theorem 5.1.5. Fix a pair x, z ∈ C(L0, L1;H) and a constant ε > 0.
By Theorem 5.4.1 and the standard compactness theorem for Floer trajec-
tories, the 1-dimensional moduli space
M̂2ε(x, z;H, J) :=
{
[u] ∈ M̂2ε(x, z; J)
∣∣EH(u) = ε}
admits a compactification to a compact 1-manifold M̂
2
ε(x, z;H, J) with
boundary
∂M̂
2
ε(x, z;H, J) =
⋃
y∈C(L0,L1;H)
⋃
0<δ<ε
M̂1δ(x, y;H, J)× M̂1ε−δ(y, z;H, J).
Since every compact 1-manifold has an even number of boundary points,
this implies ∑
y∈C(L0,L1;H)
∑
0<δ<ε
#M̂1δ(x, y;H, J) ·#M̂1ε−δ(y, z;H, J) ∈ 2Z
for every ε > 0 and every pair of intersection points x, z ∈ L0 ∩ L1. This is
equivalent to the formula
∂H,J ◦ ∂H,J = 0
and proves Theorem 5.1.5.
Chain Map
In this section we prove Theorem 5.3.8.
5.4.2. Let (M,ω) be a compact symplectic manifold. Fix two objects
(Lα0 , L
α
1 ) =
{
Lαi0, L
α
i1
}
i∈Iα , (L
β
0 , L
β
1 ) =
{
Lβi0, L
β
i1
}
i∈Iβ
in L (M,ω) and two collections
(Hα, Jα) =
{
Hαi , J
α
i
}
i∈Iα, (H
β, Jβ) =
{
Hβi , J
β
i
}
i∈Iβ
such that (Hαi , J
α
i ) is a regular pair for (L
α
i0, L
α
i1) when i ∈ Iα and (Hβi , Jβi )
is a regular pair for (Lβi0, L
β
i1) when i ∈ Iβ. Let
(Σ, L) =
(
Σ, {Lz}z∈∂Σ, {ια,−i }i∈Iα, {ιβ,+i }i∈Iβ
)
be a string cobordism from (Lα0 , L
α
1 ) to (L
β
0 , L
β
1 ) and let (j,H, J) be a regular
set of Floer data on Σ from (Hα, Jα) to (Hβ, Jβ).
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Theorem 5.4.3 (Floer Gluing/Chain Map). Let (Σ, L) and (j,H, J) be
as in 5.4.2. Fix three tuples
xα = {xαi }i∈Iα, yβ = {yβi }i∈Iβ , zβ = {zβi }i∈Iβ ,
with xαi ∈ C(Lαi0, Lαi1;Hαi ) and yβi , zβi ∈ C(Lβi0, Lβi1;Hβi ), and let
u ∈M0(xα, yβ; j,H, J), v ∈M1(yβ, zβ;Hβ, Jβ).
Thus v = {vi}i∈Iβ with vi ∈ M(yβi , zβi ;Hβi , Jβi ) and there is an index i0 ∈ Iβ
such that vi(s, t) = y
β
i (t) = z
β
i (t) for i 6= i0 and
µH(vi0) = 1.
Fix any nonempty open set W0 ⊂ Σ \ im ιβ,+i0 and a real number sv ∈ R.
Then there exist constants T0 > 0 and δ0 > 0 and a smooth map
(T0,∞)→M1(xα, zβ ; j,H, J) : T 7→ uT (5.36)
satisfying the following conditions.
(i) The map (5.36) is a diffeomorphism onto its image.
(ii) The maps uT converge to u as T tends to infinity and
vi0(s, t) = lim
T→∞
uT
(
ιβ,+i0 (s+ T, t)
)
for s ∈ R and 0 ≤ t ≤ 1. In both cases the convergence is uniform with all
derivatives on every compact subset of Σ, respectively R× [0, 1]. Moreover,
lim
T→∞
 sup
Σ\im ιβ,+i0
d(uT , u) + sup
s≥0
sup
0≤t≤1
d(uT ◦ ιβ,+i0 (s+ T, t), vi0(s, t))
 = 0.
(iii) AH(uT ) = AH(u) +AH(vi0) for every T > T0.
(iv) If u′ ∈M1(xα, zβ ; j,H, J) satisfies
AH(u′) = AH(u) +AH(vi0)
and
sup
W0
d(u′, u) < δ0, inf
s≥0
sup
0≤t≤1
d(u′ ◦ ιβ,+i0 (s, t), vi0(sv, t)) < δ0, (5.37)
then u′ = uT for some T > T0.
Proof. See Section 5.6.
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Proof of Theorem 5.3.8. Abbreviate
Φβα : CF∗(Lα0 , L
α
1 )→ CF∗(Lβ0 , Lβ1 )
for the Floer chain map associated to the Floer data (j,H, J) via (5.28). Fix
two tuples xα, zβ of critical points and consider the 1-dimensional manifold
M1(xα, zβ ; j,H, J). Suppose yβ is another tuple of critical points and
u ∈M0(xα, yβ; j,H, J), v ∈M1(yβ, zβ;Hβ, Jβ).
are solutions of the relevant Floer equation as in Theorem 5.4.3. Then the
image of the gluing map T 7→ uT in Theorem 5.4.3 is an end of the 1-manifold
M1(xα, zβ ; j,H, J). An analogous result shows that every pair of solutions
v ∈ M1(xα, yα;Hα, Jα) and u ∈ M0(yα, zβ; j,H, J) also determines an end
of the 1-manifold M1(xα, zβ; j,H, J). Combining Theorem 5.4.3 with the
standard compactness theorem in Floer theory and our transversality as-
sumptions, we find that every sequence in M1ε(xα, zβ; j,H, J), that does
not have a convergent subsequence, must be contained (after eliminating
finitely elements of the sequence) in the union of the images of these gluing
maps. This shows that the 1-dimensional manifold M1ε(xα, zβ; j,H, J) ad-
mits a compactification M1ε(xα, zβ; j,H, J), which is a compact 1-manifold
with boundary
∂M1ε(xα, zβ ; j,H, J)
=
⋃
yα
⋃
δ
M̂1δ(xα, yβ;Hα, Jα)×M0ε−δ(yβ, zβ ; j,H, J)
∪
⋃
yβ
⋃
δ
M0δ(xα, yβ; j,H, J)× M̂1ε−δ(yβ, zβ ;Hβ, Jβ).
Since every compact 1-manifold has an even number of boundary points,
this implies∑
yα
∑
δ
#M̂1δ(xα, yα;Hα, Jα) ·#M0ε−δ(yα, zβ ; j,H, J)
−
∑
yβ
∑
δ
#M0δ(xα, yβ; j,H, J) ·#M̂1ε−δ(yβ, zβ ;Hβ, Jβ)
∈ 2Z
for all ε and all xα, zβ . This is equivalent to the formula
∂β ◦ Φβα = Φβα ◦ ∂α
and proves Theorem 5.3.8.
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Chain Homotopy Equivalence
In this section we prove Theorem 5.3.10.
5.4.4. Let
Lα = (Lα0 , Lα1 , Hα, Jα), Lβ = (Lβ0 , Lβ1 , Hβ, Jβ)
be as in 5.4.2 and let (Σ, L) be a string cobordism from (Lα0 , L
α
1 ) to (L
β
0 , L
β
1 ).
Choose two regular sets of Floer data (j0, H0, J0) and (j1, H1, J1) on Σ from
(Hα, Jα) to (Hβ, Jβ), and let {jλ, Hλ, Jλ}0≤λ≤1 be a regular homotopy of
Floer data from (j0, H0, J0) to (j1, H1, J1) as in 5.3.9.
Theorem 5.4.5 (Floer Gluing/Chain Homotopy Equivalence). Let
(Σ, L) and (jλ, Hλ, Jλ) be as in 5.4.4. Fix three tuples
xα = {xαi }i∈Iα, yβ = {yβi }i∈Iβ , zβ = {zβi }i∈Iβ
with xαi ∈ C(Lαi0, Lαi1;Hαi ) and yβi , zβi ∈ C(Lβi0, Lβi1;Hβi ). Let
0 < λ < 1, u ∈ M−1(xα, yβ; jλ, Hλ, Jλ), v ∈M1(yβ, zβ;Hβ, Jβ),
such that vi(s, t) = y
β
i (t) = z
β
i (t) for i 6= i0 and µH(vi0) = 1. Fix any
nonempty open set W0 ⊂ Σ \ imιβ,+i0 and a real number sv ∈ R. Then there
exist constants T0 > 0 and δ0 > 0 and a smooth map
(T0,∞)→M0(xα, zβ ; {jλ, Hλ, Jλ}) : T 7→ (λT , uT ) (5.38)
satisfying the following conditions.
(i) The map (5.38) is a diffeomorphism onto its image.
(ii) uT converges to u, the maps (s, t) 7→ uT ◦ ιβ,+i0 (s + T, t) converge to vi0,
and λT converges to λ as T tends to infinity; in the first two cases cases the
convergence is uniform with all derivatives on every compact subset of Σ,
respectively R× [0, 1]. Moreover,
lim
T→∞
 sup
Σ\im ιβ,+i0
d(uT , u) + sup
s≥0
sup
0≤t≤1
d(uT ◦ ιβ,+i0 (s+ T, t), vi0(s, t))
 = 0.
(iii) AH(uT ) = AH(u) +AH(vi0) for every T > T0.
(iv) If 0 < λ′ < 1 and u′ ∈ M0(xα, zβ ; jλ′ , Hλ′, Jλ′) satisfies
|λ′ − λ| < δ0, AH(u′) = AH(u) +AH(vi0),
sup
W0
d(u′, u) < δ0, inf
s≥0
sup
0≤t≤1
d(u′ ◦ ιβ,+i0 (s, t), vi0(sv, t)) < δ0, (5.39)
then (λ′, u′) = (λT , uT ) for some T > T0.
Proof. See Section 5.6.
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Proof of Theorem 5.3.10. Fix two tuples xα, zβ of critical points and con-
sider the 1-dimensional manifold M0(xα, zβ ; {jλ, Hλ, Jλ}λ). Suppose yβ is
another tuple of critical points and
0 < λ < 1, u ∈ M−1(xα, yβ; jλ, Hλ, Jλ), v ∈M1(yβ, zβ ;Hβ, Jβ).
are solutions of the relevant Floer equation as in Theorem 5.4.5. Then the
image of the gluing map T 7→ uT in Theorem 5.4.5 is an end of the 1-
manifold M0(xα, zβ ; {jλ, Hλ, Jλ}λ). In a similar way, every pair of solutions
v ∈M1(xα, yα;Hα, Jα) and u ∈ M−1(yα, zβ ; jλ, Hλ, Jλ) with 0 < λ < 1 also
determines an end of the 1-manifold M0(xα, zβ ; {jλ, Hλ, Jλ}λ). Combin-
ing Theorem 5.4.5 with the standard compactness theorem in Floer the-
ory and our transversality assumptions, we find that every sequence in
M0ε(xα, zβ ; {jλ, Hλ, Jλ}λ) that does not have a convergent subsequence, is
contained (after eliminating finitely elements of the sequence) in the union
of the images of these gluing maps. This shows that the 1-dimensional man-
ifold M0ε(xα, zβ ; {jλ, Hλ, Jλ}λ) admits a compactification which is a com-
pact 1-manifold with boundary, denoted byM0ε(xα, zβ ; {jλ, Hλ, Jλ}λ), whose
boundary is given by
∂M0ε(xα, zβ ; {jλ, Hλ, Jλ}λ)
=M0ε(xα, zβ ; j0, H0, J0) ∪M0ε(xα, zβ ; j1, H1, J1)
∪
⋃
yα
⋃
δ
M̂1δ(xα, yα;Hα, Jα)×M−1ε−δ(yα, zβ ; {jλ, Hλ, Jλ}λ)
∪
⋃
yβ
⋃
δ
M−1δ (xα, yβ; {jλ, Hλ, Jλ}λ)× M̂1ε−δ(yβ, zβ ;Hβ, Jβ).
Since every compact 1-manifold has an even number of boundary points,
this implies
#M0ε(xα, zβ ; j1, H1, J1)−#M0ε(xα, zβ ; j0, H0, J0)
−
∑
yα
∑
δ
#M̂1δ(xα, yα;Hα, Jα) ·#M−1ε−δ(yα, zβ ; {jλ, Hλ, Jλ}λ)
−
∑
yβ
∑
δ
#M−1δ (xα, yβ; {jλ, Hλ, Jλ}λ) ·#M̂1ε−δ(yβ, zβ;Hβ, Jβ)
∈ 2Z
for all ε and all xα, zβ . This is equivalent to the formula
Φβα1 − Φβα0 = ∂β ◦Ψβα +Ψβα ◦ ∂α
and proves Theorem 5.3.10.
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Catenation
In this section we prove Theorem 5.3.12.
5.4.6. Let (M,ω) be a compact symplectic manifold. Fix three objects
(Lν0, L
ν
1) =
{
Lνi0, L
ν
i1
}
i∈Iν , ν = α, β, γ,
in L (M,ω) and three collections
(Hν , Jν) =
{
Hνi , J
ν
i
}
i∈Iν , ν = α, β, γ,
such that (Hνi , J
ν
i ) is a regular pair for (L
ν
i0, L
ν
i1) when i ∈ Iν . Choose regular
framed string cobordisms
Sαβ = (Σαβ , Lαβ , jαβ, Hαβ, Jαβ)
from (Lα0 , L
α
1 , H
α, Jα) to (Lβ0 , L
β
1 , H
β, Jβ) and
Sβγ = (Σβγ , Lβγ , jβγ, Hβγ, Jβγ)
from (Lβ0 , L
β
1 , H
β, Jβ) to (Lγ0 , L
γ
1 , H
γ, Jγ) (see 5.3.3 and 5.3.6). For T > 0
denote by (ΣαγT , L
αγ
T ) the T -catenation of the string cobordisms (Σ
αβ , Lαβ)
and (Σβγ , Lβγ) (see Definition 5.3.1). This catenation is equipped with Floer
data
(jαγT , H
αγ
T , J
αγ
T ),
defined by restricting the Floer data in (jαβ, Hαβ, Jαβ) to (Σαβ2T , L
αβ
2T ) and
restricting the Floer data (jβγ, Hβγ, Jβγ) to (Σβγ2T , L
βγ
2T ) (see equation (5.21)).
5.4.7. Next we formulate a gluing theorem that holds uniformly for Hamil-
tonian perturbations in neighborhoods of Hαβ and Hβγ. Thus we denote by
Hαβ the space of smooth 1-forms
hαβ : TΣαβ → Ω0(M)
with support in the compact set
Σαβ \ (
⋃
i∈Iα
im ια,−i ∪
⋃
i∈Iβ
im ιβ,+i ).
Likewise, we denote by Hβγ the space of smooth 1-forms
hβγ : TΣβγ → Ω0(M)
with support in the compact set
Σβγ \ (
⋃
i∈Iβ
im ιβ,−i ∪
⋃
i∈Iγ
im ιγ,+i ).
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Theorem 5.4.8 (Floer Gluing/Catenation). Let (Σαβ, Lαβ), (Σβγ , Lβγ),
and (jαβ , Hαβ, Jαβ), (jβγ , Hβγ, Jβγ) be as in 5.4.6. Fix three tuples
xα = {xαi }i∈Iα, xβ = {xβi }i∈Iβ , xγ = {xγi }i∈Iγ
with xνi ∈ C(Lνi0, Lνi1;Hνi ) for i ∈ Iν and ν = α, β, γ, and let
uαβ ∈ M0(xα, xβ; jαβ, Hαβ, Jαβ), uβγ ∈M0(xβ, xγ ; jβγ, Hβγ, Jβγ).
Fix two nonempty open sets
W αβ ⊂ Σαβ \ im ιβ,+, W βγ ⊂ Σβγ \ im ιβ,−,
where im ιβ,± :=
⋃
i∈Iβ im ι
β,±
i . Then there exist a convex open neighborhood
H0 ⊂ Hαβ×Hβγ of the origin, constants T0 > 0 and δ0 > 0, smooth families
uαβh ∈M0(xα, xβ; jαβ, Hαβ + hαβ , Jαβ),
uβγh ∈M0(xβ , xγ; jβγ, Hβγ + hβγ , Jβγ),
(parametrized by h = (hαβ , hβγ) ∈ H0), and a smooth family
uh,T ∈M0(xα, xγ ; jαγT , (H + h)αγT , JαγT ), h ∈ H0, T > T0, (5.40)
satisfying the following conditions.
(i) For h ∈ H0 and T ≥ T0 the solutions uαβh : Σαβ → M , uβγh : Σβγ → M
and uh,T : Σ
αγ
T → M of the Floer equation are regular in the sense that the
linearized operators are bijective. Moreover, uαβ0 = u
αβ and uβγ0 = u
βγ.
(ii) For every h ∈ H0 the maps uαγh,T converge to uαβh , uniformly with all
derivatives on every compact subset of Σαβ, and they converge to uβγh , uni-
formly with all derivatives on every compact subset of Σβγ (as T tends to
infinity). Moreover,
lim
T→∞
sup
h∈H0
(
sup
Σαβ\im ιβ,+
d(uαγh,T , u
αβ
h ) + sup
Σβγ\im ιβ,−
d(uαγh,T , u
βγ
h )
)
= 0.
(iii) For h ∈ H0 and T ≥ T0 we have
AH(uαγh,T ) = AH(uαβh ) +AH(uβγh ).
(iv) If h ∈ H0, T ≥ T0, and u′ ∈M0(xα, xγ; jαγT , (H + h)αγT , JαγT ) satisfy
AH(u′) = AH(uαβh ) +AH(uβγh ),
sup
Wαβ
d(u′, uαβh ) < δ0, sup
W βγ
d(u′, uβγh ) < δ0,
(5.41)
then u′ = uαγh,T .
Proof. See Section 5.6.
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Proof of Theorem 5.3.12. On the chain level the composition
Φγβ ◦ Φβα : CF∗(Lα0 , Lα1 ;Hα)→ CF∗(Lγ0 , Lγ1 ;Hγ)
is given by
ΦγβΦβαxα =
∑
xγ
∑
ε
nαγε (x
α, xγ)e−εxγ ,
where the number nαγε (x
α, xγ) ∈ Z/2Z is defined by
nαγε (x
α, xγ) :=
∑
δ
∑
xβ
nαβδ (x
α, xβ)nβγε−δ(x
β, xγ),
nαβδ (x
α, xβ) := #2M0δ(xα, xβ; jαβ , Hαβ, Jαβ),
nβγε−δ(x
β , xγ) := #2M0ε−δ(xβ , xγ; jβγ, Hβγ, Jβγ).
(5.42)
We prove in four steps that Φγβ ◦ Φβα is chain homotopy equivalent to the
Floer chain map Φγα associated to regular Floer data on the catenation of
the string cobordisms Σαβ and Σβγ .
Step 1. Fix a sequence of real numbers c0 < c1 < c2 < · · · diverging to ∞.
Then there exist sequences of real numbers Tν > 0 and δν > 0 and a sequence
of convex open neighborhoods Hν ⊂ Hαβ × Hβγ of the origin satisfying the
following conditions.
(a) For every ν ∈ N0 we have Tν < Tν+1, δν+1 < δν, and Hν+1 ⊂ Hν .
Moreover, Tν diverges to infinity.
(b) The assertions of Theorem 5.4.8 hold with H0, T0, δ0 replaced by
Hν , Tν , δν for all xα, xβ , xγ and all uαβ and uβγ such that
AH(uαβ) +AH(uβγ) ≤ cν .
(c) For all xα, xγ, all ε ≤ cν, all h ∈ Hν , and all T ≥ Tν the map⋃
δ
⋃
xβ
M0δ(xα, xβ; jαβ , Hαβ, Jαβ)×M0ε−δ(xβ , xγ; jβγ, Hβγ, Jβγ)
→M0ε(xα, xγ; jαγT , (H + h)αγT , JαγT ) : (uαβ, uβγ) 7→ uαγh,T
(5.43)
of Theorem 5.4.8 is bijective.
(d) For all xα, xγ, all ε ≤ cν, all h ∈ Hν, and all T ≥ Tν we have
M−1ε (xα, xγ; jαγT , (H + h)αγT , JαγT ) = ∅.
The proof is by induction on ν. For ν = 0 it follows from Theorem 5.4.8 that
H0, T0, δ0 can be chosen such that (b) holds (because there are only finitely
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many pairs (uαβ, uβγ) as in Theorem 5.4.8 with AH(uαβ) + AH(uβγ) ≤ c0).
After shrinking H0 and increasing T0, if necessary, assertion (b) continues to
be valid and we claim that (c) and (d) hold as well.
We prove this first for (d). Suppose otherwise. Then there exist critical
points xα, xγ , a sequence of Hamiltonian perturbations hk ∈ H0, and a
sequence of real numbers Tk > T0, such that hk converges to zero in the
C∞-topology, Tk diverges to ∞, and for every k⋃
ε≤c0
M−1ε (xα, xγ ; jαγTk , (H + hk)αγTk , JαγTk ) 6= ∅.
Choose a sequence of pairs (εk, uk) such that
uαγk ∈M−1εk (xα, xγ; jαγTk , (H + hk)αγTk , JαγTk ), εk ≤ c0.
Then the standard Floer–Gromov compactness theorem asserts that a suit-
able subsequence of of uαγk converges, modulo bubbling, to a catenation of
finitely many Floer trajectories for (Hα, Jα) running from xα to some critical
point yα, an element of M(yα, yβ; jαβ, Hαβ, Jαβ) for some critical point yβ,
finitely many Floer trajectories for (Hβ, Jβ) running from yβ to some critical
point zβ , an element of M(zβ, zγ ; jβγ, Hβγ, Jβγ) for some critical point zγ ,
and finitely many Floer trajectories for (Hγ, Jγ) running from zγ to xγ . By
monotonicity, the total Fredholm index of this catenation must be less than
or equal to minus one. On the other hand, by our transversality hypothe-
ses, the the total Fredholm index of this catenation must be bigger than or
equal to zero. This contradiction shows that (d) holds after shrinking H0
and increasing T0, if necessary.
Next we prove that (c) holds for a suitable pair H0, T0. It follows directly
from Theorem 5.4.8 (ii) that the map (5.43) is injective for h sufficiently
close to zero and T sufficiently large. Assume, by contradiction, that there
is a pair of critical points xα, xγ , a sequence of Hamiltonian perturbations
hk ∈ H0 converging to zero in the C∞ topology, a sequence Tk → ∞, a
sequence εk ≤ c0, and a sequence
uαγk ∈M0εk(xα, xγ ; jαγTk , (H + hk)αγTk , JαγTk )
that does not belong to the image of the map (5.43) for (h, T ) = (hk, Tk).
Then it follows from monotonicity, transversality, and the same compactness
argument as in the proof of (d) that a suitable subsequence of uαγk converges
to a catenation of an element uαβ ∈M(xα, xβ; jαβ, Hαβ, Jαβ) and an element
uβγ ∈ M(xβ, xγ ; jβγ, Hβγ, Jβγ) for some δ and some xβ . Moreover there
cannot be any bubbling. This means that, for k sufficiently large, the map
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uαγk satisfies the assumptions of Theorem 5.4.8 (iv) and hence does after all
belong to the image of the map (5.43), a contradiction. Thus we have proved
Step 1 for ν = 0.
Now let ν ≥ 1 and suppose that Hν−1, Tν−1, δν−1 have been constructed.
Using Theorem 5.4.8 and the above compactness argument, we find a convex
open neighborhood Hν ⊂ Hν−1 of zero and real numbers Tν > max{ν, Tν−1},
0 < δν < min{1/ν, δν−1} such that (b), (c), and (d) hold. This completes
the induction argument and the sequences satisfy (a) by construction. Thus
we have proved Step 1.
Step 2. Let cν , Tν , δν ,Hν be as in Step 1. Choose hν ∈ Hν such that the
triple (jαγTν , (H + hν)
αγ
Tν
, JαγTν ) is regular and denote by
Φγαν : CF∗(L
α
0 , L
α
1 ;H
α)→ CF∗(Lγ0 , Lγ1 ;Hγ)
the associated homomorphism on the Floer chain complex. Then the coeffi-
cients of Φγαν agree with those of Φ
γβΦβα for action values AH+hν(u) ≤ cν .
The operator Φα,γν is given by
Φγαν x
α =
∑
xγ
∑
ε
nαγν,ε(x
α, xγ)e−εxγ ,
where the number
nαγν,ε(x
α, xγ) := #2M0ε(xα, xγ; jαγTν , (H + hν)αγTν , JαγTν ).
Since hν ∈ Hν , it follows from condition (c) in Step 1 that
nαγν,ε(x
α, xγ) =
∑
δ
∑
xβ
nαβδ (x
α, xβ)nβγε−δ(x
β , xγ)
= nαγε (x
α, xγ)
for ε ≤ cν . (For the last step see equation (5.42).) This proves Step 2.
Step 3. Let cν , Tν , δν ,Hν be as in Step 1 and let hν ,Φγαν be as in Step 2.
Then there exists a sequence of chain homotopy equivalences Ψγαν so that
Φγαν+1 − Φγαν = ∂γ ◦Ψγαν +Ψγαν ◦ ∂α
and all coefficients of Ψγαν have the form λ =
∑
ε>cν
λεe
−ε.
Fix a string cobordism (Σαγ , Lαγ) from (Lα0 , L
α
1 ) to (L
γ
0 , L
γ
1) that is equivalent
to the catenation (ΣαγT , L
αγ
T ) = (Σ
αγ , Lαβ)#T (Σ
βγ, Lβγ) in Definition 5.3.1 for
all T > 0. Choose a family of diffeomorphisms
φT : Σ
αγ → ΣαγT = Σαβ#TΣβγ , T ≥ 1,
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as follows. Our fixed string cobordism is Σαγ := Σαγ1 associated to T = 1.
Now choose a smooth function ρ : R→ [−1, 1] such that ρ′ ≥ 0 and
ρ(s) =
{ −1, for s ≤ −1/2,
1, for s ≥ 1/2.
For T ≥ 1 define ρT : [−1, 1]→ [−T, T ] by
ρT (s) := s+ (T − 1)ρ(s)
Then ρT : [−1, 1] → [−T, T ] is a diffeomorphism with ρT (±1) = ±T and
ρ′T (s) = 1 for |s| ≥ 1/2. Now define φT by
φT (ι
β,+
i (s+ 1, t)) := ι
β,+
i (ρT (s) + T, t)),
φT (ι
β,−
i (s− 1, t)) := ιβ,−i (ρT (s)− T, t))
for |s| ≤ 1, and by the identity on Σαβ \⋃i∈Iβ imιβ,+i and Σβγ \⋃i∈Iβ imιβ,−i .
Now it follows from standard transversality arguments in Floer theory that
there exists a smooth homotopy {hT}Tν≤T≤Tν+1 in Hν form hν to hν+1 such
that the pullbacks φ∗T (j
αγ
T , (H + hT )
αγ
T , J
αγ
T ) of the resulting Floer data on
ΣαγT to Σ
αγ under φT define a regular homotopy of Floer data as in 5.3.9.
Denote by Ψγαν : CF∗(L
α
0 , L
α
1 ;H
α) → CF∗(Lγ0 , Lγ1 ;Hγ) the homomorphism
associated to this homotopy via (5.31). Then, by Theorem 5.3.10, we have
Φγαν+1 − Φγαν = ∂γ ◦Ψγαν +Ψγαν ◦ ∂α.
By equation (5.31) the operator Ψγαν is given by
Ψγαν x
α =
∑
xβ
∑
ε
Nαγν,ε (x
α, xγ)e−εxγ ,
where
Nαγν,ε (x
α, xγ) :=
∑
Tν≤T≤Tν+1
#2M−1ε (xα, xγ; jαγT , (H + hT )αγT , JαγT ) . (5.44)
Since hT ∈ Hν and T ≥ Tν it follows from (d) in Step 1 that the moduli
spaceM−1ε (xα, xγ; jαγT , (H + hT )αγT , JαγT ) is empty, and hence Nαγν,ε (xα, xγ) =
0, whenever ε ≤ cν . This proves Step 3.
Step 4. Let cν , Tν , δν ,Hν be as in Step 1, let hν ,Φγαν be as in Step 2, and
let Ψγαν be as in Step 3. Then the infinite sum
Ψγα := Ψγα0 +Ψ
γα
1 +Ψ
γα
2 + · · ·
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defines a homomorphism from CF∗(Lα0 , L
α
1 ;H
α) to CF∗(L
γ
0 , L
γ
1 ;H
γ) and
ΦγβΦβα − Φγα0 = ∂γ ◦Ψγα +Ψγα ◦ ∂α.
For xα, xγ , and ε define
Nαγε (x
α, xγ) :=
∞∑
ν=0
Nαγν,ε (x
α, xγ),
where the numbers Nαγν,ε (x
α, xγ) are given by (5.44). This sum is finite and∑
εN
αγ
ε (x
α, xγ)e−ε ∈ Λ because Nαγν,ε (xα, xγ) = 0 whenever cν ≥ c ≥ ε.
Hence the infinite sum
Ψαγ :=
∞∑
ν=0
Ψαγν : CF∗(L
α
0 , L
α
1 ;H
α)→ CF∗(Lγ0 , Lγ1 ;Hγ)
is well defined and given by
Ψγαxα =
∑
xγ
∑
ε
Nαγε (x
α, xγ)e−εxγ .
Denote
nαε (x
α, yα) := #2M̂1ε(xα, yα;Hα, Jα)
and similarly for β and γ. Then
nαγε (x
α, xγ)− nαγ0,ε(xα, xγ) =
∞∑
ν=0
(
nαγν+1,ε(x
α, xγ)− nαγν,ε(xα, xγ)
)
=
∞∑
ν=0
∑
yγ
∑
δ
Nαγν,δ (x
α, yγ)nγε−δ(y
γ, xγ)
+
∞∑
ν=0
∑
yα
∑
δ
nαδ (x
α, yα)Nαγν,ε−δ(y
α, xγ)
=
∑
yγ
∑
δ
Nαγδ (x
α, yγ)nγε−δ(y
γ, xγ)
+
∑
yα
∑
δ
nαδ (x
α, yα)Nαγε−δ(y
α, xγ).
Here the finiteness of the first sum on the right follows from Step 2 and the
finiteness of the next two sums follows from Step 3. This proves Step 4 and
Theorem 5.3.12.
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5.5 Truncated String Cobordism
In this section we carry over the results of Theorem 4.1.5 to the case of
truncated surfaces. Fix two objects
(Lα0 , L
α
1 ) =
{
Lαi0, L
α
i1
}
i∈Iα , (L
β
0 , L
β
1 ) =
{
Lβi0, L
β
i1
}
i∈Iβ
in L (M,ω) and two collections
(Hα, Jα) =
{
Hαi , J
α
i
}
i∈Iα, (H
β, Jβ) =
{
Hβi , J
β
i
}
i∈Iβ
such that (Hαi , J
α
i ) is a regular pair for (L
α
i0, L
α
i1) when i ∈ Iα and (Hβi , Jβi )
is a regular pair for (Lβi0, L
β
i1) when i ∈ Iβ. Let
(Σ, L) =
(
Σ, {Lz}z∈∂Σ, {ια,−i }i∈Iα, {ιβ,+i }i∈Iβ
)
be a string cobordism from (Lα0 , L
α
1 ) to (L
β
0 , L
β
1 ) and let (j,H, J) be a
regular set of Floer data on Σ from (Hα, Jα) to (Hβ, Jβ). Fix two tu-
ples xα = {xαi }i∈Iα and yβ = {yβi }i∈Iβ\{i0} with xαi ∈ C(Lαi0, Lαi1;Hαi ) and
yβi ∈ C(Lβi0, Lβi1;Hβi ). Denote with Σ0 a truncated surface
Σ0 := Σ \ ιβ,+i0 ((s0,∞)× [0, 1]).
We define the moduli space of perturbed holomorphic curves whose domain
is truncated surface Σ0 and we prove that it is an infinite dimensional man-
ifold and that the restriction to the non-Lagrangian boundary is injective
immersion.
M :=
u ∈ W 2,2loc (Σ0,M)
∣∣∣∣∣
u satisfies (5.23), EH(u) <∞,
lim
s→−∞
u(ια,−i (s, t)) = x
α
i (t), i ∈ Iα
lim
s→∞
u(ιβ,+i (s, t)) = y
β
i (t), i ∈ Iβ \ {i0}
 .
Theorem 5.5.1. The moduli space M defined above is a Hilbert manifold
and the restriction map
i : M → P, i(u) := u(ιβ,+i0 (s0, ·))
is an injective immersion.
Proof. As in the proof of theorem 4.1.5 we consider some base manifold B
which consists ofW 2,2(Σ0,M) maps and which satisfy the corresponding two
Lagrangian boundary conditions and a Hilbert space bundle E over B. The
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only difference is that this time the fibers consist of (0, 1) forms. The set
M can be seen as the zero set of the sections ∂¯J,H = S of the bundle E .
Thus it is enough to prove that this section is transverse to zero section or
equivalently that the vertical differential Du is surjective. Here
Du :W
2,2
bc (Σ0, u
∗TM)→W 1,2bc (Σ0,Λ0,1 ⊗J u∗TM)
Du(ξ) =
1
2
(
∇ξ +∇ξXH + J ◦ (∇ξ +∇ξXH) ◦ j + (∇ξJ) ◦ dHu ◦ j
)
,
(5.45)
where XH(u) ∈ Ω1(Σ0, u∗TM) and dHu(z) ∈ Ω1(Σ0, u∗TM) is given by
dHu(z)(zˆ) = du(z)(zˆ) + XH(z)(zˆ). Let η ∈ W 1,2bc (Σ0,Λ0,1 ⊗J u∗TM). We
show that there exists ξ ∈ W 2,2bc (Σ0, u∗TM) such that Duξ = η. Let Ui, i =
1, · · · , m be an open cover of Σ0 such that each Ui is diffeomorphic to one
of the following
1) Strip of the form (−∞, 0)× (0, 1) or (0, 1]× (0, 1).
2) Open disc or half disk.
Let βi, i = 1, · · · , m be a partition of unity subordinate to the cover Ui,
supp(βi) ⊂ Ui. We can assume w.l.o.g. that on each Ui we have local con
formal coordinates z = s + it. In these local coordinates the (0, 1) form η
can be written as ηi = βiη = η
i
1ds + Jη
i
1dt, where η1 is a vector field along
u with support in Ui. In each local chart the operator Du can be identified
with the operator
Diξ := (Duξ)(
∂
∂s
) : W 2,2bc (Ui, u
∗TM)→W 1,2bc (Ui, u∗TM).
In local coordinates on Ui the form XH(u) = XF (u)ds + XG(u)dt, where
XF (u), XG(u) are vector fields along u. Thus, the operator Di has the form
Diξ = ∇sξ +∇ξXF + (∇ξJ)(∂tu+XG) + J(u)(∇tξ +∇ξXG)
Analogously as in the proof of Theorem 4.1.5 we can construct an adequate
trivialization Φ of u∗TM |Ui , which transform the operator Di to an operator
of the form (3.37). In the case that Ui is a disk or half disk, we extend first
the functions XF and XG in such a way that we obtain an operator on the
strip. Thus, the same argument as in Corollary 3.3.7 proves that each Di is
surjective. Particularly, this means that for each ηi = βiη there exist ξi such
that supp(ξ) ⊂ Ui and Duξi = ηi. Extend ξi by zero to entire Σ0. We have
Du(
∑
i
ξi) =
∑
i
ηi =
∑
i
βiη = η.
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Thus for ξ =
∑
i ξi, we have Duξ = η. In order to prove that the map-
ping i is injective immersion we need to prove the analogous estimate as in
(4.51), more precisely we prove that each ξ ∈ W 2,2bc (Σ0, u∗TM) satisfies the
inequality
‖ξ‖2,2 ≤ c
(
‖Duξ‖1,2 + ‖ξ ◦ ιβ,+i0 (s0, ·)‖3/2
)
. (5.46)
Let βi be the partition of unity as above and let ξi = βiξ. As in the proof
of the inequality (4.51) ( have a look at Lemma 3.3.6) we have that each ξi
satisfies the following inequality
‖ξi‖2,2 ≤ c
(
‖Duξi‖1,2 + ‖Kiξ‖1,2 + ‖ξi ◦ ιβ,+i0 (s0, ·))‖3/2
)
,
where Ki are some compact operators ( for example just a restriction oper-
ator to some compact set). Summing these inequalities for all i we obtain
‖ξ‖2,2 ≤ c
(∑
i
‖Du(βiξ)‖1,2 +
∑
i
‖Kiξi‖1,2 + ‖ξ ◦ ιβ,+i0 (s0, ·))‖3/2
)
≤ c
(∑
i
‖βiDu(ξ)‖1,2 +
∑
i
(‖β˙iξ‖1,2 + ‖Kiξi‖1,2) + ‖ξ ◦ ιβ,+i0 (s0, ·))‖3/2
)
≤ c
(
‖Duξ‖1,2 + ‖Kξ‖1,2 + ‖ξ ◦ ιβ,+i0 (s0, ·))‖3/2
)
,
where K is some compact operator. From unique continuation we have that
the mapping ξ 7→ (Duξ, ξ ◦ ιβ,+i0 (s0, ·)) is injective and as the above inequality
holds its image is closed, thus from the open mapping theorem its inverse is
also bounded and we can omit the middle term from the above inequality.
Thus, we have proved the inequality (5.46). This inequality implies that
the mapping i is an immersion, and from unique continuation of perturbed
holomorphic curves follows that i is also injective.
5.6 Proof of the Floer Gluing Theorems
Boundary Operator
In this section we prove Theorem 5.4.1.
Lemma 5.6.1. Assume (H) and let (H, J) be a regular pair for (L0, L1).
Let x, y ∈ C(L0, L1;H) and fix a real number δ > 0. Then, for every Floer
trajectory u ∈ M(x, y;H, J) with EH(u) > δ, there is a unique real number
Tδ(u) such that ∫ Tδ(u)
−∞
∫ 1
0
|∂su|2t dtds = δ.
Proof of the Floer Gluing Theorems 183
Moreover, the map
Tδ : {u ∈ M(x, y;H, J) |EH(u) > δ} → R
is smooth.
Proof. Define the map EH :M(x, y;H, J)× R→ (0,∞) by
EH(u, T ) :=
∫ T
−∞
∫ 1
0
|∂su|2t dtds.
This map is smooth and
∂
∂T
EH(u, T ) =
∫ 1
0
|∂su(T, t)|2t dt
for every u ∈ M(x, y;H, J) and every T ∈ R. By unique continuation we
have ∂TEH(u, T ) > 0 for every for every u ∈ M(x, y;H, J) and every T ∈ R
such that EH(u, T ) > 0. Hence the assertions of Lemma 5.6.1 follow from the
intermediate value theorem (existence), the fact that the map T 7→ EH(u, T )
is strictly monotone unless ∂su ≡ 0 (uniqueness), and the implicit function
theorem (smoothness).
5.6.2. Let P = P3/2 be the path space defined in equation (4.9). Choose
open neighborhoods U, V ⊂ M of y(0) as in 4.1.6, choose a constant ~ > 0
such that the assertion of Theorem 2.1.4 holds with U, V,Λ = {y(0)}, and
choose a neighborhood U ⊂ P of y and a constant T0 > 0 such that the
assertions of Theorem 4.1.8 are satisfied with x replaced by y. Here the
Hilbert manifolds M∞(y,U ) and M T (y,U ) are defined by (4.16) and the
embeddings
ι∞ : M∞(y,U )→ P ×P, ιT : M T (y,U )→ P ×P
for T ≥ T0 are defined by (4.15) and (4.13).
Proof of Theorem 5.4.1. The proof has five steps.
Step 1. Abbreviate
u± := u|R±×[0,1], v± := v|R±×[0,1].
We may assume without loss of generality that
δu := EH(u
+) < ~/2, δv := EH(v
−) < ~/2, u(0, ·), v(0, ·) ∈ U . (5.47)
184 Chapter 5. Applications in Lagrangian Floer homology
Choose s0 > 0 so large that the solutions u˜, v˜ : R× [0, 1]→ M of the Floer
equations, defined by
u˜(s, t) := u(s+ s0, t), s˜u := su − s0,
v˜(s, t) := v(s− s0, t), s˜v := sv + s0,
satisfy the conditions in (5.47). Assume that Theorem 5.4.1 holds for the
quadruple (u˜, v˜, s˜u, s˜v) and denote the resulting glued solutions of the Floer
equation by u˜T ∈M2(x, z;H, J) for T > T˜0. Then the functions
uT (s, t) := u˜T−s0(s, t), T > T0 := T˜0 + s0
satisfy the requirements of Theorem 5.4.1 for the quadruple (u, v, su, sv).
Step 2. Construction of the map (T0,∞)→M2(x, z;H, J) : T 7→ uT .
By Step 1, we have (u+, v−) ∈ M∞(y,U ) and
(u(0, ·), v(0, ·)) = ι∞(u+, v−) ∈ W ∞(y,U ).
Now define
ε− := EH(u−) = EH(u)− δu, ε+ := EH(v+) = EH(v)− δv.
Then the spaces
M−(x, ε−) :=
w− ∈ W 2,2loc (R− × [0, 1],M)
∣∣∣∣∣
w− satisfies (5.1),
EH(w
−) = ε−,
lim
s→−∞
w−(s, t) = x(t)
 ,
M+(z, ε+) :=
w+ ∈ W 2,2loc (R− × [0, 1],M)
∣∣∣∣∣
w+ satisfies (5.1),
EH(w
+) = ε+,
lim
s→∞
w+(s, t) = z(t)

are Hilbert manifolds and the restriction maps
ι− : M−(x, ε−)→ P, ι+ : M+(z, ε+)→ P
defined by ι−(w−) := w−(0, ·) and ι+(w+) := w+(0, ·) are injective immer-
sions. The transversality condition asserts that the map
ι− × ι+ : M−(x, ε−)×M+(z, ε+)→ P ×P (5.48)
intersects the submanifold
W ∞(y,U ) = ι∞(M∞(y,U )) ⊂ P ×P
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transversally in the point (u(0, ·), v(0, ·)) = (ι−(u−), ι+(v+)). Moreover, the
Fredholm index is zero, so the intersection point is isolated. Hence, by
Theorem 4.1.8, the map (5.48) is also transverse to the submanifold
W T (y,U ) = ιT (M T (y,U )) ⊂ P ×P
for T sufficiently large. Hence it follows from the infinite dimensional inverse
function theorem that there is a T0 > 0 such that, for every T > T0, there
exists a unique pair (u−T , v
+
T ) ∈ M−(x, ε−)×M+(z, ε+) near the pair (u−, v+)
such that
(
ι−(u−T ), ι
+(v+T )
) ∈ W T (y,U ). Thus, for T > T0, there is a unique
element wT ∈ M T (y,U ) such that
wT (−T, t) = u−T (0, t), wT (T, t) = v+T (0, t)
for every t ∈ [0, 1]. Now define uT : R× [0, 1]→M by
uT (s, t) :=

u−T (s + T, t), if s ≤ −T,
wT (s, t), if |s| ≤ T,
v+T (s− T, t), if s ≥ T.
(5.49)
Then uT ∈M2(x, z;H, J) for every T ≥ T0. This proves Step 2.
Step 3. The map T 7→ uT satisfies (i) and (iii).
For w ∈M2(x, z;H, J) denote its equivalence class under time shift by [w].
Define the map T :M2(x, z;H, J)→ (0,∞) by
T (w) :=
Tε−+δu+δv(w)− Tε−(w)
2
for w ∈M2(x, z;H, J). This map is smooth, by Lemma 5.6.1, and is invari-
ant under time shift. Hence the map descends to the quotient M̂2(x, z;H, J).
Moreover, by construction
EH(uT ) = EH(u) + EH(v) = ε
− + δu + δv + ε+. (5.50)
The energy of uT on (−∞, T ]× [0, 1] is equal to ε− and the energy of uT on
[T,∞)× [0, 1] is equal to ε+. Hence Tε−+δu+δv(uT ) = T and Tε−(uT ) = −T ,
and hence T (uT ) = T for every T > T0. This shows that the map
(T0,∞)→ M̂2(x, z;H, J) : T 7→ [uT ]
is injective, its image is an open subset of the 1-manifold M̂2(x, z;H, J), and
its inverse is smooth by Lemma 5.6.1. Thus we have proved Step 3.
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Step 4. The map T 7→ uT satisfies (ii).
By construction in Step 2, the functions u−T converge to u
− := u|R−×[0,1] in
the Hilbert manifold M−(x, ε−) as T tends to infinity, and the functions v+T
converge to v+ := v|R+×[0,1] in the Hilbert manifold M+(z, ε+) as T tends to
infinity. (See the proof of Step 2.) (It follows also from the construction that
uT ([−T, T ] × {t}) is contained in the neighborhood Ut = φt(U) of y(t) for
every t ∈ [0, 1] and every T > T0.) Hence uT (s−T, t) = u−T (s, t) converges to
u(s, t) in theW 2,2 topology on R−×[0, 1] and uT (s+T, t) = u+T (s, t) converges
to v(s, t) in the W 2,2 topology on R+ × [0, 1]. By elliptic bootstrapping
it follows that the functions uT (−T + ·, ·) converges to u uniformly with
all derivatives on every compact subset of (−∞, 0) × [0, 1]. Likewise, the
functions uT (T + ·, ·) converge to v uniformly with all derivatives on every
compact subset of (0,∞) × [0, 1]. Since no energy is lost, by (ii), one can
now use the standard compactness theorem for Floer trajectories to exclude
bubbling and prove in both cases that the convergence is in the C∞ topology
on every compact subset of R× [0, 1]. The above convergence statement in
the Hilbert manifold M−(x, ε−) also implies that uT (s − T, t) converges
to u(s, t) uniformly on R− × [0, 1] and hence on every subset of the form
(−∞, b] × [0, 1]. Likewise, uT (s + T, t) converges to v(s, t) uniformly on
every subset of the form [a,∞)× [0, 1].
Step 5. The map T 7→ uT satisfies (iv).
Assume, by contradiction, that (iv) does not hold. Then there are sequences
wi ∈M2(x, z;H, J) and s−i < s+i such that
(a) [wi] 6= [uT ] for every i and every T > T0,
(b) EH(wi) = EH(u) + EH(v) for every i, and
(c) For 0 ≤ t ≤ 1 we have
lim
i→∞
wi(s
−
i , t) = u(su, t), lim
i→∞
wi(s
+
i , t) = v(sv, t).
The convergence is uniform in t.
By the standard elliptic bootstrapping, bubbling, and removal of singulari-
ties argument, we may assume, passing to a subsequence if necessary, that
the sequence wi(s
±
i + ·, ·) converges, uniformly with all derivatives on every
compact subset of the complement of a finite set in R × [0, 1], to a smooth
finite energy solution u± : R × [0, 1] → M of (5.1). (See [16, Chapter 4].)
By (c) we have
u−(0, t) = u(su, t), u+(0, t) = v(sv, t)
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for every t ∈ [0, 1]. Hence it follows from unique continuation that
u−(s, t) = u(su + s, t), u+(s, t) = v(sv + s, t)
for all s and t. Since u and v are not related by time shift, it follows that
s+i − s−i diverges to ∞.
Moreover, it follows from (b) that there is no loss of energy. Hence there
is no bubbling and
u(s, t) = lim
i→∞
wi(r
−
i + s, t), r
−
i := s
−
i − su,
v(s, t) = lim
i→∞
wi(r
+
i + s, t), r
+
i := s
+
i + sv.
(5.51)
The convergence is uniform with all derivatives on every compact subset of
R× [0, 1]. This implies that, for every T > 0,
εT := EH(u) + EH(v)−
∫ T
−T
∫ 1
0
|∂su|2t −
∫ T
−T
∫ 1
0
|∂sv|2t
= lim
i→∞
(
EH(wi)−
∫ r−i +T
r−i −T
∫ 1
0
|∂swi|2t −
∫ r+i +T
r+i −T
∫ 1
0
|∂swi|2t
)
= lim
i→∞
(∫ r−i −T
−∞
∫ 1
0
|∂swi|2t +
∫ r+i −T
r−i +T
∫ 1
0
|∂swi|2t +
∫ ∞
r+i +T
∫ 1
0
|∂swi|2t
)
.
Here we have used (b). Taking the limit T → ∞, we deduce that all three
limits on the right converge to zero as T tends to infinity. Hence
ε− =
∫ 0
−∞
∫ 1
0
|∂su|2t = limT→∞
∫ 0
−T
∫ 1
0
|∂su|2t = limT→∞ limi→∞
∫ r−i
r−i −T
∫ 1
0
|∂swi|2t
= lim
T→∞
lim
i→∞
∫ r−i
r−i −T
∫ 1
0
|∂swi|2t + limT→∞ limi→∞
∫ r−i −T
−∞
∫ 1
0
|∂swi|2t
= lim
i→∞
∫ r−i
−∞
∫ 1
0
|∂swi|2t ,
and similarly ε+ = limi→∞
∫∞
r+i
∫ 1
0
|∂swi|2t . Adding to r±i a sequence converg-
ing to zero, if necessary, we may assume w.l.o.g. that, for every i,
ε− =
∫ r−i
−∞
∫ 1
0
|∂swi|2t , ε+ =
∫ ∞
r+i
∫ 1
0
|∂swi|2t . (5.52)
We claim that, for large i,
wi (Ti + ·, ·) = uTi , Ti := 12
(
r+i − r−i
)
(5.53)
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for i sufficiently large, in contradiction to (a). To see this, note that by (5.52),
u−i := wi(r
−
i + ·, ·)|R−×[0,1] ∈ M−(x, ε−),
v+i := wi(r
+
i + ·, ·)|R+×[0,1] ∈ M+(z, ε+).
Then, by (5.51) and (5.52), the sequence u−i converges to u
− in M−(x, ε−)
and the sequence v+i converges to v
+ in M+(z, ε+). Moreover, by (b)
and (5.52), we have
∫ r+i
r−i
∫ 1
0
|∂swi|2t = δu + δv < ~ for every i. Since
lim
i→∞
wi(r
−
i , ·) = u(0, ·) ∈ U , lim
i→∞
wi(r
+
i , ·) = v(0, ·) ∈ U ,
where the convergence is in the topology of P = P3/2, it follows from the
definition of ~ in the proof of Step 2, that
(ι−(u−i ), ι
+(v+i )) = (wi(r
−
i , ·), wi(r+i , ·)) ∈ W Ti(y,U )
for i sufficiently large. Hence it follows from the definition of uT in (5.49)
that
uTi(s, t) :=

u−i (s+ Ti, t), if s ≤ −Ti,
wi(
r+i +r
−
i
2
+ s, t), if |s| ≤ Ti,
v+i (s− Ti, t), if s ≥ Ti,
 = wi (Ti + s, t) .
This proves equation (5.53) and Theorem 5.4.1.
Chain Map
In this section we prove Theorem 5.4.3.
5.6.3. Let (Σ, L) be a string cobordism in L (M,ω) from (Lα0 , L
α
1 ) to
(Lβ0 , L
β
1 ), (j,H, J) be regular set of Floer data on (Σ, L) from (H
α, Jα) to
(Hβ, Jβ), and
u ∈M0(xα, yβ; j,H, J), v ∈M1(yβ, zβ;Hβ, Jβ),
as in the assumptions of Theorem 5.4.3. Thus
v = {vi}i∈Iβ , vi ∈ M(yβi , zβi ;Hβi , Jβi ),
and there is an index i0 ∈ Iβ such that vi(s, t) = yβi (t) = zβi (t) for i 6= i0 and
µH(vi0) = 1.
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5.6.4. As in 5.6.2, let P = P3/2 be the path space defined in equa-
tion (4.34). Choose open neighborhoods U, V ⊂ M of yβi0(0) as in 4.1.6,
choose a constant ~ > 0 such that the assertion of Theorem 2.1.4 holds with
U, V,Λ = {yβi0(0)}, and choose a neighborhood U ⊂ P of yβi0 and a constant
T0 > 0 such that the assertions of Theorem 4.1.8 are satisfied with x replaced
by yβi0. Here the Hilbert manifolds M
∞(yβi0,U ) and M
T (yβi0 ,U ) are defined
by (4.16) and the embeddings
ι∞ : M∞(yβi0,U )→ P ×P, ιT : M T (yβi0,U )→ P ×P
for T ≥ T0 are defined by (4.15) and (4.13). Denote their images by
W ∞(yβi0,U ) := ι
∞(M∞(yβi0,U )), W
T (yβi0 ,U ) := ι
T (M T (yβi0,U )).
Proof of Theorem 5.4.3. The proof has three steps.
Step 1. Construction of the map (T0,∞)→M1(xα, zβ ; j,H, J) : T 7→ uT .
Choose s0 > 0 so large that∫ ∞
s0
∫ 1
0
∣∣∣∂su(ιβ,+i0 (s, t))∣∣∣2
t
dtds < ~/2,
δv :=
∫ −s0
−∞
∫ 1
0
|∂sv(s, t)|2t dtds < ~/2,
u(ιβ,+i0 (s0, ·)) ∈ U , vi0(−s0, ·) ∈ U .
(5.54)
Then
(u(ιβ,+i0 (s0, ·)), vi0(−s0, ·)) ∈ W ∞(yβi0,U ).
Denote
Σ0 := Σ \ ιβ,+i0 ((s0,∞)× [0, 1]), εv := EH(v)− δv.
Then the spaces
M− :=
w− ∈ W 2,2loc (Σ0,M)
∣∣∣∣∣
w− satisfies (5.23), EH(w−) <∞,
lim
s→−∞
w−(ια,−i (s, t)) = x
α
i (t), i ∈ Iα
lim
s→∞
w−(ιβ,+i (s, t)) = y
β
i (t), i ∈ Iβ \ {i0}
 ,
M+ :=
w+ ∈ W 2,2loc ([−s0,∞)× [0, 1],M)
∣∣∣∣∣
w+ satisfies (5.1),
EH(w
+) = εv,
lim
s→∞
w+(s, t) = zβi0(t)

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are Hilbert manifolds and the restriction maps ι± : M± → P, defined by
ι−(w−) := w−(ιβ,+i0 (s0, ·)), ι+(w+) := w+(−s0, ·),
are injective immersions (see 4.1.5). By transversality, the map
ι− × ι+ : M− ×M+ → P ×P (5.55)
intersects the submanifold W ∞(yβi0,U ) transversally in the point
(u(ιβ,+i0 (s0, ·)), v(−s0, ·)) =
(
ι−(u|Σ0), ι+(v|[−s0,∞)×[0,1])
)
.
Moreover, the Fredholm index is zero, so the intersection point is isolated.
Hence, by Theorem 4.1.8, the map (5.55) is also transverse to the subman-
ifold W T (yβi0,U ) for T sufficiently large. Hence it follows from the infinite
dimensional inverse function theorem that there is a T0 > 0 such that, for
every T > T0, there exists a unique pair (u
−
T , v
+
T ) ∈ M−×M+ near the pair
(u|Σ0, v|[−s0,∞)×[0,1]) such that(
ι−(u−T ), ι
+(v+T )
) ∈ W T (y,U ).
Thus, for T > T0, there is a unique element wT ∈ M T (yβi0,U ) such that
wT (−T, t) = u−T (ιβ,+i0 (s0, t)), wT (T, t) = v+T (−s0, t)
for every t ∈ [0, 1]. Now define uT : R× [0, 1]→M by
uT (z) := u
−
T (z), if z ∈ Σ0,
uT (ι
β,+
i0
(s0 + s, t)) := wT (−T + s, t), if |s| ≤ T,
uT (ι
β,+
i0
(s0 + 2T + s, t)) := v
+
T (−s0 + s, t), if s ≥ 0.
(5.56)
Then uT ∈ M 1(xα, zβ; j,H, J) for every T ≥ T0. This proves Step 1.
Step 2. The map T 7→ uT satisfies (i), (ii), and (iii).
It follows directly from the construction and the homotopy invariance of
the integral of the pullback of ω under maps with Lagrangian boundary
conditions that ∫
Σ
u∗Tω =
∫
Σ
u∗ω +
∫
R×[0,1]
v∗ω
for every T > T0. Hence AH(uT ) = AH(u) + AH(v) for every T ≥ T0 and
this proves (iii). Consider the open subset
Mεv :=
{
w ∈ M 1(xα, zβ ; j,H, J)
∣∣∣∣ ∫ ∞
s0
∫ 1
0
∣∣∣w(ιβ,+i0 (s, t)∣∣∣2
t
dtds > εv
}
.
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Then, for each w ∈ Mεv , there is a unique T = T (w) > 0 such that∫ ∞
s0+2T
∫ 1
0
∣∣∣w(ιβ,+i0 (s, t)∣∣∣2
t
dtds = εv
By Lemma 5.6.1 the map Mεv → (0,∞) : w 7→ T (w) is smooth. Moreover,
by construction we have uT ∈ Mεv and T (uT ) = T for every T ≥ T0. Hence
the map T 7→ uT is a diffeomorphism onto its image and this proves (i). The
proof that the map T 7→ uT satisfies (ii) is almost verbatim the same as the
proof of Step 4 in the proof of Theorem 5.4.1 and will be omitted. Thus we
have proved Step 2.
Step 3. The map T 7→ uT satisfies (iv).
Assume, by contradiction, that (iv) does not hold. Then there are sequences
wi ∈M1(xα, zβ; j,H, J) and si ≥ 0 such that
(a) wi 6= uT for every i and every T > T0,
(b) AH(wi) = AH(u) +AH(v) for every i, and
(c) lim
i→∞
sup
W0
d(wi, u) = 0 and lim
i→∞
sup
0≤t≤1
d(wi(ι
β,+
i0
(si, t), v(sv, t)) = 0.
By the standard elliptic bootstrapping, bubbling, and removal of singularities
argument, we may assume, passing to a subsequence if necessary, that the
sequence wi converges uniformly with all derivatives on every compact subset
of the complement of a finite set in Σ to a smooth finite energy solution
u˜ : Σ→M of (5.23), and the sequence wi(ιβ,+i0 (si+ ·, ·)) converges, uniformly
with all derivatives on every compact subset of the complement of a finite
set in R × [0, 1], to a smooth finite energy solution v˜ : R × [0, 1] → M
of (5.1) (See [16, Chapter 4].) By (c) we have u˜(z) = u(z) for every z ∈ W0
and v˜(0, t) = v(sv, t) for every t ∈ [0, 1]. Hence it follows from unique
continuation that u˜ = u and v˜(s, t) = v(sv + s, t) for all s and t.
Next we claim that si diverges to infinity. Otherwise, by passing to a
further subsequence, it would follow that si → s∗ and hence
u(ιβ,+i0 (s
∗, t)) = lim
i→∞
wi(ι
β,+
i0
(si, t)) = v(sv, t).
By unique continuation it would follow that u(ιβ,+i0 (s
∗ + s, t)) = v(sv + s, t)
for every s ≥ 0 contradicting the fact that
lim
s→∞
u(ιβ,+i0 (s
∗ + s, ·)) = yβi0 6= zβi0 = lims→∞ v(sv + s, ·).
192 Chapter 5. Applications in Lagrangian Floer homology
This shows that si →∞, as claimed.
Next we prove that
lim
i→∞
∫ ∞
ri
∫ 1
0
∣∣∣wi(ιβ,+i0 (s, t))∣∣∣2
t
dtds = εv, ri := si − sv + s0. (5.57)
First, it follows from (b) that there is no loss of energy. Hence there is no
bubbling and
u(z) = lim
i→∞
wi(z), v(s0 + s, t) = lim
i→∞
wi(ι
β,+
i0
(ri + s, t)) (5.58)
The convergence is uniform with all derivatives on every compact subset of
Σ, respectively R× [0, 1]. This implies that, for every T > 0,
lim
i→∞
∫ ri+T
ri
∫ 1
0
∣∣∣wi(ιβ,+i0 (s, t))∣∣∣2
t
dtds =
∫ T
0
∫ 1
0
|v(s0 + s, t))|2t dtds.
Taking the limit T →∞ we obtain
εv = lim
T→∞
∫ T
0
∫ 1
0
|v(s0 + s, t))|2t dtds
= lim
T→∞
lim
i→∞
∫ ri+T
ri
∫ 1
0
∣∣∣wi(ιβ,+i0 (s, t))∣∣∣2
t
dtds
≤ lim
i→∞
∫ ∞
ri
∫ 1
0
∣∣∣wi(ιβ,+i0 (s, t))∣∣∣2
t
dtds.
If the inequality is strict it would follow that AH(wi) > AH(u) +AH(v) for
large i, contradicting (b). Thus we have proved (5.57). It follows from (5.58)
that, for i sufficiently large, we have
zβi0(t) = lims→∞
wi(ι
β,+
i0
(s, t)).
Moreover, passing to a further subsequence and adding to ri a sequence
converging to zero, if necessary, we may assume w.l.o.g. that∫ ∞
ri
∫ 1
0
∣∣∣wi(ιβ,+i0 (s, t))∣∣∣2
t
dtds = εv (5.59)
for every i.
Next we claim that, for large i,
wi = uTi, Ti :=
1
2
(ri − s0) (5.60)
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for i sufficiently large, in contradiction to (a). To see this, note that by (5.59),
u−i := wi|Σ0 ∈ M−,
v+i := wi ◦ ιβ,+i0 (s0 + ri + ·, ·)|[−s0,∞)×[0,1] ∈ M+.
Then, by (5.58) and (5.59), the sequence u−i converges to u
− in M− and the
sequence v+i converges to v
+ in M+. Moreover, by (b) and (5.59), we have∫ ri
s0
∫ 1
0
|∂swi|2t = AH(wi)−AH(wi|Σ0)−
∫ ∞
ri
∫ 1
0
∣∣∣wi(ιβ,+i0 (s, t))∣∣∣2
t
dtds
= AH(wi)−AH(wi|Σ0)− εv
= AH(u) +AH(v)−AH(wi|Σ0)− εv
→ AH(u)−AH(u|Σ0) +AH(v)− εv
=
∫ ∞
s0
∫ 1
0
∣∣∣u(ιβ,+i0 (s, t))∣∣∣2
t
dtds+ δv
< ~.
Here the arrow denotes the limit i → ∞ and the last inequality follows
from (5.54). By (5.58), we have
lim
i→∞
wi(ι
β,+
i0
(s0, ·)) = u(ιβ,+i0 (s0, ·)) ∈ U ,
lim
i→∞
wi(ι
β,+
i0
(ri, ·)) = v(−s0, ·) ∈ U .
Here the convergence is in the C∞ topology and hence also in the topology
of P = P3/2. Hence it follows from the definition of ~ that
(ι−(u−i ), ι
+(v+i )) =
(
wi(ι
β,+
i0
(s0, ·)), wi(ιβ,+i0 (ri, ·))
)
∈ W Ti(yβi0 ,U )
for i sufficiently large. Hence it follows from the definition of uT in (5.56) that
wi = uTi for i sufficiently large. This proves (5.60) and Theorem 5.4.3.
Chain Homotopy Equivalence
In this section we prove Theorem 5.4.5.
5.6.5. Let (Σ, L) be a string cobordism in L (M,ω) from (Lα0 , L
α
1 ) to
(Lβ0 , L
β
1 ), (j0, H0, J0) and (j1, H1, J1) be two regular sets of Floer data on
(Σ, L) from (Hα, Jα) to (Hβ, Jβ), and let {jλ, Hλ, Jλ}0≤λ≤1 be a regular ho-
motopy of Floer data from (j0, H0, J0) to (j1, H1, J1). Let
0 < λ∞ < 1, u ∈M−1(xα, yβ; jλ∞ , Hλ∞ , Jλ∞)
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and
v ∈M1(yβ, zβ ;Hβ, Jβ)
be as in the assumptions of Theorem 5.4.5. Thus there exists an index i0 ∈ Iβ
such that
vi(s, t) = y
β
i (t) = z
β
i (t)
for i 6= i0 and
µH(vi0) = 1.
Choose neighborhoods U, V of yβi0(0), the constant ~ > 0, and the neighbor-
hood U ⊂ P = P3/2 as in 5.6.4.
Proof of Theorem 5.4.5. The proof is almost verbatim the same as that of
Theorem 5.4.3. In Step 1 we must construct the required map
(T0,∞)→M0(xα, yβ; {jλ, Hλ, Jλ}λ) : T 7→ (λT , uT ).
The only difference to the proof of Step 1 in Theorem 5.4.3 is that M− is
now a set of pairs (λ, w−), where λ ∈ [0, 1] and w− ∈ W 2,2(Σ0,M) satisfies
the same conditions as before with (j,H, J) replaced by (jλ, Hλ, Jλ). The
map ι− : M− → P is then given by
ι−(λ, w−) := w−(ιβi0(s0, ·)).
The remainder of the proof of Step 1 is verbatim the same as in the proof of
Theorem 5.4.3. The proof that the resulting map T 7→ (λT , uT ) satisfies the
assertions (i), (ii), (iii), and (iv) of Theorem 5.4.5 can also be carried over
word by word from the proof of Theorem 5.4.3. The details can be safely
left to the reader. This proves Theorem 5.4.5.
Catenation
In this section we prove Theorem 5.4.8.
5.6.6. Let (Σαβ , Lαβ), (Σβγ , Lβγ), and (jαβ, Hαβ, Jαβ), (jβγ , Hβγ, Jβγ) be as
in 5.4.6, and let
uαβ ∈M0(xα, xβ; jαβ , Hαβ, Jαβ), uβγ ∈M0(xβ , xγ; jβγ, Hβγ, Jβγ)
and W αβ ⊂ Σαβ \ im ιβ,+, W βγ ⊂ Σβγ \ im ιβ,− be as in the assumptions of
Theorem 5.4.8. Let Hαβ and Hβγ be as in 5.4.7.
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5.6.7. For i ∈ Iβ let
Pi := P
3/2(Hβi , J
β
i )
be the path space associated to the pair (Hβi , J
β
i ) as in 4.2.9. The proof of
Theorem 5.4.8 involves the product space
P :=
∏
i∈Iβ
Pi
Thus the elements of P are tuples γ = {γi}i∈Iβ with γi ∈ Pi.
For each i ∈ Iβ choose open neighborhoods Ui, Vi ⊂ M of xβi (0) as in
4.1.6, choose a constant ~ > 0 such that the assertion of Theorem 2.1.4 holds
for each i with U = Ui, V = Vi, Λ = {xβi (0)}, and choose neighborhoods Ui ⊂
Pi of x
β
i and a constant T0 > 0 such that the assertions of Theorem 4.1.8
are satisfied with U = Ui and x = x
β
i . The Hilbert manifolds M
∞(xβi ,Ui)
and M T (xβi ,Ui) are defined by (4.16) and the embeddings
ι∞i : M
∞(xβi ,Ui)→ Pi ×Pi, ιTi : M T (xβi ,Ui)→ Pi ×Pi
for T ≥ T0 and i ∈ Iβ are defined by (4.13). Denote their images by
W ∞i := ι
∞(M∞(xβi ,Ui)), W
T
i := ι
T (M T (xβi ,Ui)).
The products
W ∞ :=
∏
i∈Iβ
W ∞i , W
T :=
∏
i∈Iβ
W Ti
are submanifolds of P×P (of infinite dimension and infinite codimension).
By Theorem 4.1.8 the submanifolds W T converge to W ∞ in the C1 topology
as T tends to infinity.
Proof of Theorem 5.4.8. The proof has three steps.
Step 1. Construction of the solutions
uαβh ∈M0(xα, xβ; jαβ, Hαβ + hαβ , Jαβ),
uβγh ∈M0(xβ , xγ; jβγ, Hβγ + hβγ , Jβγ),
uh,T ∈M0(xα, xγ; jαγT , (H + h)αγT , JαγT )
of the Floer equation for h ∈ H0 ⊂ Hαβ ×Hβγ and T ≥ T0.
Choose s0 > 0 so large that∫ ∞
s0
∫ 1
0
∣∣∣∂suαβ(ιβ,+i (s, t))∣∣∣2
t
dtds < ~/2,∫ −s0
−∞
∫ 1
0
∣∣∣∂suβ,γ(ιβ,−i (s, t))∣∣∣2
t
dtds < ~/2,
uαβ(ιβ,+i (s0, ·)) ∈ Ui, uβγi ((ιβ,−i (−s0, ·)) ∈ Ui, i ∈ Iβ.
(5.61)
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Then (
uαβ(ιβ,+i (s0, ·)), uβγi ((ιβ,−i (−s0, ·))
) ∈ M∞(xβi ,Ui), i ∈ Iβ.
Define
Σαβ0 := Σ
αβ \
⋃
i∈Iβ
ιβ,+i ((s0,∞)× [0, 1]),
Σβγ0 := Σ
βγ \
⋃
i∈Iβ
ιβ,−i ((−∞,−s0)× [0, 1]).
(See equation (5.21).) For h = (hαβ, hβγ) ∈ Hαβ ×Hβγ define
M αβh :=
wαβ ∈ W 2,2loc (Σαβ0 ,M)
∣∣∣∣∣
wαβ satisfies (5.23) for Hαβ + hαβ,
EH(w
αβ) <∞,
lim
s→−∞
wαβ(ια,−i (s, t)) = x
α
i (t), i ∈ Iα
 ,
M βγh :=
wβγ ∈ W 2,2loc (Σβγ0 ,M)
∣∣∣∣∣
wβγ satisfies (5.23) for Hβγ + hβγ,
EH(w
βγ) <∞,
lim
s→∞
wβγ(ιγ,+i (s, t)) = x
γ
i (t), i ∈ Iγ
 .
These spaces are are Hilbert manifolds. The restriction maps
ιαβh : M
αβ
h → P, ιβγh : M βγh → P,
defined by
ιαβh (w
αβ) :=
{
wαβ(ιβ,+i (s0, ·))
}
i∈Iβ
, ιβγh (w
βγ) :=
{
wβγ(ιβ,−i (−s0, ·))
}
i∈Iβ
are injective immersions (see section 5.5).
By our transversality hypothesis, the map
ιαβ0 × ιβγ0 : M αβ0 ×M βγ0 → P ×P (5.62)
(associated to h = 0) intersects the submanifold W ∞ transversally in the
point{
(uαβ(ιβ,+i (s0, ·)), uβγ(ιβ,−i (−s0, ·))
}
i∈Iβ
=
(
ιαβ0 (u
αβ|Σαβ0 ), ι
βγ
0 (u
βγ|Σβγ0 )
)
.
Moreover, the Fredholm index is zero, so the intersection point is isolated.
Hence, by Theorem 4.1.8 and the implicit function theorem, there exists a
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number T1 > 0 and a convex neighborhood H0 ⊂ Hαβ ×Hβγ of zero (open
in the C2-topology) such that, for every T ≥ T1 and every h ∈ H0, the map
ιαβh × ιβγh : M αβh ×M βγh → P ×P (5.63)
is transverse to W ∞ and W T in a neighborhood of the pair
(uαβ|Σαβ0 , u
βγ|Σβγ0 ) ∈ M
αβ
0 ×M βγ0 (5.64)
and has a unique intersection point with each of these submanifolds in that
neighborhood. In other words, the following holds.
(I) For every h ∈ H0 there exists a unique pair (uαβh , uβγh ) ∈ M αβh × M βγh
near the pair (5.64) such that(
ιαβh (u
αβ
h ), ι
βγ
h (u
βγ
h )
)
∈ W ∞.
Thus there is a unique tuple (w+i,h, w
−
i,h) ∈ M∞(xβi ,Ui), i ∈ Iβ, such that,
for every t ∈ [0, 1] and every i ∈ Iβ,
w+i,h(0, t) = u
αβ
h (ι
β,+
i (s0, t)), w
−
i,h(0, t) = u
βγ
h (ι
β,−
i (−s0, t)).
(II) For every h ∈ H0 and every T ≥ T1 there exists a unique pair
(uαβh,T , u
βγ
h,T ) ∈ M αβh ×M βγh
near the pair (5.64) such that(
ιαβh (u
αβ
h,T ), ι
βγ
h (u
βγ
h,T )
)
∈ W T .
Thus there is a unique tuple wi,h,T ∈ M T (xβi ,Ui), i ∈ Iβ, such that, for
every t ∈ [0, 1] and every i ∈ Iβ,
wi,h,T (−T, t) = uαβh,T (ιβ,+i (s0, t)), wi,h,T (T, t) = uβγh,T (ιβ,−i (−s0, t)).
For h ∈ H0 define the maps uαβh : Σαβ → M and uβγh : Σβγ → M by
uαβh (z) :=
{
uαβh (z), if z ∈ Σαβ0 ,
w+i,h(s, t), if z = ι
β,+
i (s+ s0, t), i ∈ Iβ,
uβγh (z) :=
{
uβγh (z), if z ∈ Σβγ0 ,
w−i,h(s, t), if z = ι
β,−
i (s− s0, t), i ∈ Iβ.
(5.65)
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For h ∈ H0 and T ≥ T0 := s0 + T1 define the map uαγh,T : ΣαγT → M by
uαγh,T (z) :=

uαβh,T−s0(z), if z ∈ Σαβ0 ,
uβγh,T−s0(z), if z ∈ Σβγ0 ,
wi,h,T−s0(s, t), if z = ι
β,+
i (s+ T, t)
∼= ιβ,−(s− T, t)
and |s| ≤ T − s0, i ∈ Iβ.
(5.66)
Then
uαβh ∈M0(xα, xβ; jαβ, Hαβ + hαβ , Jαβ),
uβγh ∈M0(xβ , xγ; jβγ, Hβγ + hβγ , Jβγ),
uh,T ∈M0(xα, xγ; jαγT , (H + h)αγT , JαγT )
for every h ∈ H0 and every T ≥ T0. This proves Step 1.
Step 2. The maps uh,T constructed in Step 1 satisfy conditions (i), (ii), and
(iii) in Theorem 5.4.8.
That the solutions constructed in Step 1 are regular (i.e. the linearized op-
erators are bijective) follows directly from transversality in the path space
P × P. This shows that the functions uαγh and uαγh,T satisfy condition (i) in
Theorem 5.4.8. The convergence statement in (ii) follows immediately from
the construction. The action identity in (iii) follows from the fact that the
catenation of uαβ and uβγ is homotopic to uαγh,T for all h and T . This proves
Step 2.
Step 3. The maps uh,T constructed in Step 1 satisfy condition (iv) in Theo-
rem 5.4.8, after shrinking H0 and increasing T0, if necessary, and for δ0 > 0
sufficiently small.
Suppose, by contradiction, that the solutions uαγh,T of the Floer equation,
constructed in Step 1, do not satisfy assertion (iv) in Theorem 5.4.8 for any
triple (δ0,H0, T0). Then there exists a sequence of perturbations
hi = (h
αβ
i , h
βγ
i ) ∈ Hαβ ×Hβγ
converging to zero in the C2 topology, a sequence Ti →∞, and a sequence
ui ∈M0(xα, xγ ; jαγTi , (H + hi)αγTi , JαγTi )
such that, for every i ∈ N, the following holds.
(a) ui 6= uαγhi,Ti.
(b) AH(ui) = AH(uαβ) +AH(uβγ).
(c) limi→∞ supWαβ d(ui, u
αβ
h ) = 0 and limi→∞ supW βγ d(ui, u
βγ
h ) = 0.
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By the standard elliptic bootstrapping, bubbling, and removal of singula-
rities argument, we may assume as before, after passing to a subsequence if
necessary, that the restriction of ui to Σ
αβ , respectively Σβγ , converges in
W 2,2loc to a smooth finite energy solution v
αβ , respectively vβγ, of the Floer
equation for (jαβ , Hαβ, Jαβ), respectively (jβγ, Hβγ, Jβγ). By (c) and unique
continuation, we must have vαβ = uαβ and vβγ = uβγ. By (b) there is no loss
of energy in the limit and hence no bubbling or splitting off of Floer trajec-
tories can occur. Hence the sequence (hi, ui|Σαβ0 ) converges in the topology
of the fiber bundle
Mαβ :=
⋃
h∈H0
{h} ×Mαβh →H0
to the pair (0, uαβ|Σαβ0 ). Likewise, the sequence (hi, ui|Σβγ0 ) converges in the
topology of Mβγ := ⋃h∈H0{h} × Mβγh to the pair (0, uβγ|Σβγ0 ). Hence it
follows from the construction in Step 1 and the implicit function theorem in
the path space P×P that ui = uαγhi,Ti for i sufficiently large, in contradiction
to (a). This contradiction proves Step 3 and Theorem 5.4.8.
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