Introduction
Since their birth in respectively the work by Ott, Grebogi and Yorke [15] , and Pecora and Carroll [16] , 'control of chaos' and 'chaos synchronization' have received an enormous interest in both theoretical and experimental studies. In both subjects the systems under consideration are characterized by the presence of nonstandard limit sets and essentially nonlinear dynamics. As a consequence control of chaotic dynamics and chaos synchronization naturally demand the application of nonlinear control techniques.
The purpose of this chapter is to present in a tutorial way some of the more basic tools from nonlinear geometric control as applied to the study of chaos control and synchronization. For further reading on nonlinear control we refer to e.g. the text books [6] , [8] , [13] , [19] . Applications of nonlinear control techniques to the study of chaos control and synchronization can be found in e.g. [1] , [4] , [5] , [9] , [14] .
This chapter is organized as follows. Section 2 first introduces some of the basic differential geometric concepts that are needed in nonlinear geometric control. After that, we introduce nonlinear controllability, which is one of the most fundamental concepts in nonlinear control theory. We then introduce the control methods of feedback linearization and input-output linearization, and apply them to the control of chaotic systems. In Section 3, we introduce Lyapunov stability theory for nonlinear dynamical systems, and illustrate how this theory can be used in the control and synchronization of chaotic systems.
Nonlinear geometric control
In this section we introduce and discuss a few of the main concepts and methods from the theory of nonlinear geometric control and apply them to the control of chaotic systems. We will restrict ourselves to local results and definitions on R n . For global results on general manifolds, see e.g. [6] , [13] , [18] .
Some differential geometric concepts
For x ∈ R n , the tangent space T x R n at x is the set of tangent vectors to R n at x. It may be shown that this implies that T x R n is isomorphic to R n for every x ∈ R n . A vector field on R n is a mapping X that assigns to each x ∈ R n a tangent vector X(x) ∈ T x R n . Given Cartesian coordinates x 1 , · · · , x n on R n , we denote by ∂ ∂x i x (i ∈ {1, · · · , n}) the vector field that is tangent to the straight line i = {x ∈ R n | x j = x j (j = i)} for every x ∈ R n . A vector field X on R n is called a smooth vector field if for every x ∈ R n there exist a neighborhood V of x and smooth functions X 1 , · · · , X n : V → R such that for all x ∈ V we have that X(x) = ∑ Given a smooth vector field X and a smooth function φ : R n → R, the Lie derivative of φ along X, which is denoted by L X φ, is a smooth real valued function on R n , which is given by
A distribution ∆ on R n is a mapping that assigns to each x ∈ R n a linear subspace of T x R n . ∆ is called a smooth distribution if for each x ∈ R n there exist a neighborhood V of x and a set of smooth vector fields X i , i ∈ I, where I is some (possible infinite) index set, such that ∆(x) = span R {X i (x) | i ∈ I} for every x ∈ V. If {X i | i ∈ I} is a set of smooth vector fields on R n , then their span is the distribution defined by span{X i | i ∈ I} : x → span R {X i (x) | i ∈ I} (1. 3)
The dimension of a distribution ∆ at x ∈ R n is the dimension of the linear subspace ∆(x). A distribution is called constant dimensional if the dimension of ∆(x) does not depend on the point x ∈ R n . A distribution ∆ is called involutive if [X, Y] ∈ ∆ whenever X, Y ∈ ∆.
Nonlinear controllability
We consider a nonlinear control system of the form
( 1.4) where It is assumed that the uncontrolled system (i.e., the system (1.4) with u ≡ 0) is chaotic, and that the controls u are such that for any initial condition x(0) = x 0 the solution of (1.4) is defined on [0, +∞) and is unique. This solution will be denoted by x(t, x 0 , u), while the resulting output at time t ≥ 0 will be denoted by y(t, x 0 , u). We will call the system (1.4) linear in the coordinates
where A, b i , C are constant matrices with appropriate dimensions. Note that a system that is linear in one set of coordinates does not necessarily need to be linear in a different set of coordinates, see e.g. Example 1.8 for an illustration.
The system (1.4) is called (globally) controllable if for every x 0 , x 1 ∈ R n there exist 0 < T < +∞ and u(t) defined on [0, T] such that x 1 = x(T, x 0 , u), i.e., if one can steer from any initial position x 0 to any final position x 1 in finite time.
It is well known (see e.g. [3] ) that a linear system is globally controllable if and only if it satisfies the so-called Kalman rank condition ( [7] ):
Starting in the early 1970s research has also been directed towards nonlinear controllability, where the aim was to develop similar results as there are available in the linear (time-invariant) setting. However, it soon turned out that this program might be too ambitious, in that apart from a few particular generalizations, a completely parallel theory on nonlinear controllability is not feasible. Therefore various weaker notions of nonlinear controllability have been developed in the 1970s and 1980s, all with an emphasis on computational characterizations and their implications on the system structure. We will first define (local) nonlinear controllability.
Definition 1.1 (Local controllability)
Consider the nonlinear control system (1.4), and let x 0 ∈ R n be given. Let V be a neighborhood of x 0 . Let R V (x 0 , T) denote the set of all points that can be reached from x 0 at time T > 0, following trajectories which remain in V for 0 ≤ t ≤ T:
Further, define the V-reachable set at time T by
Then the system (1.4) is called locally controllable from x 0 if for every neighborhood V of x 0 and every T > 0 one has that R V T (x 0 ) contains a neighborhood of x 0 .
It will turn out that in characterizing nonlinear controllability, the Lie bracket of vector fields will play a pivotal role. To motivate this, we first consider an example.
Example 1.2 Consider the systeṁ
where
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Note that when u 1 = u 2 = 1, this system is a chaotic Rössler system. For this system, we have that
Since there are two independent controls, we see that the system can move instantaneously in only two independent directions, which does not result in controllability. However, an extra direction can be produced by performing a "maneuver" as follows. Choose 0 < 1, and choose the controls u 1 ,u 2 according to:
It is now straightforwardly shown that for u 1 = ±1, u 2 = 0 the solutions of (1.8) satisfy
where "h.o.t." stands for "higher order terms". Also, it may be shown that for u 1 = 0, u 2 = ±1, the solutions of (1.8) satisfy
(1.12) Using (1.11),(1.12), it may then be shown that when e.g. x(0) = col(0, 0, 1), the maneuver described above results in (up to second-order terms in )
(1.13) Comparing (1.10) and (1.13), we then see that we have that
In fact it may be shown that for any pair of smooth input vector fields g 1 , g 2 a maneuver as described above will give (1.14). Hence we see the Lie bracket of vector fields determines if and how by means of appropriate "maneuvers" new directions of movement may be produced.
Based on the above example and on the interpretation of the Lie bracket there, one might arrive at the following conjecture about (local) controllability of (1.4). Define the distribution C consisting of all repeated Lie brackets of the vector fields f , g 1 , · · · , g m :
Then the conjecture might be that (1.4) is locally controllable at x 0 ∈ R n if dim(C(x 0 )) = n. However, this conjecture is only true for so-called driftless systems, i.e., systems for which f ≡ 0, under a technical assumption on the set of input functions. The following example shows that the conjecture is not true in general for systems with drift. Example 1. 3 Consider the single-input nonlinear systeṁ
For this system, we find that
This gives that for x 0 ∈ Ω := {x ∈ R 3 | x 3 = 0}, we have that
and hence dim(C(x 0 )) = 3 for every x 0 ∈ Ω. However, note that when x 3 = 0, we have thatẋ 3 = 2 > 0, which implies that from points x 0 ∈ Ω, only points satisfying x 3 > 0 can be reached. Thus, the system (1.16) is not controllable from points x 0 ∈ Ω and hence the conjecture above is not true in general for systems with drift.
The fact that our conjecture is not true is due to the special role played by the drift vector field f in maneuvers: we cannot move "backwards" along the vector field f , while we can move "backwards" along the vector field g i by choosing u i < 0.
On the other hand, in terms of parts of the state space that can be reached, there is an essential difference between systems for which dim(C) = n and systems for which dim(C) < n. This is illustrated by the following example.
where the uncontrolled dynamics is chaotic and possesses a strange attractor Ω with fractal dimension 0 < d < n. Assume that the control vector field has the form g(x) = φ(x) f (x) for some function φ : R n → R, which means that f (x) and g(x) are linearly dependent. It is then straightforwardly shown that for any x 0 ∈ Ω one has that dim(C(x 0 )) ≤ 1, and hence (1.15) is not satisfied. Furthermore, we have that for every x 0 ∈ Ω and every control function u the vector f (x 0 ) + ug(x 0 ) is tangent to Ω, which means that Ω is an invariant set for the controlled system for any control function u. This then implies that for any x 0 ∈ Ω the reachable set is a set with dimension
It may be shown that the conclusion arrived at in Example 1.4 holds in general: when dim(C(x 0 )) < n, the reachable set from x 0 is a set with empty interior (a set with dimension d < n). On the other hand, it may be shown that when dim(C(x 0 )) = n, the reachable set from x 0 is a set with non-empty interior (an n-dimensional set). This motivates the following definitions. We then have the following result. Theorem 1. 6 Consider the system (1.4) and define the following distribution:
18) Then we have the following.
The system is locally accessible from x
0 ∈ R n if dim(C(x 0 )) = n.
The system is locally strongly accessible from x
Continuing in this way, it may be shown that all repeated Lie brackets containing at least two g i 's are zero, and that
Using the Cayley-Hamilton Theorem (see e.g. [3] ), this then gives that
Thus it follows from the Kalman rank condition (1.5) that for linear systems (global) controllability is equivalent to strong accessibility.
1.2.3
Chaos control through feedback linearization Example 1.8 For x ∈ R + × R + , we consider the following nonlinear control system:
For this system, we define new coordinates z 1 = ln x 1 , z 2 = ln x 2 . Using the Chain Rule, we then find that in these new coordinates the system becomes:
and thus using a state space transformation reveals that our system is intrinsically a linear system.
Obviously, controlling a linear system is much easier than controlling a nonlinear system. Thus it might be interesting to know whether or not there exists a state space transformation that transforms a nonlinear system into a linear system. However, for chaotic systems the non-integrability of the dynamics implies that the answer to this question is always negative. On the other hand, besides a state space transformation we also still have the freedom to apply a so-called static state feedback transformation to the system. For a system (1.4) and x 0 ∈ R n , a regular static feedback transformation around x 0 (or briefly a regular static state feedback around x 0 ) is a control action of the form
where α :
As is illustrated by the following example, application of a state space transformation and a static feedback transformation may (locally) transform a chaotic system into a linear system. Example 1. 9 Consider the following Lorenz system:
We will assume that the parameter b can be controlled around its "standard" value of 
(It should be noted that these coordinates do not define a global set of new coordinates: inversion gives
, and hence there is a singularity at
Then it may be shown that in the new coordinates ζ the closed loop system on Ω takes the form
Thus we see that by means of appropriate state space and feedback transformations, the system (1.26) may be (locally) transformed into a linear system. Remark 1. 10 When applying the controller derived in Example 1.9 one needs to take into account the singularities that have been introduced in the design of the controller. Namely, as already indicated, in the first place there is a singularity associated with the new coordinates, and secondly there is a singularity associated with the static state feedback. Unlike in controller design for linear control systems, it is very often difficult or even infeasible to avoid this type of singularities in controller design for nonlinear control systems. As a consequence, nonlinear control problems are often defined and solved locally (i.e., away from singularities). Obviously, when applying such local controllers globally, extra care needs to be taken, and often partial re-design and extra analysis are necessary.
Based on Example 1.9 and Remark 1.10, we formulate the following problem. for ζ ∈ Ψ(V), where the system (1.28) is controllable.
A solution to this problem is given in the following result. 
1. If f (x 0 ) = 0, the conditions of Theorem 1.11 are equivalent to the existence of a coordinate transformation ζ = Ψ(x) and a static state feedback u = α(x) + β(x)v such that the closed loop system in the coordinates ζ has the formζ = f (x 0 ) + Aζ + Bv.
2. Problem 1 and its solution can, mutatis mutandis, also be formulated for systems for which m > 1, see e.g. [6] , [13] . 
The uncontrolled system then has an unstable equilibrium at the origin, and two unstable equilibria at x ± = (±x 1 , ±x 1 , r − 1), where x 1 = 8 3 (r − 1). We will now show how to use the result of Theorem 1.11 to design a controller that stabilises the equilibrium point x + . From (1.34) it follows that
Due to the triangular structure of g, ad f g, ad 2 f g, it is straightforward to see that (1.29) holds at x + . We further have that 
will indeed stabilize the point (x 1 , 0, 0) for (1.27).
Chaos control through input-output linearization
Consider the system (1.4) with m = p. We will call the system input-output decoupled if, after a possible permutation of the controls, the following properties hold:
1. for each i ∈ {1, · · · , m} the output y i is not affected by the controls u j (j = i),
the output y i is affected by the control u i
If the system (1.4) is not input-output decoupled, one may try to achieve this by means of a feedback u = α(x) + β(x)v, where v ∈ R m denotes the new controls. In order to express conditions under which this is possible, we define the relative degree r i of the i-th output y i as the smallest integer such that
h i (x) = 0 for some x ∈ R n , and some j ∈ {1, · · · , m} (1.38)
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It may then be shown that the time-derivatives of the outputs
The relative degrees have the property that either r i ∈ {1, · · · , n} or r i = +∞.
If all relative degrees of (1.4) are finite, we let A(x) be the (m, m)-matrix with entries
The matrix A(x) is called the decoupling matrix of (1.4). Define
. . .
It then follows from (1.39,1.40,1.41) that we have that
Now assume that there exists x 0 ∈ R n such that A(x 0 ) is invertible. This implies that there exists a neighborhood V of x 0 such that A(x) is invertible for all x ∈ V. Thus, on V the following state feedback is well-defined:
where v ∈ R m denotes the new controls. From (1.43,1.44) we then have that application of this feedback to (1.4) results in
and thus the closed loop system (1.4,1.43) is input-output decoupled. Hence we have shown that the following holds. 15 For analytic systems, the condition given in Theorem 1.14 is also a necessary condition for (local) solvability of the input-output decoupling problem. However, this is not the case for non-analytic systems, see e.g. [13] for a counter example.
We first show that after (1.4) has been input-output decoupled using the static state feedback (1.43), there exists a coordinate transformation that transforms (1.4) into a so-called normal form.
It may be shown that if for x 0 ∈ R n we have that A(x 0 ) is invertible, then there exists a neighborhood V of x 0 such that the functions ξ ij = L (ξ(x), z(x) ), it then follows that in the coordinates (ξ, z) the closed loop dynamics are given by:
We next show how the result of Theorem 1.14 can be used to solve the socalled output tracking problem. To this end, assume that sufficiently smooth desired output trajectories y d1 (t), · · · , y dm (t) (t ≥ 0) are given, and that we wish to design a controller such that
Assume that the decoupling matrix of the system is invertible, and that the static state feedback (1.43) has been applied to the system. We then choose k ij ∈ R such that all roots of the polynomials s r i + ∑ and hence the relative degree of y equals 1, while the decoupling "matrix" is given by A(x) = −x 3 , and b(x) = x 1 x 2 − 8 3 x 3 . Note then that we can choose ξ = x 3 , z = col(x 1 , x 2 ). Assume that we want the output to track a constant reference, i.e., we have y d (t) = y ∈ R. Choosing u, v as suggested by (1.43,1.47), we then obtain the following closed loop system:
It is clear from the differential equation for ξ that ξ(t) → y exponentially as t → +∞. It then follows (see e.g. [8] ) that the overall stability properties of the system (1.50) are determined by the stability properties of the linear timeinvariant systemż
This system is stable if and only if y ≥ r − 1. Thus, if y < r − 1, the proposed controller does solve the output tracking problem, but is still useless because it leads to instability of the overall closed loop system. Example 1.16 illustrates that when solving the output tracking problem, one needs to take into account the stability or boundedness of some internal dynamics. For constant reference trajectories these dynamics are normally called the zero dynamics of the system, while for non-constant reference trajectories these dynamics are called the tracking dynamics of the system. Since the closed loop system (1.45,1.47) has the property that ξ ij (t) − y (j−1) di (t) → 0 as t → +∞ exponentially, it again follows (see e.g. [8] ) that the stability properties of the closed loop system are determined by the stability properties of the tracking dynamics, which are given bẏ
md (t) Example 1. 17 Consider a controlled Lorenz system of the formẋ = f (x) + g(x)u, y = h(x), with f (x) as (1.34), g(x) = col(0, 1, 0) and h(x) = x 1 . For this system, we have
Thus we see that the relative degree of the system equals 2. We then have that ξ = col(x 1 , 10(x 2 − x 1 )) and we can take z = x 3 , which gives that after the feedback u = 1 10 v − 38x 1 + 11x 2 + x 1 x 3 the system in the coordinates (ξ, z) takes the form
Next assume that a desired output y d (t) is given. Then according to (1.47), applying the controller
will result in |y(t) − y d (t)| → 0 as t → +∞. According to (1.52), the tracking dynamics of the system are then given bẏ
The solutions of (1.56) are given by
This gives that the tracking dynamics of the system are bounded as long as y d (t) andẏ d (t) are bounded. Moreover, we further see that, whatever the initial conditions of the system are, the solution z(t) of the tracking dynamics will always converge to the steady-state solution Consider an n-dimensional dynamic system of the forṁ
where the vector field f is assumed to be smooth. Given x 0 ∈ R n , we denote by x(t, x 0 ) the solution of (1.60) at time t ∈ R that satisfies x(0, x 0 ) = x 0 . A point x ∈ R n is called an equilibrium point (or steady state) of (1.60) if the system is at rest at x, i.e., if f (x) = 0. Note that this implies that x(t, x) = x for all t ∈ R. In many practical situations, equilibrium points represent desirable operating conditions, and due to disturbances systems will often inevitably deviate from the operating conditions. Intuitively speaking, stability of the equilibrium point then means that when initial deviations are small enough, the deviations will remain small, while asymptotic stability means that in addition the system will asymptotically return to the equilibrium point when initial deviations are small enough. To formalize these intuitive concepts, we define sets B (x) in the following way.
where · denotes the Euclidean norm on R n .
Definition 1.18 (Lyapunov stability)
1. An equilibrium point x ∈ R n for (1.60) is called stable if for every > 0 there exists a δ > 0 such that for all x 0 ∈ B δ (x) and all t ≥ 0 we have that x(t, x 0 ) ∈ B (x).
2. An equilibrium point x ∈ R n for (1.60) is called locally asymptotically stable if it is stable and if there exists an η > 0 such that for all x 0 ∈ B η (x) we have that lim t→+∞ x(t, x 0 ) − x = 0.
3. An equilibrium point x ∈ R n for (1.60) is called globally asymptotically stable if it is stable and if in 2. one can choose η = ∞.
4. An equilibrium point x ∈ R n for (1.60) is called unstable if it is not stable.
For linear systems, i.e., f (x) = Ax in (1.60) where A is a constant n × nmatrix, we have that the system either has a unique equilibrium x = 0 when A is invertible, or it has an infinite number of equilibria when A is not invertible. Moreover, when A is not invertible, it may be shown that the stability properties of all equilibria are the same as the stability properties of the equilibrium at the origin. The following result then gives conditions for (asymptotic) stability of the origin for linear systems. 
The origin is a stable equilibrium point for the system if and only if all eigenvalues of A are located in the closed left-half plane and the geometric and algebraic multiplicities of eigenvalues on the imaginary axis are the same.
Example 1. 20 The simplest illustration of an unstable system with eigenvalues on the imaginary axis is a one-degree-of-freedom mechanical system exhibiting rigid body motion, i.e., a particle with equation of motion given bÿ q = 0, where q denotes the position of the particle. Defining x = col(q,q),
, the equation of motion may be rewritten asẋ = Ax. We then have that A has an eigenvalue at zero with algebraic multiplicity equal to 2 and geometric multiplicity equal to 1. Further, it is easily checked that the solution to the equation of motion is q(t) = q(0) +q(0)t, so indeed the origin is an unstable equilibrium point.
For checking stability of an equilibrium point, one normally first tries to apply Lyapunov's first method, which relies on the so-called Jacobian of f at x that is defined by
Theorem 1.21 Let x ∈ R n be an equilibrium point for (1.60) . We then have the following.
If all eigenvalues of D x f (x) are located in the open left-half plane, then x is an
asymptotically stable equilibrium point of (1.60).
If D x f (x) has an eigenvalue in the open right-half plane, then x is an unstable equilibrium point of (1.60).
Note that if the eigenvalues of D x f (x) are located in the closed left-half plane and there is at least one eigenvalue on the imaginary axis, we cannot use Theorem 1.21. In this case one needs to resort to Lyapunov's direct method (or any other method) to study the stability of equilibrium points. Lyapunov's direct method will be discussed in the next subsection.
Lyapunov's direct method
In Lyapunov's direct method, one uses so-called Lyapunov functions to study the stability of equilibrium points. A Lyapunov function can be interpreted as a generalization of the concept of energy functions for mechanical systems. To motivate this, we first consider a mechanical example. Consider the total energy E(x, v) of the oscillator:
Using the Chain Rule, we find that along a solution (x(t), v(t)) of (1.63), the time-derivative of the total energy satisfies
Since the time-derivative in (1.65) is non-positive, we conclude that the total energy cannot increase. Using the form of E and Definition 1.18, this then leads to the conclusion that the origin is a stable equilibrium point for (1.63).
We will now generalize the approach in Example 1.22. For the system (1.60), consider a differentiable function V : R n → R. Let x(t) be a solution of (1.60), and consider the value V(x(t)) of V along this solution. We then have that the time-derivative of V(x(t)) satisfies
Motivated by this equality, we define the functionV :
From (1.66) it then follows that the functionV keeps track of the in/decrease of the function V along solutions of (1.60). As a consequence of this, one can use appropriately chosen functions V and the associated functionV to study the stability of equilibrium points of (1.60).
We will call a differentiable function V : R n → R a Lyapunov function for (1.60) on Ω ⊂ R n ifV ≤ 0 on Ω. IfV < 0 on Ω, we will call V a strict Lyapunov function on Ω. We further call a function V :
We now have the following result.
Theorem 1.23
Consider the system (1.60), and let x ∈ R n be an equilibrium point for the system.
x is a stable equilibrium point of (1.60) if there exist a neighborhood U of x and
a Lyapunov function V on U such that V(x) = 0 and V > 0 on U\{x}.
x is a locally asymptotically stable equilibrium point of (1.60) if there exist a neighborhood U of x and a strict Lyapunov function V on U\{x} such that V(x)
= 0 and V > 0 on U\{x}.
x is a globally asymptotically stable equilibrium point of (1.60) if the conditions of 2. are satisfied with U = R n and a function V that is radially unbounded.
Remark 1.24 It may be shown that in fact the conditions given in Theorem 1.23 are also necessary conditions, see e.g. [8] . Thus, one might hope that the necessity-part of the proof gives some clues as to how to construct appropriate Lyapunov functions. However, the necessity-part of the proof relies on the knowledge of the solutions of the underlying differential equation. Obviously, in most cases (like e.g. for chaotic systems) the solutions cannot be determined explicitly, so this does not help in the construction of a Lyapunov function.
LaSalle's Invariance Principle
In many cases, it is easier to construct a non-strict Lyapunov function than to construct a strict Lyapunov function. However, in practice one is mostly interested in asymptotic stability rather than just stability, and we see from Theorem 1.23 that one cannot directly use the former type of function to prove asymptotic stability. However, this can be done by using the so-called LaSalle's Invariance Principle, which we will introduce in this subsection. The following result gives a generalization of Theorem 1.25 to the case where Ω is not necessarily compact and positively invariant. We will apply Theorem 1.26 to the system from Example 1.22. 
We next determine N * , the largest positively invariant set in N. Let (x 0 , v 0 ) ∈ N * . Since N * ⊂ N, it follows from the definition of N that v 0 = 0. Further, invariance of N * implies that for every solution (x(t), v(t)) ∈ N * we have that v(t) = 0 for all t ≥ 0, and hencev(t) = 0 for all t ≥ 0. In particular we then have for the solution x(t, (x 0 , v 0 )) that
which implies that N * ⊂ {(0, 0)}. On the other hand, the fact that (0, 0) is an equilibrium point gives that {(0, 0)} ⊂ N * , and hence N * = (0, 0). Noting that E is radially unbounded, this then gives with Theorem 1.26 the origin is a globally stable equilibrium point for (1.63).
Examples
In this subsection we apply the results from Subsections 1.3.2 and 1.3.3 to some examples of chaotic systems. It should be noted that in some of the examples we encounter non-autonomous dynamics, while the results developed in this section only deal with autonomous dynamics. However, the examples have been chosen in such a way that indeed using results for autonomous dynamics can be justified. However, when dealing with non-autonomous dynamics in general, one would need to use the parallel theory that exists for non-autonomous dynamics, see e.g. [8] for details. 
where p, p 1 , q, ω are parameters. Let a sufficiently smooth reference trajectory x d1 (t) for x 1 be given and define error signals e 1 (t) = x d1 (t) − x 1 (t), e 2 (t) = x d1 (t) − x 2 (t). Consider the static state feedback
where the parameters K p , K d satisfy
It is then straightforwardly shown that after (1.70) has been applied to (1.69), the time-invariant error dynamics satisfy
We will now show that the origin is a globally asymptotically stable equilibrium point for (1.72), and hence the static state feedback (1.70) globally solves the tracking problem for (1.69). Let λ ∈ R satisfy
and consider the function V given by
(1.74)
Note that it then follows from (1.71,1.73) that V > 0 on R 2 \{0} and that V is radially unbounded. We now have thaṫ
From (1.71,1.73) it then follows thatV < 0 on R 2 \{0}. It then follows from Theorem 1.23 that indeed u globally solves the tracking problem for (1.69).
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Example 1.30 Consider a transmitter system in the form of a Lorenz system       ẋ
where y denotes the transmitted signal and σ, r, p, b > 0 are parameters. Also consider a receiver system of the form
First assume that the parameter p in (1.76) is unknown, and that all other parameters are known. In (1.77) we then choose ρ = r, and define dynamics of π byπ
The first differential equation in (1.79) implies that e 1 (t) → 0 exponentially as t → +∞. This means that the overall stability properties of (1.79) are determined by the stability properties of the (e 2 , e 3 which gives that we also have that
and hence we have thatż
Note that from (1.91) we can conclude that 2 (t) → 0 (and hence by (1.89) also 1 (t) → 0) for t → +∞ only ifż 1 (t) → 0. This means that even if the transmitter system (1.76) is chaotic, there may exist initial conditions (for example on
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the stable manifold of one of the equilibria) such that ρ and π do not converge to r and p.
Remark 1.31
1. In the above example, we encountered the situation where synchronization of two systems in the presence of unknown parameters was guaranteed irrespective of whether or not the parameters could be estimated correctly, and parameter convergence could only be guaranteed if a certain signal satisfied some extra properties. This is a situation that is ubiquitous whenever one deals with control or synchronization problems in the presence of unknown parameters. The extra conditions guaranteeing correct parameter estimation are normally stated in terms of certain signals having to be persistently exciting, see e.g. [17] , [11] and the references therein. Roughly speaking, this means that the signals should have a power spectrum that is not concentrated at too few peaks (cf. [2] ). Due to the fact that chaotic signals have a broad power spectrum, this condition is normally satisfied when dealing with synchronization and control problems for chaotic systems, as long as the system is not initialized at "non-generic" initial conditions like (stable manifolds of) equilibrium points.
2. The type of reasoning employed in the above example can be applied in a more general context by applying what is known as Barbalat's Lemma, see e.g. [8] .
The following two examples illustrate that the ideas behind Lyapunov's direct method can also be used to tackle other types of problems. where a, b, c > 0. First note that when x 3 = 0, we have thatẋ 3 = c > 0, which implies that the set Ω = {x ∈ R 3 | x 3 > 0} is a positively invariant set for (1.92).
It is well-known that for certain parameter values the Rössler system has a bounded invariant set on which it displays complex dynamics. However, this set is not an attractor, and in fact there are solutions of the system that escape to infinity. In terms of well-posedness of e.g. synchronization or control problems it is then of importance to know whether or not there are solutions with finite escape time, i.e., whether or not there are solutions x(t) for which there exists a 0 < t 0 < +∞ such that x(t) → ∞ as t ↑ t 0 .
To show that on Ω there are no solutions with finite escape time, we consider the function V(x) = Since x(t) is bounded, it then follows from Theorem 1.27 that x(t) approaches N * , the largest invariant set contained in the set N defined by
Similarly to what has been shown in Example 1.28, it may be shown that N * = {0}. Since the origin is an unstable equilibrium point for (1.96), this gives that we should have that x(0) is on the stable manifold of the origin. Thus, we conclude that for almost all solutions x(t) of (1.96) there exists a t 0 ≥ 0 such that x(t) ∈ Π for all t ≥ t 0 and that for all other solutions we have that x(t) → Π as t → +∞.
