Let Q ∈ K[x 1 , . . . , x n ] = S be a homogeneous polynomial of degree d. The freeness of the logarithmic derivation module, D(Q), and of its natural generalizations, has been widely studied. In the free case,
Introduction
Let K be a field of characteristic zero. Let us denote by S := K[x 1 , . . . , x n ] the ring of polynomials in n variables with coefficients in K. This ring is also an infinite dimensional vector space over K. Let Der K (S) := {θ : S → S | θ(ab) = aθ(b) + bθ(a)} be the module of the K-linear derivations of S. It can be shown that Der K (S) is a free S-module with basis {∂ 1 , . . . , ∂ n }, where
. In other words, every derivation in S can be written in a unique way in the form δ = n i=1 a i ∂ i with a i ∈ S. Given a polynomial f ∈ S, a derivation δ ∈ Der K (S) is said to be a logarithmic derivation with respect to f if δ(f ) = hf for some h ∈ S. The set of logarithmic derivations with respect to f is denoted by Der(−log f ). It is easy to check that Der(−log f ) is a submodule of Der K (S). If f = gh, then one has that Der(−log f ) = Der(−log g) ∩ Der(−log h), even if g and h do have common factors.
The previous definition does not distinguish between a polynomial and its reduced. For this reason, it is convenient to define a slightly different module as follows: let f = f where D(g; k) = {δ ∈ Der K (S) | ∃h ∈ S, δ(g) = hg k }. This definition coincides with the logarithmic derivation module when f is reduced, since D(g, 1) := Der(−log g). We will call this module the (generalized) logarithmic derivation module of f . It is easy to prove that, when D(f ) is free, its rank is n. The so-called Saito criterion characterizes the bases of the module Der(−logf ) when free. 2) det[δ 1 | · · · |δ n ] = c · f , for some c ∈ K * .
Ziegler studied the module D(Q) for arrangements and gave a generalization of the previous result in [8, p. 351] .
The case when the module is free has been widely studied; particularly in the setting of arrangements (see [4] , [5] , [6] among others) and in relation with the logarithmic comparison theorem (a survey can be found in [7] ).
When the polynomial Q is homogeneous of degree d the Saito-Ziegler criterion allows us to decide algorithmically whether D(Q) is free as S-module. In that case D(Q) ≃ n i=1 S(−d i ) where the numbers d i are called the exponents of the module and are precisely the degrees of a homogeneous basis. As a consequence, we have that
In this paper we will study the relationship between d and the graded betti numbers when the module is not necessarily free, giving a general formula that particularizes to the previous one in the free case. More precisely, the following result will be proved (see notation in Section 3).
Theorem 0.2. Let Q ∈ S u be a u-homogeneous polynomial with u ∈ Z n >0 , and v ∈ Z n a vector such that 
In particular, taking a minimal free resolution, one has that
where
The key step in the proof of this theorem is the interpretation of the exponents that appear in a homogeneous free resolution of a graded module in terms of its Hilbert-Poincaré series.
The paper is organized as follows. In Section 1, we recall some notions of graded modules, homogeneous free resolutions and graded betti numbers. Section 2 contains the definition of the Hilbert-Poincaré series and some examples that ilustrate how to compute it for the modules we are studying. In section 3 we stablish conditions for the module D(Q) to be quasi-homogeneous (and equivalenty, for the betti numbers to be well defined). The relationship between the Hilbert-Poincaré series and the betti numbers is discused in Section 4. This relationship is used in Section 5 to prove the main result. Finally, in Section 6 we show to what extent this result can be generalized for the non-graded case.
Minimal Resolutions and Betti Numbers
The following two sections contain the definitions of some classical objects that will be used later. Details can be found, for instance, in [1] or [3] . Definition 1.1. Let K be a field, and R a K-algebra. A graded structure on R is a decomposition as K-vector space R = n∈N R n such that R i ·R j ⊆ R i+j . An algebra is said to be graded when it admits a graded structure. In that case, the subspaces R i are called the homogeneous parts of R.
In particular, the following two cases of graded algebras will be used. 1 · · · x an n such that a 1 u 1 + · · · + a n u n = i. This structure reflects the idea that the variable x i has degree u i . In this case, the polynomials that lie in S i are called quasihomogeneous with respect to u. We will use the notation S u to emphasize that we are using this graded structure if necesary.
Let us recall the definition of graded module.
As above, we call a module with a graded structure a graded module, and the M i will be called the homogeneous parts of M .
A submodule N of a graded module M inherits the graded structure if the homogeneous parts of each element of N are also in N . In that case, the quotient M/N also inherits the graded structure. Definition 1.7. Let R be a graded K-algebra and let M be a finitely generated graded R-module. A homogeneous free resolution of M is a resolution
and each ϕ k is a homogeneous morphism of degree 0. 
A minimal resolution always exists, and the graded betti numbers are independent of the chosen minimal homogeneous free resolution.
Hilbert-Poincaré Series
Definition 2.1. Let R be a graded K-algebra and let M be a graded R-module.
The formal series in
is called the Hilbert-Poincaré series of M , and will be denoted by HP M (t).
with the natural grading and we consider R as a module over itself, we have that R i = K · x i . In this case,
Analogously, it can be proved that
The previous formula can be generalized to the quasi-homogeneous case as follows.
x n ] is endowed with the graded structure of Example 1.3 (with a weight vector
u = (u 1 , . . . , u n ) ∈ Z n >0 ),
it is readily that
.
. This fact, together with the wellknown fact that the Hilbert-Poincaré series is an additive functor, allows us to compute it for every module by looking at a graded free resolution.
The Hilbert-Poincaré Series is related to the exponents as follows.
In particular
The following result is due to Hilbert and can be found in the standard literature (cf. [1] , [3] ). 
Homogeneity of D(Q)
Throughout this section Q ∈ S will be a quasi-homogeneous polynomial with respect to a vector u ∈ Z n >0 as in Example 1.3. We can give a graded structure on Der K (S) in such a way that D(Q) is a graded S u -submodule as follows. The degree of a derivation is given by deg(a i ∂ i ) = deg u (a i ) + v i where a i ∈ S u . That is, the partial derivatives ∂ i have degree v i , and hence Der K (S) ≃ n i=1 S u (−v i ) as a graded S u -module. We will denote this graded structure by Der
If the graded structure is not relevant, the vectors u, v will be omited.
In what follows we will see for which values of u and v the module D(Q) turns out to be a graded S u -submodule of D (u,v) .
only way D(Q) can be graded is if the Euler derivation is homogeneous, and hence the vector v must have the form
>0 and consider the derivations δ 1 = x e 1 ∂ x , δ 2 = y e 2 ∂ y . Clearly δ 1 and δ 2 are derivations that lie in D(Q). By Saito's criterion, we can see that, in fact, 
∂ x k verifies the aforementioned condition and the claim follows.
Recall that the dimension of a module is related to the dimension of its annihilator. Specifically, the above result shows that the logarithmic derivation module D(Q) always has dimension n − 1.
Proposition 3.5. Let Q ∈ S and u ∈ Z n . The following conditions are equivalent:
1) The polynomial Q is quasi-homogeneous with respect to the weight vector u.
2) The module
. That is D(Q) is homogeneous with respect to the weight vector (u, v).
Proof. Assume Q is u-homogeneous of degree d and consider δ ∈ D(Q) ⊆ D (u,v) . Let δ = j δ j be the decomposition of δ into homogeneous parts, that is δ j ∈ (D (u,v) ) j . Let us consider Q = Q i . Every h i can be written as h i = j h ij where h ij has degree j. Taking the homogeneous parts in the expression
Assume now that the condition (2) is satisfied. The u-homogeneity of Q can be easily deduced from Lemma 3.4, since the annihilator of a graded module is always a homogeneous ideal with the inherited graduation.
When these conditions hold, we will use the notation D (u,v) (Q) to emphasize the graded structure. • χ is additive,
From now on, u = (u 1 , . . . , u n ) ∈ Z n >0 and v = (v 1 , . . . , v n ) ∈ Z n will be vectors such that D (u,v) (Q) is a graded S u -submodule of D (u,v) . The purpose of this section is to reduce Theorem 0.2 to the computation of χ(D (u,v) (Q)). The following two results achieve this.
Proposition 4.2. Let Q ∈ S u be a quasi-homogeneous polynomial and consider D (u,v) (Q) ⊆ D (u,v) its module of logarithmic derivations. Suppose that
0 ←− D (u,v) (Q) ←− r 0 i=1 S(−d 0 i ) ←− · · · ←− r ℓ i=1 S(−d ℓ i ) ←− 0 (1)
is a free homogeneous resolution of D (u,v) (Q). Then χ(D (u,v) (Q)) is the alternating sum of the exponents that appear in (1). That is, χ(D
and the claim follows. In the next section we will see that χ(D (u,v) (Q)) = deg(Q) + |v|.
Computation of the invariant χ(D (u,v) (Q))
The following lemma is key for the computation of χ(D (u,v) (Q)).
Lemma 5.1. Let I ⊆ S u be a homogeneous ideal. If I contains two polynomials with no common factors, then there exists H(t) ∈ Z[t] such that
Proof. The Hilbert-Poincaré series of S u /I can always be written as HP S u /I (t) = (1 − t) (n−s) · G(t)/ (1 − t u i ) where G(1) = 0 and s = dim(S u /I). We want to prove that n − s ≥ 2. Since √ I contains two polynomials without common components n − 2 ≥ dim(S u / √ I) = dim(S u /I) = s. For the last statement, note that
Lemma 5.2. Let M be a graded submodule of D (u,v) and consider
Proof. Recall that, given three modules, N ⊂ M ⊂ L we can define the short exact sequence 0 → M/N → L/N → L/M → 0 given by inclusion and projection respectively.
Moreover, all the morphisms are homogeneous of degree 0. Now we can use these exact sequences and the additivity of χ to obtain the required expression (recall that 
. . , ∂ i , i = 0, . . . , n. We will prove that χ(M i /M i−1 ) = 0, i = 1, . . . , n. Using Lemma 5.2 and the additivity of χ we get that
The first isomorphism comes from the (Second) Isomorphism Theorem, and the second one is induced by the identification
by h∂ x → h for h ∈ S u . These two morphisms are homogeneous of degree 0 because
and hence Q 1 ∈ I i . For the same reason Q 2 is also in I i . We have just proved that I i is a homogeneous ideal that contains two polynomials without common factors. By Lemma 5.1 and the previous isomorphisms
Proof. If Q is a constant polynomial, then D (u,v) (Q) = D (u,v) and the result is a direct consequence of Lemma 4.1. Now assume that Q has a positive degree, and let Q = Q e 1 1 · · · Q er r its irreducible factor decomposition. We shall complete the proof by induction on r. Without loss of generality, we may assume that Q 1 is x 1 -general of order deg(Q 1 ).
Take i ∈ {2, . . . , n}. As in the proof of Proposition 5.3 we have the following graded isomorphisms:
1 ∈ I i . On the other hand, the derivation
Let us now study the case i = 1, that is, we are interested in the module
1 Q 2 where Q 1 y Q 2 have no common factors, and by induction hypothesis, suppose the result is true for Q 2 . Clearly
The first term of the sum is deg(Q e 1 1 ) + |v| for the case r = 1, the second one is deg(Q 2 ) + |v| by induction hypothesis and the last one is |v| because of Lemma 5.3.
Remark 5.5. One always has that
, Q ∈ I i , i = 2, . . . , n. Therefore when Q is reduced, since D(Q) and Der(−log Q) coincide, no induction is needed.
We have proved the main result of this paper. Now assume that Q is a u-homogeneous polynomial and D (u,v) (Q) is a graded module. From Proposition 3.5, D (u,v+1) (Q) is also graded. Applying Theorem 5.4 to these two modules, we obtain:
On the other hand, the resolution 0 ← D (u,v+1) (Q) ← F • (−1) ← 0 can be used to compute χ(D (u,v+1) (Q)). The difference between both resolutions is that the S u (−i) of the first one appear as S u (−i−1) in the second one. So, when computing the alternating sum we obtain that p≥0 (−1) p rk(F p ) = n. That is, the alternating sum of the ranks of a free homogeneous resolution must be equal to the number of variables.
Remark 5.6. The previous statement can also be proved as follows:
Since K(S) the fraction field of S is a flat S-module, the rank of a finitely generated S-module M defined as rk(M ) = K(S)⊗ S M is an additive function. If M = D (u,v) (Q) and we take a free homogeneous resolution u,v) and the flatness of the S-module K(S) one can verify that
Note that when the weight vector u contains both positive and negative entries, the graded parts of the module have infinite dimension, and hence the Hilbert-Poincaré series is not well defined. That is why the proof of Theorem 0.2 cannot be generalized. Nevertheless, computational evidence suggests that the result is also true in this case. There are some infinite families of polynomials (such as the free ones, and those of the form F = G · H where G satisfies the theorem and H defines a hyperplane arrangement) for which alternative proofs exist. This justifies the following conjecture. 
Towards the General Case
When f ∈ S is not quasi-homogeneous, the module of logarithmic derivations is not graded and thus the exponents and the graded betti numbers of D(f ) are not well defined. In this section we show what can be expected in this general setting. Let us start with an example in dimension 3.
can be efficiently computed with, for instance, the computer algebra system Singular [2] .
is not graded and therefore the resolution is not homogeneous, the notion of degree makes sense. Thus we write ϕ 0 : S(−1) ⊕ S(−2) ⊕ S(−3)⊕S(−3) −→ D(f ) to emphasize that D(f ) is generated by four elements of degrees 1, 2, 3, 3. In other words, ϕ i is compatible with the usual filtration given by the degree of a polynomial, that is, ϕ i (m) has degree ≤ k if m has degree ≤ k, in the corresponding free graded S-module.
Note that the alternating sum of the degrees that appear in the above resolution is the degree of f . However, replacing the basis {e 1 , e 2 , e 3 , e 4 } of the first free module by {e 1 + e 2 , e 2 , e 3 , e 4 }, one obtains a new free resolution of D(f ) where the first free module is S(−2) ⊕ S(−2) ⊕ S(−3) ⊕ S(−3) and the rest being the same. Now the alternating sum is different from the degree of the polynomial.
The previous example tells us that Theorem 0.2 can not be stated for any resolution of D(f ) when f is not quasi-homogeneous. We shall show that it is always possible to find a resolution such that the alternating sum of some "exponents" equals the degree of the polynomial and also we will see how to compute such a resolution starting from a system of generators of D(f ).
Some Well-known Results on Homogenization
Let us denote by S h = K[x 1 , . . . , x n , h] = S[h] the ring of polynomials in n + 1 variables. Here we consider on S h the classical graded structure given by the degree of a polynomial, see Example 1.2. On (S h ) k the graded structure is the one induced by S h considering that the elements in the canonical basis have degree zero.
Given M a S-submodule of S k and m ∈ M , we denote by m h ∈ (S h ) k the homogenization of m with respect to h. The homogenization of a module is given by M h := S h m h | m ∈ M . Note that if {m 1 , . . . , m r } is a system of generators of M , then m h 1 , . . . , m h r is in general strictly contained in M h .
Lemma 6.2.
The following properties about homogenization are satisfied. In the sequel we will make use of this lemma without an explicit reference.
Computing
1 · · · f er r be the decomposition of f into irreducible factors. Let us denote F = f h and F i = f h i . Consider δ = n i=1 A i ∂ x i ∈ D(f h ) with A i ∈ S h homogeneous of the same degree. There exist G 1 , . . . , G r ∈ S h such that n i=1 A i ∂F j ∂x i = G j · F e j j , for all j = 1, . . . , r. Substituting h = 1, one deduces that δ |h=1 belongs to D(f ) and hence δ = h ℓ (δ |h=1 ) h ∈ D(f ) h . Now take δ ∈ D(f ). Then δ(f j ) = g j ·f e j j for some g j ∈ S, j = 1, . . . , r. We have that δ h (
i . This means that δ h ∈ D(F ) and the proof is complete. Suppose the result is true for f and g with no common factors. Then
The Homogenization of a Resolution
Let M be an S-submodule of D ≃ S n and consider a free resolution 0 ← M ← F • ← 0. As in Example 6.1, each free module can be written as 
