By arriving at self-enforcing agreements, agents in an ongoing strategic situation create surplus that bene…ts them both. Little is known about how that surplus will be divided. This paper concerns the role of reputation formation in such environments. It studies a model in which players entertain the slight possibility that their opponents may be one of a variety of behavioral types. When players can move frequently, a continuity requirement together with a weakening of subgame consistency yield a unique solution to the surplus division problem. The solution coincides with the "Nash bargaining with threats" outcome of the stage game.
Introduction
Repeated games o¤er perhaps the simplest model for studying how agents can create surplus by devising self-enforcing agreements. The "folk theorem" (see especially Aumann and Shapley (1976) , Rubinstein (1982) and Fudenberg and Maskin (1986) ) asserts that there is typically a vast multiplicity of outcome paths that are consistent with the internal logic of a repeated game. This powerful result leaves us with almost no predictive power. With few exceptions, the literature ignores a crucial element of implicit agreements: at the same time as players are trying to create surplus, they are presumably …ghting over how the surplus will be divided. Perhaps the nature of this battle has strong predictive implications.
This paper models the struggle over the spoils of potential cooperation in repeated games. It draws on several recent papers that perturb traditional intertemporal bargaining models by introducing slight uncertainty about the motivations of the players (after the style of the seminal paper of Kreps, Milgrom, Roberts and Wilson (1982) ). In Abreu and Gul (2000) , there are non-optimizing "types" present in the model who make an initial demand (for example, requesting three quarters of the surplus), and stick to it forever. In equilibrium, rational players choose a type to imitate, and there ensues a war of attrition. The war ends when one of the players gives in to the other's demand. The solution is unique, and independent of the …ne details of timing of o¤ers.
1 Kambe (1999) modi…ed their model so that all initial demands are chosen optimally, but with the knowledge that later, a player may become irrationally attached to her o¤er and refuse to alter it. This too is a tractable model, and its pure strategy solution is given an attractive Nash bargaining (Nash (1950) ) interpretation by Kambe (1999) .
Could the presence of behavioral players resolve the bargaining problem embedded in a repeated game? A natural conjecture is that rational players will …nd it irresistible to imitate relatively greedy behavioral types, and the …rst player to give herself away as being rational is the loser (for reasons akin to the Coase conjecture (Coase, 1972) ). It is hard to establish such a result. To see what can go wrong, think of a model with one behavioral type on either side, one that takes the same action every period. Assume that if the second player plays a myopic best response to the behavioral type of the …rst, the …rst player does better than the second. This model may have many equilibria. For example, rational players may act behavioral forever, if the equilibrium says that if player i reveals herself to be rational and j has not yet done so, j will subsequently reveal herself to be rational also, and thereafter they play an equilibrium that i likes even less than the permanent war. The moral of the story is that perturbations that lead to simple, unique solutions in a classical bargaining model may be overwhelmed by the power of "bootstrapping" (self-ful…lling prophecies) in a repeated game. See Schmidt (1993) for an enlightening investigation of this problem.
Faced with the logical possibility that rational players may not achieve Nash equilibrium (recall the curmudgeonly papers by Bernheim (1984) and Pearce (1984) ), game theorists are fond of pointing out that if there is a way of playing a certain game that seems "focal" to everyone, or which has evolved as a tradition, it must be a Nash equilibrium. Here we exploit this perspective by supposing that there is a focal way of splitting the spoils from cooperation in a two-person supergame. What can be said of this arrangement if it is robust to behavioral perturbations of the kind we have been discussing?
More speci…cally, when players can move often, we look for a payo¤ pair u 0 2 R 2 such that, if in a supergame perturbed to allow for the slight possibility that each player is behavioral, players expect the continuation value u 0 to apply whenever mutual rationality has newly become common knowledge 2 , then something close to u 0 is an equilibrium payo¤ of the perturbed game.
To put it another way, the full-information supergame appears as a subgame in many parts of the behaviorally-perturbed game. How players think those subgames would be played a¤ects their play, and hence their expected discounted payo¤s, in the perturbed game. If players expect payo¤ u 0 in the full-information game, and if one is willing to impose a form of continuity as one perturbs that game slightly, something close to u 0 should also be an equilibrium possibility in the perturbed game.
We show that for essentially arbitrary two-person games and a rich set of behavioral types, there is exactly one such value u 0 , and it coincides with the "Nash bargaining with threats" solution of the stage game. (Recall that Nash (1953) extended his cooperative bargaining theory (Nash, 1950) in a noncooperative setting, endogenizing the disagreement point. In the …rst of two stages, the players simultaneously choose strategies (threats) that serve as a disagreement point for a Nash demand game to be played in the second period. This two-stage procedure is called "Nash bargaining with threats.")
Relation to the Literature
The behavioral types used by Abreu and Gul (2000) are generalized to the machines in this paper to allow for complex strategic behavior. Kambe (1999) showed in a modi…cation of the Abreu and Gul model that as perturbation probabilities approach zero, the division of surplus in the slightly perturbed intertemporal bargaining game asymptotes to the Nash bargaining solution. Our result is closely related to his, with some major di¤erences due to our repeated game setting. First, as the earlier discussion explained, the bootstrapping features of equilibria are harder to address with behavioral perturbations in repeated games than in bargaining settings where o¤ers are enforceable. Secondly, our result pertains to Nash bargaining with threats: a player is rewarded for the ability to hurt her opponent at little cost to herself.
Nash quali…ed the applicability of his solutions as follows: ". . . we just assume there is an adequate mechanism for forcing the players to stick to their threats and demands once made; and one to enforce the bargain, once agreed. Thus we need a sort of umpire, who will enforce contracts or commitments." (1953, p. 130) . We were intrigued to see his solution emerge in an in…nite horizon game without enforceable contracts. It is true that in both Nash's …rst stage and in pre-agreement play in our game a player wishes to hurt her opponent while making herself as comfortable as possible. But it is striking that balancing these considerations in a quasi-static world leads to the same formula as it does in a dynamic war of attrition with incomplete information.
The bounded recall of the behavioral types introduced here is familiar from the work of Aumann and Sorin (1989) on pure coordination games. Our focus, however, is not on whether cooperation will be achieved, but on the distribution of the available surplus from cooperation.
There is a large literature on reputation formation, almost all of it stimulated originally by three papers: , Kreps, Milgrom, Roberts and Wilson (1982) , and Milgrom and Roberts (1982) . Work in this vein up until 1992 is authoritatively surveyed by Fudenberg (1992) . Many papers since then have addressed the di¢culties noted by Schmidt (1993) in extending the celebrated "Stackelberg result" for one long-run player by Fudenberg and Levine (1989) 3 to settings in which longrun reputational players face long-lived but less patient opponents. Noteworthy here are Aoyagi (1996) , Celentani, Fudenberg, Levine and Pesendorfer (1996) , and Cripps, Schmidt and Thomas (1996) . Whereas this literature addresses the issue of how a player recognizes which behavioral type she faces (something we …nesse through the device of announcements), it does not treat players who discount payo¤s at the same rate.
Our interest is in two-sided reputation formation with equally patient players. Watson (1994) has some success in extending Aumann and Sorin (1989) to the more challenging setting of the prisoners' dilemma; his most interesting results depend on a "no con ‡ict across types" assumption. Watson (1996) considers two-sided reputation formation without equilibrium and without discounting. Cramton (1992) exploits the framework of Admati and Perry (1987) to study two-sided incomplete information in a fully optimizing model of bargaining.
The Perturbed Repeated Game
A …nite simultaneous game G = (S i ; u i ) 2 i=1 is played an in…nite number of times by two players. Each player i is either "normal" (an optimizer) or with initial probability z i , "behavioral." A normal player seeks to maximize the present discounted value of her stream of payo¤s, using the interest rate r > 0 (common to the players). Each period is of length ¢ > 0: Player i's action set in G is denoted S i . Payo¤ functions are denoted u i : S 1 £ S 2 ! R. The latter measure ‡ow payo¤s. Thus when players use actions (s 1 ; s 2 ) 2 S 1 £ S 2 in a given period of length ¢, player i's payo¤s in that period are u i (s 1 ; s 2 ) R ¢ 0 e ¡rs ds. We denote by M i the set of mixed actions associated with S i . At the start of play behavioral players simultaneously adopt and announce a repeated game strategy°i from some given …nite set ¡ i . We interpret this as an announcement of a bargaining position. Each°i 2 ¡ i is a machine de…ned by a …nite set of states
and a transition function
Denote by ¼ i (°i) the conditional probability that a behavioral player i adopts the position/machine°i. These conditional probabilities are exogenous to the model.
A normal player i also announces a machine in ¡ i as play begins, but of course she need not subsequently conform to her announcement. More generally, we could allow her to announce something outside ¡ i or to keep quiet altogether. Under our assumptions, however, in equilibrium she never bene…ts from exercising these additional options. A normal player can condition her choice of mixed action in the t th stage game on the full history of the play in the preceding periods, including both players' earlier mixed actions (assumed observable) and initial announcements.
For a machine°i let Q i (°i) be its associated set of states and denote by°i(q i ) the machine°i initialized at the state q i 2 Q i (°i). We are interested in varying the length of the stage game and eventually letting this time period ¢ tend to zero. Starting from any pair of states q 1 and q 2 , a pair of positions°1 and°2 determine a Markov process. The limit of the average discounted payo¤s as the period length approaches zero is denoted
Let BR j (°i(q i ); ¢) denote the set of best responses by j to°i(q i ) in the in…nitely repeated game with period length ¢. Let F be the convex hull of feasible payo¤s of the stage game G. We will say that u 2 F is strongly e¢cient if there does not exist u 0 2 F with u 0¸u and u 0 i > u i , for some i = 1; 2. We say that u 2 F is "-strongly e¢cient if there does not exist u 0 2 F with u 0¸u and u 0 i¸u i + ", for some i = 1; 2.
Assumption 1 For all°i 2 ¡ i , q i 2 Q i (°i) and " > 0, there exists ¢ > 0 such that for all ¢ · ¢, the payo¤ vector U(°i(q i );¯; ¢) is "-strongly e¢cient for all¯2 BR j (°i(q i ); ¢).
Thus no position°i 2 ¡ i is destructive or perverse: if j plays a best response to°i, the resulting expected discounted payo¤ pair is strongly Pareto e¢cient (in the limit as ¢ # 0). Thus, one might think of player i demanding a certain amount of surplus by announcing a position but not requiring gratuitously that surplus be squandered. Let U (°i(q i )) denote the limit of the average discounted payo¤ vector as ¢ tends to zero and player j 6 = i plays a best response to°i.
In other words, in the limit as the period length ¢ goes to 0, player j's average discounted payo¤ from playing a best response to°i is the same independently of the state°i is initialized at. The above assumptions imply that we can suppress the argument q i , and simply write U(°i). Furthermore U(°i) is strongly e¢cient.
Since the behavioral types of each player are entirely mechanical, player i can reveal himself not to be behavioral by doing something no behavioral type does, after a given history. For example, she could announce one position and play something contradictory in the …rst period. Fixing the sets ¡ 1 and ¡ 2 and the conditional probabilities of di¤erent behavioral strategies, let G 1 (z 1 ; z 2 ; ¢) denote the in…nitely repeated game with period length ¢ and initial probabilities of z 1 ; z 2 ; respectively that 1 and 2 are behavioral types. For any u 0 2 R 2 ; modify G 1 (z 1 ; z 2 ; ¢) as follows to get an in…nite-horizon game G 1 (z 1 ; z 2 ; u 0 ; ¢) : at any information set at which it is newly the case that both players are revealed not to be behavioral types, end the game and supplement the payo¤s already received by the amount u 0 r (that is, pay them the present discounted value of receiving the payo¤ ‡ow u 0 forever). We will be interested only in payo¤s u 0 that are strongly e¢cient in the stage game.
Assumption 3 The continuation payo¤s u ± used in forming the modi…ed game G 1 (z 1 ; z 2 ; u ± ; ¢) are strongly e¢cient.
where q 0 i is the (original) initial state of°i. In addition de…neû i = (û i 1 ;û i 2 ) as follows:
Lemma 1 below establishes thatû i is the ‡ow payo¤ in equilibrium following concession by player j to a normal player i (who rationally decides whether or not to reveal that she is normal).
The result is related to, though much simpler than, a discussion of one-sided reputation formation in bargaining in Myerson (1991, pp 399-404) , and Proposition 4 of Abreu and Gul (2000) .
Lemma 1 For any " > 0, there exists ¢ > 0 such that for any 0 < ¢ · ¢; any perfect Bayesian equilibrium ¾ of G 1 (z 1 ; z 2 ; u 0 ; ¢), and after any history for which player j; but not i; is known to be normal, a normal player i's equilibrium payo¤ lies within " of b u i i while a normal player j 's equilibrium payo¤s lie within " of y i u
where y i is the posterior probability that player i is behavioral after the history in question. 
; by playing a best response to°i, so long as°i continues to be played. If and when player i abandons°i (which occurs with probability at most (1 ¡ y i )), player j receives u 0 j < u i j . On the other hand if player i is behavioral she will conform with the strategy°i forever. In this case j's payo¤ (for small enough ¢) is at most u 
De…nition 1 Suppose player 1 has not revealed rationality until stage t 1 ¡ 1 and that player 2 has. If at stage t 1 player 2 plays an action which is not in the support of behavior consistent with playing an intertemporal best response to°1 (initialized at whatever state is reached after the t 1 ¡1 stage history in question) we will say that player 2 "challenges" player 1 at t 1 .
Suppose player 2 challenges player 1 at t 1 when°1 is in state q 1 2 Q i (°1). Then, conditional upon player 1 conforming with°1 thereafter, player 2's total discounted payo¤ at t 1 is lower than her total discounted payo¤ from playing a best response to°1
There exists¯< 1 such that if player 1 conforms with°1 with probability¯¸t hen the loss to player 2 of challenging player 1 at t 1 is at least M ¢ (in terms of total discounted payo¤s) conditional upon player 1 continuing to conform with°1 thereafter (in the event that player 1 indeed conformed with°1 at t 1 ).
Let ¢ > 0 be small enough such that after any t ¡ 1 stage history for which player 1 has conformed with°1 he will continue to conform with°1 in stage t, if from stage t + 1 onwards player 2 will play a best response to°1, so long as player 1 conforms at t and continues to conform with°1. Such a ¢ > 0 exists since u 1 1 > u 0 1 . After any t stage history for which player 1 has conformed with°1 we will say that player 1 'wins' if player 2 plays a best response to°1 from stage (t + 1) on so long as player 1 continues to conform with°1.
Let y 1 be the in…mum over posterior probabilities such that if after any (t ¡ 1) stage history player 1 is believed to be behavioral with probability y 1¸y 1 then player 1 wins in any perfect Bayesian equilibrium. Clearly y 1 < 1. To complete the proof we argue that y 1 = 0.
Suppose y 1 > 0. Let e y 1 2 ³ 0; y 1´s atisfy e y 1 > y 1 . Thus, if at stage (t ¡ 1) player 1 is believed to be behavioral with probability y 1¸e y 1 and is expected to conform with°1 in stage t with probability¯·¯then conditional upon conformity in stage t, the posterior probability that player 1 is behavioral exceeds the threshold y 1 . It follows that, in any perfect Bayesian equilibrium, if y 1¸e y 1 where y 1 is the probability that player 1 is behavioral in round (t ¡ 1) then player 1 must be expected to conform with°1 with probability¯¸¯in stage t.
Claim 1 Suppose that y 1¸e y 1 and player 2 challenges at time t 1 : Then it must be the case that there exists t 2 > t 1 such that, conditional upon player 1 continuing to follow°1 until time t 2 , challenging player 1 (again) at stage t 2 is in the support of player 2's equilibrium strategy.
Proof. Suppose that the claim is false. Then normal player 1's equilibrium strategy from time t 1 onwards must necessarily entail conforming with°1 forever after, since u 1 1 > u 0 1 and ¢ is small enough. In round t 1 , as noted above prior to the claim, player 1 must conform in equilibrium with°1, with probability at least¯. But then player 2 can increase his total payo¤ by at least M¢ by playing a best response from time t 1 .
An implication of the above claim (and the argument preceding the claim) is that conditional upon player 1 conforming with°1 the posterior probability that player 1 is behavioral cannot exceed the threshold y 1 (since beyond this threshold there are no further challenges by player 2 in equilibrium).
Claim 2 Suppose y 1¸e y 1 . Then player 2 does not challenge, so long as player 1 continues to conform with°1.
Proof. By the preceding step, if player 2 challenges at t 1 then for any T > 0 there exist t 1 < t 2 < t 3 < ::: with t n ¡ t n¡1¸T , n = 2; 3; : : :, such that, conditional upon player 1 conforming with°1 until time t n¡1 ¡ 1, it is in the support of player 2's equilibrium strategy to challenge at t n¡1 and challenge at t n conditional upon player 1 conforming with°1 until t n .
Since the total loss from not playing a best response is at least M¢ > 0, then for T large enough, player 2 must assign probability (1 ¡ »), for some (1 ¡ ») > 0, that player 1 will reveal rationality between t n¡1 and t n : Hence if the posterior probability that player 1 is behavioral is y n¡1 1 at t n¡1 it is at least
But for n large enough, this leads to a contradiction since we must have y n 1 · y 1 for all n = 1; 2; : : :.
Starting with the supposition that y 1 is strictly greater than zero, we are led to Claim 2, which contradicts the de…nition of y 1 as an in…mum. It follows that y 1 = 0 and player 1 will conform with°1 forever whether or not player 1 is behavioral, and player 2 will play a best response to°1 always.
Lemma 1 reveals that for small ¢, the game G 1 (z 1 ; z 2 ; u 0 ; ¢) is played as a war of attrition. In case (ii), for example, once player j reveals herself rational, i maintains her original stance forever, and hence j should play a best response to i as soon as j reveals her rationality. It is natural to equate revealing rationality to "conceding" to one's opponent and we will freely use this terminology in what follows. To summarize, before rationality is revealed on either side, each player is holding out, hoping the other will concede; this is in e¤ect a simple war of attrition.
Case (i) is only slightly more complicated: j knows what i will do, if rational, following j's revealing herself rational, and what i will do, if behavioral, in the same event.
(That is, reveal rationality and stick with the strategy°i, respectively.) Because i's posterior concerning j's rationality evolves over time, j's expected payo¤ from revealing her rationality evolves also. Hence, although they play a war of attrition before anyone concedes, it is not a time-invariant war with (conditionally) stationary strategies.
Calculating the solutions of these wars of attrition is much easier in continuous time. To simplify the analysis, we move now to a war of attrition game in continuous time. Corresponding to the discrete time game G 1 (z 1 ; z 2 ; u 0 ; ¢) consider the continuous time game G 1 ¤ (z 1 ; z 2 ; u 0 ) in which player i adopts and announces a position, and chooses a time (possibly in…nity) at which to "concede" to the other player.
If the initial positions adopted are (°1;°2), then until one of the players concedes they receive ‡ow payo¤s U(°1;°2). Now suppose player i is the …rst to concede at some time t. Then, if player j 6 = i reveals rationality, the players receive ‡ow payo¤s u 0 thereafter; if not, the players receive ‡ow payo¤s U(°j).
As in the repeated game, z i denotes the initial probability that player i is behavioral, and ¼ i (°i) is the conditional probability that a behavioral player i adopts position°i initially.
Let ¼ i (°i) and ¹ i (°i) be the respective probabilities with which behavioral and rational players initially adopt position°i. We denote by F i (tj°1;°2) the probability that player i (unconditional on whether i is behavioral or normal) will concede by time t, conditional on°1 and°2 and on j 6 = i not conceding before t.
Before de…ning equilibrium in the overall game we …rst consider behavior in the continuation game following the choice of positions°1 and°2 at t = 0:
Once°1 and°2 have been chosen, the posterior probability that i is behavioral iś
Since behavioral types never concede,
Let y j (t) be the posterior probability that j is behavioral, if neither player has conceded until time t. By Bayes rule
Recall the de…nitions of u i (and so on) provided just prior to Lemma 1. Let e u j i (t) denote the expected ‡ow payo¤ of a normal player i who concedes at t. Then
The next lemma is similar to Proposition 1 of Abreu and Gul (2000) . Here, however, the player conceded to may, if normal, reveal rationality, and this leads to a non-stationary war of attrition.
Note that since u ± ; u 1 and u 2 are e¢cient (see assumptions 1 and 3), This game has a unique perfect Bayesian equilibrium. In that equilibrium, at most one player concedes with positive probability at time zero. Thereafter, both players concede continuously at possibly time-dependent hazard rates¸j(t) = (since positions are assumed to be e¢cient). Suppose that ¹ i (°i) > 0; i = 1; 2: Let T i´i nfftjF i (tj°1;°2) = 1 ¡´i(°i)g. That is, T i is the time at which the posterior probability that player i is behavioral reaches 1. Then T i > 0 for i = 1; 2. If not, a pro…table deviation is for player i to wait a moment, instantly convince player j that she is behavioral for sure, and consequently be conceded to immediately by a normal player j. Furthermore, T 1 = T 2 : Suppose, for instance, that T 2 > T 1 . Then after T 1 only the behavioral type of player 1 is still left in the game. Since behavioral types never concede, a normal player 2 should concede immediately. Hence
Let Ã i (t) denote the expected payo¤ to normal player i from conceding at time t. Then
¡rv dv, and j 6 = i. Let A i = ftjÃ i (t) = sup Ã i (s)g: By standard 'war of attrition' arguments (0; T ¤ ] ½ A i . Hence Ã i is constant, and thus di¤erentiable, on this range, as must be F j . Setting Ã 0 i (t) = 0, t 2 (0; T ¤ ) yields a characterization of F j . That is,
where we have used _ y j (t) =¸j(t)y j (t), which in turn is obtained by di¤erentiating y j (t) =´j . Substituting e u j i (t) = y j (t)u
in the denominator yields¸j
for some constant of integration c i . When c i < 1, F i (0) > 0 and player i concedes with positive probability at t = 0: In this case, in equilibrium, player j 6 = i cannot also concede with positive probability at t = 0, and it must be the case that c j = 1. Recall that T i satis…es
The twin conditions (1 ¡ c 1 )(1 ¡ c 2 ) = 0 and T 1 = T 2 uniquely determine c 1 and c 2 . Note that if´j(°j)u As noted earlier, a complicating feature of the above analysis is that the hazard rates of concession are time-dependent. It turns out to be helpful to consider a simpli…ed war of attrition (henceforth, referred to as such, or as the simpli…ed game) in which concession by player i results in the payo¤-vector u j rather than the possibly time-dependent payo¤ vector e u j (t). Assume now that u 
replacing¸1(t) and¸2(t) of the actual war of attrition. In either war, if player i concedes with positive probability at the start of play we will say that player i is "weak". In the simpli…ed game
If player 2 is weak,
, and c 2 is determined by the requirement 1¡c 2 e ¡¸2T ¤ = 1¡´2 (°2).
Hence c 2 =´2
(°2) (´1(°1)) (¸2 =¸1) and F 2 (0) = 1 ¡ c 2 . Furthermore, it is easy to show that player 2 is in fact weak if and only if´2
Throughout we will identify corresponding endogenous variables in the simpli…ed game with an upper bar. That is, as¸i, c i , F i , and so forth.
; that is, a normal player 2 who is conceded to by player 1 will reveal rationality. Furthermore, since u 
Lemma 3 Consider the continuation game following the choice of a pair of positions (°1;°2): Suppose u 1 1 > u 2 1 > d 1 ; u 2 2 > u 1 2 > d 2 and u 0 2 > u 2 2 . Then if player 2 is 'weak' in the simpli…ed game, he is 'weak' in the actual game. Furthermore he concedes (at the start of play) with higher probability in the actual than in the simpli…ed game. That is
Proof. Recall from the discussion preceding Lemma 3 that
. Also, from the preceding discussion,
, with strict equality if player 2 is weak. Also, F 2 (0) = 1 ¡ c 2 . We establish the lemma by showing c 2 < c 2 ; that is,
We have noted earlier thaţ
Lemma 4 A strategy for player i in the game G 1 ¤ (z 1; z 2 ; u ± ) is a pair of probability distributions ¼ i (¢) and ¹ i (¢) over positions (for the behavioral and rational types of player i, respectively); and for every pair of positions (°1;°2) 2 ¡ 1 £ ¡ 2 ; a "distribution function" F i (¢ j°1;°2) over concession times; where F i (t j°1;°2) is the probability with which player i (who might be normal or behavioral) concedes by time t, conditional on j 6 = i not conceding prior to t:
Fixing a strategy pro…le, let Ã i (t j°i;°j) denote the payo¤ to a player i who concedes at t, and Ã i (1 j°i;°j) denote the payo¤ to i from never conceding. Let
denote player i's expected payo¤ from choosing a position°i and adopting an optimal concession strategy thereafter. Let
A strategy pro…le is an equilibrium of the overall game if for all°i 2 ¡ i ; i = 1; 2
A i (°i;°j) is nonempty and the "support" of the function F i (¢ j°i;°j) is contained in A i (°i;°j): (Since F i (t j°i;°j) · 1 ¡´i(°i) it is formally not a distribution function over concession times.)
The Main Characterization
We continue with the analysis of the continuous time war of attrition introduced in Section 2 and focus here on the behavior of the model as the probability of behavioral types goes to zero.
As explained in the Introduction, we wish to impose a continuity requirement on solutions of perturbed games. Suppose that players expect that, whenever mutual rationality becomes common knowledge, their continuation payo¤s will be given by some u 0 2 R
2
. If the full-information game is perturbed only very slightly (the perturbation probabilities are close to zero), it seems attractive to require that the payo¤s expected in the perturbed game are close to u 0 . But this is a little too strong. If, for example, z 1 > 0 and z 2 = 0 then no matter how small z 1 is, Coase-conjecture-like arguments establish that player 1 will do much better than player 2 (if player 1 has any types in ¡ 1 that are attractive to imitate). The converse is true if z 1 = 0 and z 2 > 0, so it is impossible to demand continuity at z = (0; 0). We will con…rm, however, that a weaker form of continuity, in which only test sequences with z 1 z 2 and z 2 z 1 bounded away from zero ("proper sequences") are considered, can be satis…ed.
Because the above exercise leads to a "Nash threats" result, we now provide the relevant de…nitions. Recall the (standard) Nash (1950) bargaining solution for a convex non-empty bargaining set F µ R 2 , relative to a disagreement point d 2 R 2 ; where it is assumed that there exists u 2 F such that u À d. Then the Nash bargaining solution, denoted u N (d), is the unique solution to the maximization problem
In the event that there does not exist u 2 F such that u À d, u N (d) is de…ned to be the strongly e¢cient point u 2 F which satis…es u¸d.
In Nash (1953) the above solution is derived as the unique limit of solutions to the non-cooperative Nash demand game when F is perturbed slightly and the perturbations go to zero. Nash's paper also endogenizes the choice of threats, and consequently disagreement point, and it is this second contribution which is particularly relevant here. Starting with a game G, the bargaining set F is taken to be the convex hull of feasible payo¤s of G. The threat point d is determined as the non-cooperative (Nash) equilibrium of the following two 'stage' game:
Stage 1 The two players independently choose (possibly mixed) threats m i , i = 1; 2.
The expected payo¤ from (m 1 ; m 2 ) is the disagreement payo¤ denoted d(m 1 ; m 2 ).
Stage 2 The player's …nal payo¤s are given by the Nash bargaining solution relative to the disagreement point determined in Stage 1.
Thus players choose threats to maximize their stage 2 payo¤s given the threats chosen by their opponent. Note that the set of player i's pure strategies in the threat game are her set of mixed strategies in the game G. Since the Nash bargaining solution yields a strongly e¢cient feasible payo¤ as a function of the threat point, the Nash threat game is strictly competitive in the space of pure strategies (of the threat game). Nash shows that the threat game has an equilibrium in pure strategies (i.e., players do not mix over mixed strategy threats), and consequently that all equilibria of the threat game are equivalent and interchangeable. In particular the threat game
where m ¤ i is an equilibrium threat for player i. Our solution essentially yields (u ¤ 1 ; u ¤ 2 ) as the only equilibrium payo¤ which survives in the limit as the probability of behavioral types goes to zero.
In order to establish the result we need to assume that positions corresponding to the Nash threat strategy and Nash threat equilibrium outcome exist. This may be interpreted as a 'rich set of types' assumption. It is also convenient to modify the de…nition of a machine, and the speci…cation of the transition function provided there, to allow the latter to condition, in addition, on the set f0; 1g. We interpret 0 as 'silence' and 1 as the announcement 'I concede.' Behavioral players never announce 1. This harmless modi…cation facilitates the exposition.
We also restrict attention to stage games for which
where m ¤ is an equilibrium pro…le of the Nash threat game.
Assumption 4 Nash-Threat Position
There exists a position°¤ i 2 ¡ i such that
For example, the following machine°i satis…es all the assumptions (modulo footnote 5) for K large enough. The initial state plays m ¤ i and the machine transits out of the initial state only if player j announces '1'. In the latter event the machine transits to a 'sub' machine with a sequence of 'cooperative' states (yielding u ¤ ) 5 and K punishment states. In the event of any 'defection' by player j in the cooperative phase, the K punishment states must be run through before return to the …rst cooperative state. In the punishment states, the mixed strategy minmaxing player j is played. < a for n = 1; 2 : : : :
5 If G is a game in which u ¤ is not a rational convex combination of extreme points of the feasible payo¤ set, a machine, as de…ned, will not generate a payo¤ exactly equal to u ¤ . This 'technical' di¢culty may be dealt with by permitting public randomization, or by rephrasing the preceding assumption and results in terms of an 'almost' Nash threat position.
For a game G 1 ¤ (z; u) and a strategy pro…le ¾ of G 1 ¤ (z; u) let U(¾) 2 R 2 denote normal players' expected payo¤s under ¾. Note that the sets ¡ i of positions and the probabilities with which they are adopted by behavioral players, are held …xed throughout.
Proposition 1 says that the "Nash bargaining with threats" payo¤ u ¤ satis…es our continuity requirement. Proposition 2 states that u ¤ is the only payo¤ that survives the continuity test.
Proposition 1 Consider a proper sequence z n and corresponding sequences of games G 1 (z n ; u ¤ ) and perfect Bayesian equilibria ¾ n ; n = 1; 2::: . Then for any " > 0 there exists n such that jU(¾ n ) ¡ u ¤ j < " for all n¸n.
Proposition 2 Fix u 0 2 R 2 and consider a proper sequence z n and corresponding sequences of games G 1 (z n ; u 0 ) and perfect Bayesian equilibria ¾ n ; n = 1; 2 : : :. Suppose u 0 i < u ¤ i . Then for any " > 0 there exists n such that for all n¸n,
How should the preceding propositions be interpreted? Fudenberg and Maskin (1986) and Fudenberg, Kreps and Levine (1988) o¤er ample warning of the sensitivity of equilibria of reputationally-perturbed games to the particular perturbation introduced. Sometimes, as in Fudenberg and Levine (1989) , there is one 'type' that dominates equilibrium play regardless of what other types are in the support of the initial distribution. With long-lived players on both sides, Schmidt (1993) shows this need no longer be true. In this paper, we need to assume that behavioral types all have certain features (such as sticking to the initial positions they announce up front). But within this class, the "Nash bargaining with threats" type dominates play regardless of what other types happen to be present in the initial distribution.
Proof of Propositions
Consider the continuation game after°1,°2 are chosen and let u i´U (°i) and dÚ (°1;°2). Suppose player 1 adopts position°¤ 1 and that player 2 adopts some position°2 . We argue that player 1's payo¤ in the continuation game following the choice of (°¤ 1 ;°2) is (at least) approximately u ¤ 1 in any perfect Bayesian equilibrium of the overall game, when the prior probabilities that the players are behavioral are su¢ciently small. Step 1 Since playing a best response to°2 yields player 1 u 2 1 , it must be the case that d 1 · u 2 1 . Similarly, d 2 · u 1 2 .We will assume until step 5 that u j j > u i j > d j , i 6 = j, i; j = 1; 2. Finally in step 5 we will allow for the possibility that u
Furthermore we will …rst analyze the simpli…ed war of attrition and exploit the discussion following the proof of Lemma 3 to draw conclusions about the actual game. Steps 1 and 2 are concerned with the simpli…ed game. Suppose¸1 >¸2 (recall the de…nitions following the proof of Lemma 2) and suppose that°2 is chosen in equilibrium by a normal player 2 with probability ¹ n 2 (°2) > 0: Suppose that ¹ n 2 (°2) ! 2¹ > 0 (this convergence could occur along a subsequence.) Then for n large enough,´n
where C is a …nite constant independent of z 1 ; z 2 ; and k´¸2
We know from the discussion following lemma 2 that player 2 is 'weak' if and only if ! n 2 = 1 ¡ [´n 2 =(´n 1 )¸2 =¸1 ] > 0; in this case ! n 2 is the probability with which player 2 concedes to player 1 at time zero. Thus°1 wins against°2 with probability 1 in the limit so long as°2 is used with non-negligible probability by a behavioral player 2, and¸1 >¸2. This key fact was …rst noted by Kambe (1999) . A similar observation appears independently in Compte-Jehiel (2002) . The next step shows that in the simpli…ed game, a normal player 1 can (in the limit as the z i 's ! 0) guarantee herself a payo¤ close to u ¤ 1 by choosing a Nash position°¤ 1 .
Step 2 Recall that¸1 . Hence°¤ 1 ;°2 as speci…ed above yield¸1 >¸2:
By step 1 above¸1 >¸2 implies that player 1 'wins' in the limit with probability 1 (! 2 ! 1) against°2, so long as ¹ 2 (°2) > ¹ > 0: Hence by adopting the Nash position player 1 obtains a payo¤ arbitrarily close to u ¤ 1 with probability 1 ¡ 2¹ ¢ (#¡ 2 ). Since ¹ in step 1 is any strictly positive number, it follows that in the simpli…ed game there exists n such that jU (¾ n ) ¡ u ¤ j < " for all n¸n.
Step 3 Proof of Proposition 1
Given that player 1 adopts the position°¤ 1 , that player 2 adopts a position°2 such that u 2 1 < u ¤ 1 , and given that u 0 = u ¤ , the actual game reduces to the simpli…ed game. A symmetric argument applies to player 2. Hence Step 2 in fact establishes Proposition 1.
Step 4 Proof of Proposition 2 Suppose that u Step 5 Finally suppose that player 1 adopts°¤ 1 , and that u
Step 2)implies that the only possibility is u
In this case, unique equilibrium behavior entails normal player 2 conceding to player 1 with probability one immediately; in equilibrium, normal player 1 will never concede to 2 since u 2 1 = d 1 , so long as there is any possibility that player 2 is normal. As in the preceding case we will argue that if u Step 2 Truncated Simpli…ed Game This step is analogous to Lemma 3 and the discussion preceding it. Step 3 Proceeding as in the proof of Case 1 it may be checked directly that if Proof. The argument is analogous to the proof of Proposition 2 of Abreu and Gul (2000) , and is only sketched. Let M i denote the j¡ i j ¡ 1 dimensional simplex. For any (¹ 1 ; ¹ 2 ) 2 M 1 £ M 2 ; Lemmas 3 and 4 uniquely pin down equilibrium payo¤s and behavior in the continuation games following the choice of positions (°1;°2) 2 ¡ 1 £ ¡ 2 : It follows directly from these characterizations that the payo¤s V i (°i j ¹) (where we now make explicit the dependence on ¹ = (¹ 1 ; ¹ 2 )) are continuous in ¹. To complete the proof we need to show that this mapping has a …xed point. Clearly » maps to non-empty, convex sets. Furthermore since V i is continuous in ¹, the mapping » is upper hemi-continuous. By Kakutani's …xed point theorem, it follows that the required …xed point exists.
Conclusion
The excessive power of self-ful…lling prophecies in repeated games stands in the way of obtaining useful predictions about strategic play. Since many of the self-ful…lling prophecies seem arbitrary and fanciful, it is tempting to use some device to limit the "spurious bootstrapping". A modest application of subgame consistency accomplishes that in this paper, and when combined with robustness to behavioral perturbations, yields a unique division of surplus in the supergame.
The central result of the paper could be viewed as a demonstration that division of surplus according to the "Nash threats" solution can arise without any need for external enforcement of threats or agreements (see the quote from Nash (1953) in Section 1.1 above). We are more excited about the potential for application in oligopolistic settings and other in…nite-horizon economic problems. It will also be important to understand how robust the Nash threats result is, across di¤erent classes of reputational perturbation. 
