ABSTRACT JPEG2000, the international standard for still image compression, uses wavelet transform. JPEG2000 uses the 9/7 Daubechies filter and the 5/3 Le Gall filter for transformation. In this paper, we present a method for image mirroring and rotation in the wavelet domain, by manipulating the transformation coefficients. Our technique requires no additional complexity and the perfect reconstruction property is preserved.
INTRODUCTION
Wavelet transform is the transform of choice for JPEG2000, 1 the still image compression standard which resulted from the joint efforts of International Telecommunications Union(ITU) and International Organization for Standardization (ISO). The image is subjected to forward transform, quantization and entropy encoding on its way to the compressed format. Reconstruction of the original image involves entropy decoding, inverse quantization and inverse transform.
Consider the case where image information is available in the transform domain. In order to obtain a mirrored or rotated image, we have to first apply inverse transform and then proceed with our operations in the spatial domain. This constraint can be avoided by simple reordering of the transform domain coefficients of the original image.
Image mirroring and rotation in transform domain for transforms such as DCT and DST have already been implemented. [2] [3] [4] [5] In DCT,for example, mirroring involves a sign change of alternate transform coefficients.
2, 4
Rotation of the transform coefficient matrix leads to rotation of the reconstructed image by various angles.
This paper discusses a method to obtain wavelet transform domain coefficients of the mirrored/rotated image from those of the original image, thereby doing away with the necessity of having to retrieve the original image first. The methods described here do not add further computational complexity.
A method to achieve image resolution enhancement is also discussed in the paper. Many of the solutions to this problem rely on a statistical approach. 6 A prominent statistical approach, 6 makes use of a Hidden Markov Tree model. 7, 8 The wavelet coefficients at various scales are considered to be occupying the nodes of the Hidden Markov Tree (HMT). A hidden state value, determined based on the significance of a coefficient,actually dictates the value of the coefficient.
A parent child relationship is assumed to exist between the various nodes of the tree. Once the state of the parent coefficient is known, the probability density function (pdf) of the child coefficients is determined, which would be given by a Gaussian mixture model. Once the pdf is known, the child coefficients are generated randomly. Estimation of the parameters of the pdf is another interesting aspect of the solution discussed in the paper.
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The paper is organized as follows: Section 2 discusses the property of perfect reconstruction of filter banks. Section 3 discusses how we can manipulate the transform coefficients while retaining the perfect reconstruction property. Section 4 shows the results. Section 5 discusses interpolation of wavelet coefficients across scales and the modeling of interpolation error. We also discuss error prediction, denoising of the wavelet coefficients, and the reconstruction of the image in the section. The results of comparing the reconstructed image with the original image is presented in section 6. We conclude in section 7.
PROPERTY OF PERFECT RECONSTRUCTION
Consider a two channel filterbank [ Fig.1 ]. At the analysis side, let H 0 and H 1 be the low pass and high pass filters respectively. On the synthesis side, let F 0 and F 1 be the low pass and the high pass filters, respectively. The product filter P (ω) is then given by:
where m = 0,1.
To be able to reconstruct the image from wavelet coefficients, we require that the filters satisfy the property of perfect reconstruction, 9, 10 according to which the product filter should form a half band filter. That is, the product filter P (ω) should satisfy:
The Idea: If our signal information in frequency domain is represented by X(ω), then after filtering and downsampling in the analysis side, we obtain:
If we flip our results in spatial domain, we would get the expression:
where m = 0,1. Equation (4) can be looked upon as filtering of reverse sequence by reverse analysis filters. In order to maintain conditions of perfect reconstruction, and obtain the reverse sequence as our final output, we can reverse our synthesis filters as well and proceed with the synthesis. This is equivalent to saying that reversing input and the filter would produce the output in reverse.
Next, consider the case where the analysis and synthesis filters are symmetric, as is the case in JPEG2000 9/7 and 5/3 filters.
1 For symmetric filters, coefficients in forward and reverse order are the same, ie.,
for m = 0,1.
In this case, by replacing H m (−ω) with H m (ω) we can view (4) as filtering of reversed input by the analysis filter bank. Hence, we can continue with our synthesis without having to reverse the synthesis filters.
MIRRORING AND ROTATION
Let LL, LH, HL and HH be the four components obtained by passing image information through the two channel filter bank, each component denoting the output of a particular branch in the filterbank (Fig.2) . Now, in the synthesis bank, let LL', LH', HL' and HH' denote the branches which accept the four components, LL, LH, HL and HH respectively (Fig.3) . Let
be a reverse identity matrix of the same dimension as LL, LH, HL and HH components. The mirrored and rotated images can be constructed as explained below. 
Mirroring
In the case of horizontal mirroring, we simply reverse each of the LL, LH, HL and HH components and apply it to the synthesis filterbank -ie., we post multiply each component matrix by the J matrix and then give it to the synthesis filterbank. For vertical mirroring, we premultiply each of the components by J instead of postmultiplying. Figs.4 and 5 show the synthesis filter banks for horizontal mirroring and vertical mirroring respectively. Each of the synthesis filter bank block accepts 4 inputs and generates a reconstructed image as output.
Rotation
For image rotation by 90 degrees, we post multiply by J, take the transpose, and then apply to the synthesis filter bank. One point to be noted is that, here, the (LH · J)
T is given to HL' and (HL · J) T is given to LH'. For 270 degrees, we adopt a similar step -the only difference is that here we pre multiply by J instead of post multiply. The step of giving the input from LH branch to HL'and input from HL branch to LH' is required because, for 90 and 270 degrees, we are transposing the image matrix, and so for retrieving the image, the rows and columns have to be given to those branches with filters which holds the property of perfect reconstruction with the filters that created the rows and columns.
For 180 degrees on the other hand, we simply have to pre multiply and post multiply by J, each of the four components, and apply them to the filterbank. 
Analysis -Horizontal Mirroring Example
In this section, we analyse the logic behind the operations performed at the input of the synthesis filterbank. As an example we prove that input to LH' in Fig. 4 will be same as the LH component of a horizontally mirrored image. Let x be the input image, the analysis of which would give us LL, LH, HL and HH components, each with a dimension of M × N . 
On postmultiplying LH by J, we obtain,
Next consider the LH component for the horizontally mirrored image, x · J. It is given by
the above equation can be written as
Since equation 9 is equivalent to equation 7, the operations performed on the wavelet coefficients of the original image are justified. Similarly, all the input operations performed on several synthesis filter banks considered can be analyzed.
MIRRORING RESULTS
We applied the proposed methods for both Daubechies 9/7 and Le Gall 5/3 filters. The wavelet coefficients obtained using these JPEG2000 filters were subjected to the appropriate operations as discussed in the previous section. The resulting figures are as shown in Figs.8 and 9 .
In the Fig.9 , we used the 9/7 Daubechies filters for transformation.The original Lena image is shown, along with the results for mirroring and rotation. Top left -horizontal mirroring, top center -rotation by 180 degrees, top right -rotation by 270 degrees, bottom left -vertical mirroring and bottom right -rotation by 90 degrees. 
IMAGE INTERPOLATION
Here, we propose a wavelet domain image interpolation method for image resolution enhancement. The low resolution image is treated as the low pass component of the high resolution image, and we predict the high pass components from it. We then construct the high resolution image from all of the components.
In order to predict all of the required components, the low resolution image is further decomposed to low pass and high pass components, of which the low pass component is further decomposed. We thus obtain wavelet coefficients at various levels. As a next step, the lower level components are interpolated to obtain the higher level components, and the interpolation error image is computed for each level.
The probability distribution of the error images thus obtained are then modeled. A Gaussian curve is then fitted to the estimated probability density functions with a reasonable degree of accuracy.
Interpolation error prediction and denoising
The interpolation error probability density for various levels have now been obtained. In the next step we try to predict the interpolation error density we would obtain, were we to interpolate the high pass components of the low resolution image. As the higher level coefficients are obtained by a simple interpolation, the mean remains the same across the levels, but the variance differs. We make use of a property of wavelet coefficients while trying to predict the variance of the error density -the property of exponential decay of coefficients across the bands at various levels. As the variances of the wavelet coefficients vary exponentially across scales, the variances of the coefficients obtained by interpolation too varies exponentially. It follows that the variances of their differences, that is, the variances of the error images too vary exponentially . It can be explained as 6 : Let the error image be E. The variance of E, (σ K ) 2 in level K, is estimated according to
where K denotes the level at which coefficients are located, the low resolution image occupying the highest level.
The exponential decay of variances of the wavelet coefficients across scales are shown in Fig.11 . The same model is essentially adopted for interpolation errors.
Once the mean and variance are known, we have all of the parameters required to specify the interpolation error density for the higher level. The high pass components of the low resolution image are interpolated to obtain higher level high pass components. Interpolation error is then treated as noise which was added to the high pass components.
This leads to the next step in our interpolation algorithm, which is the denoising of image information in the wavelet domain. We make use of an already existing image denoising algorithm. 11 The algorithm receives an input matrix and noise distribution characteristics, and produces a denoised image. We feed the interpolated components, as well as the predicted interpolation error distribution characteristics, and obtain denoised high pass components, thus completing the estimation of required components for the construction of the high resolution image. The sequence of steps in interpolation is shown as a block diagram in Fig.12 . 
INTERPOLATION RESULTS
Initially, the image is decomposed into LL(low-low), LH(low-high), HL(high-low)) and HH(high-high) wavelet bands. The LL component is then considered the low resolution image, and the rest of the components are predicted from it, leading to the reconstruction of the high resolution image. The original image is then compared with the reconstructed image to draw conclusions about the effectiveness of the algorithm. The decomposition levels are shown in Fig.13 . The Gaussian curves fitted pdfs for errors during interpolation from level 3 to 2 for LH, HL and HH are shown in Fig.14, 15 and 16.
Lena in original and interpolated form is shown in Fig.17 and 18 . A comparison with existing methods in terms of PSNR(dB) is shown in table 1.
CONCLUSIONS
We presented techniques for achieving image mirroring and rotation for JPEG2000. The technique gives us the option of processing the transform coefficients directly without having to do the inverse transformation. We have shown the results on two images for both mirroring and rotation, using Daubechies 9/7 as well as Le Gall 5/3 filters. Rotation of images by 45 degrees, 135 degrees, 225 degrees and 315 degrees by manipulation of wavelet coefficients is a line of research which can be further pursued.
We also presented techniques for achieving image interpolation using wavelet domain coefficients. A more accurate modeling of the interpolation error, accompanied by a suitable denoising algorithm is a line of work worth considering. Interpolation to obtain images at different scales can also be investigated further.
