We show that the definition of the θth sample quantile as the solution to a minimization problem introduced by Koenker and Basset [1978] can be easily extended to obtain an analogous definition for the θth sample quantity quantile instead of the usual one. By means of this definition we introduce a linear regression model for quantity quantiles and analyze some properties of the residuals.
Introduction
The θth quantile ζ θ of the real valued random variable (r.v.) Y with distribution function:
F Y (y) = P (Y y) (1.1) can be obtained: * A short version of this paper has been presented at XLIII Scientific Meeting of the Società Italiana di Statistica (Radaelli and Zenga [2006] ).
• by its quantile function:
B Y (θ) = inf {y ∈ ℜ | F Y (y) θ} 0 < θ < 1.
(1.2) for a fixed θ ∈ (0, 1);
• as the solution of a minimization problem which is the crucial feature in quantile regression.
For the latter, consider the problem of approximating the distribution of Y with a value c ∈ ℜ. Given a loss function ℓ the optimal value c can be obtained by minimizing the expected loss:
which depends both on the distribution of Y and on the particular loss function adopted (see Peracchi [2001] ). In the case the loss function specified is the quadratic one:
ℓ(u) = u 2 the value of c that minimizes (1.3) is the mean value µ = E (Y ), while applying the absolute loss function:
ℓ(u) = |u| the value of c that minimizes (1.3) is the median ζ 0.5 of Y .
The loss function applied in quantile regression, as introduced by Koenker and Basset [1978] (see also Koenker [2005] ), is the asymmetric absolute loss function: which is minimized when c is the θth quantile ζ θ of Y .
In this framework the θth quantile of Y can be defined as any solution to the minimization problem:
(1.6)
Considering now a random sample Y 1 , . . . , Y i , . . . , Y n from Y , the natural estimator for ζ θ is the corresponding sample quantile ζ θ that can be definied as follows:
I y i ζ θ .
(1.7)
Thus, once the observations obtained from the sample are arranged in nondecreasing order:
y (1) y (2) . . . y (n) , the θth sample quantile is unique, provided that nθ is not integer, and it is the value that fills the position ⌈nθ⌉ 1 :
ζ θ = y (⌈nθ⌉) .
In the case nθ is integer, the θth sample quantile is any value in the closed interval y (nθ) ; y (nθ+1) . Koenker and Basset [1978] have shown that, applying the asymmetric absolute loss function (1.4), the θth sample quantile can be obtained simply by replacing the distribution function F in (1.5) with the empirical distribution function:
F n (y) = n The point of departure of quantile regression is thus the definition of the θth sample quantile as the solution of a minimization problem instead of the usual procedure that implies the ordering of the sample observations. The optimization approach yields a natural generalization of the quantiles to the regression settings.
As pointed out in Hallock and Koenker [2001] the solution to problem (1.9) is an estimate of the unconditional θth quantile of Y . Suppose now to have p explanatory variables X 1 , . . . , X p and that the conditional quantile function of Y is linear and
given by:
(1.10)
In the quantile regression (linear) model the unknown parameters β θ in the conditional quantile function are estimated simply by replacing the scalar ζ θ in (1.9) by the function x T β θ . Thus the θth regression quantile is defined as any solution to the minimization problem:
where y = [y 1 , . . . , y n ] is a vector of responses on the random variable Y and
T is the known n × p matrix of the regressors.
The case of the conditional median is obtained setting θ = 0.5 in (1.11) and has been first introduced by Boscovich (see for example Hald [1998] , Mineo [2003] and Stigler [1984] ) and then investigated by De La Place [1966] , Edgeworth (see [Bowley, 1972, pp.99-109] ) and Bassett and Koenker [1978] .
In the literature other asymmetrically weighted loss functions have been introduced: Newey and Powell [1987] proposed the use of the asymmetric least squares loss function:
(1.12) leading to the minimum problem:
The solution to problem (1.13) has been defined by the authors the θth sample expectile 2 and the use of the asymmetric loss function (1.12) is then extended to the regression context leading to asymmetric least squares estimators (see also Efron [1991] ).
Quantity quantiles
When one face with a nonnegative random variable, the income for instance, it is useful to consider not only the quantiles as defined in the previous section but the quantity quantiles as well.
From now on Y is supposed to be a nonnegative r.v. with density function f Y and with finite and strictly positive mean value:
The distribution function of Y is:
and the so-called first incomplete moment (or first-moment distribution) is given by:
Thus, if Y represent the income, F Y (y) gives the fraction of the population with income no greater than y while Q Y (y) gives the share of the total income accruing 2 The 0.5 expectile is the sample mean y.
to the population with income no greater than y.
In this framework it is possibile to define the θth quantile:
and the θth quantity quantile:
It should be observed (e.g. Zenga [1984] ) that:
and thus:
This approach has been widely used in the study of income and wealth distribution and many concentration measures have been derived from the comparison of (2.1) and (2.2), see Zenga [1990] for a short review, and from the comparison of (2.3) and (2.4), see Zenga [1984] , Zenga [1985] , Zenga [1990] , Berti and Rigo [1999] and Kleiber and Kotz [2003, pp.42-43] .
It is interesting to observe that η 0.5 is the so called dividing value (e.g. Mortara [1933, pp.70-71] ) defined as the value that balances the sum of the values lower than it and the sum of the values greater than it.
As the quantile can be defined as any solution to the minimization problem that makes use of the asymmetric absolute loss function (1.4), so the quantity quantile η θ can be defined as any solution to a minimization problem that attaches a suitable weight to the loss function (1.4).
In particular let W be a r.v. with the same support as Y and density function:
The distribution function of W is given by:
which is the first incomplete moment (2.2) of Y , therefore the θ-th quantile of the r.v. W is the θ-th quantity quantile of the r.v. Y .
Thus as Jones [1994] showed that expectiles of a given distribution F are precisely the ordinary quantiles of a distribution G related by an explicit formula to F , then we observe that quantity quantiles of a given distribution F are the ordinary quantiles of the distribution G obtained from F by applying the Lorenz function:
to the distribution function F (see for example Berti and Rigo [1999] ):
It is now straightforward to define the quantiles of the r.v. W in the same way as we showed in the previous section. Thus, according to (1.6), the θth quantile of W can be defined as the solution to the minimization problem:
The expected loss in (2.7) can be rewritten as follows: For θ = 1/2, (2.7) gives the dividing value and for θ ∈ (0, 1) all the others quantity quantiles of the r.v. Y are obtained. Thus we observe that the relationship between quantity quantiles and the dividing value is that between the quantiles and the median and between the expectiles and the mean.
Consider now n sorted observations, obtained from a random sample
and let T = n i=1 y i > 0 and y denote, respectively, the total amount and the arithmetic mean of the observations. The natural estimator for η θ is the corresponding sample quantity quantile:
where:
Thus traditionally, in order to obtain the θ-th sample quantity quantile, one should sum the sorted values y (i) until at least the share θ of the total T is reached.
Nevertheless by replacing the empirical distribution function (1.8) of Y with:
the θ-th sample quantity quantile can be obtained as any solution to the minimization problem:
Denoting with D(b) the expression within square brackets in (2.8), it can be easily shown that its minimum is reached for b = η θ . In fact D(b) can be rewritten as:
In order to evaluate D(b) when b varies we consider:
and their difference:
The difference y (i+1) − y (i) is nonnegative, therefore:
Thus increasing b, the value of D(b) decreases as long as Q(b) < θ; the minimum is reached for b that satisfies Q(b) = θ, i.e. b = η θ .
Linear regression for quantity quantiles
In section 1 we showed that the optimization problem (1.11) allows to obtain the regression coefficients β θ of the hyperplane for the θ-th conditional quantile of the dependent variable Y . Suppose now we are interested in a linear model for the θth conditional quantile of the r.v. W with density function (2.5) and distribution function (2.6). In particular, following the same setting, suppose to have p explanatory variables X 1 , . . . , X p and that the conditional quantile function of W is given by:
the unknown parameters γ θ in the conditional quantile function (3.1) can be obtained simply by replacing b in (2.8) by the function x T γ θ . Thus the θth regression quantity quantiles for the variable Y , i.e. the θth regression quantile for the variable W , is defined as any solution to the minimization problem:
where y = [y 1 , . . . , y n ] is a vector of responses on the random variable Y and x T i is ith row of the known n × p matrix of the regressors X.
Problem (3.2) can be viewed in the context of weighted linear quantile regression introduced by Koenker and Zhao [1994] for linear heteroscedastic model. In the case here considered we don't consider that the conditional densities of the response Y are heterogeneous; we just use the additional nonnegative weights y i /y in the minimization problem in order to obtain the quantity quantiles instead of the quantiles. Problem (3.2) can be reformulated, as in quantile regression (see for example Koenker and Basset [1978] ), as the linear program:
subject to the constraints:
where the vector of the residuals u = y − X γ θ is split into its positive u + and
In theorem 3.4 of Koenker and Basset [1978] the authors prove that, given a solution β θ to problem (1.11), if the matrix X contains an intercept (i.e. X contains a column of ones) then there will be roughly a proportion θ of negative residuals and a proportion 1 − θ of positive residuals; more precisely the following inequality holds:
where n − , n + and n 0 denote the number of negative, positive and zero elements of the residual vector u = y − X β θ .
An analogous theorem holds for quantity quantile regression: in particular, given a solution γ θ to problem (3.2) and the correspondent vector of residuals u = y−X γ θ , consider the following partition of the set {1, . . . , n}:
• Z = {i : u i = 0} indexes of points with zero residual;
• N = {i : u i < 0} indexes of points with negative residual;
• P = {i : u i > 0} indexes of points with positive residual then:
Theorem 3.1 Let T = ny > 0 denotes the total amount of the observations on Y .
If X contains an intercept then:
Proof. Rewrite (3.6) as:
and let:
|u i | and:
The difference:
can be positive, negative or null; then we consider separately two cases. Consider first the case:
The term θ i∈Z
, is nonnegative, so it must only be proved that:
T + γ θ and denote with u i ( γ θ ) and u i (η θ ) the residuals of the n points from the hyperplanes with coefficients, respectively, γ θ and η θ . The two hyperplanes differ only in the intercept thus we have:
and, given (3.8), we have:
Thus the loss associated to the hyperlane with regression coefficients η θ is given by:
Note that if:
that is:
we will have:
and γ θ is not a solution to the minimum problem (3.2).
Hence the following inequality:
A similar argument can be used in the case:
Relation (3.7) can be viewed as an extension of the property of quantity quantiles in the regression context: when the share i∈Z y i T of the total amount T accruing to points lying on the regression hyperplane is negligible, then the points below the hyperplane (with negative residuals) absorb roughly a share θ of the total T and the points above the hyperplane (with positive residuals) absorb roughly a share 1 − θ of the total T .
Theorem 3.1 holds also when, instead of the weights y i ; i = 1, . . . , n, in the minimum problem (3.2) one use the weights ω i i = 1, . . . , n such that:
In particular the relation (3.5) can be proved by setting ω i = 1; i = 1, . . . , n. by region and demographic size. Within each stratum, the municipalities in which interviews would be conducted were selected by including all municipalities with more than 40000 inhabitants while the remaining were randomly selected following a procedure that assigns a drawing probability proportional to size. In the second stage the individual households to be interviewed were then selected randomly. To each household is assigned an initial weight defined as the inverse of its probability of inclusion in the sample. In this application we consider three variables:
C: non-durable consumption expenditure;
Y : net disposable income;
S: household size.
Non-durable consumption expenditure and net disposable income are both ex- Average and median annual household non-durable consumption expenditure are, respectively, e20424.21 and e18000.00. The histogram of non-durable consumption expenditure (figure 1), suggests that its distribution could be modeled by a lognormal distribution. The average household consists of 2.58 members whereas the median household size is 2 (52.59% of the household sizes are no greater than 2). Table 4 .2 (see also figure 2) reports, for different values of θ, the quantiles ζ θ and the quantity quantiles η θ of the household non-durable consumption expenditure and, in the last column, their ratios. For instance, for θ = 0.75 we have:
and this means that, after sorting the households by increasing values of their non-durable consumption expenditure, in order to reach a share equal to 75% of the households we must consider the ones with an expenditure no greater than non−durable consumption (euro) density x 1000 0 0 8400 8400 8400 8400 10800 10800 10800 10800 13200 13200 13200 13200 15600 15600 15600 15600 17400 17400 17400 17400 19300 19300 19300 19300 21600 21600 21600 21600 24000 24000 24000 24000 26400 26400 26400 26400 28800 28800 28800 28800 31000 31000 31000 31000 33000 33000 33000 33000 36600 36600 36600 36600 40800 40800 40800 40800 45600 45600 45600 45600 48600 48600 48600 48600 54100 54100 54100 54100 e25200 and that in order to reach a share equal to 75% of the total non-durable consumption expenditure we must consider the households with expenditure no greater than e30000.
Ratios between quantiles and quantity quantiles (last column in table 4.2) are almost constant; this strengthens the idea that the underlying distribution of non-durable consumption expenditure should be log-normal (see Zenga [1984] ). Quantity Quantiles Linear Regression Table 4 .4: Distribution of the weights of the 8008 households by net disposable income Y and non-durable consumption expenditure C.
Net disposable
Non-durable consumption expenditure income 0 ⊣ 8400 8400 ⊣ 10800 10800 ⊣ 13200 13200 ⊣ 15600 15600 ⊣ 17400 17400 ⊣ 19300 19300 ⊣ 21600 21600 ⊣ 24000 24000 ⊣ 26400 26400 ⊣ 28800 28800 ⊣ 31000 31000 ⊣ 33000 33000 ⊣ 36600 36600 ⊣ 40800 40800 ⊣ 45600 45600 ⊣ 48600 48600 ⊣ 54100 > 54100 Total 
Regression
In this application we consider the household non-durable consumption expenditure C as the dependent variable and household size S and net disposable income Y as the explanatory variables. This section does not aim to be an in-depth analysis, we want only to show how linear regression for quantity quantiles work. Figure 3(a) shows that C generally increases as the household size rises from 1 to 6 members and then decreases (there is a scrape for household with 9 members but they are negligible because their overall weight with respect to the total is just 3.129/8008 < 0.04%). Moreover conditional quantiles of the non-durable consumption expenditure are nearly parallel throughout the household sizes between 1 and and 6 denoting, given that the relative weight of households with size greater than 6 is just 27.898/8008 < 0.35%, that there is no significant differential in household size effect across these quantiles. In figure 3 (b) we observe that quantiles of C increase as the net disposable income rises. Nevertheless, there are some major differences in the increases at various quantiles in particular there is a steeper increase in consumption expenditure at higher quantiles of the distribution thus the spread between quantiles increases as the income rises. In this situation quantile regression allows to investigate changes in the consumption at different points of the distribution. The linear model we consider for non-durable consumption expenditure is:
We take the logarithm of the household size S because from figure 3 (a) it seems to be more appropriate to describe the conditional mean of the non-durable consumption expenditure and the model might improve the appearance of the plot.
We start the analysis by improving least squares regression on model (4.2) assuming that the expected value of the error term conditional on the regressors is zero (E(ε i |s i , y i ) = 0). The estimated model has R 2 = 0.4468 and all the regression coefficients are significant: household net disposable income matters much more than (log) household size when looking at the t-ratios (see table 4.5). For quantile regression we rewrite model (4.2) by taking into account the dependence of the regression coefficients on θ ∈ (0; 1) (the order of the quantile we are interested in): . . . , 8008 (4.3) and assume that the θth quantile of the error term conditional on the regressors is zero (Quant θ (ε i |s i , y i ) = 0).
The minimum problem is thus, according to (1.11):
Results for estimation of quantile regression at the conditional quantiles of order 0.10, 0.25, 0.50, 0.75 and 0.90 are presented in table 4.6. The analysis has been carried out by the quantreg package (Koenker [2006] ) under the software R; standard error are computed by the default method. Regression coefficients are all significant (p-values of t-statistics are less than 10 −6 ).
Regression coefficients for log(S) decrease as the order of the conditional quantile increases meaning that for lower quantiles the rise of household size implies a larger growth of expenditure for non-durable consumptions than for higher ones.
On the other side non-durable consumption expenditure of households in the lower quantiles seems to be less reacting to a net disposable income growth. Moreover we observe that regressions coefficients obtained for median regression (θ = 0.50) are considerably different from the ones obtained for least squares regression; this is due to the less sensitiveness (i.e. higher robustness) of median regression to the presence of extreme values of the dependent variable C with respect to least squares regression. A more detailed analysis should be interesting but this lies outside the aim of the present work.
Regression coefficients reported in table 4.6 have been obtained by ordinary quantile regression just considering the weights (4.1). Now we are interested in running quantile regression for the conditional quantity quantiles of the non-durable consumption expenditure (see figure 4) . To this aim, according to (3.2), it is necessary to consider different weights of the residuals; the minimum problem is thus:
where c = e20424.21 denotes the average household non-durable consumption expenditure. In (4.5), with respect to (4.4), we consider the additional weights As to intercept (figure 5) we observe that for the quantity quantiles hyperplane it is always higher than the one obtained for quantile regression and that they get near when θ increases. This aspect reflect the results we have obtained in table   4 .2 and figure 2 computing unconditional quantiles and quantity quantiles of the non-durable consumption expenditure.
With respect to the regression coefficients of the (log) household size (figure 6), we find that for both the hyperplanes the coefficients decrease as θ increases but the reduction is more remarkable for the quantity regression quantile hyperplane. In particular for lower quantile orders (θ < 0.5) conditional quantity quantiles of C are more reacting to an increase of household size than quantiles and vice versa for higher quantile orders (θ > 0.5).
As to the regression coefficients for net disposable income (figure 7) we notice a similar trend for both the hyperplanes; for θ > 0.5 the regression coefficients for the quantity quantile hyperplane are slightly higher than the ones obtained for 
Conclusions and further developments
In this paper we showed that the definition of the θth sample quantile as the solution to a minimization problem introduced by Koenker and Basset [1978] can be easily extended to the θth sample quantity quantile. Consequently the results obtained by Koenker and Basset [1978] can be extended in order to perform linear regression for quantity quantiles. Obviously quantity quantile regression shares with quantile regression many features and properties (see for example theorem 3.1) that should be investigated.
In section 4 we showed a possible application of the methodology here proposed by considering a linear regression model for household non-durable consumption expenditure with a brief comparison of the results obtained for both the regressions:
quantiles and quantity quantiles. This subject needs a deeper analysis: in particular it is interesting to investigate which application fields can take advantage from the additional information that quantity quantile regression can offer. • purchases of: precious objects, cars and household appliances and furniture;
• maintenance payments or other contributions to relatives or friends; • extraordinary maintenance of own dwelling;
• rent for the dwelling;
• mortgage payments;
• life insurance premiums;
• contributions to private pension funds. 
