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THE TREE PROPERTY AT FIRST AND DOUBLE
SUCCESSORS OF SINGULAR CARDINALS WITH AN
ARBITRARY GAP
ALEJANDRO POVEDA
Abstract. Let µ < κ be a regular cardinal and a supercompact
cardinal, respectively. Assume that there is an increasing contin-
uous sequence of cardinals 〈κξ : ξ < µ〉 with κ0 = κ such that for
all ξ < µ, κξ+1 is a supercompact cardinal. Furthermore, assume
that there is a weakly compact cardinal λ > supξ<µ κξ. Let γ ≥ λ
be a cardinal with cof(γ) > κ. Assuming the GCH, we construct
a generic extension where κ is strong limit, cof(κ) = µ, 2κ = γ
and TP(κ+) and TP(κ++) hold. Further, in this model there is a
very good and a bad scale at κ. This result generalizes the main
theorems of [Sin16a] and [FHS18].
1. Introduction
Infinite trees play a central role in infinite combinatorics. Recall that
a κ-tree is called κ-Aronszajn if it has no cofinal branches. Given a re-
gular cardinal κ it is said that the tree property holds at κ, denoted by
TP(κ), if every κ-tree has a cofinal branch. By classical results of Ko¨nig
and Aronszajn it is well-known that TP(ℵ0) holds and TP(ℵ1) fails. In
1972, Mitchell proved that assuming the existence of a weakly compact
cardinal κ there is a generic extension where κ = ℵ2, 2
ℵ0 = ℵ2 and
TP(ℵ2) holds. Thereby the consistency of a weakly compact cardinal
is an upper bound for the consistency of TP(ℵ2). It is worth mentioning
that the failure of CH in Mitchell’s model is necessary, for otherwise, by
virtue of Specker’s theorem, there is a special ℵ2-Aronszajn trees. The
converse implication is also true on the basis of a theorem of Silver (see
e.g. [Jec78]) who proved that if TP(ℵ2) holds then ω2 is a weakly com-
pact cardinal in L. Combining both theorems, it follows that TP(ℵ2) is
equiconsistent with the existence of a weakly compact cardinal. In this
paper we are interested in the forcing devised by Mitchell in [Mit72],
as well as in other similar constructions developed by several authors
over the years [Abr83] [CF98] [Sin16b] [Ung13] [FH11] [FHS18]. In-
tuitively, Mitchell forcing M can be regarded as the amalgam of two
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components: the first one intended to blow up the power set of ℵ0
(Cohen component) and the second one devised to collapse the interval
(ω1, κ) (Collapsing component). Combining this with a fine analysis of
the quotients of M, Mitchell’s theorem follows.
In the light of Mitchell’s result it is natural to ask whether it is con-
sistent to have the tree property at two consecutive cardinals. The
first result in this direction was due to Abraham, who proved in 1983
that from the existence of a supercompact cardinal with a weakly
compact cardinal above it, it possible to force TP(ℵ2) and TP(ℵ3)
[Abr83]. It may seem surprising at first glance that for getting the
consistency of TP(ℵ2) + TP(ℵ3) one needs much stronger hypotheses
than those assumed by Mitchell: specially considering that the consis-
tency of TP(ℵ2) + TP(ℵ4) follows from a straightforward application
of Mitchell’s ideas to two weakly compact cardinals. But, as Magidor
observed, to get the consistency of the tree property at two consecutive
cardinals one needs to trascend the level of 0♯ (see [Abr83, Theorem
1.1]).
Some years later, and building on Abraham’s ideas, Cummings and
Foreman designed a forcing that, starting with infinitely many super-
compact cardinals, yields a generic extension where the tree property
holds at ℵn, for each 2 ≤ n < ω [CF98]. In that paper the authors com-
bined Mitchell’s construction with the Prikry-type forcing technology
to get a model where TP(κ++) holds, κ is a strong limit cardinal with
cof(κ) = ω, and SCHκ fails [CF98]. Building on these ideas, as well
as on others from [Ung13], Friedman, Honzik and Stejskalova´ [FHS18]
exhibited an argument to obtain arbitrary values of 2κ in Cummings-
Foreman’s model. In particular this shows that the tree property at
the double successor of a strong limit singular cardinal κ is consistent
with an arbitrary failure of SCHκ. Building on [FHS18] this result
was subsequently generalized in [GP18] to the setting of uncountable
cofinalities as well as pushed down to the level of ℵµ, modulo some
arithmetic restrictions.1
A related discussion to that described previously is about the existen-
ce of Aronszajn trees at first successors of strong limit singular cardi-
nals. This problem is related with the proof of the consistency of the
failure of the SCH at a singular strong limit cardinal. Recall that if
κ is a measurable cardinal with 2κ ≥ κ++ then Prikry forcing yields a
generic extension of the universe where ∗κ holds, hence TP(κ
+) fails,
and SCHκ fails.
2 Thus a natural question that arises is if this is es-
sentially the only possible way to produce a model where SCHκ fails.
More precisely, given a singular strong limit cardinal κ with cof(κ) = ω
1In fact in [GP18] it is shown that the hypothesis needed for all these results can
be weakened to a strong cardinal κ with o(κ) = µ.
2The consistency of the former hypotheses is exactly the existence of a measur-
able cardinal κ with o(κ) = κ++ as proved by Gitik and Mitchell [Jec78].
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does TP(κ+) (and in particular, ¬∗κ) imply SCHκ? This question was
originally posed in 1989 by Woodin joint with other authors (see e.g.
[For05]) and remained unanswered for a long time. Possibly the most
decided attempt towards settling this problem was carried out by Gi-
tik and Sharon, who proved the consistency of ¬SCHκ + ¬
∗
κ from
the existence of a κ+ω-supercompact cardinal κ [GS08]. Also in Gitik-
Sharon model there is a very good scale at κ, a PCF object of central
relevance in cardinal arithmetic (see [She94] for definitions). Little
time after, Cummings and Foremann observed that the failure of ∗κ
in Gitik-Sharon’s model was due to the existence of a bad scale at κ.
The construction of a model for ¬SCHκ+TP(κ
+) finally came from
Neeman [Nee09], who starting with ω-many supercompact cardinals
was able to combine the ideas from [GS08] with the analysis of nar-
row systems of [MS96] to give rise the desired result. Following up on
Neeman’s ideas, Sinapova proved in [Sin16b] that the Mitchell-like forc-
ing of [Ung13] can be used to yield a generic extension where TP(κ+)
and TP(κ++) both hold and SCHκ fails. In fact, subsequent work of
Sinapova and Unger showed that this can be also done for κ = ℵω2
[SU18].
In this paper we aim to combine Sinapova’s arguments from [Sin16b]
with those developed in [FHS18] and [GP18], in order to get a generic
extension where TP(κ+) and TP(κ++) both hold, κ is a singular strong
limit cardinal with cof(κ) = µ and there is an arbitrary failure of SCHκ.
Further, as a consequence of results of Sinapova [Sin08], in our generic
extension there will be a very good scale and a bad scale at κ. The
main result of the paper is the following.
Theorem 1.1 (Main Theorem). Assume the GCH. Let µ < κ be a
regular and a supercompact cardinal, respectively. Assume that there is
an increasing and continuous sequence of cardinals 〈κξ : ξ < µ〉 with
κ0 = κ and κξ+1 being supercompact, for each ξ < µ. Further, assume
that there is a weakly compact cardinal λ > supξ∈µ κξ. Then for each
cardinal γ ≥ λ with cof(γ) > κ there is a generic extension of the
universe where the following holds:
(1) κ is a strong limit cardinal with cof(κ) = µ.
(2) All cardinals ≥ λ are preserved and λ = κ++.
(3) 2κ = γ, hence ¬SCHκ.
(4) TP(κ+) and TP(κ++) hold.
(5) There is a very good scale and a bad scale at κ.
For the proof of this result we shall make use of some ideas developed
from [Sin16b] and [Sin08] for the proof of TP(κ+) and (5), as well as
some ideas from [Ung13],[FHS18] and [GP18] for the rest of the claims.
The structure of the paper is as follows: In Section 2 we shall give an
overview of Sinapova forcing following [Sin08] and we will prove that
some suitable version of Mathias criterion for genericity holds (see e.g.
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[Git10]). In Section 3 we will introduce our main forcing construction
R and prove some basic facts about the combinatorics of its generic
extensions. As the reader will notice, our forcing R is essentially the
same forcing as that presented in [GP18] but here the Magidor forcing
is replaced for the Sinapova forcing: this will produce the desired scales
in the generic extension.
Finally, section 4 is devoted to the proof of the tree property at κ++
and κ+ in the generic extension given by R. For the sake of clarity
we shall divide this section into three parts: In the first part we shall
give a full detailed exposition of the arguments for getting a generic
extension witnessing (1)-(5) of theorem 1.1 for γ = λ+, while in the
second we shall simply sketch the main ideas to extend this result for
any γ ≥ λ+. Finally in the third part we will sketch the argument to
get TP(κ+) in the generic extension: the reason for this is that the
necessary arguments are one by one those given in [Sin16b].
Any non defined notion is either standard or can be consulted in the
references we give.
2. Preliminaries: Sinapova forcing
In this section we will review a forcing construction due to Dima
Sinapova devised to extend Gitik-Sharon theorem [GS08] for uncount-
able cofinalities. For this purpose we will extensively follow Sinapova’s
exposition in [Sin08], though with minor expository differences: specifi-
cally, and for the sake of our future arguments, we shall present Sinapova
forcing for a continuous sequence of cardinals 〈κξ : ξ < µ〉 such κ0 and
each κξ+1 are supercompact. For further details on this regard the
reader may consult the above quoted reference.
Originally, Sinapova forcing (or also Diagonal Supercompact Magi-
dor forcing) was devised to generalize Gitik-Sharon’s theorem for un-
countable cofinalities [GS08]. Inspired also by the subsequent work of
Cummings and Foremann [CF], Sinapova used this forcing to get a
generic extension fulfilling the following properties:
(1) There is a strong limit cardinal κ of uncountable cofinality,
(2) SCHκ fails,
(3) There is a very good scale at κ,
(4) There is a bad scale at κ.
At the present section µ will be a regular cardinal and 〈κξ : ξ < µ〉 a
continuous sequence of cardinals such that κ0 > µ is a supercompact
cardinal and for each ξ < µ, κξ+1 is also supercompact. Set κ = κ0
and assume that there is a weakly compact cardinal λ > supξ∈µ κξ.
Let γ ≥ λ be a cardinal with cof(γ) > κ and set ε = (supξ<µ κξ) and
δ = ε+. Without loss of generality we shall assume that κ is Laver
indestructible and further that we shall assume that the GCH holds.
TREE PROPERTY AT FIRST AND DOUBLE SUCCESSORS 5
For the sake of clarity we shall divide the present section into two
parts: In the first one we will briefly review the main aspects of
Sinapova forcing and also introducing the relevant PCF theoretic no-
tions of bad and (very) good scale. In the second section we will prove
that a suitable generalization of Mathias criterion for genericity holds
for Sinapova forcing, which will be crucial for future arguments.
2.1. Sinapova forcing. Let A = Add(κ, γ), G ⊆ A generic and 〈fη :
η ∈ γ〉 be an enumeration of the generic functions added by this filter.
The next result can be found in [Sin08].
Proposition 2.1. In V [G] there is a γ+-supercompact embedding
j : V [G] → M such that for each η < δ, j(fη)(κ) = η and κ
<κ
ξ ≤ κ
+
ξ ,
for each ξ < µ limit.
For ease of notation we will assume along the section that our ground
model is V [G]. The previous proposition is necessary to proof the
forthcoming results that provide the necessary conditions to construct
a very good scale in Sinapova model. Again the corresponding proofs
can be found in [Sin08]:
Proposition 2.2. For each ξ < µ and each X ⊆ P(Pκ(κξ)) there is
a supercompact measure Uξ over Pκ(κξ) such that X ∈ Ult(V, Uξ), and
there is a family of functions 〈Fη : η < δ〉 from κ to κ such that for
each η < δ, jUξ(Fη)(κ) = η.
Proposition 2.3. There is a ⊳-chain of measures 〈Uξ : ξ < µ〉 (i.e.
Uξ ∈ Ult(V, Uξ′), for ξ < ξ
′) and functions 〈F ξη : η < δ, ξ < µ〉 from κ
into κ such that each Uξ is a supercompact measure over Pκ(κξ), and
for all ξ < µ and η < δ, jUξ(F
ξ
η )(κ) = η.
Notation 2.4.
• For each ξ < µ, x ∈ Pκ(κξ) and κ ≤ τ ≤ κξ, τx stands for the
ordinal otp(τ ∩ x).3
• For each ξ < µ, let x, y ∈ Pκ(κξ). We write x ≺ y if x ⊆ y and
κξx < κy.
Let U = 〈Uξ : ξ < µ〉 and F = 〈F
ξ
η : ξ < µ, η < δ〉 be respectively the
sequences of measures and functions witnessing the previous proposi-
tions. Since U is a ⊳-chain of measures, for each ζ < ξ < µ there is a
function, x 7→ U
ζ
ξ,x, over Pκ(κξ) representing Uζ in the ultrapower by
Uξ. Further, restricting this function to a Uξ-large set, we may assume
that each U
ζ
ξ,x is a supercompact measure over Pκx(κζx).
Definition 2.5. For each ξ < µ, let Xξ be the Uξ-large set of
x ∈ Pκ(κξ) such that
3Notice that this gives the value at x of the function representing τ within the
ultrapower by Uξ.
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(α) κx is an (κξ)x-supercompact cardinal above µ.
(β) For each ζ ≤ ξ, κ<κxζx ≤ κζ
+
x . If ξ is limit then supζ<ξ κζx = κξx.
(γ) κx < κξx.
4
Analogously to other Prikry-type forcing, Sinapova forcing is articu-
lated by two components: the first one (stem) is responsible of adding
a generic club on κ, and the second one (large set part) is composed by
measure-one sets that play the role of supplying the stem with new ex-
tensions. For technical reasons it is usual to require that the stems given
by conditions in the generic filter are ≺-increasing sequences. Roughly,
this constraint guarantees that these stems are sound promises for the
generic club in κ and also that the different local versions of the forcing
do not exhibit interferences between them.
Let ζ < ξ and x ∈ Xξ and let π
ζ,x : Pκx(κζ ∩ x) → Pκx(κζx) be the
usual projection and set U ζξ,x = {A ⊆ Pκx(κζ ∩ x) : (π
ζ,x)
′′
A ∈ U
ζ
ξ,x}.
It is not hard to show that this lifting yields a supercompact measure
over Pκx(κζ ∩ x). Furthermore, in [Sin08, Section 2.2] the following
coherence properties of 〈U ζξ,x : ζ < ξ ≤ µ, x ∈ Xξ〉 are proved:
Proposition 2.6.
(ξ) For each ρ < ζ < ξ < µ and for Uξ-many x’s, U
ρ
ξ,x ⊳ U
ζ
ξ,x.
(ξ′) For each ξ < µ,
Bξ = {x ∈ Xξ : (∀ζ, η) ζ < η < ξ, U
ζ
ξ,x = [y 7→ U
ζ
η,y]Uηξ,x} ∈ Uξ.
Set B = 〈Bξ : ξ < µ〉.
(⋆) For ζ < ξ and A ∈ Uη,
∀Uξx (A ∩ Pκx(x ∩ κζ)) ∈ U
η
ξ,x.
(⋄) For each ζ < η < ξ, z ∈ Bξ and A ∈ U
ζ
ξ,z,
∀Uη
ξ,z
x (A ∩ Pκx(x ∩ κη)) ∈ U
ζ
η,x.
We may now give the definition of Sinapova forcing.
Definition 2.7 (Sinapova forcing). Under the conditions stated so far
we define Sinapova forcing with respect to a tuple (κ, µ,U,B) to be the
partial order S(κ,µ,U,B)
5 with conditions 〈g,H〉 fulfilling the following
requirements:
(1) dom (g) ∈ [µ]<ω and dom (H) = µ \ dom (g).
(2) For each ξ ∈ dom (g), g(ξ) ∈ Bξ and κg(ξ) > θ
+µ+1.6 Moreover,
for each ζ < ξ in dom (g), g(ζ) ≺ g(ξ).
4This means that our choice of the x’s is coherent with the fact that κ < κξ.
5Formally this definition depends also of the functions representing the different
measures.
6 Here θ is an inaccessible cardinal witnessing [Sin08, Lemma 2.7]. This require-
ment is technical and is necessary for the construction of the bad and the very good
scale in the generic extension.
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(3) For each ξ ∈ dom (H), H(ξ) ∈ Uξ and H(ξ) ⊆ Bξ. Moreover,
if ξ < max dom (g) then setting ξˆ = min(dom (g) \ ξ + 1) and
x = g(ξˆ), H(ξ) ∈ U ξ
ξˆ,x
.
(4) For each ξ < ζ with ξ ∈ dom (g) and ζ ∈ dom (H), g(ξ) ≺ x,
for all x ∈ H(ζ).
Given a condition p = 〈g,H〉 we respectively say that g is the stem and
H the large set part of p.
The order of S is defined as follows:
Definition 2.8. Let p, q ∈ S.
(a) p ≤ q iff
(1) gp ⊇ gq,
(2) If ξ ∈ dom (gp) \ dom (gq) then gp(ξ) ∈ Hq(ξ),
(3) If ξ /∈ dom (gp), Hp(ξ) ⊆ Hq(ξ),
(b) p ≤∗ q iff p ≤ q and both conditions have the same stem.
If p and q have the same stem we denote by r = p∧q the condition with
the same stem as p and whose large set part is given by the function
Hp ∧Hq, ξ 7→ Hp(ξ) ∩Hq(ξ) defined on dom (Hp) ∩ dom (Hq).
Let p ∈ S be a condition. Provided x is the maximal element of the
stem of p, clause (⋆) of definition 2.6 is necessary to define extensions
of p by using y with x ≺ y. Similarly, if x and y are two elements of
the stem of p, condition (⋄) is used to find suitable z with x ≺ z ≺ y,
that might be used to extend the stem of p.
Let S ⊆ S be a generic filter for the Sinapova forcing. Set g∗ =⋃
p∈S g
p, κ∗ξ = κg∗(ξ) and ϑξ = κξg∗(ξ), for each ξ < µ. The following
results gives a summary of the main features of S as well as of its
generic extension:
Theorem 2.9 (Properties of S).
(1) S is a δ-Knaster forcing notion.
(2) S has the Prikry property: namely, for each p ∈ S and each
sentence ϕ in the language of forcing, there is q ≤∗ p so that q
decides ϕ.
(3) Let ρ < κ and let ξ be a limit ordinal such that ϑ+ξ ≤ ρ < κ
∗
ξ+1.
Then, P(ρ)V [S] = P(ρ)V [S↾ξ]. Further, if ρ ≤ κ∗0 then P(ρ)
V [S] =
P(ρ)V .
Proposition 2.10 (Combinatorics in V [S]). The following properties
hold in V [S]:
(1) All cardinals and cofinalities ≥ δ.
(2) Let ρ < κ be a cardinal in V , such that for some ξ < µ limit
and some k ∈ ω, ϑ+ξ ≤ ρ < κ
∗
ξ+k, then ρ is preserved and
cof(ρ) = cofV (ρ). In particular, κ∗ξ is preserved, for each ξ < µ.
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(3) κ is a strong limit cardinal with cof(κ) = µ and 2κ = γ. Hence,
SCHκ fails.
(4) If ρ ∈ (κ, ε] is a V -regular cardinal then cof(ρ) = µ. Therefore
all the V -cardinals ρ ∈ (κ, ε] are collapsed to κ.
One of the most remarkable combinatorial objects that live in the
Sinapova model are the so called (very) good scales and bad scales.
The notion of scale is the cornerstone of Shelah’s PCF theory [She94],
which has been erected as one of the most relevant areas of Set theory.
For definitions and further information on these sort of objects the
reader is referred to [She94], [CFM01] or [AM10].
In [Sin08, Section 2.5] it is showed how to define in V [S] a very good
and a bad scale at κ by using the sequence F. Combining this with
proposition 2.10 one finally obtains the desired result:
Theorem 2.11 (Sinapova). Under the conditions exposed so far, the
following statements hold in V [S]:
(1) κ is a strong limit cardinal with cof(κ) = µ and 2κ ≥ γ, hence
SCHκ fails.
(2) There is a bad scale at κ.
(3) There is a very good scale at κ.
2.2. Geometric criterion for genericity for Sinapova forcing:
In this section we shall prove that, analogously to other Prikry-type
forcings, there is a simple geometric criterion that characterizes the
generic extensions of Sinapova forcing. For more results of this sort
the reader may consult [Git10] or [CW90].
Let S ⊆ S a generic filter and let g∗ = ∪p∈Sg
p be the generic sequence
added by S. Clearly, V [g∗] ⊆ V [S]. It is routine to check that
S(g∗) = {〈g,H〉 ∈ S : g ⊆ g∗, g∗ \ g ⊆ H}
is a filter containing S, hence S(g∗) = S, and thus V [S] = V [g∗]. There-
fore the generic extensions given by Sinapova forcing are completely
determined by the generic sequences g∗. At the light of this observa-
tion it is evident that any characterization for the sequences g∗ will
yield a criterion for identifying generic extensions given by Sinapova
forcing. For economy in the notation, during this section κξ will stand
for an arbitrary cardinal.
Notation 2.12.
• [
∏
ξ∈µPκ(κξ)] stands for the set of all ≺-increasing sequences in∏
ξ∈µPκ(κξ) (cf notation 2.4).
• Letting n ∈ ω, [
∏
ξ∈µPκ(κξ)]
[n] denote the set of ≺-sequences
in
∏
ξ∈µPκ(κξ) of length n. Analogously, [
∏
ξ∈µPκ(κξ)]
[<ω] de-
notes the set of finite ≺-sequences.
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For a sequence g ∈ [
∏
ξ∈µPκ(κξ)] we will say that g is generic for S
if S(g) defines a generic filter for S.
Proposition 2.13 (Geometric criterion). Let κ be a supercompact car-
dinal, µ < κ regular and 〈κξ : ξ < µ〉 be a continuous and increasing
sequence of cardinals above κ. Let 〈Uξ : ξ < µ〉 be a ⊳-increasing se-
quence of supercompact measures over Pκ(κξ), ξ < µ. Then the follo-
wing conditions are equivalent for a sequence g ∈ [
∏
ξ<µPκ(κξ)]:
(1) g is generic for S.
(2) For every function H ∈
∏
ξ∈µ Uξ, there is a finite set of ordinals
s ∈ [µ]<ω such that for all ξ ∈ µ \ s, g(ξ) ∈ H(ξ).
For the proof of the previous criterion we shall need to prove two
auxiliary results: Firstly, we need to prove a multidimensional version
of the classical Ro¨wbottom’s lemma (see [Kan08, Theorem 7.17]) and
afterwards we will prove that a strong version of the standard Prikry
lemma (cf definition 2.15) holds for S.
Lemma 2.14 (Multidimensional Ro¨wbottom’s lemma). Assume the
hypotheses stated in proposition 2.13 and let c : [
∏
ξ∈µPκ(κξ)]
[<ω] →
ϑ be a function with ϑ < κ. Then there is H∗ ∈
∏
ξ∈µ Uξ which is
homogeneous for c; namely, for each n ∈ ω and each s ∈ [µ]n, the
function c ↾ [
∏
ξ∈sH
∗(ξ)] is constant.
Proof. We prove by induction over n ∈ ω that for each function
c¯ : [
∏
ξ∈µPκ(κξ)]
[n] → 2 and for each s ∈ [µ]n, there a is sequence of sets
Hs = 〈Hsξ : ξ ∈ s〉, with H
s
ξ ∈ Uξ, that witness that c ↾ [
∏
ξ∈sH
s(ξ)] is
constant. If n = 1 the claim follows by appealing to the κ-completeness
of the measures. Hence, we shall assume that the result holds for each
1 ≤ m ≤ n and prove from this that it also holds for n + 1.
Let c¯ : [
∏
ξ∈µPκ(κξ)]
[n+1] → ϑ be a function and fix s ∈ [µ]n+1. Set
max(s) = ηs. For each g ∈ [
∏
ξ∈s∩ηs
Pκ(κξ)] let cg : Pκ(κηs) → ϑ be
the function defined by x 7→ c¯(g ∪ {〈ηs, x〉}), provided max(g) ≺ x, or
0 otherwise. Using the induction hypothesis for n = 1, for each such g
we get a homogeneous set Hg ∈ Uηs and ϑg ∈ ϑ be the constant value
witnessing it. Let Hsηs = △{Hg : g ∈ [
∏
ξ∈s∩ηs
Pκ(κξ)]}, where recall
that the diagonal intersection is defined as
{x ∈ Pκ(κηs) : ∀g ∈ [
∏
ξ∈s∩ηs
Pκ(κξ)] (max(g) ≺ x → x ∈ Hg)}.
By normality of Uηs it follows that H
s
ηs ∈ Uηs . On the other hand, con-
sider c∗ : [
∏
ξ∈µPκ(κξ)]
[n] → 2 be the function sending each g to ϑg, in
case g ∈ [
∏
ξ∈s∩ηs
Pκ(κξ)], or 0 otherwise. By the induction hypothesis
there is Hs∩ηs = 〈Hs∩ηsξ : ξ ∈ s ∩ ηs〉 such that c
⋆ ↾ [
∏
ξ∈s∩ηs
Hs∩ηsξ ] has
constant value ϑ∗.
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We claim that Hs = Hs∩ηs ∪{〈ηs, H
s
ηs〉} witnesses the inductive step
relative to the function c¯ and the set s. Let f ∈ [
∏
ξ∈sH
s(ξ)] and
say that f = g ∪ {〈ηs, x〉}, where g ∈ [
∏
ξ∩ηs
Hs(ξ)]. Since x ∈ Hsηs
and max(g) ≺ x, by definition of diagonal intersection, x ∈ Hg. Thus,
cg(x) = ϑ
∗. On the other hand, c¯(f) = cg(x), so that c¯(f) = ϑ
∗. Since
the choice of s was arbitrary, the induction follows.
For each n ∈ ω and for each s ∈ [µ]n let Hs be the sequence of
large sets given by the previous argument for the function c. Define
H∗ ∈
∏
ξ∈µ Uξ as the function given by
ξ 7→ H∗(ξ) =
⋂
{Hsξ : s ∈ [µ]
<ω, ξ ∈ s}.
Notice that this is well-defined since all the measures are κ-complete.
Finally, it is routine to check that H∗ is a homogenous set for the
function c. 
Now we need to consider the following strong version of the standard
Prikry lemma:
Definition 2.15 (Strong Prikry property). We say that S has the
Strong Prikry property (σP-property for short) if for each 〈g,H〉 ∈ S
and each dense open set D, there is H∗ with 〈g,H∗〉 ≤∗ 〈g,H〉, and
s∗ ∈ [dom (H)]<ω such that for each t ∈ [dom (H∗)]<ω, with s∗ ⊆ t,
then
∀f ∈ [
∏
ξ∈t
H∗(ξ)] (〈g ∪ f,H∗ \ f〉 ∈ D).
Here H∗ \ f stands for the function F with dom (F ) = dom (H∗) \
dom (f) and H∗ ↾ dom (F ) = F .7
Lemma 2.16. S has the σP-property.
Proof. Let c ∈ [
∏
ξ H(ξ)]
[<ω] → 2 defined by f 7→ 1 if there is Hf such
that 〈g ∪ f,Hf〉 ∈ D and 〈g ∪ f,Hf〉 ≤ 〈g,H〉, or 0 otherwise. Let
F ⊆ H be a homogeneous set for c (cf proposition 2.14). Since D
is dense open there must exist some s∗ ∈ [dom (H)]<ω such that for
any finite extension s∗ ⊆ t the function c ↾ [
∏
ξ∈t F (ξ)] has constant
value 1. Set At = {〈g ∪ f,Hf〉 : f ∈ [
∏
ξ∈t F (ξ)]} ⊆ D. Let Ht be
the diagonalization of the family At and the condition 〈g, F 〉; namely,
Ht is a function such that 〈g,Ht〉 ≤ 〈g, F 〉 and for each p ≤ 〈g,Ht〉
with t ⊆ dom (gp) there is some q ∈ At such that p ≤ q (see [Sin08,
Proposition 2.12] and the subsequent discussion). Define H∗ to be the
function ξ 7→
⋂
{Ht(ξ) : t ⊇ s
∗}. We claim that H∗ and s∗ are as
desired. Let s∗ ⊆ t and f ∈ [
∏
ξ∈tH
∗(ξ)] and notice, since H∗ ⊆ F ,
that 〈g ∪ f,Hf〉 ∈ D. Since 〈g ∪ f,H
∗ \ f〉 is well-defined and stronger
7Here we are implicitly assuming that H∗ \ f satisfies condition (4) in definition
2.7. Notice that this assumption is not restrictive as otherwise we may refine the
measure one sets in H∗.
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than 〈g,Ht〉 there is some q ∈ At such that 〈g ∪ f,H
∗ \ f〉 ≤ q. Notice
that necessarily q = 〈g ∪ f,Hf〉, hence 〈g ∪ f,H
∗ \ f〉 ∈ D, as wanted.

Proof of proposition 2.13. (1)⇒(2) it is routine so that it will be enough
with showing (2)⇒(1). Let g be a sequence witnessing condition (2)
and let us show that S(g), the filter generated by g, meets any dense
open subset of S. Let us fix D a dense open subset.
For each h ∈ [
∏
ξ∈µPκ(κξ)]
[<ω] let H be some function such that
〈h,H〉 ∈ S. For each such 〈h,H〉, let Hh and sh witnessing the σP-
property for D and 〈h,H〉. For each t ∈ [µ]<ω define At = {〈h,Hh〉 :
dom (h) = t} and let Ht be the diagonalization of the family At and
the trivial condition 18: namely, Ht is a function such that for each
p ≤ 〈∅, Ht〉 with dom (t) ⊆ g
p, there is some q ∈ At such that p ≤ q.
Let H∗ be the function defined by ξ 7→
⋂
{Ht(ξ) : t ∈ [µ]
<ω}. By
κ-completeness H∗ fulfils the hypotheses from (2) and thus we can find
a finite set s ⊆ µ such that g(ξ) ∈ H∗(ξ), for each ξ /∈ s. Set g∗ = g ↾ s
and H∗∗ = H∗\g∗ and notice that 〈g∗, H∗∗〉 ∈ S. For each finite set t ⊆
µ disjoint from s, 〈g∗ ∪ g ↾ t, H∗∗ \ (g ↾ t)〉 is a condition stronger than
〈∅, Hs〉 hence, by diagonalization, 〈g
∗ ∪ g ↾ t, H∗∗ \ (g ↾ t)〉 ≤ 〈g∗, Hg∗〉.
In particular, 〈g∗ ∪ g ↾ t, H∗∗ \ (g ↾ t)〉 ≤ 〈g∗ ∪ g ↾ t, Hg∗ \ (g ↾ t)〉.
Since this is true for arbitrary t choosing sg∗ ⊆ t one has that 〈g
∗ ∪ g ↾
t, H∗∗\g ↾ t〉 ∈ D. Finally, it is clear that 〈g∗∪g ↾ t, H∗∗\g ↾ t〉 ∈ S(g),
which finally yields S(g) ∩D 6= ∅.

The following useful corollary follows straightforwardly from the re-
sult we have just proved:
Corollary 2.17. Let κ be a supercompact cardinal, µ < κ and 〈κξ : ξ <
µ〉 be an increasing sequence of cardinals above κ. Let U and V be two
⊳-increasing sequence of measures over Pκ(κξ) and BU and BV be the
corresponding sequences fulfilling conditions (⋆)-(⋄) from proposition
2.6. Assume that for each ξ < µ, V(ξ) ⊆ U(ξ) and mathfrakBV(ξ) ⊆
BU(ξ) Then any generic filter for S(κ,µ,U,BU) is also a generic filter for
S(κ,µ,V,BV) and thus there is a projection between both forcings.
3. The main forcing construction
The present section will be devoted to introduce the main forcing
construction of the paper. This forcing is a variation of the forcings
appearing in [Ung13] or in [GP18], where the Supercompact Prikry/
Magidor forcing is replaced by Sinapova forcing. This modification
will be, precisely, the responsible of the very good and the bad scale
in our generic extension. For the sake of clarity, we shall simply give
8I.e. the condition with empty stem whose large set part is given by the function
ξ 7→ Pκ(κξ).
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the details for the forcing that yields a generic extension where the
statement of theorem 1.1 holds for γ = λ+. The general definition can
be easily inferred from our arguments, though we give a sketch of it at
the end of the section 4.2. Throughout the section we will rely on the
hypotheses and the terminology adopted at the beginning of Section 2.
We need to fix some more terminology:
Notation 3.1. Letting x ⊆ λ+, we will denote by Ax the forcing notion
Add(κ, x); i.e., the set the set of all partial functions p : κ×x→ 2 with
dom (p) ∈ [κ× x]<κ, ordered by reverse end-extension. If y ⊆ x and H
is a generic filter for Ax then we will denote by H ↾ y the generic filter
induced by H and the standard projection between Ax and Ay.
Let G ⊆ Aλ+ generic over V . Since κ was Laver indestructible we
can define Sinapova forcing Sλ+ in V [G] as we did at section 2. Let
Uλ+ = 〈Uξ : ξ < µ〉, Bλ+ = 〈Bξ : ξ < µ〉 be the sequences of measures
and large sets necessary to define Sλ+ in V [G]. For each ξ < µ let
U˙ξ, B˙ξ be Aλ+-nice names for such objects. The next result shows
that there are many intermediate extensions of V [G] where (Uλ+ ,Bλ+)
projects. For details the reader is referred to [FHS18, Lemma 3.3] and
[GP18, Lemma 3.1] where a similar result is proved.
Lemma 3.2. There is an unbounded set of cardinals A ⊆ λ+, closed
by ≥ κ+-sequences, such that for each α ∈ A and each generic filter
G ⊆ Aλ+, 〈(U˙ξ)G ∩ V [G ↾ α] : ξ < µ〉, 〈(B˙ξ)G ∩ V [G ↾ α] : ξ < µ〉 are
suitable to define Sinapova forcing in V [G ↾ α].
Notation 3.3. For each α ∈ A we denote by Uα and Bα the sequences
witnessing lemma 3.2. For each α ∈ A, S˙α stands for a Aα-name
representing the Sinapova forcing in V [G ↾ α] defined with respect to
the tuple (κ, µ,Uα,Bα).
Before making the first steps towards the definition of our forcing it
is convenient to briefly discuss a technical issue that we shall need to
surround. If one looks at Mitchell’s original proof of TP(ℵ2) [Mit72]
one will immediately realize that both the Cohen component and the
collapsing component need to have the same length. More formally, if
we aim to add λ-many subsets to κ (i.e. the Cohen part is Add(κ, λ)) we
will have that the collapsing component will collapse the interval (κ, λ).
But, if one aims to add λ+-many subsets to κ and also preserve λ then,
necessarily, a dissonance between both parts appears. To overcome this
difficulty we shall proceed as in [FHS18] and [GP18] defining a system
of projections between Aλ+ ∗ S˙λ+ and a family of λ-many forcings that
will appear in the collapsing component of our forcing.
Let β0 ∈ A such that λ < β0 and let π : β0 → Even(λ) be a bijection
9.
Clearly, π defines an isomorphism between Aβ0 and AEven(λ), so that
9For an ordinal α, Even(α) stands for the set of all even and limit ordinals ≤ α.
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defining U˙πβ0 = π(U˙β0) one has that (U
π
β0
)π(G↾β0) = (U˙β0)G↾β0 = Uβ0 .
A similar thing happens with Bβ0 and Fβ0 . For ease of notation set
H = π(G ↾ β0). For ease of notation let us say that U
π
ξ , B
π
ξ and F
ξ,π
η ,
ξ < µ and η < δ, are the components of these sequences. The proof of
the next result is analogous to lemma 3.2.
Lemma 3.4. There is an unbounded set of cardinals B ⊆ λ closed
by ≥ κ+-sequences, such that for each α ∈ B and each generic filter
K ⊆ AEven(λ) and 〈(U˙
π
ξ )G ∩ V [K ↾ Even(α)] : ξ < µ〉, 〈(B˙
π
ξ )G ∩ V [K ↾
Even(α)] : ξ < µ〉 are suitable to define Sinapova forcing in the generic
extension V [K ↾ Even(α)].
Notation 3.5. For each α ∈ A we denote by Uπα and B
π
α he sequences
witnessing lemma 3.4. By convention Uβ0 and Bβ0 stands for U
π
λ and
Bπλ, respectively. For each α ∈ B ∪ {λ}, S˙
π
α is a AEven(α)-name repre-
senting the Sinapova forcing in V [H ↾ Even(α)] defined with respect
to the tuple (κ, µ,Uπα,B
π
α).
The next lemma follows essentially from corollary 2.17. For more
details the reader may consult [FHS18] or [GP18].
Lemma 3.6. Let Aˆ = (A ∩ [β0, λ
+)) ∪ {λ+}.
(1) For every γ, γ˜ ∈ Aˆ with γ < γ˜, there is a projection
σγ˜γ : Aγ˜ ∗ S˙γ˜ → RO
+(Aγ ∗ S˙γ).
(2) For every γ ∈ Aˆ and α ∈ B, there is a projection
σγα : Aγ ∗ S˙γ → RO
+(AEven(α) ∗ S˙
π
α).
(3) For every γ ∈ Aˆ and α ∈ B, let σˆγα be the extension of σ
γ
α to
the Boolean completion of Aγ ∗ S˙γ
σˆγα : RO
+(Aγ ∗ S˙γ)→ RO
+(AEven(α)) ∗ S˙
π
α).
Then the projections commute with σλ
+
α :
σλ
+
α = σˆ
γ
α ◦ σ
λ+
γ .
We are now in position to give the definition the main forcing.
Definition 3.7 (Main forcing). A condition in R is a triple (p, q˙, r)
such that:
(1) (p, q˙) ∈ Aλ+ ∗ S˙λ+,
(2) r is a partial function with dom (r) ∈ [B]<δ,
(3) For every γ ∈ dom (r), r(γ) is a AEven(γ) ∗ S˙
π
γ -name such that
σλ
+
γ (p, q˙) AEven(γ)∗S˙piγ r(γ) ∈
˙Add(δ, 1).
Let (p0, q˙0, r0), (p1, q˙1, r1) ∈ R we shall write (p0, q˙0, r0) ≤ (p1, q˙1, r1) iff
(p0, q˙0) ≤ (p1, q˙1), dom (r1) ⊆ dom (r0) and for each γ ∈ dom (r1)
σλ
+
γ (p0, q0) AEven(γ)∗S˙piγ r0(γ) ≤ r1(γ).
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Let U = {(p, q˙, r) ∈ R : p = ∅ ∧ A
λ+
q˙ = 1} endowed with the
inherited order of R and define R¯ = (Aλ+ ∗ S˙λ+)× U. The next result
follows from standard arguments.
Proposition 3.8.
(1) U is δ-closed.
(2) The function ρ : R¯→ R given by 〈(p, q˙), r〉 7→ (p, q˙, r) defines a
projection. In particular,
V Aλ+∗S˙λ+ ⊆ V R ⊆ V R¯.
(3) V Aλ+∗Sλ+ and V R have the same δ-sequences.
Let R¯ ⊆ R¯ a generic filter whose projection onto Aλ+ generates G
and let R ⊆ R the generic filter generated by R¯ an the projection ρ.
Take S ⊆ Sλ+ be the generic filter over V [G] induced by R¯ and ~C be
the Sinapova sequence generating S (see Section 2). For each α < µ,
set κα = κ ~C(α).
Proposition 3.9.
(1) R is λ-Knaster. In particular, all the cardinals ≥ λ remain
cardinals in V [R].
(2) R preserves κ and δ and collapses all the cardinals in (κ, δ) to
κ and all the cardinals in (δ+, λ) to κ+. In particular, δ = κ+
and λ = κ++ in V [R].
(3) In V [R], 2κ = λ+ = κ+3.
(4) In V [R], κ is a strong limit cardinal with cof(κ) = µ.
(5) In V [R] there is a bad and a very good scale at κ. In particular,
∗κ fails and thus there are no special κ
+-Aronszajn trees.
Proof.
(1) It follows from a similar argument to [GP18, Lemma 3.6].
(2) Let θ ∈ {κ, δ}∪(κ, δ)∪(δ, λ) and let us discuss what happens in
each case. If θ = κ it is enough to prove that Aλ+ ∗S˙λ+ preserves
it, and this follows from a standard argument combining the κ-
closedness of Aλ+ with the Prikry property and the κ-closedness
of 〈S˙λ+ ,≤
∗〉. If θ = δ the argument is similar but now appealing
to Easton’s lemma (see e.g. [Kun14]). On the other hand, if θ ∈
(κ, δ) it is clear that R collapses θ because there is a projection
between R and Aλ+ ∗ S˙λ+ , and this last forcing collapses the
interval (κ, δ) (cf proposition 2.10). Finally, assume that θ ∈
(δ, λ) and let η ∈ B∩(δ, λ) with η > θ. It is easy to see that there
is a projection between R and RO+(AEven(η)∗S˙
π
η )∗
˙Add(δ, 1) and
further that this iteration collapses the interval (δ, η].
(3)-(5) Follow from standard arguments combining 2.10 with the exis-
tence of a projection between R and Aλ+ .
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(6) This follows from the existence of a very good (resp. bad) scale
in V [G ∗ S˙] (see theorem 2.11), (κ+)V [G∗S˙] = (κ+)V [R] = δ and
the fact that V [G ∗ S˙] and V [R] have the same δ-sequences.

4. Proof of TP(κ++) holds
At the present section we prove that TP(κ++) holds in V [R]. To this
aim we shall divide the proof into two parts: in the first one, we show
how to force TP(κ++) and 2κ = λ+ whilst, in the second, we sketch
the ideas needed for the general case.
4.1. Tree property with 2κ ≥ λ+. In this section we beging sho-
wing that any counterexample for TP(λ) in V [R] lies, essentially, in
an intermediate extension of R. More formally, firstly we define the
notion of truncations of R and then we show that any λ-Aronszajn
tree in V [R] is a λ-Aronszajn tree in a generic extension given by some
of these truncations. The reason for considering these truncations is
that they are isomorphic to a forcing R∗ with no disagreements between
the length of the Cohen part and the collapsing part. In other words,
both components of R∗ have length λ. Afterwards, we shall again
consider truncations of R∗, R∗ ↾ γ, and we shall make use of the weak
compactness of λ to prove that any λ-Aronszajn tree in V R
∗
reflects to
a γ-Aronszajn tree in a generic extension given by R∗ ↾ γ (see lemma
4.12). At such point, we will be in conditions to apply Unger’s ideas
[Ung13] to prove that there are no γ-Aronszajn trees in V R
∗↾γ , which
will definitely yield the proof of TP(λ) in V [R].
Definition 4.1 (Truncations of R). Let α ∈ A with β0 < α < λ
+.
Define R ↾ α as the set of all triples (p, q˙, r) such that
(1) (p, q) ∈ Aα ∗ S˙α,
(2) r is a function with dom (r) ∈ [B]<δ such that for each β ∈
dom (r),
A↾Even(β)∗S˙pi
β
r˙(β) ∈ ˙Add(δ, 1).
We will write (p0, q˙0, r0) ≤ (p1, q˙1, r1) in case (p0, q˙0) ≤ (p1, q˙1), dom (r1)
⊆ dom (r0) and for each β ∈ dom (r1),
σαβ (p0, q0) A↾Even(β)∗S˙pi
β
r˙0(β) ≤ r˙1(β).
The proof of the next result is the same as in [GP18, Lemma 3.8].
Proposition 4.2. Let α ∈ A with β0 < α < λ
+. Then there is a
projection between R and RO+(R ↾ α).
Proposition 4.3. Assume that T is a λ-Aronszajn tree in V R. There
is an ordinal β∗ ∈ A, β0 < β
∗ < λ+, such that R ↾ β∗ forces that T is
a λ-Aronszajn tree in V R↾β
∗
.
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Proof. Let T˙ be a R-name for a λ-Aronszajn tree and assume without
loss of generality that R T˙ ⊆ λ and that T˙ is a nice name for a subset
of λ. Let {Aα}α∈λ be a family of maximal antichains deciding T˙ and
notice A∗ =
⋃
α∈λAα has cardinality at most λ. Thus there is some
β∗ ∈ A such that for any condition (p, q˙, r) ∈ A∗, dom (p) ⊆ κ × β∗.
Finally the claim follows since there is a projection between R and
R ↾ β∗. 
Let π∗ : β∗ → λ be a bijection extending π and use it to define and
isomorphism between Aβ∗ and Aλ.
10 Again, Uπ
∗
λ = (U˙β∗)π∗(G↾β∗) is a ⊳-
increasing sequence of measures which (pointwise) extends the sequence
Uπβ0 . Similarly, we define B
π∗
λ and F
π∗
λ . Let S
π∗
λ be the Sinapova forcing
defined in V [π∗(G ↾ β∗)] using (κ, µ,Uπ
∗
λ ,B
π∗
λ ,F
π∗
λ ).
Proposition 4.4.
(1) There is an isomorphism ϕ : Aβ∗ ∗ S˙β∗ → Aλ ∗ S˙
π∗
λ .
(2) For each β ∈ B the function ̺λβ = σ
β∗
β ◦ϕ
−1 entails a projection
between Aλ ∗ S˙
π∗
λ and RO
+(AEven(β) ∗ S˙
π
β).
Proof. It is routine to check that (p, (g, H˙)) 7→ (π∗(p), (g, π∗(H˙))) de-
fines an isomorphism and that the family of projections is closed by
compositions. Combining both facts the claim follows. 
Definition 4.5. A condition in R∗ is a triple (p, q˙, r) such that
(1) (p, q) ∈ Aλ ∗ S˙
π∗
λ ,
(2) r is a function with dom (r) ∈ [B]<δ such that for each β ∈
dom (r),
AEven(β)∗S˙piβ
r˙(β) ∈ Add(δ, 1).
We will write (p0, q˙0, r0) ≤ (p1, q˙1, r1) in case (p0, q˙0) ≤ (p1, q˙1), dom (r1)
⊆ dom (r0) and for each β ∈ dom (r1),
̺λβ(p0, q0) AEven(β)∗S˙piβ
r˙0(β) ≤ r˙1(β).
Proposition 4.6. R∗ and R ↾ β∗ are isomorphic. In particular, R∗
forces that T˙ is a λ-Aronszajn tree.
Proof. It is not hard to check that (p, q˙, r) 7→ (ϕ(p, q˙), r) defines an
isomorphism between both forcings. 
Given a weakly compact cardinal θ the weakly compact filter on θ,
Fθ, is the filter defined by all subsets X ⊆ θ which are θ \X is not Π
1
1-
indescribable in θ. Recall that a set X ⊆ θ is called Π11-indescribable
in θ if for any R ⊆ Vθ and any Π
1
1 sentence ϕ,
〈Vθ,∈, R〉 |= ϕ −→ ∃α ∈ X 〈Vα,∈, R ∩ Vα〉 |= ϕ.
10This choice will guarantee that our future constructions are coherent with that
exposed so far.
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The filter Fθ is proper and normal (see [Kan08, Proposition 6.11]),
hence it extends the club filter on θ, and thus contains the set of Mahlo
cardinals below θ.
Lemma 4.7. There is a B∗ ∈ (Fλ)
V , B∗ ⊆ B, with δ < minB∗ such
that for every α ∈ B∗, 〈(U˙π
∗
ξ )π∗(G↾β∗) ∩ V [π
∗(G ↾ β∗) ↾ α] : ξ < µ〉,
〈(B˙π
∗
ξ )π∗(G↾β∗) ∩ V [π
∗(G ↾ β∗) ↾ α] : ξ < µ〉 and 〈(F˙ ξ,π
∗
η )π∗(G↾β∗) ∩
V [π∗(G ↾ β∗) ↾ α] : ξ < µ, η < δ〉 are suitable to define Sinapova
forcing in V [π∗(G ↾ β∗) ↾ α].
Proof. The construction of B∗ is the same as for B but starting from
B instead of λ. By construction, B∗ is an unbounded set closed by in-
creasing sequences of length ≥ δ+, which is a set in the weakly compact
filter. 
Definition 4.8. For each α ∈ B∗ we denote by Uπ
∗
α , B
π∗
α and F
π∗
α the
sequences witnessing lemma 4.7 and by Sπ
∗
α the corresponding Sinapova
forcing.
Lemma 4.9. Set Bˆ∗ = B∗ ∪ {λ} and let α < γ ∈ Bˆ∗. There are
projections
(1) ̺γα : Aγ ∗ S˙
π∗
γ → RO
+(AEven(α) ∗ S˙
π
α),
(2) ˆ̺γα : RO
+(Aγ ∗ S˙
π∗
γ )→ RO
+(AEven(α) ∗ S˙
π
α).
Moreover, for each α < γ ∈ B∗, ̺γα = σ
γ
α.
Proof. The construction of ̺γα and ˆ̺
γ
α is analogous to lemma 3.6. A
proof for the moreover part can be found in [FHS18, Lemma 3.18]. 
The moreover clause of the previous lemma is crucial since it points
out that there are no disagreements between the projections defining
R∗ and the projections intended to define its truncations.
Definition 4.10 (Truncations of R∗). Let γ ∈ B∗. A condition in
R∗ ↾ γ is a triple (p, q˙, r) such that
(1) (p, q) ∈ Aγ ∗ S˙
π∗
γ ,
(2) r is a function with dom (r) ∈ [B∗ ∩ γ]<δ, such that for each
α ∈ dom (r),
AEven(α)∗S˙piα r˙(α) ∈ Add(δ, 1).
We will write (p0, q˙0, r0) ≤ (p1, q˙1, r1) in case (p0, q˙0) ≤ (p1, q˙1), dom (r1)
⊆ dom (r0) and for each α ∈ dom (r1),
̺γα(p0, q0) AEven(α)∗S˙piα r˙0(α) ≤ r˙1(α).
The proof of the next proposition is analogous to that of proposition
4.2.
Proposition 4.11. For each γ ∈ B∗, there is a projection between R∗
and RO+(R∗ ↾ γ). In particular, R∗ can be regarded as the iteration of
the form R∗ ↾ γ ∗ (R∗/R∗ ↾ γ).
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Lemma 4.12. Assume there is a λ-Aronszajn tree T in V R
∗
. Then
there is γ ∈ B∗ such that T ∩ γ is a γ-Aronszajn tree in V R
∗↾γ.
Proof. Let T˙ be a R∗-name such that R∗ “T˙ is a λ-Aronszajn tree”.
Without loss of generality we assume that T˙ is a R∗-name for a subset
of λ. It is not hard to check that this is equivalent to a Π11 sentence Φ
in the extended language {∈,R∗, T˙ , λ} that holds in 〈Vλ,∈,R
∗, T˙ , λ〉.
Since λ is a weakly compact cardinal, hence Π11-indescribable, there is
a set X ∈ Fλ such that for each γ ∈ X , 〈Vγ,∈,R
∗ ∩ Vγ, T˙ ∩ γ, γ〉 |=
Φ. By lemma 4.7 and the previous discussion we can assume that all
these γ are Mahlo and that γ ∈ B∗. In particular, since R∗ ∩ Vγ =
R∗ ↾ γ, 〈Vγ,∈,R
∗ ↾ γ, T˙ ∩ γ, γ〉 |= Φ. Since Φ is absolute between
the universe V and this structure, this argument shows that R∗↾γ
“T˙ ∩ γ is a γ-Aronszajn tree”. 
Lemma 4.13. Assume there is a λ-Aronszajn tree T in V R
∗
and let
γ ∈ B∗ as in the previous lemma. Then R∗/(R∗/γ) adds bγ, a branch
throughout T ∩ γ.
Proof. Notice that such a branch bγ exists in V
R∗ , as T is a λ-tree.
Nonetheless, T ∩γ is γ-Aronszajn in V R
∗↾γ so that this branch necessa-
rily was added by the quotient forcing R∗/(R∗/γ). 
The previous lemma shows that if the quotient forcings R∗/(R∗/γ)
do not add γ-branches then TP(λ) holds in V [R]. Thereby, it becomes
essential to analyse the combinatorial properties that these quotients
forcing may have. In the next series of lemmas we will prove that
for each γ ∈ B∗ there are forcings Pγ and Qγ fulfilling the following
properties:
(α) Pγ ×Qγ projects onto R
∗/R∗ ↾ γ in V R
∗↾γ .
(β) Pγ ×Qγ does not add new branches to T ∩ γ.
Combining (α) and (β) one gets that R∗/R∗ ↾ γ does not add γ-
branches to T ∩ γ.
Definition 4.14. For each γ ∈ B∗ ∪ {λ}, define Cγ = Aγ ∗ S˙
π∗
γ , Pγ =
(Aλ ∗ S˙
π∗
λ )/(Aγ ∗ S˙
π∗
γ ) and Qγ = {r : (1, 1, r) ∈ R
∗ ↾ γ}.
Analogously to proposition 3.8 it is not hard to prove that Qγ is δ-
directed closed and there is a projection between Cγ ×Qγ and R
∗ ↾ γ.
The next result follows similarly to proposition 3.9.
Proposition 4.15.
(1) In V R
∗↾γ, κ is a strong limit cardinal with cof(κ) = µ.
(2) R∗ ↾ γ collapses all the cardinals in the interval (κ, δ) ∪ (δ+, γ)
while it preserves the others. In particular, δ = κ+, γ = κ++.
(3) R∗ ↾ γ forces 2κ ≥ γ
Henceforth we will work within V R
∗↾γ , unless otherwise stated.
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Proposition 4.16. For each γ ∈ B∗, Pγ ×Qγ satisfies (α).
Proof. By definition, a condition in R∗/R∗ ↾ γ is a triple (p, q˙, r) such
that (πλγ (p, q˙), r ↾ γ) ∈ R
∗ ↾ γ, where πλγ is the composition of ̺
λ
γ with
the standard isomorphism between Cγ and RO
+(Cγ). In particular,
(p, q˙) ∈ Pγ. Now, it is not hard to check that the map τ : Pγ × Qγ →
R∗/R∗ ↾ γ given by 〈(p, q˙), (1, 1, r)〉 7→ (p, q˙, r) defines a projection. 
It thus remains to prove that Pγ × Qγ satisfies (β). To this aim,
firstly, it is convenient to point out that we can reduce our discussion
to the forcing Pγ.
Theorem 4.17 ((Silver) cf [Kun14, Lemma V.2.26]). Let θ, τ be car-
dinals such that 2θ ≥ τ . If P is a θ+-closed forcing then P does not add
a branch through any τ -tree.
Notice that in our case 2κ ≥ γ and Qγ is κ
+-directed closed, so
that Silver’s theorem guarantees that Qγ does not add new branches
to T ∩ γ. For our future discussion on Pγ we need to consider the next
notion due to Unger:
Definition 4.18 (see [Ung13, Definition 2.2]). Let θ be a regular cardi-
nal and P be a forcing notion. We say that P has the θ-approximation
property if for every ordinal η and for every P-name τ for a subset of
η provided that for all z ∈ Pθ(η)
V , P z ∩ τ ∈ Vˇ , then P τ ∈ Vˇ .
If Pγ has the δ-approximation property it is clear that it does not add
new branches to T ∩ γ. In [Ung13, lemma 2.4] it is proved that for any
forcing P if P×P is θ-cc then P has the θ-approximation property. The
next series of technical lemmas are based on ideas from from [Ung13,
Section 5] and are ultimately intended to prove that Pγ × Pγ is δ-cc.
To be more concrete, we begin proving some results that show when a
condition in Cλ is forced into/outside the quotient Pγ and later we use
this to prove the δ-cc for the product Pγ × Pγ.
Lemma 4.19. Let P and Q two forcing and π : P→ Q be a projection.
For every p ∈ P and q ∈ Q, q Q p /∈ ˙P/Q if and only if for every
generic filter G ⊆ P with p ∈ G, q is not in H, the generic filter
generated by π′′G.
Proof. The first implication is obvious. Conversely, assume aiming for
a contradiction that q 1Q p /∈ ˙P/Q and let q
′ ≤ q be some condition
such that q′ Q p ∈ ˙P/Q. Set D = {p
′ ≤ p : π(p′) ≤ q′} and notice
that is a dense subset of P since π is a projection. From this it is
easy to show that we get a contradiction with the fact that p ∈ G and
q /∈ H . 
Lemma 4.20. Let γ ∈ B∗, r = (p, (g, H˙)) ∈ Cλ and r
′ = (p′, (g′, H˙ ′)) ∈
Cγ. The condition r
′ forces “r /∈ Pγ” if and only if one of the following
assertions is true:
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(I) p′ ⊥ p ↾ γ.
(II) p′ ‖ p ↾ γ and there is some η ∈ dom (g′) ∩ dom (g) such that
p′ ∪ p Aλ g(η) 6= g
′(η).
(III) p′ ‖ p ↾ γ and there is some η ∈ dom (g′) \ dom (g) such that
p′ ∪ p Aλ g
′(η) /∈ H˙(η).
(IV) p′ ‖ p ↾ γ and there is some η ∈ dom (g) \ dom (g′) such that
p′ ∪ p ↾ γ Aγ g(η) /∈ H˙
′(η).
Proof. Notice that if some of the above displayed assertion holds then
r′ ⊥ ̺λγ(r) and thus the previous lemma implies that r
′ Cγ r /∈ Pγ .
For the converse, assuming that no of the above assertions hold, we
shall prove that r′ does not force “r /∈ Pγ”; namely, that there is some
r¯ ≤Cγ r
′ such that r¯ Cγ r ∈ Pγ.
Since (I) and (II) are false the functions p∗ = p′∪p and g∗ = g∪g′ are
well-defined. Forcing below the condition p∗ for each η ∈ µ \ dom (g∗)
let H˙∗(η) be a Aλ-name for the large set H(η) ∩ H
′(η). Since (III)
and (IV) fails, p∗ Aλ (g
∗, H˙∗) ∈ S˙π
∗
λ and thus r
∗ = (p∗, (g∗, H˙∗)) ∈
Cλ. Furthermore, it is clear that ̺
λ
γ(r
∗) ≤Cγ r
′ and that ̺λγ(r
∗) Cγ
“r∗ ∈ Pγ ∧ r
∗ ≤Cλ r”, hence ̺
λ
γ(r
∗) Cγ r ∈ Pγ. 
Notation 4.21.
• Let γ ∈ B∗ and ξ < µ. We denote by Uπ
∗
γ,ξ the Rudin-Keisler
projections of the measure Uπ
∗
γ onto Pκ(κξ) and by U˙
π∗
γ,ξ some
Aγ-name representing U
π∗
γ,ξ.
• Given g ∈ [
∏
ξ∈µPκ(κξ)]
[<ω] we respectively denote by max(g)
and min(g) the ≺-maximum and ≺-minimum value of g.
• Let (g,H) ∈ S and h ∈ [
∏
ξ∈dom (H)H(ξ)]
[<ω] we denote by
add((g,H), h) the condition p∗ = (g∗, H∗) ∈ S defined by
(a) g∗ = g ∪ h,
(b) H∗ is a function with dom (H∗) = µ \ (dom (g)∪ dom (h)).
(c) For each ξ ∈ dom (g)∗ and each ζ ∈ dom (H∗) with ξ < ζ ,
H∗(ζ) = {P ∈ H(ζ) : max(h) ≺ P}.
Notice that add((g,H), h) is well-defined by virtue of condition
(4) in definition 2.7.
Lemma 4.22. Let γ ∈ B∗, r = (p, (g, H˙)) ∈ Cλ and r
′ = (p′, (g′, H˙ ′)) ∈
Cγ such that p
′ ≤ p ↾ γ. There is a Aγ-name F˙ for a function with
domain µ \ (dom (g) ∪ dom (g′)) such that:
(1) p′ Aγ ∀ξ (F˙ (ξ) ∈ U˙
π∗
γ,ξ ∧ F˙ (ξ) ⊆ H˙
′(ξ)),
(2) The condition p′ forces that for every finite subset s ⊆ dom (F˙ ),
each h ∈ [
∏
ξ∈s F˙ (ξ)]
[<ω] and each ξ ∈ s
(ah) “add((g
′, H˙ ′), h) ∈ S˙π
∗
γ ”,
(bh,ξ) “p 1Aλ/Aγ h(ξ) /∈ H˙(ξ)”.
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Proof. Working on V Aγ/p
′
set dom (F ) = µ \ (dom (g) ∪ dom (g′)) and
let Φ : [
∏
ξ∈dom (F )H
′(ξ)][<ω] → 3 be defined by
Φ(h) =


0 if ∃ξ ∈ s ((2)(ah) is true but (2)(bh,ξ) is false),
1 if ∀ξ ∈ s ((2)(ah) and (2)(bh,ξ) are both true),
2 if (2)(ah) is false.
By Ro¨wbottom’s lemma 2.14 there is a function F ⊆ H ′ which is
homogeneous for Φ; namely, for each finite subset s ⊆ dom (F ) the
function Ψ = Φ ↾ [
∏
ξ∈s F (ξ)] is constant. If we manage to prove that
for each set s, Ψ has constant value 1, the lemma will follow. We
begin showing that third possibility for Ψ is impossible. Indeed, since
F ⊆ H ′, add((g′, H ′), h) is well-defined for each h ∈ [
∏
ξ∈s F (ξ)]
[<ω], so
that the third option is impossible.
Let us now check that the first case (i.e. 0) is also impossible and
thus that the only right alternative is the second one. Aiming for a
contradiction, let s and h be such that Φ(h) = 0. Notice that since F
is homogeneous this property is already true for all h′ ∈ [
∏
ξ∈s F (ξ)]
<ω.
By definition, for each h′ there is an ordinal ξh ∈ s such that p Aλ/Aγ
h(ξh) /∈ H˙(ξh). Refining, if necessary, we may assume that this is true
for some fixed ordinal ξ∗. On the other hand, since p′ ≤ p ↾ γ, p′ ∪ p is
a condition in Aλ such that p∪p
′ Aλ F˙ (ξ
∗), H˙(ξ∗) ∈ U˙π
∗
λ,ξ but also that
p∪p′ Aλ F˙ (ξ
∗)∩H˙(ξ∗) = ∅, which yields the desired contradiction. 
The following lemma shows that under some hypothesis on r and r′,
r′ forces r to be in Pγ.
Lemma 4.23. Let γ ∈ B∗, r = (p, (g, H˙)) ∈ Cλ and r
′ = (p′, (g′, H˙ ′)) ∈
Cγ such that
(1) p′ ≤Aγ p ↾ γ,
(2) p′ ∪ p Aλ g ⊆ g
′,
(3) p ∪ p′ Aλ ∀ξ ∈ dom (g
′) \ dom (g) (g′(ξ) ∈ H˙(ξ)).
Then there is r∗ ≤∗Cγ r
′11 forcing “r ∈ Pγ”. Specifically, provided F˙ was
the function of the previous lemma,
(p′, (g′, F˙ )) Cγ “r ∈ Pγ”.
Proof. Let us assume on the contrary that the claim is false and let
(q, (j, J)) ≤Cγ (p
′, (g′, F˙ )) forcing the opposite statement. Combining
lemma 4.20 with our current hypotheses it immediately follows that
condition (III) must fail, hence there is some ordinal ξ∗ ∈ dom (j) \
dom (g) such that q∪p Aλ “j(ξ
∗) /∈ H˙(ξ∗)”. On the other hand, notice
that q Aγ “j(ξ
∗) ∈ F˙ (ξ∗)” and that q ≤Aγ p
′ so that, by construction
11Here by ≤∗
Cγ
we mean the order (p1, q˙1) ≤∗Cγ (p2, q˙2) given by p1 = p2 and
p1 Aγ q˙1 ≤
∗
Spi
∗
γ
q˙2.
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of F ,
q Aγ “p 1Aλ/Aγ j(ξ
∗) /∈ H˙(ξ∗)”.
Thus there is s ≤Aλ p ∪ q forcing “j(ξ
∗) ∈ H˙(ξ∗)”, which colides with
the fact that p ∪ q forces “j(ξ∗) /∈ H˙(ξ∗)”. 
Lemma 4.24. Let γ ∈ B∗, (p, (g, H˙)) ∈ Cγ and r˙0, r˙1 be two Cγ-names
for conditions in Pγ. Then there are (p
∗, (g∗, H˙∗)) ∈ Cγ, (p0, (g0, H˙0)),
(p1, (g1, H˙1)) ∈ Pγ and p¯0, p¯1 ∈ Aλ such that for i ∈ {0, 1} the following
hold:
(a) (p∗, (g∗, H˙∗)) ≤Cγ (p, (g, H˙)),
(bi) (p
∗, (g∗, H˙∗)) Cγ r˙i = (pi, (gi, H˙i)),
(ci) (p
∗, (g∗, H˙∗)) and (p¯i, (gi, H˙i)) satisfy conditions (1)-(3) of lemma
4.23 and p¯i ≤ pi.
Proof. Let (p∗, (g∗, H˙∗)) ≤Cγ (p, (g, H˙)) deciding that r˙0 is some con-
dition in Pλ of the form (p0, (g0, H˙0)).
12 By virtue of lemma 4.20 the
conditions (I)-(IV) fails, hence in particular (II) and (III) fails, and
thus there is some condition p¯0 ≤ p
∗ ∪ p0 forcing “g
∗(ξ) ∈ H˙0(ξ)”, for
each ordinal ξ ∈ dom (g∗) \ dom (g0), and moreover g
∗ and g0 have
the same value in their common coordinates. Extending if necessary
both p∗ and g∗ we get that (p∗, (g∗, H˙∗)) and (p0, (g0, H˙0)) satisfy (a)-
(c0). Repeating the same argument but this time below the condition
(p∗, (g∗, H˙∗)) instead of (p, (g, H˙)) the result follows. 
We are finally in conditions to prove the δ-ccness of the product
forcing Pγ × Pγ , for each γ ∈ B
∗.
Lemma 4.25. Let γ ∈ B∗. Then the product Pγ × Pγ is δ-cc in the
generic extension V Cγ .
Proof. Let {(r˙0α, r˙
1
α)}α∈δ be a collection of Cγ-names for a maximal
antichain for the product Pγ × Pγ . Applying the previous lemma
we find families {(p∗α, (g
∗
α, H˙
∗
α))}α∈δ, {〈(p
0
α, (g
0
α, H˙
0
α)), (p
1
α, (g
1
α, H˙
1
α))〉}α∈δ
and {〈p¯0α, p¯
1
α〉}α∈δ witnessing (a)-(c). Notice that Cγ×C
2
λ is δ-Knaster,
hence also δ-cc, as each factor is δ-Knaster and this property is produc-
tive. Therefore we may assume without loss of generality that all the
above displayed conditions are compatible and moreover that g∗α = g
∗,
g0α = g
0 and g1α = g
1, for each α ∈ δ.
Notice that for each α < α′ ∈ δ the conditions (p∗α∪p
∗
α′ , (g, H˙
∗
α∧H˙
∗
α′))
and (p¯iα∪ p¯
i
α′ , (g
i, H˙ iα∧ H˙
i
α′)), i ∈ {0, 1}, satisfies (a)-(ci) of lemma 4.23
so that there is an r∗ extension of (p∗α ∪ p
∗
α′ , (g, H˙
∗
α ∧ H˙
∗
α′)) forcing that
both (p¯0α ∪ p¯
0
α′ , (g
0, H˙0α ∧ H˙
0
α′)) and (p¯
1
α ∪ p¯
1
α′, (g
1, H˙1α ∧ H˙
1
α′)) are in Pλ.
In particular, r∗ forces the compatibility of (r˙0α, r˙
1
α) and (r˙
0
α′, r˙
1
α′) and
thus Pγ × Pγ is δ-cc. 
12Notice that in particular this implies that p∗ ‖ p0 hence p ∪ p ∈ Aλ.
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4.2. Tree property with 2κ arbitrarily large. In this section we
will sketch the argument for the proof of TP(κ++) with 2κ ≥ γ > λ+.
(1) Assume that κ is a Laver indestructible supercompact cardinal
and force with the Cohen forcing Aγ. Let G ⊆ Aγ generic and
U ∈ V [G] be a supercompact measure over Pκ(γ
+)V [G]. Arguing
as in lemma 3.2, we obtain an unbounded familyA ⊆ [γ]λ closed
under unions of length ≥ δ+ such that for each x ∈ A, λ+ 1 ⊆
x and Ux = U˙G ∩ V [G ↾ x] is a supercompact measure over
Pκ(γ
+)V [G↾x]. For each x ∈ A, one defines the corresponding
Sinapova forcing Sx using the Rudin-Keisler projections of Ux.
(2) Choose x0 ∈ A and an isomorphism π between Ax0 and AEven(λ),
noticing that Ux0 = π(U˙x0)π(G↾x0). Set H = π(G ↾ x0). Now
argue as in lemma 3.4 to get B and use it to define the corre-
sponding Sinapova forcings Sπα.
(3) Set Aˆ = {x ∈ A : x0 ⊆ x} and argue as in lemma 3.6 to get
a commutative system of projections 〈σγx , σˆ
x
α, σ
γ
α : x ∈ Aˆ, α ∈
B〉.13 Using these projections define R as well as the corre-
sponding truncations R ↾ x as done in definitions 3.7 and 4.1.
Assuming the existence of a λ-Aronszajn tree T in V R argue as
in lemma 4.3 to find some set x0 ( x
∗ ∈ A for which R ↾ x∗
forces that T is a λ-Aronszajn tree.
(4) Define R∗ and show that R∗ and R ↾ x∗ are isomorphic. Again,
arguing as in lemma 4.7 one finds a set B∗ ∈ Fλ such that
Uπ
∗
γ = π
∗(U˙x∗)H ∩ V [H
∗ ↾ γ] is a supercompact measure on
Pκ(γ
+)V [H↾γ], for each γ ∈ B∗. Here H∗ denotes the generic
filter π∗(G ↾ x∗).
(5) Now prove a suitable version of lemma 4.9 and define the trun-
cations of R∗, R∗ ↾ γ (see definition 4.10). As before, any
λ-Aronszajn tree in V R
∗
reflects to some γ-Aronszajn tree, in
V R
∗↾γ (see lemma 4.12). From this point on, all the discussion
about the quotient forcings R∗/R ↾ γ as well as on Pγ×Qγ runs
in parallel to that tackled previously.
4.3. TP(κ+) holds. At the present section we shall sketch the proof
that TP(κ+) holds in the generic extension V [R]. The reason for avoid-
ing going into details is that the arguments are one by one identical to
those exposed in [Sin08]. For any non defined notion that may appear
during this section the reader is referred to the above quoted reference.
The idea to prove that any δ-tree T in V [R] has a cofinal branch is the
following:
(1) Assume towards a contradiction that T has no cofinal branch
in V [R]. Using the fact that {κ}∪〈κξ+1 : ξ < µ〉 are supercom-
pact cardinals one can use the ideas of [Nee09] or of [Gol17] to
13Here σγx is a projection between Aγ ∗ S˙γ and RO
+(Ax ∗ S˙x).
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prove that the principle (†) holds in V [G][U ] (see [Nee09] for
definitions). If (†) holds, it is not hard define a cofinal branch
b ∈ V [R¯] for T .
(2) Given α < δ, s ∈ R¯/R and u ∈ Tα with s 
V [R]
R¯/R
u ∈ b˙, we
will say that a splitting occurs at u if there is a level β > α,
conditions s1, s2 ≤R¯/R s and nodes v1, v2 ∈ Tβ such that
(ℵ) sκ 
V [R]
R¯/R
vk ∈ b˙, k ∈ {0, 1},
(i) v1 6= v2.
Let us say that a splitting occurs at some level α if there is some
u ∈ Tα for which the previous conditions are fulfilled. Since b is
a cofinal branch in T that does not lie in V [R] it is easy to prove
that there are unboundedly many levels of T where a splitting
occurs.
(3) If there is a splitting at some node u then one can show that
there is some stem h for which there is a h-splitting at u.
Essentially, the reason for this is that R¯/R can be resembled
from the generic filters corresponding to some intermediate forc-
ings R ⊆ Rq˙ ⊆ R¯ (see [Sin16b, Lemma 3.8]). Furthermore, one
can also assume that for such stem h, (†h) holds.
(4) For a given stem h, let αh be the supremum of all the levels
where a h-splitting occurs. Arguing as in [Sin16b, Proposi-
tion 3.4] if (†h) holds then αh < δ and thus, since there are
less than δ-many stems, Υ = sup{αh : (†)h holds} < δ. It
thus follows that the amount of levels where certain h-splitting
occurs, for relevant stems h, is bounded and thus the amount
of levels where a splitting occurs also. This yields the desired
contradiction.
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