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Resumen
Einstein dec´ıa en referencia a la meca´nica cua´ntica: “The old one does
not play dice” - y es cierto, porque la probabilidad que se usa en la meca´nica
cua´ntica no es la probabilidad cla´sica de juegos como los dados. Es el primer
ejemplo histo´ricamente hablando de una probabilidad que se llama no cla´sica
o no conmutativa. Vamos a presentar lo ba´sico de esta probabilidad cua´ntica
a un nivel introductorio para estudiantes de licenciatura con conocimiento de
a´lgebra lineal. Usamos la teor´ıa de probabilidad con un espacio finito como
analog´ıa para el caso de dimensio´n finita de la probabilidad cua´ntica. Adema´s
hay un ape´ndice breve sobre un tema relacionado (qubits) para indicar que
las ideas presentadas aqu´ı tienen otras aplicaciones. Conocimiento de la
meca´nica cua´ntica no es necesario.
1 Probabilidad Cla´sica - Caso Finito
Antes de empezar notamos que no demostramos todo porque el art´ıculo esta´
basado en una conferencia de noventa minutos. Entonces, cada afirmacio´n
sin demostracio´n o con demostracio´n incompleta es un ejercicio para el lector.
Un caso especial de la Probabilidad Cla´sica consta de:
1. un conjunto Ω que es finito y no vac´ıo,
2. todos los subconjuntos E ⊂ Ω que se llaman Eventos,
3. una Funcio´n de Probabilidad P : E 7→ P (E) ∈ [0, 1] es decir,
0 ≤ P (E) ≤ 1 para cada evento E ⊂ Ω.
Se dice que P (E) es la Probabilidad del Evento E, si las propiedades siguientes
se cumplen:
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1. P (∅) = 0 (donde ∅ es el conjunto vac´ıo), 2. P (Ω) = 1,
3. P (E1 ∪ E2 ∪ · · · ∪ Ek) = P (E1) + P (E2) + · · ·+ P (Ek) donde
E1, . . . , Ek son Eventos Disjuntos, o sea, Ei ∩ Ej = ∅ si i 6= j.
As´ı es la teor´ıa (Fermat, Pascal; 1600’s) desarrollada para estudiar juegos
como las cartas. Hoy d´ıa tiene muchas aplicaciones en ciencias como biolog´ıa,
ingenier´ıa, f´ısica, y por cierto matema´ticas entre otras.
No vamos a ver en este art´ıculo la teor´ıa de Probabilidad Cla´sica debida
a Kolmogorov (1933, ve´ase [7]) para el caso cuando Ω es infinito, dado que
tiene un nivel ma´s avanzado con muchos detalles te´cnicos.
Un comentario clave aqu´ı es que hay experimentos y observaciones con
la propiedad de que cuando esta´n hechos bajo condiciones iniciales iguales
(o esencialmente iguales) no siempre dan el mismo resultado. Es decir, hay
un conjunto de dos o ma´s resultados que son las mediciones posibles. Son
los casos para los cuales hay necesidad de una teor´ıa que no sea determinista
(que describe una teor´ıa que predice exactamente un solo resultado para cada
experimento u observacio´n). En cambio una teor´ıa que describe situaciones
donde hay ma´s de un resultado posible se llama una Teor´ıa de Probabilidad
que sea la teor´ıa cla´sica de Kolmogorov u otra.
Entonces son importantes las estructuras matema´ticas en una teor´ıa de
probabilidad que corresponden a los nu´meros reales medidos (u observados)
en experimentos. En la probabilidad cla´sica, esta estructura se llama una
Variable Aleatoria y es por definicio´n una funcio´n con valores reales:
X : Ω→ R.
La idea detra´s de esta definicio´n es que los nu´meros reales en el rango
(o imagen) de X , Ran(X) := {λ ∈ R | ∃ω ∈ Ω, λ = X(ω)}, son todos los
valores medibles posibles de la cantidad experimental correspondiente a X .
Se define el Valor Esperado (o ma´s bien el Valor Promedio) de X con
respecto a P por
〈X〉 :=
∑
ω∈Ω
P (ω)X(ω) donde P (ω) ≡ P ({ω}).
Notamos que el conjunto {X ∣∣ X : Ω→ R } de todas las variables aleatorias
es un espacio vectorial sobre R de dimensio´n finita n = card(Ω) ≥ 1. Tambie´n
tiene un producto conmutativo dado por la multiplicacio´n usual de funciones:
XY (ω) = X · Y (ω) := X(ω)Y (ω)
para cada ω ∈ Ω donde X, Y son variables aleatorias.
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2 Meca´nica Cua´ntica en Dimensio´n Finita
La Meca´nica Cua´ntica de Pauli y Wigner (∼1930) empieza con el espacio
vectorial
C
n = {z = (z1, z2, . . . , zn) | zj ∈ C para 1 ≤ j ≤ n}
de dimensio´n finita n ≥ 1 sobre los nu´meros complejos C con su producto
interior
〈z, w〉 :=
n∑
j=1
z∗jwj.
Aqu´ı z = (z1, . . . , zn) ∈ Cn, w = (w1, . . . , wn) ∈ Cn, β∗ es la conjugada
compleja de β ∈ C. Tambie´n, Cn tiene una norma || · || dada por
||z||2 = 〈z, z〉 =
n∑
j=1
z∗j zj =
n∑
j=1
|zj |2 para cada z ∈ Cn.
No vamos a ver en este art´ıculo la teor´ıa de la Meca´nica Cua´ntica de
Heisenberg y Schro¨dinger (1925-26) para el caso de dimensio´n infinita, dado
que tiene un nivel ma´s avanzado con muchos detalles te´cnicos. Al igual
que la probabilidad cla´sica general de Kolmogorov, es importante pero no
tenemos que estudiarla por lo pronto para nuestras metas. Por cierto, el
estudiante interesado tiene que aprender tarde o temprano en el caso general
la probabilidad cla´sica, la meca´nica cua´ntica y la probabilidad cua´ntica (entre
otros temas). Por lo tanto recomendamos fuertemente la lectura.
Para definir las estructuras matema´ticas en la meca´nica cua´ntica que
corresponden a cantidades medidas en experimento, introducimos el conjunto
de matrices complejas n× n (con n entero, n ≥ 1)
MAT(n;C) := {A = (Ajk), matriz n× n, Ajk ∈ C, 1 ≤ j, k ≤ n}.
N.B. Cada matriz A define un mapeo lineal A : Cn → Cn en esta manera:
(Az)j =
∑n
k=1Ajkzk. (Usamos un abuso comu´n de notacio´n; el s´ımbolo A
denota a la matriz y al mapeo lineal correspondiente.) Rec´ıprocamente cada
mapeo lineal Cn → Cn viene en la manera indicada de una matriz u´nica en
MAT(n;C). Resulta que MAT(n;C) es un espacio vectorial de dimensio´n n2
sobre C. Cuenta con el producto usual de matrices que es no conmutativo
si n ≥ 2. Por ser un espacio vectorial con producto compatible, resulta que
MAT(n;C) es un a´lgebra sobre C.
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Toda matriz A tiene una matriz adjunta A∗ donde (A∗)jk := (Akj)
∗ para
1 ≤ j, k ≤ n. Es la matriz transpuesta conjugada. Resulta que A∗ es la
matriz u´nica tal que 〈A∗z, w〉 = 〈z, Aw〉 para todos vectores z, w ∈ Cn.
Si A = A∗ se dice que A es Auto-Adjunta (o Hermitiana). Notacio´n:
HERM(n) := {A ∈ MAT(n;C) | A = A∗}.
Las matrices auto-adjuntas corresponden a muchas de las cantidades medidas
en experimentos con sistemas cua´nticos. Vamos a ver ma´s adelante con todo
detalle la correspondencia, pero por lo pronto cabe subrayar que es por eso
que las matrices auto-adjuntas son importantes en f´ısica cua´ntica.
Ejercicio: HERM(n) es un espacio vectorial sobre los nu´meros reales R y
no lo es sobre los nu´meros complejos C. No es una suba´lgebra de MAT(n;C)
si n ≥ 2. Adema´s: dimRHERM(n) = n2. 
Ejemplo: HERM(2) tiene dimensio´n 22 = 4 y una base esta´ dada por las
tres Matrices de Pauli
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
y la identidad, I =
(
1 0
0 1
)
. (Aqu´ı i =
√−1.) Unas propiedades de ellas:
σ1σ2 = iσ3 = −σ2σ1, σ2σ3 = iσ1 = −σ3σ2, σ3σ1 = iσ2 = −σ1σ3.
3 Teor´ıa Espectral
Vamos a usar un teorema fundamental del a´lgebra lineal: cada matriz auto-
adjunta tiene una diagonalizacio´n. La siguiente es una manera para enunciar
este teorema. Una referencia para esta seccio´n es el texto [4] por Halmos.
Sea A una matriz en MAT(n;C). Se define su Polinomio Caracter´ıstico por
pA(λ) := det(λI − A).
Es un polinomio de grado n ≥ 1 en λ con coeficientes complejos, donde λ
es una variable compleja. (Aqu´ı I ∈ MAT(n;C) es la matriz identidad y
det es el determinante.) Podemos escribir el conjunto de las ra´ıces complejas
distintas de pA(λ) como
SPEC(A) := {λ1, λ2, . . . , λk} ⊂ C
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con 1 ≤ k ≤ n (por el Teorema Fundamental de A´lgebra). Decimos que
SPEC(A) es el Espectro de A y que λ1, λ2, . . . , λk son los Eigenvalores de A.
Hay varias caracterizaciones de un eigenvalor. Las siguientes afirmaciones
son equivalentes:
• β ∈ C es un eigenvalor de A.
• pA(β) = 0.
• det(βI −A) = 0.
• La matriz βI − A no es invertible.
• El subespacio ker(βI −A) no es cero.
(Aqu´ı ker(B) := {z ∈ Cn |Bz = 0} para B : Cn → Cn lineal.)
• Existe z ∈ Cn con z 6= 0 y Az = βz.
(En tal caso z se llama un eigenvector de A asociado a β.)
Quiza´s la u´ltima afirmacio´n sea la propiedad ma´s familiar para el lector. Sin
embargo, usaremos la penu´ltima. Expl´ıcitamente, definimos los subespacios
Vj := ker(λjI − A) 6= 0 para 1 ≤ j ≤ k.
Entonces: z ∈ Vj ⇐⇒ (λjI − A)z = 0 ⇐⇒ Az = λjz, o sea, la accio´n de A
en el subespacio Vj es igual a la accio´n de multiplicacio´n por λj. Se dice que
A tiene el valor λj en el subespacio Vj .
Si adema´s A es auto-adjunta, entonces tenemos:
• Todos sus eigenvalores son reales.
• Los subespacios Vj son ortogonales, o sea,
〈zi, zj〉 = 0 si zi ∈ Vi, zj ∈ Vj para i 6= j.
• Cn = V1 ⊕ V2 ⊕ · · · ⊕ Vk. (Suma Directa)
Dejamos la tercera afirmacio´n como ejercicio. Para probar las dos primeras
afirmaciones, tomamos zi ∈ Vi, zj ∈ Vj. Entonces para 1 ≤ i, j ≤ k tenemos
λj 〈zi, zj〉 = 〈zi, λjzj〉 = 〈zi, Azj〉 = 〈Azi, zj〉 = 〈λizi, zj〉 = λ∗i 〈zi, zj〉 .
Tomando i = j y zi 6= 0 y usando 〈zi, zi〉 6= 0, concluimos que λi = λ∗i , es
decir λi es real. Luego tomando i 6= j, tenemos que (λi−λj) 〈zi, zj〉 = 0, que
implica 〈zi, zj〉 = 0 porque λi 6= λj.
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Entonces, al formar la unio´n de una base ortonormal de V1, de una base
ortonormal de V2, . . . , de una base ortonormal de Vk, obtenemos una base
ortonormal de Cn con la propiedad que el mapeo lineal
A = A∗ : Cn → Cn
tiene una matriz diagonal en esta base ortonormal nueva. Esto se llama la
diagonalizacio´n de la matriz auto-adjunta A. Se encuentran a lo largo de la
diagonal dimV1 ≥ 1 ocurrencias de λ1, dimV2 ≥ 1 ocurrencias de λ2, . . . ,
dimVk ≥ 1 ocurrencias de λk.
Vamos a seguir un paso ma´s adelante. En lugar de usar subespacios de
C
n vamos a usar proyectores ortogonales. Sea W ⊂ Cn un subespacio de Cn.
Resulta que podemos descomponer Cn como una suma directa,
C
n =W ⊕W⊥,
donde el subespacio
W⊥ := {v ∈ Cn | 〈v, w〉 = 0 para todo w ∈ W}
se llama el complemento ortogonal de W en Cn.
Entonces, al subespacio W asociamos el mapeo lineal EW : C
n → Cn
definido por
EW z := w
para z ∈ Cn con z = w + v su descomposicio´n u´nica con w ∈ W , v ∈ W⊥.
Resulta que
EW = E
∗
W = E
2
W y Ran(EW ) = W.
(Aqu´ı el rango de B : Cn → Cn es Ran(B) := {z˜ ∈ Cn | ∃z ∈ Cn, z˜ = Bz}.)
Si E : Cn → Cn es un mapeo lineal que satisface E = E∗ = E2, se llama un
Proyector Ortogonal. Y se dice que EW es el Proyector Ortogonal sobre W .
Rec´ıprocamente, para cada proyector ortogonal E tenemos que E = EW
para un subespacio u´nico, a saber, W = Ran(E). En fin de cuentas, hemos
obtenido una correspondencia uno-a-uno y sobre (es decir, una biyeccio´n)
entre el conjunto de todos los subespacios W de Cn y el conjunto de todos
los proyectores ortogonales en MAT(n;C): W ←→ EW .
Por fin, podemos enunciar el teorema de diagonalizacio´n. Este teorema
usa el concepto de proyector ortonormal para expresar los resultados que ya
hemos visto anteriormente.
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Teorema: Si A ∈ MAT(n,C) es una matriz auto-adjunta, entonces existe
un entero k con 1 ≤ k ≤ n y existen proyectores ortogonales E1 6= 0, . . . ,
Ek 6= 0 en MAT(n,C) y nu´meros reales distintos λ1, . . . , λk tales que
EiEj = 0 si i 6= j,
I = E1 + E2 + · · ·+ Ek,
A = λ1E1 + λ2E2 + · · ·+ λkEk.
Adema´s, el entero k, los proyectores ortogonales y los nu´meros reales (con
las propiedades indicadas) son u´nicos. 
Se llama Teorema Espectral para matrices auto-adjuntas. Rec´ıprocamente,
si tenemos un entero k ≥ 1 y proyectores ortogonales y nu´meros reales con
las propiedades indicadas y luego definimos
A := λ1E1 + λ2E2 + · · ·+ λkEk,
resulta que A es una matriz auto-adjunta. Esta representacio´n de A se conoce
como su resolucio´n espectral. Es una forma cano´nica de A.
Es importante notar que hay una biyeccio´n: λj ←→ Ej .
4 Ma´s del Mundo Cla´sico
Vamos a considerar nuevamente la teor´ıa cla´sica de Ω finito y no vac´ıo con
n = card(Ω) ≥ 1, pero ahora sin funcio´n de probabilidad P .
Para cada evento Λ ⊂ Ω definimos su funcio´n caracter´ıstica χΛ por
χΛ(ω) :=
{
1 si ω ∈ Λ,
0 si ω ∈ Ω, ω /∈ Λ.
Se sigue que χΛ = χ
∗
Λ = χ
2
Λ y adema´s Λ = χ
−1
Λ (1). (Aqu´ı χ
2
Λ = χΛ · χΛ,
el producto conmutativo usual de funciones como ya hemos definido.)
Adema´s resulta que cada funcio´n χ : Ω → C que satisface χ = χ∗ = χ2
es la funcio´n caracter´ıstica de un evento u´nico Λ, a saber, χ = χΛ donde
Λ = χ−1(1). En fin de cuentas tenemos una correspondencia uno-a-uno y
sobre (o sea, una biyeccio´n) entre el conjunto de eventos Λ en Ω y el conjunto
de las funciones caracter´ısticas con dominio Ω: Λ←→ χΛ.
Adema´s supongamos que A : Ω → R es una funcio´n arbitraria (variable
aleatoria). Entonces su rango satisface Ran(A) = {λ1, λ2, . . . , λk} para un
entero k tal que 1 ≤ k ≤ n y para λ1, λ2, . . . , λk nu´meros reales distintos.
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N.B. Si definimos el espectro de la funcio´n A (notacio´n: SPEC(A)) como
el conjunto de nu´meros reales λ tal que la funcio´n λ − A no tiene inversa
multiplicativa, entonces SPEC(A) = Ran(A).
Para cada “eigenvalor” λj ∈ SPEC(A) definimos el evento
Λj := ker(λj − A) = {ω ∈ Ω | A(ω) = λj} = A−1(λj) 6= ∅.
Se dice que Λj es el evento donde (o cuando) A tiene el valor λj . (Se tiene
que A−1(λ) = ∅ si λ /∈ SPEC(A).) Se sigue que son eventos disjuntos con
Ω =
k⋃
j=1
Λj.
Entonces, Ej := χΛj 6= 0 para cada j = 1, 2, . . . , k. Otra vez hay una
biyeccio´n importante: λj ←→ Ej . Adema´s,
EiEj = 0 si i 6= j,
1 = E1 + E2 + · · ·+ Ek,
A = λ1E1 + λ2E2 + · · ·+ λkEk.
Se llama la forma cano´nica de la funcio´n simple A. Es un lema ba´sico en un
curso introductorio de la medida. Hay que recordar que una funcio´n simple
es una funcio´n (medible) cuyo rango tiene un nu´mero finito de valores. Por
cierto, este lema no dice nada sobre medidas, como el teorema espectral para
matrices auto-adjuntas no dice nada sobre medidas de probabilidad cua´ntica.
Entonces hay la misma estructura algebraica en este caso conmutativo de
funciones como en el caso no conmutativo de matrices. (A veces se dice que
“Cuantizacio´n es Operadores en lugar de Funciones”. No es un teorema tal
cual. Resulta que hay muchas cuantizaciones. Pero es una idea que puede
ser muy u´til, au´n ma´s u´til que unos teoremas.)
5 Regresando al Mundo Cua´ntico
Sabiendo como interpretar la forma cano´nica de una funcio´n simple, podemos
dar por analog´ıa la intepretacio´n f´ısica en la meca´nica cua´ntica de una matriz
auto-adjunta A = A∗. Primero, cada eigenvalor λj de A es un resultado
posible de un experimento que mide la cantidad f´ısica correspondiente a A,
y no hay otros resultados posibles.
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Tambie´n el proyector ortogonal asociado Ej debe ser el evento cua´ntico
que corresponde a la medicio´n de λj . Por lo tanto, definimos un Evento
(Cua´ntico) como un proyector ortogonal E en MAT(n;C), o ma´s bien, un
subespacio V de Cn.
Ejemplo: Las matrices 1
2
σ1,
1
2
σ2,
1
2
σ3 corresponden a los tres componentes
en direcciones ortogonales en el espacio euclideano R3 del spin de un sistema
f´ısico con spin 1/2. (Para aprender la f´ısica de spin, hay que leer un texto
de f´ısica cua´ntica. Aqu´ı hablamos solamente de la matema´tica de spin.)
Ejercicio: Encontrar la resolucio´n espectral para estas tres matrices.
Si E es un evento con dimCRan(E) = 1, se dice que es un Estado o
un Estado Cua´ntico (Puro). Equivalentemente, un estado es un subespacio
V ⊂ Cn de dimensio´n uno. (Es dif´ıcil explicar esta definicio´n sin mencionar
la evolucio´n temporal de un sistema cua´ntico, cosa que no haremos.)
En f´ısica se dice que un estado es un vector z ∈ Cn con ||z|| = 1, porque
este vector define el subespacio Cz ⊂ Cn de dimensio´n uno. Por cierto, hay
que identificar vectores w, z ∈ Cn con ||w|| = ||z|| = 1 ⇐⇒ Cw = Cz ⇐⇒
existe α ∈ C con |α| = 1 tal que w = αz. (Aqu´ı Cz := {λz | λ ∈ C}.)
Los expertos ya saben que el conjunto de los estados cua´nticos puros es el
espacio proyectivo complejo de dimensio´n n− 1 sobre los complejos: CP n−1.
Para los que todav´ıa no son expertos recomendamos nuevamente la lectura.
Ya tenemos el lenguaje suficiente para describir la Probabilidad Cua´ntica.
Un Principio de la Meca´nica Cuan´tica:
Si un sistema cua´ntico empieza en un estado z ∈ Cn con ||z|| = 1 y se mide
la cantidad f´ısica asociada a la matriz auto-adjunta
A = A∗ = λ1E1 + λ2E2 + · · ·+ λkEk,
escrita en su resolucio´n espectral, entonces el experimento da el valor λj con
Frecuencia Relativa
〈z, Ejz〉 = ||Ejz||2.
(Despue´s de la medicio´n de λj , el estado final es Ejz/||Ejz||, un cambio que
se llama: el colapso de la funcio´n de onda. Pero no usaremos esto.) 
Primero, debemos notar que los nu´meros 〈z, Ejz〉 para j = 1, . . . , k satisfacen
de hecho las propiedades siguientes de frecuencias relativas:
0 ≤ 〈z, Ejz〉 ≤ 1 y
k∑
j=1
〈z, Ejz〉 = 1.
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Si se mide λj se dice que el evento cua´ntico Ej ha sucedido. Pero cada
evento cua´ntico E se encuentra en la resolucio´n espectral de alguna matriz
auto-adjunta, digamos la matriz E = E∗ misma. Entonces, tenemos que
definir la probabilidad para cada evento, no meramente para los eventos en
la resolucio´n espectral de A. Por lo tanto, definimos la Probabilidad Cua´ntica
para que suceda el evento cua´ntico E (arbitrario) en el estado z ∈ Cn con
||z|| = 1 por
Prob(E; z) := 〈z, Ez〉 = ||Ez||2.
Es important´ısimo notar que el mapeo E → 〈z, Ez〉 ∈ [0, 1] (con el estado z
fijo) no es una funcio´n de probabilidad cla´sica (de Kolmogorov) si n ≥ 2.
Supongamos que tenemos una matriz auto-adjunta A = A∗ =
∑k
j=1 λjEj (en
la resolucio´n espectral) y un estado z ∈ Cn, o sea, ||z|| = 1. Entonces el
Valor Esperado de A en el estado z esta´ definido por
〈A〉z :=
k∑
j=1
λj 〈z, Ejz〉 = 〈z,
k∑
j=1
λjEjz〉 = 〈z, Az〉 .
Esto nos da otra manera de pensar en que es un estado z. Se define el
mapeo lineal ρ : A → C donde A = MAT(n;C) con un estado z fijo por
ρ(M) := 〈z,Mz〉 para M ∈ A.
Entonces, tenemos las dos propiedades siguientes.
ρ es positivo: ρ(M∗M) ≥ 0 para toda M ∈ A.
ρ es normalizado: ρ(I) = 1.
As´ı se puede generalizar la idea de un estado al contexto de una *-a´lgebra A
sobre C con unidad I que es un a´lgebra sobre los complejos C con un mapeo
A 7→ A∗ ∈ A para cada A ∈ A tal que para A,B ∈ A y λ ∈ C tenemos
1. (A+B)∗ = A∗ +B∗,
2. (λA)∗ = λ∗A∗,
3. (AB)∗ = B∗A∗,
4. A∗∗ = A.
Un Estado de una *-a´lgebra A (de dimensio´n finita, digamos) sobre C es un
mapeo lineal ρ : A → C que es positivo y normalizado (como arriba). Los
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elementos A ∈ A tal que A = A∗ (que se llaman los elementos Hermitianos
o Auto-Adjuntos) corresponden a las matrices auto-adjuntas en la meca´nica
cua´ntica y, como veremos al rato, a las variables aleatorias en la probabilidad
cla´sica. (A veces se dice que cada elemento A ∈ A es una variable aleatoria.)
La probabilidad cla´sica (Ω, P ) es el caso cuando A = {Y | Y : Ω → C}
es la *-a´lgebra sobre C y ρ(Y ) =
∑
ω∈Ω P (ω)Y (ω) es el estado. Entonces los
elementos auto-adjuntos en A son las variables aleatorias. Adema´s se suele
decir que P es el estado, debido que ρ determina P u´nicamente.
6 Conclusio´n
Entonces la Probabilidad Cua´ntica (que empezo´ con los trabajos de Murray
y von Neumann en los 1930’s) en nuestro caso de dimensio´n finita consta de:
• El espacio vectorial Cn con su producto interior.
• Los eventos cua´nticos.
• Los estados cua´nticos.
• Las matrices auto-adjuntas.
• Las fo´rmulas para calcular las probabilidades cua´nticas,
valores esperados, etce´tera.
7 El Porvenir
La finalidad de este art´ıculo es darle al lector las ganas para seguir adelante
con estudios de la probabilidad cua´ntica y temas relacionados. Damos ahora
unas referencias, pero es una lista pequen˜a. Son nuestras preferencias. Hay
muchas otras referencias buenas.
Antes que nada vale la pena aprender un poco de la f´ısica cua´ntica. Una
introduccio´n muy intuitiva es [3].
Unas referencias para la probabilidad cua´ntica son [2], [6], [8] y [12].
La u´ltima referencia muestra claramente que hay muchas probabilidades no
cla´sicas.
Luego hay que estudiar la teor´ıa espectral en dimensio´n infinita. Para eso
uno puede leer [9] o volumen I de [13].
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Para la ecuacio´n de Schro¨dinger, ve´ase [15] para un nivel introductorio
y los volu´menes II, III y IV de Reed y Simon [13] para un nivel avanzado.
Para otros modelos de evolucio´n temporal, incluyendo los procesos cua´nticos
estoca´sticos, ve´ase [1].
Para una introduccio´n a spin (y bosones y fermiones), ve´ase [15].
Para el ca´lculo cua´ntico estoca´stico, hay el texto [10].
Para la probabilidad libre, que es una teor´ıa de probabilidad no cla´sica
muy estudiada, recomendamos [5] y [16],
Por cierto, hay au´n ma´s temas interesantes como independencia, a´lgebras
de von Neumann, teoremas de l´ımite central, espacios de Fock, movimiento
Browniano, etce´tera. Pero el lector debe descubrir el placer de buscar por su
propia cuenta en bibliotecas, librer´ıas e Internet.
8 Ape´ndice: Qubits
Un caso interesante de la meca´nica cua´ntica es n = 2, donde tenemos que
el espacio de estados cua´nticos puros es CP 1 ∼= S3/S1 ∼= S2. (Aqu´ı Sn es la
esfera de dimensio´n n de vectores de norma uno en Rn+1.)
Un estado tal se llama Qubit en la Computacio´n Cua´ntica y en la Informacio´n
Cua´ntica. Entonces hay una esfera de qubits.
En el caso n = 2 de probabilidad cla´sica, tenemos Ω = {↑, ↓}, digamos,
que tiene dos estados puros que son {↑} y {↓}; cada uno se llama un Bit.
Entonces hay solamente dos bits.
Por eso hay una diferencia muy grande entre la computacio´n cua´ntica basada
en qubits y la computacio´n cla´sica basada en bits. Por ejemplo hay algoritmos
cua´nticos much´ısimo ma´s ra´pidos que los correspondientes algoritmos cla´sicos
conocidos. Hay mucha investigacio´n en estas a´reas con muchos problemas
abiertos. Ve´ase [11] y [14].
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