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a b s t r a c t
A two-level method in time and space for solving the time-dependent Navier–Stokes
equations based onNewton iteration is considered in this paper. Considering that the small
eddy components carry little part of the whole energy, we use a larger time step size to
obtain the small eddy component, as comparedwith the large eddy components. Numerical
analysis shows that it is possible to choose a proper time step size without compromising
the overall accuracy.Moreover, some numerical examples are provided to complement our
theoretical analysis.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this article, we consider the time-dependent Navier–Stokes equations
du
dt
+ νAu+ B(u, u) = f inΩ,
u(0) = u0 inΩ,
(1.1)
where domain Ω is a square of R2, A is the Stokes operator, B is the projection of the nonlinearity on the divergence-free
space H, ν denotes the kinetic viscosity and f is the given body force per mass.
The eigenvalues λi and associated eigenfunctionswi (i = 1, 2, . . .) of the Stokes operator A satisfy
Awi = λiwi 0 ≤ λ1 ≤ λ2 ≤ · · · → ∞.
Moreover, these eigenvalues have the property that λm ∼ m2 as m → ∞ and these eigenfunctions can form a complete
orthogonal basis of H .
For given positive integers M > m > 0, let Pm (PM) denote the projection from H onto the space Hm (HM) spanned by
the firstm (M) eigenvectors. That is,
Hm = span{w1, w2, . . . , wm}, HM = span{w1, w2, . . . , wm, . . . , wM}.
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Correspondingly, we consider the large eddy space Hm = PmH and the small eddy space QmHM = PmMH where
Qm = I − Pm, PmM = PM − Pm. The approximate solution uM ∈ HM can be decomposed as uM = pm + qm where pm ∈ Hm
is called the large eddy component and qm ∈ QmHM is called the small eddy component. The various iterations between
the large eddy component pm and small eddy component qm lead to the different two-level type methods for solving the
Navier–Stokes equations. For example, a two-level method called the nonlinear Galerkin method (NLG) in connection with
the approximate inertial manifolds (AIM) was introduced by Temam et al. [1,2] and Devulder et al. [3], in which the small
eddy component is obtained by solving a steady Stokes problem in QmHM . That is,
dpm
dt
+ νApm + PmB(pm + qm, pm + qm) = Pmf ,
νAqm + PmMB(pm, pm) = PmM f .
One of the main advantages of NLG is its superior accuracy compared with the standard Galerkin method (SGM; see
[1,3]). However, one of the disadvantages in NLG is that when we compute the large eddy components pm, we have to use
the small eddy components qm, and vice versa. That is to say, we have to solve a coupled system to get the final solution.
Another disadvantage is that the iteration between large and small eddy components in NLG is reflected by a steady Stokes
equation, which is only effective when the solution vibrates weakly as the time changes. Therefore, from the computational
point of view, considering the self-evolution of the small eddy components, Matgolin et al. [4] proposed a kind of dynamic
postprocessing scheme (DPP). That is,
dpm
dt
+ νApm + PmB(pm, pm) = Pmf ,
dqm
dt
+ νAqm + PmMB(pm, pm) = PmM f .
(1.2)
The DPP actually is the SGM for obtaining the large eddy component pm, only we have to use the large eddy components
pm to get the small eddy components qm in order to refine the solution. Therefore, we think DPP is a weakly coupled system,
which can be seen as a very efficient scheme to some extent.
Considering that the small eddy components carry little part of the whole energy, Burie and Marion [5] use a larger
time size to obtain the small eddy components without destroying the final accuracy. In particular, given a positive integer
p > 1, q = 0, . . . , p − 1, for 0 ≤ n < N , where N = [T/pk] denotes the maximal integer not more than T/pk, find
vnp+q+1 ∈ Hm andwn+1 ∈ PmMH such that
dtvnp+q+1 + νAvnp+q+1 + PmB(vnp+q + wn, vnp+q + wn) = Pmf np+q+1,
dtwn+1 + νAwn+1 + PmMB(vnp + wn, vnp + wn) = PmM f (n+1)p,
v0 = Pmu0, w0 = PmMu0
where k is the time step length, f np+q+1 = f (k(np + q + 1)), f (n+1)p = f (pk(n + 1)), dtvnp+q+1 = (vnp+q+1 − vnp+q)/k,
dtwn+1 = (wn+1 − wn)/pk.
Like for the NLG, in the above algorithm given by Burie and Marion [5], we need the information of the small eddy
componentswn when we compute the large eddy components vnp+q+1. When we obtain the small eddy componentswn+1,
we have to use the large eddy components vnp, which leads to a coupled system, and it is difficult to solve. For obtaining a
weakly coupled system, the article by Liu and Hou [6] presents the DPP like scheme in time and space (TSDPP), that is,
dtvnp+q+1 + νAvnp+q+1 + PmB(vnp+q+1, vnp+q+1) = Pmf np+q+1,
dtwn+1 + νAwn+1 + PmMB(v(n+1)p, v(n+1)p) = PmM f (n+1)p,
v0 = Pmu0, w0 = PmMu0.
(1.3)
In TSDPP (1.3), we first get the large eddy component vnp+q+1 by solving an SGM equationwith a time step k and then obtain
the small eddy componentwn+1 with a time step pk. The approximation to the nonlinear term only involved v(n+1)p, which
leads to the weakly coupled system. However, for such an approximation to the nonlinear term, both (1.2) and (1.3) can be
seen as first-order linearizations of the nonlinear term. This is only valid for the large viscosity cases and our later numerical
results also agree with this presumption. To make the algorithms applicable for the small viscosity cases, a second-order
linearization of the nonlinear term should be considered. Many articles have pointed out that Newton iteration is an good
alternative to the second-order linearization typemethods; see the work of Liu and Hou [7,8], Hou and Li [9,10], He [11] and
so on.
Therefore, we are interested in applying a two-level method in time and space for solving the time-dependent
Navier–Stokes equation based on Newton iteration in this paper. Concretely, we define two sequences
vnp+q ∈ Hm, wn ∈ QmHM = PmMH, 0 ≤ n ≤ N, q = 0, . . . , p− 1.
They are given by satisfying such relations as
dtvnp+q+1 + νAvnp+q+1 + PmB(vnp+q+1, vnp+q+1) = Pmf np+q+1,
v0 = Pmu0, (1.4)
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and 
dtwn+1 + νAwn+1 + PmMB(v(n+1)p, v(n+1)p + wn+1)+ PmMB(wn+1, v(n+1)p) = PmM f (n+1)p,
w0 = PmMu0. (1.5)
From the above two-level algorithm (1.4)–(1.5), we see that (1.4) provides the large eddy component vnp+q+1, which is
nothing but the SGM in Hm with a time step length k. As regards v(n+1)p ∈ Hm as the initial guess, (1.5) provides the small
eddy componentwn+1 ∈ PmMH with a larger time step length pk. The second equation provides the small eddy components
from a one-step Newton iteration in fact. Hence we call the scheme (1.4)–(1.5) the two-level method in time and space of
Newton type (NWTS).
Finally, two important points as regards this paper remain to be explained. One point is that methods of this type have
been widely studied by many authors (see the work of Burie and Marion [5] and He [12]). However, like the differences
between NLG and DPP, the large and small eddy components of the algorithm in Burie and Marion [5] and He [12] are
coupled, which affects the efficiency of the algorithm to some extent. Our two-level numerical algorithm based on Newton
iteration (NWTS) (1.4)–(1.5) presented in this paper is a weakly coupled system which is effective in practical simulations.
The other point is that we consider the second-order approximation of the nonlinear term using a Newton iteration, which
makes NWTS suitable for solving the small viscosity case.
2. The functional setting of the Navier–Stokes equations
We consider the time-dependent Navier–Stokes problem as follows:
du
dt
− ν△u+ (u · ∇)u+∇p = F inΩ × [0, T ],
∇ · u = 0 inΩ × [0, T ],
periodic boundary condition on Γ × [0, T ],
u(0) = u0 inΩ,
(2.1)
where Ω ⊂ R2 is a bounded square domain with a Lipschitz boundary Γ , T denotes the final time, u denotes the flow
velocity, u0 is the initial velocity satisfying∇ · u0 = 0, p is the pressure, F is the external force and ν is the kinetic viscosity.
Now, we introduce some functional spaces which will be used frequently in the sequel. We define
H =

υ ∈ (L2per(Ω))2 : ∇ · υ = 0,

Ω
υdx = 0

,
V =

υ ∈ (H1per(Ω))2 : ∇ · υ = 0,

Ω
υdx = 0

.
The spaces H and V are equipped with the following inner products and norms:
(u, v) =

Ω
u · vdx, |u| = (u, u) 12 , ∀u, v ∈ H,
((u, v)) = (∇u,∇v), ∥u∥ = ((u, u)) 12 , ∀u, v ∈ V .
Let P be the Leray orthogonal projection from (L2(Ω))2 onto H; then we define the Stokes operator A and the bilinear
operator B by
A = −P∆, B(u, v) = P[(u · ∇)v].
For convenience of statements, we also introduce the following trilinear form:
b(u, v, w) = ⟨B(u, v), w⟩, ∀u, v, w ∈ V .
We also define the power operator Aα for all α ∈ R and the Hilbert spaces D(Aα):
D(Aα) =

υ =
∞
i=1
υiwi :
∞
i=1
υ2i λ
2α
i <∞

.
The space D(Aα) is equipped with the natural inner product and norm
(·, ·)D(Aα) = (Aα·, Aα·), | · |D(Aα) = |Aα · |.
It is easy to see that D(A0) = H and D(A 12 ) = V . Moreover, thanks to [13], for the spatially periodic case, |Aα · | and | · |2α are
equivalent norms for all α ∈ R. In the rest of this paper, we will use | · |Lα and | · |α to denote the (Lα(Ω))2 and (Hα(Ω))2
norms respectively for all α ∈ R. Furthermore, we always use κ to denote a constant which may depend additionally on
(u0, t, T , ν, f ) and is assumed to be continuous with respect to t .
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Thanks to [14,13], the trilinear form b has the following skew-symmetric properties:
b(u, υ,w) = −b(u, w, υ), ∀u, υ,w ∈ V , (2.2)
b(u, u, Au) = 0, ∀u ∈ D(A), (2.3)
and continuous properties:
|b(u, v, w)| ≤ c|u|s1 |A
1
2 v|s2 |w|s3 , ∀u ∈ (Hs1(Ω))2, v ∈ (Hs2+1(Ω))2, w ∈ (Hs3(Ω))2, (2.4)
where s1, s2, s3 ≥ 0 satisfying s1 + s2 + s3 ≥ 1 and (s1, s2, s3) ≠ (1, 0, 0), (0, 1, 0), (0, 0, 1), and c > 0 is a constant
independent of u, v, w. In particular, (2.4) is valid if we substitute the L2 norm for any two of the three norms on the right
side and replace the rest of the norm by the L∞ norm.
Moreover, thanks to [15], the Agmon inequality and Gagliardo/Nirenberg estimates hold:
|v|L4 ≤ c|v|
1
2 ∥v∥ 12 , |∇v|L4 ≤ c∥v∥
1
2 |Av| 12 , ∀v ∈ D(A), (2.5)
|v|L∞ ≤ c|v| 12 |Av| 12 , ∀v ∈ D(A). (2.6)
For the projection Pm and Qm, the following properties hold (see [16]):
|AβPmu| ≤ λβ−αm+1|Aαu|, |AαQmu| ≤ λα−βm+1|Aβu|, ∀α < β, u ∈ D(Aβ). (2.7)
Furthermore, we will provide the following estimate of the trilinear form b.
Lemma 2.1. The trilinear form b has the following property:
|b(u, v, A−1Qmw)| ≤ cm−3|Au| |Av| |Qmw|, ∀u, v ∈ D(A), ∀w ∈ (L2(Ω))2. (2.8)
Proof. The proof is identical to that given by He [11] and Heywood and Rannacher [17]. From the definition of b and using
(2.7), the following estimate holds:
|b(u, v, A−1Qmw)| ≤ c|A−1QmB(u, v)| |Qmw|
≤ cm−3|A 12 [(u · ∇)v]| |Qmw|
≤ cm−3|Qmw|(|∇u|L4 |∇v|L4 + |u|L∞ |Av|).
Combining this inequality with (2.5) and (2.6) yields (2.8). 
Let us end this section by recalling some regularity properties of the exact solution u(t) of the Navier–Stokes equation
(see [17,14]).
Theorem 2.1. Let u0 ∈ D(A) and f ∈ L2(R+; V ) ∩ L∞(R+;H); there exists a positive constant κ > 0 and a time T0 > 0 such
that
|Au(t)| + ∥utt(t)∥ ≤ κ, ∀t ≥ T0.
3. Stability analysis
This section will present the stability of our two-level scheme in time and space based on Newton iteration (NWTS)
(1.4)–(1.5). First, let us show a discrete Gronwall lemma provided in [18,19].
Lemma 3.1. Let k,D and an, bn, cn, dn for integer n ≥ 1 be nonnegative numbers such that
aJ + k
J
n=1
bn ≤ k
J
n=1
dnan + k
J
n=1
cn + D, ∀J ≥ 1.
Suppose that kdn < 1, for all n, and set γn = (1− kdn)−1; then,
aJ + k
J
n=1
bn ≤ exp

k
J
n=1
γndn

k
J
n=1
cn + D

, ∀J ≥ 1.
The following theorem provides the stability of our two-level method NWTS (1.4)–(1.5).
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Theorem 3.1. Assume that the initial data u0 ∈ V and f ∈ L2(R+;H); then the approximations of the scheme (1.4)–(1.5) satisfy
∥vnp+q+1∥2 + kν
np+q
j=0
|Avj+1|2 ≤ κ, 0 ≤ n < N, q = 0, . . . , p− 1,
∥wn+1∥2 + pkν
n
j=0
|Awj+1|2 ≤ κ, 0 ≤ n < N.
(3.1)
Proof. First, taking the inner product of (1.4) with 2Avnp+q+1, using the relation
((a− b, 2a)) = ∥a∥2 − ∥b∥2 + ∥a− b∥2 (3.2)
and (2.3), it holds that
∥vnp+q+1∥2 − ∥vnp+q∥2 + ∥vnp+q+1 − vnp+q∥2 + 2kν|Avnp+q+1|2 = 2k(f np+q+1, Avnp+q+1). (3.3)
We have the following estimate:
2k|(f np+q+1, Avnp+q+1)| ≤ 2k|f np+q+1| |Avnp+q+1| ≤ kν|Avnp+q+1|2 + ck
ν
|f np+q+1|2.
Combining the above estimate with (3.3), we see that
∥vnp+q+1∥2 − ∥vnp+q∥2 + kν|Avnp+q+1|2 ≤ ck
ν
|f np+q+1|2.
Summing the above inequality, we have
∥vnp+q+1∥2 + kν
np+q
j=0
|Avj+1|2 ≤ ∥v0∥2 + ck
ν
np+q
j=0
|f j+1|2 (3.4)
which is the first inequality of (3.1).
Next, taking the inner product of (1.5) with 2Awn+1, along with (3.2), yields
∥wn+1∥2 − ∥wn∥2 + ∥wn+1 − wn∥2 + 2pkν|Awn+1|2 + 2pkb(v(n+1)p, v(n+1)p + wn+1, Awn+1)
+ 2pkb(wn+1, v(n+1)p, Awn+1) = 2pk(f (n+1)p, Awn+1). (3.5)
The usage of (2.4)–(2.6) yields
2pk|b(v(n+1)p, v(n+1)p, Awn+1)| ≤ cpk|Av(n+1)p| ∥v(n+1)p∥ |Awn+1|
≤ pkν
4
|Awn+1|2 + cpk
ν
∥v(n+1)p∥2|Av(n+1)p|2,
2pk|b(v(n+1)p, wn+1, Awn+1)| ≤ cpk|v(n+1)p|L4 |∇wn+1|L4 |Awn+1|
≤ cpk|v(n+1)p| 12 ∥v(n+1)p∥ 12 ∥wn+1∥ 12 |Awn+1| 32
≤ pkν
4
|Awn+1|2 + cpk
ν
|v(n+1)p|2∥v(n+1)p∥2∥wn+1∥2,
2pk|b(wn+1, v(n+1)p, Awn+1)| ≤ cpk|wn+1|L∞∥v(n+1)p∥ |Awn+1|
≤ cpk|wn+1| 12 ∥v(n+1)p∥ |Awn+1| 32
≤ pkν
4
|Awn+1|2 + cpk
ν
∥wn+1∥2∥v(n+1)p∥4,
2pk|(f (n+1)p, Awn+1)| ≤ 2pk|f (n+1)p| |Awn+1|
≤ pkν
4
|Awn+1|2 + cpk
ν
|f (n+1)p|2.
Combining the above inequalities with (3.5), we obtain
∥wn+1∥2 + pkν|Awn+1|2 ≤ ∥wn∥2
+ cpk
ν
(∥v(n+1)p∥2|Av(n+1)p|2 + |v(n+1)p|2∥v(n+1)p∥2∥wn+1∥2 + ∥wn+1∥2∥v(n+1)p∥4 + |f (n+1)p|2).
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Summing the above inequality yields
∥wn+1∥2 + pkν
n
j=0
|Awj+1|2 ≤ ∥w0∥2
+
n
j=0
cpk
ν
(∥v(j+1)p∥2|Av(j+1)p|2 + |v(j+1)p|2∥v(j+1)p∥2∥wj+1∥2 + ∥wj+1∥2∥v(j+1)p∥4 + |f (j+1)p|2).
Applying the Gronwall lemma, Lemma 3.1, to the above inequality, and noticing (3.4), yields the second inequality of this
theorem. 
4. Error analysis
This section will give the error analysis of our two-level method (1.4)–(1.5), to provide mathematical guidance on the
selection of the parameters p andm for getting an approximation of the optimal order. Before presenting the error estimates,
we need the following lemma.
Lemma 4.1. Under the assumptions of Theorem 2.1 and f ∈ L2(R+; V ), it holds that
|Qmu(tnp+q+1)|2−1 + kν
np+q
j=0
|Qmu(tj+1)|2 ≤ κm−6, 0 ≤ n < N, q = 0, . . . , p− 1
where tnp+q+1 = (np+ q+ 1)k.
Proof. Applying Qm to (1.1) to obtain the equality at tj+1 yields
dt uˆj+1 + νAuˆj+1 + QmB(uj+1, uj+1) = Qmf j+1 + Qmg j+1 (4.1)
where
uj+1 = u(tj+1), uˆj+1 = Qmu(tj+1), g j+1 = 1k
 tj+1
tj

du
dt
(s)− du
dt
(tj+1)

ds.
Taking v = 2kA−1uˆj+1 in (4.1) leads to
|uˆj+1|2−1 + |uˆj+1 − uˆj|2−1 − |uˆj|2−1 + 2kν|uˆj+1|2 + 2kb(uj+1, uj+1, A−1uˆj+1)
= 2k(Qmf j+1, A−1uˆj+1)+ 2k(Qmg j+1, A−1uˆj+1). (4.2)
Thanks to (2.8), we obtain
2k|b(uj+1, uj+1, A−1uˆj+1)| ≤ ckm−3|Auj+1|2|uˆj+1| ≤ kν
3
|uˆj+1|2 + ck
ν
|Auj+1|4m−6,
2k|(Qmf j+1, A−1uˆj+1)| ≤ 2k|A−1Qmf j+1| |uˆj+1| ≤ kν3 |uˆ
j+1|2 + ck
ν
∥f j+1∥2m−6,
2k|(Qmg j+1, A−1uˆj+1)| ≤ 2k|A−1Qmg j+1| |uˆj+1| ≤ kν3 |uˆ
j+1|2 + ck
ν
∥g j+1∥2m−6.
Summing (4.2) for j = 0, . . . , np+ q and considering the above inequalities, we arrive at
|uˆnp+q+1|2−1 + kν
np+q
j=0
|uˆj+1|2 ≤ |uˆ0|2−1 +
ck
ν
np+q
j=0
(|Auj+1|4 + ∥f j+1∥2 + ∥g j+1∥2)m−6.
Finally, noticing Theorem 2.1 yields the prescribed result of this lemma. 
Nowwe devote our consideration to the error analysis. For simplicity of analysis, we always assume that Theorem 2.1 is
valid for T0 = 0. For any given nonnegative integer 0 ≤ n < N, q = 0, . . . , p− 1, time step length k > 0 and two positive
integersm andM satisfyingm < M , we define
tnp+q = (np+ q)k, enp+q = u(tnp+q)− (vnp+q + wn).
The error enp+q can be decomposed as follows:
v(t) = Pmu(t), w(t) = (PM − Pm)u(t), ∀t ≥ 0,
v˜np+q = v(tnp+q)− vnp+q, w˜n = w(tnp)− wn,
enp+q = v˜np+q + w˜n + w(tnp+q)− w(tnp)+ QMu(tnp+q).
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We apply Pm to (1.1) to obtain the equality at tj+1, j = np+ q, that is
dtv(tj+1)+ νAv(tj+1)+ PmB(uj+1, uj+1) = Pmf j+1 + Pmg j+1 (4.3)
where uj+1 = u(tj+1).
Thanks to Theorem 2.1, we have
|g i| ≤ κk, ∀i ≥ 1.
Subtracting (1.4) from (4.3), we deduce that
dt v˜j+1 + νAv˜j+1 + PmB(Pmuj+1, v˜j+1)+ PmB(v˜j+1, vj+1)
+ PmB

Pmuj+1,Qmuj+1
+ PmB Qmuj+1, uj+1 = Pmg j+1.
Using the above equation, we take the inner product with 2kv˜j+1 and, using (2.2), this leads to
|v˜j+1|2 − |v˜j|2 + |v˜j+1 − v˜j|2 + 2kν∥v˜j+1∥2 + 2kb(v˜j+1, vj+1, v˜j+1)
+ 2kb Pmuj+1,Qmuj+1, v˜j+1+ 2kb Qmuj+1, uj+1, v˜j+1 = 2k(g j+1, v˜j+1). (4.4)
Thanks to (2.4) and (2.5), we have
2k|b(v˜j+1, vj+1, v˜j+1)| ≤ ck|v˜j+1| ∥vj+1∥ ∥v˜j+1∥
≤ kν
3
∥v˜j+1∥2 + ck
ν
∥vj+1∥2|v˜j+1|2,
2k
b Pmuj+1,Qmuj+1, v˜j+1+ b Qmuj+1, uj+1, v˜j+1 ≤ ck∥v˜j+1∥ |Qmuj+1| |Auj+1|
≤ kν
3
∥v˜j+1∥2 + ck
ν
|Auj+1|2|Qmuj+1|2,
2k|(g j+1, v˜j+1)| ≤ ck|g j+1|−1 ∥v˜j+1∥
≤ kν
3
∥v˜j+1∥2 + ck
ν
|g j+1|2−1.
Combining the above estimates with (4.4) yields
|v˜j+1|2 + |v˜j+1 − v˜j|2 + kν∥v˜j+1∥2 ≤ |v˜j|2 + ck
ν
(∥vj+1∥2|v˜j+1|2 + |Auj+1|2|Qmuj+1|2 + |g j+1|2−1).
Summing the above inequality for j = 0, . . . , np+ q and noticing v˜(0) = 0, we have
|v˜np+q+1|2 + kν
np+q
j=0
∥v˜j+1∥2 ≤ ck
ν
np+q
j=0
∥vj+1∥2|v˜j+1|2 + |Auj+1|2|Qmuj+1|2 + |g j+1|2−1 .
Applying the Gronwall lemma, Lemma 3.1, to the above inequality and noticing Lemma 4.1, we obtain
|v˜np+q+1|2 + kν
np+q
j=0
∥v˜j+1∥2 ≤ κ(m−6 + k2). (4.5)
Applying PmM to (1.1), the following equality holds at t(j+1)p:
dtw(t(j+1)p)+ νAw(t(j+1)p)+ PmMB(u(j+1)p, u(j+1)p) = PmM f (j+1)p + hj+1
where
hj+1 = 1
pk
 t(j+1)p
tjp

dw
dt
(s)− dw
dt
(t(j+1)p)

ds.
Subtracting the above equation from (1.5), we derive
dtw˜j+1 + νAw˜j+1 + PmMB(wj+1, wj+1)+ PmMB(PMu(j+1)p, v˜(j+1)p + w˜j+1)
+ PmMB(v˜(j+1)p + w˜j+1, v(j+1)p + wj+1)+ PmMB

PMu(j+1)p,QMu(j+1)p

+ PmMB(QMu(j+1)p, u(j+1)p) = hj+1.
Using the above equation, we take the inner product with 2pkw˜j+1 and, noticing (2.2), this yields
|w˜j+1|2 + |w˜j+1 − w˜j|2 − |w˜j+1|2 + 2pkν∥w˜j+1∥2 + 2pkb(wj+1, wj+1, w˜j+1)
+ 2pkb(PMu(j+1)p, v˜(j+1)p, w˜j+1)+ 2pkb(v˜(j+1)p + w˜j+1, v(j+1)p + wj+1, w˜j+1)
+ 2pkb PMu(j+1)p,QMu(j+1)p, w˜j+1+ 2pkb QMu(j+1)p, u(j+1)p, w˜j+1
= 2pk(hj+1, w˜j+1). (4.6)
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Applying (2.4) and (2.5), we have
2pk|b(wj+1, wj+1, w˜j+1)| ≤ cpk∥w˜j+1∥ |wj+1| ∥wj+1∥
≤ pkν
5
∥w˜j+1∥2 + cpk
ν
|wj+1|2∥wj+1∥2,
2pk|b(PMu(j+1)p, v˜(j+1)p, w˜j+1)| ≤ cpk|Au(j+1)p| ∥w˜j+1∥ |v˜(j+1)p|
≤ pkν
5
∥w˜j+1∥2 + cpk
ν
|Au(j+1)p|2|v˜(j+1)p|2,
2pk|b(v˜(j+1)p + w˜j+1, v(j+1)p + wj+1, w˜j+1)| ≤ cpk(|v˜(j+1)p| + |w˜j+1|)∥w˜j+1∥(|Av(j+1)p| + |Awj+1|)
≤ pkν
5
∥w˜j+1∥2 + cpk
ν
(|Av(j+1)p|2 + |Awj+1|)(|v˜(j+1)p|2 + |w˜j+1|2),
2pk
b PMu(j+1)p,QMu(j+1)p, w˜j+1+ b QMu(j+1)p, u(j+1)p, w˜j+1
≤ cpk∥w˜j+1∥ |QMu(j+1)p| |Au(j+1)p|
≤ pkν
5
∥w˜j+1∥2 + cpk
ν
|Au(j+1)p|2|QMu(j+1)p|2,
2pk|(hj+1, w˜j+1)| ≤ 2pk∥w˜j+1∥ |hj+1|−1
≤ pkν
5
∥w˜j+1∥2 + cpk
ν
|hj+1|2−1.
Combining the above estimates with (4.6), we have
|w˜j+1|2 + |w˜j+1 − w˜j|2 − |w˜j|2 + pkν∥w˜j+1∥2 ≤ cpk
ν
(|Au(j+1)p|2(|v˜(j+1)p|2 + |QMu(j+1)p|2)
+ (|Av(j+1)p|2 + |Awj+1|2)(|v˜(j+1)p|2 + |w˜j+1|2)
+ |wj+1|2∥wj+1∥2 + |hj+1|2−1).
Summing the above estimates for j = 0, 1, 2, . . . , n, using the Gronwall lemma, Lemma 3.1, and noticing (4.5), we have
|w˜n+1|2 + pkν
n
j=0
∥w˜j+1∥2 ≤ κ(m−6 + k2 +m−2p2k2 +M−4). (4.7)
Combining (2.7) with Theorem 2.1, we get
|w(tnp+q)− w(tnp)| ≤ κpkm−1, |QMu(tnp+q)| ≤ κM−2. (4.8)
Finally, the combination of (4.5), (4.7) and (4.8) allows us to conclude the following theorem.
Theorem 4.1. Under the conditions of Theorems 2.1 and 3.1, the following estimate holds:
|enp+q+1| ≤ κ(m−3 + k+m−1pk+M−2), 0 ≤ n < N, q = 0, . . . , p− 1.
Remark 4.1. From the above theorem, we know that to make our scheme NWTS reach the same accuracy as the SGM with
M2 modes, we should choose
p = m and m−3 ∼ C(ν)M−2 (4.9)
where C(ν) is a function with respect to ν. It is easy to see that C(ν) will increase rapidly when ν decreases. That is to say,
for the small viscosity case, we should choose a largerm to keep the above configuration for a fixedM .
5. Numerical examples
This section presents some numerical examples, to verify the promising features of our two-level method in time and
space of Newton type (1.4)–(1.5) (NWTS).
For convenience of computing the accuracy of approximate solutions, we give an exact solution in advance; then we
compute the forcing term f . This makes it possible to compare the exact solution without computing a large Galerkin
approximation as an ‘‘exact’’ solution.
We choose the exact solution as follows:
u(x, t) = u1(x, t)+ u1(x, t),
u1(x, t) =

k1>0;k2>0,k1=0
1
|k|4 sin
 |k1|
|k2| + 1 t

k2
−k1

e−ik·x.
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Fig. 1. Error comparisons for ν = 0.1.
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Fig. 2. Error comparisons for ν = 0.01.
Here x = (x1, x2) ∈ Ω, k = (k1, k2) ∈ Z2, |k| =

k21 + k22, i =
√−1. A simple computation indicates that u(x, t) ∈ D(A),
as assumed in Theorem 4.1.
We take the example of the periodic boundary value problem confined to a rectangle domain [0, 2π ]2 and a time interval
[0, T ]. In the several subsequent simulations, we choose the final time T = 2, the finest mode M = 61 and the time step
length k = 0.001. In particular, we choose p = m in the computations to satisfy the condition (4.9) as in the analysis in
Remark 4.1.
Figs. 1–4 show L2 and H1 relative errors of the dynamic postprocessing method (DPP), the dynamic postprocessing
method in time and space (TSDPP) (1.3), our two-level method in time and space based on Newton iteration (NWTS)
(1.4)–(1.5) and the standard Galerkin method (SGM) for different viscosity coefficients ν. For DPP, we fix the fine mode
M = 61; then we change the coarse modem = 3, 5, 7, 9, 11, 21, 31, 41, 51, 61 with the same time step size k to obtain the
large and small eddy components. In TSDPP, the only difference from the DPP is that, for time discretization, we use different
time step sizes to get the large and small eddy components. For NWTS,we also fix the finemodeM = 61; thenwe change the
coarse mode m = 3, 5, 7, 9, 11, 21, 31, 41, 51, 61, where we use the time step size k to obtain the large eddy components
and use pk to obtain the small eddy components. For SGM, we change the mode from 3 to 61. The horizontal coordinate
denotes the variation ofm and the vertical coordinate shows the change of relative errors. From Fig. 1, we know that when
the viscosity coefficient ν = 0.1, which is not very small, DPP, TSDPP and NWTS can all get the same accuracy as the SGM
withM2 modes providedwe choose a proper coarsemodem. However, for further smaller viscosity cases ν ≤ 0.01, Figs. 2–4
indicate that NWTS can still get good approximations while DPP and TSDPP cannot reach the optimal accuracy except for
m = M . This results verify our presumption in the introduction that DPP and TSDPP are only efficient for the large viscosity
cases. Moreover, DPP and TSDPP error curves are superimposed for various viscosities ν since these approaches have the
same strategy for dealing with the nonlinear term. In addition, Figs. 1–4 display that with the decrease of ν, we should
choose larger coarse modesm to get the optimal accuracy, which supports our analysis in Remark 4.1.
Table 1 shows the performances of DPP, TSDPP, NWTS and SGM schemes with suitable choices of p and m for fixed fine
modeM = 61 and time discretization size k = 0.001 for viscosity ν = 0.1. From Table 1, we see that DPP, TSDPP and NWTS
can reach the same convergence rate as the SGM scheme withM2 modes. Moreover, DPP and TSDPP have the same choices
of p andm. However, since the TSDPP only obtains the small eddy components with a large time step length, TSDPP can save
a lot of CPU time compared with DPP and SGM. Moreover, Table 1 shows that NWTS is the most time-saving method, which
makes the NWTS scheme especially interesting to some extent.
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Fig. 4. Error comparisons for ν = 0.0001.
Table 1
Performance of various methods with suitable choices of p andm for fixed fine modeM = 61.
Method p m |e|L∞(0,T ;X) CPU time (s) m |e|L∞(0,T ;V ) CPU time (s)
DPP p = m 41 0.6870188E−03 4186 51 0.5263700E−02 11098
TSDPP p = m 41 0.6720931E−03 2598 51 0.5316701E−02 5882
NWTS p = m 11 0.6857658E−03 160 21 0.5303791E−02 430
SGM 0.6837465E−03 30390 0.5208429E−02 30390
6. Conclusions
In this paper, we studied a two-levelmethod in time and space for solving the two-dimensional Navier–Stokes equations.
Considering that the small eddy components carry little part of the whole energy, we use a time step size pk (p > 1)
to obtain the small eddy component while we use the time step size k to get the large eddy components. Furthermore,
considering that the DPP scheme is only acceptable for the large viscosity problem in view of the neglect of the contribution
of small eddies to large eddies, the interaction between the large and the small eddy components is reflected by the
Newton iteration, which uses the second-order approximation of the nonlinear term and makes the numerical algorithm
weakly coupled.
For the numerical example, we choose an exact solution in advance to compare the performances of DPP, TSDPP, SGM
and our two-level method. In spite of the lack of physical meaning for this simple solution, our main interest here is in
checking the feasibility of our two-level algorithm for solving the time-dependent Navier–Stokes equation. Methods of this
type are only an interesting first step. We will consider some complicated solution problems in our future work.
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