A variety of mathematical models is used to describe and simulate the multitude of natural processes examined in life sciences. In this paper we present a scalable and adjustable foundation for the simulation of natural systems. Based on neighborhood relations in graphs and the complex interactions in cellular automata, the model uses recurrence relations to simulate changes on a mesoscopic scale. This implicit definition allows for the manipulation of every aspect of the model even during simulation. The definition of value rules ω facilitates the accumulation of change during time steps. Those changes may result from different physical, chemical or biological phenomena. Value rules can be combined into modules, which in turn can be used to create baseline models. Exemplarily, a value rule for the diffusion of chemical substances was designed and its applicability is demonstrated. Finally, the stability and accuracy of the solutions is analyzed.
Introduction
The simulation of complex physical, chemical, and biological phenomena has become an important tool for the research in life sciences. Models that mimic the behavior of natural systems support the understanding and analysis of laboratory experiments [1] . In systems and cell biology such models are valuable for inferring the life-sustaining chemical transformations in cells [2] , the self-organization of the cytoskeleton synthesis [3] , and phenotypes of whole organisms [4] . Quantitative models are able to give actual predictions about the quantities in a system. Most models are generally systems of ordinary or partial differential equations (PDE). Such systems are composed of multiple equations, where each equation represents the concentration of a chemical compound. It is of high importance to model these equations as accurately as possible to correctly capture the phenomena observed on the biological level. Even small differences in the initial conditions may produce large discrepancies between the simulation and the experimental outcome [5] . Hence, each experimental model has to be addressed differently, and many parameters have to be measured and set to describe the phenomenon observed under specific conditions. While helpful for a small group of scientists, those models can rarely be adapted for problems that are the result of a similar underlying phenomenons [6] . Scientists can only observe consequences of physical and chemical laws that are entangled in complex systems such as cells and organisms. So it is no surprise, that most models do not describe the "real shape" of the problem and only characterize the guise of the phenomenon. For an illustration of the problem, consider a medical doctor who tries to cure an illness. Only by approaching and treating the underlying causes, he can hope to cure the patient. Treating the symptoms is only viable in the most severe cases. Similarly, if we are able ISSN 1386-6338/17/$35.00 © 2017 -IOS Press and the authors. All rights reserved to characterize the processes in a cell and know their interactions, it is possible to modify the system and obtain the behavior that is required. The creation of new fundamental laws is a large step in the development of systems biology [7] . Modeling those fundamental processes and combining them as system-theoretic concepts is still one of the greatest challenges in the field of systems biology [8, 9] .
One technique to explore the general traits of interacting systems and spatio-temporal patterns are cellular automata (CA). Originated in the 1940s, CA are simulations discrete in time, space, and state. By applying a simple set of rules -which depend on automata elements, so-called cells, and their respective associations between each otherat each time-step, remarkably complex behaviors emerge from such automata [10, 11] . This discrete character to CA is tailored for the computation using traditional computers that operate at finite precision by design. Dynamic Cellular Automata, as an agentbased adaptation of CA, have been shown to describe a multitude of different cellular or biochemical processes [12] . Although CA have been used in many fields of biology [13] , they played a minor role in recent years, because powerful tools such as ECell [14] and VCell [15] started to dominate the research field. Both tools and many others alike are based on PDEs that are composed and specified by the user of the software. With all reactions and processes defined, a numerical solution of the system of PDE is generated and calculated. The user is able to inspect the results and adjust parameters to finetune the model to fit the results gained via laboratory experiments.
Space is one of the key components when modeling the processes in cells. In the last decade simulations in systems biology have been moving from temporalonly models to spatio-temporal models [16] . An established practice for simulations with a spatial component is to partition the simulation space into smaller compartments that are able to exchange components or information. This holds true for CA, which are traditionally defined to handle spatial neighborhood relations on two-or three dimensional geometric tilings. The neighbors of each cell are defined by adjacent edges or corners.
Another approach to model natural systems are stochastic simulation algorithms (SSA) such as Chemical Master Equations (CME), which can be necessary when biological phenomena depend on stochastic fluctuations [17] . CME are able to model diffusion using particle position distributions -which are either compartment-based or reliant on Smoluchowski equations -and chemical reactions, based on probabilities of molecular reactions during a defined time period. Assuming a spatially homogeneous system the changes in concentration can be simulated.
PDEs, SSA and CA represent different techniques to explore the behavior of dynamic systems, all designed to define the change that occurs in events or time steps. In PDEs this change is explicitly defined from the starting point and for all following steps in time. Therefore it is possible to poll the state of the system by solving a single equation. In comparison, using CA, numerical methods, or SSE the next state of the system is implicitly defined by its current state, thus adjusting parameters or even states can be accomplished readily at every time step, but every state in between the current and the required time step has to be calculated [18, 19] . This leads to a consideration of the advantages and disadvantages of implicit definitions in opposition to explicit definitions. The updating procedure of explicit systems depends on the value of the previous time step, and may even be analytically formulated as a closed form solution. Therefore the determination of the updates is straightforward and computationally inexpensive. As a compromise, explicit methods are only conditionally stable, meaning errors at any stage of the computation or divergence in the starting conditions are amplified and not attenuated as the simulation progresses. Hence, explicit solutions require very small time steps, especially when there are major changes in a short time period. Implicit systems can include values of the current and previous time steps. The calculations performed in each time step are generally more difficult, resulting in a higher time complexity of the simulation. Nevertheless, implicit schemes are stable and can tolerate larger time steps than explicitly defined systems [20] . This also includes a robustness to unexpected changes. Especially in biological environments the ability to respond and adjust to spontaneous disturbances, such as molecular signals from other cells or changes in temperature is vital in order to create a realistic and robust model [21] .
In 2001 Tomita proposed that systems biology should rise to a grand challenge of the 21st century [22] . The construction of a mathematical model of the whole cell is a key aspect in this challenge. In order to understand the complex system of the cell, the fundamental processes that govern its behavior have to be understood. A modular system that allows to easily add and remove certain aspects of a model is a possible approach to analyze the forces that drive biological systems. A seed model can be used as a basis to experiment with different pathways, reaction types, and parameter sets, without the need to modify the entire system due to adding a single component. To evaluate the possibilities that CA offer for modularized spatio-temporal modeling of natural systems, we define a graph-oriented CA and design a function to simulate diffusion processes. The diffusion of six different molecules within a rectangular shaped space is simulated with the model proposed in this paper and validated with a numerical approach. We discuss the stability of the solutions gained concerning different time and space resolutions and suggest a general guideline to select those parameters. In systems that simulate multiple chemical components and/or multiple phenomena, it can be difficult to select the best size for the time step. In numerical analyses different algorithms are available to estimate a stable step width, such as Ruge-Kutta methods [19] . With the proposed model it is possible to determine the time and spatial step size, without additional estimation methods. The user of the model has the freedom to weigh and choose between simulation accuracy, complexity, and stability before performing the simulation of the system.
Methods
The concept of cellular graph automata has been pioneered by Angela Wu [23] in the late 1970s. The research with graph automata was mainly focused on investigating the properties of graphs and applications to graph grammars. Nevertheless, the dynamic definition of neighborhood in CA is a powerful aspect to capture geometries that cannot be defined easily by a static geometric definition.
Modeling cellular graph automata
The definition of cellular d-graph automata proposed by Wu and Rosenfeld [23] has been adapted for this work. For reference purposes we will present a short informal definition. A d-graph is a graph with labeled nodes and numbered edges. A distinguished label element # exists -if a node is not labeled with # it has exactly d edges emanating from it. Further a finite-state automaton M on d-graphs is defined as a double (Q, δ), where Q is a nonempty set of states and δ the transition function, which maps a new state to a node depending on the current state, the edge numbers and neighbor states. Further, the cellular d-graph automaton M is a triple ( , M, H ) with a d-graph and M as defined before and H the neighbor vector of a node n. An automaton M is placed at each node n of . The neighbor vector H supplies the required information about the neighbors.
For the adaption of cellular graph automata (CGA) presented here, we exchanged the definition of d-graphs with finite graphs, that are triplets (X, U, α) where X and U are two finite disjoint sets and α is a function [24] . This implies that nodes and edges are no longer labeled and do not rely on a bounded degree d. Additionally, the states Q is introduced at the level of CGA, because they are globally defined.
Definition 1 (Cellular Graph Automaton). Let a cellular graph automaton be a quadruple
· V is a finite set of graph automaton cells, · E is a finite set, · Q is a finite set, and
V , E, and Q are disjoint sets. The set V contains the nodes of the graph with elements denoted as v 1 , v 2 , . . . , v n and each element of this set is a graph automaton cell (see Definition 2) . Elements e 1 , e 2 , . . . , e u originate from the set of edges E. The set Q = {q 1 , q 2 , . . . , q r } is the set of possible states. The number of elements in each set is given as n = |V |, u = |E|, and r = |Q|. The function α(e i ) = (v j , v k ) assigns the relation between a pair of nodes v j , v k ∈ V and an edge e i ∈ E. If such a relation exists between two nodes v j , v k they are called neighbors.
A graph automaton cell (GAC) is a modified version of the finite state automaton M, where we keep the essence of the transition function δ.
Definition 2 (Graph automaton cell). Let a graph automaton cell be a triple
(the state rule), and · q ∈ Q CGA is the current state.
The position of a node in a space of dimension g is represented by the position p ∈ R g . Each node is enclosed by the Voronoi region of p, which represents the surface or volume a node is responsible for during the simulation. Formally the Voronoi region R v k of a node v k can be described by all points in a space x ∈ R g with a metric d R , such that 
In contrast to CA, CGA do not define specific boundary conditions. Different pseudo boundaries can be created be adding new edges that specify the desired interactions.
While CA operate in a predefined tiling, GAC act depending on their neighbors, defined by α and represented by a multiset N. Let the multiset N, called neighbor states, be a double N = (Q, m), for which Q is the finite set of states and m : Q → N is a function. The function m(q) maps a state q ∈ Q to a natural number. This is the number of times a neighboring node is in the state q ∈ Q. If Q ⊂ Q CGA , then the multiplicity m of the elements Q CGA \ Q is 0. Consequently, the multiset N v k of a node v k contains the states q of nodes v i that are connected to v k with an edge:
The cardinality of the multiset is the sum of all multiplicity functions and equal to the degree deg of the node v k :
As an example consider a node v k in state q 1 with three neighboring nodes in q 3 and one neighbor also in state q 1 . The available states consist of Q CGA = {q 1 , q 2 , q 3 }. The resulting multiset of neighbor states is N v k = {q 1 , q 1 , q 1 , q 3 } and the appropriate functions are m(q 1 ) = 3, m(q 2 ) = 0 and m(q 3 ) = 1.
The transition of a node from one state q(t) at time t to the next state q(t + t) is defined by the state rule δ, which can be either deterministic or stochastic. The step size t is uniform. The domain Q * of δ is a multiset of states from Q CGA that consists of the neighbor states N v k , in addition to the state of node v k itself and maps to the next state q(t + t) of v k . An exemplary deterministic transition function would be:
This deterministic transition function determines the next state of a node, by the number of neighboring nodes in a certain state. If the number of nodes in state q 1 is larger than the number of nodes in state q 2 the next state of this node will be q 1 and vice versa. The state q 3 would be assigned if the number of nodes in q 1 and q 2 are exactly even.
With these definitions the state of a node can be set. Considering the initial representation of nodes as a segment of space inside of a biological system, possible states could be comprised of the environment or compartment a node is enclosing. In this context, the state of a node may be any organelle, such as chloroplast, endoplasmic reticulum, or Golgi apparatus. The states or objects can be allowed to move through the cell with rules adapted from the String definition in [26] or remain static. In order to handle continuous values, such as concentrations of species, the previous definition is augmented to Extended Graph Automaton Cells (EGAC), which are used to enrich the concept of CGA. Here, each node is able to accommodate a set of entities that represent its content.
The description species is used to generally refer to sets of atoms, molecules, molecular fragments, ions and similar entities, subject to a chemical process or to a measurement. Each species s ∈ S represents such a chemical compound. A value function f (s) ∈ R maps a value to the species s that represents any quantitative or physicochemical property. The first quantitative property defined for the purpose of this paper is the concentration function f c (s) that maps the concentration of a species s to any node v k . Additionally, the function f d (s) maps a species to its diffusivity. This function is independent from any node, since the diffusivity of a species is considered constant regardless of its position in the CGA. Other functions can readily be implemented, and the set of all value functions is referred to as F.
Definition 3 (Extended graph automaton cell).
An extended graph automaton cell is a quintuple EGAC = (δ, , q, W), for which · p ∈ R g is the position · δ : Q * → Q CGA is a total function (the state rule), · is a set of functions ω : W * × s → W (the value rules), · q ∈ Q CGA is the current state, and · W is the current value set.
The Definition 2 of GAC also applies to the multiset Q * , the transition function δ and the current state q. The value functions and the current current
The domain W * of each value rule ω consists again of the neighboring value sets. Each value set W v i of the nodes v i that share an edge with the node v k is included in the M v k set.
The set of value rules contains all value rules that are to be applied to the value set of the node v k . A single value rule ω maps from the set of multiple value sets W * , including neighbor value sets M v k and the node v k itself, to the new value set W. A rule ω is used to calculate the change of any f i (t, v, s) of a species s, at node v and time t. For example, the arithmetic mean of the concentrations in a node can be assigned with: Fig. 1 .
The idea behind this definition is the creation of multiple value rules that represent natural phenomena inside of the cell. It is possible to define multiple value rules that modify the same value in a value set. For example, consider the diffusion of a species into neighboring compartments in addition to the conversion into another species during a chemical reaction. Both events would modify the concentration of the same species. In this case the sum of the changes for each species and value function will be applied to the node.
The size of the time step is uniform and can be parametrized as described in Section 2.3. This enables the simulation of multiple time scales depending on the phenomenon that is to be addressed. Additionally, the size of the time step provides the possibility to choose between a more accurate prediction (using numerous small time steps) or a faster simulation (using fewer large time steps). A schematic representation of the sequence of operations that are needed to setup and perform a simulation is depicted in Fig. 2 .
To evaluate the proposed model, the process of diffusion has been implemented as a value rule ω Dif . Diffusion is one of the fundamental processes that governs the behavior of all natural systems on a molecular level. It is possible to derive an implicit value rule that is able to describe the flow of matter between the nodes in CGA. The derivation of this rule is presented in the following section.
Modeling diffusion
Diffusion is a natural physical process in which molecules disperse from an area of high concentration proportional to a concentration gradient. This phenomenon is describes the random motion of all particles in solutions, called Brownian motion. Fick proposed the Second Law of Diffusion, in which the flux of matter in a liquid is proportional to the gradient of its concentration c scaled by a factor D [27] :
This equation needs to be transformed into a recurrence relation, which then enables the implementation into CGA. Using the finite differences method as shown in [20] , the infinitesimal small steps in time ∂t and space ∂x can be formulated using finitely small steps t and x. The concentration was rewritten to c(t, x), to indicate its dependence on time t and the position x:
By calculating the limit with x, t → 0 of this function, it is possible to reformulate Fick's second law in a discrete manner. The reformulation of the second space-derivative is performed specifically for CGA. Since the introduction of a neighborhoodoriented approach is required, it is necessary to distribute the spatial differences as uniformly as possible around the point of interest x, so that the isotropy of the geometric space is conserved. Subsequently, it is necessary to define the neighborhood of the current position x. Thus, let H = {h 1 , · · · , h d } be the set of nodes that are adjacent to a node v k . This relationship is derived by collecting all nodes where d N (v k , h i ) = 1 (see Definition 1). In conclusion, position x will now be represented as a node v n and h i ∈ H are nodes, that have a distance of x = d N to v k . Since there is now a finite amount of neighbors, the concentration of each neighboring node needs to be considered:
Since the time scale of CGA is uniform and homogenous, it is possible to assume t = 1 and d N = 1 without loss of generality if the nodes in the graph are arranged uniformly. When applying these terms, the previous equation results in:
c(t, h i ) − c(t, v k ) . and by rearranging further the final equation is
Now it is possible to translate the equation to a value rule usable in CGA. The new concentration of a species s can be calculated with:
Parameterizing and scaling
As mentioned in the definition of CGA, the spatial and time scales of CGA are dimensionless and uniform. The scaling factors that result from the true dimensionality of the system (time step size and node distance) have to be included in the value or transition rules, in order to affect the model system.
The diffusion coefficient D(s) represented by f d (s) is the only constant in the diffusion value rule ω(s) that connects the model system with specific characteristics of nature, and therefore provides an the opportunity to scale the diffusion value rule using node distance and the size of the time step. D is measured as a unit of area 2 · time −1 and can be retrieved from literature or estimated from the molecular weight or volume. Hayduk and Laudie compiled a list of the diffusivities of 89 small molecules and developed a reliable correlation [28] . Young did the same for 143 proteins [29] . Using these correlations it is also possible to estimate the diffusion coefficient and in turn parametrize the simulation. In case of molecules the coefficient is often given in cm 2 · s −1 .
The distance between two nodes d and the length of a time step t has to be specified in order to simulate a defined environment (see Fig. 2 ). If these parameters are given, the diffusion constant D can be scaled to the size of the system. However, this requires the arrangement of nodes to be uniform across the covered space, so that
We therefore propose the setup work flow depicted in Fig. 3 . Ideally, the geometric distance d G is equal for all pairs of neighboring nodes and can therefore be used as d. The time step can be chosen depending on the environmental configuration. The final value of D, which is used and applied in CGA, is rescaled to represent t and d correctly. The scaled diffusivity D is calculated using
Verification
The viability of the simulated diffusion process, calculated by the implementation of the suggested model, is assessed in comparison to a numerical solution of the two-dimensional representation of the diffusion equation [30] . To compare the different approaches, the half-life τ h was measured. In this context, τ h is the time required for half of the concentration of the steady state to accumulate at a specified position. The half-life was used to contrast both approaches, since this measure is highly delicate and important to approximate the speed of the diffusion process [31] . Therefore, a good consensus between the predicted half-lives indicates a good overall compliance.
The sample system to be simulated was constructed as a square with a side length of 2500 nm. This square is partitioned into two rectangles with a width of 1250 nm (half of the system) and a height of 2500 nm.
One of the rectangles is set up to have a starting concentration of 1.0 mol · l −1 and the other rectangle is set to a concentration of 0.0 mol · l −1 . The system's initial setup and progression is depicted in Fig. 4 . Multiple species have been considered to assess the viability of the system. We have chosen some of the smallest molecules that may be of interest in cellular biology. Those species should be the most critical in the system because large quantities are moving between nodes. The diffusivity covers ranges from 4.40 · 10 −5 cm 2 · s −1 for hydrogen gas up to 6.40 · 10 −6 cm 2 · s −1 for ethane-1.2-diol (see Table 1 ) [28] .
Initially, a numerical approach was used to simulate the diffusion process in a closed system. This computation was performed using Octave [32] . The simulation uses an explicit finite difference method with a first order upwind in time and a second order central difference in space scheme [30, 33] . To specify the square shape of the simulation space, four reflecting Neumann boundaries were set. After specifying the systems boundaries, the kinematic viscosity of the system is set to exhibit the properties of the desired species ν = D(s). In the simulation, the concentrations of the far right side are observed and the system is simulated until it approaches the steady state c = 0.5 mol · l −1 . Finally, the simulated halflife τ h is measured.
Additionally, using the definition presented in this paper, a CGA is designed to simulate the same rectangular system (see Fig. 4B ). The number of nodes at either side of the grid z is adjusted and the total number of nodes in the graph is |V | = z 2 . The global size of the system (2500 nm side length) will stay the same, only the distance between nodes d has to be recalculated for the scaling of the diffusion coefficient. Different automata were designed to assess the influence of node distance d and length of time steps t. Therefore 682 different systems have been simulated ranging from 10 to 70 nodes per side (using 31 samples in this range) and time steps of 10 ns to 1500 ns (using 22 samples in this range). Furthermore, these simulations have been performed for all mentioned species.
Results and discussion
A mathematical concept was developed that allows the simulation of multiple chemical species, subject to natural phenomena described by so-called value rules ω. The geometry of the model system Fig. 3 . The first step to setup a simulation with cellular graph automata is to define the desired geometry of the system that one wants to simulate. Afterwards, the system is partitioned by covering it with a net-like graph. Each node is responsible for a subsection of space. Further adjustment methods can be applied to truncate and rearrange nodes, so that the true geometry is represented accurately. After the CGA has been adjusted to cover the simulation space, chemical species can be added to the system. Species and their attributes can be retrieved from databases such as ChEBI [35] or Pubchem [34] . For every node in the system the concentration can be set individually, a gradient qualitatively indicates nodes with a high concentration of a particular species in darker color and low concentrations in light color. Fig. 4 . A: The initial setup of the proposed experiment. A tube is filled with two solutions, separated by a central barrier. One half (indicated with light color) contains a high concentration of the proposed substance, the other half does not contain the solved substance. The distance between the barrier and the point of observation is the diffusion distance, for which the half life will be measured. To start the experiment the barrier is removed. Now the time is measured until half of the equilibrium concentration is reached at the point of observation. B: The initial setup of the rectangular graph automaton with twelve nodes side length. The nodes contain concentrations of 1.0 mol · l −1 (indicated with dark color) and 0.0 mol · l −1 (indicated with light color). C: A schematic depiction of the progression of the diffusion process of methanol at the point of observation. The half life is measured when the concentration reaches half of the equilibrium. This concentration of 0.25 mol · l −1 is indicated with a grey line. The coloring shown in the three boxes illustrate the state of the system at three points in time based on the experimental progression.
is divided into multiple smaller subspaces that are simulated individually (see Fig. 3 ). Value rules are used to change the concentration of species inside of subspaces of the modeled system. The model itself is scale free, only the value rules have to be adjusted to the actual time and space regime of the simulation. The graph automata simulation has been performed with 5 ns time steps and 40,000 nodes (200 x 200). The values for the diffusivity have been experimentally determined and are presented in [28] . After the underlying geometry of the simulation is defined, chemical components can be added to each node of the system (see Fig. 3 ). Different attributes can be assigned to the chemical components that may be subject to change during the progression of the simulation. The diffusion requires the concentration and the diffusivity of each species. The concentration is node specific and will be changed during the simulation depending on the concentration of the surrounding cells, whereas the diffusivity is species specific and remains constant over time. The two global parameters that determine the scaling of the system are species and node independent. Those are the node distance D (spatial step size) and the time step size t. Following the initialization of all required parameters, the simulation can be started. In each time-step the transition rules are applied and new values are set for the next iteration. A step-by-step progress of the setup of such a system is reenacted in Appendix A and another example for the implementation of value rules in the case of first order reactions is given in Appendix B.
The simulation system and model were implemented in order to verify their applicability. We developed the application programming interface Simulation of Natural Systems using Graph Automata (SiNGA) in the Java programming language. The source code is provided on GitHub under GNU General Public License Version 3 (see github.com/cleberecht/singa).
The results of an exemplary system (see Fig. 5 ) indicate, that the simulation using CGA with an increasing number of nodes and a decreasing time step size converge to the half life calculated with the numerical simulation. However, the graphs also show that the system is unstable when a large number of nodes (equivalent to small node distances d) is used in conjunction with large time steps. This is to be expected if the combined amount of concentration to be distributed among the neighbors in one time step is larger than the concentration a node currently contains. Hence, the time scale is underestimated and negative values ensue. Consequently, the initial setup of the system has to be done carefully. The dimensions of the system have to match the speed of the species with the highest diffusivity D(s). We derived the following threshold
that traces the arches that can be seen in Fig. 5 . Here, let max v∈V ( c(v i , v j )) be the maximal difference in concentration between two neighboring nodes. Additionally, the node with the maximal degree and the species with the highest diffusivity are taken into account. If the parameters of a CGA do not salsify the inequality, the system is unlikely to reach a meaningful result. As a result, this inequality approximates the stability of the global system, leading to a rather pessimistic prediction that resembles the worst case scenario of a possible configuration. By inserting the actual values of a proposed CGA simulation into the inequality, adjustments can be made to create a stable system. The geometric setup of the system can be changed in two different ways. On the one hand, it is possible to reduce the globally highest node degree. On the other hand, species with high diffusivity may be removed, or steep concentration gradients can be smoothed across multiple nodes. If the system setup is to be taken as fixed, the environmental parameters d and t can be adjusted to increase stability. Smaller time steps entail more calculations in intermediate steps to stop values from changing too rapidly. Increasing the number of nodes has the same effect. When the size of the time step approaches zero and the number of nodes reaches positive infinity, the predicted half life of calculated with CGA approaches the result gained by classical numerical methods. The system gets more accurate when small time steps are used in conjunction with small node distances. Simultaneously, the runtime of the simulation increases.
As depicted in the flowchart in Fig. 5 for every time step every node needs to be addressed at least once. The complexity of each time step is O(n 2 ), dominated by the number of nodes |V | and number of species |S|. Conclusively, the end user needs to find a trade-off between accuracy and time complexity depending on the requirements for the simulation. To gain a brief overview of the system's behavior an inaccurate setup might suffice. If the diffusion process needs to be determined accurately, more nodes and small time steps are required. Finally, the half life τ h calculated by classical numerical simulations and those from CGA are compared in Table 1 . Remarkably the difference between both methods amounts to about three percent across all species.
Conclusion
PDEs are an established strategy to simulate a variety of natural systems. In systems that have predictable behaviors and outcomes PDEs flourish to their full potential. In biology however, one often encounters systems that are very complex and influenced by multiple aspects. In these cases PDEs reach the limits of their applicability. Using implicit systems such as CA or CGA, it may be possible to simulate different systems that cannot be tackled efficiently using PDE.
With the proposed definition of CGA we have shown that it is possible to simulate diffusion of different chemical species to a high degree of accuracy. Diffusion is one of the most fundamental processes that many biological systems rely on. The system shown here is able to easily adjust to different time and space scales with little adjustments to the configuration of the system. Using the underlying structure of graphs it is possible to define different topologies. It is possible to add plenty of species to a simulation. Furthermore, the user is able to simulate and observe the system in order to improve the understanding of its current behavior. It is even possible to alter the concentration of a species at a specific node, or the structure of the graph at any point during the simulation, due to the implicit definition. Finally, not much mathematical understanding that is needed to set the system up (see setup process in Appendix A). As shown in Fig. 2 , the user has to initialize the graph first, than choose the required species and finally define the systems parameters d and t. To guide the definition process of the parameters, the threshold (Equation 4) can be consulted. A trade-off can be chosen between accuracy and time complexity of the simulation. Hence, the end user can decide whether qualitative predictions are sufficient or precise simulations are required. Databases such as PubChem, ChEBI, or UniProt allow the automatic extraction of features for different species that are relevant for the estimation of critical parameters (such as the diffusivity) [34] [35] [36] .
Computer simulations are able to act as a bridge between theory and experiment [37] . In the past the gap between theory and experiment for molecular behavior has been overcome by molecular dynamic simulations [38, 39] . However there is still a lot to be done to bring theory and experiment together when it comes to the dynamics of cellular processes. First steps were done by many researchers over the past centuries. Nevertheless, the gap between generalizable simulations and experimental outcome still needs to be closed. We hope that the different fields of science will work together to make a similar approach to "Cell Dynamic Simulations" possible.
In the near future, research will be directed towards the creation of value rules for different chemical reaction types and membrane transport. The setup process for simulations will be further simplified by providing possibilities to extract information from relevant databases and by offering visual feedback using the graphical user interface. Additionally the SiNGA application programming interface (available on GitHub github.com/cleberecht/singa) is under constant development.
