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В работах [1, 2], была рассмотрена возможность создания адаптивной системы 
технического обслуживания и ремонта электрооборудования (АСТОР). Адаптивность 
системы технического обслуживания и ремонта (ТОР) – это свойство, которое можно 
охарактеризовать как способность системы самостоятельно настраиваться, 
приспосабливаться к изменению факторов, характеризующих процесс и условия 
эксплуатации оборудования, и к изменению надежности электрооборудования (ЭО). 
Главная идея состоит в том, что адаптивность системы ТОР обеспечивается 
изменением графика планово-предупредительного ремонта (ППР) в соответствии с 
изменением надежности оборудования. Это достигается тем, что период между 
проведением различных плановых работ ТОР рассчитывается по математическим 
моделям технического обслуживания, текущего и капитального ремонта с учетом 
функции распределения  наработки на отказ, среднего времени восстановления и 
других показателей надежности эксплуатируемого электрооборудования (ЭО). График 
ППР постоянно корректируется по мере накопления информации о надежности 
оборудования, работах по ТОР. Исследование оценок параметров функций 
распределения отказов по малым выборкам и достижение их максимальной точности – 
очень важная задача при создании системы АСТОР. 
Для доказательства адекватности применяемых математических моделей в 
работе [1] было произведено моделирование отказов оборудования при помощи 
Программы моделирования отказов, написанной на языке программирования Visual 
FoxPro для ЭВМ. Исследование точности метода максимального правдоподобия при 
оценке параметров законов распределения по малым, многократно цензурированным 
справа выборкам показало, что точность оценок параметров закона распределения 
отказов ЭО не является достаточной. Так например, относительное отклонение от 
истинного значения (заданного при моделировании) оценок для распределения по 
закону распределения Вейбулла в 5 % случаев доходит до 10. Таким образом,  
рассчитанный период ТОР будет значительно отличаться от оптимального. 
Автором работы [1] был получен метод увеличения точности оценок, 
полученных методом максимального правдоподобия. Для построения математических 
моделей, повышающих точность оценок, использовался регрессионный анализ. В 
результате эксперимента была установлена зависимость между относительным 
отклонением оценок метода максимального правдоподобия и параметрами, 
характеризующими структуру выборки. Все параметры измеряются в относительных 
единицах и не зависят от абсолютных значений случайных величин. Этим достигнута 
адекватность уравнений регрессии, полученных в эксперименте на ЭВМ с уравнениями 
регрессии, описывающими аналогичные зависимости для совокупности выборок 
наработок на отказ, которые должны быть сформированы в автоматизированной 
системе АСТОР.  Экспериментальные данные показали, что после введения поправки 
относительные отклонения оценок от истинного значения параметров распределения в 
зависимости от вида закона распределения и объема выборки не превышают 10 – 30 %, 
в то время как начальные отклонения могут быть больше 100 %. Исследование 
эффективности разработанной методики оценки параметров трех законов 
распределения показало, что применение разработанной методики оценки параметров 
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законов распределения отказов ЭО повышает точность оценок максимального 
правдоподобия экспоненциального распределения в 1,2–2 раза, Вейбулла – в 1,5–5 раз, 
логарифмически нормального – в 1,1–1,5 раз и устраняет смещение оценок.  
Использование разработанной методики позволяет увеличить точность оценок 
максимального правдоподобия в 1,2–5 раз в зависимости от вида закона распределения, 
параметра закона распределения и объема выборки. 
В работе [1] при проведении исследований и моделировании случайных величин 
параметры исследуемого и цензурирующего закона распределения формировались с 
помощью генератора случайных чисел. Это позволило построить универсальные 
модели, которые можно использовать при расчете показателей надежности 
оборудования с сильно различающейся средней наработкой до отказа. Повысить 
эффективность предложенного метода можно путем моделирования случайных 
величин, близких по значению к показателям надежности исследуемого оборудования, 
например в области, ограниченной доверительными границами к оценке, рассчитанной 
по рассмотренной выше методике.  
Решение этой задачи представляет собой интервалы значений параметров закона 
распределения, которые соответствуют выборке значений случайной величины с 
учетом ее объема и заданной доверительной вероятности. Для расчета интервальных 
оценок может быть использован способ, предложенный в [3]. В MATLAB Statistics 
Toolbox расчет точечных оценок параметров выполняется методом максимального 
правдоподобия, функция максимального правдоподобия для непрерывной случайной 
величины примет вид 
n
i
inn xfxfxfxfxxxfL
1
2121 ),(),(...),(),(),,...,( , 
где f – функция плотности вероятности непрерывной случайной величины X. 
Функция максимального правдоподобия является функций как выборочных 
значений xi, i = 1, n, так и определяемых параметров закона распределения. 
Рассмотрим численное решение для непрерывной случайной величины на 
примере расчета параметров нормального закона. Поскольку для оптимизации 
используется функция минимизации fminsearch [4], то вместо функции максимального 
правдоподобия L будет использоваться обратная функция 1/L. 
Текст программы обратной функции максимального правдоподобия для 
нормального закона: 
function out=L(param,x) 
% обратная функция максимального правдоподобия для нормального закона 
Mx=param(1); 
sigma=param(2); 
out=1; 
for i=1:length(x) 
out=out*normpdf(x(i),Mx,sigma); 
end 
out=1/out. 
Текст сценария для генерации выборки по нормальному закону и расчета 
значений параметров, соответствующих минимуму обратной функции максимального 
правдоподобия:  
% Генерация выборки по нормальному закону  
Mx=1; 
sigma=2; 
n=20. 
x=normrnd(Mx,sigma,n,1); 
МАТЕМАТИЧЕСКИЕ МЕТОДЫ В ТЕХНИКЕ И ТЕХНОЛОГИИ 
 5 
% Расчет оценок методом максимального правдоподобия 
x0=[0 1]; 
NumDecision=fminsearch(@L,x0,[],x) 
AnaliticDecision=[mean(x) std(x)*sqrt((n-1)/n)]. 
Точечные оценки параметров закона распределения рассчитываются по 
выборочным данным.  
Для оценки точности расчета параметров закона распределения используются их 
интервальные оценки. Интервальные оценки принято представлять в виде 
доверительных интервалов, т. е. интервалов вида ],[ BiHi , i = 1,…, m, где m –  число 
параметров закона распределения. Интервал ],[ BiHi   представляет границы, в 
которые попадает значение оцениваемого параметра i  закона распределения с 
заданной доверительной вероятностью РД  или  сказанное можно представить в виде  
1][ ДBiiHi PP , где α – уровень значимости. 
Длина доверительного интервала )( BiHi  выполняет функцию оценки 
качества получаемых результатов. Малое значение разности  говорит о высокой 
точности полученных результатов. Увеличение значения  приводит к невозможности 
практического использования результатов статистических наблюдений. 
Как следует из вышесказанного, длина доверительного интервала оцениваемого 
параметра зависит от доверительной вероятности, или уровня значимости, и объема 
выборки. Увеличение объема выборки и уменьшение доверительной вероятности 
приводит к уменьшению интервала ],[ BiHi . 
Расчет интервальных оценок параметров закона распределения: 
1. По выборке из n элементов рассчитываются точечные оценки параметров 
закона распределения каким-либо известным методом, например методом 
максимального правдоподобия. 
2. Формируется статистика Y, являющаяся функцией оценок параметра, объема 
выборки n и имеющая известную функцию распределения F(Y). 
3. Задается доверительная вероятность дP .  
4. Рассчитываются квантили статистики Y для вероятностей a/2 и (1 – 2/a) из 
соотношений
2
1)2)((,
2
))(( 1 cYPcYP ii . 
5. Исходя из функциональной зависимости  
21 )(,)(:)( cYcYY HiHii   
находят нижнюю и верхнюю границы доверительного интервала. 
Рассмотрим пример расчета интервальных оценок параметров стандартного 
нормального закона. Приведенные ниже алгоритмы заложены в функцию normfit. 
Расчет границ доверительного интервала для математического ожидания случайной 
величины Х, распределенной по нормальному закону при неизвестном среднем 
квадратическом отклонении, выполняется в последовательности: 
1. Для выборки, представленной вектором xi, i = 1…2, методом максимального 
правдоподобия рассчитываются несмещенные точечные оценки математического 
ожидания   и среднего квадратического отклонения >> x=normrnd(0,1,20,1); 
 
 
 
 
>> xmean=mean(x) 
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xmean =  
0.1161 
>> xstd =std(x) 
xstd =  
0.8773. 
2. Для определения границ доверительного интервала математического 
ожидания вводится статистика t, распределенная по закону Стьюдента, рассчитываемая 
по формуле 
n
i
ix
n
xa
1
1
ˆ . 
3. Примем значение доверительной вероятности Pд = 0.99. 
4. Расчет квантилей 1t , 2t статистики t для вероятностей 2
a  и 
2
1 a  и числа 
степеней свободы (n – 1) с помощью обратной функции распределения закона 
Стьюдента:  
>> alpha = 1-0.99; 
>> n = 20; 
>> t1 = tinv(alpha/2,n-1) 
t1 = 
-2.8609 
>> t2 = tinv(1-alpha/2,n-1) 
t2 = 
2.8609 
5. Расчет нижней и верхней границ доверительного интервала математического 
ожидания случайной величины Х по программе: 
>> mu_low  = xmean + t1*xstd/sqrt(n) 
mu_low = 
-0.4451 
>> mu_high = xmean + t2*xstd/sqrt(n) 
mu_high = 
0.6774 
Данный алгоритм может быть применен для улучшения оценок, полученных 
методом максимального правдоподобия в программе моделирования отказов 
электрооборудования, написанной на языке Visual FoxPro. 
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ОЦЕНИВАНИЕ ПОРЯДКА И ПАРАМЕТРОВ АВТОРЕГРЕССИОННЫХ 
МОДЕЛЕЙ  ВРЕМЕНИ ПРОСТЫХ ЗРИТЕЛЬНО-МОТОРНЫХ РЕАКЦИЙ 
ПОЛЬЗОВАТЕЛЯ ОФИСНЫХ АППАРАТНО-ПРОГРАММНЫХ КОМПЛЕКСОВ 
СБОРА И ОБРАБОТКИ ИНФОРМАЦИИ 
 
О.Л. Ахремчик 
 
Задачей исследования является разработка моделей случайной составляющей 
времени сенсорно-моторных реакций операторов аппаратно-программных комплексов 
разнообразного назначения. Настоящая статья содержит результаты обработки данных  
экспериментальных исследований времени простой зрительно-моторной реакции 
квалифицированных пользователей комплексов в процессе деятельности по сбору и 
обработке данных в сфере организации научных исследований и разработок в 
региональном техническом университете.  
Время сенсорно-моторных реакций является  многокомпонентной переменной, 
входящей в вектор характеристик психофизиологического состояния и отражающей  
интенсивность процесса восприятия и обработки информации. Под простой 
сенсомоторной реакцией понимается  реакция, которая осуществляется в условиях 
предъявления заранее известного стимула и получения одного  ответа на предъявление 
стимула. При проведении тестов для исследования и оценивания времени простой 
реакции испытуемому предъявляется стимул, воздействующий на один из типов 
анализаторов нервной системы. В ответ на  появление стимула   требуется  нажать на 
заранее определенную кнопку на клавиатуре, мыши, джойстике. Тестирование времени 
простой зрительно-моторной реакции (ВПЗМР) организма позволяет провести  
экспресс-диагностику умственной работоспособности и функционального состояния 
центральной нервной системы пользователя [1]. 
Для оценки составляющих ВПЗМР пользователя в процессе поиска, считывания, 
опознания, обработки  потока информации через зрительный канал применялось  
тестовое воздействие на центральную нервную систему через зрительный анализатор 
посредством появления на жидкокристаллическом мониторе  аппаратно-программного 
комплекса статического двумерного стимула. Процесс тестирования проводится по 
классической схеме и включает предварительную подготовку;  выполнение  
тестирования; сохранение и анализ результатов тестирования. В ходе эксперимента   
устраняются отвлекающие и мешающие тестированию дополнительное внешнее 
освещение, блики на экране, шум, посторонние разговоры. Испытуемый находится 
перед экраном монитора, указательный палец правой руки размещается на левой 
кнопке мыши, расстояние от экрана монитора до глаз  составляет 40–45 см. Верх 
монитора находится на уровне глаз. Стимул появляется в центральной части монитора  
выше средней линии и характеризуется  набором выделенных групп свойств, в 
частности, случайными последовательностью и местом отображения на мониторе [2]. 
При появлении изображения стимула необходимо совместить курсор мыши на 
мониторе с изображением  и нажать левую кнопку мыши. 
Первый набор  реализаций ВПЗМР получен в процессе работы  пользователя 
мужского пола  с использованием   в составе комплекса оптической мыши «Logitech» и   
монитора «Samsung LS19M» с размером  диагонали 19'' и параметрами настройки: 
расширение экрана 1 280х1 024, масштаб 96 точек на дюйм,  32 битное отображение 
цвета (рис. 1а).  Второй набор  реализаций ВПЗМР получен в процессе работы  
пользователя женского пола  с использованием в составе комплекса оптической мыши 
«Wheel Mouse» и   монитора LG «Flatron F1718S-SN» с диагональю 17'' и параметрами 
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настройки: расширение экрана 1280х1024,  32 битное отображение цвета (рис. 1б). 
Соответственно ниже пользователи будут называться пользователь 1 и пользователь 2. 
Тестирование проводилось в условиях постоянной информационной нагрузки.  
  
  
а б 
Рис. 1. Набор реализаций ВПЗМР пользователей 
 аппаратно-программных комплексов 
 
В процессе исследования предполагается, что процесс изменения ВПЗМР 
является квазистационарным и математическое ожидание, среднеквадратическое 
отклонение и автокорреляционная функция процесса не изменяются с течением 
времени наблюдения. 
Проверка гипотез о нормальности выборочных данных для разных 
пользователей проводилась по критериям: хи2, статистике Шапиро-Уилкса; 
выборочных моментов 3-го и 4-го порядка. Все критерии показали, что выборочные 
данные ВПЗМР отклоняются от нормального закона распределения (рис. 2а). 
В процессе обработки данных проведены преобразования исследуемых 
реализаций в соответствии с  принятыми рекомендациями о преобразованиях исходных 
данных [3]. На первом этапе осуществляем логарифмические преобразования, 
приводящие к симметрии  кривой плотности распределения выборочных данных и 
выравниванию дисперсий данных  для разных пользователей (рис. 2б). Таким образом, 
обсуждаемые ниже результаты получены для преобразованных данных ВПЗМР. 
 
 
 
а б 
Рис. 2. Плотности распределения выборочных данных ВПЗМР 
(1– для пользователя 1, 2 – для пользователя 2) 
 
Для исследуемой  последовательности выполняется достаточное условие  
эргодичности: 
lim R(τ) = 0, τ –> ∞, 
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где R(τ) – автокорреляционная функция, τ  – временной сдвиг между моментами 
наблюдения. 
После  преобразования  ВПЗМР   для его  представления можно использовать 
выражение [4] 
                                                k*lg(Т(t)) = mx  + mx (t) + Х + Х(t),                           (1)                                             
где Т(t) – значение времени реакции; k – масштабирующий коэффициент; mx – 
постоянная величина; mx (t) – детерминированная функция; Х – центрированная 
случайная величина; Х(t) – центрированная случайная функция времени. 
Исключая из (1) детерминированную функцию, определяем модель ВПЗМР как 
аддитивное сочетание постоянной и случайной составляющей: 
Y(t) = mx + Х + Х(t).                                                    
Анализ рынка прикладного программного обеспечения для обработки данных 
показывает, что  во все широко применяемые пакеты прикладных программ для 
изучения статистических свойств и прогнозирования временных рядов входят 
алгоритмы авторегрессии-скользящего среднего, что позволяет минимизировать 
временные затраты на составление и решение  системы уравнений Юла-Уолкера при 
идентификации составляющих выражения (1). Поэтому поиск модели  случайной 
составляющей осуществляется в классе моделей авторегрессии [5]: 
          Х +Х(t) = k1* T(t–1) + k2* T(t–2) +…+ ki*T(t–i) + e(t),                                  (2) 
где ki – коэффициенты модели; T(t–i) – время реакции в момент (t–i);  е(t) – нормально 
распределенная случайная величина с нулевым математическим ожиданием и 
среднеквадратическим отклонением σ; i – номер отсчета, i = 1,2,……N. 
Определение порядка модели (2) производится исходя из анализа вида и 
значений частной автокорреляционной функции (ЧАКФ) преобразованных выборок 
[6]. Для  ЧАКФ пользователей 1 (рис. 3а) и 2 (рис. 3б) аппаратно-программных 
комплексов офисного назначения   принимаем порядок уравнения (2)  равным трем: 
Х +Х(t) = k1* T(t–1) + k2* T(t–2) +…+ k3*T(t–3) + e(t).                     (3) 
 
  
а б 
Рис. 3. Частная автокорреляционная функция  ВПЗМР пользователей 
 аппаратно-программных комплексов 
 
Правомерность принятия значения порядка модели (2) подтверждается 
использованием в качестве критерия среднеквадратичной ошибки (ско) значений 
разности реальных наблюдений и рассчитанных по модели (табл. 1). Увеличение 
порядка уравнения авторегрессии приводит к незначительному снижению значений ско 
для авторегрессии четвертого и пятого порядков, а затем к повышению значений при 
переходе  к модели скользящего среднего.  
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Таблица 1 
Среднеквадратические ошибки разности модельных и наблюдаемых значений 
Порядок модели Пользователь 1 Пользователь 2 
Авторегрессия первого порядка (AP(1)) 51,96 51,65 
Авторегрессия второго порядка (AP(2)) 52,03 51,69 
Авторегрессия третьего порядка (AP(3)) 49,81 49,85 
 
Результаты  параметризации модели (3) приводятся в табл. 2. 
 
Таблица 2 
Оценки коэффициентов моделей преобразованных данных ВПЗМР 
Коэффициенты Пользователь 1 Пользователь 2 
k1 0,084 0,082 
k 2 0,019 0,026 
k3 0,21 0,19 
σ 7,06 7,06 
 
Адекватность подобранных моделей оценивается на основе анализа остатков 
(рис. 4). В связи с тем что остатки ведут себя как некоррелированная случайная 
последовательность, можно принять гипотезу об адекватности аппроксимации 
случайной компоненты ВПЗМР пользователя аппаратно-программного комплекса 
офисного назначения  в условиях постоянной информационной нагрузки моделью 
авторегрессии третьего порядка. 
 
  
  
а б 
Рис. 4. Автокорреляционная функция остатков для моделей  ВПЗМР 
пользователей аппаратно-программных комплексов 
 
Похожие результаты в определении порядка уравнения авторегрессии дает  
исследование  отдельных реализаций выборочных данных без логарифмического 
преобразования исходных данных  на примере пользователя 1 (табл. 3). На основе 
сравнения среднеквадратических ошибок прогноза можно видеть, что авторегрессия 
третьего порядка дает меньшее значение ошибки для результатов трех из четырех 
экспериментов. Поэтому  значение порядка уравнения авторегрессии при 
приближенном представлении ВПЗМР  пользователя аппаратно-программного 
комплекса офисного назначения  принимается равным трем. 
Дальнейшая оценка возможности использования комбинированных моделей 
авторегресии-скользящего среднего не выявила заметного снижения 
среднеквадратической ошибки прогноза при повышении сложности модели и 
необходимости фиксации значений свойств входной последовательности возмущений, 
вызывающих двигательно-моторную реакцию. 
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Таблица 3 
Среднеквадратические ошибки разности модельных и наблюдаемых значений 
Номер реализации Порядок уравнения Среднеквадратическая ошибка 
 
Реализация 1 
AP(1) 104,92 
AP(2) 103,34 
AP(3) 103,82 
 
Реализация 2 
AP(1) 143,65 
AP(2) 144, 19 
AP(3) 140,79 
 
Реализация 3 
AP(1) 126,35 
AP(2) 126,51 
AP(3) 125,57 
 
Реализация 4 
AP(1) 145,38 
AP(2) 145,35 
AP(3) 145,28 
 
В процессе работы определено, что исследуемые выборки ВПЗМР 
пользователей аппаратно-программных комплексов офисного назначения не 
принадлежат генеральной совокупности с гауссовским законом распределения. 
Логарифмическое преобразование исследуемой последовательности  ВПЗМР приводит 
к получению выборок с одинаковой дисперсией. 
Для диагностики инерционности функционирования пользователей  в составе 
аппаратно-программных комплексов офисного назначения в условиях постоянной 
информационной нагрузки  на основе логарифмического преобразования 
последовательности наблюдений  времени простой зрительно-моторной реакции 
возможно применение авторегрессионного уравнения третьего порядка. При этом 
наиболее весомый вклад в прогнозируемое значение вносят первый и третий члены 
уравнения авторегрессии.  
В целом полученные результаты можно применять для косвенного оценивания 
функционального состояния нервной системы пользователя аппаратно-программных 
комплексов различного назначения. 
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УДК 519.2:004.5 
 
О ПЛАНИРОВАНИИ РЕПРЕЗЕНТАТИВНЫХ ВЫБОРОК ДАННЫХ 
В СОЦИАЛЬНО-ГУМАНИТАРНЫХ ИССЛЕДОВАНИЯХ 
 
В.Б. Гухман 
 
Планирование репрезентативных выборок – один из важных аспектов 
подготовки социально-гуманитарных исследований (в социологии, медицине, 
педагогике и др.) и, соответственно, важный и достаточно разработанный раздел 
математической и прикладной статистики [1–6]. Тонкость в том, что точка наблюдения 
в социально-гуманитарном исследовании (респондент, пациент, учащийся и т.п.) – не 
то же самое, что точка наблюдения в естественно-научном исследовании. Природа 
терпеливее человека, будь то человек опрашиваемый или документально фиксируемый 
(в анкете, истории болезни, ведомости и др.). Человеческий фактор оказывает 
существенное влияние на планирование репрезентативных выборок. 
1. Постановка проблемы 
 Обычно к планируемым выборкам предъявляются требования по структурной и 
объемной репрезентативности. Со структурной репрезентативностью планируемых 
выборок данных из известной генеральной совокупности всё более-менее ясно – 
выборка по структуре должна быть подобна структуре неоднородностей генеральной 
совокупности по некоторому статистическому критерию подобия, связанному с так 
называемыми долями отбора неоднородностей. Доли отбора в известной генеральной 
совокупности априори могут быть вычислены, но при неизвестной генеральной 
совокупности это невозможно. При планировании объема выборок возникают 
методологические коллизии, не разрешаемые теорией ни в случае известной, ни  
тем более в случае неизвестной генеральной совокупности. Проблема в том, что 
планирование – принципиально априорная процедура, в которой неуместно 
использовать апостериорные статистические оценки выборочных характеристик. Но 
последнее и делается при планировании объема выборок посредством пилот-анализа 
«разведочной» (пробной) выборки с последующим (по результатам пилот-анализа) 
«строгим» математическим обоснованием объема репрезентативной выборки и 
возможным апостериорным уточнением планируемого объема, если пробная и 
запланированная выборки по тем или иным соображениям изменятся (например, из-за 
ограниченности ресурсов, выделяемых на выборочное исследование, с одной стороны, 
или значительной разницы между плановым и репрезентативным объемами, с другой). 
Действительно, в любой области деятельности планы нередко корректируют с учетом 
«возникших обстоятельств». Но в естественно-научных исследованиях увеличение 
объема экспериментальных данных относительно первоначально запланированного 
зависит главным образом от исследователей, вопрошающих природу, в то время как в 
социально-гуманитарных (прежде всего в социологии и психологии) – оно в равной 
степени зависимо и от исследователей, и от объектов исследования – людей, социума. 
Исследователю-гуманитарию, единожды спланировавшему объем выборки и 
осуществившему согласно плану (не без трудностей) сбор данных с последующим их 
анализом, вряд ли представится возможность уточнения плана (тем более 
неоднократного уточнения) по результатам исследования. Даже если такое 
«итерационное планирование» состоялось, нет полной уверенности в его 
окончательности, ибо статистические оценки любой выборки близки к аналогичным 
параметрам генеральной совокупности только в пределах некоторых интервальных 
границ (доверительных интервалов и областей), которые, в свою очередь, могут быть 
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несимметричными относительно центров группирования (для теории сие 
«неудобоваримо») и зависят от субъективного выбора доверительной вероятности 
(уровня значимости), от фактического объема и качества пробных выборок, от 
параметров генеральной совокупности, используемых для оценки объема 
репрезентативной выборки. При неизвестной генеральной совокупности теория 
рекомендует устремить ее (совокупности) объем к бесконечности, что, может быть, и 
оправдано, но только чисто математически. Перечисленные особенности ставят под 
сомнение существующую математико-статистическую методологию планирования 
объема репрезентативных выборок. 
На наш взгляд, практичнее планировать выборки, исходя только из априорных 
предпосылок и известных на момент планирования данных, не связанных с пробными 
выборочными оценками. Важнейшей априорной предпосылкой является  
представление о том, что чем больше объем выборки n, тем ýже доверительные 
интервалы и адекватнее результаты анализа. В пределе планируемый объем выборки 
nпл может оказаться примерно равным объему N генеральной совокупности (nпл ≈ N), и 
тогда проблема репрезентативности выборки становится беспредметной, как и сам 
выборочный метод, который просто теряет смысл. Но гораздо чаще исследователь 
априори остается в рамках выборочного метода (0 < nпл < N) и стремится, как только 
возможно, максимизировать плановое значение nпл. В этом он может опереться на 
следующие данные: срок (стоимость) всего исследования (сбора данных, их обработки 
и анализа, представления и обсуждения результатов), планируемое количество 
исследователей, параллельно и независимо друг от друга собирающих данные (любым 
способом), планируемые сроки сбора данных по всем наблюдениям и по одному 
наблюдению (один респондент, один пациент, одна анкета, одна история болезни  и 
т.п.). При этом методика расчета планируемого объема выборки не содержит аппарата 
сложнее четырех арифметических действий и по силам каждому гуманитарию, что 
немаловажно. Предлагаемый подход представляется приемлемым для практических 
исследований, что бы по этому поводу ни думали математики и статистики, защищая 
общепринятую методологию выборочного исследования от «посягательств подрывных 
идей».   
2. О традиционной методике планирования объема  репрезентативной выборки 
Традиционная методика [1–3] ориентирована на расчет необходимого объема nr 
репрезентативной выборки из генеральной совокупности по апостериорным 
статистическим оценкам пробной («разведочной») выборки: 1) точечным оценкам 
средних значений и среднеквадратических отклонений одной (одномерная выборка) 
или нескольких (многомерная выборка) случайных величин (признаков);  
2) интервальным оценкам – доверительному интервалу (одномерная выборка) или 
доверительной области (многомерная выборка). При вычислении nr приходится 
учитывать характер признаков (количественный, качественный, смешанный),  тип 
выборки (по способу сбора данных), поправку на конечность генеральной 
совокупности (если ее объем N известен), связи и зависимости между признаками 
(ковариации, корреляции, регрессии) в многомерных выборках [5]. С помощью 
статистических критериев согласия приходится проверять статистическую гипотезу о 
виде вероятностного распределения признака (признаков) и при необходимости 
применять процедуру стандартизации (нормализации) распределения [6]. Наконец, при 
расчете nr используются субъективно выбранные значения доверительной вероятности 
и допустимой относительной ошибки выборки. 
При неизвестной генеральной совокупности теория рекомендует полагать (без 
должных социально-гуманитарных оснований) N→ ∞. Такой предельный переход 
математически, конечно, удобен, но предметно ущербен – ведь все социальные 
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общности (респондентов, пациентов и т.п.) конечны, даже если велики по объему 
(например, при  непредсказуемой, стихийной явке и опросах).  
Если    планируемый     объем   выборки не меньше «репрезентативного объема»  
(nпл ≥ nr), планируемая выборка репрезентативна. В противном случае ее объем следует 
увеличить. При этом все выборочные оценки (точечные и интервальные) изменятся, 
ибо будут зависеть от объема и других характеристик новой (более объемной) выборки. 
Поэтому планирование объема выборки, удовлетворяющего критерию объемной 
репрезентативности, осуществляется итерационно, пока оценка репрезентативности не 
даст положительного результата, т.е. пока планируемая выборка не окажется 
репрезентативной по объему. В многомерных (k-мерных, k ≥ 2) выборках у каждого 
признака будет свое значение nr (nr1≠nr2≠nr3≠…≠nrk). Но выборка-то одна! 
Следовательно, ее репрезентативный объем необходимо выбирать по максимуму 
max(nrj| j = 1, 2, 3,…k). Только в этом случае данная выборка окажется гарантированно 
репрезентативной для всех k признаков.  
Конкретные расчеты можно, конечно, поручить бесстрастному компьютеру  
[7, 8],  но острота проблемы остается. 
 Во-первых, добиваться математической строгости и статистически значимой 
надежности (точности) расчетов бессмысленно при неточных, часто противоречивых 
исходных данных о человеке и социуме. Понимая это, некоторые специалисты 
опираются на «опыт исследований», предлагая в табличной форме или через 
эмпирические коэффициенты зависимость nr = f (N) для известной генеральной 
совокупности [9].  
Во-вторых, даже если мы найдем теоретический объем репрезентативной 
выборки  nr < N, это не значит, что на практике мы обязаны любой ценой добиваться 
объема nr (дабы нашу выборку сочли объемно репрезентативной, а нас – «серьезными, 
грамотными» исследователями). Ведь такой объем может оказаться неподъемно 
большим для исследователей, которые, стремясь к  возможно большему числу 
наблюдений, тем не менее сделают их столько, сколько реально смогут с учетом 
ограниченных ресурсов, прежде всего, по срокам. 
В-третьих, вопрос о необходимом объеме планируемой выборки в рамках 
традиционной методологии до проведения самого исследования по существу остается 
риторическим, ибо планирование – процедура принципиально априорная, а вся 
математическая мощь традиционной методологии базируется на апостериорных 
(эмпирических) оценках. Поэтому в социально-гуманитарных исследованиях есть 
смысл отказаться от данной  методологии в пользу методологии, базирующейся только 
на априорных предпосылках. Одна из возможных альтернативных методик 
планирования выборки рассматривается ниже. 
3. Альтернативная методика планирования репрезентативной выборки 
Исходим из следующих априорных предпосылок: 1) сроков (ресурсов) 
исследования;  2) планируемого количества исследователей, занятых сбором данных;  
3) социального статуса потенциальных объектов наблюдения. Последнее влияет, 
например, в социологии на планируемое время опроса (интервьюирования, 
анкетирования) респондента, которое, помимо длительности самого интервью, должно 
включать и время на поиск и «уговоры» респондента (а это может потребоваться), на 
обработку анкеты и др. В психологии, медицине такие же проблемы могут возникнуть 
при работе с контингентом асоциальных пациентов.  
Пример. Общий срок исследования – 1 неделя; время на сбор данных   
Tсб =  5 суток; длительность рабочего дня  tраб = 6 час; планируемое количество бригад 
параллельного интервьюирования  B = 2; планируемое время опроса одного 
респондента tо = 0,5 час. При таких условиях планируемый объем выборки  
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nпл = Tсб * B * tраб / tо = 5*2*6/0,5 = 120. 
Если объем генеральной совокупности N ≤ nпл , значит, опрос должен быть 
сплошной и выборочный метод теряет смысл. Если же N > nпл , то опросить больше nпл 
респондентов, может быть, и удастся, но это «дело случая». Если заказчик 
исследования полагает, что значение nпл  следует увеличить, исследователи вправе 
потребовать увеличения сроков сбора данных Тсб (что приведет к пересмотру общего 
срока исследования и его стоимости) и/или пересмотра значений В, tраб, tо. Если 
исследователь работает с документами, значение tо  может быть существенно 
сокращено по сравнению с временем «живого» интервьюирования, что приведет к 
соответствующему росту планового объема nпл.   
Имея план по объему выборки, можно приступить к планированию ее 
структуры, если известна генеральная совокупность (табл. 1). 
                     Таблица 1  
Планирование структуры выборки  
Объем ген. 
совокупно
сти 
N = 5 000 Контр. Σ 
Объемы 
неоднород
ностей ген. 
совокупно
сти 
N1 
3 000 
N2 
500 
N3 
250 
N4 
150 
N5 
600 
N6 
500 
5 000 
Доли 
неоднород
ностей (%) 
60,00 10,00 5,00 3,00 12,00 10,00 100,00 
ПЛАН 
Объем 
выборки 
nпл = 120 Контр. Σ 
Объемы 
неодно-
родностей 
выборки 
n1 = 72 n2 = 12 n3 = 6 n4 = 4 n5 = 14 n6 = 12 120 
Доли 
отбора (%) 
60,00 10,00 5,00 3,33 11,67 10,00 100,00  
 
Несовпадение в табл. 1 некоторых плановых долей отбора в выборке с 
соответствующими долями неоднородностей генеральной совокупности обусловлено 
округлением плановых объемов до ближайших целых. 
Фактические объемы неоднородностей выборки могут не совпадать с 
аналогичными плановыми  (по разным экспериментальным причинам) (табл. 2). 
Далее по одному из статистических критериев согласия можно оценить, 
насколько статистически значимы различия плановой и фактической структур 
выборки, и сделать окончательный вывод о структурной репрезентативности (или 
нерепрезентативности) выборки. Воспользуемся критерием согласия χ2  К. Пирсона как 
одним из простейших [1, 6, 11]. Объем выборки (nпл = 120), число неоднородностей (6) 
достаточно для использования критерия «хи-квадрат», но объемы неоднородностей 
существенно различаются. Следовательно, необходимо увеличить плановый объем 
выборки (с указанными выше последствиями для исследования в целом). Хотя это 
может увеличить объемы n3, n4 до допустимого значения, но выравнивания объемов и, 
соответственно, долей неоднородностей (абсолютных и относительных частот 
разрядов) не обеспечит. Такова «жизнь». Учитывая сказанное, полагаем, что 
приведенные далее результаты расчетов χ2  носят приближенный характер. Для более 
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точного анализа можно применить другие (более сложные в использовании) критерии 
согласия, описанные в литературе. Полагаем, что при упомянутой неточности 
исходных данных острота проблемы точности результата их анализа не столь очевидна. 
Таблица 2 
 Фактическая структура выборки 
 Контр. Σ 
Объемы 
неоднородностей 
n1 = 70 n2 = 12 n3 = 6 n4 = 5 n5 = 12 n6  = 15 120 
Доли 
неоднородностей 
(%) 
58,33 10,00 5,00 4,17 10,00 12,50 100,00 
 
Хотя  в данном примере фактический объем выборки (120) совпадает с 
плановым, такое  совпадение вовсе не обязательно. В любом случае фактические доли 
неоднородностей в табл. 2 вычисляются относительно фактического объема выборки. 
Мера расхождения структур, вычисленная по данным  табл. 1, 2, составила  
 χ2 = 1,34. Верхнее критическое значение критерия согласия [при уровне значимости 
ошибки α = 0,05 и 5 степенях свободы (6 разрядов минус одна наложенная связь 
(нормировка суммы долей))] χ2 крит.= 11,07 [10, 11]. Поскольку  χ
2 < χ2 крит., делаем 
вывод, что фактическая и плановая структуры выборки статистически незначимо 
отличаются друг от друга, поэтому фактическая выборка структурно репрезентативна.  
В связи с вышеизложенным мы склонны считать, что понятие объемной 
репрезентативности выборки следовало бы исключить из статистического социально-
гуманитарного лексикона, оставив в нем понятия:  
структурной репрезентативности (только для известной генеральной 
совокупности);   
планируемого (планового) объема выборки. Понятие объемной 
репрезентативности более уместно в естественно-научных исследованиях. 
Автор сознает, что данная статья носит дискуссионный характер.                    
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УДК 519.711 
 
ОПРЕДЕЛЕНИЕ СОСТАВА  ФРАКЦИЙ МОЛОТОГО КОФЕ  
 НА ОСНОВЕ ЗОНДОВОЙ МИКРОСКОПИИ 
 
М.Р. Сантос 
 
Молотый кофе представляет собой реальную дисперсную систему и состоит из 
частиц разного размера. Получение молотого полидисперсного материала при 
разрушении частиц может протекать по двум механизмам, объемному (рис. 1а) и 
поверхностному  (рис.1б) (f – плотность распределения частиц). 
 
 
а  
б 
Рис. 1. Разрушение частиц кофе в процессе размола 
 
 
 
В процессе управления процессами размола и последующих дозирования и 
расфасовки продукта должно быть известно распределение частиц по размерам. 
Оценку размера одиночной частицы кофе в процессе измельчения можно представить 
как 
, 
где d – минимальное расстояние между двумя мелющими телами; y – среднее 
расстояние между двумя частицами; cоб– объемная концентрация частиц; dмm  – 
диаметр мелющего тела; x – диаметр частицы; a – диаметр частицы в момент сжатия. 
Аналитический расчет размеров частиц различных фракций по подобным 
выражениям крайне затруднен, поэтому гранулометрический состав полидисперсного 
материала определяется методами ситового, седиментационного, микроскопического 
анализов [1]. Прямое измерение размеров частиц используют для определения 
гранулометрического состава в основном кускового, крупнозернистого, 
мелкозернистого и порошкообразного материалов. При этом методе частицы измеряют 
с помощью измерительного инструмента, а мелкозернистые материалы – с помощью 
ВЕСТНИК 2013 
 18 
микроскопа. Перед измерением с помощью микроскопа порошкообразные материалы 
размешивают в глицерине, затем смесь переносят на предметное стекло и наносят его 
тонким слоем. Если частицы имеют разную форму и размеры, то число измерений 
должно быть не менее 2 000, поэтому метод непосредственного измерения считается 
трудоемким [2]. 
Методы исследования с помощью аналитических приборов, такие как 
рентгеновская дифракция, дифракция медленных электронов и электронная 
спектроскопия, дают возможность получать усредненную по поверхности образца 
информацию о размерах частиц. Растровая электронная микроскопия позволяет 
определять размеры нанометрового масштаба, но не дает непосредственно 
информацию о высоте поверхностных деталей. Новые возможности открылись после 
изобретения Г. Биннигом и Х. Рорером (1981 г.) сканирующей туннельной 
микроскопии (СТМ), позволившей экспериментально получить изображения 
поверхности с атомным разрешением, и атомного силового микроскопа (Г. Бинниг  
и др., 1986 г.), с помощью которого стало возможным изучать форму и размеры не 
только проводящих, но и диэлектрических материалов. В сканирующей зондовой 
микроскопии вместо зондирующих частиц применяется острый зонд, игла [3].  
В настоящее время СТМ используется как в фундаментальных научных 
исследованиях, так и прикладных высокотехнологичных разработках. В работе 
применялся прибор сканирующей зондовой микроскопии NanoEducator, разработанный 
фирмой НТ-МДТ (г. Зеленоград, Россия). Прибор управляется с помощью компьютера, 
имеет простой интерфейс, анимационную поддержку, отсутствие сложных настроек и 
недорогие расходные материалы.  
Вид молотого кофе сорта «Арабика» показывает значительную  неоднородность 
составляющих его частиц (рис. 2). Возможности зондовой микроскопии позволяют 
исследовать объемные изменения формы дисперсных частиц после размола. 
Проведенные исследования показали, что частицы молотого кофе имеют сложную 
поверхностную структуру и сильно отличаются от тел правильной геометрической 
формы (шар, цилиндр, тетраэдр, конус и др.) (рис. 3).  
 
 
Рис. 2. Вид полидисперсной структуры молотого кофе на мониторе микроскопа 
 
Сервисные функции зондового микроскопа позволяют определять эмпирические 
плотности распределения  размера частиц молотого кофе (рис. 4). При этом в 
исследуемых образцах  молотого обжаренного кофе сорта «Арабика» польского 
производства линейные размеры (z)  80 % частиц  находятся в пределах от 4 до 12 мкм. 
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Рис. 3. 3D изображение частицы молотого кофе 
 
 
 
Рис. 4. Дифференциальная (f)  и интегральная (F) плотности распределения размеров 
частиц молотого кофе, полученные при анализе под микроскопом 
 
Проведенные с применением методов зондовой микроскопии исследования 
дисперсного состава частиц молотого кофе сорта «Арабика» показали, что   
рассмотрение молотого кофе в виде сыпучей полидисперсной среды, состоящей из 
частиц разного размера правильной геометрической формы, при моделировании 
движения среды в бункерах систем многокомпонентного дозирования с целью 
управления процессами дозирования и упаковки, может привести к значительным 
отклонениям расчетных  значений параметров настройки дозаторов от оптимальных по 
критериям ресурсо- и  энергосбережения. 
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