Abstract-The new nonparametric probability density estimation based on use of the smoothing operator is offered and investigated. It has smaller dispersion in comparison with probability density estimation like Rosenblatt-Parzen.
INTRODUCTION
For on selection of n i x i , 1 , = statistically independent observations of a random value x we will use its nonparametric assessment [1] 
The kernel function ( ) Nonparametric probability density estimation in the form of (1) is generalized for a many-dimensional case in works [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Conditions of its asymptotic unbiasedness and solvency are established. Nonparametric probability density estimates which are based on the procedure of compression of input statistical data are developed for conditions of selections of large volume [20] . The methods of optimum sampling of a range of values of random values [21] [22] [23] [24] [25] [26] and confidence estimation of their probability density are offered on this basis [27, 28] .
At the restricted volumes of n of statistical data nonparametric assessment of a probability density of type (1) is characterized by the increased value of dispersion. For decrease of dispersion of traditional nonparametric probability density estimates the smoothing operators are used [29] . In this work the offered approach develops on use at creation of nonparametric assessment of a probability density with implicitly given form of kernel function of an optimum kernel of V. A. Epanechnikov. Properties of the received probability density assessment depending on conditions of their application are investigated.
II. SYNTHESIS OF NONPARAMETRIC PROBABILITY DENSITY ESTIMATION
As an approximation on empirical data of a onedimensional probability density ( ) 
where ( ) u p -nonparametric assessment of a probability density (1).
Let's substitute in (2) expression, defining ( ) u p , we will receive получим ( )
The statistics (3) falls into to a class of nonparametric estimates of a probability density with implicitly given kernel function
The choice of values β and c by optimization of nonparametric assessment of a probability density (3) allows changing not only definition range of kernel function, but also its look. For example, at kernel function
implicitly the given kernel (4) at
will take a form [29] ( ) Let's accept as function (5) an optimum kernel of V. A. Epanechnikov [3] ( ) ( ) If the ratio is fair
, then function (4) looks as The graphic illustration of a ratio (6) or Heinhold-Gaede rule [31] n N = (11)
III. ASYMPTOTIC PROPERTIES OF NONPARAMETRIC PROBABILITY DENSITY ESTIMATION
Let's give asymptotic properties of one-dimensional nonparametric assessment of a probability density (3) in case the required probability density ( ) x p decays in a row Taylor in each point x . When performing transformations we will use the technique offered in work [3] .
For definition of conditions of an asymptotic unbiasedness of nonparametric assessment ( ) x p 1 we will calculate its expectation 
in a row of Taylor in a point x and we will integrate a right member of expression (12) taking into account properties of kernel function. As a result we will receive asymptotic expression Let's calculate an average quadratic error of approximation
Let's define the first item in a right member (14) ( ) ( ) ( ) 
After transformations on above to the given technique, we have 978-1-5386-9535-7/18/$31.00 ©2018 IEEE
When obtaining this result the composed smallness ( ) Let's substitute in (14) expression (13) and (15), we will receive [29] ( ) ( ) ( shift, but smaller dispersion and a mean squared deviation. Noted properties remain under much different conditions of computing experiments: a type of the restored probability density and kernel function, and also the used rules of sampling of an interval of values of a random value.
The received results create a basis of creation of nonparametric estimates of many-dimensional probability densities from implicitly given kernel function, and also for development of analytical criteria of quality of approximation. The studied estimates of a probability density are important at creation of nonparametric algorithms of information processing and a decision making in the conditions of statistical data of restricted volume.
