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Resumo
Dentre as ferramentas de apoio à tomada de decisão na supervisão da operação de re-
des de energia elétrica, destacam-se aquelas fundamentadas em metodologias inteligentes
que, com base nas medições provenientes de equipamentos existentes, dão suporte para a
análise preditiva de possível ocorrência de falta. As oscilografias provenientes dos ativos
de uma concessionária de energia elétrica, como por exemplo os relés de proteção e a
infraestrutura de comunicação, podem ser processadas por diferentes técnicas de análises
de sinais, possibilitando a discriminação de distúrbios em redes elétricas. Tal análise pro-
porciona uma base para a mitigação, manutenção e caracterização de falhas, resultando
em um sistema de apoio para a tomada de decisão através de um processo automático de
detecção que possibilita a identificação e análise mais rápida de possíveis falhas na rede.
Portanto, um sistema de detecção prematura de falhas que identifica um comportamento
incipiente e prevê a falha iminente é o foco deste trabalho.
Palavras-chaves: análise oscilográfica; detecção preditiva; faltas incipientes; predição de
falhas; redes de distribuição.
Abstract
Among the tools to support decision-making in the supervision of the operation of electric
power grids, stand out those based on intelligent methodologies that, based on measure-
ments from existing equipment, provide support for the predictive analysis of possible
occurrence of fault. The oscillographs from the assets of an electric utility, such as pro-
tection relays and communication infrastructure, can be processed by different signal
processing techniques, allowing the discrimination of disturbances in electrical networks.
Such analysis provides a basis for mitigation, maintenance and characterization of fail-
ures, resulting in a support system for decision making through an automatic detection
process that enables the identification and faster analysis of possible network failures.
Therefore, a premature failure detection system that identifies incipient behavior and
predicts impending failure is the focus of this work.
Keywords: oscillographic analysis; predictive detection; incipient faults; distribution net-
works; prediction of failures.
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1 Introdução
1.1 Contexto e Objetivos da Pesquisa
As transformações que vêm ocorrendo no setor elétrico apontam para uma maior
preocupação em melhorar o desempenho da operação das RDEE (Redes de Distribuição
de Energia Elétrica) e aumentar a qualidade dos serviços prestados aos consumidores,
exigindo que tais redes sejam planejadas e projetadas, cada vez mais, sob a óptica de
uma melhor relação custo-benefício. Para atingir este objetivo, são necessários o desen-
volvimento e a implementação de metodologias que permitam avaliar tanto os custos
como os benefícios que trazem as diferentes alternativas de projeto propostas e os seus
impactos no sistema como um todo, mantendo sempre aceitáveis os índices de qualidade
e confiabilidade de fornecimento aos diferentes usuários finais (residencial, comercial e
industrial).
Dentro do contexto do planejamento e da operação de SEE (Sistemas de Energia
Elétrica), as redes de distribuição merecem uma atenção especial por estarem diretamente
relacionadas ao consumidor, pois eventuais falhas de operação podem ocasionar interrup-
ções e/ou fenômenos indesejáveis para os usuários supridos tanto em alta como em baixa
tensão, comprometendo a continuidade de fornecimento (PENHA, 2000).
Técnicas tradicionais de localização de faltas nas RDEE baseiam-se em indica-
ções físicas ou métodos de força bruta, tais como: tentativas de recomposição da rede
por chaveamentos; indicação da ocorrência de falta por queima de fusíveis ou dispositi-
vos indicadores de falta; quedas de condutores, inspeções visuais ao longo das linhas e
principalmente, reclamações de consumidores (TRINDADE, 2013; SAHA et al., 2009).
Com o advento da era Rede Inteligente (Smart Grid), novos equipamentos estão
sendo introduzidos nas redes, gerando um volume de dados que servirá de insumo para o
desenvolvimento de ferramentas preditivas para o suporte à tomada de decisão no COD
(Centro de Operação da Distribuição) e COS (Centro de Operação do Sistema). Recentes
avanços tecnológicos permitem que os sistemas de distribuição sejam beneficiados por
uma estrutura supervisionada que explora o uso de equipamentos inteligentes, capazes de
fornecerem informações em tempo real sobre a operação da rede.
Este novo cenário possibilita o desenvolvimento de novas técnicas de análise pre-
ditiva de faltas, utilizando dados de medição contínua em conjunto com informações tais
como conhecimento e prática dos operadores da rede, histórico do perfil de carregamento,
lista de ocorrência de emergências, dados de condições climáticas, etc. Até então, as
campanhas de medição eram realizadas em períodos curtos e determinados, mas com os
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dados dos IED (Intelligent Electronic Devices) essas medições são constantes e resultam
em grande volume de dados, possibilitando a criação de novas metodologias inteligentes
para a predição de faltas.
Um procedimento de análise preditiva de faltas visa detectar as chamadas falhas
incipientes, ou seja, aquelas que estão para ocorrer, como por exemplo aquelas decor-
rentes de maus contatos nas conexões, emendas e dispositivos de seccionamento e prote-
ção; e da deterioração do material isolante nos cabos e demais dispositivos existentes na
rede elétrica. Em geral, as tecnologias de controle e proteção empregadas em sistemas de
transmissão e distribuição são incapazes de detectar e identificar essas falhas prematuras.
Entretanto, a detecção dessas falhas numa fase precoce ajuda a evitar interrupções inespe-
radas, que afetam diretamente a qualidade e a confiabilidade do fornecimento de energia
com subsequente perda de receitas para a concessionária e transtornos ao consumidor.
Fenômenos bem comuns, mas de difícil diagnóstico tais como intrusão da vege-
tação sobre condutores, toque entre condutores, diversos modos de falha em bancos de
capacitores, falhas em chaves e em abraçadeiras, descuidos causados pela equipe técnica
ao realizar manutenção em regime anual, má operação de um novo sistema de localização,
identificação e recomposição de serviço, falha em transformador de serviço, dentre outras
classes de eventos, podem ser bem mais visíveis ao operador do sistema.
As análises avançadas de forma de onda em sistemas de antecipação de faltas têm
demonstrado a habilidade de informar às concessionárias de energia sobre as condições e
estado dos componentes individuais dos seus sistemas (maior conhecimento da situação
da rede), inclusive o alerta para pré-falhas e operações incorretas, que caso fossem des-
prezadas ou mesmo despercebidas, poderiam resultar em desligamentos e problemas na
qualidade de energia (WISCHKAEMPER et al., 2015).
A Figura 1 ilustra bem a diferença entre concessionárias que operam sem conheci-
mento situacional da sua rede daquelas que se utilizam de sistemas preditivos com análises
de formas de onda. Isto permite detectar e reparar a falha antes que o sistema alcance o
estado de ruptura em termos de horas, dias ou semanas.
Do ponto de vista das concessionárias, interrupções de curta ou de longa duração
afetam diretamente os indicadores de qualidade de serviço como DEC (Duração Equiva-
lente de interrupção por Unidade Consumidora), FEC (Frequência Equivalente de Inter-
rupção por Unidade Consumidora), DRP (Índice de Duração Relativa da Transgressão
para Tensão Precária) e DRC (Índice de Duração Relativa da Transgressão para Tensão
Crítica), resultando em elevados custos operacionais.
Nesta dissertação, é descrito um método para a detecção de faltas incipientes que
faz uso dos ativos existentes em uma concessionária de energia elétrica cujas informações
são processadas por diferentes técnicas matemáticas (transformada wavelet, componentes
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Figura 1 – Pensamento Tradicional versus Realidade.
simétricas, teste de Laplace, etc.). Este trabalho está diretamente relacionado ao projeto
P&D ANEEL, código PD-6072-0370/2015, intitulado “Sistema Preditivo de Localização
de Falta na Média Tensão”, em execução com o aporte financeiro da CELG D – CELG
DISTRIBUIÇÃO S.A do estado de Goiás.
1.2 Organização do Documento
Esta dissertação contempla os capítulos como se segue:
O Capítulo 2, Diagnóstico de Distúrbios Transitórios na Rede Elétrica, apresenta
um panorama geral relacionado ao diagnóstico automático de distúrbios, assim como o
correspondente estado da arte, a metodologia de antecipação às anormalidades existentes
e as características das técnicas e algoritmos utilizados na composição deste trabalho.
O Capítulo 3, Algoritmo de Detecção Preditiva, especifica possíveis indicadores e
formas de aplicação para a extração de características mais relevantes dos sinais por meio
das técnicas da Transformada de Fourier, da Teoria Wavelet e do valor eficaz.
Já o Capítulo 4, Aplicação do Algoritmo de Detecção Preditiva, destina-se a avaliar
o desempenho dos indicadores por meio de estudos de caso para a definição de limiares e
sua perspectiva dentro da análise preditiva.
E, finalmente, no Capítulo 5, Conclusões e Pesquisas Futuras, faz-se uma análise
geral do trabalho com propostas para futuros desenvolvimentos.
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• Junior, Marcos A. M. S.; Adorni, Cristina Y. K. O.; Passos, Luis F. N.; Murari,
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22
2 Diagnóstico de Distúrbios Transitórios na
Rede Elétrica
Neste capítulo, são apresentadas algumas definições e metodologias relacionadas
à caracterização de distúrbios transitórios com a finalidade de manter uma terminologia
adequada e coerente ao longo do texto. São abordadas algumas preocupações mundiais
em relação às diferentes formas de classificação de eventos. Além disso, é descrita a meto-
dologia proposta nesta dissertação, mencionando as principais características dos blocos
que compõem o processo de detecção de eventos.
2.1 Análise Automática de Oscilografias
A maioria das metodologias de análise automática de oscilografias, seja qual for
o problema abordado (análise de falhas incipientes, diagnóstico de faltas, qualidade de
energia, desempenho da proteção, etc.), podem ser divididas nas etapas apresentadas na
Figura 2 (GARCÍA, 2013).
Figura 2 – Sistema de Análise Automática de Oscilografias.
De acordo com a Figura 2, a primeira etapa a ser realizada é a obtenção do registro
de oscilografia das tensões 𝑣(𝑡) e correntes 𝑖(𝑡), que pode ser feita manualmente ou auto-
maticamente, caso exista um sistema integrado de coleta, gerenciamento e armazenamento
destes arquivos.
2.1.1 Segmentação
Após a obtenção do registro de oscilografia, tem-se que definir como os dados serão
utilizados, ou seja, se todo o registro será processado de uma vez ou se a análise será feita
em partes, através da segmentação do sinal. Esta escolha vai depender do tipo de distúrbio
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transitório que se deseja analisar. (BOLLEN; GU, 2006) definem basicamente dois tipos
de distúrbios:
• Variações: São distúrbios em regime permanente, ou quase regime permanente,
como por exemplo, a existência de conteúdo harmônico indesejável na rede elétrica.
• Eventos: São distúrbios bruscos, como interrupções, afundamentos de tensão, fal-
tas, entre outros. Apesar de serem definidos para estudos de qualidade de energia,
estes termos também podem ser utilizados em outras aplicações.
É na etapa de segmentação que os transitórios são detectados e, caso necessário,
o registro da oscilografia é dividido em partes conforme a necessidade da metodologia de
análise utilizada. Um exemplo é a segmentação do registro de oscilografia contendo um
curto-circuito em intervalos pré-falta, falta e pós-falta.
Para realizar a segmentação, normalmente são definidos limiares máximos de va-
riação de grandezas de interesse como o valor eficaz calculado, o módulo da componente
de frequência fundamental ou de uma determinada harmônica ou até mesmo a potência.
Para este fim, também podem ser empregadas ferramentas de processamento digital de
sinais como a Transformada de Fourier ou Wavelet que são as mais utilizadas e serão
apresentadas em maiores detalhes no Capítulo 3.
2.1.2 Extração de características
Feita a segmentação, a próxima etapa é a extração de características em cada seg-
mento. A escolha das características vai depender do problema abordado e da metodologia
de solução. Segundo (MORETO; ROLIM, 2010), as características mais utilizadas são:
• Valores médios ou eficazes das grandezas monitoradas (tensões e correntes) em cada
segmento;
• Valores médios de grandezas calculadas como potência elétrica ou componentes
simétricas;
• Conteúdo harmônico dos dados, obtido através da Transformada de Fourier;
• Coeficientes de detalhe obtidos com a Análise Multi-Resolução da Transformada
Wavelet.
A extração de características tem a função de reduzir a quantidade de dados a
serem utilizadas para avaliar, automaticamente ou não, uma ocorrência registrada de
falha na rede.
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Processamento adicional pode ocorrer para análises de variáveis que não sejam
grandezas elétricas e que auxiliam a próxima etapa de classificação e tomada de decisões.
2.1.3 Classificação
Esta etapa consiste em analisar efetivamente os dados resultantes da etapa de
extração de características para se obter uma conclusão a respeito das ocorrências da
rede.
Nas metodologias de análise automática de oscilografias geralmente são emprega-
das técnicas de IA (Inteligência Artificial), as quais foram desenvolvidas com o intuito
de emular o comportamento de um ser humano realizando a tarefa. Conforme será visto
na Tabela 1, as técnicas mais utilizadas são sistemas especialistas e RNA (Redes Neurais
Artificiais).
2.2 Metodologias de Antecipação de Faltas
Na Tabela 1 são apresentados algoritmos e métodos comumente utilizados em cada
um dos três principais blocos da Figura 2 que abordam o estado da arte de antecipação
de faltas.
Tabela 1 – Alguns Algoritmos e Métodos Frequentemente Usados nos Blocos da Figura
2.
Bloco Algoritmos/métodos
Segmentação Filtro de Kalman (FK), Transformada Wavelet (TW), Valor Eficaz (RMS), TransformadaRápida de Fourier (TRF), Tensão Residual (TR), Teoria do Tensor (TT)
Extração de Características TW, TRF, Transformada Quadrática (TQ), Transformada Cosseno (TC), Componentes deSequência (CS), Impedância (Z)
Classificação
Redes Neurais Artificiais (RNA), Máquinas de Vetores de Suporte (MVS), Algoritmos
Genéticos (AG), Regressão Linear (RL), K-Vizinhos Mais Próximos (KVP), Indução de
Regras de Decisão (IRD), Teorema de Bayes (TB), Lógica Difusa (LD), Tendência
Estatística de Laplace (TEL)
A seguir, são destacadas as publicações relacionadas ao escopo deste trabalho:
Em (KIM et al., 2004), é avaliado o uso do TEL (Teste Estatístico de Laplace) para
a identificação de sintomas de faltas incipientes por meio da observação de parâmetros
selecionados em alimentadores de distribuição. O método proposto objetiva fornecer uma
ferramenta para a avaliação e identificação dos melhores parâmetros e mais correlacionados
às faltas que poderiam ser usados para a detecção de faltas incipientes e monitoramento
das condições dos alimentadores.
Em (COSTA et al., 2007), é apresentado um padrão de transformada wavelet
discreta para a detecção de distúrbios, via análise de transitórios eletromagnéticos em
Capítulo 2. Diagnóstico de Distúrbios Transitórios na Rede Elétrica 25
linhas de transmissão, usando dados oscilográficos. A detecção é alcançada pela análise
da energia dos coeficientes de detalhe das correntes de linha. Excelentes resultados foram
obtidos para dados de oscilografias reais.
No trabalho de (MOUSAVI; BUTLER-PURRY, 2010), tem-se a detecção de faltas
incipientes em sistemas de distribuição subterrâneos, usando medidas de tensão e corrente
em tempo real. Modelagem numérica e características específicas de energia no domínio
wavelet de padrões de faltas incipientes foram extraídas e usadas para propósitos de agru-
pamento e classificação, usando a tecnologia SOM (Self-Organizing Map) (KOHONEN,
1998). Os resultados de detecção demonstraram a aplicabilidade do método para cenários
de falta reais.
Em (XU, 2011) foi proposto um conjunto de algoritmos para a detecção, localização
e classificação de faltas incipientes em cabos de média tensão subterrâneos, com base
na metodologia de análise wavelet, valor eficaz e componentes de sequência no domínio
do tempo. Os sinais de tensão e corrente trifásicos são gravados em campo a partir de
um único terminal, normalmente instalado na subestação. Os resultados de simulação
demonstraram a facilidade técnica de implementação prática para diferentes condições de
falta, configurações do sistema e transitórios de operação normais.
No trabalho de (TAN; RAMACHANDARAMURTHY, 2012), é mostrado que com
a crescente demanda das expectativas dos consumidores, o tempo de localização de faltas
deve ser reduzido para que o fornecimento de energia possa ser restabelecido no menor
tempo possível, o que será mais eficiente se um mecanismo automatizado estiver disponível
para dirigir a equipe de reparos para a região da falta. Neste artigo, é apresentado um
algoritmo de localização de falta automatizado, aplicável a uma rede de distribuição de
área ampla, usando um número limitado de dispositivos de monitoramento. Além disso, o
algoritmo proposto também é capaz de oferecer uma estratégia de manutenção preditiva
para as concessionárias. Um dos meios para a manutenção preditiva de equipamentos é a
introdução de um sistema de alerta de falhas precoces, que também irá lidar com análise
de falhas automatizada e localização.
Em (SANFORD; BOWERS, 2013), é citado que milhares de clientes ficam sem
energia na maioria das vezes por causas bem conhecidas e corriqueiras. Entretanto, as
faltas podem fornecer sinais de alerta e poderiam ser previstas com antecedência ou, me-
lhor ainda, impedidas. Assim, algumas concessionárias vêm trabalhando com uma nova
tecnologia que lhes permite, pela primeira vez, evitar falhas ao detectar problemas inci-
pientes e responder de forma bem proativa. Os resultados das análises de forma de onda
em tempo real forneceram uma ampla gama de benefícios para melhoria da situação do
estado da rede e eficiência operacional.
Em (LAZZARETTI et al., 2013), é destacado que a análise da tensão e da corrente
registradas em oscilógrafos é uma das ferramentas mais importantes para a discriminação
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de eventos em redes elétricas. Tal análise proporciona uma base para processos de miti-
gação, manutenção e caracterização de falhas, resultando em um sistema de apoio para
a tomada de decisão através de um processo automático de detecção que possibilita a
identificação e análise mais rápida de possíveis falhas na rede. O registro de eventos de
perturbação por meio de oscilografias também é importante em uma rede de distribuição
inteligente, pois auxilia o processo de análise da operação do sistema elétrico e sua prote-
ção durante eventos importantes, como eventos de faltas, oscilações de frequência, falhas
operativas, dentre outros, apoiando o processo de tomada de decisão por engenheiros e
equipe técnica.
Em (NULTY, 2014), é mencionado que as análises baseadas em formas de onda
são a chave para a construção de redes preditivas e representam um novo paradigma em
operações do sistema de distribuição e monitoramento do seu estado. Podendo relevar o
que é uma operação normal ou não nos sistemas de distribuição. Historicamente, conces-
sionárias têm tido pouco conhecimento da situação a respeito da saúde de seus sistemas
de distribuição. Componentes inteligentes modernos, tais como infraestrutura de medição
avançada e sistemas de automação da distribuição ainda fazem muito pouco, ou quase
nada, para detectar anomalias no alimentador ou avaliar sua saúde.
Em (WISCHKAEMPER et al., 2014; WISCHKAEMPER et al., 2015), é apresen-
tada uma nova tecnologia, conhecida como AFD (Antecipação de Falta na Distribuição),
que funciona através da obtenção de registros de formas de onda de alta-fidelidade junto
aos transformadores para instrumentos (transformadores de corrente e de potencial), tipi-
camente instalados na subestação principal dos alimentadores, e aplicando análises sofis-
ticadas para esses sinais de corrente e tensão. Fazendo isso sem configuração complicada e
sem a necessidade de comunicação com dispositivos de linha à jusante, o sistema é capaz
de detectar falhas incipientes, faltas e outras operações incorretas na rede, proporcio-
nando, assim, consciência situacional da rede, assim como uma manutenção baseada em
indicadores específicos.
2.3 Metodologia Proposta
Através do aproveitamento das oscilografias provenientes dos ativos de uma con-
cessionária de energia elétrica, como por exemplo, os relés de proteção e infraestrutura de
comunicação, pode-se analisar, por diferentes técnicas e ferramentas matemáticas, o com-
portamento das tensões e correntes gravadas em campo, possibilitando a caracterização
de anormalidades nas redes elétricas.
Para obter informações relevantes que permitam identificar tais distúrbios, é ne-
cessário resolver alguns problemas prévios a partir de uma metodologia automática que
envolve: pré-processamento dos sinais de corrente e tensão (filtragem, eliminação de er-
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ros, dentre outros), segmentação, extração das características, aplicação de indicadores
e classificação dos padrões. A Figura 3 apresenta o diagrama de blocos proposto nessa
dissertação para solucionar o problema anteriormente mencionado.
Figura 3 – Diagrama de Blocos da Visão Geral da Solução.
O diagrama de blocos da Figura 3 representa um sistema de detecção preditiva
automático de faltas seguindo uma sequência de 5 blocos, que se inicia da composição
sistemática do BD (Banco de Dados) (bloco 1).
Desde o início do processo, é possível separar as formas de onda geradas por er-
ros de medição, má gestão de dados e mesmo erros humanos no momento de configurar
o dispositivo de coleta de dados e conectá-lo na rede. Estes erros são etiquetados dire-
tamente no banco de dados, função principal de mineração desenvolvida pelo bloco 1.
Consequentemente, as oscilografias consideradas boas são segmentadas pelo bloco 2, per-
mitindo separar os segmentos transitórios e não transitórios. A partir destas informações,
no bloco 3, são extraídas as características dos sinais de corrente e tensão. Os blocos 4 e
5 se encarregam de classificar os distúrbios e relacioná-los a uma provável causa atribuída
pelo banco de dados de ocorrências.
A metodologia desenvolvida permite detectar, também, distúrbios que afetam a
QEE (Qualidade de Energia Elétrica) mesmo para um monitoramento contínuo, como
uma aplicação em tempo real.
Na sequência, é apresentada uma descrição de cada um dos blocos da Figura 3.
As características do SEP (Sistema Elétrico de Potência), do relé de proteção micropro-
cessado e das oscilografias do banco de dados estão no ANEXO A.
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2.3.1 Bloco 1: Pré-processamento
Neste bloco, são processadas as oscilografias provenientes de um banco de dados
de sinais reais.
Um programa de aplicação dedicado instalado junto à subestação capta os sinais
de corrente e tensão dos canais analógicos armazenados nos relés de proteção micropro-
cessados (modelos SEL-751/751A) e os transfere para um concentrador de dados. Depois,
através de um servidor, os dados são disponibilizados para futuras aplicações de interesse
da empresa.
Vale ressaltar que os relés de proteção possuem capacidade de armazenamento
limitada, justamente por não serem oscilógrafos dedicados, ou seja, a função de oscilografia
é apenas um acessório do equipamento para que a equipe de operação possa visualizar os
triggers de coleta automática, devido a alguma ocorrência de falta.
Em um primeiro momento, para viabilizar a chamada “Campanha de Medição”
da concessionária, foram desenvolvidos softwares para a coleta e armazenamento das os-
cilografias provenientes dos relés, seguindo a estrutura da arquitetura de comunicação
apresentada na Figura 4, que mostra um exemplo de aplicação em uma das subestações
(Subestação Xavantes) que conta com 04 alimentadores de distribuição.
Figura 4 – Arquitetura de Comunicação para Coleta de Dados do Bloco 1.
Assim, o software força um trigger manual a cada 5 minutos para o relé associ-
ado a um alimentador e a oscilografia fica armazenada, temporariamente, no dispositivo,
juntamente com eventuais registros de perturbação intercalados entre estas amostras,
para posterior coleta e armazenamento definitivo em um servidor. Os registros de faltas
intrínsecos ao relé de proteção não são afetados por este esquema.
Estes sinais são armazenados de tal forma que é feita uma limpeza de dados, com
remoção de redundâncias e em outros casos com a verificação correta da quantidade de
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canais de oscilografias. Dos 15 canais analógicos do relé, somente 3 canais de tensão e 3 de
corrente foram usados neste trabalho, sendo que a ausência de um canal ou uma medição
duvidosa sujeita a erros é desconsiderada e eliminada do Banco de Dados (BD).
Além disso, são verificados aspectos inerentes às formas de onda de sinais reais
coletados em campo como: remoção de ruído, remoção de nível DC (Direct Current) e a
possibilidade de reamostragem. Mas estes aspectos não foram avaliados dadas as caracte-
rísticas construtivas e funcionais do próprio relé de proteção com relação ao processamento
e armazenamento dos dados. Atualmente, um dos critérios mais relevantes para que even-
tos sejam classificados corretamente é que a Relação Sinal-Ruído (RSR) dos sinais seja
maior do que 20 dB (XU, 2011), a qual foi sempre satisfeita nas medições deste trabalho.
Durante o tratamento do dados, foram feitas tentativas de correlação dos eventos
de faltas com as planilhas de Ocorrência de Emergência (OE), fornecidas pelo COD/COS,
que lista as possíveis causas dos eventos associadas na maior parte das vezes à reclamação
de consumidores do que pelo empenho da concessionária em tentar investigar a provável
causa do defeito que gerou o evento. Para isto, foi necessário desenvolver planilhas que
tentam estabelecer, para cada circuito, a correlação entre ocorrências e oscilografias por
meio da coincidência de datas (ano/mês/dia/hora/minutos/segundos/milissegundos).
As Figuras 5, 6, 7 e 8 mostram o mapeamento no período de 01 a 31/08/2016
para os alimentadores da Subestação Xavantes (XAV_C01, XAV_C02, XAV_C03 e
XAV_C04). Quando existe o evento e não é encontrada uma correspondência de ocor-
rência, coloca-se “s/o” (sem ocorrência). Quando existe a ocorrência e não é encontrada
uma correspondência de evento, coloca-se “s/e” (sem evento). As colunas destacadas em
“amarelo” são informações do evento e as colunas em “azul” são informações da ocorrên-
cia.
Figura 5 – Mapeamento de Evento e OE - Alimentador XAV_C01.
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Figura 6 – Mapeamento de Evento e OE - Alimentador XAV_C02.
Figura 7 – Mapeamento de Evento e OE - Alimentador XAV_C03.
Figura 8 – Mapeamento de Evento e OE - Alimentador XAV_C04.
As causas ocorridas durante o período de coleta da campanha de medição estão
resumidas na Figura 9, com a indicação do circuito e a respectiva quantidade de ocorrên-
cias.
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Figura 9 – Possíveis Causas de Eventos, Circuitos e Quantidades.
Pode-se notar que as causas indicadas como Não especificada e Árvore na Rede
aparecem em maior quantidade. A primeira não se encaixa em nenhuma das causas mais
comuns e os eventos são possivelmente causados por falhas internas na rede ou simples-
mente por faltas que se auto-extinguiram e não foi possível encontrar evidência alguma.
Já a segunda, caracterizada como causa externa, é coerente com as faltas mais comuns
ocorridas em linhas aéreas, mas os demais eventos externos também merecem importância.
2.3.2 Bloco 2: Segmentação
Após o processamento dos registros de oscilografia no BD, o bloco de segmentação
é de fundamental importância para definir como os dados serão utilizados, ou seja, se
todo o registro será processado de uma vez ou se a análise será feita em partes, através da
segmentação do sinal, já que é possível separar os estágios transitórios dos não transitórios.
Sabendo-se que as oscilografias apresentavam baixa resolução e curta duração,
procurou-se fazer uso de todo o registro para a extração de características dos sinais e,
em alguns casos, somente para o primeiro ciclo de frequência fundamental do registro são
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analisados os fasores (módulo e fase).
2.3.3 Bloco 3: Extração de Características
Feita a segmentação, a próxima etapa é a extração de características em cada
segmento cuja função é reduzir a quantidade de dados a serem utilizados para avaliar,
automaticamente ou não, uma determinada ocorrência.
Para isto, foram utilizados diferentes indicadores que se baseiam nos valores efi-
cazes, conteúdo harmônico, componentes simétricas e coeficientes da decomposição via
teoria wavelet.
2.3.4 Bloco 4: Tomada de Decisões
Esta etapa consiste em analisar efetivamente os dados resultantes da etapa de
extração de características para se obter uma conclusão a respeito da sua ocorrência.
São feitas tentativas para o estabelecimento de limiares sobre os valores dos indi-
cadores propostos no bloco 3 para que sintetizem situações de alerta ao operador da rede,
caso algum sintoma esteja fora do normal.
Os distúrbios na rede podem ser detectados de diferentes formas, como por exem-
plo, quando um limiar pré-estabelecido é ultrapassado, como se apresenta na seguinte
Equação (2.1):
0, 9𝑉𝑛 ≤ 𝑉𝑚𝑒𝑑 ≤ 1, 1𝑉𝑛 (2.1)
Onde 𝑉𝑚𝑒𝑑 e 𝑉𝑛 são a tensão eficaz medida e a nominal de operação, respectiva-
mente.
2.3.5 Bloco 5: Resultados
As informações provenientes da etapa de tomada de decisões devem ser armaze-
nadas em um banco de dados para que sejam feitas comparações com outras situações
semelhantes e posterior padronização de assinaturas elétricas de determinados distúrbios
no sistema.
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3 Algoritmo de Detecção Preditiva
Este capítulo contém a especificação dos algoritmos desenvolvidos, incluindo as
definições dos indicadores de detecção preditiva propostos e o mecanismo para a identifi-
cação/visualização de uma anomalia que poderá resultar numa falha.
Dessa forma, pode-se instalar, na concessionária de energia elétrica, uma moni-
toração e identificação dos indicadores em tempo real, em uma versão ainda sem para-
metrização a priori, para validar o mecanismo definido e também possibilitar os ajustes
necessários. Os demais controles, mecanismos de configuração e ajustes farão parte do
sistema final.
3.1 Especificação dos Indicadores
A abordagem inicial proposta é a monitoração baseada em indicadores que podem
ser extraídos a partir dos dados de oscilografia, possibilitando identificar, de forma precoce,
situações de comprometimento da qualidade e de possíveis falhas incipientes.
A partir dos dados de oscilografia, são realizados vários cálculos com a aplicação de
técnicas tais como TWD e TRF, seguindo a fundamentação teórica exposta nos ANEXOS
B e C, respectivamente, gerando, então, os indicadores que são a base para o mecanismo
de identificação de anomalias.
Tais indicadores devem ser analisados considerando-se a eficácia, a aplicabilidade
e a complexidade, através da mineração dos dados coletados.
A seguir, é apresentada a especificação dos algoritmos, incluindo a definição de
cada indicador e o mecanismo para a detecção e formas de visualização da anomalia que
poderá resultar em uma falha.
3.2 Especificação do Algoritmo
O algoritmo de detecção preditiva desenvolvido segue o seguinte fluxograma:
• Passo 1: Definição dos Indicadores de Detecção Preditiva
Especifica possíveis indicadores e formas de aplicação para a extração de caracterís-
ticas mais relevantes dos sinais por meio das técnicas da Transformada de Fourier,
da Teoria Wavelet e do valor eficaz.
• Passo 2: Aplicação dos Indicadores
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Destina-se a avaliar o desempenho dos indicadores por meio de estudos de caso para
a definição de limiares e sua perspectiva dentro da análise preditiva.
• Passo 3: Validação dos Indicadores
Se os indicadores não correspondem a um distúrbio, fim!
• Passo 4: Armazenamento dos Indicadores
Senão, armazene os parâmetros relevantes para caracterização de uma assinatura
elétrica do evento e formação de banco de dados.
• Passo 5: Alerta e Sinalização
Sinalização ao operador da rede de algum sintoma encontrado para que sejam to-
madas as devidas providências.
3.3 Indicadores Harmônicos
Conhecidos os valores das tensões e correntes presentes no sistema, utilizam-se de
procedimentos quantitativos para expressar a influência do conteúdo harmônico em uma
forma de onda usando o algoritmo de Fourier em um ciclo de frequência fundamental.
Para o cálculo destes indicadores, foram utilizadas as amostras de primeiro ciclo
da oscilografia (32 amostras no caso do relé SEL-751 e 16 amostras para o SEL-751A),
por considerar-se que no caso do registro manual os demais ciclos variam muito pouco e
no caso do registro de perturbação o primeiro ciclo está na zona de pré-falta.
Alguns dos indicadores mais utilizados são a “Distorção Harmônica Total” e a
“Distorção Harmônica Individual”, tanto para sinais de tensões como para correntes e
outros, considerados como indicadores auxiliares, mensuram o conteúdo harmônico par,
ímpar ou múltiplo de 3 segundo as regulamentações do PRODIST (Procedimentos de
Distribuição de Energia Elétrica no Sistema Elétrico Nacional) (PRODIST, 2017).
3.3.1 Distorção Harmônica Individual de Tensão
A Distorção Harmônica Individual de Tensão (𝐷𝐼𝑇ℎ%) é calculada por meio da
expressão (3.1):
𝐷𝐼𝑇ℎ% =
𝑉ℎ
𝑉1
× 100 (3.1)
onde:
𝑉ℎ é o módulo da tensão de ordem ℎ;
𝑉1 é o módulo da tensão de ordem 1 (componente fundamental de 60 Hz);
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ℎ é a ordem harmônica individual, sendo ℎ = 2 até ℎ = 16 para oscilografias de
32 amostras/ciclo e ℎ = 2 até ℎ = 8 para oscilografias de 16 amostras/ciclo.
A Tabela 2 mostra a lista dos indicadores possíveis.
Tabela 2 – Indicadores da Distorção Harmônica Individual de Tensão.
𝐷𝐼𝑇ℎ%
DIT2_VA DIT2_VB DIT2_VC
DIT3_VA DIT3_VB DIT3_VC
DIT4_VA DIT4_VB DIT4_VC
DIT5_VA DIT5_VB DIT5_VC
DIT6_VA DIT6_VB DIT6_VC
DIT7_VA DIT7_VB DIT7_VC
DIT8_VA DIT8_VB DIT8_VC
DIT9_VA DIT9_VB DIT9_VC
DIT10_VA DIT10_VB DIT10_VC
DIT11_VA DIT11_VB DIT11_VC
DIT12_VA DIT12_VB DIT12_VC
DIT13_VA DIT13_VB DIT13_VC
DIT14_VA DIT14_VB DIT14_VC
DIT15_VA DIT15_VB DIT15_VC
DIT16_VA DIT16_VB DIT16_VC
3.3.2 Distorção Harmônica Total de Tensão
A Distorção Harmônica Total de Tensão (𝐷𝑇𝑇%) é obtida através da expressão
(3.2):
𝐷𝑇𝑇% =
√︁∑︀ℎ𝑚𝑎𝑥
ℎ=2 𝑉
2
ℎ
𝑉1
× 100 (3.2)
onde ℎ são todas as ordens harmônicas de 2 até ℎ𝑚𝑎𝑥, sendo ℎ𝑚𝑎𝑥 = 16 para
oscilografias de 32 amostras/ciclo e ℎ𝑚𝑎𝑥 = 8 para oscilografias de 16 amostras/ciclo.
A Tabela 3 mostra a lista dos indicadores possíveis.
Tabela 3 – Indicadores da Distorção Harmônica Total de Tensão.
𝐷𝑇𝑇%
DTT_VA DTT_VB DTT_VC
Capítulo 3. Algoritmo de Detecção Preditiva 36
3.3.3 Distorção Harmônica Total de Tensão Par
A Distorção Harmônica Total de Tensão Par (𝐷𝑇𝑇𝑝%) é calculada através da
expressão (3.3):
𝐷𝑇𝑇𝑝% =
√︁∑︀ℎ𝑝
ℎ=2 𝑉
2
ℎ
𝑉1
× 100 (3.3)
onde:
ℎ são todas as ordens harmônicas pares, não múltiplas de 3, sendo ℎ = {2, 4, 8, 10, 14, 16}
para oscilografias de 32 amostras/ciclo e ℎ = {2, 4, 8} para oscilografias de 16 amos-
tras/ciclo;
ℎ𝑝 é a máxima ordem harmônica par, não múltipla de 3, sendo ℎ𝑝 = 16 para 32
amostras/ciclo e ℎ𝑝 = 8 para 16 amostras/ciclo.
A Tabela 4 mostra a lista dos indicadores possíveis.
Tabela 4 – Indicadores da Distorção Harmônica Total de Tensão Par.
𝐷𝑇𝑇𝑝%
DTTp_VA DTTp_VB DTTp_VC
3.3.4 Distorção Harmônica Total de Tensão Ímpar
A Distorção Harmônica Total de Tensão Ímpar (𝐷𝑇𝑇𝑖%) é calculada por meio da
expressão (3.4):
𝐷𝑇𝑇𝑖% =
√︁∑︀ℎ𝑖
ℎ=5 𝑉
2
ℎ
𝑉1
× 100 (3.4)
onde:
ℎ são todas as ordens harmônicas ímpares, não múltiplas de 3, sendo ℎ = {5, 7, 11, 13}
para oscilografias de 32 amostras/ciclo e ℎ = {5, 7} para oscilografias de 16 amostras/ciclo;
ℎ𝑖 é a máxima ordem harmônica ímpar, não múltipla de 3, sendo ℎ𝑖 = 13 para 32
amostras/ciclo e ℎ𝑖 = 7 para 16 amostras/ciclo.
A Tabela 5 mostra a lista dos indicadores possíveis.
Tabela 5 – Indicadores da Distorção Harmônica Total de Tensão Ímpar.
𝐷𝑇𝑇𝑖%
DTTi_VA DTTi_VB DTTi_VC
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3.3.5 Distorção Harmônica Total de Tensão Múltiplo de 3
A Distorção Harmônica Total de Tensão Múltiplo de 3 (𝐷𝑇𝑇3%) é calculada por
meio da expressão (3.5):
𝐷𝑇𝑇3% =
√︁∑︀ℎ3
ℎ=3 𝑉
2
ℎ
𝑉1
× 100 (3.5)
onde:
ℎ são todas as ordens harmônicas múltiplas de 3, sendo ℎ = {3, 6, 9, 12, 15} para
32 amostras/ciclo e ℎ = {3, 6} para 16 amostras/ciclo;
ℎ3 é a máxima ordem harmônica múltipla de 3, sendo ℎ3 = 15 para 32 amos-
tras/ciclo e ℎ3 = 6 para 16 amostras/ciclo.
A Tabela 6 mostra a lista dos indicadores possíveis.
Tabela 6 – Indicadores da Distorção Harmônica Total de Tensão Múltiplo de 3.
𝐷𝑇𝑇3%
DTT3_VA DTT3_VB DTT3_VC
3.3.6 Fator de Desequilíbrio de Tensões
O Fator de Desequilíbrio de Tensões (𝐹𝐷_𝑇%) é calculado conforme as expressões
(3.6) e (3.7):
𝐹𝐷_𝑇% =
⎯⎸⎸⎷1−√3− 6𝛽𝑣
1 +
√
3− 6𝛽𝑣 × 100 (3.6)
onde
𝛽𝑣 =
𝑉 4𝑎𝑏 + 𝑉 4𝑏𝑐 + 𝑉 4𝑐𝑎
(𝑉 2𝑎𝑏 + 𝑉 2𝑏𝑐 + 𝑉 2𝑐𝑎)2
(3.7)
sendo 𝑉𝑎𝑏, 𝑉𝑏𝑐 e 𝑉𝑐𝑎 os módulos das tensões de linha.
3.3.7 Distorção Harmônica Individual de Corrente
A Distorção Harmônica Individual de Corrente (𝐷𝐼𝐼ℎ%) é calculada através da
expressão (3.8):
𝐷𝐼𝐼ℎ% =
𝐼ℎ
𝐼1
× 100 (3.8)
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onde:
𝐼ℎ é o módulo da corrente de ordem ℎ;
𝐼1 é o módulo da corrente de ordem 1;
ℎ é a ordem harmônica individual, sendo ℎ = 2 até ℎ = 16 para oscilografias de
32 amostras/ciclo e ℎ = 2 até ℎ = 8 para oscilografias de 16 amostras/ciclo.
A Tabela 7 mostra a lista dos indicadores possíveis.
Tabela 7 – Indicadores da Distorção Harmônica Individual de Corrente.
𝐷𝐼𝐼ℎ%
DII2_IA DII2_IB DII2_IC
DII3_IA DII3_IB DII3_IC
DII4_IA DII4_IB DII4_IC
DII5_IA DII5_IB DII5_IC
DII6_IA DII6_IB DII6_IC
DII7_IA DII7_IB DII7_IC
DII8_IA DII8_IB DII8_IC
DII9_IA DII9_IB DII9_IC
DII10_IA DII10_IB DII10_IC
DII11_IA DII11_IB DII11_IC
DII12_IA DII12_IB DII12_IC
DII13_IA DII13_IB DII13_IC
DII14_IA DII14_IB DII14_IC
DII15_IA DII15_IB DII15_IC
DII16_IA DII16_IB DII16_IC
3.3.8 Distorção Harmônica Total de Corrente
A Distorção Harmônica Total de Corrente (𝐷𝑇𝐼%) é calculada via expressão (3.9):
𝐷𝑇𝐼% =
√︁∑︀ℎ𝑚𝑎𝑥
ℎ=2 𝐼
2
ℎ
𝐼1
× 100 (3.9)
onde ℎ são todas as ordens harmônicas de 2 até ℎ𝑚𝑎𝑥, sendo ℎ𝑚𝑎𝑥 = 16 para
oscilografias de 32 amostras/ciclo e ℎ𝑚𝑎𝑥 = 8 para oscilografias de 16 amostras/ciclo.
A Tabela 8 mostra a lista dos indicadores possíveis.
Tabela 8 – Indicadores da Distorção Harmônica Total de Corrente.
𝐷𝑇𝐼%
DTI_IA DTI_IB DTI_IC
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3.3.9 Distorção Harmônica Total de Corrente Par
A Distorção Harmônica Total de Corrente Par (𝐷𝑇𝐼𝑝%) é calculada via expressão
(3.10):
𝐷𝑇𝐼𝑝% =
√︁∑︀ℎ𝑝
ℎ=2 𝐼
2
ℎ
𝐼1
× 100 (3.10)
onde:
ℎ são todas as ordens harmônicas pares, não múltiplas de 3, sendo ℎ = {2, 4, 8, 10, 14, 16}
para oscilografias de 32 amostras/ciclo e ℎ = {2, 4, 8} para oscilografias de 16 amos-
tras/ciclo;
ℎ𝑝 é a máxima ordem harmônica par, não múltipla de 3, sendo ℎ𝑝 = 16 para 32
amostras/ciclo e ℎ𝑝 = 8 para 16 amostras/ciclo.
A Tabela 9 mostra a lista dos indicadores possíveis.
Tabela 9 – Indicadores da Distorção Harmônica Total de Corrente Par.
𝐷𝑇𝐼𝑝%
DTIp_IA DTIp_IB DTIp_IC
3.3.10 Distorção Harmônica Total de Corrente Ímpar
A Distorção Harmônica Total de Corrente Ímpar (𝐷𝑇𝐼𝑖%) é calculada por meio
da expressão (3.11):
𝐷𝑇𝐼𝑖% =
√︁∑︀ℎ𝑖
ℎ=5 𝐼
2
ℎ
𝐼1
× 100 (3.11)
onde:
ℎ são todas as ordens harmônicas ímpares, não múltiplas de 3, sendo ℎ = {5, 7, 11, 13}
para oscilografias de 32 amostras/ciclo e ℎ = {5, 7} para oscilografias de 16 amostras/ciclo;
ℎ𝑖 é a máxima ordem harmônica ímpar, não múltipla de 3, sendo ℎ𝑖 = 13 para 32
amostras/ciclo e ℎ𝑖 = 7 para 16 amostras/ciclo.
A Tabela 10 mostra a lista dos indicadores possíveis.
Tabela 10 – Indicadores da Distorção Harmônica Total de Corrente Ímpar.
𝐷𝑇𝐼𝑖%
DTIi_IA DTIi_IB DTIi_IC
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3.3.11 Distorção Harmônica Total de Corrente Múltiplo de 3
A Distorção Harmônica Total de Corrente Múltiplo de 3 (𝐷𝑇𝐼3%) é calculada por
meio da expressão (3.12):
𝐷𝑇𝐼3% =
√︁∑︀ℎ3
ℎ=3 𝐼
2
ℎ
𝐼1
× 100 (3.12)
onde:
ℎ são todas as ordens harmônicas múltiplas de 3, sendo ℎ = {3, 6, 9, 12, 15} para
oscilografias de 32 amostras/ciclo e ℎ = {3, 6} para oscilografias de 16 amostras/ciclo;
ℎ3 é a máxima ordem harmônica múltipla de 3, sendo ℎ3 = 15 para 32 amos-
tras/ciclo e ℎ3 = 6 para 16 amostras/ciclo.
A Tabela 11 mostra a lista dos indicadores possíveis.
Tabela 11 – Indicadores da Distorção Harmônica Total de Corrente Múltiplo de 3.
𝐷𝑇𝐼3%
DTI3_IA DTI3_IB DTI3_IC
3.3.12 Fator de Desequilíbrio de Correntes
De forma similar ao cálculo do 𝐹𝐷_𝑇%, tem-se as expressões (3.13) e (3.14) para
o Fator de Desequilíbrio de Correntes (𝐹𝐷_𝐶%).
𝐹𝐷_𝐶% =
⎯⎸⎸⎷1−√3− 6𝛽𝑖
1 +
√
3− 6𝛽𝑖 × 100 (3.13)
onde:
𝛽𝑖 =
𝐼4𝑎 + 𝐼4𝑏 + 𝐼4𝑐
(𝐼2𝑎 + 𝐼2𝑏 + 𝐼2𝑐 )2
(3.14)
sendo 𝐼𝑎, 𝐼𝑏 e 𝐼𝑐 os módulos das correntes.
3.4 Indicadores de Energia
A “força de um sinal” (energia) pode ser representada pelo termo “tamanho de
um sinal” que pode ser determinado obtendo-se a área sob a curva descrita pela função
matemática que caracteriza o sinal, pois a área considera não somente a amplitude mas
também a sua duração. Entretanto, um sinal alternado possui amplitudes positivas e
negativas (semiciclos positivos e negativos), o que contribui para que o cálculo da área
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sob a curva resulte em valores que não reflitam corretamente a energia do sinal. Nesse
sentido, procede-se ao cálculo da área pelo quadrado da função, ou seja, para um sinal
contínuo 𝑥(𝑡), a respectiva energia (𝐸𝑥) no intervalo [𝑡1, 𝑡2] é definida pela expressão 3.15
(LATHI, 2005):
𝐸𝑥 =
∫︁ 𝑡2
𝑡1
𝑥(𝑡)2𝑑𝑡 (3.15)
A expressão 3.15 pode ser generalizada para um sinal complexo da seguinte forma
pela expressão 3.16:
𝐸𝑥 =
∫︁ 𝑡2
𝑡1
|𝑥(𝑡)|2𝑑𝑡 (3.16)
E para um sinal discreto pela expressão 3.17:
𝐸𝑥 =
∞∑︁
𝑛=−∞
|𝑥(𝑛)|2 (3.17)
3.4.1 Energia do Sinal
A Energia do Sinal (𝐸𝑠), definidos para sinais discretos, é dada pela expressão
3.18:
𝐸𝑠 =
𝑁∑︁
𝑛=1
𝑎2𝑛 (3.18)
onde:
𝑎𝑛 corresponde às amostras das oscilografias de corrente (𝐼𝑎, 𝐼𝑏 e 𝐼𝑐) ou tensão (𝑉𝑎,
𝑉𝑏 e 𝑉𝑐);
𝑁 é o número máximo de amostras, sendo 512 para 32 amostras/ciclo (32 × 16
ciclos) ou 256 para 16 amostras/ciclo (16× 16 ciclos).
A Tabela 12 mostra a lista dos indicadores possíveis.
Tabela 12 – Indicadores da Energia do Sinal.
𝐸𝑠
Es_IA Es_IB Es_IC
Es_VA Es_VB Es_VC
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3.4.2 Energia dos Coeficientes Wavelet
A Energia dos Coeficientes Wavelet com borda (𝐸𝑤) é definida como:
𝐸𝑤 =
𝑁𝑐𝐷1∑︁
𝑛=1
𝑐𝐷12𝑛 (3.19)
onde:
𝑐𝐷1𝑛 corresponde a cada coeficiente de detalhe da primeira decomposição da apli-
cação de TW (𝐼𝑎, 𝐼𝑏 e 𝐼𝑐 ou 𝑉𝑎, 𝑉𝑏 e 𝑉𝑐);
𝑁𝑐𝐷1 é o número máximo de coeficientes de detalhe da primeira decomposição
da TW, incluindo as bordas, sendo igual a 259 para 32 amostras/ciclo ou 131 para 16
amostras/ciclo.
A Tabela 13 mostra a lista dos indicadores possíveis.
Tabela 13 – Indicadores da Energia dos Coeficientes Wavelet.
𝐸𝑤
Ew_IA Ew_IB Ew_IC
Ew_VA Ew_VB Ew_VC
3.4.3 Relação de Energia dos Coeficientes Wavelet
A Relação de Energia dos Coeficientes Wavelet com borda (𝑅𝑒) é definida como:
𝑅𝑒 =
𝐸𝑤
𝐸𝑠
× 100 (3.20)
onde:
𝐸𝑤 é a energia dos coeficientes da primeira decomposição de detalhe da TW;
𝐸𝑠 é a energia do sinal original (𝐼𝑎, 𝐼𝑏 e 𝐼𝑐 ou 𝑉𝑎, 𝑉𝑏 e 𝑉𝑐).
A Tabela 14 mostra a lista dos indicadores possíveis.
Tabela 14 – Indicadores da Relação de Energia dos Coeficientes Wavelet.
𝑅𝑒
Re_IA Re_IB Re_IC
Re_VA Re_VB Re_VC
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3.5 Indicadores Característicos
3.5.1 Valor eficaz ou RMS
O valor eficaz ou RMS - do inglês, Root Mean Square - (𝑉𝑒𝑓𝑖𝑐𝑎𝑧 ou 𝑉𝑟𝑚𝑠) é calculada
pela expressão (3.21).
𝑉𝑒𝑓𝑖𝑐𝑎𝑧 =
√︁∑︀𝑁𝑐
𝑛=1 𝑎
2
𝑛
𝑁𝑐
(3.21)
onde:
𝑎𝑛 corresponde às amostras das oscilografia de tensão e corrente;
𝑁𝑐 é o número máximo de amostras por ciclo, sendo de 32 ou 16 amostras.
A Tabela 15 mostra a lista dos indicadores possíveis.
Tabela 15 – Indicadores do Valor eficaz ou RMS.
𝑉𝑒𝑓𝑖𝑐𝑎𝑧
Veficaz_IA Veficaz_IB Veficaz_IC
Veficaz_VA Veficaz_VB Veficaz_VC
3.5.2 Impedância, Resistência e Reatância
A Impedância complexa (𝑍) é obtida pela expressão (3.22).
𝑍 = 𝑉1
𝐼1
(3.22)
onde:
𝑉1 é o fasor da tensão fundamental e 𝐼1 é o fasor da corrente fundamental, ambos
por fase;
|𝑍| e ∠𝑍 são respectivamente o módulo e o ângulo da impedância (𝑍).
A Tabela 16 mostra a respectiva lista dos indicadores da impedância.
Tabela 16 – Indicadores da Impedância.
𝑍
Z_A Z_B Z_C
A Resistência (𝑅) é obtida pela expressão (3.23).
𝑅 = |𝑍|. cos
(︃
𝜋.
∠𝑍
180∘
)︃
(3.23)
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A Tabela 17 mostra a respectiva lista dos indicadores da resistência.
Tabela 17 – Indicadores da Resistência.
𝑅
R_A R_B R_C
Por fim, a Reatância (𝑋) é dada pela expressão (3.24).
𝑋 = |𝑍|. sin
(︃
𝜋.
∠𝑍
180∘
)︃
(3.24)
A Tabela 18 mostra a respectiva lista dos indicadores da reatância.
Tabela 18 – Indicadores da Reatância.
𝑋
X_A X_B X_C
3.5.3 Componentes de Sequência Positiva, Negativa e Zero
As componentes de sequência positiva, negativa e zero da tensão e corrente são
calculadas como indicado a seguir.
Sequência Positiva da Tensão (𝑆𝑃𝑇 ):
𝑆𝑃𝑇 = 13(𝑉𝑎1 + 𝑎𝑉𝑏1 + 𝑎
2𝑉𝑐1) (3.25)
onde:
𝑉𝑎1, 𝑉𝑏1 e 𝑉𝑐1 são os fasores das tensões fundamentais das três fases;
𝑎 é o número polar 1∠120∘ e 𝑎2 é o número polar 1∠− 120∘.
Sequência Positiva da Corrente (𝑆𝑃𝐶):
𝑆𝑃𝐶 = 13(𝐼𝑎1 + 𝑎𝐼𝑏1 + 𝑎
2𝐼𝑐1) (3.26)
onde: 𝐼𝑎1, 𝐼𝑏1 e 𝐼𝑐1 são os fasores das correntes fundamentais das três fases.
Sequência Negativa da Tensão (𝑆𝑁𝑇 ):
𝑆𝑁𝑇 = 13(𝑉𝑎1 + 𝑎
2𝑉𝑏1 + 𝑎𝑉𝑐1) (3.27)
Capítulo 3. Algoritmo de Detecção Preditiva 45
Sequência Negativa da Corrente (𝑆𝑁𝐶):
𝑆𝑁𝐶 = 13(𝐼𝑎1 + 𝑎
2𝐼𝑏1 + 𝑎𝐼𝑐1) (3.28)
Sequência Zero da Tensão (𝑆𝑍𝑇 ):
𝑆𝑍𝑇 = 13(𝑉𝑎1 + 𝑉𝑏1 + 𝑉𝑐1) (3.29)
Sequência Zero da Corrente (𝑆𝑍𝐶):
𝑆𝑍𝐶 = 13(𝐼𝑎1 + 𝐼𝑏1 + 𝐼𝑐1) (3.30)
A Tabela 19 mostra a respectiva lista dos indicadores das componentes de sequên-
cia.
Tabela 19 – Indicadores das Componentes de Sequência.
Componentes de Sequência
SP_T
SN_T
SZ_T
SP_C
SN_C
SZ_C
3.6 Quantidade de evento ER Trigger
Se um evento é causado por um incidente imprevisível tais como acidente ou des-
carga atmosférica, tal evento ocorrerá em uma taxa constante ou aleatória, ou nunca
mais irá ocorrer. De outro lado, se um evento é precursor de uma falta incipiente, então
tal evento irá ocorrer mais frequentemente e o tempo para a próxima ocorrência será
provavelmente mais curto. A tendência estatística de Laplace é uma simples e poderosa
ferramenta para distinguir entre eventos que ocorrem a uma taxa constante ou crescente
(KIM et al., 2004).
Considere a ocorrência de uma falta no tempo 𝑡𝑓 e que 𝑚 eventos tenham sido
observados sobre um intervalo de comprimento 𝑡𝑓 , onde a origem é tomada como tempo
zero (0). Os 𝑚 eventos totais são indistinguíveis, supostamente causados por faltas im-
previsíveis e incipientes, e seus tempos de chegada são tomados em 𝑇1, 𝑇2, ... , 𝑇𝑚 como
ilustra a Figura 10.
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Figura 10 – Ilustração dos Tempos de Chegada dos 𝑚 Eventos.
Então, o Teste Estatístico de Laplace é definido conforme (KIM et al., 2004) por:
𝑈𝐿 =
1
𝑚
·∑︀𝑚𝑖=1(𝑇𝑖 − 𝑡𝑓2 )
𝑡𝑓 ·
√︁
1
12·𝑚
(3.31)
O Teste Estatístico de Laplace tem uma interpretação muito simples. Sob a su-
posição de taxa de ocorrência constante, os tempos de chegada para a falta, isto é, 𝑇𝑖’s,
seriam uniformemente distribuídos sobre o intervalo (0,𝑡𝑓 ), ou espalhados aleatoriamente
ao redor do ponto médio do intervalo. Portanto, a média amostral dos 𝑇𝑖’s seria, apro-
ximadamente, igual a 𝑡𝑓/2 , e 𝑈𝐿 seria aproximadamente uma distribuição normal com
média 0 e variância 1.
Em geral, o teste de tendência de Laplace é muito útil para identificar qual parâ-
metro de evento tem uma tendência positiva para uma falha real. Uma vez que a maioria
das falhas de distribuição são devidas a uma falha incipiente do equipamento de distribui-
ção, o uso da estatística de teste de Laplace ajuda a decidir quais parâmetros monitorar
para uma manutenção preditiva da distribuição.
A quantidade de evento ER Trigger (𝑄𝐸𝑅𝑇 ) contabiliza a quantidade do evento
ER Trigger ocorrido por hora por meio da tendência estatística de Laplace.
3.7 Resumo dos Indicadores
Na Tabela 20, tem-se um resumo dos indicadores levantados e passíveis de serem
calculados, sendo indicado com X quando aplicável a uma determinada grandeza elétrica
e se está definido no PRODIST. A coluna Base indica a ferramenta matemática usada
para cálculo do indicador, sendo:
• ORI: somente dados originais de oscilografia;
• TRF: uso da Transformada Rápida de Fourier;
• TWD: uso da Transformada Wavelet Discreta.
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Tabela 20 – Resumo dos Indicadores Propostos.
Base Indicador Descrição 𝐼𝑎 𝐼𝑏 𝐼𝑐 𝑉𝑎 𝑉𝑏 𝑉𝑐 Fase A Fase B Fase C
Corrente
3 fases
Tensão
3 fases PRODIST
TRF 𝐷𝐼𝑇ℎ% Distorção Individual da Tensão X X X X
TRF 𝐷𝑇𝑇% Distorção Total da Tensão X X X X
TRF 𝐷𝑇𝑇𝑝% Distorção Tensão Pares X X X X
TRF 𝐷𝑇𝑇𝑖% Distorção Tensão Ímpares X X X X
TRF 𝐷𝑇𝑇3% Distorção Tensão Múltiplo de 3 X X X X
ORI 𝐹𝐷𝑇% Fator de Desequilíbrio da Tensão X X
TRF 𝐷𝐼𝐼ℎ% Distorção Individual da Corrente X X X
TRF 𝐷𝑇𝐼% Distorção Total da Corrente X X X
TRF 𝐷𝑇𝐼𝑝% Distorção Corrente Pares X X X
TRF 𝐷𝑇𝐼𝑖% Distorção Corrente Ímpares X X X
TRF 𝐷𝑇𝐼3% Distorção Corrente Múltiplo de 3 X X X
ORI 𝐹𝐷𝐶% Fator de Desequilíbrio da Corrente X
ORI 𝐸𝑠 Energia do Sinal X X X X X X
TWD 𝐸𝑤 Energia dos Coeficientes Wavelet X X X X X X
TWD 𝑅𝑒 Relação de Energia dos Coeficientes Wavelet X X X X X X
ORI 𝑉𝑟𝑚𝑠 Valor Eficaz X X X X X X
TRF |𝑍| Módulo da Impedância X X X
TRF ∠𝑍 Ângulo da Impedância X X X
TRF 𝑅 Resistência X X X
TRF 𝑋 Reatância X X X
TRF |𝑆𝑃 | Módulo da Sequência Positiva X X
TRF ∠𝑆𝑃 Ângulo da Sequência Positiva X X
TRF |𝑆𝑁 | Módulo da Sequência Negativa X X
TRF ∠𝑆𝑁 Ângulo da Sequência Negativa X X
TRF |𝑆𝑍| Módulo da Sequência Zero X X
TRF ∠𝑆𝑍 Ângulo da Sequência Zero X X
ORI 𝑄𝐸𝑅𝑇 Quantidade de Evento ER Trigger
Esses indicadores são obtidos para cada coleta de dados realizada a cada 5 minutos
no relé e armazenados em um banco de dados, juntamente com os dados das oscilografias
de origem.
O indicador QERT não está explicitamente ligado a uma grandeza elétrica espe-
cífica, pois é um contador do evento de perturbação ER Trigger por hora.
3.8 Escopo do Software
O software calcula os indicadores propostos na Tabela 20 e monitora um conjunto
definido dos mesmos da seguinte forma: caso algum indicador desse conjunto ultrapasse
um determinado limiar, tem-se a sinalização de uma anormalidade, que permanecerá ativa
até que o indicador volte a ficar abaixo do respectivo limiar, interrompendo-se a indicação
da anormalidade. E, dessa forma, tem-se o registro da data/hora do início e da data/hora
do fim da anormalidade e todos os registros de anormalidade devem ser armazenados,
gerando um histórico de anormalidades.
Do total de indicadores, pode-se selecionar um ou mais indicadores para gerar
notificação (essa é a situação padrão e da versão inicial do software), definindo-se, assim,
o conjunto de indicadores em monitoração.
Embora somente um conjunto definido de indicadores esteja em monitoração para
a geração da anormalidade, todos os indicadores serão calculados a cada coleta, sendo
possível a visualização desses indicadores, além da própria oscilografia de origem dos
mesmos.
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Para a monitoração, apenas as coletas periódicas (a cada 5 minutos) deverão ser
usadas, pois os registros de eventos de perturbação por si só já indicam alguma situação
de anormalidade de estado da rede ou resultado de atuação automática do relé, que na
monitoração não deve ser considerada. Somente o evento ER Trigger é uma exceção,
sendo usada a contagem da sua ocorrência.
Os limiares deverão ser calculados e pré-definidos, baseados no histórico de “funci-
onamento normal”. No entanto, deve ser permitido, ao operador do sistema, alterar esses
limites, caso julgue necessário, seja por uma situação de exceção ou de próprio ajuste,
sendo que esse limiar ajustado deverá prevalecer ao calculado. No entanto, na primeira
versão do software, os limites foram fixados, não sendo possível fazer o ajuste.
Quando identificada alguma anormalidade para um determinado alimentador, deve
ser mostrado o registro de anormalidade com uma indicação de alerta (com uma sinaliza-
ção em cor amarela, por exemplo). A partir do registro de anormalidade deve ser possível
visualizar os demais indicadores, de forma gráfica. A sugestão é mostrar os indicadores
calculados na forma de gráfico de linha de coletas recentes, como por exemplo, das últi-
mas 3 horas. A lista dessas coletas também deve ser mostrada, incluindo os eventos de
perturbação de forma destacada, a fim de permitir a visualização da oscilografia, a partir
de uma data/hora dessa lista.
A ideia dessa forma de visualização é permitir ao operador avaliar os vários indi-
cadores ao mesmo tempo, assim como a situação do alimentador naquele momento.
O estudo de caso apresentado no item 4.1, do dia 16/08/2016, sugere um esquema
de monitoração simples dos indicadores:
• Valor Eficaz de Corrente;
• Módulo da Sequência Positiva da Corrente;
• Módulo da Sequência Zero de Corrente;
Adicionalmente, o sistema fará a monitoração do indicador Quantidade do Evento
ER Trigger (𝑄𝐸𝑅𝑇 ), usando a tendência de estatística de Laplace (KIM et al., 2004),
baseado na quantidade de ER Trigger por hora, considerando uma janela de 𝑛 horas,
onde 𝑛 = 30 (como padrão), podendo ser ajustada futuramente via configuração.
3.8.1 Registro de Anormalidade
O registro de anormalidade deve conter os seguintes campos a serem preenchidos
pelo sistema:
• Circuito: identificação do circuito. Por exemplo: XAV_C01.
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• Data/hora de início da anormalidade: indica a data/hora da anormalidade
identificada pelo sistema. Por exemplo: 16/08/2016 10:22.
• Data/hora da volta à normalidade: indica a data/hora da volta à normalidade
identificada pelo sistema. Por exemplo: 16/08/2016 12:47.
• Duração (HH:MM): duração em HH:MM da anormalidade.
• Descrição: descrição da anormalidade. Por exemplo: Circuito aberto.
• Indicador: indicador que gerou a anormalidade. Por exemplo: Valor Eficaz da Cor-
rente.
• Limiar: limiar ultrapassado, como por exemplo < 10.
Adicionalmente, o registro deve conter os seguintes campos, a serem preenchidos
pelo operador do sistema:
• Causa da anormalidade: indica o código da causa da anormalidade. Este campo
deve mostrar um menu das possíveis causas, baseado nas principais causas de OE
associadas à MT (Média Tensão). No momento da geração da anormalidade o campo
fica “vazio”, indicando que não houve a definição da causa do problema.
• Informação adicional: campo texto livre, para preenchimento de informações adi-
cionais, tais como, fase envolvida, se houve ou não OE associada, ou até mesmo para
informar que não teve problema algum.
Estes dois últimos campos são importantes para a avaliação das anomalias geradas.
3.8.2 Definição dos Limiares dos Indicadores
3.8.2.1 Indicador Valor Eficaz
Para este indicador, adotou-se como limiar válido para todos os circuitos, o valor
eficaz 10 A, ou seja, caso a intensidade da corrente de linha seja inferior a 10 A, considera-
se que há uma anormalidade, caracterizando que o circuito está aberto (alimentador
desenergizado).
3.8.2.2 Indicador Módulo da Sequência Negativa de Corrente
Para este indicador, o limiar será o máximo valor de pico diário mais 20%, consi-
derando apenas os dias sem anormalidade nos últimos 𝑚 meses, com atualização mensal,
baseado no histórico. Para o presente estudo de caso adotou-se 𝑚 = 3.
Esse limiar deve ser definido por Subestação/Circuito.
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3.8.2.3 Indicador Módulo da Sequência Zero de Corrente
Para este indicador, adotou-se o mesmo procedimento descrito no item 3.8.2.2.
Esse limiar deve ser definido por Subestação/Circuito.
3.8.2.4 Indicador ER Trigger por Hora
No caso da tendência de Laplace também existe um limiar, que é sempre 2, ou seja,
caso o cálculo de Laplace seja maior que 2 é gerada uma notificação de anormalidade, e
quando o resultado do cálculo for menor que 2 tem-se a volta à normalidade. O valor maior
que 2 indica uma alteração no padrão de comportamento. Esse limiar é fixo, independe
do Subestação/Circuito.
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4 Aplicação do Algoritmo de Detecção Pre-
ditiva
Neste capítulo, é apresentada uma metodologia para estabelecer limiares para os
indicadores pela análise de alguns estudos de caso, usando os mecanismos para a identifi-
cação de anomalias que antecedem falhas ocorridas, possibilitando ajustes na metodologia
de detecção.
Para cada coleta de dados, o algoritmo proposto calcula todos os indicadores apre-
sentados no Capítulo 3, sendo possível a visualização da oscilografia de origem dos mesmos.
Somente 50 desses indicadores são aplicáveis ao modelo de relé SEL-751A, pelo fato de
possuir somente canais analógicos de corrente.
Entretanto, a critério do operador da rede, pode-se selecionar apenas um (ou mais)
indicador(es) para gerar a notificação, definindo-se, assim um conjunto de indicadores em
monitoração. E quando algum indicador desse conjunto ultrapassa um determinado limiar,
tem-se a sinalização de uma anormalidade, que permanecerá ativa até que o indicador
volte a ficar abaixo do respectivo limiar, interrompendo-se a indicação da anormalidade,
ficando registrada a data/hora tanto do início como do fim da anormalidade, de forma a
gerar-se um histórico de anormalidades.
Com base no histórico do assim denominado “funcionamento normal”, obtém-
se os respectivos limiares, mas com a possibilidade do operador alterá-los, caso julgue
necessário, seja por uma situação de exceção ou de ajuste.
Para a monitoração, apenas são processadas as coletas periódicas (a cada 5 min),
pois os registros de eventos de perturbação por si só já indicam alguma situação de
anormalidade da rede resultante de uma atuação automática do relé. Considera-se como
exceção apenas o evento ER Trigger, pois usa-se a contagem da sua ocorrência.
Quando identificada alguma anormalidade em um determinado alimentador, deve
ser mostrado o registro de anormalidade com uma indicação de alerta, sendo possível
visualizar os demais indicadores na forma de um gráfico de linha, das últimas coletas,
como por exemplo, das últimas 3 horas. A lista dessas coletas também deve ser mostrada,
incluindo os eventos de perturbação de forma destacada, a fim de permitir a visualização
da oscilografia, a partir de uma data/hora dessa lista.
A ideia dessa forma de visualização é permitir ao operador observar vários indi-
cadores ao mesmo tempo e, assim, avaliar a situação do alimentador naquele momento.
Essa visualização também estará disponível na forma de um histórico, ao selecionar uma
determinada data/hora e o período desejado de visualização.
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4.1 Estudo de Caso 1 - Circuito XAV_C01
Neste estudo de caso, registrado em 16/08/2016, teve-se a ocorrência de “circuito
aberto” no período das 10:22 às 11:37 no circuito XAV_C01. Nesse dia, não houve OE
que justificasse o ocorrido no circuito, porém OEs do circuito XAV_C04 indicaram que,
nesse dia, houve descarga atmosférica e queda de árvore e, possivelmente, chuva e vento
podem ter sido a causa fundamental da desenergização do circuito.
Para entendimento do raciocínio mostrado logo a seguir, apresenta-se, na Tabela
21, a lista dos possíveis eventos detectados pelos modelos de relés SEL-751 e SEL-751A
(SEL, 2015).
Tabela 21 – Tipos de Eventos Detectados pelos Relés SEL-751/751A.
Tipo de Evento Lógica do Evento
AG, BG, CG * Faltas fase-terra.
ABC * Faltas trifásicas.
AB, BC, CA * Faltas fase-fase.
ABG, BCG, CAG * Faltas fase-fase-terra.
ER Trigger Event Report.
* acrescenta-se T se algum trip de sobrecorrente ocorreu.
Este estudo de caso possibilitou mostrar as anormalidades que o sistema estaria
indicando nessa situação, visualizando-se os respectivos gráficos dos indicadores.
Antes deste evento, ocorreram alguns registros de eventos de perturbação, tais
como:
• 10:17:16 – ABC T ;
• 10:17:17 – CG
• 10:17:20 – CG T
• 10:18:08 – CG
• 10:18:11 – CG T
O presente estudo de caso é para dar uma ideia do que o sistema mostrará passo a
passo no tempo conforme resume a Figura 11, considerando a monitoração dos indicadores
sugeridos. Somente as anormalidades descritas como “Circuito aberto” e “Módulo da
Sequência Zero da Corrente Anormal” são detalhadas a seguir.
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Figura 11 – Resumo das Anormalidades do Estudo de Caso 1.
A Figura 12 lista os eventos das últimas 12 coletas em 16/08/2016 às 06:55.
Figura 12 – Lista de eventos das últimas 12 coletas em 16/08/2016 às 06:55.
Ao selecionar o evento ER Trigger, a oscilografia correspondente é a ilustrada na
Figura 13. Note que houve um curto na fase B e logo depois volta ao normal. No eixo
vertical, a amplitude da corrente está expressa na legenda em Amperes (A) e no eixo
horizontal, o tempo corresponde às 512 amostras discretas.
Figura 13 – Evento ER Trigger às 06:52:49.
A Figura 14 lista os eventos das últimas 12 coletas em 16/08/2016 às 07:05.
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Figura 14 – Lista de eventos das últimas 12 coletas em 16/08/2016 às 07:05.
Ao selecionar o segundo evento ER Trigger, a oscilografia correspondente é a ilus-
trada na Figura 15. Note que houve um curto nas fases A e C e ,logo depois, tem-se a
situação normal.
Figura 15 – Evento ER Trigger às 07:03:42.
A Figura 16 lista os eventos das últimas 12 coletas em 16/08/2016 às 10:22.
Figura 16 – Lista de eventos das últimas 12 coletas em 16/08/2016 às 10:22.
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Ao selecionar o evento ABC T às 10:17:16, a oscilografia correspondente é a da
Figura 17. Note que as fases A, B e C já estavam com situação de sobrecorrente, ocorrendo,
então, a abertura do circuito (com provável atuação automática do relé).
Figura 17 – Evento ABC T às 10:17:16.
Ao selecionar o segundo evento CG às 10:17:17, 1 segundo após o evento anterior,
a oscilografia correspondente é a da Figura 18. Note que o circuito estava aberto e houve o
fechamento do circuito (atuação do relé), sendo que as fases A e B aparentemente ficaram
normais, porém a fase C ainda permaneceu com sobrecorrente.
Figura 18 – Evento CG às 10:17:17.
Ao selecionar o evento seguinte, CG T às 10:17:20, 3 segundos após o evento
anterior, tem-se a oscilografia correspondente à Figura 19. Note que as fases A e C estavam
com sobrecorrente, ocorrendo a abertura do circuito (atuação do relé).
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Figura 19 – Evento CG T às 10:17:20.
Ao selecionar o evento seguinte CG às 10:18:08, 48 segundos após o evento anterior,
a oscilografia é a da Figura 20. Note que o circuito estava aberto, houve o fechamento do
circuito (atuação do relé), sendo que a fase B estava normal, porém as fases A e C com
sobrecorrente.
Figura 20 – Evento CG às 10:18:08.
Ao selecionar o evento seguinte CG T às 10:18:11, 3 segundos após o evento an-
terior, tem-se a oscilografia da Figura 21. Note que a fase C estava com sobrecorrente,
ocorrendo a abertura do circuito (atuação do relé).
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Figura 21 – Evento CG T às 10:18:11.
Ao selecionar a coleta com Trigger às 10:22:13, coleta periódica, a oscilografia é a
da Figura 22. Note que o circuito ficou aberto, sendo que a partir desse momento tem-se
o registro de anormalidade de circuito aberto, com início da anormalidade às 10:22, sendo
possível a visualização da notificação em tela correspondente, como ilustrado na Figura
23.
Figura 22 – Evento Trigger às 10:22:13.
Figura 23 – Exemplo dos Campos de Início de Anormalidade - Veficaz.
A Figura 24 lista os eventos das últimas 12 coletas em 16/08/2016 às 11:37.
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Figura 24 – Lista de eventos das últimas 12 coletas em 16/08/2016 às 11:37.
Ao selecionar o evento ABC às 11:37:49, tem-se a oscilografia da Figura 25. Note
que o circuito estava aberto, houve o fechamento do circuito (provável religação manual
pelo operador da rede) e então as fases A, B e C ficaram um pouco acima do normal.
Figura 25 – Evento ABC às 11:37:49.
A Figura 26 lista os eventos das últimas 12 coletas em 16/08/2016 às 11:42.
Figura 26 – Lista de eventos das últimas 12 coletas em 16/08/2016 às 11:42.
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Ao selecionar a coleta Trigger às 11:42:13, trigger manual logo após o evento ABC,
a oscilografia é a da Figura 27. Note que as fases A, B e C estabilizam, porém a corrente
na fase A está um pouco acima das demais.
Figura 27 – Evento Trigger às 11:42:13.
Nesse momento a anormalidade "circuito aberto"tem a sua volta à normalidade,
encerrando o registro iniciado às 10:22, como mostra a Figura 28.
Figura 28 – Exemplo dos Campos da Volta à Normalidade - Veficaz.
E a partir do monitoramento do indicador Sequencia Zero de Corrente (SZ_C) é
gerada uma anormalidade, com início às 11:42, sendo possível a visualização da notificação
em tela correspondente, como mostra a Figura 29.
Figura 29 – Exemplo dos Campos de Início de Anormalidade - SZ_C.
Além do registro de anormalidade, os seguintes gráficos de indicadores poderiam
ser visualizados, ao selecionar a anormalidade:
• Valor Eficaz de Corrente (Veficaz_IA, Veficaz_IB e Veficaz_IC);
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• Módulo da Sequência Zero de Corrente (SZ_C);
• Módulo da Sequência Positiva de Corrente (SP_C);
• Fator de Desequilíbrio de Correntes (FD_C);
• Distorção Harmônica Total de Corrente (DTI_IA, DTI_IB e DTI_IC);
• Módulo da Impedância das fases (Z_A, Z_B e Z_C).
Os gráficos seriam atualizados a cada coleta automática (5 minutos), considerando
uma janela das últimas 3 horas, sendo que os registros de eventos de perturbação podem
ser filtrados. Exemplos desses gráficos estão no item 4.1.1.
As visualizações desses gráficos permitem acompanhar o início da anormalidade
até a sua volta à normalidade. A Figura 30 mostra o encerramento do registro.
Figura 30 – Exemplo dos Campos da Volta à Normalidade - SZ_C.
4.1.1 Gráficos dos Indicadores
Os gráficos a seguir mostram o comportamento de alguns indicadores ao longo do
dia 16/08/2016 para o circuito XAV_C01.
No gráfico de Valor Eficaz de Corrente (Veficaz_IA, Veficaz_IB e Veficaz_IC),
foram filtradas as coletas em circuito aberto. Nota-se pela Figura 31, que a corrente
na fase A ficou instável após o fechamento do circuito às 11:37 e essa instabilidade é
explicitada nos indicadores SP_C, SZ_C e FD_C mostrados logo a seguir, nos quais
também foram filtradas as coletas em circuito aberto.
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Figura 31 – Valor Eficaz de Corrente a cada 5 min.
Note, pela Figura 32, que o indicador SZ_C mostrou um comportamento anormal
das 11:42 às 12:42 e, comparando visualmente com o gráfico da Figura 31, esse período de
anormalidade corresponde ao período em que o Valor Eficaz de Corrente na fase A ficou
instável, acima das correntes das demais fases (B e C ).
Figura 32 – Módulo da Sequência Zero de Corrente a cada 5 min.
Note pela Figura 33 que o indicador SP_C mostrou um comportamento anormal
das 14:32 às 22:07 e comparando visualmente com o gráfico da Figura 31, esse período de
anormalidade corresponde ao período em que o Valor Eficaz de Corrente na fase A ficou
instável, abaixo das correntes das demais fases (B e C ).
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Figura 33 – Módulo da Sequência Positiva de Corrente a cada 5 min.
Note, pela Figura 34, que o indicador FD_C mostrou um comportamento anormal
das 11:42 às 12:32 e das 14:32 às 22:07, sendo que ao compararmos visualmente com os
gráficos de SZ_C e SP_C, Figuras 32 e 33, respectivamente, o gráfico do FD_C mostra
a união dos gráficos anteriores, ficando mais evidente em relação ao SP_C do que para o
SZ_C.
Figura 34 – Fator de Desequilíbrio de Correntes a cada 5 min.
Outros gráficos a seguir mostram o comportamento dos indicadores: Módulo da
Sequência Negativa de Corrente (SN_C), Distorção Harmônica Total de Corrente (DTI),
Impedância (Z) e Resistência (R) das fases, nos quais também foram filtradas as coletas
em circuito aberto.
Note pela Figura 35 que o indicador SN_C está diretamente correlacionado com
a carga ou Valor Eficaz de Corrente como esperado para essa sequência. Os fasores giram
no sentido ACB pela observação das formas de onda, por isso para a sequência positiva
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espera-se algo perto de zero e para a sequência negativa perto da carga ou do Valor Eficaz
de Corrente.
Figura 35 – Módulo da Sequência Negativa de Corrente a cada 5 min.
Note pela Figura 36 que o indicador DTI mostra uma pequena alteração da cor-
rente na fase A das 18 às 19 horas no dia 16/08/2016, mas não é tão significativa. No dia
seguinte (17/08/2016) percebe-se ainda menos este fato.
Figura 36 – Distorção Harmônica Total de Corrente a cada 5 min.
As Figuras 37 e 38 indicam que os respectivos indicadores Impedância e Resistência
estão diretamente correlacionados e apresentam pequenas perturbações no mesmo período
da SP_C, das 14 às 22 horas.
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Figura 37 – Impedância das fases a cada 5 min.
Figura 38 – Resistência das fases a cada 5 min.
4.1.2 Quantidade de Evento ER Trigger
Neste estudo de caso, foram utilizados o indicador QERT (quantidade de ocorrên-
cias do evento ER Trigger por hora) e o gráfico de tendência de Laplace com uma janela
de 𝑛 horas, onde 𝑛 = 30 horas (sugestão inicial). O valor de 𝑛 pode ser ajustado ou até
mesmo parametrizado.
O evento ER Trigger corresponde a uma sinalização de alguma anormalidade
percebida pelo relé na sua monitoração interna e contínua, que ocorre em um período
muito curto de tempo, não abrindo o circuito. O aumento na taxa de ocorrência desse
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evento pode indicar de forma incipiente uma possível falha que, em geral, temos como
causa fundamental “Árvore na Rede”, devido a vento ou tempestade. Considera-se para
este propósito o intervalo de tempo, em horas, entre os eventos de ER Trigger.
No caso da tendência de Laplace, também existe um limiar, que é sempre 2, ou
seja, caso o cálculo de Laplace seja maior que 2 é gerada uma notificação de anormalidade,
e quando o resultado do cálculo for menor que 2 existe a volta à normalidade do indicador.
Outra abordagem, seria considerar a quantidade de ER Trigger por dia e a ten-
dência de Laplace usando uma janela de n dias, onde 𝑛 = 30 dias. A desvantagem dessa
abordagem é que a duração da anormalidade seria dias, ao invés de horas. As Figuras 39
e 40 ilustram essas diferenças.
A Figura 39 mostra o gráfico de Laplace considerando a quantidade de ER Trig-
ger por dia, usando uma janela de 30 dias, para o circuito XAV_C01 no período de
01/06/2016 a 31/08/2016. E a Figura 40 mostra o gráfico de Laplace para o indicador
QERT, para o circuito XAV_C01, usando uma janela de 𝑛 = 30 horas, no período de
10/08/2016 a 18/08/2016.
Figura 39 – Tendência de Laplace 1 – Quantidade de ER Trigger por dia.
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Figura 40 – Tendência de Laplace 2 – Quantidade de ER Trigger por hora ou 𝑄𝐸𝑅𝑇 .
Observe a diferença entre os gráficos. Na Figura 39, a primeira anormalidade seria
gerada em 11/08/2016 com duração até 15/08/2016 e uma segunda anormalidade seria
gerada em 16/08/2016 com duração até 31/08/2016. Na Figura 40, a primeira anormali-
dade seria gerada em 11/08/2016 às 20:00 e a volta à normalidade às 22:00 do mesmo dia,
e a segunda anormalidade seria gerada em 16/08/2016 às 07:00 e a volta à normalidade
às 22:00 do mesmo dia.
No dia 11/08/2016 não houve OE em XAV_C01 e no dia 16/08/2016 também
não houve OE em XAV_C01, porém teve a situação de circuito aberto conforme descrito
no item 4.1.
Na Figura 41, tem-se o gráfico de Laplace para o indicador QERT, para o circuito
XAV_C01 no período de 17/07/2016 a 24/07/2016. Note pelo gráfico que seria gerada
uma anormalidade no dia 18/07/2016 às 18:00 e a volta à normalidade às 22:00 do mesmo
dia. Essa anormalidade não seria detectada usando o gráfico de Laplace com a quantidade
de ER Trigger por dia.
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Figura 41 – Tendência de Laplace 3 – Quantidade de ER Trigger por hora ou 𝑄𝐸𝑅𝑇 .
No dia 18/07/2016 teve uma OE de “Pipa na Rede” às 17:06 e mais 3 OEs de
causa fundamental “Não Especificada” durante o período das 17:44 às 21:09.
Portanto, os gráficos apresentados comprovam que a granularidade horas ao invés
de dias é mais precisa.
4.1.3 Considerações sobre a Aplicação dos Indicadores
Este estudo de caso teve como objetivo definir um escopo inicial de monitora-
ção e detecção incipiente de anormalidade a partir dos dados de oscilografia coletados
periodicamente e dos eventos de perturbação ER Trigger.
Definiu-se, também, um conjunto de indicadores que podem ser monitorados e as
respectivas anomalias geradas. E os indicadores que geraram notificação deste estudo de
caso foram:
• Valor Eficaz de Corrente (IA_Veficaz, IB_Veficaz e IC_Veficaz);
• Módulo da Sequência Zero de Corrente (SZ_C);
• Módulo da Sequência Positiva de Corrente (SP_C).
Adicionalmente, a ocorrência do evento ER Trigger também foi monitorada atra-
vés do indicador QERT, usando o gráfico de tendência estatística de Laplace, que possi-
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velmente pode estar relacionada com a anormalidade de causa fundamental “Árvore na
Rede”.
Assim, as anomalias descritas até então foram:
• Circuito aberto;
• Sequência Zero de Corrente anormal;
• Sequência Positiva de Corrente anormal;
• Alta ocorrência de ER Trigger (possível incidência de árvore na rede).
4.2 Estudo de Caso 2 - Circuito XAV_C02
Este estudo de caso ocorreu em 04/10/2016. Neste dia, houve uma OE de “CON-
DUTOR MT PARTIDO” no circuito XAV_C02, com geração às 04:45 e conclusão às
07:50.
Essa falha provocou a atuação do relé, que pela monitoração do indicador Valor
Eficaz de Corrente seria sinalizada como anormalidade "circuito aberto"às 04:45 e volta à
normalidade às 06:25.
No entanto, antes da anormalidade "circuito aberto", houve uma instabilidade que
seria sinalizada como anormalidade às 00:30 e volta à normalidade às 01:10 através dos
indicadores:
• Módulo da Sequência Zero de Corrente (SZ_C);
• Módulo da Sequência Negativa de Corrente (SN_C).
Nesse mesmo dia, antes da anormalidade circuito aberto ocorreram também outros
registros de evento de perturbação, como mostrado na Figura 42.
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Figura 42 – Lista de Eventos de Perturbação do Estudo de Caso 2.
Cada um desses registros de oscilografia de perturbação pode ser visualizado, como
exemplificado nas Figuras 43, 44 e 45.
Na Figura 43, tem-se as formas de onda das correntes nas três fases, constatando-se
que nas fases B e C ocorreu curto-circuito com duração de 2 ciclos.
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Figura 43 – Evento BC às 00:27:41.
Devido à coleta automática de oscilografias a cada 5 minutos, tem-se na Figura 44
uma das coletas de trigger manual, evidenciando que a magnitude da corrente na fase C
estava aproximadamente 40% acima dos valores das correntes nas outras fases.
Figura 44 – Evento Trigger às 00:30:03.
E na Figura 45 tem-se transitoriamente, uma elevação da intensidade da corrente
na fase C muito acima do normal.
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Figura 45 – Evento CG às 00:35:02.
Além do registro de anormalidade e das oscilografias, os seguintes gráficos de in-
dicadores podem ser visualizados:
• Valor Eficaz de Corrente (Veficaz_IA, Veficaz_IB e Veficaz_IC);
• Valor Eficaz de Tensão (Veficaz_VA, Veficaz_VB e Veficaz_VC), se houver;
• Módulo da Sequência Zero de Corrente (SZ_C);
• Módulo da Sequência Negativa de Corrente (SN_C);
• Fator de Desequilíbrio de Correntes (FD_C);
• Distorção Harmônica Total de Corrente (DTI_IA, DTI_IB e DTI_IC).
Esses gráficos atualizados a cada coleta automática, considerando uma janela das
últimas 3 horas, são exemplificados no item 4.2.1. As visualizações desses gráficos permi-
tem acompanhar a anormalidade até a sua volta à normalidade.
4.2.1 Gráficos dos Indicadores
No gráfico da Figura 46 estão ilustrados os indicadores: Valor Eficaz de Corrente,
Módulo da Sequência Zero de Corrente, Módulo da Sequência Negativa de Corrente e
Fator de Desequilíbrio de Correntes.
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Figura 46 – 04/10/2016 - Veficaz_IA, Veficaz_IB, Veficaz_IC, SZ_C, SN_C e FD_C.
Os gráficos das Figuras 47, 48, 49 e 50 mostram o comportamento desses indica-
dores, separadamente, ao longo do dia 04/10/2016 para o circuito XAV_C02.
No gráfico da Figura 47, Valor Eficaz de Corrente (Veficaz_IA, Veficaz_IB e Ve-
ficaz_IC), nota-se que a corrente na fase C apresentou uma carga anormal significativa
das 00:40 às 01:10 e depois houve a abertura do circuito (circuito aberto) das 04:45 até as
06:25. Essa instabilidade é também explicitada pelos indicadores SZ_C, SN_C e FD_C
detalhados nos gráficos das Figuras 48, 49 e 50, nos quais não foram filtradas as coletas
em circuito aberto.
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Figura 47 – 04/10/2016 - Veficaz_IA, Veficaz_IB e Veficaz_IC.
No gráfico da Figura 48, o indicador Módulo da Sequência Zero de Corrente
(SZ_C) apresentou um comportamento anormal às 00:30 com retorno à normalidade
às 01:10.
Figura 48 – 04/10/2016 – Sequência Zero de Corrente.
No gráfico da Figura 49, o indicador Módulo da Sequência Negativa de Corrente
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(SN_C) também apresentou um comportamento anormal às 00:30 e com retorno à nor-
malidade às 01:10.
Figura 49 – 04/10/2016 – Sequência Negativa de Corrente.
No gráfico da Figura 50, o indicador Fator de Desequilíbrio de Correntes (FD_C)
teve um comportamento anormal às 00:10 com retorno à normalidade a 01:10, tendo
apresentado uma instabilidade no período do circuito aberto, o que evidencia a necessidade
da filtragem do cálculo em circuito aberto.
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Figura 50 – 04/10/2016 – Fator de Desequilíbrio de Correntes.
Os gráficos das Figuras 51 e 52 mostram o comportamento de outros indicadores:
Valor Eficaz de Tensão e Distorção Harmônica Total de Corrente, para os quais também
não foram filtradas as coletas em circuito aberto.
No gráfico da Figura 51, Valor Eficaz de Tensão, nota-se que não houve alteração
significativa neste indicador e no gráfico da Figura 52, Distorção Harmônica Total de
Corrente (DTI), nota-se que esse indicador só apresenta alteração no período do circuito
aberto. Portanto, mais uma vez evidencia-se a necessidade de filtrar o cálculo em circuito
aberto.
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Figura 51 – 04/10/2016 – Valor Eficaz de Tensão.
Figura 52 – 04/10/2016 – Distorção Harmônica Total de Corrente.
4.2.2 Considerações sobre a Aplicação dos Indicadores
Este estudo de caso teve como objetivo ilustrar o uso e também propor uma
metodologia para a definição de limiares dos indicadores:
• Módulo da Sequência Zero de Corrente (SZ_C);
• Módulo da Sequência Negativa de Corrente (SN_C).
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A Tabela 22 define os limites dos indicadores monitorados acima.
Tabela 22 – Definição dos Limiares do Estudo de Caso 2.
Circuito SZ_C SN_C
XAV_C01 3 10
XAV_C02 4 11
XAV_C03 2 14
XAV_C04 8 18
O estudo de caso do dia 04/10/2016 mostrou que a ferramenta sinalizaria uma
anormalidade às 00:30 no circuito XAV_C02, algumas horas antes da atuação do relé
às 04:45, o que possibilitaria alguma ação preventiva antes da abertura do circuito e
consequente melhora nos indicadores de continuidade e confiabilidade do sistema.
O estudo de caso do dia 16/08/2016 para XAV_C01, apresentado na seção 4.1,
ainda carece de revisão, pois novas informações sobre as OEs foram obtidas, além da
identificação de uma inversão nos resultados entre os indicadores Módulo da Sequência
Positiva de Corrente e Módulo da Sequência Negativa de Corrente.
Futuros casos de estudo possibilitarão a criação de regras envolvendo os indicadores
existentes ou mesmo a criação de novos indicadores.
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5 Conclusões e Pesquisas Futuras
Nesta dissertação, foi descrito um método para antecipação de faltas em redes de
distribuição, através do aproveitamento das oscilografias provenientes dos ativos de uma
concessionária de energia elétrica, como por exemplo, os relés de proteção microproces-
sados e infraestrutura de comunicação. E por meio de diferentes técnicas e ferramentas
matemáticas, analisou-se o comportamento das formas de onda de tensões e correntes
gravadas em campo, possibilitando a caracterização de distúrbios incipientes que geram
anormalidades nas redes elétricas.
Cabe ressaltar que a metodologia apresentada nesta dissertação pode ser aplicada
a uma grande quantidade de eventos existentes em diversas concessionárias que apresen-
tem sistemas com as mesmas características da que foi analisada neste trabalho. Os
exemplos abrangem um grupo reduzido de eventos, devido à disponibilidade dos mesmos
por parte da empresa CELG D que forneceu os dados para o desenvolvimento da pesquisa.
Vale lembrar também que os relés de proteção possuem capacidade de armaze-
namento limitada e baixa resolução (taxa de amostragem), justamente por não serem
oscilógrafos dedicados, ou seja, a função de oscilografia é apenas um acessório do equipa-
mento. Assim, a inexistência de hardware e software adequados para análises avançadas
de formas de onda impossibilitou muito as chances de detecção preditiva e/ou a caracte-
rização de ampla variedade de eventos pré-falta.
Em ordem, foi apresentado o seguinte:
No Capítulo 2, Diagnóstico de Distúrbios Transitórios na Rede Elétrica, foi apre-
sentado um panorama geral relacionado ao diagnóstico automático de distúrbios, assim
como o correspondente estado da arte, a metodologia de antecipação de falta em redes de
distribuição e as características das técnicas e algoritmos utilizados na composição deste
trabalho.
Já no Capítulo 3, Algoritmo de Detecção Preditiva, foi listado um conjunto de pos-
síveis indicadores, o algoritmo de detecção preditiva e formas de aplicação para a extração
de características mais relevantes dos sinais por meio das técnicas da Transformada de
Fourier, da Teoria Wavelet e do valor eficaz.
E por fim, no Capítulo 4, Aplicação do Algoritmo de Detecção Preditiva, avaliou-se
o desempenho dos indicadores por meio de estudos de caso distintos para a definição de
limiares e sua potencialidade dentro da análise preditiva.
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5.1 Considerações Finais
O principal objetivo deste trabalho consistiu em apresentar a aplicação de um
método em desenvolvimento para a detecção de faltas incipientes que faz uso dos equipa-
mentos existentes na maioria das concessionárias de energia elétrica brasileiras, de forma
prática e simples.
A análise de dois estudos de caso visou aplicar uma metodologia para sobressaltar
o potencial de cada um dos indicadores sugeridos neste trabalho e definir limiares máximos
para os mesmos de forma empírica, observando o comportamento aparentemente normal
da rede.
Os limites máximos do indicadores SZ_C e SN_C estão sintetizados na Tabela
23, por Subestação/Circuito.
E como já foi visto, o limiar do indicador QERT foi definido a ser 2.
Assim, os limiares podem sofrer ajustes dependendo de mais casos analisados den-
tro da mesma perspectiva.
Tabela 23 – Definição Geral dos Limiares dos Indicadores.
Circuito SZ_C SN_C QERT
XAV_C01 3 10
2XAV_C02 4 11XAV_C03 2 14
XAV_C04 8 18
Como resultado máximo até a finalização desta dissertação, o estudo de caso do
dia 04/10/2016 mostrou que a ferramenta sinalizaria uma anormalidade às 00h:30min no
circuito XAV_C02, cerca de 4 horas antes da atuação do religador às 04h:45min, o que
possibilitaria alguma ação preventiva antes da abertura do circuito e consequente melhora
nos indicadores de continuidade e serviço da concessionária (DEC e FEC).
Futuros casos de estudo permitirão a adequação de regras envolvendo os indica-
dores existentes ou mesmo a criação de novos indicadores e limiares.
5.2 Trabalhos Futuros
Dentre os desafios e possibilidades futuras de pesquisa na área de antecipação de
faltas, podemos destacar os seguintes aspectos abaixo, a depender do problema abordado,
seguindo a temática desta dissertação.
• Desenvolvimento de metodologias simples e inteligentes com o objetivo de realizar o
cruzamento de dados históricos de ocorrências de eventos de uma concessionária com
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os registros de oscilografias de ativos das subestações principais para dar suporte ao
operador na análise preditiva de possível ocorrência de falta na rede;
• Outro tipo de análise pode ser feito sobre as formas de onda de tensão e corrente,
continuamente registradas ao longo do tempo. A análise de formas de onda pré e pós
evento pode ser utilizada na previsão de algumas falhas internas nos equipamentos
ao longo do alimentador. Neste sentido, abre-se uma gama de contribuições na área
de manutenção preventiva;
• Abrir profundidade para metodologias de classificação de eventos a partir dos des-
critores sugeridos no ANEXO D, podendo ser utilizados em regras de decisão, Redes
Neurais Artificiais assim como outros algoritmos retratados no Capítulo 2.
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ANEXO A – Características do Sistema
Elétrico e do Banco de dados
Segundo informações levantadas da rede elétrica da CELG D em Outubro de 2016,
o perfil dos consumidores por circuito da SE XAVANTES se encontram na Tabela 24 a
seguir.
Tabela 24 – Perfil dos Consumidores da SE Xavantes.
Consumidor SE Xavantes
C01 C02 C03 C04
Outros 0.2% 0.3% 0.5% 0.3%
Comercial 4.7% 7.5% 5.4% 6.7%
Industrial 0.3% 0.7% 0.1% 0.3%
Residencial 94.5% 90.8% 94.0% 92.1%
Rural 0.4% 0.7% 0.0% 0.6%
Total 11.906 6.748 6.222 15.133
As oscilografias coletadas em campo dependem das parametrizações inseridas no
relé, mas como escolha, a extração foi feita na máxima configuração do dispositivo para
obtenção da melhor resolução dos dados brutos (ou simplesmente RAW) conforme mostra
a Tabela 25. O período de aquisição dos registros foi de abril de 2016 a fevereiro de 2017.
Tabela 25 – Característica dos Dados das Oscilografias.
Característica Relé SEL 751 Relé SEL 751A
Subestação Xavantes Goiânia Leste
Canais de tensão Sim Não
Canais de corrente Sim Sim
Frequência fundamental 60 Hz
Frequência de amostragem 1920 Hz 960 Hz
Número total de amostras 512 256
Número de amostras por ciclo 32 16
Número de total de ciclos 16
Número de ciclos pré-falta 5
86
ANEXO B – Matriz de Transformação
Wavelet
Este anexo mostra como a TWD (assim como a TWDR) pode ser calculada com
o auxílio de matrizes de transformação recursiva ou direta.
B.0.1 Método 1: Transformação Recursiva
Pode-se estender a formulação de decomposição em primeira escala apresentada
na seção D.1 por meio de matrizes que podem ser usadas recursivamente para calcular
diferentes níveis de resolução.
Ou seja, 𝑐 = 𝐴𝑥. O outro canal de análise seria 𝑑 = 𝐵𝑥. 𝐵 representa a matriz
formada pelos coeficientes do filtro passa-alta (wavelet), 𝑔, e 𝐴 representa a matriz similar
formada pelos coeficientes do filtro passa-baixa (escala), ℎ. A Figura 53 ilustra o processo
de análise para 3 níveis de resolução ou oitavas.
Figura 53 – TWD em 3 Níveis de Resolução.
Primeiro, calcula-se a aproximação no nível 1. Não é necessário armazená-lo, mas
usa-se para calcular os outros níveis.
𝑎𝑝𝑟𝑜𝑥𝑖𝑚𝑎çã𝑜1 = 𝐴𝑥
para obter a aproximação do próximo nível, usa-se o resultado anterior.
𝑎𝑝𝑟𝑜𝑥𝑖𝑚𝑎çã𝑜2 = 𝐴 𝑎𝑝𝑟𝑜𝑥𝑖𝑚𝑎çã𝑜1
𝑎𝑝𝑟𝑜𝑥𝑖𝑚𝑎çã𝑜2 = 𝐴(𝐴𝑥)
Então as saídas principais das 3 oitavas da TWD seriam:
𝑑𝑒𝑡𝑎𝑙ℎ𝑒1 = 𝐵𝑥
𝑑𝑒𝑡𝑎𝑙ℎ𝑒2 = 𝐵(𝐴𝑥)
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𝑑𝑒𝑡𝑎𝑙ℎ𝑒3 = 𝐵(𝐴(𝐴𝑥))
𝑎𝑝𝑟𝑜𝑥𝑖𝑚𝑎çã𝑜3 = 𝐴(𝐴(𝐴𝑥)) :
Assim, pode-se calcular os coeficientes recursivamente como mostrado acima ou
cria-se uma matriz wavelet de transformação direta para se obter o mesmo resultado,
como se explica no Método 2.
B.0.2 Método 2: Transformação Direta
A transformação wavelet pode ser garantida diretamente por uma simples mul-
tiplicação matriz-vetor do ponto de vista da álgebra linear, da forma 𝑦 = 𝑊𝑥 (YAN,
2009).
A matriz 𝑊 é a representação matemática da estrutura de banco de filtros da
Figura 54 e é chamada de matriz wavelet, 𝑦 é o vetor de coeficientes da decomposição até
o nível 𝑘 e 𝑥 é sinal de entrada de comprimento 𝑁 (assume-se que seja uma potência de
dois para ilustração).
Figura 54 – Estrutura de Banco de Filtros da Matriz Wavelet.
A seguir mostra-se o passo a passo do algoritmo desenvolvido em MATLAB para
construção da matriz wavelet 𝑊 fornecida para a função y = wt(x,h,g,k) que realiza
a decomposição wavelet na escala 𝑘 para o sinal 𝑥 baseado sobre os filtros de análise
passa-baixa e passa-alta com respostas ao impulso ℎ e 𝑔, respectivamente.
Como ilustrado na Figura 54, o cálculo dos coeficientes de um sinal é basicamente
uma série de procedimentos de filtragem e subamostragem. Por exemplo, a transforma-
ção wavelet da escala 1 de um vetor coluna 𝑥 de comprimento 𝑁 gera a saída 𝑦1 por
agrupamento dos coeficientes 𝐴0 e 𝐴1 que pode ser expresso por:
𝑦1 = 𝑊 (𝑁)1 𝑥 (B.1)
onde 𝑊 (𝑁)1 corresponde à matriz de transformação wavelet da escala 1. Com o
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mesmo conceito, os coeficientes 𝑦2 de 𝐵0, 𝐵1 e 𝐵2 assumem essa forma:
𝑦2 = 𝑊
′(𝑁)
2 𝑦1 (B.2)
onde 𝑊
′(𝑁)
2 corresponde à matriz de transformação da 2ª escala de {𝐴0, 𝐴1} para
{𝐵0, 𝐵1, 𝐵2}. E 𝑊
′(𝑁)
2 pode ser facilmente representado como segue:
𝑊
′(𝑁)
2 =
⎡⎣𝑊 (𝑁/2)1 0
0 𝐼𝑁/2
⎤⎦ (B.3)
Com 𝑊 (𝑁/2)1 uma matriz de transformação wavelet da escala 1 para sinais de
comprimento 𝑁/2 e 𝐼𝑁/2 uma matriz identidade 𝑁/2 por 𝑁/2. Integrando as equações
B.2 e B.3 juntas, tem-se a matriz de transformação da escala 2 para o sinal de entrada 𝑥
como:
𝑊
(𝑁)
2 = 𝑊
′(𝑁)
2 𝑊
(𝑁)
1 =
⎡⎣𝑊 (𝑁/2)1 0
0 𝐼𝑁/2
⎤⎦𝑊 (𝑁)1 (B.4)
O mesmo tipo de cálculo pode ser repetido para gerar uma matriz wavelet da escala
𝑘 para sinais de comprimento 𝑁 . Note que 𝑘 ≤ log2(𝑁). A matriz 𝑊 (𝑁)𝑘 é representado
como:
𝑊
(𝑁)
𝑘 =
⎡⎣𝑊 (𝑁/2𝑘−1)1 0
0 𝐼𝑁−𝑁/2𝑘−1
⎤⎦⎡⎣𝑊 (𝑁/2𝑘−2)1 0
0 𝐼𝑁−𝑁/2𝑘−2
⎤⎦ . . .
⎡⎣𝑊 (𝑁/2)1 0
0 𝐼𝑁/2
⎤⎦𝑊 (𝑁)1 (B.5)
Se a matriz de transformação wavelet da escala 1 𝑊 (𝑁)1 pode ser facilmente cal-
culada, as matrizes subsequentes 𝑊 (𝑁/2)1 , 𝑊
(𝑁/22)
1 , ... , 𝑊
(𝑁/2𝑘−1)
1 podem ser facilmente
geradas da mesma forma e a matriz wavelet da escala 𝑘 pode ser obtida baseada na
Equação B.5. A seguir mostra-se como gerar a 𝑊 (𝑁)1 .
Passos para construção de 𝑊 (𝑁)1 :
Assuma que ℎ = {ℎ0, ℎ1, ..., ℎ𝑚−1} e 𝑔 = {𝑔0, 𝑔1, ..., 𝑔𝑛−1}. Como a função wt()
implementada possui o mesmo tipo de alinhamento sub-banda apresentado por (YAN,
2009). O atraso sub-banda é calculado baseado sobre localização máxima absoluta do filtro
correspondente. Denota-se por dlp e dhp como os atrasos dos filtros ℎ e 𝑔, e são calculados
do comando MATLAB [mlp,dlp] = max(abs(h)); [mhp,dhp] = max(abs(g)). O modo
de extensão periódica é usado para contornar os problemas de bordas.
Para começar o algoritmo, utiliza-se um vetor linha zero 𝑢 de comprimento 𝑁 e
calcula-se o 𝑝 = 1 + (𝑑𝑙𝑝 mod 𝑁). Então, adiciona-se ℎ0 ao 𝑝-ésimo elemento de 𝑢, ℎ1 ao
(𝑝− 1)-ésimo elemento, ℎ2 ao (𝑝− 2)-ésimo elemento etc. até que ℎ𝑚−1 seja adicionado à
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localização correspondente. Note que para implementar a extensão periódica, a localização
(𝑝 − 𝑖) é substituída por 𝑁 − [(𝑁 − 𝑝 + 𝑖) mod 𝑁 ] quando (𝑝 − 𝑖) não cai sobre a faixa
entre 1 e 𝑁 .
Com o vetor 𝑢 calculado, uma matriz 𝑈 , 𝑁/2 por 𝑁 , pode ser formada por empi-
lhamento de 𝑁/2 versões circulares deslocadas de 𝑢 em ordem. A primeira linha de 𝑈 é o
vetor 𝑢 e toda outra linha de 𝑈 é uma versão deslocada da anterior por um fator de dois
para a direita. Por exemplo,
a) Se 𝑁 = 4, 𝑚 = 2, 𝑑𝑙𝑝 = 2 para o caso quando 𝑚 ≤ 𝑁 :
𝑢 =
[︁
0 ℎ1 ℎ0 0
]︁
𝑈 =
⎡⎣ 0 ℎ1 ℎ0 0
ℎ0 0 0 ℎ1
⎤⎦
b) Se 𝑁 = 4, 𝑚 = 6, 𝑑𝑙𝑝 = 6 para o caso quando 𝑚 > 𝑁 :
𝑢 =
[︁
ℎ2 ℎ1 + ℎ5 ℎ0 + ℎ4 ℎ3
]︁
𝑈 =
⎡⎣ ℎ2 ℎ1 + ℎ5 ℎ0 + ℎ4 ℎ3
ℎ0 + ℎ4 ℎ3 ℎ2 ℎ1 + ℎ5
⎤⎦
Da mesma forma, outra matriz 𝑉 , 𝑁/2 por 𝑁 , correspondente ao filtro passa-baixa
𝑔 pode ser obtido baseado sobre o comprimento do filtro 𝑛 e atraso 𝑑ℎ𝑝. Então,
𝑊
(𝑁)
1 =
⎡⎣𝑈
𝑉
⎤⎦
Com o mesmo tipo de mecanismo, as outras matrizes𝑊 (𝑁/2)1 ,𝑊
(𝑁/22)
1 , ... ,𝑊
(𝑁/2𝑘−1)
1
podem ser geradas subsequentemente e a matriz wavelet é eficientemente calculada da
Equação B.5.
O algoritmo foi implementado como um aquivo .m do MATLAB chamado wmat.m.
A matriz wavelet 𝑊 (𝑁)1 pode ser calculada separadamente com o código:
W = wmat(N, h, g, k)
E os coeficientes da decomposição wavelet para um vetor coluna 𝑥 de comprimento
𝑁 são calculados como:
y = W * x
Os mesmos coeficientes calculados diretamente pela função:
y = wt(x, h, g, k)
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ANEXO C – Transformada de Fourier
Discreta
O algoritmo de Fourier de um ciclo é um dos algoritmos mais comumente utilizado
para a estimação fasorial das componentes fundamentais (assim como o método dos Míni-
mos Quadrados e outros baseados na teoria da Transformada Wavelet). Sua denominação
advém da utilização de uma janela de dados com duração de um ciclo de amostras dos
sinais de tensão e corrente.
Apesar da técnica estar sujeita a erros em decorrência da presença da componente
DC de decaimento exponencial de correntes de falta além das harmônicas pares, foi usada a
implementação tradicional de Fourier de um ciclo (a técnica de meio ciclo poderia também
ser usada) para uma extração fasorial simples e direta haja visto a grande quantidade de
oscilografias do banco de dados e a necessidade de armazenamento de ambas as partes.
Para a aplicação no software, apenas foram estimados os fasores do 1º ciclo dos 16
ciclos das oscilografias coletadas aparentemente ”normais” mesmo por não haver grandes
diferenças. Assim, segue a formulação matemática do algoritmo aplicado logo abaixo.
Sabe-se que um sinal periódico 𝑥(𝑡) pode ser representado como uma soma de
senoides (ou exponenciais) da série de Fourier:
𝑥(𝑡) = 𝑎0 +
∞∑︁
𝑛=1
[𝑎𝑛 cos(𝑛𝑤0𝑡) + 𝑏𝑛 sin(𝑛𝑤0𝑡)] (C.1)
Em que 𝑤0 é frequência angular fundamental; 𝑎𝑛 e 𝑏𝑛 são as amplitudes e 𝑛 repre-
senta a ordem harmônica do sinal 𝑥(𝑡).
Os coeficientes da série de Fourier são determinados por:
𝑎0 =
1
𝑇0
∫︁
𝑇0
𝑥(𝑡)𝑑𝑡 (C.2)
𝑎𝑛 =
2
𝑇0
∫︁
𝑇0
𝑥(𝑡) cos(𝑛𝑤0𝑡)𝑑𝑡 (C.3)
𝑏𝑛 =
2
𝑇0
∫︁
𝑇0
𝑥(𝑡) sin(𝑛𝑤0𝑡)𝑑𝑡 (C.4)
Em que
∫︀
𝑇0 representa a integração em um período fundamental 𝑇0, sendo o inverso
da frequência fundamental 𝑓0 = 60 Hz.
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A série de Fourier pode ser escrita em outra forma alternativa, ou chamada forma
compacta, como segue:
𝑥(𝑡) = 𝑐0 +
∞∑︁
𝑛=1
𝑐𝑛 cos(𝑛𝑤0𝑡+ 𝜃𝑛) (C.5)
Em que 𝑐𝑛 e 𝜃𝑛 estão relacionados com 𝑎𝑛 e 𝑏𝑛 por:
𝑐0 = 𝑎0 (C.6)
𝑐𝑛 =
√︁
𝑎2𝑛 + 𝑏2𝑛 (C.7)
𝜃𝑛 = arctan
(︃
− 𝑏𝑛
𝑎𝑛
)︃
(C.8)
Nas Equações C.7 e C.8, 𝑛 = 1 corresponde as variáveis que representam o fasor
fundamental.
O sinal de tempo contínuo, referente à Equação C.1, na sua representação discreta
contém 𝑁 amostras presentes em um ciclo de frequência fundamental. Para a formulação
discreta, as integrais das Equações C.2 a C.4 podem ser substituídas por somatórios,
resultando em:
𝑎0 =
1
𝑁
𝑁−1∑︁
𝑘=0
𝑥(𝑡𝑘) (C.9)
𝑎𝑛 =
2
𝑁
𝑁−1∑︁
𝑘=0
[︃
𝑥(𝑡𝑘) cos
(︃
𝑛
2𝜋𝑘
𝑁
)︃]︃
(C.10)
𝑏𝑛 =
2
𝑁
𝑁−1∑︁
𝑘=0
[︃
𝑥(𝑡𝑘) sin
(︃
𝑛
2𝜋𝑘
𝑁
)︃]︃
(C.11)
As Equações C.10 e C.11 podem ser reescritas como:
𝑎𝑛 =
2
𝑁
𝑁−1∑︁
𝑘=0
𝑥(𝑡𝑘)ℎ𝑐(𝑘) (C.12)
𝑏𝑛 =
2
𝑁
𝑁−1∑︁
𝑘=0
𝑥(𝑡𝑘)ℎ𝑠(𝑘) (C.13)
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Em que ℎ𝑐 e ℎ𝑠 podem ser interpretados como os coeficientes dos filtros de Fourier
da seguinte forma:
ℎ𝑐 =
2
𝑁
[︃
1 cos
(︂
𝑛
2𝜋
𝑁
)︂
cos
(︂
𝑛
4𝜋
𝑁
)︂
. . . cos
(︃
𝑛
2𝜋(𝑁 − 1)
𝑁
)︃]︃
(C.14)
ℎ𝑠 =
2
𝑁
[︃
0 sin
(︂
𝑛
2𝜋
𝑁
)︂
sin
(︂
𝑛
4𝜋
𝑁
)︂
. . . sin
(︃
𝑛
2𝜋(𝑁 − 1)
𝑁
)︃]︃
(C.15)
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ANEXO D – Proposta Alternativa de
Detecção Preditiva
Neste seção, são apresentadas algumas propostas para o desenvolvimento de algo-
ritmos que permitem obter descritores baseados em funções wavelet, utilizando o conceito
de energia.
São apresentadas duas metodologias utilizadas para a extração de característi-
cas das oscilografias a partir das decomposições dos sinais utilizando as técnicas TWD
(Transformada Wavelet Discreta) e APW (Análise dos Pacotes Wavelet), associadas aos
conceitos de cálculo de energia de um sinal discreto.
Além disso, mostra-se como se faz a pré-seleção de uma função wavelet com cara-
terísticas adequadas para determinados critérios de projeto.
A seguir são apresentados os conceitos de cada um destes algoritmos e o seu modo
de aplicação para a caracterização de anormalidades no sistema.
D.1 Transformada Wavelet Discreta
A Transformada Wavelet Discreta (TWD) vem sendo amplamente utilizada nas
últimas décadas como uma ferramenta de suporte ao diagnóstico de distúrbios em sistemas
elétricos de potência. Muitas aplicações na área de engenharia elétrica podem ser encon-
tradas nos trabalhos de (BOLLEN; GU, 2006; OLESKOVICZ et al., 2006; ROBERTSON
et al., 1996; SANTOSO et al., 1996; SILVEIRA et al., 2002). Nesse sentido, pode ser
usada para a caracterização e extração de padrões de variações (regime permanente) e
eventos (regime transitório) sobre os sinais de tensão e corrente a fim de analisar as mais
diversas situações de operação da rede elétrica.
Dentre os algoritmos matemáticos mais utilizados estão:
(i) O Valor Eficaz (em inglês, Root Mean Square - RMS) e a Transformada de
Fourier Discreta (TFD) permitem analisar variações que se adaptam facilmente a sinais
em regime permanente. A TFD é uma ferramenta matemática que fornece informações
da frequência de um sinal, sendo perdidas informações de tempo.
(ii) A versão janelada da TFD, denominada Transformada Rápida de Fourier
(TRF), supera algumas dificuldades da TFD ao prover informações de tempo e frequência,
sendo apropriada à análise tanto em regime estacionário quanto transitório, especialmente
quando se trata de harmônicos.
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Uma descrição exaustiva da análise via TW e sua comparação com a teoria de Fou-
rier está documentada em (BURRUS et al., 1997; DAUBECHIES, 1992; GROSSMANN;
MORLET, 1984; MALLAT, 1989; OPPENHEIM, 1999). Em uma busca recente no banco
de dados do IEEEXplore, cerca de 47.531 artigos publicados possuem a palavra chave
wavelet, o que equivale a 1,14 % do total dos documentos.
Em sistemas elétricos, as tensões e correntes com distúrbios transitórios apresen-
tam componentes em diversas frequências. De um modo geral, a maioria das componentes
em baixas frequências tem uma duração longa, enquanto que as componentes em altas
frequências têm uma duração curta (COSTA et al., 2010). Isto sugere uma análise do
sinal num plano de múltiplas escalas, no qual a largura da janela de tempo e a banda de
frequência não sejam constantes, e sim, variantes em função do valor da frequência central
da banda. Assim, haveriam janelas mais longas para os fenômenos em baixa frequência,
e janelas mais curtas, melhor adaptadas para os fenômenos em alta frequência, possibili-
tando uma maior flexibilidade para a análise.
Essa operação é chamada de Análise Multi-Resolução (AMR), que permite a aná-
lise de um determinado sinal em diferentes níveis de resolução de tempo e frequência,
sendo apropriada à detecção e localização de transitórios com componentes em baixa e
alta frequência, situação comum em sinais com faltas e alguns distúrbios de QEE em
sistemas elétricos de potência (WILKINSON; COX; HEYDT; GALLI, 1996, 1997 apud
COSTA et al., 2010).
Baseado na AMR, (MALLAT, 1989) propôs um algoritmo rápido e eficiente, tam-
bém conhecido como algoritmo piramidal, expresso matematicamente na forma:
𝑐𝑗(𝑘) =
∑︁
𝑛
ℎ(𝑛− 2𝑘)𝑐𝑗−1(𝑛) (D.1)
𝑑𝑗(𝑘) =
∑︁
𝑛
𝑔(𝑛− 2𝑘)𝑐𝑗−1(𝑛) (D.2)
sendo:
𝑗 = {1, 2, 3, ..., 𝐽𝑚𝑎𝑥}, em que 𝐽𝑚𝑎𝑥 é a maior escala wavelet permitida;
𝑐𝑗 e 𝑑𝑗 os coeficientes de aproximação e detalhes da escala 𝑗, respectivamente;
ℎ(𝑘) e 𝑔(𝑘) se caracterizam como filtros passa-baixa e passa-alta, respectivamente;
Em 𝑗 = 1, 𝑐𝑗−1 = 𝑐0 é o sinal original.
No contexto de processamento de sinais, as Equações (D.1) e (D.2) representam
processos de filtragens digitais, seguidos por subamostragens por um fator de dois (suba-
mostragem diádica), caracterizando um banco de filtros.
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Os coeficientes de aproximação 𝑐𝑗+1 e de detalhes (coeficientes wavelet) 𝑑𝑗+1, da
escala 𝑗+1, são obtidos respectivamente pela convolução dos coeficientes de aproximação
𝑐𝑗, da escala 𝑗, com os filtros ℎ e 𝑔, seguidos pela decimação por dois.
Como consequência do teorema da amostragem de Nyquist (OPPENHEIM, 1999),
um sinal com frequência de amostragem 𝑓𝑠 possui um espectro de frequências de 0 a 𝑓𝑠/2
Hz. Assim, as faixas de frequências dos coeficientes de aproximação e wavelet da AMR
estão diretamente relacionadas com a taxa de amostragem 𝑓𝑠 do sinal original.
(DAUBECHIES, 1992) projetou os filtros digitais ℎ e 𝑔 como filtros espelhados em
quadraturas, os quais dividem o espectro de frequências do sinal de entrada pela metade
como pode ser visto na Figura 55. Portanto, os coeficientes de aproximação na primeira
escala possuem espectro de frequência variando de 0 a 𝑓𝑠/4 Hz, conteúdo de mais baixa
frequência do sinal, enquanto que os coeficientes wavelet possuem banda de passagem de
𝑓𝑠/4 a 𝑓𝑠/2 Hz, conteúdo de mais alta frequência do sinal.
Figura 55 – Estrutura de Banco de Filtros da TWD.
Os coeficientes de aproximação da primeira escala podem ser decompostos em mais
duas componentes, 𝑐2 e 𝑑2, e assim por diante. O espectro de frequência dos coeficientes
de aproximação e wavelet em uma escala 𝑗 são, respectivamente:
[︃
0, 𝑓𝑠2𝑗+1
]︃
(D.3)
[︃
𝑓𝑠
2𝑗+1 ,
𝑓𝑠
2𝑗
]︃
(D.4)
Conforme o exposto, o sinal original pode ser decomposto em termos dos coeficien-
tes wavelet nos diversos níveis de resolução {1, 2, 3, ..., 𝐽} e dos coeficientes de aproximação
da escala 𝐽 (BURRUS et al., 1997). No entanto, o número de estágios da TWD (decom-
posições) é limitado pelo número de amostras do sinal original (𝑁), que por sua vez, deve
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ser ou um múltiplo de dois (número par) ou uma potência na base dois. De modo geral,
o número máximo de decomposições (𝐽𝑚𝑎𝑥) pode ser obtido da equação:
𝑁 = 2𝐽𝑚𝑎𝑥 , 𝐽𝑚𝑎𝑥 = log2(𝑁) (D.5)
D.1.1 Seleção Adequada da Função Wavelet
Outra necessidade consiste na escolha da função wavelet que melhor caracteriza
distúrbios transitórios dos sinais de tensão e corrente. Na literatura indica-se muito a
escolha de funções da família wavelet Daubechies com número de coeficientes dos filtros
de 4 a 20 (conhecidas como db2, db3, ... , db10, respectivamente), muito bem adequadas
para análises de qualidade de energia (PROBERT; SONG, 2002). Em sua maioria observa-
se o uso muito comum da wavelet Daubechies 4 (db4), filtro com 8 coeficientes, sem uma
ampla explicação lógica ou justificada da seleção da mesma.
Em alguns casos, há métodos de seleção que se baseiam no uso da entropia. Outros
se fundamentam no conceito de razão de energia como proposto por (VEGA et al., 2008),
o qual destaca bior6.8 (biortogonal) e db6 como as duas melhores funções wavelet para a
identificação de padrões de distúrbios de qualidade de energia com número de coeficientes
dos filtros de decomposição passa-alta próximo a 12 amostras.
Mas como regra geral para a seleção de uma função wavelet, algumas caracterís-
ticas devem ser levadas em conta tais como: (i) forma de onda do sinal de entrada; (ii)
tamanho dos filtros digitais de decomposição/síntese; (iii) tipo de algoritmo wavelet; (iv)
e principalmente o problema a ser estudado, como por exemplo, detecção de faltas de
alta impedância, detecção de distúrbios de qualidade de energia, análise de fenômenos de
descarga parcial em subestações isoladas a gás, dentre outras (KIM; AGGARWAL, 2000;
KIM; AGGARWAL, 2001).
Na Tabela 26 apresentam-se 3 níveis de decomposição da AMR com seus respec-
tivos intervalos ideais em função da frequência de amostragem 𝑓𝑠 é em Hertz (Hz) e o
número de amostras dos coeficientes de detalhe em cada nível (cD1, cD2, cD3) e dos coe-
ficientes de aproximação no último nível (cA3). Os valores são calculados para uma forma
de onda com 32 amostras por ciclo de 60 Hz, ou seja, com uma frequência de amostragem
𝑓𝑠 = 32× 60 = 1920 Hz e com um total de 16 ciclos ou 512 amostras. As formas de onda
de tensão e corrente reais utilizadas nesta dissertação possuem as mesmas características
citadas acima.
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Tabela 26 – Intervalos Ideais de Frequência da AMR com 𝑓𝑠 = 1920 Hz.
Nível Parâmetro Intervalo em 𝑓𝑠 Intervalo em Hz Número de amostras
1 cD1 𝑓𝑠/4 - 𝑓𝑠/2 480 - 960 256
2 cD2 𝑓𝑠/8 - 𝑓𝑠/4 240 - 480 128
3 cD3 𝑓𝑠/16 - 𝑓𝑠/8 120 - 240 64
3 cA3 0 - 𝑓𝑠/16 0 - 120 64
Análise similar pode ser feita para uma forma de onda com 16 amostras por ciclo
de 60 Hz, ou seja, com uma frequência de amostragem 𝑓𝑠 = 16× 60 = 960 Hz e com um
total de 16 ciclos ou 256 amostras como mostra a Tabela 27.
Tabela 27 – Intervalos Ideais de Frequência da AMR com 𝑓𝑠 = 960 Hz.
Nível Parâmetro Intervalo em 𝑓𝑠 Intervalo em Hz Número de amostras
1 cD1 𝑓𝑠/4 - 𝑓𝑠/2 240 - 480 128
2 cD2 𝑓𝑠/8 - 𝑓𝑠/4 120 - 240 64
3 cD3 𝑓𝑠/16 - 𝑓𝑠/8 60 - 120 32
3 cA3 0 - 𝑓𝑠/16 0 - 60 32
Um interessante ponto a notar na AMR, é que os filtros subbandas da decompo-
sição permitem distinguir o conteúdo harmônico presente no sinal para uma determinada
aplicação de interesse. Na Tabela 28 tem-se um exemplo dessa análise aplicado aos dados
da Tabela 26, sendo que o mesmo pode ser feito para os dados da Tabela 27.
Tabela 28 – Componentes Harmônicos Observáveis dos Dados da Tabela 26.
Nível Intervalo de frequência Conteúdo harmônico
1 480 – 960 Hz 8ª e 16ª h. não, somente 9ª até 15ª, cD1
2 240 – 480 Hz 4ª h. não, somente 5ª, 6ª e 7ª, cD2
3 120 – 240 Hz 2ª h. não, somente 3ª, cD3
3 0 –120 Hz Somente 1ª h. ou fundamental, cA3
D.1.2 Filtros Wavelet e Filtros Escala da TWD
Os coeficientes ℎ(𝑙) dos filtros escala e 𝑔(𝑙) dos filtros wavelet da TWD satisfazem
as seguintes propriedades (PERCIVAL; WALDEN, 2006):
𝐿∑︁
𝑙=1
ℎ(𝑙) =
√
2,
𝐿∑︁
𝑙=1
ℎ2(𝑙) = 1,
+∞∑︁
𝑙=−∞
ℎ(𝑙)ℎ(𝑙 + 2𝑛) = 0 (D.6)
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𝐿∑︁
𝑙=1
𝑔(𝑙) =
√
2,
𝐿∑︁
𝑙=1
𝑔2(𝑙) = 1,
+∞∑︁
𝑙=−∞
𝑔(𝑙)𝑔(𝑙 + 2𝑛) = 0 (D.7)
com 𝑛 ∈ 𝑁 e 𝑙 = 1, 2, ..., 𝐿, em que 𝐿 é o número de coeficientes dos filtros escala
e wavelet. Além disso, podem ser filtros espelhados em quadratura e tem-se:
ℎ(𝑙) = (−1)𝑙+1𝑔(𝐿− 𝑙 − 1) (D.8)
𝑔(𝑙) = (−1)𝑙ℎ(𝐿− 𝑙 − 1) (D.9)
O número de coeficientes dos filtros escala e wavelet, assim como seus respecti-
vos valores, dependem da wavelet mãe utilizada. Por exemplo, os coeficientes dos filtros
escala e wavelet da wavelet Daubechies 2 (db2) da TWD (DAUBECHIES, 1992) são
respectivamente:
ℎ(1) = 1 +
√
3
4
√
2
, ℎ(2) = 3 +
√
3
4
√
2
, ℎ(3) = 3−
√
3
4
√
2
, ℎ(4) = 1−
√
3
4
√
2
(D.10)
𝑔(1) = ℎ(4), 𝑔(2) = −ℎ(3), 𝑔(3) = ℎ(2), 𝑔(4) = −ℎ(1) (D.11)
D.1.3 Algoritmo Piramidal para Cálculo da TWD
A nível de demonstração, considere que os coeficientes de aproximação 𝑐1 e wavelet
𝑑1 da primeira escala de um sinal discreto 𝑥, constituído de 𝑁 amostras, possuam 𝑁/2
amostras devido ao processo de subamostragem por dois. Aplicando apenas um estágio
da TWD, então 𝑁 deve ser um número inteiro par para que a sua divisão por dois resulte
em um número inteiro. Além disso, o número mínimo de amostras de 𝑥 é igual ao número
de coeficientes dos filtros escala e wavelet (𝑁 > 𝐿). Com relação à wavelet (db2), 𝑁 > 4.
Os coeficientes 𝑐1 e 𝑑1 calculados usando o algoritmo piramidal da TWD são:
𝑐1 = 𝐴1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑥(1)
𝑥(2)
...
𝑥(𝑁 − 1)
𝑥(𝑁)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑐1(1)
𝑐1(2)
𝑐1(3)
...
𝑐1(𝑁/2))
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(D.12)
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𝑑1 = 𝐵1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑥(1)
𝑥(2)
...
𝑥(𝑁 − 1)
𝑥(𝑁)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑑1(1)
𝑑1(2)
𝑑1(3)
...
𝑑1(𝑁/2))
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(D.13)
Em que 𝐴1 e 𝐵1 são matrizes de ordem 𝑁/2 × 𝑁 , visto que 𝑐1 e 𝑑1 têm 𝑁/2
elementos. Para a wavelet (db2), 𝐴1 e 𝐵1 são da forma (PERCIVAL; WALDEN, 2006):
⎡⎢⎢⎢⎢⎢⎢⎣
ℎ(3) ℎ(4) 0 0 · · · 0 0 ℎ(1) ℎ(2)
ℎ(1) ℎ(2) ℎ(3) ℎ(4) · · · 0 0 0 0
... ... ... ... . . . ... ... ... ...
0 0 0 0 · · · ℎ(1) ℎ(2) ℎ(3) ℎ(4)
⎤⎥⎥⎥⎥⎥⎥⎦ (D.14)
⎡⎢⎢⎢⎢⎢⎢⎣
𝑔(3) 𝑔(4) 0 0 · · · 0 0 𝑔(1) 𝑔(2)
𝑔(1) 𝑔(2) 𝑔(3) 𝑔(4) · · · 0 0 0 0
... ... ... ... . . . ... ... ... ...
0 0 0 0 · · · 𝑔(1) 𝑔(2) 𝑔(3) 𝑔(4)
⎤⎥⎥⎥⎥⎥⎥⎦ (D.15)
As matrizes 𝐴1 e 𝐵1 são formadas a partir de deslocamentos circulares dos ele-
mentos da sua primeira linha. Aplicando-se dois deslocamentos de uma linha para outra
tem-se o processo de subamostragem por dois das amostras do sinal 𝑥. Os elementos não
ocupados pelos coeficientes do filtro escala ou wavelet têm valor nulo.
Assim, de acordo com as Equações (D.13) e (D.15), o valor do primeiro coeficiente
wavelet 𝑑1(1) = 𝑔(3)𝑥(1)+𝑔(4)𝑥(2)+𝑔(1)𝑥(𝑁 −1)+𝑔(2)𝑥(𝑁) depende das amostras ini-
ciais e finais. O trecho do sinal original 𝑥 formado pelas duas primeiras amostras seguidas
pelas duas últimas amostras podem formar uma descontinuidade. Neste caso, a ampli-
tude do primeiro coeficiente wavelet poderá ser desproporcional, quando comparada com
a amplitude dos coeficientes wavelet subsequentes. Esse fenômeno é conhecido como efeito
de borda, presente também no primeiro coeficiente de aproximação 𝑐1(1). Dependendo do
número de coeficientes dos filtros escala e wavelet, alguns coeficientes de aproximação e
wavelet podem ser influenciados pelo efeito de borda (COSTA et al., 2010).
Para exemplificar, seja um sinal original (sinal discreto) essencialmente uma se-
noide, com frequência fundamental de 60 Hz (baixa frequência). Os coeficientes de apro-
ximação da primeira escala, cujo espectro de frequência é de 0 a 𝑓𝑠/4 Hz, apresentam
forma similar ao sinal original. Os coeficientes wavelet da primeira escala, cujo espectro
de frequências varia de 𝑓𝑠/4 a 𝑓𝑠/2 Hz, são apropriados à detecção e localização de mudan-
ças abruptas e transitórios rápidos ocorridos ao longo do sinal original. Este é o princípio
básico dos métodos de detecção de distúrbios transitórios e dos métodos de localização dos
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instantes de ocorrência dos distúrbios, nos quais foi mostrado que os coeficientes wavelet
com amplitude mais relevantes são relacionados aos transitórios ocorridos nos instantes
inicial e final da falta (COSTA et al., 2007) e (COSTA et al., 2006).
Devido ao processo de subamostragem por um fator de dois, o 𝑘-ésimo coeficiente
wavelet corresponde à amostra 2𝑘 do sinal original. No entanto, o instante de tempo
associado à amostra 2𝑘 e ao coeficiente 𝑘 é o mesmo (COSTA et al., 2010).
D.2 Transformada Wavelet Discreta Redundante
A TWD é uma transformada que varia com os deslocamentos circulares nas amos-
tras do sinal original, devido à subamostragem empregada. Desta forma, os coeficientes
da decomposição podem apresentar formas distintas, dependendo das amostras iniciais e
finais do sinal original utilizadas no cálculo dos coeficientes.
Em algumas aplicações, a versão em tempo real da TWD pode ser comprometida
para a detecção de transitórios praticamente no instante de ocorrência. Por exemplo, a de-
tecção de ondas viajantes para a localização de faltas deve ser feita o mais rápido possível.
Neste caso, porém, o processo de subamostragem por dois compromete o uso da TWD.
Como alternativa, (PERCIVAL; WALDEN, 2006) descrevem uma variante da TWD, de-
nominada Transformada Wavelet Discreta Redundante (TWDR), também conhecida na
literatura como TWD não-decimada, TWD invariante ao descolamento, TWD de máxima
sobreposição ou mesmo TWD à trous (do francês significa com buracos) (GARCÍA, 2013),
cujas principais diferenças são:
(i) Ao contrário da TWD, a TWDR não realiza a subamostragem por dois nas
amostras do sinal, daí o termo redundante. Portanto, a TWDR é uma transformada que
é invariante aos deslocamentos circulares nas amostras do sinal avaliado.
(ii) A TWDR pode ser aplicada a qualquer número de amostras, enquanto que a
TWD requer que este número seja um número inteiro par no mínimo.
D.2.1 Filtros Wavelet e Filtros Escala da TWDR
Os coeficientes ℎ˜(𝑙) dos filtros escala e 𝑔(𝑙) dos filtros wavelet da TWDR satisfazem
as seguintes propriedades (PERCIVAL; WALDEN, 2006):
ℎ˜(𝑙) = ℎ(𝑙)/
√
2 (D.16)
𝑔(𝑙) = 𝑔(𝑙)/
√
2 (D.17)
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em que ℎ(𝑙) e 𝑔(𝑙) são, respectivamente, os coeficientes dos filtros escala e wavelet
da TWD.
O número de coeficientes dos filtros escala e wavelet, assim como seus respectivos
valores, dependem da wavelet mãe utilizada. Por exemplo, os coeficientes dos filtros escala
e wavelet da wavelet (db2) da TWDR (DAUBECHIES, 1992) são respectivamente:
ℎ˜(1) = 1 +
√
3
8 , ℎ˜(2) =
3 +
√
3
8 , ℎ˜(3) =
3−√3
8 , ℎ˜(4) =
1−√3
8 (D.18)
𝑔(1) = ℎ˜(4), 𝑔(2) = −ℎ˜(3), 𝑔(3) = ℎ˜(2), 𝑔(4) = −ℎ˜(1) (D.19)
D.2.2 Algoritmo Piramidal para Cálculo da TWDR
Os coeficientes de aproximação 𝑐1 e wavelet 𝑑1 da primeira escala do algoritmo
piramidal da TWDR são calculados como:
𝑐1 = 𝐴1𝑥 (D.20)
𝑑1 = ?˜?1𝑥 (D.21)
Em que 𝐴1 e ?˜?1 são matrizes de ordem 𝑁 ×𝑁 , visto que 𝑐1 e 𝑑1 têm 𝑁 elementos
(não há subamostragem das amostras). Para a wavelet (db2), 𝐴1 e ?˜?1 são da forma
(PERCIVAL; WALDEN, 2006):
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ℎ˜(4) 0 0 0 0 · · · ℎ˜(1) ℎ˜(2) ℎ˜(3)
ℎ˜(3) ℎ˜(4) 0 0 0 · · · 0 ℎ˜(1) ℎ˜(2)
ℎ˜(2) ℎ˜(3) ℎ˜(4) 0 0 · · · 0 0 ℎ˜(1)
ℎ˜(1) ℎ˜(2) ℎ˜(3) ℎ˜(4) 0 · · · 0 0 0
... ... ... ... ... . . . ... ... ...
0 0 0 0 0 · · · ℎ˜(2) ℎ˜(3) ℎ˜(4)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(D.22)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑔(4) 0 0 0 0 · · · 𝑔(1) 𝑔(2) 𝑔(3)
𝑔(3) 𝑔(4) 0 0 0 · · · 0 𝑔(1) 𝑔(2)
𝑔(2) 𝑔(3) 𝑔(4) 0 0 · · · 0 0 𝑔(1)
𝑔(1) 𝑔(2) 𝑔(3) 𝑔(4) 0 · · · 0 0 0
... ... ... ... ... . . . ... ... ...
0 0 0 0 0 · · · 𝑔(2) 𝑔(3) 𝑔(4)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(D.23)
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Observa-se nas Equações D.22 e D.23, que as matrizes 𝐴1 e ?˜?1 são formadas a
partir de deslocamentos circulares dos coeficientes dos filtros escala e wavelet do primeiro
nível de resolução da TWDR, respectivamente.
Conforme as Equações D.21 e D.23, os valores dos primeiros coeficientes wavelet
dependem de amostras iniciais e finais do sinal original. Neste caso, tem-se o efeito de
borda nos primeiros 𝐿− 1 coeficientes wavelet da TWDR, na primeira escala. O mesmo
é válido para os coeficientes de aproximação.
Comparando os coeficientes wavelet obtidos com a TWD com os coeficientes wa-
velet obtidos com a TWDR, constata-se que a TWDR apresenta vantagens na deteção e
localização de distorções no sinal original por ser invariante ao deslocamento circular das
amostras.
D.3 Energia
A definição de energia de um sinal discreto 𝑥 com um número finito de amostras
𝑁 é determinado pela expressão:
𝐸𝑥 =
𝑁∑︁
𝑘=1
|𝑥(𝑘)|2 (D.24)
Alguns padrões de combinação podem ser obtidos no cálculo da energia dos coefi-
cientes da TWD em cada nível de decomposição com relação à energia do sinal original.
Uma forma remete ao cálculo da energia baseada em uma largura de janela fixa dos co-
eficientes wavelet, também chamada na literatura de Detail-Spectrum-Energy (DSE). A
outra forma, calcula a energia total dos coeficientes de aproximação e de detalhe em cada
nível de decomposição com relação ao sinal original. Estas duas formas distintas de cálculo
de energia serão explicas nas Subseções D.3.1 e D.3.2.
D.3.1 Energia Janelada dos Coeficientes Wavelet
A energia do sinal original 𝑐0 é igual a soma das energias concentradas dos coefici-
entes wavelet nos diferentes níveis de resolução 𝑗 = {1, 2, ..., 𝐽}, com a energia concentrada
dos coeficientes de aproximação no último nível de resolução 𝐽 , com 𝐽 6 𝐽𝑚𝑎𝑥, segundo o
teorema de Parseval (BURRUS et al., 1997). Isso significa que a energia do sinal pode ser
particionada em termos da energia dos coeficientes wavelet e de aproximação da TWD,
como segue:
𝑁∑︁
𝑘=1
|𝑐0(𝑘)|2 =
𝑁/2𝐽∑︁
𝑘=1
|𝑐𝐽(𝑘)|2 +
𝐽∑︁
𝑗=1
𝑁/2𝑗∑︁
𝑘=1
|𝑑𝑗(𝑘)|2 (D.25)
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O processo de janelamento para se obter DSE em uma dada escala 𝑗, confinando-
se um trecho específico da energia dos coeficientes wavelet, avança uma amostra por vez,
conforme explana a Equação D.26 (COSTA et al., 2007).
𝜀𝑤(𝑘) =
𝑘+𝑁𝑤/2𝑗∑︁
𝑛=𝑘
𝑑2𝑗(𝑛) (D.26)
Onde 𝑁𝑤 é o comprimento da janela (número de amostras contidas em um ciclo
da frequência fundamental do sinal original), 𝑘 = {1, 2, ..., (𝑁 −𝑁𝑤)/2𝑗} e 𝑁 é o número
de amostras do sinal original.
A energia de intervalo fixo definida em D.26 também pode ser aplicada para TWDR
e as curvas de energia apresentam comportamento similar (COSTA et al., 2010).
D.3.2 Vetor Descritor de Energia
Partindo da premissa da Equação D.25, pode-se calcular a energia dos coeficientes
de aproximação no último nível de resolução 𝐽 (𝐸𝑐𝐽 ) como também as energias individuais
dos coeficientes wavelet nos diferentes níveis de resolução 𝑗 = {1, 2, ..., 𝐽} (𝐸𝑑𝑗) para se
formar o Vetor Descritor de Energia (VDE) do sinal conforme mostra a Equação D.27
(GARCÍA, 2013). Isto será tratado com mais detalhes na seção logo a seguir.
[︁
𝐸𝑐𝐽 | 𝐸𝑑𝐽 | 𝐸𝑑𝐽−1 | 𝐸𝑑𝐽−2 | ... | 𝐸𝑑1
]︁
(D.27)
Onde:
𝐸𝑐𝐽 =
𝑁/2𝐽∑︁
𝑘=1
|𝑐𝐽(𝑘)|2 (D.28)
𝐸𝑑𝑗 =
𝑁/2𝑗∑︁
𝑘=1
|𝑑𝑗(𝑘)|2 (D.29)
D.4 Implementação da TWD
Os programas são desenvolvidos em ambiente MATLAB, as funções próprias deste
software tais como wavedec, dwt, mdwtdec e swt são utilizadas como gabarito nesta etapa.
Foram construídas funções capazes de calcular os coeficientes de uma matriz com os sinais
de tensão e corrente em forma de colunas, de maneira similar ao que ocorre com a função
pré-alocada mdwtdec do MATLAB, que efetua operações para múltiplos sinais de forma
direta como é proposta nesta dissertação.
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Além disso, é desenvolvida uma função que estende os sinais pela esquerda e pela
direita, seguindo o mesmo princípio do modo de extensão periódico “per” do MATLAB,
dando continuidade à forma de onda, para evitar descontinuidades nos extremos depois
da convolução com os filtros wavelet. Outra rotina desenvolvida corta os extremos para
manter a mesma proporção numa razão de dois com o tamanho do sinal original.
Este desenvolvimento foi necessário, pois a função dwtmode do MATLAB, que
regula o modo de extensão dos sinais para contornar os problemas de borda, permite
descontinuidades inexistentes após a filtragem em algumas formas de onda analisadas,
caso dwtmode esteja configurado diferente do modo de extensão periódico (setado como
“dwtmode(‘per’)”).
A implementação aqui elaborada permite calcular os coeficientes de decomposição
de detalhe, ou simplesmente coeficientes wavelet, e os coeficientes de aproximação para as
formas de tensão e corrente do banco de dados. A partir disso, são obtidos os descritores
desejados para a caracterização e classificação de eventos.
O ANEXO B mostra a formulação matricial da TWD a partir dos coeficientes dos
filtros escala e wavelet para se obter a decomposição do sinal em um determinado nível
de resolução ou profundidade.
D.4.1 Cálculo do Vetor de Descritores de Energia da TWD
Os descritores de energia são baseados inicialmente na utilização da TWD para
o cálculos dos coeficientes wavelet e de aproximação correspondentes a cada nível de
decomposição 𝑗. Isto acontece para os 3 vetores de tensão (𝑉𝑎, 𝑉𝑏 e 𝑉𝑐) e os 3 vetores de
corrente (𝐼𝑎, 𝐼𝑏 e 𝐼𝑐) ao mesmo tempo. Cada vetor possui 𝑁 amostas, ou seja, para os 6
vetores resulta em um total de 𝑁 × 6 amostras. A Tabela 26 apresentada na Subseção
D.1.1 mostra que a quantidade de coeficientes restantes em cada nível de decomposição,
depois da convolução e decimação por 2, é a metade das amostras do nível anterior. Estes
coeficientes são utilizados para calcular a energia para as seis variáveis em cada nível,
utilizando a Equação D.24 conforme é ilustrado na Figura 56(a).
Cada matriz de coeficientes é de tamanho 𝑁2𝑗 × 6 como mostra a Figura 56(b).
O resultado do cálculo da energia destes coeficientes gera um vetor de 6 elementos ou
descritores para cada nível de decomposição 𝑗(𝑗 = 1, 2, ...,𝑚), chamado de energia de
detalhe 𝐸𝐷𝑗. Paras os coeficientes de aproximação, é gerado um vetor chamado de 𝐸𝐴𝑚
também com 6 elementos. Assim, um total de 𝑚+1 vetores concatenados formam o Vetor
de Descritores de Energia (VDE) como mostrado na Figura 56(c). O VDE terá sempre
um tamanho de 6× (𝑚+ 1).
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Figura 56 – Passos para Construção do VDE da TWD.
Para o caso particular apresentado ao longo desta dissertação, os vetores de tensão
e corrente possuem um tamanho 𝑁 de 512 amostras e, somando os 6 vetores, resulta um
total de 3072 amostras. Após a decomposição com TWD e o cálculo das energias para 3
níveis de decomposição, resulta em um VDE com 24 descritores, que corresponde a um
tamanho de 0,78% das amostras das 6 oscilografias relacionadas a um evento ou não no
sistema de distribuição em estudo como apresentado na Figura 57.
Figura 57 – Vetor Descritor de Energia da TWD com 24 Descritores.
Cada VDE carrega informações distintas ao longo do tempo e pode ser usado para
caracterizar eventos associados ou não a uma das possíveis causas da Figura 9 na Subseção
2.3.1. Isto permite classificar mais facilmente os eventos devido à quantidade menor de
elementos representativos das formas de onda (análogo a uma assinatura digital humana,
que por vezes pode até ser chamado na literatura de assinatura elétrica).
O VDE também pode ser reduzido de tamanho se for selecionada só uma tensão
e uma corrente ao invés das três fases. Para isto se escolhe, por exemplo, a fase mais
afetada com corrente máxima (𝐼𝑚𝑎𝑥). Após esta seleção, o vetor VDE torna-se de tamanho
2× (𝑚+1). Aplicando o mesmo conceito apresentado anteriormente, resulta em um vetor
com 8 descritores representativos do evento, como apresentado na Figura 58.
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Figura 58 – Vetor Descritor de Energia da TWD com 8 Descritores.
No próximo item, é apresentada a implementação de outro algoritmo de extração
de descritores como alternativa ao exposto nesta seção.
D.5 Implementação da APW
A Análise de Pacotes Wavelet (APW) é uma generalização da TWD, que fornece
uma representação mais rica do sinal (MISITI et al., 2016). Em cada nível, o sinal é
dividido em um detalhe e uma aproximação e nas escalas subsequentes, a aproximação e
o detalhe são decompostos mais tarde em uma outra aproximação e detalhe. O resultado
é a árvore de decomposição de pacotes wavelet, que é mostrada graficamente na Figura
59 até o terceiro nível.
Figura 59 – Árvore de Decomposição de Pacotes Wavelet.
Os últimos 8 pacotes de números P3.1 a P3.8 são resultados da decomposição dos
sinais no 3º nível usando uma determinada função wavelet.
Cada pacote abrange uma faixa de frequência única com representação no domínio
do tempo de picos intermitentes de magnitude e duração variáveis. Não foi preciso fazer
uso de uma técnica de simetrização para se obter um comprimento de amostra diádica
(potência na base 2).
Assim, para os dados da Tabela 26, por exemplo, a faixa de frequência para
cada pacote é de aproximadamente 120 Hz (960/8) com 64 coeficientes da decomposi-
ção (512/8), começando com o número de pacote P3.1 que mede o intervalo 0 - 120 Hz e
termina com o número de pacote P3.8 que representa a faixa 840-960 Hz.
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Devido a essa estrutura subbanda, pode-se perceber que somente conteúdo harmô-
nico ímpar é evidenciado e serve para alguma aplicação de interesse.
D.5.1 Cálculo do Vetor de Descritores de Energia da APW
Os descritores são definidos a serem o percentual de energia de cada pacote com
respeito à energia do sinal original. As características de energia dos 8 valores calculados
da decomposição do sinal (pacotes) no 3º nível usando uma wavelet mãe. A Equação D.30
abaixo fornece uma expressão para a energia normalizada do i-ésimo pacote para um sinal
de comprimento 𝑁 .
𝐸𝑝 =
𝐸𝑖
𝐸𝑠
(D.30)
Onde 𝐸𝑠 é a energia total do sinal e 𝐸𝑖 é a energia total do i-ésimo pacote wavelet
calculada pela Equação D.24. A energia do sinal de comprimento 𝑁 é determinado pela
amplitude de suas amostras, assim como dos sinais de comprimento 𝑁/8.
Para aplicações com dados reais, a distribuição de energia é esperada a evoluir e
mudar com o tempo. A Figura 60 mostra uma possível construção de VDE para APW e
as contribuições relativas de cada pacote para a energia total do sinal.
Figura 60 – Vetor Descritor de Energia da APW com 48 Descritores.
