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The main goal of this paper is to prove two Aronszajn type theorems for some initial value
problems formulated in terms of fractional derivatives. Moreover, we are going to establish
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1. Introduction
There are many monographs on the fractional calculus that may convince how interesting the topic is (see e.g. [1–4]
and others). One can find therein interesting examples and applications. One can also find more about applications of the
fractional calculus in [5–8].
The theory of differential equations involving fractional derivatives is very rich, indeed. However, according to our best
knowledge, there are not many papers concerning topological properties of solutions to fractional differential equations. An
example of a paper dealing with this topic is the article [9].
Many papers on fractional differential equations are devoted to the existence and uniqueness of the following initial
value problem
x(α)(t) = f (t, x), x(α−1)(0) = x0, (1)
where t ∈ I = (0, T ], T > 0, α ∈ (0, 1] and x(α) denotes the classical Riemann–Liouville fractional derivative.
Themain goal of this article is to examine the topological properties of solution sets to two initial value problems, namely:
x(α)(t) = f (t, x), x(α−k)(0) = xk (k = 1, . . . , n), (2)
where t ∈ I , f : I × R → R is a given continuous function, xk ∈ R for k = 1, . . . , n and n − 1 < α < n, for some positive
integer n, as well as
x(αn)(t)− an−1x(αn−1)(t)− · · · − a1x(α1)(t) = f (t, x), x(0) = 0, (3)
where t ∈ I¯ , f : I¯ × R→ R is a given continuous function, 0 < α1 < · · · < αn < 1 and aj ∈ R for j = 1, . . . , n− 1.
Let us recall that the problem (3) was investigated in [10] from the point of view of the existence and uniqueness of
positive solutions. This problem was also examined in [11,12].
The structure of this paper is as follows: in Section 2 for convenience of the reader we collect basic notations, definitions
and theorems which will be needed in what follows. Section 3 concerns the Aronszajn property (cf. [13]) for problems (2)
and (3). Finally, in Section 4 we prove the existence and uniqueness theorem for positive solutions to problem (2).
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2. Preliminaries
In this section we recall some basic definitions and facts which will be useful in the following.
Let f be a Lebesgue measurable function defined almost everywhere on [a, b]. Denote by 0 the Gamma function. The
Holmgren–Riesz transform (some authors call it the Riemann–Liouville integral) of index α > 0 at t ∈ (a, b], denoted by
I(α; a, t, f ), is defined in the following way
I(α; a, t, f ) = 1
0(α)
∫ t
a
(t − s)α−1f (s)ds,
provided the above integral in the Lebesgue sense exists. If the limit
I(α; a, a+, f ) = lim
t→a+
I(α; a, t, f )
exists and is finite, we set I(α; a, a, f ) = I(α; a, a+, f ).
Remark 1. If f : [a, b] → R is bounded, then for every α > 0 the Holmgren–Riesz transform I(α; a, t, f ) exists and is
continuous on [a, b]with I(α; a, a, f ) = 0 (cf. [14]).
For α ≤ 0 one can extend the above transform in the following way. Let n be the smallest positive integer such that
α + n > 0. Then
I(α; a, t, f ) = d
n
dsn
I(n+ α; a, s, f ) at s = t ,
provided I(n + α; a, s, f ) and its first (n − 1) derivatives exist in a segment [a, b] ∩ (t − h, t + h), and the nth derivative
exists at s = t .
Using the Holmgren–Riesz transform it is possible to define the fractional derivative of the function f , which will be
denoted by f (α). Namely
f (α)(t) = I(−α; a, t, f ) for all t ∈ (a, b],
provided I(−α; a, t, f ) exists. In some cases we will require the above equality to hold for all t ∈ [a, b]. For the basic
properties of this derivativewe refer the reader to [1,3] or [4]. Many interesting properties of the Holmgren–Riesz transform
were proved by Barrett [14] (see also Hardy’s paper [15]).
Remark 2. Let f : [a, b] → R be a bounded function and let α, β > 0. Reasoning similarly as in [14], it can be shown that
I(α; a, t, I(β; a, s, f )) = I(α + β; a, t, f ) for t ∈ [a, b]
and
d
dt
I(1+ α; a, t, f ) = I(α; a, t, f ) for t ∈ [a, b].
The latter assertion follows easily from the former one in view of the differentiation of the indefinite integral.
Lemma 1. Let f : [a, b] → R be a continuous function such that f (α) exists and is continuous on [a, b] for some α ∈ (0, 1). Then
I(α; a, t, f (α)) = f (t) for t ∈ [a, b], whenever f (a) = 0
and
I(β; a, t, f (α)) = I(β − α; a, t, f ) for t ∈ [a, b], whenever α < β < 1.
Proof. If t = a the statement is clear since f and f (α) are continuous. Therefore let us assume that t ∈ (a, b]. From the
Newton–Leibniz Formula it follows that I(1; a, t, f (α)) = I(1− α; a, t, f ), hence by Remark 2 we obtain
I(β; a, t, f (α)) = d
dt
I(1+ β; a, t, f (α)) = d
dt
I(1+ β − α; a, t, f ) = I(β − α; a, t, f )
and
I(α; a, t, f (α)) = d
dt
I(1+ α; a, t, f (α)) = d
dt
I(1; a, t, f ) = f (t). 
Remark 3. Note that the assumption that f (a) = 0 in the first part of Lemma1 is necessary. Indeed, reasoning as in the proof
for a < t ≤ b we get I(α; a, t, f (α)) = f (t). Hence, in view of the fact that I(α; a, t, f (α))→ 0 as t → a+ and continuity of
f , we obtain that f (a) = 0.
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Now, recall that a subset of a metric space is an Rδ set, if it is homeomorphic to the intersection of a decreasing sequence
of compact absolute retracts. In particular, it is nonempty, compact and connected. Let us emphasize that Rδ sets have found
interesting applications e.g. in examination of periodic problems (see [16]).
Throughout the paper by E we will denote a Banach space. If K is a compact convex subset of a normed space and Y is
a closed and convex subset of E, then by C(K , Y )we will denote the space of all continuous functions from K to Y with the
topology of uniform convergence.
Because in this paper we work with compact operators, the following variant of Vidossich’s principle is enough for our
purpose.
Theorem 2 ([17]). If F : C(K , Y ) → C(K , Y ) is a compact mapping and there exist t0 ∈ K and y0 ∈ Y such that the following
two conditions are satisfied:
(i) F(x)(t0) = y0 for every x ∈ C(K , Y );
(ii) for every ε > 0
x|Kε = y|Kε H⇒ F(x)|Kε = F(y)|Kε (x, y ∈ C(K , Y )),
where Kε = B¯(t0; ε) ∩ K,
then the set fix F of all fixed points of F is an Rδ .
More information about possible applications of the above theorem to nonlinear differential and integral equations in
finite dimensional spaces one can find e.g. in [18–21] (see also references therein).
To deal with positive solutions we will need following definitions.
Definition 1. A nonempty subset P 6= {θ} of E is called a cone if it is closed, convex and satisfies the conditions:
(a) λx ∈ P for all x ∈ P and λ ≥ 0;
(b) if x ∈ P and−x ∈ P , then x = θ .
It is well-known that P induces a partial order 4 in E in the following way:
x 4 y if and only if y− x ∈ P.
If x 4 y and y− x 6= θ , we write x ≺ y.
Definition 2. A cone P is called normal if there exists γ > 0 such that for all x, y ∈ P if x 4 y then ‖x‖ ≤ γ ‖y‖.
Definition 3. An operator A: P → P is said to be decreasing if θ 4 x 4 y implies A(y) 4 A(x).
Let us recall also the notion of a condensing operator.
Definition 4. Let A: X → E be a continuous operator defined on X ⊂ E. The operator A is said to be condensing if µ(A(K))
< µ(K) for all bounded K ⊂ X with µ(K) 6= 0, where µ denotes the Kuratowski measure of noncompactness.
The proof of a theorem on the existence and uniqueness of positive solutions is based on the following fixed point
theorem, namely:
Theorem 3 ([22]). Suppose that:
(j) P is a normal cone in E and A: P → P is decreasing and condensing;
(jj) θ ≺ A(θ) and there exists ε0 > 0 such that ε0A(θ) ≺ A2(θ);
(jjj) for any x ∈ E such that βA(θ) 4 x (β = β(x) > 0) and λ ∈ (0, 1) there exists η = η(x, λ) > 0 such that A(λx) 4
[λ(1+ η)]−1A(x).
Then A has exactly one fixed point x? such that θ ≺ x?. Moreover, constructing successively a sequence xn = A(xn−1), n =
1, 2, . . . , for any initial x0 ∈ P, we have limn→∞ ‖xn − x?‖ = 0.
3. Aronszajn property
Let us consider the problem (2).
Definition 5. A continuous function x: J → R, where J = (0, d] ⊂ I , is said to be a solution to the problem (2) if it satisfies
the following conditions:
(a) x is integrable in the Lebesgue sense on J;
(b) I(1− α; 0, t, x) exists and is absolutely continuous on J¯;
(c) x(α)(t) = f (t, x(t)) for t ∈ J;
(d) x(α−k)(0) = xk for k = 1, . . . , n.
D. Bugajewska, P. Kasprzak / Computers and Mathematics with Applications 59 (2010) 1108–1116 1111
Remark 4. Note that for k = 1, . . . , n
I(k− α; 0, t, x) = d
n−k
dsn−k
I(n− α; 0, s, x), at s = t ,
hence if x is a solution to (2) defined on J , then for every k = 1, . . . , n the derivative I(k−α; 0, t, x) exists and is continuous
on J¯ .
Proposition 4. If f : I × R → R is continuous and bounded, then the problem (2) is equivalent to the following Volterra type
integral equation
x(t) =
n∑
k=1
xk
0(α − k+ 1) t
α−k + 1
0(α)
∫ t
0
(t − s)α−1f (s, x(s))ds. (4)
Proof. Let x be a continuous solution to (4) defined on some interval J = (0, d] ⊂ I . Eq. (4) can be written in the form
x(t) =
n∑
k=1
xk
0(α − k+ 1) t
α−k + I(α; 0, t, ϕx), (5)
where ϕx(s) = f (s, x(s)) for s ∈ J . Since f is bounded, I(σ ; 0, t, ϕx) exists and is continuous on J¯ for every σ > 0 and
I(σ ; 0, 0, ϕx) = 0. Moreover, in view of Remark 2 and [14, Example 1.1] we obtain
I(n− α; 0, t, I(α; 0, s, ϕx)) = I(n; 0, t, ϕx) for t ∈ J
and
I
(
n− α; 0, t, xk
0(α − k+ 1) t
α−k
)
= xk
0(n− k+ 1) t
n−k for t ∈ J and k = 1, . . . , n.
Hence
I(n− α; 0, t, x) =
n∑
k=1
xk
0(n− k+ 1) t
n−k + I(n; 0, t, ϕx) for t ∈ J .
Thus
x(α)(t) = I(−α; 0, t, x) = d
n
dtn
I(n− α; 0, t, x) = f (t, x(t)) for t ∈ J .
Moreover, for t ∈ J and k = 1, . . . , n− 1 we have
I(k− α; 0, t, x) = d
n−k
dtn−k
I(n− α; 0, t, x) =
k∑
j=1
xj
0(k− j+ 1) t
k−j + I(k; 0, t, ϕx).
Particularly, from [14, Corollary 1.3.1 (b)] it follows that I(1−α; 0, t, x) exists and is absolutely continuous on J¯ . Furthermore,
x(α−k)(0) = lim
t→0+
I(k− α; 0, t, x) = xk + lim
t→0+
I(k; 0, t, ϕx) = xk for k = 1, . . . , n.
In addition, note that x is integrable on J . Therefore x is a solution to (2).
Now, let us suppose that x is a solution to the problem (2) for α ∈ (n − 1, n) defined on some interval J = (0, d] ⊂ I .
Then I(−α; 0, t, x) = f (t, x(t)) for t ∈ J , so
I(α; 0, t, I(−α; 0, s, x)) = I(α; 0, t, ϕx) for t ∈ J ,
where ϕx(s) = f (s, x(s)). By [14, Theorem 1.6] we have
I(α; 0, t, I(−α; 0, s, x)) = x(t)−
n∑
k=1
tα−k
0(α − k+ 1) I(k− α; 0, 0
+, x) for t ∈ J .
Because
I(k− α; 0, 0+, x) = lim
t→0+
x(α−k)(t) = x(α−k)(0) = xk,
so x is a continuous solution to (4). 
Theorem 5. If f : I × R → R is continuous and bounded with a constant M > 0, then the set of all solutions to (2) defined
on I and considered as a subset of the space CF (I,R) of all continuous functions from I to R with the topology of almost uniform
convergence, is an Rδ .
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Proof. In view of Proposition 4 we shall consider Eq. (4).
Let z(t) = tn−αx(t) for t ∈ I . Then
z(t) =
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s, z(s))ds,
where
ϕ(s, z(s)) = tn−α f (s, x(s)) for s ∈ (0, t] and t ∈ I .
To simplify notation, let N stand for bigger of the two numbers
n∑
k=1
|xk|T n−k
0(α − k+ 1) and
MT n
0(α + 1) .
We define a mappingΦ: C(I¯,R)→ C(I¯,R) by the following formula
Φ(z)(t) =
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s, z(s))ds, for z ∈ C(I¯,R), t ∈ I¯ .
Now, we are going to prove that the set Φ(C(I¯,R)) is equiuniformly continuous. In particular, it will mean that Φ is well-
defined. Let us take z ∈ C(I¯,R) and t, τ ∈ I¯ such that τ ≥ t . If α > 1, then since |ϕ(s, z(s))| ≤ MT n−α for all z ∈ C(I¯,R)
and s ∈ I , we obtain
|Φ(z)(τ )− Φ(z)(t)| ≤
n∑
k=1
|xk|
0(α − k+ 1) (τ
n−k − tn−k)+ 1
0(α)
∫ t
0
[
(τ − s)α−1 − (t − s)α−1] |ϕ(s, z(s))| ds
+ 1
0(α)
∫ τ
t
(τ − s)α−1 |ϕ(s, z(s))| ds
≤
n∑
k=1
|xk|
0(α − k+ 1) (τ
n−k − tn−k)+ MT
n−α
0(α + 1) (τ
α − tα).
If α ∈ (0, 1), then n = 1 and
|Φ(z)(τ )− Φ(z)(t)| ≤ MT
1−α
0(α + 1)
[
2(τ − t)α − (τ α − tα)] ≤ 2MT 1−α
0(α + 1) (τ − t)
α,
hence the familyΦ(C(I¯,R)) is equiuniformly continuous.
Note thatΦ(C(I¯,R)) is also uniformly bounded. Indeed, for every z ∈ C(I¯,R) and t ∈ I¯ we have
|Φ(z)(t)| =
∣∣∣∣∣ n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s, z(s))ds
∣∣∣∣∣
≤ N + MT
n−α
0(α)
∫ t
0
(t − s)α−1ds ≤ N + MT
n
0(α + 1) ≤ 2N.
Hence, from the Arzelà–Ascoli theorem, we obtain thatΦ(C(I¯,R)) is relatively compact in C(I¯,R).
Now let z0 ∈ C(I¯,R) and let (zm)m∈N be a sequence such that zm ∈ C(I¯,R) for m ∈ N and zm → z0 uniformly on I¯ , as
m → +∞. Fix t ∈ I¯ . If t = 0, then Φ(z0)(0) = xn0(α−n+1) as well as Φ(zm)(0) = xn0(α−n+1) for all m ∈ N. If t > 0, from the
Lebesgue Dominated Convergence Theorem it follows that∫ t
0
(t − s)α−1ϕ(s, zm(s))ds→
∫ t
0
(t − s)α−1ϕ(s, z0(s))ds, asm→+∞.
In consequence Φ(zm) → Φ(z0) pointwise on I¯ as m → +∞. Since Φ(C(I¯,R)) is equiuniformly continuous, we deduce
thatΦ(zm)→ Φ(z0) uniformly on I¯ asm→+∞ and hence the mappingΦ is continuous (see for example [23, Theorem 4,
p. 57]).
In view of the above it is clear that the operatorΦ satisfies all assumptions of Vidossich’s theorem and therefore the set
of all its fixed points is an Rδ .
Now, we show that the set of all fixed points of the operator F : CF (I,R)→ CF (I,R) defined by
F(x)(t) =
n∑
k=1
xk
0(α − k+ 1) t
α−k + 1
0(α)
∫ t
0
(t − s)α−1f (s, x(s))ds, t ∈ I,
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is an Rδ , too. Let us observe that the operator F is well-defined, because the function f is bounded.
Define themapping h: C(I¯,R)→ CF (I,R) by the formula h(z) = z|I , where z|I denotes the restriction of z to I . It is easily
seen that h|fix Φ is a homeomorphism into. Furthermore, the mapping g: h(fixΦ)→ CF (I,R) defined by g(z)(t) = tα−nz(t)
for t ∈ I is also a homeomorphism into.
It is a simplematter to check that g
(
h(fixΦ)
) = fix F . Because the Rδ property is preserved by homeomorphisms and the
set of all fixed points of F coincides with the set of all solutions to the problem (2) defined on I , the proof is completed. 
We now proceed to the problem (3). Put B = {x ∈ R : |x| ≤ b} for some b > 0.
Definition 6. A continuous function x: J¯ → B, where J¯ = [0, d] ⊂ I¯ , is said to be a solution to the problem (3), if it satisfies
the following conditions:
(a) I(−αj; 0, t, x) exists and is continuous on J¯ for j = 1, . . . , n;
(b) x(αn)(t)− an−1x(αn−1)(t)− · · · − a1x(α1)(t) = f (t, x(t)) for t ∈ J¯;
(c) x(0) = 0.
Proposition 6. Let the function f : I¯ × B → R be continuous and let 2αn−1 < αn. Then the problem (3) is equivalent to the
following Volterra type integral equation
x(t) =
n−1∑
j=1
aj
0(αn − αj)
∫ t
0
(t − s)αn−αj−1x(s)ds+ 1
0(αn)
∫ t
0
(t − s)αn−1f (s, x(s))ds. (6)
Proof. Let x be a continuous solution to (6) defined on some interval J¯ = [0, d] ⊂ I¯ . Eq. (6) can be written in the form
x(t) =
n−1∑
i=1
aiI(αn − αi; 0, t, x)+ I(αn; 0, t, ϕx), (7)
where ϕx(s) = f (s, x(s)) for s ∈ J¯ . Of course x(0) = 0. Acting on both sides of (7) with I(1−αj; 0, t, ·), where 1 ≤ j ≤ n− 1,
we obtain
I(1− αj; 0, t, x) =
n−1∑
i=1
aiI(1− αj; 0, t, I(αn − αi; 0, s, x))+ (1− αj; 0, t, I(αn; 0, s, ϕx))
and by Remark 2
I(1− αj; 0, t, x) =
n−1∑
i=1
aiI(1+ αn − αi − αj; 0, t, x)+ I(1+ αn − αj; 0, t, ϕx).
Since αn − αj − αi > 0, for t ∈ J¯ we have
x(αj)(t) = d
dt
I(1− αj; 0, t, x) =
n−1∑
i=1
aiI(αn − αi − αj; 0, t, x)+ I(αn − αj; 0, t, ϕx),
therefore functions x(αj) are continuous on J¯ for j = 1, . . . , n− 1.
If we act on both sides of (7) with I(1− αn; 0, t, ·), we obtain
I(1− αn; 0, t, x) =
n−1∑
i=1
aiI(1− αi; 0, t, x)+ I(1; 0, t, ϕx).
Hence for every t ∈ J¯
x(αn)(t) =
n−1∑
i=1
ai
d
dt
I(1− αi; 0, t, x)+ ddt I(1; 0, t, ϕx) =
n−1∑
i=1
aix(αi)(t)+ f (t, x(t)),
which proves that x is a solution to (3).
Now, let us suppose that x is a solution to (3) defined on some interval J¯ = [0, d] ⊂ I¯ . Thus
x(αn)(t)− an−1x(αn−1)(t)− · · · − a1x(α1)(t) = f (t, x(t)) for t ∈ J¯ .
Acting on both sides of the above equation with I(αn; 0, t, ·), in view of the continuity of x(αj), we obtain
I(αn; 0, t, x(αn))−
n−1∑
i=1
aiI(αn; 0, t, x(αi)) = I(αn; 0, t, ϕx) for t ∈ J¯ ,
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where ϕx(s) = f (s, x(s)) for s ∈ J¯ . From Lemma 1 we have
x(t) =
n−1∑
i=1
aiI(αn − αi; 0, t, x)+ I(αn; 0, t, ϕx) for t ∈ J¯,
which means that x is a continuous solution to (6). 
Theorem 7. Let the function f : I¯ × B → R be continuous and therefore bounded with a constant M > 0 and let 2αn−1 < αn.
Then there exists an interval J¯ = [0, d] ⊂ I¯ such that the set of all solutions to the problem (3) defined on J¯ and considered as a
subset of the space C(J¯,R) of all continuous functions from J¯ to R with the topology of uniform convergence, is an Rδ .
Proof. In view of Proposition 6 we shall consider Eq. (6).
Let the number d > 0 be such that
n−1∑
j=1
b|aj|
0(αn − αj + 1)d
αn−αj + M
0(αn + 1)d
αn ≤ b
and let J¯ = [0, d] ⊂ I¯ .
For simplicity let us denote BC(J¯,R) = {x ∈ C(J¯,R) : |x(t)| ≤ b, t ∈ J¯} and ϕx(t) = f (t, x(t)) for x ∈ BC(J¯,R) and t ∈ J¯ , and
let us define the operator F : BC(J¯,R) → C(J¯,R) by the following formula
F(x)(t) =
n−1∑
j=1
ajI(αn − αj; 0, t, x)+ I(αn; 0, t, ϕx) for x ∈ BC(J¯,R) and t ∈ J¯ . (8)
Now, we are going to prove that the set F
(
BC(J¯,R)
)
is equiuniformly continuous. In particular, it will mean that F is well-
defined. In fact, we will show that the families{
I(αn − αj; 0, t, x) : x ∈ BC(J¯,R)
}
for j = 1, . . . , n− 1
and {
I(αn; 0, t, ϕx) : x ∈ BC(J¯,R)
}
are equiuniformly continuous on J¯ .
Let us take x ∈ BC(J¯,R) and t, τ ∈ J¯ such that τ ≥ t . Then we have
|I(αn; 0, τ , ϕx)− I(αn; 0, t, ϕx)|
≤ 1
0(αn)
∫ t
0
[
(t − s)αn−1 − (τ − s)αn−1] |ϕx(s)| ds+ 1
0(αn)
∫ τ
t
(τ − s)αn−1 |ϕx(s)| ds
≤ M
0(αn)
∫ t
0
[
(t − s)αn−1 − (τ − s)αn−1]ds+ M
0(αn)
∫ τ
t
(τ − s)αn−1ds
= M
0(αn + 1)
[
2(τ − t)αn − (τ αn − tαn)] ≤ 2M
0(αn + 1) (τ − t)
αn .
Reasoning similarly, it is easy to prove that for j = 1, . . . , n− 1 we have∣∣I(αn − αj; 0, τ , x)− I(αn − αj; 0, t, x)∣∣ ≤ 2b
0(αn − αj + 1) (τ − t)
αn−αj .
Therefore, the set F
(
BC(J¯,R)
)
is equiuniformly continuous on J¯ .
Furthermore, F
(
BC(J¯,R)
) ⊂ BC(J¯,R). Indeed, for x ∈ BC(J¯,R) and t ∈ J¯
|F(x)(t)| ≤
n−1∑
j=1
b|aj|
0(αn − αj)
∫ t
0
(t − s)αn−αj−1ds+ M
0(αn)
∫ t
0
(t − s)αn−1ds
≤
n−1∑
j=1
b|aj|
0(αn − αj + 1)d
αn−αj + M
0(αn + 1)d
αn ≤ b.
Therefore, from the Arzelà–Ascoli theorem, we obtain that F
(
BC(J¯,R)
)
is relatively compact in C(J¯,R).
Of course, the mapping F is continuous. Hence, it is clear that it satisfies all assumptions of Theorem 2 and thus the set
fix F , which coincides with the set of all solutions to (6) defined on J¯ , is an Rδ . 
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4. Positive solutions
The theorem contained in this section extend the results obtained in [24].
Suppose that:
1◦ f : I × R+ → R+ is continuous and bounded, where R+ = [0,+∞);
2◦
∧
t∈(0,T ] f (t, 0) > 0 and f (t, ·) is decreasing;
3◦
∨
m∈(0,1)
∧
t∈(0,T ]
∧
x∈(0,+∞) mf (t, 0) ≤ f (t, x);
4◦
∧
λ∈(0,1)
∨
η¯∈[1, 1
λ
)
∧
t∈(0,T ]
∧
x∈[0,+∞) f (t, λx) ≤ η¯f (t, x);
5◦ xk ≥ 0 for k = 1, . . . , n.
Theorem 8. Under the assumptions 1◦–5◦ there exists a unique positive solution to the problem (2) defined on I.
Proof. From Proposition 4 the problem (2) is equivalent to the integral equation (4).
Consider the Banach space C(I¯,R)with the maximum norm and let
P = {z ∈ C(I¯,R) : z(t) ≥ 0, t ∈ I¯}.
Obviously P is a normal cone andw 4 z if and only ifw(t) ≤ z(t) for every t ∈ I¯ .
For z ∈ P we define the operator
Φ(z)(t) =
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s, z(s))ds t ∈ I¯,
where
ϕ(s, z(s)) = tn−α f (s, sα−nz(s)) for s ∈ (0, t] and t ∈ I .
It is easy to check that Φ(P) ⊂ P . Moreover, from the proof of Theorem 5, it follows that Φ is a compact map, and hence
condensing. Of courseΦ is decreasing. Furthermore,Φ(θ)(0) ≥ 0 and in view of 2◦ for every t ∈ I we have
Φ(θ)(t) =
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s, 0)ds
=
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1tn−α f (s, 0)ds > 0.
Therefore θ ≺ Φ(θ). From 3◦ we obtain
Φ2(θ)(t) =
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s,Φ(θ)(s))ds
≥
n∑
k=1
xk
0(α − k+ 1) t
n−k + m
0(α)
∫ t
0
(t − s)α−1tn−α f (s, 0)ds > 1
2
mΦ(θ)(t),
so 12mΦ(θ) ≺ Φ2(θ).
In order to prove that the operator Φ satisfies the assumption (jjj) of Theorem 3 let us fix z ∈ P and λ ∈ (0, 1). For any
t ∈ I¯ we have
Φ(λz)(t) =
n∑
k=1
xk
0(α − k+ 1) t
n−k + 1
0(α)
∫ t
0
(t − s)α−1ϕ(s, (λz)(s))ds
≤
n∑
k=1
xk
0(α − k+ 1) t
n−k + η¯
0(α)
∫ t
0
(t − s)α−1tn−α f (s, sα−nz(s))ds
≤ η¯Φ(z)(t).
Since η¯ ∈ [1, 1
λ
), there exists η > 0 such that η¯ = [λ(1+ η)]−1. HenceΦ(λz) 4 [λ(1+ η)]−1Φ(z).
By Theorem 3 operator Φ has a unique fixed point z? such that θ ≺ z?. In consequence, tα−nz?(t) is a unique positive
solution to the problem (2) defined on I . 
Example. Consider the following initial value problem
x(α)(t) =
(
1+ 1
2
sin
1
t
)x2(t)+ 2
x2(t)+ 1 , x
(α−k)(0) = xk for k = 1, . . . , n, (9)
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where n− 1 < α < n for some positive intiger n, xk ≥ 0 for k = 1, . . . , n and t ∈ (0, 1]. The function f : (0, 1] ×R+ → R+
defined by the formula
f (t, x) =
(
1+ 1
2
sin
1
t
)x2 + 2
x2 + 1
satisfies all the assumptions of Theorem 8 with
m = 1
2
and η¯ = sup
x≥0
(
λ2x2 + 2
λ2x2 + 1 ·
x2 + 1
x2 + 2
)
,
hence the problem (9) has a unique positive solution defined on (0, 1]. Furthermore, let us note that f cannot be extended
continuously on [0, 1] × R+.
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