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Abstract
Certain tasks require multiple robots to cooperate in order to solve them. The
main problem with multi-robot systems is that they are inherently complex and
usually situated in a dynamic environment. Now, biological immune systems pos-
sess a natural distributed control and exhibit real-time adaptivity, properties that
are required to solve problems in multi-robot systems. In this thesis, biological
immune systems and their response to external elements to maintain an organ-
ism’s health state are researched. The objective of this research is to propose
immune-inspired approaches to cooperation, to establish an adaptive cooperation
algorithm, and to determine the refinements that can be applied in relation to co-
operation. Two immune-inspired models that are based on the immune network
theory are proposed, namely the Immune Network T-cell-regulated—with Mem-
ory (INT-M) and the Immune Network T-cell-regulated—Cross-Reactive (INT-X)
models. The INT-M model is further studied where the results have suggested
that the model is feasible and suitable to be used, especially in the multi-robot
cooperative shepherding domain. The Collecting task in the RoboShepherd sce-
nario and the application of the INT-M algorithm for multi-robot cooperation
are discussed. This scenario provides a highly dynamic and complex situation
that has wide applicability in real-world problems. The underlying ‘mechanism
of cooperation’ in the immune inspired model (INT-M) is verified to be adaptive
in this chosen scenario. Several multi-robot cooperative shepherding factors are
studied and refinements proposed, notably methods used for Shepherds’ Approach,
Shepherds’ Formation and Steering Points’ Distance. This study also recognises
the importance of flock identification in relation to cooperative shepherding, and
the Connected Components Labelling method to overcome the related problem
is presented. Further work is suggested on the proposed INT-X model that was
not implemented in this study, since it builds on top of the INT-M algorithm
and its refinements. This study can also be extended to include other shepherd-
ing behaviours, further investigation of other useful features of biological immune
systems, and the application of the proposed models to other cooperative tasks.
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Chapter 1
Introduction
1.1 Background
One of the main issues being studied in Multi-Robot System is cooperation be-
tween mobile and autonomous robots in order to achieve a common goal or to
maximise the utility for each agent. Robots can also be viewed as agents, specif-
ically embodied agent situated in the physical world. Agents can be defined as
a situated computational system which is capable of autonomous action in some
environment in order to achieve its design objectives [109]. Thus, Multi-Robot Sys-
tems can actually comprise of several homogeneous or heterogeneous self-interested
agents. However, this research proposes an application area of dynamically chang-
ing environments such that the self-interested agents shall be of homogeneous in
nature and the environment is continuous so that processing and decisions must
be done in real-time.
There are several reasons why systems consisting of group of agents are of
interest, and two of them are as follows [13]:
• tasks may be inherently too complex (or impossible) for a single agent
• building and using several simple agents can be easier, cheaper, more flexible
and more fault-tolerant
Cooperation can be defined as a form of interaction, usually based on some
form of communication [63]. But this definition is still quite general. Another more
specific definition is taken from Robotics study whereby cooperative behaviour is
as follows [13]:
1
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“Given some task specified by the designer, a multiple-robot system
displays cooperative behaviours if, due to some underlying mechanism
(i.e. the ‘mechanism of cooperation’), there is an increase in the total
utility of the system.”
Effective cooperation entails that the total utility of the system is increased,
but at the same time the goal of each single agent is not totally abandoned nor
delayed too long. It also requires that competition for resources among agents is
minimised.
1.2 Problem Formulation
This research is interested in the use of an effective algorithm for cooperation in a
team of robots in order to achieve its design objectives. This problem have indeed
been studied by many researchers both in the robotics and multi-agent systems
areas. The main research problems identified in this study are listed below.
1. Complexities that exist in multi-robot systems
In multi-robot systems, interaction between robots is highly problematic. The
robots may be of different types, have different actuators, sensors or just have
different capabilities. These differences lead to several complications, such as the
inability to detect other robots and communication breakdown. Therefore, the
problem within a team of multiple robots is quite difficult to overcome. However,
it is still possible to make reasonable attempts at this problem provided that
several assumptions and simplifications are introduced.
2. Dynamic environmental changes that are faced by robots
Another problem in multi-robot cooperation is the adaptation to environmental
changes. Whenever the situation has changed, the ability to cooperate between
robots must not be affected. It is understandable that the interaction of the robots
will inevitably be affected by the changing environment, but it is intended that
the robots would still be able to cooperate even at the minimal level in order to
achieve its design objectives and complete the task at hand. Thus, the mechanism
of cooperation must be able to withstand and be robust enough to overcome such
problem.
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3. Comprehensive interaction required in a multi-robot cooperation
Method of interaction in multi-robot cooperation should be more versatile and
inclusive. It should not be too simple, as in a one-to-one interaction, but should
involve all related robots that can affect the situation at hand. This research
considers local group interactions as important so that emergent group behaviours
that are optimal for the local environment can be achieved. Biological immune
system manifests emergent cooperative behaviours in the form of the virus-fighting
cells in the body. Hence, it is suitable as a method to approach the problem and
is discussed in the following chapters.
Other than that, identifying suitable tasks that can be performed is also taken
into consideration in studying multi-robot cooperation, since the task selected
should be representative and can be scaled to bigger real world problems.
Figure 1.1: The research areas identified: interest is on the central overlapping
area
Therefore, this study can be described as the use of immunology-based algo-
rithm in achieving adaptive cooperation in a group of robots. Figure 1.1 shows
the main research interest of this study that involves three main research areas.
Meanwhile, Figure 1.2 shows the focus of this research.
1.3 Research Objectives
This study aims to overcome the problems listed earlier through three objectives.
They are listed following the stages of the research whereby firstly an immune
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Figure 1.2: Hierarchical view of the research focus
systems approach is defined for robot cooperation, then properties of the algo-
rithm is investigated to establish adaptive cooperation in a specific cooperative
task, and finally the refinements of the immune-inspired cooperation behaviour is
determined. Listed below are the objectives of this research:
1. To propose immune-inspired approaches to cooperation.
2. To establish an adaptive cooperation algorithm in multi-robot systems.
3. To determine the refinements that can be applied related to cooperation.
In terms of multi-robot cooperation tasks, the intention of this study is to
have a representative task scenario that is applicable in other problem domains.
Therefore, properties and requirements of cooperative tasks are investigated and
the RoboShepherd task scenario is selected. This is presented in the following
chapters.
1.4 Motivations
This research is mainly interested in the importance of overcoming or at least at-
tempting to overcome the problems pertaining to cooperation in a team of robots.
The challenges that motivate this research are described here.
1. The need of robots to cooperate or coordinate their action is vital in ad-
vancing their usability to the next level. Moreover, the abundance of robots
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that are available today makes it almost inevitable for interactions between
robots to occur.
2. The potential use of multi-robot systems that can autonomously cooperate
is enormous. For example, such a system is useful in hazardous situations,
space explorations, military operations, and even in our homes where several
robots can be operating at the same location. These wide potential appli-
cations make the study even more important as it is quite possible to have
an impact on the socio-economics of the society along with the technological
advancements that could be achieved.
3. The biological immune system is a suitable candidate for a cooperation
metaphor as it is proved that the task at hand (or rather its design ob-
jective) in most circumstances, is well achieved. The immune system cells
have the magnificent property to autonomously coordinate their actions to
achieve their common objective.
This research proposes that the cooperation among the robots is using ap-
proaches that have their roots in biology, specifically the Immune Systems. There
indeed exist many models or frameworks proposed by others in the literature relat-
ing to cooperation. Some of them are MAPS [101], RETSINA [92], STEAM [97],
and CORDA [75]. However, these models do not utilise the adaptive behaviour
that can be derived from biology such as; in this case; the immune systems. Fur-
thermore, this research is also driven by the fact that immune systems are not yet
widely researched in the multi-robot systems domain.
1.5 Contributions
In this research, the use of immune systems inspired algorithms in order to achieve
adaptive cooperation is in focus. This provides a new insight in multi-robot sys-
tems research, as a perspective that derives from immune systems is studied in
order to realise a team of cooperating robots. Furthermore, interactions between
multiple robots in such scenarios are also investigated because of its wide appli-
cability in the real world.
The background understanding on the use and application of immune systems
in multi-robot systems areas in this research can lead to further study on immune
and multi-robot systems research interactions. The main contributions of this
research are listed below.
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1. Two immune-inspired models are proposed, and one of the model, the INT-
M model is implemented and evaluated.
2. The implementation of the cooperative shepherding used in this research is
using local ground view; except for the proposed flock identification method
which rely on a ‘bird’s eye view’. This sets the study apart from other
research, whereby such implementation is indeed difficult but it is more
similar to real world situations.
3. The implementation of the immune inspired group behaviour takes into ac-
count all the nearby shepherds (i.e. within the communication radius) which
is more realistic compared to other works that only uses a one-to-one commu-
nication that happens when the shepherds are in contact with one another.
4. The ‘cooperation mechanism’ underlying the immune inspired model (INT-
M) is verified to be adaptive in a dynamic multi-robot scenario and support-
ing experimental data are provided.
5. Refinements related to multi-robot cooperative shepherding are identified
and tested.
6. This study recognised the importance of flock identification in relation to
cooperative shepherding task and a method to overcome the problem is
discussed.
7. The implementation of this study is done on the Player/Stage robotics sim-
ulation platform. This means that it can be applied onto real robots with
minor changes required.
The findings of the research is significant in the view that immune inspired
approach to adaptive cooperation is tested and evaluated. The area of multi-
robot systems cooperation now have a new and improved model to use in order
to establish the intended interaction in a team of robots. Furthermore, an in-
depth study of refinements on the cooperative shepherding behaviour had been
conducted and is presented in this thesis.
1.6 Thesis Structure
This thesis is structured in the following way. In chapter 2, we will first review
the current research in multi-robot systems in general. Then the central theme
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of cooperation is defined which is later followed by a general description of the
immune systems as the main concern of this study. Then discussions are made on
the several multi-robot cooperation techniques available.
In chapter 3, discussions are presented on the proposed immune systems in-
spired cooperation model that is considered as feasible to be implemented. The
model is described in general and will be studied and discussed more deeply in
later chapters. Simulation results and verification of the ‘cooperation mechanism’
of the model are presented in chapter 4. In chapter 5, several refinements to the
cooperative shepherding behaviour are proposed. The proposed model together
with the refinements are again simulated and results are presented. In the latter
part of the chapter, another refinement focusing on flock identification is proposed
and its results are discussed. A second proposed model based on immune systems
inspired cooperation is described at the end of chapter 5.
The final chapter, chapter 6, is where the works done in this study are sum-
marised and the main contributions are listed. The chapter also provides several
suggestions for future research works.
Chapter 2
Literature Review
2.1 Introduction
This chapter discusses other literatures that are related to this study. Two main
themes that are crucial in this study are cooperation techniques or approaches,
and immune systems literature in the area of multi-robot systems.
There are several overview on multi-robot systems research, as discussed by Cao
et al. [13], Arai et al. [3], Wang et al. [106] and Lima and Custo´dio [55]. These
papers are largely concerned with the diversity, usage, and impact of multi-robot
systems research.
Multi-robot systems are being studied and applied in a vastly different do-
mains, such as RoboCup [44], Search and Rescue [45, 96], Unmanned Aerial Ve-
hicle (UAV) [14, 71], and military applications for example the DARPA Grand
Challenge [6].
The Robot World Cup (RoboCup) is an international competition of soccer
playing robots where the main goal is to have a team of autonomous humanoid
robots that can beat the winner of FIFA World Cup by the year 2050. There are
multitude of challenges and one of it is how the robot teams can cooperate to plan a
strategy during game play. There are promising research on robot teams [97, 104],
but other challenges remain such as learning and quick adaptation to dynamically
changing environments.
There is also a variant competition of RoboCup known as RoboCup Rescue
that focuses on humanitarian use of robotics, specifically in disaster mitigation
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problem. The goal is to achieve multiple heterogeneous and antonomous robots
that can be involved in search and rescue operations. This competition is more
challenging since it is based on real-world scenarios and involves other autonomous
robots and humans in the rescue operations.
On a related area, multiple Unmanned Aerial Vehicles (UAVs) pose interesting
challenges with regard to autonomy and team coordination [47, 49]. In terms
of autonomy, most UAVs still have human-in-the-loop operation. However, the
goal to achieve operational autonomy or decision autonomy for UAVs is gaining
attention [4], especially for military operations.
Multiple autonomous robots can be used in various military operations. Hence,
the Defense Advanced Research Projects Agency (DARPA) had initiated the
DARPA Grand Challenge competition in the year 2004. The goal was to build
autonomous vehicles that can assist humans. The challenge was to manoeuvre
in an open and rugged terrain. The team that won the competition in the sec-
ond year by successfully completing the route was a group from Stanford with its
autonomous vehicle named Stanley [102, 103]. This is followed by the DARPA
Urban Challenge competition introduced in 2007 with the task for autonomous
vehicles to navigate in an urban environment [18]. There is a new competition in
2013 called the DARPA Robotics Challenge (DRC) [17]. It was inspired from the
Fukushima nuclear power plant meltdown. It consists of several challenges that
are all related with responding to emergency situations in a hazardous location.
The first to win this challenge is a robot from Japan named Schaft [100].
2.1.1 Cooperation
After reviewing related literatures, it is clear that there are two main terms being
used interchangeably to define the concept of multiple robots cooperating together
in order to execute a certain task. The first term is cooperation and the second term
is coordination. These two terms are used in various contexts, and subsequently
the definitions are not rigid. This leads to a minor confusion regarding which term
is appropriate for this research context.
There is another set of multi-robot systems which is obviously not being consid-
ered that is the non-cooperative systems. These non-cooperative systems would
normally fall into the category of competitive systems, such as soccer playing
robots where there are competition between robots in order to achieve their goals.
As this research is only looking at robots that are designed to cooperate, the
