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Abstract. Using floating-point arithmetic to solve a numerical problem
yields a computed result, which is an approximation of the exact solu-
tion because of roundoff errors. In this paper, we present an approach
to certify the computed solution. Here, ”certify” means computing a
guaranteed enclosure of the error between the computed, approximate,
result and the exact, unknown result. We discuss an iterative refinement
method: classically, such methods aim at computing an approximation of
the error and they add it to the previous result to improve its accuracy.
We add two ingredients: interval arithmetic is used to get an enclosure of
the error instead of an approximation, and multiple precision is used to
reach higher accuracy. We exemplify this approach on the certification
of the solution of a linear system.
1 Introduction
The definition of emphcertification employed here is the obtention of an enclo-
sure of the error between the computed result and the exact result. Indeed, the
computed result of a numerical problem is usually an approximation of the exact
result. This difference between the computed result and the exact result can be
due to the method and to the floating-point arithmetic. For instance, the method
can be an iterative method, ie. a method which converges mathematically to the
exact result, but which is stopped after a limited number of steps in practical im-
plementations. Floating-point arithmetic is the fastest arithmetic available on a
modern, general-purpose processor and is consequently the arithmetic of choice.
However, representing an exact value and performing an operation both entail
a roundoff error. The roundoff errors of a whole computation accumulate; they
may compensate, but when they do not compensate then the computed result
can be very different from the exact result.
We are interested in getting an enclosure of the error and we concentrate on
two means. The first is interval arithmetic, the second means is multiple preci-
sion. The principle of interval arithmetic [10, 11] is to compute with intervals,
instead of numbers. The fact that an interval contains the exact, unknown, value
it replaces, is called the containment property. If the exact inputs are contained
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in the input intervals, then this containment property is preserved during all
computations and thus the exact result belongs to the computed interval. In
this paper, interval arithmetic will be used to obtain a guaranteed enclosure of
the error on the computed result.
Before getting to multiple precision, let us introduce the principle of iterative
refinement methods. Let us assume that the problem consists in solving f(x) = 0,
with f a function from Rn to Rp. The idea is first to compute an approximation
x̃ of the exact result x∗ by any method. Let us denote by e the error: e = x∗− x̃.
This error satisfies 0 = f(x) = f(x̃+e) = f(x̃)+Df(x̃).e+O(‖e‖2) if f is smooth
enough and Df(x̃) is the differential of f in x̃. In our framework, Df(x̃) is a
linear application and can be represented by a matrix. An approximation ẽ of e
can thus be computed by solving the linear system Df(x̃).e = −f(x̃). In order to
improve its accuracy, the approximate result x̃ is then updated by adding ẽ, seen
as a correction term: x̃′ = x̃ + ẽ = x̃ − Df(x̃).f(x̃). One gets Newton iteration
in the general case. In the particular case of a linear application: f(x) = A.x− b
with A a square matrix, then e satisfies a linear system with the same matrix
A: A.e = b − A.x̃. This system is called the residual system and r = b − A.x̃ is
called the residual. In this case, if one could get the exact solution e, then one
would obtain the exact result: x∗ = x̃ + e, since the second order term vanishes.
Furthermore, if the matrix A has been factorized, eg. LU factorization A = LU
with L and U triangular, then this factorization can be re-used to compute ẽ
and thus solving the linear system that defines e is less costlier than solving the
linear system that yields x̃. The (asymptotic) complexities are O(n3) for the
initial system, if n is the dimension of the system, and O(n2) for the subsequent
systems.
Our method is an adaptation of the classical iterative refinement method [8,
21, 5, 6] In our method, first the approximate solution is computed using floating-
point arithmetic, then computations switch to interval arithmetic for the solution
of the residual system. By doing so, an enclosure of the error on the exact result
is obtained.
A numerical problem arises with iterative refinement methods: if the ap-
proximate solution x̃ is reasonably good, then the value f(x̃) is close to 0. In
floating-point arithmetic, this is known as cancellation, ie. quantities which are
very close are subtracted. This can easily be seen on the problem of solving a
linear system: the residual r = b − A.x̃ is computed as the subtraction of the
two quantities b and A.x̃, which should be close to b since x̃ is an approximation
of x∗ = A−1.b. The result then corresponds mainly to the roundoff error, am-
plified as indicated by the condition number of the problem. In order to get a
relevant value, a classical trick is to use higher precision to compute the residual.
Classically, the computing precision is doubled or even higher [2] for the resid-
ual computation. In this paper, we will also double the computing precision to
compute the approximate solution.
From now on, we focus on the problem of solving a linear system. In what
follows, the classical iterative refinement method will be introduced. We will
stress places where the computing precision plays an important role. we will
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briefly introduce our method to get a guaranteed enclosure of the error and
explain when the computing precision is increased. Finally, experimental results
will illustrate the soundness of our proposal.
2 Algorithm
In what follows, intervals are boldface, matrices are uppercase, vectors are lower-
case. [·] denotes the result of an expression computed using interval arithmetic.
The linear system to be solved is Ax = b, the exact solution is denoted by
x∗ and an approximate solution by x̃.
2.1 Classical iterative refinement
Let x̃ be an approximate solution of Ax = b. Then we want to find the error
e, such that A(x̃ + e) = b, which can be transformed to Ae = b − Ax̃. Hence e
is the solution of Ae = r, with r being the residual b − Ax̃. Again, this linear
system is solved, and the computed error ẽ is added as a correction term to the
computed solution x̃. This correction step is repeated.
Algorithm 1 Classical iterative refinement
x̃ = A \ b; // the approximate solution is computed by any means
while (stopping criterion non verified)
r = b − Ax̃;
ẽ = A \ r;
x̃ = x̃ + ẽ;
end
If the matrix A has been factorized, eg. into a LU factorization, then this fac-
torization is available for the computation of the error. This means that the cost
of the computation of the error is very small compared to the cost of computing
the factorization of A and the initial solution.
2.2 Interval version
We have adapted this method to compute an enclosure of the error, instead of
an approximation of that error. The two main difficulties are on the one hand
to determine an initial enclosure of the error, and on the other hand to adapt
the iterative refinement step to interval computations. Details are given in [14].
Our method consists in first solving the linear system Ax = b using floating-
point arithmetic. This involves the LU factorization of A and the determination
of an approximate solution x̃, as before. Then computations switch from floating-
point arithmetic to interval arithmetic, in order to enclose the error and to refine
this enclosure. A similar idea underlies the verifylss function of the IntLab
library [19]. Other references to this problem are [12, 18, 17, 20].
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2.3 Choice of the computing precision
Two main variants of the iterative refinement method exist, depending on the
computing precision employed for the computation of the residual. In fixed pre-
cision iterative refinement, the working precision is used for all computations. In
mixed precision iterative refinement, residuals are computed in twice the work-
ing precision, using so-called double-double arithmetic [9, 1]. Higham [4] gives a
thorough and general analysis for a generic solver and for both fixed and mixed
computing precision.
First, it is stated in [8, 4] that the rates of convergence of mixed and fixed
iterative refinement are similar. Usually, fixed precision iterative refinement is
used to get a stable solution, such as in [7, 6], but we will not detail this point.
However, the computing precision used for residual computations affects the
accuracy of results, as detailed in [4]. More recently, another variant has been
proposed in [2]: the residual is computed using twice the computing precision,
and if this does not suffice to get results which are sufficiently accurate, then the
approximate solution x̃ is computed using twice the computing precision.
3 Experimental Results
To check the performance and the accuracy of our algorithms, we have imple-
mented them in MatLab using the IntLab library. The residual is computed using
double precision, and the approximate solution is computed using either single
precision (certifylss single) or double precision (certifylss double).
Test matrices are generated by the function gallery(′randsvd′) of MatLab:
it takes as input the dimension, which is 1000 in our case, the condition number,
which varies between 210 and 250, and the eigenvalue distribution type, which is
chosen randomly, of the matrix to be generated. The right-hand-side vector is
such that the exact solution is ones(1000, 1). Such a matrix size is considered as
quite high for certification purposes, even if it is still far from the size of real-life
matrices. All tests are performed on a computer with a processor Intel Core2
Quad CPU Q9450 at 2.66GHz, and 8GB of RAM.
The execution time is measured in seconds. The accuracy of the certified re-
sults, which are interval vectors x, is measured by −log2(max(diam(x)./mag(x))).
Figure 1 depicts the obtained results, with accuracy depicted on the left
and execution time on the right. As can be seen on the figure, all three functions
verifylss, certifylss single and certifylss double provide verified results
much more accurate than non verified results computed by MatLab, at the cost
of a higher execution time. That is because they use iterative refinement with
double working precision for the residual computation. Moreover, these verified
functions have to use an approximate inverse of A to precondition the residual
system. All of these extra computations take time.
Comparing the performances of the verified functions, we can see that our
function certifylss single always provides results slightly more accurate than
results computed by function verifylss. Meanwhile, our functions run faster
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Fig. 1. Comparison of accuracy and execution time of MatLab non-certified function,
verifylss, certifylss single and certifylss double.
than the verifylss function when the condition number is not too high. The
reason is that verifylss uses the algorithm given in [13] to compute a tight en-
closure of the error, which requires an additional floating-point matrix inversion
and an additional floating-point matrix multiplication, while our algorithm uses
only O(n2) interval operations to get an enclosure of the error.
Nevertheless, when the condition number increases, then the number of it-
erations increases also, and the execution time of both functions certifylss
increases faster than that of function verifylss, because the certifylss func-
tions use interval refinement, meanwhile verifylss uses only floating-point iter-
ative refinement. When the coefficient matrix becomes ill-conditionned, verifylss
runs slightly faster than both certifylss functions.
Using extensive multi-precision, function certifylss double provides re-
sults more stable than the others, which are always almost accurate to the last
bit. In contrast, its execution time is higher than for the other functions.
Finally, when the matrix is too ill-conditioned, all three verified functions
fail to provide certification on computed solution. In this case, the functions
certiylss stop directly at an early stage because they fail to obtain an initial
enclosure for the error. However, the function verifylss keeps on running until
the final step of computing a tight enclosure of the error, which ends up with a
very long execution time.
4 Conclusion and Future Work
We have illustrated here the use of interval arithmetic and multiple precision for
the certification of the solution of a linear system. Future work is to study the
automatic adaptation of the computing precision, to suit the need of accuracy,
in the spirit of [3, 16], and to generalize this approach to other problems where
cancellation occurs, such as (polynomial or not) root solving.
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