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然后针对该领域两大分支展开研究 在第二章讨论混沌完全同步 (Complete 
synchronization) 第三章论述相位同步(Phase synchronization)  
对于混沌完全同步 由于构成复杂混沌系统的同步条件需要确定许多参数
本文提出采用误差反馈算法(Gradient descent algorithm)使这些参数的设定能够自




混沌同步 我们还用噪音干扰来验证混沌同步的稳定性  
对于相位同步 分为连续混沌系统(Autonomous continuous-time system)相位
同步和离散混沌系统(Discrete-time system)的相位同步 尽管对连续混沌系统的
相位定义已经取得共识 但是目前还没有普遍的方法能够实时地算出连续混沌系




































沌系统 存在着一个以上正的李雅普若夫指数 通常叫做超混沌系统 在自然界
及社会经济等领域中广泛存在着高维非线性系统 诸如在受控聚变托克马克装置
中等离子体的不稳定性-混沌现象 也与无穷维有关 由多路(多元)激光器所构成










的发展 这种保密技术越来越脆弱 通过对随机噪音的时间系列分析 完全有可
能获得产生随机噪音的规律 从而达到破译的目的 由于混沌对初始条件具有高
度敏感性 如果能利用混沌代替随机噪音进行加密 从原理上讲 这种保密技术
会使传统的破密方法无法奏效 混沌的特性可以导致无法复制两个完全独立又能




九十年代初 由美国学者 Pecora 和 Carroll 在电子学的专门设计中发现两个
混沌系统的混沌同步 该类型的最大特点是 两个系统存在驱动与响应 被驱动















学者提出各种改进方法 其基本原理如图 1 所示 从图 1 中可以看出 混沌系统
A 和 B 是通过一个叫驱动信号(Drive key)的变量相互联系 假设混沌系统 A 为
XFX
ρρρ
1 混 沌 系 统 B 为 )2 mYFY
ρρρ












中任何一个变量如 ixm = 也可以是矢量 X
ρ
中任何
几个变量的线性组合 加密信号和解密信号是系统 A 和 B 中输出量的相同组合
在驱动信号的作用下它们是完全同步的 信息在加密端通过加密信号加密 形成
公开化的密码信息 当密码信息输送到系统 B 端 在同步解密信号的驱动下
信息得到还原 从图 1 中可以看出 整个保密通讯的核心技术是如何在驱动信号







图 1 混沌同步在保密通讯领域应用示意图 
本文针对混沌同步技术展开研究 按同步信号之间的同步关系来分 可分为
完全同步(Full synchronization) 延时同步(Lag synchronization)和相位同步(Phase 
synchronization) 如果 )() tYtX
ρρ
= ,其中 t为时间变量 两个系统达到完全同步










可将两个输出变量表示为 ))(),(()( ttRtX xx ψ
ϖρ
= , ))(,()( tRtY yy ψ
ϖϖ
= ,其中 )(, tR yx
ϖ
是










数字通讯(Multichannel nonlinear digital communications)领域有重要应用前景[6-9]
相位同步的理论研究对于深入认识脑神经网络的神经活动非常重要 最近 动物
混沌系统 A(驱动) 混沌系统 B(响应) 
加密 解密 
驱动信号 















[10-12] 通过 MEG(Multichannel magnetoencephalography)对脑神经活动的探测表
明 神经元之间的普遍同步现象是属于相位同步[13,14]  
混沌同步技术是混沌应用的一个重要途径 对它的深入研究 将会有效地促














二  混沌完全同步 
 
2.1. 完全同步研究进展情况 
 自从 Pecora 和 Carroll[2]在 1990 年发展了驱动 响应关系的混沌完全同步以
来 这个领域的技术获得很快发展 这个方法已经被扩展成同时同步多个稳定的
响应系统[15 17] 对于时空混沌系统的同步 由于维数之间的关联系数很小 每
一维可以独立携带一路有用信息 利用这种系统可以实现多路保密通讯[18,19] 后
来发现噪音也可以作为驱动信号 用同一个噪音信号加在两个独立的混沌系统



















动力学系统的总维数为n 且 lkmn ++= 我们把驱动 响应总体动力学系统
表示为  
),( UVFV
ρρρ&ρ        m 维  
),( UVGU
ρρρ&ρ =         (k 维) 
),( WVHW








以相同驱动信号 变量 在 0=t 时刻在 )0(W ′
ρ
邻近出发的轨迹 在任何条件下 0)()()( →−′=∆ tWtWtW
ρϖρ
这个关系式可导
出对运动的变分方程 根据矢量场 我们有 
),(),(),(),( WVOWWVHDWVHWVHW w





































理论 即条件李雅普诺夫指数稳定性判据  




&∆                                      (2.2.4) 
通常方程 2.2.4 中 )(tZ 的解称为传输函数或主矩阵解 )(tZ 将决定在任何特殊
方向上对于轨迹的微扰是否增长或缩小 可以把 )(tZ 认为是表示一个坐标系的演
化 他是从笛卡尔坐标系开始 但是随着时间的推移 在相对于李雅普诺夫指数









































                                  (2.2.6) 
其中 Λ,3,2,1=t 方程(2.2.6)积的特征值所算出的李雅普诺夫乘子(指数)为研究混




2. 3. 用误差反馈算法获得完全同步 
误差反馈算法在优化多层网络方面已经得到广泛地应用[29] 该算法已经在神






















法达到混沌 另一方面 超混沌系统由于有多个李雅普诺夫指数是正数 系统在
相空间上拉伸 压缩的复杂性进一步提高 如能用于保密通讯中 就更难于被破






负数 两个超混沌系统可以达到同步[18] 假设有个混沌系统  
)]([)1( tXFtX
ϖϖϖ
=+                                       (2.3.1) 
这里 mRtX
ϖϖ
∈)( 是一个m 维矢量 另外我们选择一个由许多驱动系统输出变量的
线 性 组 合 作 为 驱 动 信 号 其 形 式 为






矢量变换 响应系统可表示成  
)]()([)]([)1( tutvBtYFtY −−=+
ρρϖϖ
                          (2.3.2) 
这里 )(tY
ϖ
也是一个m 维矢量 Λ321t 是迭代参数 )()( tYKtv T
ϖρ
= 是在响应系统
中对应的响应信号 TmBBBB ),,,( 21 Κ
ρ
= 是一个m 维常数矢量  






















(总共 m2 个参数)选择合适的值 响应系统中最大条件李雅普诺















=                                        (2.3.4) 
其中ξ是方程的迭代次数 实际上如果ξ足够大 就可以近似地得到条件李雅普




















,                                      (2.3.5) 
这意味着两个系统达到同步 在实际的计算过程中 通过方程(2.3.4)是很难计算
出λ 因为对于混沌系统来说 由于混沌轨迹在相空间中快速伸缩 扭曲 方程
(2.3.4)在计算机的模拟过程中可能导致数值溢出而无法计算 另一方面是在实际
计算过程中 无法满足 ∞→t 的要求[32] 为了解决实际模拟过程中的困难 我们
对矢量进行正交化 将方程(2.3.3)变换为为  
)()1( tVAtS
ϖϖϖ
=+                                          (2.3.6) 
这里矩阵 Ttxty KBFDA
ϖϖϖϖ
















=                                              (2.3.7) 
这里 )(td 是模 
)()( tStd
ϖ














和 )1()1( +=+ tStd
ϖ





= 按上面的计算方法 随着时间的推移 矢量的模可以依次



















我们将能量 E 定义为 
)exp(λ=E                                            (2.3.10) 

































−=+                                (2.3.12) 




















修改一次 条件李雅普诺夫指数 )(τλ 只
有在每个学习周期才能被计算出来 因此这里 )(τλ 对应第τ个学习周期 在这种
情况下 越大的ξ值 )(τλ 值就会越精确 然而学习速度就会相应变慢 除了 ξ
外 学习步长η也是一个很重要的参数 它能影响学习速度 较大的η值总是对

































































































































































出合适参数中的作用 驱动系统可表示为  




))()(())(())(())(()1())(()1( 121121 tutvBtyftyftyftyFty iiiiii −−++−−==+ +− εεεε
ϖ
                                                       (2.3.18) 
这里 i  ( ),,2,1 mi Λ= 是维数变量 )(xf 是局部混沌动力学函数 1ε 和 2ε 是相
邻两个维数变量之间的耦合强度 )()()()()( 2211 txKtxKtxKtxKtu mm
T +++== Λϖ
ϖ















参数 为了便于分析 以函数 xxf 2)( = 模(Named one-dimensional baker map)为
例进行模拟 选维数 5=m 耦合强度 8.01 =ε 和 05.02 =ε 在没有传输信号的情
况下 5 个李雅普诺夫指数全部是正值 分别是 0.69, 0.50, 0.45, 0.33 和 0.30  
根据方程(2.3.6) 矢量组合 )(tS
ϖ







































































































































































                         (2.3.21) 



































































































中两个矢量总共有 10 个变量需要确定 如果这些变量被限制在[-5, 5]的范围内
且每隔 0.1 计算出响应系统的最大条件李雅普诺夫指数 全部计算量要求算出
10101 个学习周期下的条件李雅普诺夫指数 然而用误差反馈算法 可以很快地
得出合适的变量使驱动和响应系统同步  
所有这些 10 个变量被赋予[-1, 1]之间的随机数 让 000,1=ξ , 05.0=η 在













们设定最大条件李雅普诺夫指数 0)( <τλ 为全局极小值 即学习成功 学习过程
如图 2.3.1(a)所示 在图中 由于即使在收敛状态下能量也始终大于 0 导致整
个学习过程中存在局部振荡现象 这些局部振荡现象有如下特点 当 )(τλ 下降到
越小值时 在下一个学习周期 能量会升高得越大 在图 2.3.1 中的整个学习过
程中 当能量 62.0)( −=τλ 时 对应最大的负值 在下一个学习周期 能量一下
子升得最高 这是由于收敛区域只占整个变量空间中的很小一部分 新的学习变
量如果在极小值状态下与最佳变量有很小误差 就会导致能量上升 如果系统正



















            (2.3.22) 
这里 )(~ τλ 是 )(τλ 的收敛轨迹 其结果如图 2.3.1 b 所示  
在最大负条件李雅普诺夫指数情况下 系统可以达到最稳定的同步 在学习
周期 316=τ 最大负条件李雅普诺夫指数为 62.0)(~ −=τλ 最优参数矢量为
TB )39.0,2.1,53.0,26.0,38.0( −−−−=
ϖ
, TK )92.0,70.0,89.0,16.0,08.0( −−−=
ϖ
在这些矢量作用下 系统可以达到稳定同步 甚至驱动与响应系统之间耦合参数




















图 2.3.1 超混沌系统的同步 (a)响应系统的最大条件李雅普诺夫指数 )(τλ 和(b)
它的转换函数 )(~ τλ 相对于学习周期τ的曲线  
 

















)(                                 (2.3.23) 
图中的纵坐标用平均绝对误差的自然对数表示 大约经过 430 次迭代 两个系统
达到同步 从图中可以看出 经过一些初步迭代之后 ))(ln( tQ 快速减少 在达






















图 2.3.2 驱动和响应系统在随机初始值条件下的同步过程 图中横坐标是时间 t












反馈算法在寻找有效矢量参数值中的作用 如果学习周期超过 500 但 )500(~λ 仍
然是正数的情况下 就认为学习失败 在这里 每 500 个学习周期看作一个学习
过程 为了考察学习周期长短对学习结果的影响 我们模拟两个例子 一个是
000,1=ξ 即一个学习周期是由 1,000 个迭代过程组成 另一个是 000,5=ξ 它
们的学习结果如表一所示 在 100 个学习过程中 达到收敛效果所用的学习周期
和所得到的最大条件李雅普诺夫指数 )(~ τλ 的数值基本相同 这就意味着我们的
方法对于寻找全局收敛是稳定 有效的 每个学习周期中的迭代次数ξ的大小只
对 )(~ τλ 有微弱的影响 这就意味着我们所举的例子 000,1=ξ 已经足够  
 
 τ  )(
~ τλ   
ξ  Max. Min. Ave. Max. Min. Ave. Fai. 
1,000 500 107 330 -0.75 -0.31 -0.50 0 
5,000 497 64 276 -0.84 -0.32 -0.51 0 
表 2.3.1 用误差反馈算法寻找全局收敛的结果 τ是学习周期 )(~ τλ 最大条件
李雅普诺夫指数 出现负值为全局收敛 这里 Max., Min., Ave. and Fai.分别对
于着最大 最小,平均和失败次数  
 
我们这种自动搜索最优参数的方法在混沌同步应用中具有很大优势 对应的
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                      新的矢量参数 KB
ϖρ
    信息 
           新的矢量参数 K
ϖ
 
   驱动系统    响应系统 
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