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Strongly continuous one-parameter groups of isometries in the reflexive Hardy 
spaces of the disc ID and the half-plane are considered in the light of the author’s 
previous joint result with H. Benzinger and T. A. Gillespie which generalizes 
Stone’s theorem for unitary groups to arbitrary Banach spaces. It is shown that 
every such group (r,) of Hardy space isometries has a spectral decomposition 
(with respect to a suitable projection-valued function on the real line IR), as in the 
classical statement of Stone’s theorem in Hilbert space. (The relevant type of 
projection-valued function is known as a “spectral family.“) This circle of ideas is 
intimately bound up with harmonic analysis, particularly in HP(R). In particular, if 
the group (To acts in HP(D) and is associated as in Forelli’s theorem with a group 
of parabolic Mobius transformations of EI, then it can be analyzed by way of the 
translation group on HP(R). The Stone-type spectral family of the latter is shown to 
be obtained by restriction of the M. Riesz projections to H”(R). By this means a 
concrete description of the Stone-type spectral family for a parabolic isometric 
group on HP(D) is obtained. A pleasant by-product of the parabolic case is 
absorption of the classical Paley-Wiener theorem for HP@), 1 < p < 2, into the 
framework of the generalized Stone’s theorem. 6 1985 Academic Press, Inc. 
1. INTRODUCTION 
It is well known that in the L2 setting classical Fourier inversion 
phenomena such as Fourier series expansions can be absorbed into abstract 
operator theory by means of the spectral measure in Stone’s theorem for 
unitary groups. By contrast, in the general reflexive Lp setting, it is already 
apparent from the conditional convergence of Fourier series that projection- 
valued measures cannot provide spectral decompositions suitable for 
describing the core of harmonic analysis. In this connection, it is also worthy 
of notice that for G a locally compact abelian group and 1 < p < 00, p # 2, 
the translation operator on L”(G) induced by an element of infinite order in 
G is not a spectral operator [6, Theorem (20.30)]. In [2] an abstract 
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operator-theoretic viewpoint divorced from vector measures was adopted. 
This approach allows more scope for the treatment of delicate convergence 
questions in classical analysis. The underlying theme in [2] is the notion of 
spectral family of projections, due originally to Ringrose and Smart [ 17, 191. 
DEFINITION. A spectral family in a Banach space X is a function F(.) 
defined on the real line iR whose values are bounded projections acting on X 
such that: 
(i) sup{]]F(L)]/:1E IR} < +co; 
(ii) F(1) F(u) = F@) F(L) = F(min{J, ,D}) for 1 E IR, P E IR; 
(iii) F(.) is right-continuous on IR in the strong operator topology; 
(iv) F(.) has a left-hand limit in the strong operator topology at each 
point of iR ; 
(v) F(A) -+ 0 (resp., F(L) + 1) in the strong operator topology as 
A + --co (resp., L + fco). 
In [2, Theorem (4.20)] a generalization to arbitrary Banach spaces of 
Stone’s theorem for one-parameter unitary groups was developed (a full 
statement is given in Theorem (2.5) below). For a suitable one-parameter 
group of operators { T1} this generalization provides a spectral family E(.) 
such that, in the strong operator topology, and with the use of Stieltjes 
integration, 
r, = lim 
i 
a e”*&(A) for tER. 
a-+a2 -a (1.1) 
This result incorporates into abstract spectral theory Fourier inversion in 
Lp(B) and the corresponding phenomena with multiplier transforms in 
Lp(lR), 1 < p < co, where T is the unit circle ]z] = 1 in the complex plane C 
12, (4.47)]. In Section 3 below, we show that any strongly continuous one- 
parameter group (7’,} of isometries on the Hardy space HP(D) (where 
D={zEC:]z]<l)and l<p<co)hasarepresentationoftheform(l.l) 
for a suitable spectral family E(e). In the case p = 2, of course, nothing more 
is involved than the standard form of Stone’s theorem for unitary groups. 
For p # 2, the isometries {r,}, t E IR, are represented, via Forelli’s theorem 
[9, Theorem 21, in terms of a one-parameter group {$(I, t E IR, of Mobius 
transformations of ID [4, Theorem 2.1)]. (A fuller account of this state of 
affairs is given in Section 2 below.) Of special interest is the parabolic case 
where the group (4,) has a unique common fixed point in the extended plane. 
For 1 < p < 03, isometric groups { 7’,} on HP@) induced by parabolic 
groups {$,} behave essentially like the translation group {S,} on HP of the 
right half-plane n + (that is, (S,f)(w)=f(w + it), for WE U+, t E IR, 
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f E Hp(ZZ+)). As shown in Section 3 the group {S,} satisfies the generalized 
Stone’s theorem, and the corresponding spectral family E(a) in (1.1) can be 
obtained by restricting the M. Riesz projections in Lp(IR) to the space of 
boundary functions of HP(Z7+). In Section 5 we show how this fact can be 
utilized to obtain concretely the spectral family for a parabolic group of 
isometries {r,} on HP(D). A pleasant by-product of these considerations is 
the incorporation (in Section 4) of the Paley-Wiener theorem for 1 < p < 2 
into the framework of the generalized Stone’s theorem, thereby providing an 
abstract operator-theoretic rationale for the former. 
For a function f E HP(P), we shall denote its boundary function by 
f(iy), and f” will denote the function on IR given by fi~y) = f(iy) for y E IR. 
The space HP(R) will be the subspace of Lp(lR) consisting of all functionsf 
for fE HP(P). We shall indicate the Fourier transform (resp., the inverse 
Fourier transform) of a function by a superscript ^  (resp., -). Thus, if 
1 < p < 2, q is the index conjugate to p, and f E Lp(lR), then 
and &) = A-1). We denote convolution by *, and the symbol 9(X) will 
stand for the algebra of all bounded operators mapping a Banach space X 
into itself. 
2. PRELIMINARIES 
For convenience and ease of reference, we give, in this section, a highly 
abbreviated account of known facts which underlie the subject matter of this 
paper. 
DEFINITION. Let Aut(D) denote the group of conformal maps of D onto 
D. A one-parameter group of Mobius transformations of D, (40, is a 
homomorphism t t-+ #t of the additive group of I? into Aut(D) such that for 
each z E D, $,(z) is a continuous function of t on [R. For convenience, we 
shall also rule out the trivial case, and require that for some t E IR, 4, is not 
the identity map. 
It is known [5, Proposition (1.5)] that for such a group {tit} the set of 
common fixed points in the extended plane must be one of the following: 
(i) a doubleton set consisting of a point of ID and its symmetric image with 
respect o T (elliptic case); (ii) a.singleton subset of T (parabolic case); or 
(iii) adoubleton subset of T (hyperbolic case). Moreover, for any u E [R such 
that 4, is not the identity map, the fixed points of $, are the common fixed 
points of the group {#l}. The following is shown in [4, Theorem (1.6)]. 
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(2.1) PROPOSITION. Let {#t} be a one-parameter group of MGbius 
transformations of D. We have: 
(i) If {I,} is elliptic, then there are unique constants c and 5, with 
c E R, cf 0, and 5 E ID such that 4,(z) = y,(e”‘y,(z)) for t E IR, z E D, 
where y,(z) = (z - T)/(ZZ - 1). 
(ii) If {#,} is parabolic, there are unique constants c and a, with 
cER,c#O,andaEBsuch thatfortElR,zED, 
~,(z> = ‘f 1 ict)z + icta 
-2catz + (1 + ict) ’ 
(iii) If (4,) is hyperbolic, there are unique constants c, a, /?, with c > 0, 
a E T, p E lr, a # j?, such that for t E R, z E D, i,(z) = o;,f(ec’an,o(z)), 
where a,.,(z) = (z - a)/(z -/?). 
Conversely, the equations in (i), (ii), and (iii) above define groups of the 
respective types. 
If (4,) is a group of Mobius transformations of D, and 1 < p < co, one 
can select in a canonical way a branch of (#;)“P for t E IR so that (#:+I)“p = 
[(qig)“p 0 @,I [&] ‘lp, for s, t E IR, where “0” denotes composition of mappings 
[4, p. 2311. Henceforth the symbol (#;)“p will always indicate this special 
branch. We can now describe the isometric groups in HP(D) 15, 
Theorem (2.4); 4, Theorem (2. l)]. 
(2.2) PROPOSITION. Let (T,} be a strongly continuous one-parameter 
group of isometries of HP(D), 1 < p < co, p # 2. Then: 
(i) If {T,} is continuous in the uniform operator topology, there is a 
real constant u such that T, = eiWtZ for t E R, where I is the identity 
operator. 
(ii) If ( Tt} is not continuous in the uniform operator topology, then 
( Tt} has a unique representation i  the form 
T,f = eiw’[~~]“Pf(~r) for t E R, f E H”(D), (2.3) 
where w is a real constant, and {@,} is a one-parameter group of Mtibius 
transformations of D. 
Conversely, for such w and {4t}, if 1 < p < co then the right-hand side of 
(2.3) defines a one-parameter group of isometries of HP(D) that is 
continuous in the strong, but not in the uniform, operator topology. 
We now shift attention to spectral families of projections and the well- 
bounded operators of Ringrose and Smart [ 17, 191. If F(e) is a spectral 
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family in the Banach space X, then for each compact interval J in IR and 
each f E BP’(J), the space of complex-valued functions of bounded variation 
on .Z, 11 f dF exists as the strong limit of Riemann-Stieltjes ums wherein the 
intermediate point in each subinterval is always taken to be the subinterval’s 
right end-point. If, in addition, f is continuous on J, then s, f dF exists as the 
strong limit of Riemann-Stieltjes ums. (For more details of the integration 
theory for spectral families see [6, Chap. 171.) A spectral family F(.) is said 
to be concentrated on an interval [a, b] provided F(A) = 0 for k < a and 
F(A) = Z for IE > b. We come now to the notion of well-bounded operator of 
type (B) introduced in [3]. It can be seen from [6, proof of Theorem 17.141 
that the definition we adopt here is equivalent o the standard one. For a full 
treatment of well-bounded operators of type (B) see [6, Chap. 171. 
(2.4) DEFINITION. Let T E .5(X), the algebra of bounded operators on 
the Banach space X. Then T is a well-bounded operator of type (B) if and 
only if there is a spectral family F(.) in X such that F(.) is concentrated on a 
compact interval [a, b] and T = aF(a) + .(‘,0,6l A dF(i,). 
If T is a well-bounded operator of type (B), then the spectral family F(.) 
occurring in Definition (2.4) is uniquely determined and called the spectral 
family of T; moreover, an operator S E .9(X) commutes with T if and only 
if S commutes with F(k) for all A E iR. In addition, if [c, d] is any compact 
interval containing a(T), the spectrum of T, then F(*) must be concentrated 
on [c, d], and T = cF(c) + l,c,dl A dF@). 
We can now state the generalized Stone’s theorem (2, Theorem (4.20)). 
(2.5) THEOREM. Let {T,}, t E I?, be a strongly continuous one-parameter 
group of operators on the Banach space X with infinitesimal generator 59. 
Suppose that {T,}, t E R, satisfies the following two conditions: (a) for each 
t E R, T, = eiAt, where A, is a well-bounded operator of type (B) such that 
a(A,) c [0,27c]; and (b) sup{]]EI(IZ)]i: t E iR, A E IR} ( +a~, where E,(.) is the 
spectral family of A, for t E R. Then: 
(i) There is a unique spectralfamily E(e) in X (culled the Stone-type 
spectral family of {T,}) such that 
c (I Ttx= lim eitA dE(,I)x for tER,xEX. a-rm -a 
(ii) An operator SE 9(X) commutes with each TI for t E R tf and 
only tf S commutes with E@) for each I E R. 
(iii) The domain of 5, a(Y) equals 
I s 
a xEX: lim A dE(A)x exists , 
a*+* -D I 
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Remark. One source of inspiration for the method used in [2] to prove 
Theorem (2.5) above is the long-standing non-measure-theoretic proof of the 
standard form of Stone’s theorem for unitary groups due to B. Sz.- 
Nagy [21], which is reproduced and referenced in (16, pp. 380-3831. 
We conclude this section with the statement of a result from [ 10) which 
links the generalized Stone’s theorem to harmonic analysis and will be 
needed in the next section. 
(2.6) PROPOSITION. Let G be a locally compact abelian group, let x E G, 
and suppose that 1 < p < 00. Let T, be the translation operator on LP(G) 
corresponding to x. Then there is a well-bounded operator of type (B), A,, 
with spectral family E,(.), such that T, = eiAx, o(A,) 5 [0,2n], 2n is not an 
eigenvalue of A,, and sup{ /] E,(n)]]: 1 E I?) <K,, where K, is a constant 
depending or@ on p, and not on x or G. Moreover, A, is a multiplier 
operator. 
3. SPECTRAL DECOMPOSITION FOR ISOMETRIC GROUPS 
IN HP(D), 1 < p < Co 
We begin this section with three abstract results which set the stage for the 
treatment of Hardy spaces. We remark that if J= [a, b] is a compact 
interval, then BP’(J) is a Banach algebra under the norm ]I/ f ljlJ = 
IfW+ var(f,J). 
(3.1) THEOREM. Let A be a well-bounded operator of type (B) on the 
Banach space X with spectral family F(. ), and let M be a closed subspace of 
X. Then M is invariant under A if and only if M is invariant under F(e). 
Proof The “if’ part is obvious from Definition (2.4). Suppose, 
conversely, that M is A-invariant. Let J be any compact interval containing 
o(A). By [6, Theorem 17.161, there is a norm-continuous algebra 
homomorphism w from B V(J) into Z??(X) such that w(g) = g(A) for every 
polynomial g with complex coefficients. Thus, for every function f E AC(J), 
the complex algebra of absolutely continuous functions on J, M is invariant 
under w(f ). Moreover, by 16, Theorem 17.161, for every G E BV(J) there is 
a net {f,} E AC(J) such that w(f,) -+ v(G) in the strong operator topology. 
The desired conclusion now follows, since for each ,I E I?, F(A) belongs to 
the range of w. 
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(3.2) THEOREM. Suppose T = e”, where A is well-bounded of type (B) 
on X, o(A) G [0,27c], and 2n is not an eigenvalue of A. If M is a closed 
subspace of X invariant under T and T-‘, then M is invariant under A. 
Proof Let F(.) be the spectral family of A. Since 2~ is not an eigenvalue 
of A, we have from [6, Theorem 17.1.5(iii)] that F((2n))) is the identity 
operator I. Suppose 0 < ,ui < ~1~ < 271. For each positive integer n, define 
f,EAC[O,271]bytakingf,tobeOon[O,~u,-n-’]and[~,+n-‘,2n],lon 
IPI~PA and affine on the two remaining intervals [,u, - n-l, ,u,], 
[,D~,P~ + n-l]. Let J= [0,27c]. Clearly, 
Illf” IIIJ = 2. (3.3) 
We next show that (with n fixed) f, is the limit in AC(J) of a sequence 
{tn,k}F! i of trigonometric polynomials. Given E > 0, choose a trigonometric 
polynomial q so that I, If; - q ( < E. Since l, f :, = 0, 11, ql < E. Let 
q = Cy= + ajeiie. Then 272 laO] < E. Set 
where the prime superscript indicates that the value j = 0 is deleted from the 
summation indices. It is easy to see that 111 f, - t lllJ < 2s. 
Now for each n, we choose a trigonometric polynomial t, so that 
]I] f, - tnlllJ < l/n. By (3.3) /II t,llJ, < 3 for all n. Moreover, {f,} obviously 
tends pointwise on J to xru, Vf12,, the characteristic function of [p, , ,uu,]; hence 
so does {t,}. By [6, Theorem 17.161, ~&,~,,~,,)=lirn,, y(t,,) in the strong 
operator topology, where w is the homomorphism of BV(J) mentioned in the 
proof of Theorem (3.1). However, ~&l~,,~~l) = F@,) - F(u;), and, for each 
n, v(t,,) is a linear combination of powers of T (some of which are negative 
powers). Thus M is invariant under F(u,) - F(,u;) for 0 < ,~i < ,uu, < 27~. 
Since J’((27r)-) = 1, it follows that M is invariant under J’(j-) for 
,n E (0,2n). However, by virtue of the strong right-continuity of F(s), it is 
easy to see that for I E [0,27r), F(1) = lim,,,. F(p) in the strong operator 
topology. It is immediate now that M is F(.)-invariant. 
(3.4) THEOREM. Suppose {T,} is a strongly continuous one-parameter 
group of operators on X satisfying the hypotheses of Theorem (2.5), with 
Stone-type spectral family E(a). Let M be a closed subspace of X invariant 
under T, for all t E R. Then the group of restrictions {T, ] M} satisfies the 
hypotheses of Theorem (2.5) on M, M is invariant under E(a), and the Stone- 
type spectral family of {Tt ) M} is E(.) ( M. 
Proof We use the notation in the statement of Theorem (2.5). By [2, 
Proposition (3.13)] we can assume without loss of generality that 27~ is not 
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an eigenvalue of A, for all t E R. By Theorems (3.1) and (3.2), A4 is 
invariant under A, and E,(.) for all t E R. Standard facts about well-bounded 
operators (or, alternatively, the fact that a@,) does not separate the plane) 
show that a@, 1 M) c a@,) G [0,2x]. It is now apparent that (Tf 1 M} 
satisfies the hypotheses of Theorem (2.5) on M. For each p E R, we denote 
by [p] the largest integer less than or equal to p. The proof of 12, 
Theorem (4.20)] now shows that for all 1 E R 
in1-1 
E(27rA) = t: P, + P,$,(271(3L - [A]>>, (3.5) 
“= --oc 
where, for each integer n, 
p, = ’ ,-2zintTte-ifA, dt, 
c 0 
the integral being taken in the strong operator topology. The rest of the proof 
is immediate from (3.5). 
(3.6) THEOREM. Let { T(} be a strongly continuous one-parameter group 
of isometries on H*(D), 1 < p < co. Then there is a unique spectral family 
E(.) in X= H*(lD) such that conclusion (2.5)(i) holds. Conclusions (2.5)(ii), 
(iii) hold for I?(.). 
ProoJ For p = 2, the conclusion is just a special case of the standard 
theorem of Stone for unitary groups. So we assume p # 2. By virtue of 
Proposition (2.2) we can assume that {T,} is represented in the form (2.3). 
Suppose first that the group (4,) of Mobius transformations of ID is 
elliptic, with the representation (2.1)(i). Denoting by “Log” the principal 
branch of log z, define the analytic function A on [D by setting 
A(z)=7ci+Log(l -]r]*)-2Log(l -tz). 
Obviously 2 is an analytic logarithm of y: on EJ. Let (v:)‘@ = e”‘*, and 
define the isometry U of HP(D) onto HP(D) by setting 
Uf = e-““*(yy*f(y,) for f E H”(D). 
With somewhat tedious attention to branches of logarithms it is 
straightforward to verify that U2 = I, and 
(UT, Uf )(z) = eiwteicr@f (eiC’z.) for tE R, z E iD, f E HP(D). (3.7) 
It is clear from (3.7) that the elliptic case reduces to consideration of the 
translation group in H*(T). This reduction could now be treated by using the 
fact that the functions z”, n = 0, 1, 2 ,..., form a basis for HP(T). However, in 
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order to stay closer to the circle of ideas in this paper, and to show the unity 
of the elliptic case with the remaining cases, we shall use a more abstract 
approach to handle the reduction implicit in (3.7). Specifically, for t E R, 
define Q,: Lp(T) -+ L”(T) by (QJ)(e@) = f(eicteie), and let R, = Q, 1 HP(T). 
By Proposition (2.6) the group {Q,}, t E IA, satisfies the hypotheses of the 
generalized Stone’s theorem (2.5). Application of Theorem (3.4) to {Q,} with 
M = HP(T) shows that {R,} also satisfies the hypotheses of Theorem (2.5). 
This fact, in conjunction with (3.7) gives the desired conclusions in the 
elliptic case, upon suitable modification of the Stone-type spectral family of 
PO* 
Next suppose that the group (41} in the representation (2.3) for (T,} is 
hyperbolic. Let {#1} have the representation i  Proposition (2.l)(iii). Notice 
that a and /? are the common fixed points of {#(}, t E R, and for each z E 0, 
lim t+t co 4&l = Pa Ch oose w E Aut(0) such that v(o) = - 1, I&I) = 1. For 
each t E R, define Q1 = w 0 4, o v’-‘. Clearly { QI}, t E R, is a hyperbolic 
group of Mobius transformations of 0 with 1 and -1 as its common fixed 
points. Also, we obviously have for each z E 0, limr++oo Q1(z) = 1. Thus, 
applying Proposition (2.l)(iii) to (QI} an using the foregoing, we see that d 
there is a constant p > 0 such that 
@AZ> = ~I:,,(epf~-l,l(z)) for tE R, zE 0. 
Choose a fixed analytic branch of (w’)“” on 0. Let U, be the isometry of 
Hp(0) onto Hp(0) given by U,f = (~‘)“~f(w) for fE Hp(0). For each 
tE R, set UI,(~)=rrrf,~(e’a_,,,(z))= @Jz) for zE0. Let {Yt}, tE R, be 
the isometric group given by YJ = (Y;)“pf(YJ for t E R, f E HP@)). It is 
now easy to see that for t E if?, 
U;‘T,U, = eis’Y Pl ’ (3.8) 
where 6 is a real constant. In view of (3.8) it suffices for the general hyper- 
bolic case to show that the particular group {Y,} satisfies the hypotheses of 
Theorem (2.5), which we now proceed to do. Let W be the linear isometry of 
HP(17+) onto HP(E)) given by 113, pp. 130-1311: 
(Wf)(z)= 7r’P22’P(l - z)-““f((1 + z)(l -z))‘), 
for fE HP(IT+), z E 0, (3.9) 
with inverse 
(w-‘g)(w) = K”P(1 + w)-2’pg((w - l)(w + 1)-i), for wEfl+, 
g E HP(D). 
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In the definition of { Y(}, the standardized form of (V;)““(z) employed is 
exp{ P-‘L(t, z)), where 
qt, z) = t + 2 Log(1 - Y,(z)) - 2 Log(1 - z), for t E R, 2 E D. (3.10) 
Direct calculation with the aid of (3.10) now shows: 
(W-‘Y, Wf)(w) = e”Pf(e’w) for tE R,fEW(17+), wEZZ+. (3.11) 
If we pass to the boundary in (3.1 I), thereby representing {W- ’ Yt W} as a 
group on W’(lR), and employ Theorem (3.4) (with M = W(lR)), the desired 
conclusion for { Y1} follows if we show that the hypotheses of Theorem (2.5) 
are satisfied by the group {Z,} on Lp(lR) defined by 
(Z,fW = e”“f(e’d for tE R,yE R,fELp(R). 
Let G be the multiplicative group of non-zero real numbers. The Haar 
measure of G is dx/(xj, and the mapping C of Lp(lR) onto LP(G) given by 
f~ Ix 1 ““f is a linear isometry. It is easy to see that for t E R, CZ, C- ’ is 
the translation operator on LP(G) corresponding to the element e’ of G. 
Application of Proposition (2.6) completes the proof for the hyperbolic case. 
There remains only the parabolic case. Suppose, then, that the group {$,} 
in (2.3) has the representation (2.l)(ii). Let U, be the isometry of HP@) 
defined by (U, f)(z) = f( az ) f or z E ID, and let {q,} be the parabolic group of 
Mobius transformations of ID obtained by replacing a and c on the right of 
(2.l)(ii) by 1 and j, respectively. Thus 
r (z) = (1 - i2-‘t)z + i2-‘t 
f -i2-‘tz + 1 + i2-‘t 
for t E F?, z E iD. 
Let { V,}, t E IA, be the one-parameter group of isometries of HP(D) given by 
v,.t-= ~rl;>“pf(~f> for CE R,fE HP(D). (3.12) 
Noting that for t E R, z E ID, cF$,(az) = &f(z>, we see that 
U, Tf U; ’ = eiwf V,,, for tER. (3.13) 
In view of (3.13), it suffices for the parabolic case to show that the group 
{V,} satisfies the hypotheses of Theorem (2.5). This will now be done. The 
standardized form of (q;)““(z) employed in (3.12) is exp{p-‘T(t, z)}, where 
for tElR,zE[D 
l-p, z) = 2 Log(1 - rt(z)) - 2 Log(l - z). (3.14) 
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This last fact is easily seen from the relation 
1 + v,(z) = it + 1 + z 
1 - %(Z> l-z 
for t E IR, z E D. (3.15) 
With the aid of (3.14) and (3.15) straightforward calculation shows 
(w-l v, Wf)(w) = f(it + w) for tE IR,fEHP(Z7+), wE17’, (3.16) 
where W is given by (3.9). Let Q be the isometry of HP(@) onto HP(R) 
defined by s2f =j; where fliy) = f(Q), for y E iR. From (3.16) we have 
aw-‘v,wir’=w,(HqlR) for tElR, (3.17) 
where, for t E IR, %t is the translation operator on Lp(IR) corresponding to t. 
The desired conclusion for the group {V,} is immediate upon application of 
Proposition (2.6) to the group {pt}, and then appeal to Theorem (3.4) with 
M = HP@). This concludes the proof of Theorem (3.6). 
The discussion in the proof of Theorem (3.6) for the parabolic case is 
valid for 1 < p < co (including p = 2) provided we start with a group {T,) of 
the form (2.3) with {#tj parabolic. Since we shall be concerned with such 
groups {T,} throughout the remainder of this paper, we shall standardize 
notation (displaying dependence on the index p) and extract a corollary from 
their treatment in the proof of Theorem (3.6). For 1 < p < 00, we let W’“’ 
and the group { Vj”‘} be given by (3.9) and (3.12), respectively. As above, 
Q(P) is the isometry given by .R’Plf=dforf= HP@+), and {g’j”‘}, t E IR, is 
the translation group on Lp(iT?). As shown in (3.13) the study of groups ( Tf ) 
of parabolic type reduces to the study of the group {VIP’}. Moreover, 
according to (3.17) the latter can be treated by way of the group 
{P;“’ 1 HP(R)}. F or 1 < p < co and J E IR, let Etp’(k) be the multiplier 
operator on Lp(lF?) corresponding to x~-~,~, , the characteristic function of 
the interval (-co, A] (the existence of Ecp’(J) is assured by either of 18, 
Theorem 6.2.2 or 6.2.51). The multiplier operators Ecp’(A) are idempotents 
known as the M. Riesz projections. In [2, (4.47)(ii)] it was shown that 
Etp’(.) is the Stone-type spectral family of the group {%!‘I”‘}. Since HP(lR) is 
invariant under {%jp’}, it follows from Theorem (3.4) that HP@?) is invariant 
under ECp’(.), and that ECp’(.) 1 HP@) is the Stone-type spectral family of 
{%jp’ ] HP@)}. Combining this observation with (3.17) we have: 
(3.18) COROLLARY. For 1 < p < 03, the group { Vjp)} of isometrics of 
HP(D) satisfies the hypotheses of Theorem (2.5), and its Stone-type spectral 
family is W(p’(O(p))--lEp(.) f2cp)(w’p))-1, where Ep(k) = ECp)(L) \ HP(R)for 
AE R. 
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4. INTERLUDE:THE PALEY-WIENER THEOREM FOR 1 (p<2 
In this section we shall be concerned with the following well-known 
theorem. 
(4.1) PALEY-WIENER THEOREM. Suppose 1 <p < 2 and f E L*(lR). 
Then 
(i) f E H*(iR) if and only if!(A) = 0 for almost all A < 0, 
(ii) Zf this is the case, then 
F(w) = (27r-‘I’ j’ffl f(t) e-‘” dt for WEIZ’, (4.2) 
0 
where F is the function in H*(l7+) corresponding to jI 
The “if’ part of (4.1)(i) followed by conclusion (4.2) is readily obtained by 
direct calculation using standard (but not superficial) classical tools. 
Specifically, supposef E L*(R), 1 < p < 2, andf(l) = 0 for almost all i < 0. 
Let g be the Poisson integral on ZI+ off [ 13, p. 1231. Thus for x > 0, y E R, 
g,(v) = g(x + 09 = C’ KC * f)(~)l, (4.3) 
where P,(y) = x(x* + y*)-’ is the Poisson kernel for D’. Since for x > 0 
and all A E R, 
“iPPx(y)e-‘“Yd~=nel”lx, r m 
it is immediate from (4.3) that $,(A) = e-“‘“@). Fourier inversion [ 12, 
Theorem, p. 7721 now shows that, for w E fl+, g(w) is given by the right- 
hand side of (4.2). Morera’s theorem shows that the latter defines an analytic 
function on 17+, and standard facts about the Poisson integral [ 13, 
pp. 123, 1241 give the desired conclusions. 
On the other hand, the “only if’ part of (4.1)(i) is not as suggestive of an 
obvious approch by direct computation, and may be viewed as the heart of 
the Paley-Wiener theorem. In this section we shall show that the “only if’ 
assertion falls readily into the framework of abstract spectral theory in the 
context of Theorem (2.5). 
The main tool for accomplishing this is Theorem (4.4) below. To place 
Theorem (4.4) in proper perspective, we remark that if {T,}, t E R, is a one- 
parameter group on a Banach space X and {T,} satisfies the hypotheses of 
Theorem (2.5), then the group {T,} is uniformly bounded. To see this notice 
that for t E R, 
T, = eiA’ = E,(O) + 1 eiA d,??,(A). 
10,*n1 
580/60/2-3 
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Uniform boundedness of {T,}, t E IR, follows from the uniform boundedness 
of the spectral families E,(s), for t E F?, and [6, Lemma 17.6(ii)]. Thus by [7, 
Theorem VIII. 1.111, we can now see that the infinitesimal generator of any 
group satisfying the hypotheses of Theorem (2.5) must have pure-imaginary 
spectrum. 
(4.4) THEOREM. Let {T,} be a one-parameter group of operators on a 
Banach space X satisfying the hypotheses of Theorem (2.5). Let 3’ be the 
infinitesimal generator of {T,}, and E(a) the Stone-type spectral family of 
{ Tt}. If the spectrum of F?, +‘), is a subset of {U: A < 0}, then E(A) = I for 
A > 0. 
Proof Let A, be a positive real number. Suppose that for each E > 0, 
E(& + E) # E(& -E). Choose f, such that I/ fell = 1 and f,= [E(& + E) - 
E(JL,, - E)]&. By (2.5)(iii), f, E g(F) and 
where J, = [A,, - a, 1, + a]. Thus 
F(f,) - i&f, =I i(A - A,,) dE(A)f,. 
JE 
(4.5) 
However (see [2, Proposition (2.3)] or [6, Chap. 171) the norm of the 
expression on the right of (4.5) is at most 
where K = sup{]]E(A)]]: 1 E IR }. Thus llY(f,) - i&f,ll+ 0 as E + 0. But this 
implies i& E a(F), contradicting our hypothesis about c@‘). So we have 
established that for each )LO > 0, E(.) is constant in some neighborhood of 
A,. It now follows from the connectedness of the set of positive real numbers 
that E(.) is constant on that set. Since E(A) + Z in the strong operator 
topology as A + tco, E(A) = I for ;1 > 0, and strong right-continuity gives 
E(0) = I. This completes the proof of Theorem (4.4). 
Remarks. Theorem (4.4) could also be shown by using (2.5)(iii) and a 
result about unbounded operators from D. J. Ralph’s unpublished thesis [ 15, 
Theorem 2.2131. Ralph’s result requires much more technical machinery of 
spectral families than we need here. So we have used a more self-contained 
approach for the proof of Theorem (4.4). 
Next, suppose 1 <p < co, and for Re<>O define 61”‘: Hp(Z7’)+ 
Hp(n+) by setting (gy)f)(w) =f(w + [). It is easy to see that {iFfP’} is a 
strongly continuous semigroup of contraction operators on Re [> 0, and is 
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holomorphic on Re 6 > 0. (To see that {gfP)} is holomorphic on Re 6 > 0 
notice that, since the evaluation functionals at points of Dt are total, they 
span a norm-dense linear manifold in the dual space of Z?(D+) by reflex- 
ivity of Hp(ZZ+).) Let .vp’ (resp., do’)) denote the infinitesimal generator of 
{CFV/~~‘I HP(R)}, t E R (resp., {gj”‘}, t>O). By [ll, Theorem 17.9.21 
a(~~~~‘) = iu(~@‘(~)). However, since {Ki”‘}, t > 0, is a semigroup of 
contraction operators, it follows from [7, Theorem VIII.l.ll ] that 
Re CJ(,&“~‘) < 0. Combining the last two facts, we see that Im u(.Y~~‘) =
Re o(,CP(~)) < 0. Since, as noted earlier, o(Yhp’) must be pure imaginary, we 
have that a(.Yr’) G {U: A < 0). In view of Theorem (4.4) and the discussion 
just preceding Corollary (3.18) it is now clear that 
E,(l) = I for A>?, 1 <p<co. (4.6) 
We now show that (4.6) embodies the essence of the Paley-Wiener theorem. 
Suppose 1 < p < 2, and f E HP@?). Then applying (4.6) to f and taking 
yy;er transforms get ~~-~,~lf = 2 which states that&) = 0 for almost all 
Remark. It is in fact true that for 1 < p < co a(.Yp’) = (a: A< O}. This 
can be seen at once from (3.17) and [4, Theorem (3.l)(ii)]. Since we only 
needed inclusion of u(.Yip’) in {U: 1< 0}, rather than equality, we used a 
more self-contained proof of (4.6) in which the analytic nature of the space 
Hp(17+) played a more direct role. 
5. CONCRETE CHARACTERIZATION OF THE 
STONE-TYPE SPECTRAL FAMILY OF {V)"'}, I <p < DC) 
For 1 < p < co let F,(.) be the Stone-type spectral family of { Vj”‘}. In 
view of (3.13), the concrete characterization of F,(a) in the theorem of the 
present section essentially gives the spectral decomposition for any group of 
parabolic type. According to Corollary (3.18) the characterization of Fp(.) is 
a matter of carrying the restricted M. Riesz projections defined on HP(R) 
over to HP(D), a task of interest in its own right. 
(5.1) THEOREM. Let ,u denote the linear fractional transformation 
(1 + z)(l -z)-l, and for a > 0 let <, be the singular inner function 
exp(-an). Suppose that 1 < p < co. Then Fp(a) = Ifor a > 0, andfor a > 0: 
(i) F,(-a) HP(D) = &HP(D); 
(ii) the null space of F,(-a) is the closed linear manifold in HP(D) 
spanned by the following set of functions 
{(l -z))2’p[~~(z)- 1][27tina-‘-n(z)]-‘:nE Z}, 
where Z is the set of all integers. 
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Proof: The assertion that F,(u) = I for a > 0 is an immediate conse- 
quence of (4.6) and Corollary (3.18). We now suppose a > 0 and show 
(5.1)(i), (ii). Since the Fourier transform operation is a unitary operator on 
L’(lF!), it can be seen from Theorem (4.1)(i) for the case p = 2 that the map 
f bf] [0, +co) is an isometry of H*(R) onto L*[O, +co). With the aid of 
this fact it is easy to see that 
E,(-a) H2(lR) = U,H2(lR), (5.2) 
where u,(y) = eeiay for y E R (in essence, this description of the range of 
,?,(-a) is contained in the first paragraph of [ 18, proof of Theorem 11). By 
[20, Lemma, p. 2251 H*(R) n HP@) is dense in HP@). Suppose now that 
f E HP(R), and let {f,} be a sequence in H*(lR) n Hp(iR) such that 
Ilf-f,llp-0. F rom the definition of multiplier operator we have 
(~,bux =a&m,-Jn = (~*(--avn)~ 
(here, as in the rest of the proof, Fourier transforms are taken in L*(lR)). 
Hence E,(-u)f, = E,(-u)f, almost everywhere. With the aid of (5.2) we 
can now infer that E,(-u)f, E u,[H*(IF?) nHP(lR)], for all n. Since 
IIf, -fll,-+ 0, E,(-u)f E u,Hp(lR), and we have shown that 
E,(-u)HP(lR) s &,Hp(lR). Suppose next that g = rr,h, where h E HP(R), 
and let I] h, - h lip + 0 with {h,} E H*(lR) nHP(lR). Clearly, 
By the Paley-Wiener theorem for p = 2, h,(A) = 0 for almost all A > 0. 
Hence [WC)fi,](A) = 0 for almost all A > -a, and (5.3) gives 
W,~-41(4,)1- = LAt)~~ 
It is evident from this that (u,h,) E ,?,(-a) Hp(lR). We have now shown 
that u,Hp(iR) = E,(-a) HP(R). Conclusion (5.1)(i) follows from this 
equality and Corollary (3.18). 
Let ./Y-(E,(-a)) denote the null space of E,(-a). It is easy to see with the 
aid of the Paley-Wiener theorem that 
JW~(--~)) n HZ P > 
= HP@) n {f E H*(R): f = 0 a.e. in R\[--a, 0]}, (5.4) 
where R\[-a, O] is the complement of [-a, 01. If f EM(Ep(-a)) and 
IIf, -flip+ 0 with {f,} G H*(R) n HP(R), then f, - E,(-a)f, belongs to 
H*(R) n ./tr(E,(---a)) and approaches f [meanpI. So 
H*(lR) n.M(E,(-a)) is dense in N(E,(--a)) in LP-norm. (5.5) 
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Now suppose g E H*(R) n.k’p,(-a)). For p > 0 we let g,(A) = g@A) for 
A E R. Then ]( g,, - g](,+ 0 as p+ l-, and (g,)^ =p-l(i),,,. Using these 
facts in conjunction with (5.4) (for (up) in place of a) and (5.5) we find that: 
,<~<, PTpW)n~2(VI is a dense subset of K(E,(---a)) 
with respect o the L%orm. (5.6) 
We now choose (and fix permanently) a function K: R + R such that K is 
continuous with support contained in [-1, 11, Ka 0, and jIRK= 1. For each 
positive integer n, let k,(A) = nK(nl) for 1 E R. The sequence {k,} is a 
summability kernel in the sense of [ 14, p. 1241. We shall also require that 
K E Cm(iR). (For an example of a function K meeting our requirements, let 
g(x)=exp{(x- 1)-‘-(x+ l))‘} if -1 <x< 1, 
= 0, otherwise. 
and set K(x) = g(x)/j 5 1 G3 f or x E W.) For each positive integer n, let the 
function L,, be defined by setting en(x) = J”! i k,(A) eilX dl for all x E R. It is 
easy to see that /IL: I( n Lm(R) < 1 for all n, and c, + 1 pointwise on R. Now let 
h E X(E,(-b)) n H*(R) be given, where 0 < b < a. Notice that 
(r,h)- = k, * 6. (5.7) 
Moreover, it is clear that (k, * 6) E C”(lR) and the support of k, * 6 is 
contained in [-b - n-l, n-l]. Writing ddlln(y) = exp{--in-‘y} for y E R, we 
get from (5.7): 
( al,,gnh)* = SP;;:((c,h)-) = P$(k, * k). 
Thus ( ~I,n~,$)- belongs to C”O(R) and has its support contained in 
i--b - 2n-‘, 01. In particular, for sufficiently large n, we see with the aid of 
(5.4) that cll,,c,h EN(E,(--a))nH*(IR). Since / u,,,c,h] < ]h] and 
/c i,,,~,, h + h pointwise on R, we have by dominated convergence that 
Cl,,nC,h + h [meanpI. Assembling these facts, and using (5.6), we get 
.X(E,(---a)) n {f E H*(lR): f E Cm@) and support$ c [-a, 0]} is a 
dense subset of Jlr(E,,(-a)) in the LP-norm. (5.8) 
Now supposefbelongs to the dense subset of M(E,(--a)) described in (5.8). 
ThenfE C”O(lF) and supportfs [0, a]. For n E Z let e,(t) = exp(27ciu-‘nt} 
for t E R, and let f be the Poisson integral in fl+ of J Also, let ji] [0, a] 
have the Fourier series En”-, 6,e,. By Theorem (4.l)(ii), 
P(w)=(2”)-1/zIYnf)e-Iwdt for wEn+. (5.9) 
0 
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Replace/in (5.9) by Cz= --ao Bnen and integrate term by term to get: 
e(w)= 2 S,g,(w) for wE17+, (5.10) 
n=--oO 
where 
g,(w) = (2q1’*(P= - 1)(2nina-’ - w)-‘. (5.11) 
Notice that the expression on the right of (5.11) has a removable singularity 
at 27rina - ‘. So we shall regard g, as an entire function, with 
g,(2~ina-‘) = (27~)-“~u. We reached the expression in (5.11) for g, in Z7+ 
by taking 
g,(w) = (27~~“’ ja e,(t) e-“+ dt. 
0 
(5.12) 
Thus suggests, and it is easy to see directly, that (~,J~~,~,)-(JJ) =g,(iy). 
Writing h,(y) = g,(iy), we have 
& = e,xro,a1* (5.13) 
In view of the Paley-Wiener theorem, (5.13) and (5.12) show that h, belongs 
to HZ@), and its Poisson integral in nt is g,. The definition of g, in (5.11) 
shows that h, E Lp(lR). Thus h, E H*(lR) nLp(IR) = H’(lR) f7 HP@). 
We now estimate 11 h,IILP(lRj, for FEZ, n#O. If Jyl>47rlnla-‘, then 
12 7cina - ’ - iyl > Ivj/2, and so I/z,(y)\ < (27~)-“*4/IyI. Moreover, for all 
y E IR, we see from (5.12) that I/z,,(y)1 < (2n)-“‘a. It follows that 
Ilh,Ilrp(R) < 4(21’p)(2x)-1’2(p - 1)-1’p(4n I,\/u)(“~)-’ 
+ a(27r) - 1’2(8~ )n I/a)““. 
Hence there is a constant A such that 
IlMLP(R) c441’p for n E Z, n f 0. (5.14) 
Observe next that since! E C”O(lT?), support j& [0, a], and$( [0, a] has the 
Fourier series Cp= --cli &en, integration by parts (as in [ 14, Theorem 1.4.41) 
gives 
)6,19~(47r*)-~ [I: i-$$idy]jnl-2 fornEZ,n#O. (5.15) 
Combining (5.14) and (5.15), we see that the series on the right of (5.10) 
converges absolutely in the Banach space Hp(n+). Since evaluation at a 
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point of 17’ is a continuous linear functional on HP(ZZf ), the series on the 
right of (5.10) converges in the space 
h, E Z-Z*(R) n Hp(lR), 
W(Z7+) to &. Since 
we see from (5.13) and (5.4) that 
h, E J”(E,(-a)) f7 H*(lF?) for n E Z. Combining the last two sentences with 
the fact that 
I 
is the Poisson integral of an arbitrary element f in the dense 
subset ofN( J-a)) in (5.8), we have that the functions { g, : n E Z } span a 
dense linear manifold in the null space of (O”“)-‘E,(--a)R’p’. Application 
of Corollary (3.18) now gives conclusion (5.l)(ii), and the proof of 
Theorem (5.1) is complete. 
6. CONCLUDING REMARKS ABOUT FD(.) 
In this section we introduce a spectral family P,(.) in HP(D), 1 < p < co, 
which arises quite naturally, and, in common with the spectral family F,(a) 
considered in Section 5, has the properties: P,(a) = I for a > 0; 
P,(-a) HP(D) = <,Hp(D) for a > 0. We are thus led to consider the question 
of whether P,(.) = F,(.), es ecially p since a formula is available for 
computing P,(L).L 1 E IR, fE HP(D). As shown below, however, 
Fp(.) = P,(.) if and only if p = 2. 
For 1 <p < co, let Hi(T) = {fE HP(T): ~~“f(eis) d8 = O), and let ,!Xp be 
the projection of Lp(TT) on HP(B) along Hz(T) ([ 13, Theorem of M. Riesz, 
pp. 151-1521. If w is an inner function, then for 1 <p < co, we define 
P p,i : HP(T) + HP(B) by setting 
pp.&f- = v~~p(Pf > for f E HP(B). (6.1) 
Clearly Pp,* is a projection operator, ]/ P,,,II < 11~??‘~11, and Pp,,Hp(7) = 
I,vH~(K). We shall now obtain a representation for Pp.,, as an operator on 
HP@). For f E HP(T) denote the Poisson integral of f by f ", and let 
ii/f = g + h; where g E HP(T), h E Ht(lr). Then for z0 E D, 
(272)-l j:‘h(e’[)(l - zoe-if)-l dt = ‘#(‘) 1 
1 --zgz r=O 
= 0. 
Hence 
(271)-l j:” f(e”’ w(e”)(l - zoe-if)-l dt = [.5Pp(ljif)]#(z,). (6.2) 
If we identify functions in HP(D) with their boundary functions, then it 
follows from (6.1) and (6.2) that 
(P,,,f)(z) = (2n)m’ty(z)~zz f(e”)w(e”>(l -zepi’)p’ dt 
0 
for f E HP(D), z E D. (6.3) 
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We observe from (6.3) that if 1 < p,, p2 < 00, and f E HPL(lD)n HpZ(lD), 
then pP,,J =&,,J 
(6.4) DEFINITION. For 1 < p < a, we define P,(.): R -+ 9(Hp(D)) by 
setting P,(A) =I for A > 0, and P,(4) = Pp,rA (where & is as in the 
statement of Theorem (5.1)) for A > 0. 
(6.5) THEOREM. For 1 < p < 03, P,(.) is a spectral family in HP(D). 
The values ofP,(.) are self-aa’joint in H*(D). 
Proof The second conclusion is obvious, since (] 912(] = 1. If 0 < a < b, 
then &H*(D) E <,H*(D), or, in other words, P,(-b) H*(D) c P2(-a) H*(D). 
So P,(-a) P,(4) = P,(4), and, by self-adjointness, P,(4) Pz(-a) = 
Pz(--b). It follows from the observation immediately after (6.3) that 
P,(4) P,(-a) = P,(-a) P,(4) = P,(4). 
This shows that condition (ii) in the definition of spectral family (in 
Section 1) is satisfied. To complete the proof of the theorem it now remains 
only to verify conditions (iii) and (iv) in the definition of spectral family, and 
to show that P,(A) + 0 in the strong operator topology as I + -co. However, 
since HP(D) is reflexive, [ 1, Corollary 21 shows that P,(.) has a strong right- 
hand limit and a strong left-hand limit at each point of IR. Using the 
continuity of the evaluation functionals at points of D and (6.3) we can now 
conclude that P,(.) is continuous in the strong operator topology at each 
point of IR. Similarly, using [ 1, Corollary 21 and (6.3), we see that P,(L) + 0 
in the strong operator topology as A + -co. This concludes the proof of 
Theorem (6.5). 
(6.6) THEOREM. P2(.) = F,(.). If 1 < p < co, p f 2, then for each a > 0, 
P,(-a) is not in the commutant of { Vjp’}, t E R, and hence P,(-a) # F,(-a). 
ProoJ Since { I$*‘} is a unitary group, the values of F2(.) are self-adjoint 
projections. By Theorem (6.5) the values of P2(.) are also self-adjoint 
projections. Using Theorem (5.1) we see that P*(A) and F,(k) have the same 
range for all A E IR. This suffices, by self-adjointness, to establish the first 
conclusion. 
Now suppose 1 < p < co, p # 2, and a > 0. Let e,,(z) = 1 for z E ?r. Then 
~&Leo> = L(O) 9 and P,(-a)e, = r,(O) r,. Recalling the definition of the 
group (VIP’} in (3.12) we have 
V+P,(-a) e. = W’“L(O) L(r,) for tElR. 
The definition of c, and (3.15) show that <,(qJ = emiat&,. Hence 
Vi”‘P,(-a) e, = (r;)““&(O) eCiatra, for tElR. (6.7) 
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On the other hand, 
$-4 vjp)eo = Lqr,hm for tE IR. (6.8) 
If P,(--a) commutes with V, Q) for all t E IR, then from (6.7) and (6.8) we see 
that 
(q;)“” r,(o) epiat = 9p[~,(~;)“p] for tEiR. (6.9) 
Recall that (~;)“~(z) = exp{p-‘r(t, z)}, for t E IR, z E ID, where r(t, z) is 
given by (3.14). It is easy to see from this that (q;)““(O) = 
exp{2p-’ Log(1 - qt(0))} for t E [R. Now integrate both sides of (6.9) with 
respect to normalized Lebesgue measure m on the unit circle. This gives, for 
tE R, 
L(O) e -iat exp{2p-’ Log(l - vl(0))j = !~%‘P[&($)“p] dm. (6.10) 
It is obvious from the definition of .SP,, that for all f E Lp(T), lrf dm = 
Jr; (Spf) dm. Thus, (6.10) simplifies to 
r,(O) eeia’ exp(2pP’ Log(1 -q,(O))} =i, ~(~;)“” dm for t E IR. (6.11) 
As may be seen from [5, Theorem (1.3)] and the discussion surrounding 
(1.18) of [4], there is a function Y(t, z) such that P(t, z) = r(t, z) for t E IR, 
z E D, and Y(t, z) has continuous partial derivatives of all orders on [R x D’, 
where D is the closure of D. Thus 
(r:>““(z) = exp{p-‘~V(c z>} for tElR,zED. (6.12) 
It now follows that we can differentiate both sides of (6.11) with respect to t, 
and equate derivatives at t = 0, in particular. From the representation for 
(qt}, t E iR, given just before (3.12) we find that 
dvt(O) 
dt 
= i/2. 
t=o 
(6.13) 
Moreover, for t E IR, z E d, we have from (6.12) 
so wI;)“pw~~ is continuous in (t, z) on IR x D. From (3.14) we have for 
t E IR, z E D, upon simplifying, 
~?[($)“~(z)] f3erlp 
at 
=-= [(qj)“p(z)] p-‘i{q,(z) - 1). at (6.14) 
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By continuity, the left and right members of (6.14) are equal for t E R, 
z E 0. Assembling the foregoing, we now differentiate (6.11) with respect o 
t and set t = 0. This gives 
-i(,(O)(p-’ + a) =I &(z) ip-‘(z - 1) dm(z). 
T 
(6.15) 
Since the integral on the right in (6.15) is ip-‘[c:(O)- &JO)], (6.15) 
becomes, after simplification, the assertion that p = 2, in contradiction to our 
hypothesis for the case at hand. This completes the proof of the theorem. 
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