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Locally Polar Geometries with Affine Planes 
HANS CUYPERS AND ANTONIO PASINI 
In this paper we consider partial linear spaces containing a set of subspaces isomorphic to 
affine planes, such that the lines and these afline planes on a fixed point form a non-degenerate 
polar spaces of rank at least 2. We obtain a complete classification, provided that the rank is at 
least 3. 
1. INTRODU~~~~N 
The study of geometries on the absolute points of polarities in projective spaces has 
been started by Veldkamp [21], who was the first to give a synthetic characterization of 
these geometries, which he called polar spaces. As part of his work on spherical 
buildings [19], Tits extended Veldkamp’s results to a somewhat larger class of 
geometries related to pseudo-quadratic forms. In 1974, Buekenhout and Shult proved 
that most of the axioms used by Veldkamp and Tits can be deduced from the following 
beautiful axiom only involving points and lines, see [3]: 
Let p be a point and I a line; then p is collinear with one or all points incident with 1. 
We will refer to this axiom as the ‘one or all’ axiom. Both Veldkamp and Tits assume 
the polar space to have finite rank. Recently, Johnson extended the results of Tits to 
the case of infinite rank (see [12] or, for a more elementary approach (9, 131). 
The result of the work mentioned above is that there is a nice and satisfactory 
characterization of polar spaces. Shortly after simplifying the axioms for polar spaces to 
the ‘one or all’ axiom, Shult [18] raised the question of whether it is possible to 
characterize geometries on points in projective spaces that are the non-absolute points 
with respect to some given polarity. To indicate that this is possible he proved his well 
known Cotriangle Theorem, which characterizes geometries on the non-singular points 
and elliptic lines with respect to some non-degenerate quadratic form defined on a 
projective space over GF(2) ( see [18,11]). The only other result in this direction 
known to us is provided by the classification of finite irreducible generalized Fischer 
spaces in [5,6]. There a characterization of geometries on the non-singular points in 
orthogonal spaces over GF(3) and unitary spaces over GF(2’) is given. It is the 
purpose of this paper to give a satisfactory answer to Shult’s question. 
We consider a somewhat larger class of geometries than originally considered by 
Shult. of which most examples can be described in the following way. Let n = (P, L) 
be a polar space embedded in a projective space P. Then the points of fZ are called the 
singular points of P and the points outside IZ the non-singular points of P. A line (or 
plane) of P is called a singular line (resp. singular plane) iff all its points are singular. 
and it is called a tangent fine (resp. tangent plane) iff it contains a unique singular point 
(resp. singular line). In a tangent plane all the singular points are on the unique 
singular line of the plane. Now consider the geometry with as points the non-singular 
points of P, as lines the tangent lines, and as planes the tangent planes of P, incidence 
being symmetrized inclusion. This geometry is in general not connected, but has 
connected components. The connected components are all members of a class of 
geometries that we call tangent geometries. They have the property that the lines and 
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planes on a fixed point form a polar space and that their planes are affine planes. As we 
already remarked, this does not give us all the examples of tangent geometries we are 
considering in this paper. In particular, if P is a projective space over a division ring of 
even characteristic or has infinite dimension, the above description does not catch all 
the objects under consideration. 
To obtain all the examples of geometries we want to consider in the case in which 
the characteristic of the underlying division ring is 2 or the projective space is 
infinite-dimensional, we prefer to look at hyperplanes of the projective space rather 
than at points. 
Let CY be the set of hyperplanes of P that intersect fliin a non-degenerate geometric 
hyperplane. As lines we take the sets of hyperplanes in 8 that contain p’ f’ H for some 
point p E IZ and H E 9’. Let 2 denote the set of all these lines. Furthermore, let & 
denote the set of planes, where a plane is the set of elements of B that contain some 
fixed codimension 3 subspace of P that intersects fl in a proper degenerate subspace, 
the radical of which is a line of n. Now consider the geometry r = (9,5!?, &), where 
incidence is symmetrized inclusion. Every union of connected components of Tis also a 
member of the class of tangent geometries. Every geometry obtained in this way will 
be called a projective tangent geometry of H. 
In Section 2 we give a precise (and synthetic) definition of tangent geometries. The 
reader is referred to that definition in the following theorems. There we characterize 
the tangent geometries having the property that for each point the geometry of lines 
and planes through that point is a non-degenerate polar space of rank at least 2 and 
planes are affine. (For unexplained notation the reader is referred to Section 2. We 
warn the reader that the definition of rank that we use in this paper is slightly different 
from the singular rank; see also [9, 121.) 
THEOREM 1.1. Let r = (9, 3, .@ be a connected geometry consisting of non-empty 
sets 9, 3’ and d of points, Lines and planes respectively such that the following hold; 
(i) the space (9, 3) is a partial linear space; 
(ii) the points and lines incident with a plane form an afine plane; 
(iii) if JC is a plane and 1 a line meeting n in a point x, then either 1 is coplanar with all 
lines of 3t through x or with a unique line of E; 
(iv) for every point x and line 1 on x there is a line on x not coplanar with 1. 
Then r is a standard cover of a tangent geometry of a polar space IT of rank at least 2, 
the radical of which is either empty or consists of a unique point. 
We obtain this result as a corollary of the following theorem, in which we only 
consider irreducible geometries. (A geometry r satisfying the hypothesis of 1.1 is called 
irreducibfe iff its collinearity graph has diameter at most 2; otherwise it is called 
reducible.) 
THEOREM 1.2. Let r be an irreducible geometry satisfying the hypothesis of Theorem 
1.1. Then r is a tangent geometry of a polar space 17 of rank at least 2, the radical of 
which is either empty or consists of a unique point. 
The following result shows that most tangent geometries satisfying the conditions of 
Theorem 1.2 can be obtained as the geometries described above. 
THEOREM 1.3. Let T be an irreducible geometry satisfying the conditions of Theorem 
1.1 and having the following property: 
(v) there is a plane n and a point x not in n that is coplanar with all lines in n. 
Then r is a projective tangent geometry of a polar space IT embedded in some projective 
space. 
Locally polar geometries 31 
The special case of the above results when the partial linear space (??‘,9) is a gamma 
space (i.e. every point is collinear with 0, 1 or all points on a line) is covered by the 
results of Cohen and Shult (see [4]). They prove under the stronger assumption that 
(9,T) is a gamma space that r is an affine polar space. This is the geometry consisting 
of the points, lines and planes of a polar space that are not in some fixed geometric 
hyperplane. Cohen and Shult’s work forms the starting point of this paper. Many of the 
techniques used in this paper can be found in [4] or in [ll]. Other special cases of the 
above results can be found in [2,4,5,6,8,14, 161. 
Let r be an affine polar space obtained by removing some geometric hyperplane H 
from a polar space ZI, all of the lines of which contain at least 3 points. (In this paper 
we only consider polar spaces the lines of which contain at least 3 points.) Then H is 
called the polar space at infinity of r. It is shown in [4] that the diameter of the 
collinearity graph of r is at most 3. In the next section we show that the reflexive 
extension of ‘being at distance 3’ in the collinearity graph of r defines an equivalence 
relation on the points of r that extends to an equivalence relation * on fand leads to a 
quotient geometry r/*, provided that the rank of n is at least 3. Any quotient 
geometry of r that is a cover of r/* will be called a standard quotient of r. As a 
consequence of the above results and the observation that affine polar spaces are their 
own universal covers, we obtain a complete classification of the covers of tangent 
geometries of Theorem 1.1 under the restriction that the geometry can be embedded in 
a projective space (see Proposition 2.10). In particular, we obtain: 
THEOREM 1.4. Let r be a residually connected geometry that satisfies the hypotheses 
of 1.3. Then r is a standard quotient of a uniquely determined afine polar space. 
In [7], the case that rdoes not satisfy condition (v) is considered. There it is shown 
that if Tis finite then it is a quotient of an affine polar space. 
As for diagram geometries, we remark that the geometries of finite rank satisfying 
(i), (ii) and (iii) of Th eorem 1.1 are precisely the (truncations of) Buekenhout 
geometries described by the following diagram: 
Af, 2 -- 
and satisfying the Intersection Property. This follows from 3.1 and 4.2 of this paper, 
together with Lemma 1 of [14]. 
We want to remark that the results 1.1, 1.2 and 1.3 are obtained using only synthetic 
methods. In the proof of Theorem 1.4, however, we use some non-synthetic methods. 
In particular, we use the classification of the polar spaces of rank at least 2 that can be 
embedded in a projective space (see [lo, 131). 
Finally, we must make some comments on the organization of this paper. In Section 
2 we give some definitions, in particular the synthetic definition of tangent geometries. 
Furthermore, we discuss the relation between tangent geometries and affine polar 
spaces. Section 3 contains some preliminary lemmas, and in Section 4 we start the 
proof of Theorems 1.1 and 1.2. In this section we extend some results of [4] to 
geometries satisfying the conditions of 1.1. In particular, we show that the transitive 
extension of the relation of being parallel in some affine plane induces a non-trivial 
equivalence relation on the set of lines of r. The equivalence classes of lines of this 
equivalence relation are shown to be (part of) the point set of a polar space at infinity 
for r. 
If r is irreducible we can identify the points of r with geometric hyperplanes in this 
polar space at infinity, which provides us with a proof of Theorems 1.1 and 1.2. This is 
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done in Section 5. Finally, the last section is devoted to the proof of Theorem 1 ..i. In 
this section we construct a projective space in which we can embed the polar space at 
infinity of r and recognize the points of I- as hyperplanes. 
2. QUOTIENTS OF AFFINE POLAR SPACES AND TANGENT GEOMETRIES 
In this section we give a precise definition of tangent geometries and discuss the 
relation between quotients of affine polar spaces and tangent geometries of polar 
spaces. 
But first we will give some definitions and explain the notation used throughout this 
paper. 
Let II = (9, 3) be an incidence system (also called space). It consists of a set 9 of 
points and a set 3 of subsets of P of cardinality at least 2 called lines, incidence being 
symmetrized inclusion. A subset X of 9 is called a s&pace if any line meeting X in at 
least 2 points is contained in X. Then X is often identified with the incidence system 
the point set of which is X and the lines of which are the lines of n which are contained 
in X. For each subset X of 9 we denote by (X) the subspace generated by X, i.e. the 
intersection of all subspaces containing X. A proper subspace of II is called a geometric 
hyperplune iff it meets every line non-trivially. 
Two points x and y are called collinear, notation x _L y, if there is a line incident with 
both of them, or if x = y. For any subset X of 9’ we denote by XI the set { y E 9 / y I x 
for all x EX}. We write x’ for {x}‘, where x E P’. The collinearity graph of IZ is the 
graph with vertex set 9, two vertices being adjacent iff they are distinct and collinear. 
We call 17 connected iff its collinearity graph is connected. 
We call 17 a linear space (resp. partial linear space) iff each pair of distinct points is 
on exactly (resp. at most) one line. It is called a singular space if all points are 
collinear. 
Let _s4 be a set of subspaces of n such that each point in an element it E ti is on at 
least 2 lines of n and every line in at least one element of &. Then the incidence 
system r = (9’,.9, &) is called a geometry. The elements of ti are called the planes of 
r. Notice that for every point x of r the set of lines on x together with the sets of lines 
on x inside a plane form an incidence system, which we denote as Res(x). 
Let * denote an equivalence relation on 6. Then for every pair X and Y of subspaces 
of (9,Z) we write X * Y, iff for each point x E X there is a point y E Y such that x *y. 
We say that * is an equivalence relation on KI (or r) if * is an equivalence relation on 
3 (and a). Furthermore, * is called a standard equivalence relation of n (or I-) if it is 
an equivalence relation on II (or r) and has the following property: 
Let x and y be *-equivalent points. Then for each point z that is 
collinear to x there is a unique point in yl *-equivalent to z. 
If * defines a standard equivalence relation on n (or r), then we define the quotient 
II/* (resp. r/*) in the following way. For each point x E 9” let X denote the 
*-equivalence class of x. For each subspace X of 17 we denote by X the set {X 1 x E X}. 
Let 9, 9 and 3 be the sets of elements X, where X runs through B, 3 and & 
respectively. The quotients II/ * and r/* are the incidence systems (@, 2) and 
(4, 9, .c$) respectively. They are called standard quotients of II and r respectively, 
while 17 and rare called standard covers of II/* and f/* respectively. 
Before continuing, let us state some facts about standard quotients. 
PROPOSITION 2.1. Let * be a standard equivalence relation of IZ = (9, 3). Then the 
following hold: 
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(i) If x and y are *-equivalent points, then x = y or x and y have distance at least 3 in the 
collinearity graph of II. 
(ii) If X is a singular subspace of II, then the map x ++X defines an isomorphism 
between X and X. 
PROOF. Let x and y be two points of n that are *-equivalent. Suppose that z is a 
point collinear to both x and y. Then z *z and x and y are two points in the 
*-equivalence class of x that are in z’ -a contradiction. This proves (i). 
Now let X be a singular subspace of n. Then, by (i). the maps x ++X and I- i are 
clearly incidence-preserving bijections. This proves (ii). El 
From the above proposition it follows that a standard quotient of a partial linear 
space (resp. geometry) is a partial linear space (resp. geometry). 
In the remainder of this section we consider polar spaces and affine polar spaces. 
A polar space is an incidence system n = (,P, .JZ) in which the ‘one or all’ axiom is 
satisfied. In this paper we only consider polar spaces the lines of which contain at least 
3 points. The radical of a polar space KIis the set Pt. The space is called degenerate if 
its radical is non-empty and non-degenerate otherwise. As follows from [3, 121. 
non-degenerate polar spaces are partial linear spaces. Furthermore, it is shown in [ 121 
that all singular subspaces of a non-degenerate polar space are projective spaces. The 
rank of a polar space n, denoted by rk(IT), is the least upper bound (possibly =) for 
the number n such that there is a chain of singular subspaces Rad(l7) = X,, c X, c 
. . . c X,, of fl. If the rank of His at least 3 and KJ is non-degenerate, then the set of 
singular subspaces of n that are projective planes provides us with a set of planes for 
n, which makes n into a geometry. In this case n is often tacitly identified with the 
corresponding geometry of points, lines and projective planes. A geometric hyperplane 
of a polar space is also a polar space. As geometric hyperplanes of polar spaces play an 
important role in this paper, we quote some basic facts about them in the next lemma. 
The proof of this lemma can be found in [l, 41 (see also [9, Lemma 11). 
LEMMA 2.2. Let IT be a polar space of rank at least 2 all of the lines of which have at 
lemt 3 points. Suppose that H is a geometric hyperplane of IT and X is a subspace not 
contained in H. Then the following hold; 
(i) X n H is a geometric hyperplane of X; 
(ii) if rk(X) 2 2 then X n H is a maximal subspace of X; in particular, X = (X n H, 
p) foranypointpEX\XnH; 
(iii) ifrk(X) 32 h t en t h e collinearity graph of X \X n H is connected; 
(iv) rk(X fl H) equals rk(X) or rk(X) - 1; 
(v) ifRad(X) LS not contained in H then rk(X fl H) = rk(X); 
(vi) if‘ H,, Hz and H are distinct hyperplanes of IT of rank at least 2 with H, rl H? E H, 
then H, n Hz = H, fl H is a geometric hyperplane of H. 
An afine polar space (see [4]) is the space obtained by removing all points and lines 
from a polar space that are contained in a fixed geometric hyperplane of the polar 
space. Incidence is the incidence inherited from the polar space. Again, if fi is a 
non-degenerate polar space of rank at least 3, then the projective planes of n provide 
us with a set of affine planes for the affine polar spaces obtained from n. In this case. 
the affine polar spaces are tacitly identified with the corresponding geometries the 
planes of which are the affine planes obtained from the projective planes of n. 
In the remainder of this section we derive some properties of affine polar spaces and 
their quotients that will be useful in the proof of our main results. In particular. we 
show how Theorem 1.4 follows from Theorem 1.3. 
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Let i7 = (P, L) be a non-degenerate polar space of rank at least 2 and suppose that 
H is a geometric hyperplane of fl. Then by K, we denote the affine polar space 
obtained by removing the points and lines of H from n. As is shown in [4, 141, the 
collinearity graph of r has diameter at most 3. Furthermore, the reflexive extension of 
‘being at distance 3’ defines an equivalence relation, denoted by *, on the point set of 
& (see [14, 151). 
LEMMA 2.3. Let p and q be two points of TO. Then p and q have distance 3 in the 
collinearity graph of TO iff we have pi tl q ’ E H in IT. 
PROOF. The proof is straightforward. 0 
If 17 has rank at least 3 then this equivalence relation extends to a standard 
equivalence relation on the line set of 4,. 
PROPOSITION 2.4. Suppose that l7 has rank at least 3. Then * is a standard equivalence 
relation on &,. 
PROOF. First we show that * induces an equivalence relation on the line set of G. 
Let x and y be *-equivalent points of I& Let 1 be a line on x. Then 1 meets H in a point 
p, say. Clearly, p is the unique point on I in y’. Let 1’ be the line through y and p. We 
show that I’ is the unique line on y with 1 *I’. Now assume that z is a point on 1 not in 
H and let m be a line on z not in x’. Then m meets H in a point q not collinear to p. 
Let z’ be the point q1 fl f’. We claim that z’~ n Z~ c H. 
Suppose the contrary. Then there is a point r collinear with z and z’ but not in H. 
Let n1 and n, be two lines on r in z’ nz’l in a singular subspace of II. These lines 
exist as n has rank at least 3. Then ni meets H in some point si, i E { 1, 2). If si is not 
collinear with p then p’ fl zl fl 2” contains a point of ni not in H. But that point is 
also collinear to both x and y-a contradiction. Hence p is collinear to both s, and s2. 
So in z’ f-w’, which is a non-degenerate polar space, we have r’ n H rl z ’ n z ‘I G 
plnHnzln2’l. But rLnHnz’nz” is a geometric hyperplane of H n z1 Cl z’l 
which contains p, q, s1 and s2, and thus has rank at least 2. Therefore, by 2.2 we have 
r’nHnz’nz’l=plnHnz’nz’l or plnHnz’nz”=Hnzlnz”. If PE 
rl then x I r _L y against the assumption. So p’ fl q1 c H n zl rl z’I--again a 
contradiction. 
Thus we have shown that I * 1’ iff 1’ is the unique line on y that meets I in 1 n H. This 
shows that * defines an equivalence relation on the set of lines of I;,. Furthermore, as 
planes are singular subspaces meeting H in a line, it is also clear from the above that * 
defines an equivalence relation on the set of planes in c,. This proves the proposition. 
L-l 
The standard quotient r’/* where * is the equivalence relation of ‘being at distance 
3’ in the collinearity graph of &,, is called the minimal standard quotient of I;, (see ]15]). 
COROLLARY 2.5. Suppose that IT has rank at least 3. Then the afine polar space 4, 
admits non-trivial standard quotients if and only if its collinearity graph has diameter 3. 
Namely, r, admits non-trivia1 standard quotients iff it is reducible. Furthermore, it 
will be shown in Section 5 that the minima1 standard quotient of rO is the only 
irreducible standard quotient of r,. 
As is shown in [15], the above definition of a standard quotient of an affine polar 
space is equivalent to the definition given in [15]. Let G,, be the pointwise stabilizer of 
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H in Auf(&) E Au?(U). Then the fact that affine polar spaces are their own universal 
covers (see [14]) and some general results on universal covers and their quotients, (see 
[20] or [17]) imply the following. 
COROLLARY 2.6. Suppose that r, admits standard quotients. Then the afine polar 
space r, is the universal cover of r,l *. Furthermore, we have q,/* = &,/Go, i.e. the 
*-equivalence classes are the GO-orbits on the point set of &,. 
By [4] the hyperplane H either contains a unique point in the radical or is 
non-degenerate. It is clear from Lemma 2.3 that the equivalence classes of * and hence 
the G,,-orbits are hyperbolic lines of 17 not meeting H when H is non-degenerate, and 
meeting H in its radical when H is degenerate. This allows us to interpret I;,/* as a 
tangent geometry in the meaning of Section 1 when n is a classical polar space of rank 
at least 3 defined over a division ring K of characteristic 22. 
In this case we can assume n = (P, L) to be embedded in a projective space P. This 
means that we have a map of P into the point set of P such that lines of II map onto 
lines of P. We identify the subspaces of 17with their images in P. Furthermore, we can 
assume that the points of II generate P. Then, by the results of [ 121 and [19], there is a 
polarity (Y such that the points and lines of Il are the absolute points respectively lines 
of P with respect to this polarity. Suppose that p is a point of P. then by p’ we denote 
the subspace of P orthogonal to p with respect to (Y. 
The geometric hyperplane H of 17 arises as a section of a hyperplane of P with K7 
(see [4, 12]), just as every hyperbolic line of fI arises as a section of a line of P with n. 
Furthermore, if h is a hyperbolic line of n then there is a codimension 2 subspace X of 
P such that (h) = Xl. (H ere (Y) denotes the subspace of P generated by the points of 
Y. ) 
If the geometric hyperplane H of n is non-degenerate then the map h - (h ) 17 (H) 
from the set of hyperbolic lines h with (h)l c (H) to the non-singular points of (H), 
i.e. the set (H) \H, clearly induces an isomorphism between &‘* and one of the 
connected tangent geometries of the non-singular points in (H), as described in the 
introduction. 
Now let us assume that H is degenerate and p is the unique point in the radical of H. 
There is a bijection between the hyperbolic lines on p, and hence the projective lines 
on p that are not in the hyperplane (p’) of P, and the geometric hyperplanes q’ fop ’ 
of pl, where q is a point of 17 not collinear to p. Again it is straightforward to check 
that this bijection extends to an isomorphism between I;,/* and the tangent geometry 
of the projective lines on p not in (p’) regarded as points of the projective space of 
lines on p and tangent to the polar space Res(p). The points of this tangent geometry 
are the points of the affine space of projective lines on p that are not in (p ’ ). We 
recall that particular instances of this ‘affine realization’ of the quotient i;l/* have 
already been considered in [14] and [8] for symplectic (resp. unitary) polar spaces. 
If the underlying division ring has characteristic 2 the above does not work. In 
particular, if the geometric hyperplane H of Tr is non-degenerate we encounter some 
difficulties in mimicking the above constructions: for then there is a projective 
embedding of 17 (the dominant embedding, see [4, 12,191) in which H can be obtained 
as a hyperplane section of the projective space with n, but II need not be represented 
by a non-degenerate polarity. In that case n is represented by a pseudo-quadratic form 
such that the associated polarity is degenerate. The larger the radical of this polarity, 
the more trouble we have in mimicking the above. 
However, the following shows the way out. As already noted above, the geometric 
hyperplanes of fl are represented by hyperplane sections .in the dominant projective 
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embedding of D. This is true in all characteristics. In fact, if n is represented by some 
non-degenerate polarity in a projective space P, then each point q of P corresponds to 
the hyperplane q1 in P. This leads us to the following synthetic definition of tangent 
geometries. 
DEFINITION 2.7. Let II be a (possibly degenerate) polar space and let Y be the set 
of non-degenerate geometric hyperplanes of n. This set will be the point set of a 
tangent geometry. As lines we take the sets of elements of B containing a subspace 
Hi rl Hz, where H,, Hz E 9’ such that H, fl Hz is a degenerate geometric hyperplane of 
both HI and Hz. Let 9’ denote the set of all these sets. Clearly, (Y, 9) is a space. 
Finally, let & be the set of all subsets of 9, called planes, that are of the following 
type. Let HI, Hz and H3 be three distinct elements of 8 such that H, fl H, is degenerate 
for i, j E { 1, 2, 3}, i # j and the radical of HI fl Hz n H3 is a line. Then a plane is the set 
{H E 9 1 H 3 HI rl Hz n H3 and H n H, is degenerate}. Now consider the incidence 
system (9,_Y, a), where incidence is symmetrized inclusion. Every union of connected 
components of this incidence system, in which there are points and lines and every line 
is in a plane, is called a tangent geometry of II. 
PROPOSITION 2.8. Let II be a polar space and r = (P, 3, ~44) a tangent geometry of 
II. Then (9, .Z) is a partial linear space and the planes of rare singular subspaces of the 
space (9, 3). 
PROOF. Let HI and Hz be two collinear point of Fand suppose there are two lines I, 
and l2 containing HI and Hz. By definition of the lines, there are elements G1, G; and 
G,, G; such that fi consists of all the elements of 9 containing G, tl Gi, where i = 1, 2. 
Without loss of generality we can assume that H, # G,, i = 1, 2. As H, and Hz are 
points of li we have H, fl Hz I> Gi n G,! for i = 1, 2. As the element in rcontain at least 
a line they have rank at least 2. So, by Lemma 2.2(ii), G, rl G,’ is a maximal subspace 
of Gi contained in G, n HI n Hz, which is a proper subspace of G,. This implies that 
G, fl Gf = HI fl Hz and hence I, = f2. This proves that (9,Z) is a partial linear space. 
Now suppose that n is a plane of F. Then there are three distinct collinear points H,, 
Hz and H3 in 9 such that n consists of all the elements of 9” containing 
H, rl HI n H3 = li fl H, for some line 1 in H, , and intersect H, in a degenerate 
subspace. Let H be an element of n. We first show that H is collinear with Hz and H3. 
LetpbetheradicalofHnH,.ThenpinH,1H,nH,nHH,=IInH,.Thus,asH, 
is non-degenerate, we have p =pli G fll = 1 in H, (see [12,2.3]). 
Now suppose that H is not collinear with Hz. Then, as H fl Hz contains I, H is a 
non-degenerate polar space of rank at least 2. If q is the radical of Hz fl HI then by the 
same argument as above we find that q is a point of 1. We can assume that q fp, for 
otherwise p’ n Hz = p’ n HI = p’ n Hz, which is against our assumption. Since H is 
not collinear with H2 the intersection H fl Hz contains a line on p that is not in qL. 
However, this line is inside H n HI and in H fl Hz, and thus in H, fl Hz = q1 fl Hz-a 
contradiction. Hence H and Hz are collinear, and by a similar argument H is also 
collinear to H3. 
Let H’ be another element of n. Then by the above argument with Hz replaced by H 
we find that H’ and H are collinear. This proves the second part of the proposition. Cl 
By Lemmas 2.3 and 2.4 we immediately have the following. 
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COROLLARY 2.9. Let r, be an afine polar space obtained by removing a geometric 
hyperplane from a non-degenerate polar space of rank at least 3. Then the minimal 
standard quotient &I* is a tangent geometry of its polar space at infinity. 
PROOF. Suppose we remove a geometric hyperplane H from a polar space IZ to 
obtain the affine polar space &. Then the map p ++ H fl p’ induces an isomorphism 
between G/* and a tangent space of H. n 
We will now prove the converse of the above, provided that the polar space can be 
embedded in a projective space. This, together with Theorem 1.3, results in a proof of 
Theorem 1.4. 
PROPOSITION 2.10. Let Il be a polar space embedded in a projective space P such that 
2 s rank(n) and the radical of II is either empty or contains a unique point. Let r be u 
connected tangent geometry of l7 such that the points of r arise as hyperplane sections in 
P. Then r = &I* for some (up to isomorphism) uniquely determined afine polar space 
G with polar space II at infinity. 
PROOF As follows from the results of Tits [19], Johnson [ 12, 131 and Dienst [ 101. 
we can assume that II is isomorphic to a polar space represented by a sesquilinear or a 
pseudo-quadratic form in P, where P = PC(V) for some vector space V. Let 
V’ = V @ (v’). First assume that II is represented by a sesquilinear form f. Let H be a 
hyperplane of P intersecting IZ in a point of the tangent geometry r. If IZ is degenerate 
then let v E V\(O) be a vector such that (v) = Rad(H). Otherwise choose (21) outside 
H with f (v, v) = 0. Consider V’ equipped with the form f’, where 
f ‘(II’, u’) = 0, f’(v’, v)= 1, 
f’(v’, u)=O for all (u) E H, f;lSXIz=f’. 
Then f’ is a non-degenerate sesquilinear form on V’, as follows by an easy 
computation. Therefore it represents a non-degenerate polar space II’ and r is a 
quotient of the affine polar space obtained by removing n from I7’. (Clearly, IZ is a 
geometric hyperplane of II’.) 
The case in which IZ is represented by a pseudo-quadratic form can be handled in a 
similar way, and is left to the reader. This proves the existence of an affine polar space. 
Uniqueness follows from Corollary 2.6. 0 
REMARK. Not all polar spaces do have tangent geometries. For example, if the 
radical of the polar space under consideration contains a line, then all geometric 
hyperplanes meet this line and hence are degenerate. Therefore the definition of 
tangent geometries is empty in this case. But also the definition of tangent geom- 
etries is empty for some non-degenerate polar spaces. If 17 is a finite-dimensional 
non-degenerate symplectic polar spaces in odd characteristic or a non-degenerate 
non-embeddable polar space of rank 3, then it follows from [4] that all the geometric 
hyperplanes of 17 are degenerate. So, in this case also. the definition of a tangent 
geometry is empty. 
3. PRELIMINARIES 
Let r = (p,T, a) be a geometry satisfying the cohditions of Theorem 1.1. In this 
section we derive some properties of r that will be useful in subsequent sections. 
PROPOSITION 3.1. Let x be a point of II Then Res(x) is a non-degenerate polar space. 
Furthermore, if r satisfies condition (v) of 1.3, then Res(x ) has rank at feast 3. 
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PROOF. Let n be a plane and f a line on x not in n. Then by condition (iii) of 
Theorem 1.1 the line 1 is coplanar with one or all lines of n that contain X. Hence WC 
have checked the ‘one or all’ axiom which implies that Res(x) is a polar space. 
Furthermore, this space is non-degenerate, for, by condition (iv) of 1.1 no line on x is 
coplanar with all lines on X. 
Now suppose that r satisfies condition (v) of Theorem 1.3. Then there is a plane n 
and a point x not in n such that x is coplanar with all lines in n. This implies that for all 
points y of n the polar space Re.s(y) has rank at least 3. By [12,3.2], for every plane n’ 
on a pointy of n, there is a point x that is coplanar to all lines in n’. But then the polar 
spaces Res(z), where z is collinear to a point in n, have rank at least 3, and by 
connectedness of r the proposition is proved. n 
The above proposition also tells us that every pair of distinct intersecting coplanar 
lines is in a unique plane. It readily follows from this and the fact that (9, 9) is a 
partial linear space that every pair of distinct coplanar lines are in a unique plane. 
The above result gives us information about the relations between lines and planes. 
The next lemma is concerned with points and planes. 
LEMMA 3.2. Let x be a point and JC a plane of I’. If x is not in n then xl fl n consists 
of those points of x that are on the fines of n coplanar with x. Furthermore, either x is 
coplanar with aft the fines in n or all fines in JZ coplanar with x are pairwise parallel. 
PROOF. Let x be a point not in n such that XI n n is non-empty. If y is a point of 
x’ n x then the line through x and y is coplanar with a line of JG through y. Hence y is 
on a line of x coplanar with x. Furthermore, all points of it that are on a line coplanar 
with x are collinear to x. The last statement of the lemma is an easy consequence of 
Proposition 3.1, and we have proved the lemma. 0 
The collinearity graph of r is the graph with vertex set 9 and two distinct vertices 
adjacent iff they are collinear. Let 6 denote the graph distance in the collinearity graph 
of r. If x and y are two points of rat mutual distance 2, we define B(x, y) to be the set 
of lines on x that contain no point in y ‘. The following three results can be found in 
[14] or [4]. 
LEMMA 3.3. Let x and y be two points of r with 6(x, y) = 2. Then B(x, y) is a 
geometric hyperplane of Res(x). 
LEMMA 3.4. The collinearity graph of T has diameter at most 3. Moreover, if it has 
diameter 3 and x and y are two points at distance 3, then all point collinear with y are at 
dtktance 2 from x and, for every point z collinear to y, the line through z and y is the 
radical of B(z, x). 
LEMMA 3.5. The reflexive extension of ‘being at distance 3’ in the collinearity graph 
of r ik an equivalence relation on 9. 
4. THE POLAR SPACE AT INFINITY 
Let r = (9, Z’, ~2) be a geometry satisfying the conditions of Theorem 1.1. In this 
section we construct a polar space in which we can embed a quotient of r. This is done 
along the lines of Section 3 of [4]. Most of the results presented in that section of [4] 
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carry over to the more general situation considered in this paper. Indeed, the gamma 
space property assumed by Cohen and Shult in [4] can be replaced by our Lemma 3.2. 
Following [4], we define an equivalence relation on the set 2 of lines in the following 
way. Given a line 1 in 9 we set 
A(1) = {x E P 1 xL rl I= 0 or x is coplanar with 1). 
Two lines 1 and m of 5? are called parallel, notation 1 )I m, iff A(1) = A(m). Parallelism 
defines an equivalence relation on the set 9. For each line 1 E 2 we denote by [I] the 
equivalence class of all lines parallel to 1. This class will be called the parallel class of 1. 
In the following lemma we collect a number of properties of the equivalence relation 
of being parallel. For the proof of this lemma the reader is referred to Section 3 of [4]. 
Although a more restrictive situation is considered in [4], the proofs remain valid in 
our setting. 
LEMMA 4.1. (i) Let 1 and m be two distinct coplanar lines of P. Then 1 is parallel to 
m iff they do not meet. 
(ii) Let x be a point and 1 a line of P. Then there is a line 1’ E [I] such that x’ rl 1’ is 
non-empty. In particular, if x E A(1) then there is a line 1’ E [I] that is incident with x. 
(iii) Let 1 be a line. Then no two distinct lines of [I] intersect at a point. 
(iv) Zf 1 is a line then two distinct lines m and n of [l] are either coplanar or x’ n n is 
empty for all x E m. 
(v) Every plane of P is uniquely determined by any set of non-collinear points contained 
in it. 
The above shows that parallelism contains the transitive extension of the relation of 
being parallel in some affine plane. By this remark we obtain the following. 
COROLLARY 4.2. Every singular subspace of P in which every point-line pair is 
coplanar is an afine space. 
It follows from Lemma 4.1 that we can form an incidence system the points of which 
are the elements of the parallel class [I], where 1 is some line of r, and the lines of 
which are the planes of r containing an element of [I], incidence being symmetrized 
inclusion. This space will be denoted by A(l)/l. 
LEMMA 4.3. Let x be a point and 1 a line of Tsuch that x $ A(l). Let K be a plane on 
x. Then either one or all lines of R that are incident with x have no point in A(1). 
PROOF. This is Lemma 3.8 of [4]. Cl 
By the above lemma we have that the set of lines and planes on x not meeting A(1) 
form a geometric hyperplane of Res(x). This hyperplane will be denoted as B(x, [r]). 
The complement of B(x, [i]) in Res(x) is denoted by A(x, [I]). Clearly A(x, [1]) is an 
affine polar space. As shown in [4], the polar space B(x, [I]) is either non-degenerate 
or contains a unique point in the radical, which is called the deep point of B(x, [I]). 
LEMMA 4.4. Let x be a point and 1 a line such that x $ A(1). Suppose that m is a line 
through x. Then m is the deep point of B(x, [1]) ifl A(1) n A(m) = 0 iff every plane 
meeting A(1) does not contain any line in [ml. 
PROOF. See Lemma 3.10 and Remark 3.11 of [4]. 0 
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In order to distinguish between points, lines and other subspaces of r and points, 
lines and subspaces of &s(x), where x is a point of f, we refer to the latter ones as 
‘points’, ‘lines’ or ‘subspaces’. Furthermore, the collinearity relation in Res(x) will also 
be denoted by 1. Let p and q be two non-collinear points in a polar space. Then the 
hyperbolic line through p and q is the set {p, q } i I. 
LEMMA 4.5. Let x be a point and 1 a line of r with x $ A(1). if there are at least two 
lines through x meeting 1 then all lines on x meeting 1 are ‘points’ of a hyperbolic ‘line’ h 
of Res(x). Furthermore, hl is contained in L?(x, [l]). 
PROOF. Assume that there are at least two lines on x meeting 1, and let m, and m2 
be two such lines. Let n be a line on x coplanar with m, and m2. Suppose that JC, is the 
plane on mi containing n, i = 1, 2. Finally, let yi be the intersection point of 1 and mi, 
where i = 1, 2. Then yz is coplanar with n, and by Lemma 3.2 and Proposition 3.1 also 
with a line in n1 through y, parallel to It. This implies that n does not meet A(l), and 
proves the second part of the lemma. Furthermore, it shows that there is a plane on 1, 
say .~d, meeting nn, at a line parallel to n. However, by Lemma 1 of [14], there is a 
unique line at x which is coplanar with all the lines in rc that are coplanar with x. Since 
the lines in n that are coplanar with x are in a parallel class of n and parallel to n, this 
line has to be in ;n, and parallel to n and thus has to be n. Therefore, if m is some line 
on x that meets 1 in a point y, there is a line m’ in JG on y coplanar with m and n. By 
4.1(v), n is in the plane on m and m’ and hence coplanar with m. This proves the 
lemma. 0 
Let x and 1 be as in the above lemma. If there are at least two lines on x intersecting 
1, then they determine a unique hyperbolic ‘line’ in Res(x), which will be denoted by 
ht. Now fix x and 1 as in Lemma 4.5. Suppose that there are at least two lines through x 
intersecting 1. Then all lines of [I] are intersected by at least two of the lines on x, as 
follows from [14]. Furthermore, these lines meeting A(1) account for all the ‘points’ of 
A(x, [l]). ‘Meeting the same line of [1]’ defines an equivalence relation on the set of 
‘points’ of A@, [l]). Let 6, denote the graph distance in the collinearity graph of 
A(l)/l. 
LEMMA 4.6. Let n and m be two lines in [I]. Then the following are equivalent: 
(i) n = m or Sd(nr m) = 3; 
(ii) h, = h,. 
Furthermore, the diameter of A(l)/1 is at most 3. 
PROOF. First observe that whenever two lines on x meeting two distinct lines n and 
m in [I] are coplanar, then by 4.l(iv) the two lines n and m in [I] are coplanar. This 
proves that A(l)/1 has diameter at most the diameter of A(x, [I]), which is less or equal 
than 3. 
Assume that n and m are distinct lines in [I]. Let S4(n, m) = 3. Choose two different 
lines ml and m2 through x intersecting m and let m3 be a line through x that meets n. If 
k is a line on x coplanar with ml and m2, then there is a unique plane nk on m that 
intersects the plane pi containing k and mi in a line, where i = 1, 2 (see Lemma 1 of 
[14]). The line m3 is coplanar with a line on x in nip i = 1, 2. If that line is different 
from k then there is a point y in nk which is collinear with the intersection point of n 
and m3 and belongs to A(m) = A(n). This would imply that m and n are at distance 2 
in A(l)/& against our assumption. Hence m3 is coplanar with k. This implies that m3 is 
an element of the hyperbolic ‘line’ on m, and m2. As m3 is an arbitrary line on x 
meeting m, this shows that h, = h,. 
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Now set h, = h, and suppose that 6,(n, m) 6 2. Clearly, m and n are not coplanar, 
so they have distance 2 and there exists a line k in [I] coplanar to both n and m. Let k, 
be a line on x meeting k. Then k, is coplanar with a unique line in the plane spanned 
by n and k and with a unique line in the plane on m and k. As k, is not coplanar with 
an element in [I] it is coplanar with a unique line on x meeting n and a unique line on x 
meeting m. This implies that h, # h,, a contradiction. We have proved the lemma. 0 
It follows from 4.6 that A(l)// is a standard quotient of the affine polar space 
A(x, V]). 
LEMMA 4.7. Let x and y be points and 1 a line in r such that x, y $ A(f). Then 
B(x, [I]) contains a deep point ifl B(y, [1]) contains a deep point. 
PROOF. By the above we see that for both x and y the spaces A@, [I]) and A(y, [t]) 
have a standard quotient isomorphic to A(f)/l. As follows from Section 2 of [4] and 
4.6, the space A(z, [I]) is obtained by removing a degenerate hyperplane from Res(z) 
iff there are two distinct lines L, M in A(l)/l such that we have A(L) n A(M) = 0 in 
A(/)//, where z = X, y. Therefore, the isomorphism type of A(l)/l is sufficient to tell us 
whether the affine polar spaces A@, [l]) and A(y, [I]) are obtained by removing a 
degenerate or non-degenerate hyperplane from Res(x) resp. Res(y), the particular 
choice of the points X, y $ A(l) having no effect on this. This proves the lemma. 0 
REMARK. If r satisfies condition (v) of Theorem 1.3, then by Proposition 4.1 the 
polar space Res(x) has rank at least 3 for all points x of r. In that case we can apply 
Corollary 2.6 to obtain that both A@, [I]) and A(y, [I]) are universal covers of A(l)/l 
and hence are isomorphic. Futhermore, 2.7 of [4] implies that Res(x) = Res(y) in this 
case. 
Let p0 denote the set of parallel classes of lines of I’. Then we define the relation = 
on P;, in the following way. If [I], [m] E PO, then [I] = [m] iff A(l) fl A(m) = 0. This 
defines an equivalence relation on PO as follows from Lemma 3.13 of [4]. The following 
is 3.14 of [4]. 
LEMMA 4.8. Suppose that A(1) n A(m) = 0 for two lines 1 and m of IY Then the sets 
A(n) for [n] running through the =-equivalence class of [I] form a partition of 9. 
PROOF. The proof of [4] remains valid. Instead of referring to 3.9 of [4] we can 
refer to the slightly weaker version of that result presented in 4.7. 0 
Let [r] and [m] be two element of PO. Then we write [1] - [m] iff there are lines 
I’ E [I] and m’ E [m] that are coplanar. In the following lemma we give some results 
concerning this relation. Again, most of these results can be found in [4]. 
LEMMA 4.9. Let I, m and II be lines of r. Then: 
(i) The subset A(l) is the point set of a subspace of lY Moreover, if m E A(f) then 
VI - [ml. 
(ii) lf I f~ A(m) = 0 and A(l) rl A(m) # 0 then [I] - [ml. 
(iii) If I n A(m) f 0 and [I] - [m] then 1 c A(m). 
(iv) If [n] - [I] = [m] th en either [n] = [I] or [n] - [ml. 
(v) Zf m n A(f) # 0 then [l] - [m] or A(m) rl If 0. 
PROOF. Statements (i)-(iv) are proved in [4], and (v) is a consequence of (i), (ii) 
and (iii). 0 
52 H. Cuypers and A. Pasini 
Now we can state the main result of this section. Let P, be the set P,, if ail 
=-equivalence classes have size 1 and PO U {m} otherwise. Furthermore, let L, be the 
set consisting of all sets {m} U X, where X is a =-class of size at least 2 and all sets 
{[I] ) I is a line of JC}, where Ed is a plane of r. Then we have the following theorem. 
THEOREM 4.10. The incidence system 17 = (P,, L,), where incidence is symmetrized 
inclusion, is a polar space of rank at least 2 all of the lines of which have at least three 
points. Furthermore, the following are equivalent: 
(i) n in degenerate; 
(ii) II is degenerate and CXJ is the unique point in the radical of II; 
(iii) there is a point x and a line 1 in r, x $ A(l), such that B(x, [1]) is degenerate; 
(iv) for all p ozn s x and lines i in r with x $ A(l) the space B(x, [I]) is degenerate. . t 
PROOF. This follows from the proof of 4.1 in [4]. 0 
The incidence system l7 = (P,, L,) will be called the polar space at infinite of r. 
Collinearity in the polar space at infinity will also be denoted by 1. 
5. THE EMBEDDING IN THE POLAR SPACE AT INFINITY 
In this section we embed the space r in its polar space at infinity and prove 
Theorems 1.1 and 1.2. Let r be a geometry satisfying the conditions of Theorem 1.1 
and suppose that n = (P,, L,) is its polar space at infinity. Then each point x of r 
determines a unique subset H, of P, consisting of all the points [I] of n, where I is a 
line of r through the point x. 
LEMMA 5.1. Let x be a point of r. Then H, is a geometric hyperplane of II 
isomorphic to Res(x). 
PROOF. Let L be a line of 27. Then either L is of the form {a} U X, where X is a 
=-equivalence class, or L = {[I] 1 1 is a line in JC}, where JC is a plane of r. If 
L = (03) U X for some =-class X, then it follows from 4.7 that L meets H, in a unique 
point [I]. If L = {[I] ( 1 is a line of n} for some plane n then either x E A(1) for all lines 1 
in Ed and thus L E H,, or there is a line 1 in zc with x $ A(1). Thus x’ n JC is non-empty 
and by Lemma 3.2 there is a unique parallel class of lines of IZ in H,. Hence H, is a 
geometric hyperplane of I7. It remains to prove that H, is isomorphic to Res(x). 
Let 1 and m be two lines on x such that [I] is collinear to [m] in II. Then, by Lemma 
4.9(iii), 1 and m are coplanar. On the other hand, if 1 and m are coplanar, then the 
points [I] and [m] are collinear in n by definition. This proves the isomorphism. 0 
The next lemmas allow us to define a quotient of rover the reflexive closure of the 
relation of ‘having distance 3’ in the collinearity graph of r (see Lemma 3.5). 
LEMMA 5.2. Let x and y be points of lY Then H, = HY iff x = y or 6(x, y) = 3. 
PROOF. This follows from Lemma 4.1. 0 
LEMMA 5.3. Let 1 be a line of r Then H, n HY = H, n [l]l = H,, rl [l]l for any pair 
of distinct points x and y on 1. Furthermore, if H is a non-degenerate hyperplane of Il 
and x, y are any two collinear points of rsuch that H, n HY c H, then there is a point z 
on the line through x and y such that H = Hz. 
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PROOF. Let x and y be two points of the line I of r. Then, clearly [f]l n H, E H, n 
HY 2 [f]’ rl H,,. Since [f]’ n H,, [f]l n H,, and H, fl H, are geometric hyperplanes of H, 
and H,, respectively, the first part of the lemma follows from Lemma 2.2. 
Now let H be a non-degenerate hyperplane of I7 containing [f]l n H,, and suppose 
that [m] is a point of H not collinear to [f]. Then A(m) rl f # 0, as follows from 4.9. 
Let z be a point in A(m) n I, then Hz contains [m] and [f]l n H, by the above. 
However, [f]’ n H, is a geometric hyperplane of both H and Hz. Thus, as both H and 
Hz have rank at least 2, we have Hz = H by Lemma 2.2(ii). 0 
Let f be a line of r. By J, we denote the subspace H, fl H, of II. where x and Y are 
two distinct points of 1. By the above lemma this is independent of the choice of x and 
Y. 
LEMMA 5.4. Let f and m be distinct fines. Then the following are equivalent: 
(i) JI = J,,,; 
(ii) for every point p E f there is a point q E m with 6(p, q) = 3; 
(iii) the fines f and m are parallel and S,(I, m) = 3. 
PROOF. The equivalence of (i) and (ii) follows from Lemmas 5.2 and 5.3. It remains 
to prove that (iii) is equivalent to (i) and (ii). 
Suppose that (i) and (ii) hold. Then [I] is the radical of J, and [m] is the radical of J,. 
But since J, = J, we have [I] = [ml. Now consider A(f)/f. By (ii) we have S,(f, m) b 3 
and (iii) follows from 4.6. 
Now assume that (iii) holds. Let [n] be a point of J,. A point [n] of IIis in J, iff there 
is an n’ E [n] intersecting f and coplanar with I. Let It’ be that line in [n]. Then 
n’ G A(m). Fix a point x coplanar with n but not in A(f). Then there is a unique line n” 
on x that is in [n] and coplanar with all the lines through x meeting 1. By Lemma 4.6, 
the lines through x meeting m are coplanar with n”. Therefore, as follows from Lemma 
1 of [14], there is a line n”’ in [n] that is coplanar with m. Hence [n] E J, and J, E J,,, 
and (i) follows by symmetry of the argument. This proves the lemma. cl 
Let %!? be the set of all geometric hyperplanes H, of II, where x is a point of I-and 2 
is the set of all subhyperplanes H, n H,, where x and y are two distinct but collinear 
point of r. We identify the elements J, with the subsets {I-IX 1 x E f} of II. Furthermore. 
we denote by X the set of all sets {Hx ( x E n}, where n E .A 
Now we can consider the geometry l= = (X, 8, X), where incidence is symmetrized 
inclusion. This geometry is a tangent geometry of II, as easily follows from Lemma 
5.3. Furthermore, r is a quotient geometry of r and it is irreducible and isomorphic to 
I- iff r is irreducible. In fact, if * denotes the relation of ‘having distance 3’ in the 
collinearity graph of r, then we have that r = r/*. The above result together with 
Lemma 5.3 shows that two hyperplanes H, and fiY are collinear in r iff they intersect in 
a degenerate subspace of each other. This proves Theorem 1.2 and hence 1.1. 
6. PROJECTIVE EMBEDDINGS 
In this final section, we prove Theorem 1.3. Let r = (9, Z’, de) be a geometry 
satisfying the hypotheses of Theorem 1.3. Then by Theorem 1.2 we can identify the 
points of r with geometric hyperplanes of its polar space II at infinity. 
The Vefdkamp space of a polar space Y, denoted by V(Y), is the incidence structure 
the point set of which is the set X(y) of all geometric hyperplanes of Y, and the lines 
of which are the sets {H E X ) H =, HI fl H2}, where HI and Hz are two distinct 
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geometric hyperplanes of Y, incidence being symmetrized inclusion. The following 
result is proved in [ 11. 
THEOREM 6.1 ([l]). Let 9’ be a non-degenerate polar space of rank at least 3, all the 
singular subspaces of which are Desarguesian projective spaces. Then the Veldkamp 
space V(Y) of Y is a projective space. 
We will use the above theorem to prove Theorem 1.3 in the case that the polar space 
at infinity of r is non-degenerate. 
COROLLARY 6.2. Let IT be a non-degenerate polar space. Then the Veldkamp space 
V(II) of I7 is a projective space. 
PROOF. By construction, we have that 17 is a polar space of rank at least 3. By 
condition (v) of 1.3 and Corollary 4.2 every singular subspace of F, in which every 
point line pair is coplanar, is a affine space of dimension at least 3. This implies that 
the singular subspaces of n are Desarguesian. So we can apply Theorem 6.1. 0 
By V(T) we denote the subspace of V(n) generated by the geometric hyperplanes 
H, of n, where x is a point r. For every point p of n, we denote by V(p) the set of all 
points of V(T) containing p. 
LEMMA 6.3. Suppose that 17 is non-degenerate and let p be a point of Il. Then V(p) 
is the point set of a hyperplane of V(T). 
PROOF. First of all, notice that V(p) forms a proper subspace of V(T). So we only 
have to prove that this is a maximal subspace. 
Since r is connected, V(T) is generated by the points ql, where 4 is a point of n, 
and one point H,, where x is a point of r. Clearly, we can choose x in such a way that 
H, contains p. Thus it suffices to show that V(p) intersects the subspace of V(T) 
generated by the points q1 in a hyperplane. Indeed, this follows from the fact that n is 
generated by all points of ZI collinear to p, i.e. the hyperplane pl, together with one 
point not in p’. 0 
Let fl be non-degenerate. Suppose that p and q are two distinct but collinear points 
of n and let W be a hyperplane containing V(p) fl V(q). Then let H be a point of W 
not in V(p) rl V(q). As H is a geometric hyperplane of 17 there is a point r E H on the 
line of fl through p and q. Hence H and V(p) f~ V(q) are contained in V(r). This 
shows that the map p H V(p), where V(p) is identified with the hyperplane it spans, 
maps lines of fl onto lines of the dual space V(T)* of V(T), and thus defines an 
embedding of n into the space V(T)*. 
Let P be the subspace of V(T)* generated by the elements V(p), where p is a point 
of 17. Every point x of r determines a unique subspace H,** = {p E P 1 H, E p} of P. If 
p E P, and x E 9, then V(p) E H,** iff p E H,. This shows that H,** is an hyperplane of 
P and, using Lemma 5.3, that the map x++ H,** induces an isomorphism between r 
and one of the projective tangent geometries of fl embedded in P. This finishes the 
proof of Theorem 1.3 in the case in which the polar space at infinity is non-degenerate. 
REMARK. In the above proof it becomes clear why we have to switch from points to 
hyperplanes to catch the right tangent geometries. It is possible that V(T) contains 
(p’ ( p E P,) as a hyperplane. This would imply that every point H, in V(T), x E 9, is 
on a tangent line with every point pl, p E P,, and not only with the points pl of V(T) 
where p E H,. By switching to the dual space, this problem has been avoided. 
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In the remainder of this section we consider the case in which IIis degenerate. Since 
no analogue of Theorem 6.1 exists for the degenerate case, we will show that the 
subspace V(T) of the Veldkamp space V(l7) is a projective space in which all points of 
rcan be identified with points. As before, we then switch to the dual space to obtain 
the points of Tas hyperplane sections of a projective space. Here we follow the lines of 
the proof of Section 3 of [9]. 
Let x be a point of r. As before, we denote by Zf, the unique geometric hyperplane 
of 17 consisting of all the points [1] of 17, where I is a line of r containing X. Now let x 
and y be two distinct points in I’. Then we define H-” to be the union of all lines of n 
through m meeting ZY, n H,. 
LEMMA 6.4. Let x and y be two distinct points of lY Then H”” is a geometric 
hyperpiane of Il. 
PROOF. Let L be a line of II not containing m, and suppose that [f] and [m] are two 
distinct points on L. Denote by [lx] (resp. [m,]) the intersection points of the lines 
through m and [I] (resp. [ml) and H,. Then [lx] and [m,] are collinear. Let L, denote 
the line in 17containing [IX] and [m,]. N ow suppose that [n] is a point on L. Consider 
the intersection point [n,] of iY, with the line through [n] and m. For every point [k] in 
H, we have that whenever [k] I [lx], [m,] then [k] _L [I], [m] and hence [k] I [n], [n,]. 
Thus [n,] E L:’ = L, (see [3] or [12, Lemma 3.11). Hence the map [n] H [n,] maps L 
into L,. 
Since L does not contain m there is a point z such that Hz contains L. Let z be such a 
point in r with Hz containing L. Then we can define a map from L, to H, as above, 
which maps L, into L. This map is the inverse of the above map. This shows that the 
map [n]H[n,] is onto. 
The line L, either meets H, fl HY in one point or is completely contained in H, n H,.. 
This implies that L meets WY in one point or is contained in HI”. 
Finally, if L is a line on cQ then clearly either L is in H”” or fx; is the unique point on 
L in Hxy. This proves the lemma. cl 
By X we denote the set of geometric hyperplanes of n of the form H, and H”‘, 
where x and y are distinct points of 17. 
LEMMA 6.5. Let x and y be distinct points of rand [I] E H,\(H, fl H,,). Then there is 
a point [m] in H, not collinear to [I] such that [f]l rl [m]l- n H, c H., n H,,. 
PROOF-. First consider the case that x and y are collinear by a line m. Then 
H, n H, = [ml’ n H, and [1] Y [ml. H ence [m] is the point of n we are looking for. 
Now assume that x and y are non-collinear. Then, as [I] 4 H,, there is a line m’ on y 
meeting A(l). Let m be the deep point of B(x, [m’]). Then [m] Y [1] and, by Lemma I 
of [14], we have for every line k on x that if [k] I [I], [ml, then [k] _L [m’] and [k] E H,. 
u 
LEMMA 6.6. Let p be point of Il and x and y two distinct points of r. Then there is 
an element H E X such that H contains H, fl fiY and p. 
PROOF. Let p be a point of XI. Clearly, we can assume that p 4 H, U H, U Hx”. So 
let p = [I] for some line I of r. Let [I,] be the intersection point of the line through 3~ 
and [I] with H,. By the above lemma there exists a line m, in rcontaining x such that 
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[m,] J! [1,] and [lx], n [M,]~ fl H, c H, n f$ Let [n] be a point of (H, n H,)\([mr] ’ f’ 
[lx]’ fl Zf,). Such a point [ n exists, for otherwise H, fl HY G [lx]’ tl [m,li and thus ] 
H”-” C [1#, which contradicts the fact that HXY is a geometric hyperplane. By Lemma 
2.2 we have that EZ, n HY is generated by [n] and its geometric hyperplane 
[,I’ n [wz,]~ n H,. Since [m,] ,J! [lx] we have [m,] Y [I] and hence m, rl A(l) is 
non-empty, by Lemma 4.9(ii). Hence we can assume without loss of generality that 1 
meets M,. If [n] I [IX] then H, fl Hy E H, n [,I’. As both sides of the inclusion relation 
are hyperplanes of H,, we have equality, which implies that [I] E HXY, a contradiction. 
Thus [n] Y [lx] an d we have 1 tl A(n) #0, by Lemma 4.9(ii). Let z be a point on f in 
A(n). Then Hz contains [n], [I] and Hz n kz, 1 If, n [m]l n [f]’ = h!, n [m,]’ n [lr] ‘. 
Hence Hz 1 H, fI fly. This proves the lemma. 0 
LEMMA 6.7. Let x, y and z be different point in lY Then there is a point u in r such 
that HX-” = HuL. 
PROOF. As r is connected we may assume, without loss of generality, that x and z 
are collinear. Let 1 be the line through x and z. Then by 1, we denote the unique line of 
Ton y such that [I,,] is on the line of n through 00 and [I]. If H, n HY c Hz then, clearly, 
H”’ = Hxy. Thus we can assume that there is a point [m] in H, fl Hy \(H, fl Hy n Hz). 
Let m, be the unique line on z such that [m,] is on the line of 17 through [m] and m. 
Then, by 4.9(v) there is a point u in 1, rl A(m,). We have H,, n HY = [l,]’ r3 Hy 2 [111 rl 
H, n Hy = Hy n H, n Hz. Hence H”’ contains [m,] and thus [m] and H, n H, n Hz. By 
Lemma 2.2 we also have that r-i, n Hy fl Hz together with [m] generates H, n H,, 
which has rank at least 2. This proves that H”’ = Hxy. 0 
LEMMA 6.8. Let p be a point of II, and H, and H2 two distinct elements of SK Then 
there is an element H E X containing HI n H2 and p. 
PROOF. See Lemma 7 of [9]. 0 
PROPOSITION 6.9. The space V(T) is a projective space. 
PROOF. By Lemma 1 of [9] and Lemma 6.8 we obtain that the space V(T) has the 
set X as point set. Thus the proposition follows by the same arguments as used in the 
proof of Proposition 1 of [9]. 0 
As follows from Lemma 6.8, each point p of 17 determines the hyperplane of the 
space V(T) consisting of all the points of V(T) that contain p. This hyperplane will be 
denoted by V(p). As before, the map p -V(p) defines an embedding of Z7 into the 
dual space of V(T). Let P be the subspace of V(T)* generated by the elements V(p), 
where p is a point of 17. 
By the same arguments as in the case that n is non-degenerate, we find that every 
point x of r determines a unique hyperplane H,** = {p E P 1 H, E p} in P. Using 
Lemma 5.3, it is now straightforward to check that the map x * H,** induces an 
isomorphism between r and one of the projective tangent geometries of 17 inside P. 
This proves Theorem 1.3 in the case in which 17 is degenerate. 
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