Abstract Applications in environmental monitoring, surveillance and patrolling typically require a network of mobile agents to collectively gain information regarding the state of a static or dynamical process evolving over a region. However, these networks of mobile agents also introduce various challenges, including intermittent observations of the dynamical process, loss of communication links due to mobility and packet drops, and the potential for malicious or faulty behavior by some of the agents. The main contribution of this paper is the development of resilient, fully-distributed, and provably correct state estimation algorithms that simultaneously account for each of the above considerations, and in turn, offer a general framework for reasoning about state estimation problems in dynamic, failureprone and adversarial environments. Specifically, we develop a simple switched linear observer for dealing with the issue of time-varying measurement models, and resilient filtering techniques for dealing with worst-case adversarial behavior subject to time-varying communication patterns among the agents. Our approach considers both communication patterns that recur in a deterministic manner, and patterns that are induced by A. Mitra, S. Bagchi, and S. Sundaram are with the School of Electrical and Computer Engineering at Purdue University. Email: {mitra14, sbagchi, sundara2}@purdue.edu. J. A. Richards is with Sandia National Laboratories. Email: jaricha@sandia.gov. This work was supported in part by NSF CAREER award 1653648, and by a grant from Sandia National Laboratories. Sandia National Laboratories is a multimission laboratory managed and operated by National Technology & Engineering Solutions of Sandia, LLC, a wholly owned subsidiary of Honeywell International Inc., for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-NA0003525. The views expressed in the article do not necessarily represent the views of the U.S. Department of Energy or the United States Government. random packet drops. For each scenario, we identify conditions on the dynamical system, the patrols, the nominal communication network topology, and the failure models that guarantee applicability of our proposed techniques. Finally, we complement our theoretical results with detailed simulations that illustrate the efficacy of our algorithms in the presence of the technical challenges described above.
Introduction
Consider a dynamical process evolving over a geographical region. Measurements of this process are available at certain sensing locations distributed over the region. A set of mobile agents is tasked with collectively estimating the state of the dynamical process by executing patrols that visit the various sensing locations, and exchanging information with each other over a communication medium.
There are various challenges that arise in enabling the agents to achieve the above task. The first challenge arises from the fact that the agents are mobile, and hence, do not have continuous access to the measurements from any given sensing location. Thus, even when the monitored dynamical process is described by a time-invariant system, the measurement model for any given mobile agent is time-varying. The second challenge arises from the fact that agents may be assigned to different portions of the overall region, and execute persistent patrols that visit only a subset of the sensing locations. Thus, each agent can only directly estimate a portion of the overall state, and must rely on (carefully crafted) information exchanges with other agents in order to recover the entire state. Such information exchange rules must not only account for time-varying communication links between the agents (due to mobility and communication losses), but also for malicious agents that seek to disrupt the state estimation algorithm. Such malicious behavior can arise, for example, due to some agents being compromised by an attacker who causes the agents to report incorrect information, deviate from their patrols [1] , or drop out of the network altogether [2] . Indeed, as we show in Example 1 later in the paper, without accounting for such behavior, a single adversarial agent can potentially disrupt the overall state estimation process.
Given the problem and associated challenges listed above, the goal of this paper is to formulate resilient distributed state estimation algorithms that allow networks of mobile agents to estimate the state of the monitored dynamical process, despite time-varying measurement models, time-varying communication links, and malicious adversaries.
Applications: The framework developed in this paper can be employed for the purpose of environmental monitoring [3] [4] [5] [6] , oceanographic explorations [7] [8] [9] , and surveillance with civilian [10] and military [11, 12] applications. Essentially, the task of monitoring the state of a changing environment using autonomous mobile agents falls within the purview of our present analysis. For instance, one might be interested in monitoring spatio-temporal processes where a non-negative scalar quantity (e.g., temperature, oil, dirt, salinity or traffic congestion) constitutes the state of interest (see [6] [7] [8] ). One of the key applications of our framework, however, pertains to mission-critical scenarios where adversarial attacks on the mobile agents can have far-reaching consequences. A specific example of such a scenario involves the use of autonomous mobile robots for estimating radiation concentrations around nuclear plants, following leakages that are either accidental or due to malicious intent [13] [14] [15] . Emergency response in such hazardous environments dictates the need for attackimmune distributed approaches, and therein lies the practical motivation of our work.
Related Work
To highlight the specific contributions made by this paper, we now provide a comprehensive discussion of the similarities and differences existing between our problem formulation and various related domains.
Persistent Monitoring: When monitoring the state of a process that grows over time, it is necessary to persistently visit locations where information regarding the process is available. This leads to the notion of persistent monitoring, a problem that has been extensively studied in the robotics community [16] [17] [18] [19] [20] [21] . Typically, the persistent monitoring literature aims to design the trajectories of the mobile agents so as to accomplish the persistent task in an optimal manner. In contrast, our main focus is centered around estimating the state of an underlying dynamical process, despite time-varying measurement models, communication losses, and adversarial attacks. In particular, our analysis reveals various conditions to be met by the patrol so as to guarantee stability of the estimation error dynamics (based on our proposed strategy). These conditions are a combination of system-theoretic requirements, network-connectivity requirements, and requirements dictated by the adversarial and communication loss models. In this sense, our work complements the existing literature on persistent monitoring by providing insights into the design of joint patrolling and state estimation schemes in dynamic, failure-prone and adversarial environments.
Sensor Scheduling and Active Information Gathering: Given a dynamical system affected by noise, and a set of sensors measuring the states of the system, the sensor scheduling literature [22] [23] [24] [25] aims to design a rule for choosing sensors sequentially (in time) so as to minimize a metric that appropriately captures performance against noise. Most of the sensor scheduling literature [23] [24] [25] focuses on the finite-horizon version of the problem, and hence, stability of the error process is not a major concern in these works. A notable exception is the very recent work in [26] that provides exact conditions under which an infinite-horizon sensor schedule leads to an uniformly bounded sequence of error covariance matrices.
There are various similarities between the sensor scheduling problem as described above, and the problem of active information gathering in mobile robotics [27] [28] [29] . Indeed, the design of a patrol visiting the various sensing locations in the latter is analogous (to a certain extent) to the design of a sensor scheduling policy in the former. The formulations in [27] [28] [29] differ from the standard sensor scheduling setup by explicitly accounting for the motion models of the mobile sensors under consideration. However, the focus still remains on finite-horizon settings. In contrast to the sensor scheduling literature and the active information gathering formulations, our primary goal is to identify conditions on the patrols that guarantee stability of the estimation error dynamics of each (uncom-promised) mobile agent. The recent work [29] extends the approach and results in [28] to a scenario where a certain number of mobile sensors are under attack. In addition to various other differences, our formulation involves a distributed setup (where the communication network plays a key role) unlike the decentralized setup considered in [28] and [29] .
Distributed State Estimation: The problem of estimating the state of a (linear time-invariant) dynamical process using a network of static sensors has been studied by several researchers over the past decade [30] [31] [32] [33] [34] [35] [36] [37] . However, single-time-scale algorithms that solve such problems under the most general conditions on the system and network have been proposed only recently in [38] [39] [40] [41] [42] [43] [44] . While the works stated above primarily cater to time-invariant communication graphs, the authors in [45] propose a hybrid observer that accounts for a broad class of time-varying networks. Although these papers provide a rich variety of approaches, none of them deal with the aspect of adversarial agents. Preliminary attempts towards addressing adversarial behavior in the context of distributed state estimation were undertaken in [46, 47] , but without any theoretical guarantees. Recently, the authors in [48] developed an H ∞ -based filtering approach for detecting biasing attacks in sensor networks. While the analysis in [48] was limited to a certain class of attack inputs, much more general adversarial models were considered in our prior work [49, 50] , albeit for time-invariant networks and measurement models.
Resilient Distributed Algorithms: Recent years have witnessed a significant amount of research dedicated towards the design of resilient distributed algorithms, with applications to consensus [51, 52] , optimization [53, 54] , hypothesis testing [55] , static parameter estimation [56] and broadcasting [57] . Researchers in the robotics community have also looked into the problem of forming and maintaining robust mobile-robot formations that facilitate resilient consensus [58] [59] [60] [61] [62] [63] [64] . Thus, a key aspect of such problems is the identification of network topologies that are robust to different adversarial models. Unlike the consensus scenario, the results in [49, 50] indicate that when it comes to estimating the state of an external dynamical system despite adversarial behavior, one needs to incorporate redundancy in not only the network topology, but also the measurement structure of the sensors. However, as mentioned earlier, the analysis in [49, 50] was limited to time-invariant communication networks and static agents. In light of the above discussion, the main contributions of this paper are as follows.
Summary of Contributions:
We consider a set of mobile agents tasked with estimating the state of a linear time-invariant dynamical system. Each agent is assumed to have a predefined patrol that visits a subset of the sensing locations. In Section 3, we develop a simple switched linear observer that allows a given mobile agent to recover those states that can be detected based on the measurements of the sensing locations it persistently visits. We establish asymptotic stability of the proposed observer for a class of periodic patrols. In Section 5, we consider a class of deterministic communication loss patterns, and develop a resilient distributed state estimation algorithm that allows each agent to process the information received from other agents to recover the true state, despite arbitrary adversarial behavior. Our algorithm is inspired by recent work that addresses the resilient consensus problem in asynchronous settings [61, 65] . As a byproduct of our analysis, we argue that our proposed algorithm provably works even in the presence of bounded (potentially random, time-varying) communication delays. We also characterize the convergence time of our algorithm in terms of the system instability, the upper bound on the delay, and certain properties of the communication network topology.
In Section 7, we model the communication links among the mobile agents as analog erasure channels that randomly drop packets based on an i.i.d. Bernoulli process. For this model, we propose a simple state estimate update rule, and identify conditions on the dynamical system, the network topology, and the erasure probability that guarantee mean-square-stability of the estimation error process. We show how a notion of network robustness (suitable for the problem under consideration) known as 'strong-robustness' allows one to deal with high packet drop probabilities, while still guaranteeing stability. We support our theoretical results via detailed simulations discussed in Section 8. Finally, we emphasize that all our results apply to a sophisticated and worst-case adversarial model (termed Byzantine adversaries) which is typically considered in the literature on resilient distributed algorithms [51, 52, 66] . From an implementation standpoint, the results obtained in this paper provide guidelines for designing patrols that account for each of the technical challenges discussed in this section.
We reported certain preliminary results in [67] . In this paper, we significantly expand upon the content in [67] by considering mobile agents instead of static agents (which leads to the aspect of time-varying measurement models), providing full proofs of all results, and supporting such results with illustrations and detailed simulations.
Problem Formulation
In this section, we will first clarify the notation to be used throughout the paper. Subsequently, we will describe each of the constituent models needed to formally define the problem of interest.
Notation: A directed graph is denoted by G = (V, E), where V = {1, · · · , m} is the set of nodes and E ⊆ V ×V represents the edges. An edge from node j to node i, denoted by (j, i), implies that node j can transmit information to node i. The neighborhood of the i-th node is defined as N i {j | (j, i) ∈ E}. The notation |V| is used to denote the cardinality of a set V. Throughout the rest of this paper, we use the terms 'edges' and 'communication links/channels' interchangeably. The set of all eigenvalues (or modes) of a matrix A is denoted by sp(A) = {λ ∈ C | det(A − λI) = 0} and the set of all marginally stable and unstable eigenvalues of A is denoted by Λ U (A) = {λ ∈ sp(A) | |λ| ≥ 1}. The notations N and N + are used to denote the set of all non-negative integers and positive integers, respectively. For a random variable X, its expected value is denoted by E[X].
Dynamical System Model: Throughout this paper, we will focus on a linear time-invariant dynamical process of the form
where k ∈ N is the discrete-time index, x[k] ∈ R n is the state vector and A ∈ R n×n is the system matrix. Measurements of the dynamical process (1) are available at N sensing locations distributed over a geographical region. The notation Q = {1, . . . , N } will be used to denote the set of all sensing locations. At each location i ∈ Q, measurements of a portion of the state x[k] are available via the following observation model:
where
, and
For a set S ⊂ {1, . . . , N }, C (S) will be used to denote the collective measurement matrix corresponding to the sensing locations in the set S. Such linear (in state) dynamical and observational models are standard in the literature on state estimation [27] [28] [29] .
An eigenvalue λ ∈ Λ U (A) is said to be a detectable eigenvalue w.r.t. the pair (A,
An eigenvalue with magnitude strictly less than one is considered to be detectable w.r.t. any measurement set. Although we consider noiseless dynamics for clarity of exposition (like [35, 36, [38] [39] [40] [41] [42] 45] ), the techniques developed in this paper guarantee bounded mean square estimation error in the presence of i.i.d. process and measurement noise with bounded second moments.
Mobile Agent Model: A set V = {1, . . . , m} of m mobile agents is tasked with collaboratively estimating the state x[k] of the process (1) by persistently visiting the N sensing locations. Specifically, each agent i ∈ V is assigned a persistent patrol through a subset of the sensing locations. Over the course of its patrol, each agent can communicate with certain other agents (e.g., when the distance between the agents is less than some communication radius). In the absence of any communication losses, a directed graph G = (V, E) is used to model the flow of information between the m mobile agents. Specifically, the graph G captures the set of all possible agent interactions across time. In other words, (i, j) ∈ E implies that agent i will be in a position to directly transmit information to agent j infinitely often while executing its patrol. The graph G will be referred to as the baseline communication graph. The loss of communication between agents (due to agent movements or packet drops) is modeled by a time-varying graph
Remark 1
The notion of 'sensing locations' and 'mobile agents' as discussed above can be used to capture the following different scenarios.
(1) In the first scenario, one can assume that physical static sensors are located at each of the N sensing locations, and that the mobile agents obtain measurements from such sensors on visiting the corresponding sensing locations. (2) In the second scenario, one can envision sensors installed on the mobile agents themselves. The sensing locations can then be interpreted as informative points in the geographical region where a mobile sensor can obtain non-zero measurements of the state. Specifically, a mobile sensor present at the i-th location would generate a measurement model of the form (2). In either case, the measurements acquired by a mobile agent are a function of its movement pattern (patrol). The mathematical framework developed in this paper applies identically to each of the above physically different scenarios. For the rest of the paper, we will stick to the first interpretation (for the purposes of illustration), i.e., static ground sensors positioned at the sensing locations communicate with mobile agents passing by.
Adversary Model: A subset A ⊂ V of the mobile agents are adversarial. We assume that the adversarial agents possess complete knowledge of the dynamical system model, the time-varying communication graph topology, the patrolling strategy and any estimation algorithm employed by the non-adversarial agents. Adversarial agents are not only allowed to update and transmit state estimates in an arbitrary manner, but also to deviate from the rules of any patrolling algorithm. Furthermore, following the Byzantine fault model [66] , adversaries are allowed to send differing state estimates to different neighbors at the same instant of time. Adversaries can also choose not to transmit any estimates at all to agents within communication radius. This assumption of omniscient adversarial behavior is motivated by the aim of providing theoretical guarantees against "worst-case" adversarial behavior. We point out that such Byzantine models have been commonly studied in the context of distributed consensus and optimization problems in [51] [52] [53] [54] . In return for endowing the adversaries with such worst-case capabilities, we assume that there are at most f adversarial agents in the neighborhood of any non-adversarial agent in the baseline communication graph G, for some constant f ∈ N. This property will be referred to as the 'f -local' property of the adversarial set. Summarily, the adversary model described thus far will be called an flocal Byzantine adversary model. The non-adversarial mobile agents will be referred to as regular agents and be represented by the set R = V \A. Finally, we remark that the number and identities of the adversarial agents are not known to the regular agents. The regular agents are only aware of the upper bound f on the number of adversaries in their neighborhood (in the baseline communication graph G).
Given the above setup, we can now describe the problem studied in this paper.
Objective: Suppose we are given the LTI system (1), the measurement model (2), a set of m mobile agents with a baseline communication graph G executing a patrol, and an f -local Byzantine adversary model. Our objectives are (i) to develop distributed state estimation algorithms that account for time-varying measurement models, communication losses and worst-case attacks, and (ii) to analyze under what conditions (on the dynamical model, the baseline communication graph, the patrols and the communication loss patterns) the proposed algorithms provably enable each regular mobile agent to asymptotically estimate the true state of the system (in a deterministic or stochastic sense).
Achieving the above objective is non-trivial, due to the need to simultaneously address the three challenges (time-varying measurement models, time-varying networks, and adversarial agents). In this paper, we take a significant step in this direction.
At this stage, we should clarify the answer to the following important question: Based on the problem formulated above, what can one expect from the theoretical results in this paper, when it comes to the aspect of designing the motion plan of the mobile agents? Briefly, our main results (namely, Proposition 1, Theorem 1, and Theorem 2) lay down various rules that need to be met by the patrols so that they effectively complement the estimation techniques developed in the paper. These rules are tailored to meet the specific technical challenges considered in this work, and answer questions such as: (i) How often does a mobile agent need to visit a sensing location that provides critical information regarding the process of interest? (ii) Given that certain agents can be under attack, how many mobile agents should visit each such location? (iii) How often should agents exchange information amongst themselves? (iv) Given that certain agents can be under attack, how can one resiliently diffuse information across the mobile agent network?
While our answers to the above questions provide high-level specifications that significantly inform the process of patrol design, there are various questions that are left open. For instance, consider the following allocation problem. We are given a fixed number of sensing locations and mobile agents. Constraints are placed that limit the sensing regions of the mobile agents, i.e., each agent can only visit a subset of the sensing locations in the region. Given such constraints, how does one allocate mobile agents to sensing locations while meeting the specifications laid down by our theoretical results? Can such a patrol be designed in the first place? What is the minimal number of mobile agents that is needed to achieve the distributed state estimation task?
1 Such questions are inherently of a combinatorial nature, and addressing them comprehensively is beyond the scope of the present paper. In Section 8, we do, however, discuss a simple strategy for designing patrols that meet the required specifications. Finally, note that the rules imposed by our results can either be used as a guideline when synthesizing patrols, or alternatively as a checklist when given predefined patrols.
To avoid cumbersome notation and to clearly present the key ideas, we make the following assumption on the system matrix in (1). Assumption 1. The system matrix A has real, distinct eigenvalues.
While we make the above assumption, the results obtained in this paper can be generalized to system matrices with arbitrary spectrum via a more detailed technical approach (e.g., as outlined in [50] , which considered the effects of adversarial behavior for networks with time-invariant topologies and measurements, as opposed to the more general setting that we consider in this paper). The assumption of real eigenvalues, in particular, considerably simplifies the structure of the resilient filtering algorithms studied in Sections 5 and 7, and hence, facilitates a better understanding of our core algorithmic ideas. Note that the assumption of a real spectrum applies to various relevant dynamical models including (but not limited to) the discretized double integrator moving target model considered in [29] , the methane gas concentration model considered in [27] , and the diffusion dynamics models studied in [68] [69] [70] .
Regarding the observation model (2), we assume that the pair (A, C) is detectable. Clearly, this is a basic necessary condition for state estimation even in the absence of time-varying measurement models, packet drops, or attacks. It should be pointed out that for any given location i ∈ Q, we do not assume detectability of the pair (A, C (i) ). In a similar spirit, we do not assume that the set of sensing locations visited by any agent during its patrol is informative enough to allow that agent to recover the entire state.
Having introduced the main problem and its specific technical challenges, we now proceed to develop a solution that addresses these challenges in the subsequent sections.
Periodic Patrols for Estimating Locally Detectable States
There are two main goals that we seek to achieve in this section. First, we will focus on the design of a simple switched linear observer that enables each regular agent to estimate those states that are detectable w.r.t. the measurements of the sensing locations it persistently visits. Second, we will identify conditions on the patrol that guarantee asymptotic stability of the error dynamics induced by the proposed switched linear observer. Once the aforementioned objectives are met, a regular agent can be viewed as a source agent for the states that are detectable via the sensing locations it visits.
Design of Switched Linear Observers
To achieve the objectives stated above, we first note that based on Assumption 1, one can perform a coordinate transformation z [k] Vx[k] on (1) with an appropriate non-singular matrix V to obtain
where (in other words, O i denotes the set of all eigenvalues of A that are detectable w.r.t. the collective measurement set C (Pi) ). Our goal is to design an observer that enables agent i to asymptotically estimate all the components of z[k] corresponding to the eigenvalues in O i . To achieve this goal, we will build a partial observer for each location visited by agent i. Specifically, the partial observer at location i r ∈ P i will be designed to recover the states of z 
The above equation follows directly from the definitions of each of the components involved in the equation, and the decoupled nature of the dynamics (4). The second observation is as follows:
whereC (ir) contains the columns ofC (ir) corresponding to the matrix J (ir) . The second observation follows from the fact that for a system with distinct eigenvalues, a given unstable or marginally stable eigenvalue 2 We resort to such a notation here since the superscript on the z[k] states are reserved for eigenvalues, and the subscripts are reserved for mobile agents. Thus, we introduce the notation v[k], with a superscript on v[k] pointing to a location number.
is detectable if and only if the column of the measurement matrix corresponding to that eigenvalue is nonzero [71] . Let σ i : N → J = {1, . . . , N, ω} be a function that records the location of the i-th mobile agent at time-step k. Specifically, for i ∈ {1, . . . , N }, σ i [k] = i r implies that the i-th mobile agent is at location i r at time-step k, whereas σ i [k] = ω implies that it is commuting between locations at time-step k. We are now in position to propose the following switched linear partial observer for estimating
In the above equations,v
maintained by the i-th mobile agent, and
represents an output-injection gain that needs to be designed appropriately to guarantee asymptotic stability of the estimation error dynamics. 3 The purpose of the partial observer given by equations (7) and (8) is to allow the i-th mobile agent to recover the states that are detectable w.r.t. the measurements of location i r , namely, the states aggregated in the vector v (ir) [k] . From the structure of the observer, we note that the i-th mobile agent switches between a Luenberger-style update rule and an open-loop update rule, depending upon its current position.
Periodic Patrols and Stability Analysis
As indicated by the above discussion, the stability of the proposed observer depends critically upon the movement patterns of the mobile agents. In what follows, we will restrict our attention to periodic patrols; such patrols are commonly considered in the literature (e.g., [16, 72] ), and offer structure that can be leveraged to simplify our analysis. To formally characterize a periodic patrol, recall that P i = {i 1 , . . . , i |Pi| } represents the set of sensing locations visited by the i-th mobile agent. With each such location i r ∈ P i , we associate a non-negative integer τ with which agent i visits location i r . We say that the i-th mobile agent executes a feasible periodic patrol if: (i) the mobile agent is never at more than one sensing location at any given point in time, (ii) each location in the set P i is visited infinitely often, and (iii) a given location i r ∈ P i is visited at time-step k only if
, for some q ∈ N. Notice that the first two constraints place certain limitations on the values that τ (ir) i and T (ir) i can take on. For instance, we must have T (ir) i = 1, ∀i r ∈ P i (assuming |P i | > 1). The third property of a feasible periodic patrol implies that a mobile agent does not stay at any location in P i for more than a single time-step.
Let the vector z
aggregate the components of z[k] that correspond to the set O i (recall that O i denotes the set of detectable eigenvalues w.r.t. the pair (A, C (Pi) )). Our objective is to identify conditions on the time-periods {T
} that enable the i-th regular mobile agent to asymptotically recover z Oi [k] . To this end, we need the following result.
Lemma 1 Consider a detectable pair (A, C), where A satisfies Assumption 1. Then, for any positive odd integerT , the pair (AT , C) is also detectable.
Proof. Perform a similarity transformation that brings the pair (A, C) to the form (M,C), where M represents the Jordan canonical form of A. Detectability of (A, C) then implies detectability of (M,C). IfT is a positive odd integer, then based on Assumption 1, MT is a diagonal matrix with real distinct eigenvalues. 4 Detectability of (MT ,C) follows as a consequence of the PBH test [71] , and the detectability of (M,C). Since a similarity transformation maps (MT ,C) back to (AT , C), the pair (AT , C) is also detectable.
Proposition 1 Suppose we are given the LTI system (1) and the measurement model (2) such that the system matrix A is non-singular and satisfies Assumption 1. Let each regular mobile agent i execute a feasible periodic patrol characterized by the parameters τ
is a positive odd integer. Additionally, let each regular mobile agent i implement the observer given by (7) and (8). Then, for each such agent i ∈ R, there exists a choice of output-injection gains {L
Proof. For a given mobile agent i ∈ R, establishing that z Oi [k] converges to z Oi [k] asymptotically requires us to establish that the estimation error dynamics associated with each location in P i converges to zero asymptotically. In other words, our aim is to prove that for each
fix a location i r , and let e
[k] denote the estimation error associated with location i r . Based on (5), (6), (7), and (8), we obtain:
Recalling that τ represents the time-period with which agent i visits location i r , and using (9), we obtain the following periodic error dynamics:
where k ∈ N, and
To establish asymptotic stability of the periodic error dynamics (10), we need to argue that L
Schur stable. Based on (11), this is equivalent to establishing detectability of the pair
. In other words, we need
where n (ir) represents the dimension of J (ir) . Based on our construction, sp(J (ir) ) ⊆ sp(A), and hence, J
is non-singular since A is assumed to be non-singular. Thus, the following is true for all s ∈ C:
Since the pair (J (ir) ,C (ir) ) is detectable by construction, the eigenvalues of J (ir) are real and distinct (since sp(J (ir) ) ⊆ sp(A) and A satisfies Assumption 1), and
is an odd positive integer, we in-
is also detectable by appealing to Lemma 1. Based on the foregoing discussion, referring to equations (12) and (13) 
Thus, the observer gain L (ir) i
can indeed be chosen appropriately to stabilize the periodically sampled error dynamics (10) . Notice that the quantity β
} is finite since all matrices under consideration have finite norm. Since the time-period T (ir) i is also finite, the maximum error-
of the error dynamics (9), over any time-period, is also finite. Asymptotic stability of the periodic error dynamics (10) then readily implies asymptotic stability of the error dynamics (9) . This completes the proof.
Remark 2 Based on Proposition 1, we see that a given mobile agent i ∈ R is able to asymptotically estimate the portion of the state z[k] that corresponds to the detectable subspace of the pair (A, C (Pi) ) (namely, the portion that we refer to as z Oi [k]). Furthermore, agent i is able to achieve this without communicating with any other mobile agent. In this sense, the detectable subspace of (A, C (Pi) ) can be viewed as the locally detectable portion of agent i, and agent i can be viewed as the source of information for all the states that correspond to its locally detectable eigenvalues (namely, the set of eigenvalues O i ). It is important, however, to make a clear distinction between the notion of 'local detectability' used here, and that used in [39, 40, 45] . In these works, the task of distributed state estimation is performed collaboratively by a network of static sensors. As mentioned in the introduction, our present formulation is applicable to more general settings (the generalization arising due to the issue of intermittent observations) where the distributed state estimation task is executed either by a network of mobile agents that visit static sensors, or by a network of mobile sensors. Thus, while the locally detectable portion of a static sensor is simply the portion of the state space detectable via the measurements of that specific sensor, the locally detectable portion of a moving agent is the portion of the state space that is detectable w.r.t. the collective measurements of the sensing locations it persistently visits.
Remark 3
The assumption of non-singularity of A in Proposition 1 is not restrictive. For a system with distinct eigenvalues, the component of the state corresponding to the zero eigenvalue will stay at zero for all time. Hence, the existence of an eigenvalue at zero does not affect our objective of asymptotic state reconstruction.
Remark 4 Note that it is possible for sensors located at distinct sensing locations to share common detectable eigenvalues. In terms of our observer design, this would cause a mobile agent to maintain multiple estimates of the same state corresponding to different sensing locations. Specifically, for a given mobile agent i, the vectorŝ v
[k] corresponding to two distinct sensing locations i p , i q ∈ P i might contain common components. One can readily eliminate this redundancy via a slight modification of the approach presented here. However, this comes at the expense of cluttering the exposition with more notation, and hence, we do not delve into such details in this paper.
Preliminaries for Resilient Distributed State Estimation
As pointed out earlier, a given mobile agent will be able to estimate only a portion of the system state by persistently visiting its set of sensing locations. To estimate its locally undetectable portion, it is reliant on the information received from its neighbors in the baseline communication graph G (note that due to communication losses and agent movements, the neighborhood of a given agent at any time-step will in general only be a subset of its neighborhood in the baseline graph). It is precisely this aspect of the problem that dictates the need for robustness against adversarial attacks coupled with communication losses. The focus of this section will be to introduce some of the key ideas and terminology required to address the above issues. To this end, we introduce the notion of source mobile agents.
Definition 1 (Source Mobile Agent) A mobile agent i ∈ V is said to be a source mobile agent for an eigenvalue λ j ∈ Λ U (A), if λ j is detectable w.r.t. the pair (A, C (Pi) ), i.e., if λ j ∈ O i . The set of all source mobile agents for λ j ∈ Λ U (A) is denoted by S j .
In words, an agent is a source mobile agent for an unstable or marginally stable eigenvalue of the system if such an eigenvalue is detectable w.r.t. the collective measurements available from the agent's sensing locations. 5 Recall that the set of locally detectable eigenvalues of agent i is denoted by O i , and let UO i = sp(A) \ O i . Our goal in the subsequent sections will be to design resilient state estimation algorithms that allow agent i to estimate the components of z[k] corresponding to the eigenvalues in UO i . Such algorithms, however, need to be complemented by incorporating adequate redundancy in not only the communication network topology, but also in the measurement structure.
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A simple illustration of this fact is as follows.
Example 1 Consider a scalar unstable plant monitored by a clique of m + 2 agents, as depicted in Figure 1 . Agents s 1 and s 2 are the only agents with access to nonzero measurements, i.e., they are the source agents for this system. Although this network is fully connected, the presence of a single adversarial agent makes it impossible for any algorithm to guarantee estimation of x[k] for every regular agent. Specifically, if the adversary compromises one of the two source agents, then it can behave in a way that makes it impossible for the non-source agents to distinguish between two different state trajectories of the system, due to the conflicting information from the two source agents.
7
In our prior work [49] , we proposed an algorithm that made use of certain directed acyclic subgraphs in addressing the resilient distributed state estimation problem (using static sensors over time-invariant communication graphs). To understand the properties of such subgraphs, let Ω U (A) ⊆ Λ U (A) denote the set of eigenvalues of A for which V \ S j is non-empty.
Suppose there exists a spanning subgraph G j = (V, E j ) of G with the following properties for all f -local sets A in G (and corresponding R = V \ A).
(ii) There exists a T j ∈ N + such that R can be partitioned into the sets {L
Although the concept of a MEDAG was originally developed for a network with static nodes, we can instead view the MEDAG as a special information flow structure between the mobile agents in our present context. With this in mind, we elaborate on the key properties of this graph structure. First, it should be noted that T j and the levels L
Tj can vary across different f -local sets. For a given f -local set A, we say a regular agent i ∈ L (j) m "belongs to level m", where the levels indicate the distances of the regular agents from the source set S j , in the baseline communication graph G. Consider a state z (j) [k] that grows exponentially with time. To estimate such a state despite adversarial actions, there must exist a secure medium of information flow from the corresponding source set S j to the rest of the mobile agents (who do not patrol regions providing information about z (j) [k]). A MEDAG G j is a subgraph with properties that fulfill this requirement. Specifically, the first property of a MEDAG indicates that every regular agent i ∈ V \ S j has at least (2f + 1) neighbors in the subgraph G j , while the second property indicates that all its regular neighbors in such a subgraph belong to levels strictly preceding its own level. Our estimation scheme (described later) requires an agent i to listen to only its neighbors in N
The second property of a MEDAG then indicates that agents in level m only use estimates of regular agents in levels 0 to m − 1 for recovering z (j) [k] . Before proceeding further, we need to understand the properties of the baseline communication graph G that guarantee the existence of a MEDAG G j , ∀λ j ∈ Ω U (A). To this end, we require the following definitions and result from [50] .
Definition 3 (r-reachable set) For a graph G = (V, E), a set S ⊂ V, and an integer r ∈ N + , S is an r-reachable set if there exists an i ∈ S such that |N i \ S| ≥ r.
Definition 4 (strongly r-robust graph w.r.t. S j ) For r ∈ N + and λ j ∈ Ω U (A), a graph G = (V, E) is strongly r-robust w.r.t. to the set of source agents S j , if for any non-empty subset C ⊆ V \ S j , C is r-reachable. 
The above figure depicts an LTI process with 6 states that satisfies Assumption 1. The red crosses indicate sensing locations, and the mobile agents are represented by the blue circles. The dashed rectangles are used to demarcate the patrolling regions of the agents. A directed path from one rectangle to another indicates that every agent in the former can transmit information to every agent in the latter in the baseline communication graph. Modes λ 1 and λ 2 of the system are detectable w.r.t. the measurements available from the left-most rectangular region. Thus, agents 1, 2 and 3 act as the source mobile agents for modes λ 1 and λ 2 . Source agents for the other modes can be described similarly.
Lemma 2 Consider an eigenvalue λ j ∈ Ω U (A). The graph G contains a MEDAG G j if and only if G is strongly (2f + 1)-robust w.r.t. S j .
Given a λ j ∈ Ω U (A), there might be more than one subgraph that satisfies the definition of a MEDAG G j . In [49] , we proposed a distributed algorithm that allowed each node i to identify the sets N (j) i , ∀λ j ∈ UO i , by explicitly constructing a specific MEDAG G j for each λ j ∈ UO i . In this paper, we assume that these MEDAGs have already been constructed during a design phase using such an algorithm. In other words, we work under the assumption that each agent i is informed of the set N (j) i , ∀λ j ∈ UO i . It will be important to keep in mind that the sets N (j) i are time-invariant as they correspond to specific MEDAGs in the timeinvariant baseline communication graph G; however, we will allow for the possibility that each regular agent i ∈ R can only communicate with a subset of the agents in N (j) i at each time-step, due to communication losses and agent mobility.
Resilient Distributed State Estimation over Time-varying Networks
In this section, we develop an algorithm that enables each regular mobile agent to estimate its locally undetectable portion subject to arbitrary adversarial attacks and intermittent communication losses. We will focus our attention on communication losses that satisfy the following criterion. Assumption 2. There exists T ∈ N + such that ∀k ≥ T,
Assumption 2 places certain design constraints on the patrols of the agents. In particular, based on the definition of a MEDAG in Definition 2, the following observations can be made regarding Assumption 2. (i) The patrols should be sufficiently informative, i.e., there should exist at least (2f + 1) source mobile agents for each λ j ∈ Ω U (A). Coupled with Proposition 1, this requires at least (2f + 1) mobile agents to periodically visit each informative location (i.e., locations providing information regarding unstable modes of the system) in the geographical region.
(ii) The patrols should ensure that the mobile agents are able to exchange information sufficiently often, and along sufficiently many different paths (i.e., as specified by the MEDAG structure). Thus, loosely speaking, periodic patrols that lead to densely connected communication networks over time are key to our subsequent development. In a latter section (namely Section 7), we will consider packet dropping scenarios that do not necessarily satisfy Assumption 2.
An illustration of some of the concepts introduced in the previous section is shown in Figure 2 . Based on the scenario described in Figure 2 , a communication loss pattern satisfying Assumption 2 is illustrated in Figure 3 . From Figure 3 , we notice that G[k] may not contain the specific MEDAGs constructed during the design phase for some (or all) k, thereby precluding direct use of the technique developed in [49] . However, such MEDAGs will be preserved in the union graph over the interval [k − T, k], ∀k ≥ T . For our subsequent development, we assume that all estimates being transmitted by regular agents are properly time-stamped. We now propose the following algorithm. Letẑ 
and computes the quantityz
8 Prior to receiving the first estimate from an
is maintained at 0 by agent i. 
represents the set of agents whose (potentially) delayed estimates are used by agent i at time-step k after the removal of the 2f aforementioned values. Agent i assigns the consensus weight w 
this algorithm and then proceed to analyze its convergence properties.
Remark 5 Like the LFRE algorithm in [50] , the SW-LFRE algorithm also relies on a two-stage filtering strategy. Specifically, the first stage of filtering corresponds to a regular agent i ∈ V \ S j listening to only its neighbors N (j) i ⊆ N i in the MEDAG G j . This operation ensures a uni-directional flow of information from the source agents S j (some of whom might also be adversarial) to the rest of the network. The second stage of filtering requires agent i to discard certain extreme values received from agents in N (j) i . Whereas the first stage of filtering is specific to our distributed state estimation approach, the second stage of filtering is similar to the W-MSR algorithm employed in the resilient consensus literature [51] , [52] . A key point of difference between the LFRE and SW-LFRE algorithms is that in the latter algorithm, at each time-step k, agent i needs to process the most recent (potentially) delayed state estimate received from each neighbor in N (j) i . Accounting for such delayed state estimates (of an unstable dynamics) requires us to make careful modifications to the design and analysis of the LFRE algorithm. Also, unlike the LFRE algorithm, implementing the SW-LFRE algorithm requires the agents to possess adequate memory, for reasons that follow from the above discussion.
Remark 6 Our approach does not require the agents to possess a priori knowledge of the value of T in Assumption 2.
Remark 7
Our results will continue to hold if in step 2 of the SW-LFRE algorithm, agent i simply uses the median value ofz
i , in the update rule (14) . Although this can reduce computation, the present approach offers a degree of freedom in choosing the weights w (j)
il [k] , that can be potentially leveraged to account for issues like noise.
Remark 8
As alluded to earlier in the introduction, this communication-loss model offers the adversaries the additional opportunity of sending false information regarding the time-stamps of their estimates.
10 Nevertheless, as we establish in the next section, our proposed algorithm is immune to such misbehavior.
Analysis of the SW-LFRE Algorithm
The following is the main result of this section. 10 In other words, due to false time-stamp information, the
may not represent the true estimate of an adversarial agent l at time (k − τ il [k]). Thus, we resort to a slight abuse of notation here.
Theorem 1 Given an LTI system (1) and a measurement model (2) , suppose all the conditions stated in Proposition 1 are met. Additionally, let the baseline communication graph G be strongly (2f +1)-robust w.r.t. S j , ∀λ j ∈ Ω U (A), and let the communication patterns satisfy Assumption 2. Then, the proposed SW-LFRE algorithm guarantees the following despite the actions of any set of f -local Byzantine adversaries.
-(Asymptotic Stability) Each regular agent i ∈ R can asymptotically estimate the state of the plant, i.e., lim k→∞ (7) and (8) . It remains to show that agent i can recover z U Oi [k], or in other words, for each λ j ∈ UO i , we need to prove that lim k→∞ |ẑ
Equivalently, we show that for each λ j ∈ Ω U (A), every regular agent i ∈ V \ S j can asymptotically recover z (j) [k] . Consider any f -local adversarial set A and let R = V \A. Consider an eigenvalue λ j ∈ Ω U (A). Since E[k] ⊆ E for all k, Assumption 2 can hold only if the baseline graph G contains G j . The latter follows from the conditions of the theorem and Lemma 2. Next, based on Assumption 2, note that for all k ≥ T , the union of the graphs over the interval [k − T, k] contains the MEDAG G j . Recall that the sets {L
Tj } form a partition of the set of regular agents R in such a MEDAG. We prove the desired result by inducting on the level number q. For q = 0, L and let e (j)
We first analyze the SW-LFRE update rule (14) . To this end, at each time-step k, let the neighbor set N 
can be expressed as a convex combination ofz
11 Based on the above discussion and (14), it follows that for all k,ẑ
0 . Specifically, there exist weightsw
Since l∈N
based on (4), simple manipulations imply
Based on Assumption 2 and step 1 of the SW-LFRE update rule, we have that for all k ≥ T ,z
0 . Subtracting (17) from (16), we then obtain the following error dynamics for all k ≥ T :
Noting that the weightsw 
N (j) i
∩ R, λ j satisfies |λ j | ≥ 1, and using the triangle inequality, we obtain the following based on (18) for all k ≥ T :
For every l ∈ L 
l . Then, we obtain the following inequality based on (19) for all k ≥ T :
where we have used the fact that l∈N
il [k] = 1. Thus, we obtain (15) for q = 1, implying exponential stability of the error dynamics (18) for all agents in level 1, since γ (j) ∈ (0, 1). Suppose exponential stability holds for agents in all levels from 0 to q (where 1 ≤ q ≤ T j − 1). It is easy to see that the result holds for all agents in L 
r . Based on the induction hypothesis, exponential stability can then be argued using the same reasoning as the q = 1 case. Verifying (15) is a matter of straightforward algebra.
We now focus on the impact of bounded communication delays between mobile agents when the communication graph among them remains unchanged over time. Here, by a bounded communication delay we imply that if (i, j) ∈ E[k] and i, j ∈ R, then any estimate transmitted by agent i to agent j at time-step k is received by agent j no later than time-step k + T , for some T ∈ N + . It turns out that the arguments used in the proof of Theorem 1 can be used almost identically to analyze the impact of bounded communication delays (potentially random, time-varying) in the presence of adversaries, for time-invariant communication networks. We formalize this observation below.
Corollary 1 Given an LTI system (1) and a measurement model (2) , suppose all the conditions stated in Proposition 1 are met. Additionally, let G[k] = G ∀k, where G is strongly (2f + 1)-robust w.r.t. S j , ∀λ j ∈ Ω U (A). Furthermore, let communication delays between any pair of regular agents in G be bounded by some T ∈ N + . Then, the proposed SW-LFRE algorithm provides identical guarantees as in Theorem 1.
We summarize the implications of Theorem 1 and Corollary 1 in the following remarks.
Remark 9 For a given mode λ j ∈ Ω U (A), the constants β (j) and γ (j) are indicative of the time of convergence of the estimation errors (corresponding to the state z (j) [k]) of the source agents S j . In other words, these constants are dictated by the observer equations (7) and (8) . While β (j) encompasses the effects of the patrol time-periods and the initial state estimation errors, γ (j) essentially represents the slowest rate of convergence among the source agents S j . In this context, Theorem 1 relates the time of convergence of the nonsource agents to that of the source agents, and shows how the instability of the mode under consideration, the maximum delay T , and distances from the source set (captured by the different levels of the MEDAG) feature in such a relation.
Remark 10
When it comes to addressing the effect of network-induced delays in the context of distributed state estimation (using static sensors and in the absence of any adversarial attacks), there is limited literature that provides any theoretical guarantees. Approaches such as the one outlined in [77] typically seek to account for delays and packet-drops by formulating LMI-based conditions that do not in general provide any graphtheoretic insights. In contrast, the proposed SW-LFRE algorithm allows one to deal with bounded delays in a much simpler manner by exploiting the uni-directional flow of information that is inherent to our approach. We conjecture that our results pertaining to bounded delays will carry over to more general system and measurement models, such as those considered in [38, 40, 41] .
Resilient Distributed State Estimation over Analog Erasure Channels
In the previous section, we analyzed a communication failure model where the patterns described by Assumption 2 recurred in a deterministic manner. In this sense, the time-varying communication patterns considered in the previous section can be attributed to agent movements. In contrast, the focus of this section will be to analyze time-varying communication patterns that are a consequence of imperfections in the communication channel. We model such imperfections as random packet drops that can potentially lead to a violation of the conditions stated in Assumption 2. To isolate the impact of random packet drops, we will assume for the remainder of this section that the patrols have been designed to ensure that the baseline communication topology is retained at every time-step in the absence of packet drops. In other words, in this section, we assume that such packet drops are the sole cause of communication losses. The task of analyzing time-varying communication patterns that are a consequence of both agent movements and random packet drops is left as future work.
With these points in mind, we now explore a scenario where each communication link between the mobile agents is modeled as an analog erasure channel as defined in [78] . In particular, the transmission of information across any link (i, j) ∈ E is governed by a random process ξ ij [k] that is memoryless, i.e., ξ ij [k] is i.i.d. over time. Furthermore, across space, the packet dropping processes over different links are independent. For any k, the random variable ξ ij [k] follows a Bernoulli fading distribution, i.e., ξ ij [k] = 0 with erasure probability p and ξ ij [k] = 1 with probability (1 − p); the implications of ξ ij [k] assuming the values 0 and 1 will be discussed shortly.
Our objective in this section will be to design an estimation protocol that guarantees mean-square stability of the estimation error dynamics for each regular agent, in the following sense.
Definition 5 (Mean-Square Stability (MSS))
The estimation error dynamics of the regular agents is said to be mean-square stable if lim k→∞ E[ e i [k] 2 ] = 0, ∀i ∈ R, where
, and the expectation is taken with respect to the packet dropping processes ξ ij [k], (i, j) ∈ E.
Channels with no delay
We first consider the case where ξ ij [k] = 1 implies that any data packet transmitted by agent i at time k is received perfectly by agent j at time k, and when ξ ij [k] = 0, such a packet is dropped completely. For this model, we propose a simple algorithm described as follows.
For each λ j ∈ U O i , a regular agent i updates its estimate of z (j) [k] in the following manner.
13 13 Unlike the SW-LFRE algorithm developed in Section 5, the algorithm we propose here is memoryless, i.e., at each time-step, an agent acts only on the information that it acquires (via measurements and from neighboring agents) at that time-step. We do this primarily to simplify the analysis.
-At each time-step k, if it receives estimates from at least (2f +1) agents in N (j)
i , it runs the LFRE algorithm, i.e., it removes the largest f and the smallest f estimatesẑ (21) where the set M 
The above algorithm provides the following guarantees.
Theorem 2 Given an LTI system (1), and a measurement model (2), suppose all the conditions stated in Proposition 1 are met. Let the baseline communication graph G be strongly (mf + 1)-robust w.r.t. S j , ∀λ j ∈ Ω U (A), where m ∈ N + is a constant. For each (i, j) ∈ E, let ξ ij [k] be a Bernoulli packet dropping process with erasure probability p, that is i.i.d. over time and independent of packet dropping processes over other links. Suppose m ≥ 3 and that the following is true:
where ρ is the spectral radius of A, and
Then, the estimation algorithm described by the update rules (21) and (22) guarantees mean-square stability in the sense of Definition 5, despite the actions of any flocal set of Byzantine adversaries.
Proof. Note that the packet dropping processes do not affect the estimation of the locally detectable portions of the state, i.e., each regular mobile agent i can recover z Oi [k] asymptotically since the conditions stated in Proposition 1 are satisfied. Consider any f -local adversarial set A and let R = V \ A. Consider an eigenvalue λ j ∈ Ω U (A). Since G is strongly (mf + 1)-robust w.r.t. S j , a trivial extension of Lemma 2 implies that there exists a MEDAG G j with |N (21) . To make the presentation clear, we make the following assumption. Suppose agent i receives estimates from more than (2f +1) agents in N (j) i at a certain time-step k. Then, after removing 2f estimates based on the LFRE algorithm, it listens to only a single agent l picked arbitrarily from M (j) i [k], while running (21) . 16 Combining (21) and (22), we obtain
. 17 It is easy to see that the error
, and using (26), we obtain:
where p (j)
i [k] is the probability that I i [k] = 1. We now justify each of the above steps. For arriving at the first equality, we used the fact that e (21) and (22), and the nature of the packet dropping processes. Notice that when agent l is adversarial, it may have precise knowledge of the number of packets received by agent i at time-step k; the estimateẑ 
0 . Since such agents are regular, their errors at time k are independent of I i [k]. The above discussion combined with the 15 To avoid cluttering the exposition, we drop the superscript 'j' on I i [k] and certain other terms throughout the proof, since they can be inferred from context. 16 The result continues to hold for the general update rule (21) . 17 The set M i [k], we instead seek to upper-bound it. To this end, note that the probability that I i [k] = 0, i.e., the probability that agent i receives estimates from at least (2f + 1) agents in N (j) i at time k, is lower bounded by the probability that it receives estimates from at least (2f + 1) agents in N (j) i ∩ R at time k. The latter probability can be further lower bounded by (1 −p) (wherep is given by (24)) by noting that |N . Its error dynamics can be bounded as in (27) , with g[k] = 0 for reasons discussed above, and e (j)
r . The last argument follows from the LFRE update rule (21) . Consider the term E[(e
to 0 based on the induction hypothesis, we can use the Cauchy-Schwartz inequality to bound E[(e
This implies lim k→∞ σ
. The rest of the proof can be completed following similar arguments as the q = 1 case.
The termp appearing in (23) and (24) can be interpreted as the effective packet drop/erasure probability for the problem under study. With this in mind, the implications of the above result are described as follows.
Remark 11 (Increasing 'network robustness' reduces 'effective packet drop probability') Given knowledge of the spectral radius ρ of A, an upperbound f on the number of adversaries in the neighborhood of any regular agent, and the erasure probability p of the communication medium, suppose we are faced with the problem of designing a communication topology that guarantees mean-square stability in the sense of Definition 5. Theorem 2 provides an answer to this problem by quantitatively relating our notion of 'strong-robustness' in Definition 4 to the effective packet drop probabilityp. For instance, as shown in Figure 4 , given the parameters ρ, f and p, one can generate a plot for ρ 2p offline, and choose m to satisfy the MSS criterion ρ 2p < 1. Subsequently, one can proceed to design a network that is strongly (mf + 1)-robust w.r.t. S j , λ j ∈ Ω U (A). It is easy to verify thatp is monotonically increasing in p, and monotonically decreasing in m. In other words, for a fixed ρ and f , one can tolerate higher erasure probabilities p by increasing the robustness parameter m. In the context of the mobile agents that we are considering in this paper, this corresponds to changing the patrols of the individual agents so that they encounter the other agents in such a way that the baseline communication network (containing the set of all agent interactions over time) is sufficiently robust.
Remark 12
Note that when f = 0, i.e., in the absence of adversaries, equation (23) reduces to ρ 2 p < 1. This condition is reminiscent of the MSS criterion for remote stabilization of an LTI system over a Bernoulli packet dropping channel [79] . This observation can be explained by viewing the contribution due to the LFRE update (21) (that helps stabilize the error dynamics (26)) as an analogue of the stabilizing input in the remote stabilization problem.
Remark 13
We now justify the need for m ≥ 3 in Theorem 2. Suppose the network is strongly (mf + 1)-robust with m ≤ 2. In this case, each adversarial agent may follow the simple strategy of never transmitting its estimate. If the adversaries compromise f agents in some set N (j) i , where i ∈ R and λ j ∈ U O i , then such a strategy might cause the regular agent i to run openloop forever based on the algorithm described by the update rules (21) and (22) 
at time k, it assigns a value of 0 to the corresponding estimate, and then employs the LFRE update rule (21) . Such an approach will in general not work either, due to the following reason. Unlike the communication loss model studied in Section 5, where each regular agent was guaranteed to eventually receive estimates from 'enough' regular neighbors, no such guarantees can be claimed for the analog erasure channel model studied here. Thus, while strongly (2f +1)-robust networks sufficed in Section 5, the choice of m ≥ 3 is in fact necessary in the present context for achieving MSS based on our specific approach. However, m = 2 does suffice for certain variants of the analog erasure channel model, as we discuss next.
Channels with erasure and delay
In this section, we consider a variant of the analog erasure channel that accounts for the presence of random delays. To this end, let (i, j) ∈ E, and let v[k] be a message transmitted by agent i to agent j at time-step k. Then, a channel with delay and erasure causes agent j to receive the following message:
where ξ ij [k] is the memory-less packet dropping process described earlier, τ ij [k] ∈ N + is a random delay satisfying 1 ≤ τ ij [k] ≤ T , and T ∈ Z >0 . In words, the channel output r[k] is either equal to the present channel input v[k] with probability (1 − p), or equal to a delayed channel input with probability p, where the delay is upper bounded by some positive constant T . It should be noted that the erasure channel model considered here is a generalization of the erasure channel with delay in [78] , where the delays are constant. For this model, we have the following result.
Proposition 2 Given an LTI system (1) and a measurement model (2) , suppose all the conditions stated in Proposition 1 are met. Let the baseline communication graph G be strongly (2f + 1)-robust w.r.t. S j , ∀λ j ∈ Ω U (A). Let each communication link of G be modeled as a channel with delay and erasure as described by equation (29) . Then, the SW-LFRE algorithm provides identical guarantees as Theorem 1, with probability 1.
Proof. The proof follows from the following simple observation. Based on the channel model (29) , note that for each λ j ∈ Ω U (A), every regular agent i ∈ V \ S j is guaranteed to receive a state estimate that is at most T time-steps delayed, from each of its regular neighbors in N (j)
i , at every time-step k, ∀k ≥ T . This corresponds to a special case of the bounded delay model in Corollary 1, and the result thus follows.
Simulation Study
In this section, we substantiate our theoretical results via a detailed simulation study. To this end, we first describe our general simulation setup, and then propose a simple patrolling strategy that meets the design specifications laid down by the theoretical results developed in this paper.
Simulation Model and a Simple Patrolling Strategy: Our general setup is as follows. We consider a geographical region partitioned into K cells, with r sensing locations distributed within each cell. A dynamical process evolves within each cell, and the processes across different cells are assumed to be decoupled. A network of mobile agents is deployed over this region; the task of each agent is to gain global situational awareness by estimating the state of the dynamical process in every cell (i.e., not only the state of the process within the cell that it is patrolling). Suppose (i) the sensing capabilities and movement patterns of any given agent are limited to a single cell, i.e., an agent can persistently visit all the sensing locations within its own cell, but not cross over to adjacent cells, and (ii) the communication radius is such that each agent in a given cell can nominally communicate with all agents in each adjacent cell. However, such communication is subject to random packet drops based on the model described in Section 7.1.
Based on the above setting, and the development in Section 7, it is clear that we need at least (3f + 1) mobile agents patrolling each cell, and hence, a total of (3f + 1)K mobile agents monitoring the overall region. The nominal communication patterns can be viewed as arising from a preferential attachment type mechanism (where each new agent attaches itself to (3f + 1) existing agents), and ensure that the baseline communication graph is strongly (3f + 1)-robust w.r.t. every relevant source set [50] . 18 Thus, for the scenario described above, the overall patrolling strategy simply boils down to persistent periodic intra-cell patrols (with the periods chosen appropriately based on Proposition 1). In what follows, we demonstrate how such patrols complement the estimation techniques developed in this paper by considering a specific instance of the above setup.
Let K=4, and r=10. In each of the 4 cells, the 10 sensing locations are randomly distributed. For all our simulations, we consider a 1-local Byzantine adversary model. There are (3f +1) = 4 mobile agents within each cell. As detailed above, each agent executes a periodic patrol that persistently visits each of the sensing locations within its own cell, without crossing over to adjacent cells. This scenario is depicted in Figure 5 , where Cell 1 is patrolled by agents 1-4, Cell 2 is patrolled by agents 5-8, Cell 3 is patrolled by agents 9-12, and Cell 4 is patrolled by agents 13-16. Figure 5 depicts the baseline communication graph pattern where each agent in Cell 1 can communicate with all agents in Cells 2 and 4 (adjacent cells), but with no agent in Cell 3; the communication patterns for the other cells can be described similarly. Finally, we emphasize that the baseline communication graph in Fig. 5 may not be retained entirely at each time-step, due to random packet drops.
Information Flow Patterns: Based on the discussion in Section 3, since each mobile agent persistently visits every sensing location within its own cell, it acts as a source of information for all the states associated with its own cell. Figure 6 shows the MEDAG that dictates the flow of information among the mobile agents for estimating the states evolving in Cell 1. Specifically, this MEDAG will have all agents in Cell 1 at level 0 (source agents), all agents in Cells 2 and 4 at level 1, and all agents in Cell 3 at level 2. This information flow is compactly represented in Figure 7 [k] is used to indicate the estimation error norm of agent q in Cell i, w.r.t. the dynamics in Cell j, at time-step k.
Tracking Unstable Dynamical Processes
In our first simulation study based on the setup described above, we consider identical unstable dynamical processes evolving in each cell. Processes in different cells start out from different initial conditions and hence evolve differently across cells. For each cell, we consider a 20-dimensional LTI system with a diagonal system matrix (any system matrix satisfying Assumption 1 can be diagonalized). The system has real, distinct eigenvalues distributed uniformly from 0.5 to 1.2, i.e., the spectral radius of the system is ρ = 1.2. Since all eigenvalues are of the same sign and distinct (i.e., of distinct magnitude), Lemma 1, Proposition 1 and Foot- Fig . 9 Illustration of certain inter-cell estimation error plots for the scenario described in Section 8.1, corresponding to high erasure probability. For this example, the erasure probability is p = 0.8. However, all agents are regular. robust with m = 3, the condition for MSS stated in Theorem 2 indicates that the erasure probability can be at most 0.32. The erasure probability is set to this maximum value, and agent 5 in Cell 2 is considered to be adversarial. Specifically, at any given time-step, if the communication link from agent 5 to some other agent i is intact, then agent 5 does the following. It adjusts its state estimate transmitted to agent i to be equal and opposite to the sum of the other state estimates being used by agent i at that time-step. This action is intended to keep the state estimates of agent i static. Note that none of the other agents know that agent 5 is adversarial. We will discuss the specific repercussions of such an adversarial attack in the example discussed in Section 8.2. For now, we focus on the effect of the erasure probability p. Although the network is strongly (3f + 1)-robust w.r.t. every source set and there are no packet drops, a non-resilient state estimation algorithm fails to achieve asymptotic stability of the error dynamics (i.e., the errors do not converge to zero).
The simulation results for the case described above are shown in Figure 8 . The notation e (ij) q [k] is used to indicate the estimation error norm of agent q in Cell i, w.r.t. the dynamics in Cell j, at time-step k. Despite adversarial attacks and random packet drops, we see that the error plots corroborate the theory developed in this paper. The decaying spikes in the intra-cell error norm plots are a consequence of the periodic motions of the mobile agents. The inter-cell error norm plots inherit this trend coupled with the effect of random packet drops and adversarial injections.
The effect of a high erasure probability is shown in Figure 9 . For this case, the erasure probability is p = 0.8. To isolate the effect of random packet drops, we assume that all agents are regular for this specific illustration. Even so, some of the inter-cell estimation error norms grow unbounded with time, as shown in Figure 9 . Figure 10 illustrates the dynamically changing communication links between the different agents, for both high and low erasure probabilities.
Effect of Omissive Attacks: We illustrate the need for (3f + 1)-strong robustness, as discussed in Remark 13. Consider a scenario where agents in Cell 3 cannot communicate with agents in Cell 4. Furthermore, suppose each agent in Cell 3 can communicate with only agents 5−7 in Cell 2. This communication pattern leads to a (2f + 1)-strongly robust network w.r.t. the agents in Cell 1. Suppose agent 5 is compromised and follows the simple strategy of never transmitting estimates to agents in Cell 3. For this scenario, the estimation error plots for agents in Cell 3 are shown in Figure 11 . These plots justify our claim that (3f + 1)-strong robustness is necessary for achieving MSS based on the algorithm described in Section 7.1.
Tracking a Diffusion Process
As pointed out in the Introduction, one of the main applications of the theory developed in this paper is environmental monitoring. In particular, one might be interested in monitoring the concentration of a physical quantity (such as a gas) that evolves based on a spatio-temporal process. Such processes are commonly described by the Laplacian dynamics in continuoustime [68] [69] [70] . For our purpose, we consider a discretetime version of the Laplacian dynamics for which the system matrix is of the form I − L, where is a small number that is indicative of the sampling period, and L is the graph Laplacian matrix induced by the sensing locations. For our simulations, we take = 0.01. We consider decoupled diffusion processes evolving in each cell. For each cell, the Laplacian matrix induced by the sensing locations within the cell is constructed as follows. Locations that are within a certain Euclidean distance (taken to be 15 distance units) are considered to be connected. This connectivity pattern defines the adjacency matrix between the sensing locations, and in turn defines the Laplacian dynamics. Based on our choice of the threshold distance, the sensing locations within each cell induce an undirected connected graph. Since the Laplacian matrix corresponding to an undirected connected graph has precisely one eigenvalue at zero, it follows that the dynamics matrix I − L associated with each cell has precisely one eigenvalue at 1, and all other eigenvalues non-negative with magnitude strictly less than 1 (the latter statement follows from basic properties of a Laplacian matrix). In other words, the dynamics in each cell are marginally stable. Within each cell, we assume that the i-th component of the state is measured by the i-th location. All other parameters (the number and positions of the sensing locations, the time-periods of the patrols, the adversarial model etc.) are the same as the first simulation example. Based on our analysis in Section 7.1, for marginally stable systems, MSS is guaranteed as long as the erasure probability is strictly less than 1. To validate this claim, we consider an erasure probability as high as 0.8. The simulation results for this case as shown in Figure  12 corroborate the developed theory.
Effect of Byzantine Attacks: Finally, to emphasize the importance of the resilient filtering techniques developed in the paper, we consider a scenario when there are no packet drops, and the baseline communication graph is retained at every time-step. Our goal will be to illustrate that although the communication network satisfies the robustness conditions needed for countering adversarial behavior, the absence of a resilient state es-timation algorithm prevents some of the regular agents from tracking the true state. To this end, we need to consider a state estimation algorithm that does not account for adversarial behavior, such as those proposed in [38, 40, 41, 45] . For the sake of illustration, we consider the algorithm developed in [40] . Unlike the twostage filtering techniques described in Sections 5 and 7.1, the approach in [40] focuses only on maintaining a uni-directional flow of information from the source mobile agents to the non-source mobile agents. In other words, for some λ j ∈ UO i , an agent i ∈ R simply takes a convex combination of the state estimates of its neighbors belonging to the set N . In the absence of adversarial attacks or communication losses, convergence of such an update rule can be established using similar arguments as in [40] . For the present scenario, suppose agent 5 in Cell 2 is adversarial. Since adversarial agents are assumed to be omniscient, agent 5 is aware of the state estimates being transmitted to each agent at every time-step, and the weights placed on such estimates. For any regular agent i, if agent 5 belongs to the set N (j) i , it simply transmits an estimate to agent i that cancels out the effect of the other estimates corresponding to the set N (j)
i . This attack has the effect of keeping the state estimateẑ Figure  13 where asymptotic stability of the error dynamics is not achieved.
The Path to Implementation
The framework for distributed state estimation with mobile agents that we have established in this paper encompasses a wide range of real-world considerations, including time-varying measurement models (due to agent mobility), time-varying communication links between agents (due to probabilistic packet drops, agent mobility, and limited communication ranges), and Byzantine agents (which are capable of capturing both benign failures and malicious compromises by attackers). The detailed simulations that we provided in the previous section incorporate all of these features, and demonstrate that the theoretical guarantees that we provide do, in fact, hold under the stated assumptions on the underlying dynamical processes and the multi-agent system. The generality of our framework, coupled with the validation provided by our simulations, indicates that our approach holds promise for real-world implementations.
To achieve a full real-world implementation, the first step (and challenge) will be to deploy a set of mobile robots, each executing a patrol in such a way that the baseline graph satisfies the conditions that we have identified for our resilient distributed state estimation algorithms (for instance, (3f +1)-strong robustness with respect to each set of source agents for the random packet drop scenario). The patrolling strategy described in our simulation section is a promising (and relatively simple) candidate for implementation, as it only requires the entire region to be partitioned into disjoint cells, and to have (3f +1) agents executing periodic patrols within each cell, with the ability to communicate with all agents in adjacent cells (notwithstanding intermittent packet drops). Given an upper bound on the transmission range of the individual robots, the sizes of the cells can be scaled down appropriately in order to satisfy this communication constraint.
The second step will be to create a dynamical process for the mobile agents to monitor. A simple diffusion process (e.g., a gas spreading over a region starting from a given point) like the one studied in Section 8.2 would be a promising candidate, as this process can be approximated via an LTI system of the form (1), where the system matrix A is a graph Laplacian [69, 70] . The concentration of gas at different points in the region can be sensed by ground-based sensors [80] , which transmit their information to the mobile agents that pass by during their patrols. Several disjoint diffusion processes can be instantiated, one for each cell in the region. Once these processes are instantiated and the mobile agent patrols are implemented, the switched linear observers described in Section 3 can be implemented to test the ability of each agent to asymptotically track the state of the system within its cell (i.e., the concentrations of gas at various points in the cell).
Once each agent is able to estimate the gas concentrations in its own cell, the third step will be to enable the agents to exchange information with agents in neighboring cells. This can be done by constructing the MEDAGs described in Section 4, and having the agents run the SW-LFRE algorithm for the deterministic failure model considered in Section 5, or the algorithm described in Section 7.1 for the random packet drop scenario. The MEDAGs and the estimation algorithms can be programmed into the agents before deployment. As a first test, the ability of the algorithm to enable global state estimation can be verified in the absence of any malicious agents (i.e., by having all agents participate in the algorithm as programmed). Once that has been verified, one of the agents can then be programmed to deviate from the algorithm in an arbitrary manner (e.g., by broadcasting random or large values to its neighbors at certain time-steps). The ability of the algorithm to provide resilience to such malicious behavior can then be verified.
Aside from additional hardware challenges that would be inherent to any real-world implementation, we an-ticipate that the above pathway (and associated milestones) will lead to a successful demonstration of the resilient distributed state estimation framework that we have established in this paper.
Summary and Future Work
In this paper, we studied the problem of estimating the state of a dynamical process evolving over a certain region with a team of mobile agents. We assumed that each agent visits a subset of sensing locations via a periodic patrol; at each sensing location, the agent obtains a measurement of a portion of the state of the system. We showed how to construct observers for each agent to asymptotically recover the locally detectable parts of the system state, and formulated state exchange and update rules for agents to recover the locally undetectable parts of the state. Our algorithms provide resilience to a certain number of worst-case (Byzantine) agents under certain conditions on the baseline network topology. Our framework encompasses intermittent observations due to agent patrols, time-varying communication networks due to packet drops and agent mobility, and Byzantine behavior by the agents. We illustrated the efficacy of our approach via detailed simulations, and described a path to a real-world implementation.
In addition to implementing our algorithm, a natural next step would be to formulate patrol strategies that provide the required robustness conditions on the baseline network while also allowing the individual agents to recover the state. We provided one example of such a patrol strategy in our simulations, and anticipate that the insights from that strategy (along with results about robustness of different networks provided in [58, 59, 62, 81, 82] ) can be leveraged to develop additional classes of patrolling strategies. We plan on studying the effect of incorporating memory (like the SW-LFRE approach) in the state estimation algorithm described in Section 7.1 for the random packet drop scenario. While we established MSS based on the memoryless algorithm described in Section 7.1, it would be interesting to investigate if other forms of stochastic stability (such as almost sure convergence) can be established for the analog erasure channel model considered in Section 7.1, subject to adversarial attacks. For more general system and observation models than the ones considered in this paper, the problem of designing a persistent patrol that guarantees stability of the estimation error dynamics is challenging. Recent results along this direction are available in [83] . Finally, while the delays considered in this paper were network-induced, one can also investigate the impact of measurement delays (in a distributed setup) leveraging recent results on this topic [84, 85] .
