Abstract-Annually 17.3 million people approximately die from heart disease worldwide. A heart patient shows various symptoms and it is hard to attribute them to the heart disease in different steps of disease progress. Data mining, as a solution to extract hidden pattern from the clinical dataset are applied to a database in this research. The database consists of 209 instances and 8 attributes. All available algorithms in classification technique, are compared to achieve the highest accuracy. To further increase the accuracy of the solution, the dataset is preprocessed by different supervised and unsupervised algorithms. The system was implemented in WEKA and prediction accuracy in 9 stages, and 396 approaches, are compared. Random tree with an accuracy of 97.6077% and lowest errors is introduced as the highest performance algorithm.
I. INTRODUCTION
MONG all fatal disease, heart attacks diseases are considered as the most prevalent [1] . Medical practitioners conduct different surveys on heart diseases and gather information of heart patients, their symptoms and disease progression. Increasingly are reported about patients with common diseases who have typical symptoms. Thus, there is valuable information hidden in their dataset to be extracted.
Data mining is the technique of extracting hidden information from a large set of database [2] . It helps researchers gain both novel and profound insights of unprecedented understanding of large medical datasets. The principal goals of data mining are prediction and description of diseases.
To find the unknown trends in heart disease, all the available classification algorithms are applied to a unique dataset and their accuracy are compared. A dataset of 209 instances and 8 attributes (7 inputs and 1 output) are used to test and justify the differences between algorithms. To further enhance accuracy and achieve more reliable variables, the dataset is purified by supervised and unsupervised filters.
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II. BACKGROUND AND LITERATURE REVIEW
Growing number of heart patients worldwide have motivated researchers to do comprehensive research to reveal hidden patterns in clinical datasets. This section provides an overview of previous computational studies on pattern recognition in heart disease. Not only are different techniques addressed, but also various heart disease datasets are covered to have a fair comparison. Finally, the gap in existing literature, which was the main motivation of this study is also provided. Some of the key studies are as follows:  Das et al. introduced a neural network classifier for diagnosing of the valvular heart disease. The ensemble-based methods create new models by combining the posterior probabilities or the predicted values from multiple predecessor models. An effective model has been created and experimentally tested. A classification accuracy of 97.4% from the experiment on a dataset containing 215 samples is achieved [3] .  Pandey et al. proposed the performance of clustering algorithm using heart disease dataset. They evaluated the performance and prediction accuracy of some clustering algorithms. The performance of clusters will be calculated using the mode of classes to clusters evaluation. Finally, they proposed Make Density Based Cluster with the prediction accuracy of 85.8086%, as the most versatile algorithm for heart disease diagnosis [4] .  Karaolis et al. developed a data mining system using association analysis based on the Apriori algorithm for the assessment of heart-related risk factors with WEKA tools. A total of 369 cases were collected from the Paphos CHD Survey, most of them with more than one event. Selected rules were evaluated according to the importance of each rule. Each extracted rule was further evaluated by inspection of the number of cases within the database [5] .
Therefore, pattern recognition in heart disease can be addressed through different computational techniques. In regard to classification algorithms, other respected works, focused on diverse aspects of heart disease on different datasets can be mentioned: Nahar et [14] . Also, different computational techniques for other health care issues have been reported in the literature [15] [16] .
It is observed various classifiers are frequently utilized in different studies to predict heart disease. Therefore, a Data Mining Classification Algorithms for Heart Disease Prediction Mirpouya Mirmozaffari 1 , Alireza Alinezhad 2 , and Azadeh Gilanpour comprehensive comparison of classification algorithms practically provides an insight into classifier performances. This comparison is of great importance to medical practitioners who desire to predict heart failure at a proper step of its progression. Furthermore, except for Ref. [17] , which has evaluated 4 classification techniques, there is not any other study on the current dataset. Finally, a unique multilayer filtering in preprocessing step is applied which eventually results in increased accuracy within most of the classification algorithms, covered in this study.
III. DATASET DESCRIPTION
The standard dataset, compiled in this study contains 209 records, which is collected from a hospital in Iran, under the supervision of National Health Ministry. Data is gathered from a single resource, so it precludes any integration operations. Eight attributes are utilized, from them, 7 are considered as inputs which predict the future state of the attribute "Diagnosis". All the attributes, along with their values and data types are discussed in Table I . The objective of this study is to effectively predict possible heart attacks, from the patient dataset. Using a prediction methodology, a model was developed to determine the characteristics of heart disease in terms of some attributes. Data mining in this research is utilized to build models for prediction of the class based on selected attributes. Waikato Environment for knowledge Analysis (WEKA) has been used for prediction due to its proficiency in discovering, analysis and predicting of patterns [18] . Generally, the whole process can be split into two steps as follows:
A. Multilayer filtering preprocess
The data in the real world is highly susceptible to noise, missing, and inconsistency. Therefore, pre-processing of data is very important. We apply a filter on datasets and purify them from dirty and redundant data present in the dataset. Both attribute (attribute manipulation), and instance (instance manipulation) filters in either case of supervised or unsupervised, can be applied in WEKA 2016 (version 3.9.0). In this study, a multilayer filtering process is applied to the dataset to make imbalanced data balanced. This process is implemented in three steps as follows:  Step A: "Discretization" which is unsupervised attribute filter changes numeric data into nominal.  Step B: The output of step A is applied to a "Resample" unsupervised instance filter.  Step C: The output of step B is applied to a "Resample" supervised instance filter.
B. Evaluation in classification
To broaden our comparison, three different evaluation methods which are: 1-training set, 2-10-Fold cross-validation, and 3-percentage split (66%) are considered to analyze each output of aforementioned steps. Table II .
Imbalanced Dataset
Step A: Discretization Unsupervised attribute filter
Step B: Resample Unsupervised instance filter
Step C: Resample Supervised instance filter Finally, in a more detailed discussion some other evaluators of five most accurate (97.6077%) algorithms within all approaches, are thoroughly discussed below:
 Random tree Random tree with the highest accuracy, TP Rate, precision (Sensitivity), Recall (Specificity), F-Measure, ROC area, Kappa Statistics and lowest FP Rate, MAE, RMSE, RAE, RRSE and Time taken to build the model, is considered as the best algorithm.  Random committee (Meta) with all the same evaluators as Random Tree and just a little longer time to build the model (0.02 second), comes after Random Tree.  The third best classifier is IBK (lazy) with the same evaluators as two aforementioned ones except for greater MAE, RAE, RRSE.  Randomizable Filtered Classifier (Meta) is considered as the fourth best algorithm with 0.05 seconds building time.  The fifth place is assigned to Random Forest (Trees) with significant different MAE, RMSE, and RAE with same evaluators of IBK and Randomizable classifiers.
VI. CONCLUSION
Various classification algorithms in data mining were compared to predict heart disease. A unique model consisting of different filters and evaluation methods are evolved. Multilayer filtering preprocess, as well as different evaluation methods, are applied to find the superior algorithm and more accurate clinical decision supports systems for diagnosis of diseases. Classifiers are compared regarding their accuracies, error functions, and building times. The high-performance algorithms within each stage were introduced. The experiment can serve as a practical tool for physicians to effectively predict uncertain cases and advise accordingly.
