Reasoning about strategies has been a concern for several years, and many extensions of Alternating-time Temporal Logic have been proposed. One extension, AT LKirF , allows the user to reason about the strategies of the agents of a system under partial observability and unconditional fairness constraints. However, the existing model-checking algorithm for AT LKirF is inefficient when the user is only interested in the satisfaction of a formula in a small subset of states, such as the set of initial states of the system. We propose to generate fewer strategies by only focusing on partial strategies reachable from this subset of states, reducing the time needed to perform the verification. We also describe several practical improvements to further reduce the verification time and present experiments showing the practical impact of the approach.
Introduction
Logics to reason about the strategies of a group of agents have been studied for years and they have a number of practical applications, from security to synthesis of plans to achieve a certain goal. Starting with Alternating-time Temporal Logic (AT L), reasoning about all strategies of the agents [1], many extensions have been developed. For example, AT L ir restricts the strategies of interest to those that the players can actually play, based on their local knowledge of the system [2] . ALT K irF [3] is another extension that combines strategies under partial observability and unconditional fairness constraints, with branching-time and epistemic operators. This logic can be used, for example, to verify strategic properties of multi-agent programs in the presence of a fair scheduler [4] . However, the basic algorithm proposed in [3] is inefficient when the user is interested in the existence of a winning strategy in a small subset of the states of the system, such as the initial states, instead of all the states of the system. This work is supported by the European Fund for Regional Development and by the Walloon Region.
The objective of this paper is to improve the practical efficiency of the algorithm presented in [3] by checking fewer strategies. Let us consider the following simple motivational example of a 3-card poker, inspired by the card game of [5]: the system is a card game played between two agents, a player and a dealer. The game is composed of three cards: the ace A, the king K and the queen Q; the ace wins over the two others and the king wins over the queen. The game is played in three steps: 1) the dealer gives a card to the player; he also takes one for himself and keeps it secret; 2) the player can abandon the game or continue; 3) the player can choose to keep his card or to swap it with the third one. If the third step is reached-the player did not abandon after the first step-the winner is the one with the winning card, and the game restarts from the beginning. The graph of the system is illustrated in Figure 1 . Fig. 1 . The graph of the card game. Circles are states, (K, A means the player has K, the dealer has A). Arrows are transitions (actions of the agents are easily inferred). Waved edges link together the states that are indistinguishable for the player.
We are interested in whether the player has a strategy to eventually win the game before the dealer. Intuitively, to consider all strategies of the player in the initial state, we have to consider his choices at the second step-abandoning or continuing the game-and, if he chooses to continue the game, his choices at the third step-keeping or swapping his card. But if he chooses to abandon when he does not receive the ace, we do not need to consider his choice at third step when his card is the king or the queen. This amounts to considering 27 strategies. Figure 1 shows such a strategy in bold and the states in which we do not need to consider the player's choices with dashed borders.
