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How is Earth’s atmosphere coupled to space?
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EISCAT_3D
EISCAT_3D
EISCAT_3D will be a volumetric vector-imaging radar for studying the 
geospace environment
It represents a revolutionary upgrade to the existing EISCAT mainland 
facilities, utilizing multi-static, phased-array technologies
It will support continuous measurements of the space environment via 
unattended operations
EISCAT_3D will have the sensitivity needed for ionospheric measurements 
at better than 100 msec time scales and 50-100 meter spatial scales 
(order of magnitude improvements over current systems)
9919+ Antennas Per Site
9 1  A n t e n n a  e l e m e n t s
.  .  .  .  .  .  .  .  .  .  .  .  
3  O  p o w e r
1 0 G E
9 1   A n t e n n a  e l e m e n t s
2  p o l a r i z a t i o n s  /  a n t e n n a
1 . 3   A n t e n n a  e l e m e n t
1 . 4  S u p p o r t  s t r u c t u r e
1 . 5  I n s t r u m e n t  c o n t a i n e r
.  .  .  .  .  .  .  .  .  .  .  
1 . 2  S u b - a r r a y
.  .  .  .  .  .  .  .  .  .  .  
1  E I S C A T _ 3 D  R a d a r  A r r a y  
v e r .  2 0 1 3 - 1 2 - 0 2
E I S C A T  S c i e n t i f i c  A s s o c i a t i o n         E I S C A T _ 3 D  p r o j e c t
4 2 8 x 3 0 2
1 0 9  S u b - a r r a y s
1 . 1   E I S C A T _ 3 D  R a d a r  a r r a y
T i t l e
S i z e D o c u m e n t  N u m b e r R e v
D a t e : S h e e t o f1 1M o n d a y ,  D e c e m b e r  0 2 ,  2 0 1 3
Multistatic Phased Array
Component Modules
LNA
 ADC
 16 bit
Power 
supply
Subarray 
Beam Former
5.4 Tflop/s
Overall 
Beam Former
22 Tflop/s
White 
Rabbit
Master
Exciter SSPA T/R
Process 
computer
Frequency std
Support    structure
WR
DC
VPN
8.5 Gbit/s (BW 5 MHz)
18 Gbit/s (BW 30 MHz)
1. EISCAT_3D Radar Array
2. Front end unit
4. Transmit unit
5. Pulse & Steering 
    Control
3. Sub-array
Beam former
(BW 30 MHz)
7. Time and Frequency
8. Computing System  (BW 5 MHz)
64 Gbit/s
Ring Buffer
86 TB RAM
109 Sub-arrays
91 Antenna elements/Sub-array
Dual polarization, crossed dipoles
182 dipoles / Sub-array
RF in
Fc = 233,3 MHz
I/O
I/O
Ant
Rx
I/O
WR
WR 
Slave
Clock &
trig gen.
Clk
Clk
CPU
Serial
I/O
700 Gbit/s
Parallel
6. Status and Control
9. Network
CPU
6.3 Gbit/s (BW 5 MHz)
38 Gbit/s (BW 30 MHz)
EISCAT_3D Block diagram    0. top level
ver. 2014-02-20
EISCAT Scientific Association        EISCAT_3D project
421x298
x 182
x 109
x 182
x 109
RF 233,3 +/- 15 MHz
Ctrl.
Ctrl.
Sub-array
Ethernet
Ethernet
60 Ms/s
Operations
   center
Portal
10. National 
      e-Infrastructures
50 Tflop/s
20 PB storage
   500 Tflop/s
ArchiveRadarContr.
Anti-
aliasing
Start
55 Tflop/s
2 PB disk 
2 x 10 PB tape
Title
Size Document Number Rev
Date: Sheet of0 10Thursday, February 20, 2014
Beamforming
 Direction controlled by individual delays
– 60 cm separation between antennas
– Beam width 1° (beam resolution)
– → delay 30 ps
 Resolution ~6 ps
Tx beamforming
 Signal generated by exciter
 Amplified to 500W → total 10MW
 Transmission freq ~1kHz
 Modulation BW <5MHz
– Baud length 200ns
– Nominal resolution 30m 
Rx beamforming
 Two stages
 Subarray (91*2)
– ADC
– FIR filter (FPGA)
 Delay
 Shift
 LP filter
– Total no taps 36-240
 Fullarray (109*2)
– CPU/GPU cluster
Tx
beam
Tx
beam
Operation Centre
 Control operation
 Collect data from sites
– 20 PB buffer
 Process 500 Tflop/s
– 3D profiling
– Reduce to physical parameters
 Send to archive
– 2-4 PB/year
 Serve users
– Portal for access & control
Computing
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