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Abstract 
The unawareness of production planners about the interaction of the logistic variables (actual and planned lead times, work in 
process levels, capacities etc.) often leads to problems while trying to improve the logistic target achievement. The Lead Time 
Syndrome of production control (LTS) represents one of these counterproductive actions, e.g., the aim of improving due date 
reliability by adapting planned lead times. The result is often an aggravation of due date reliability. The investigation of impacts on 
the logistic target achievement by the complex and dynamic variable coherences of the LTS requires transferring these coherences 
into control theory. In addition, the LTS chain reaction has strong similarities to a positive feedback loop of control theory. 
Thereby, even small system disturbances can lead to an increase in the magnitude of the perturbation. Control theory provides tools 
to model the behavior of dynamic systems and to avoid positive feedback by implementing appropriate countermeasures. The 
overall targets of this paper are to depict variable interactions in the LTS by means of control theory and to derive potential 
measures by investigating the similarities to the positive feedback loop. Consequentially, a more precise parameterization of the 
company specific production planning and control will be enabled. Moreover, the improved understanding of LTS variable 
correlations will enable the selection of situation-dependent measures to improve the logistic target achievement in scope of the 
LTS in the following steps of research. 
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1. Introduction 
Fluctuations in production processes as well as 
inappropriate high work in process (WIP) levels often 
cause a poor due date reliability, thus leading to a low 
logistic target achievement. These targets are short lead 
times, low WIP, high capacity utilization, and high due 
date reliability, whereby due date reliability is the most 
important target [1]. A 
common strategy by production planners to increase due 
date reliability is to release orders earlier (e.g. due to 
safety lead times [2]), because apparently prior planned 
lead times were set too short to produce in time. This 
reaction directly increases the process workload. 
Consequently, the WIP level rises and lead times get 
longer and more erratic [3]. Finally, this circle of 
mistakes leads to an even lower due date reliability - 
although the aim was to improve it - thus demanding for 
further measures to be undertaken. Ultimately, an 
increased number of urgent orders become rush orders 
(high prioritized orders), which results in high sequence 
perturbations  thus causing an increasing lead time 
standard deviation and wasted production capacity. In 
theory, this leads to a vicious circle, which continues 
until the mean lead times reach a very high level [1,4]. 
Fig. 1. Lead Time Syndrome of Production Control (based on [4,5]) 
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This chain reaction is called Lead Time Syndrome (LTS) 
and was first described by Mather and Plossl [5], though 
this simple example depicts only one possibility to 
trigger its interactions. 
To overcome the negative impacts of the LTS on the 
logistic target achievement, all LTS variable coherences 
have to be identified and investigated. This allows 
improving current strategies. Numerous studies in 
production planning and control use the LTS line of 
argumentation to introduce, e.g., different production 
planning and scheduling techniques or to investigate 
logistic coherences without investigating the LTS 
coherences itself (see, e.g., [4,6 9]). By using the 
clearing function theory, Selçuk et al. [10,11] initially 
investigated the influence of the planned lead time 
update frequency (two-dimensional Markov process) 
and stated that the LTS triggers uncontrolled production 
system states with regard to a high mean and standard 
deviation of lead times. The formal derivation and 
evaluation of the LTS line of argumentation by 
Knollmann and Windt [3,12] revealed on one hand that 
fundamental assumptions of the LTS are still rarely 
investigated while, on the other hand, dynamic effects 
and the variable interactions were excluded so far.  
A comprehensive investigation of the LTS 
interactions including the impact on the logistic target 
achievement requires transferring the LTS coherences 
into control theory. Moreover, the self-reinforcing LTS 
loop has strong similarities to a positive feedback loop 
of control theory. In a positive feedback loop even small 
system disturbances in the dynamic environmental 
conditions can lead to an increase of the magnitude of 
the input signal, thus amplify the overall gain [13,14]. 
Our own previous research [3,12] was performed by 
using the logistics operating curve theory by Nyhuis and 
Wiendahl. Thus, transferring the derived equations into 
control theory is necessary, as these equations only 
represent the steady state. So far, interactions that can be 
observed in real manufacturing systems, i.e., the latency 
period until adaptions take effect and the transient 
response, are excluded. However, such short term 
dynamic effects have to be considered when defining 
appropriate improvement measures of the logistic target 
achievement. Therefore, control theory provides tools to 
simulate the behavior of dynamic systems and is able to 
explain how to avoid positive feedback.  
The overall target of this paper is to demonstrate and 
quantify the variable interactions in the LTS by means of 
control theory, in order to enable a more precise 
parameterization of the company specific production 
planning and control process. Moreover, the improved 
understanding of LTS variable correlations will enable 
the selection of situations-dependent measures to 
improve the logistic target achievement in scope of the 
LTS in the following research steps. Therefore, (1) we 
introduce the positive feedback loop of control theory 
and its similarities to the LTS. Afterwards, (2) the 
influence of changing lead times on the due date 
reliability will be quantified in order to map all findings 
into a control theoretic model of a production process. 
Finally, (3) we transfer the established measures of 
control theory to handle positive feedback loops into 
possible measures to overcome the LTS. 
2. Positive Feedback Loop 
Feedback is frequently used in modern engineering 
practice, as it allows, e.g., controlling the system output 
[15]. The dynamic behavior of complex systems often 
emerges due to feedback, as in feedback loops a fraction 
of the output value is fed back to the input value. Thus 
the output value influences itself [16]. The question 
whether the feedback loop is negative or positive is most 
important, as the output value in a positive feedback 
loop is bigger (lower in a negative feedback loop) than it 
would have been without feedback [16]. Under the right 
circumstances, positive feedback is possible in systems, 
in which the output signal is fed back to the input signal 
[13,14]. A real life example of positive feedback is a 
sound system that amplifies the signal of a microphone. 
If the microphone receives the output signal of the 
speakers, the signal amplifies itself, causing the known 
deafening sound. 
Fig. 2. Basic feedback loop (acc. to [13,17])  
The resulting output of the feedback loop shown in 
Fig.2 can be calculated as follows[15]: 
input
feedbackgainsystem-1
gainsystem=output  (1) 
Equation 1 shows that the output signal is only 
amplified more than without feedback (
system gain), if 0<(1-system gain feedback)<1 [14]. 
The more the term  approaches 
unity, the larger the positive feedback loop gain gets 
[17]. Moreover, even small perturbations can lead to an 
almost uncontrollable system behavior in a positive 
feedback loop, as the amplification of the input signal 
increases exponentially with each loop [15].  
Comparing the positive feedback loop with the chain 
of reactions in the LTS, some similarities are obvious 
(see Fig.3). If the order release (input) changes due to 
measures that aim to improve the process due date 
reliability, the short-term parameter changes in the 
manufacturing process may trigger the LTS coherences. 
+input output
feedback
system gain
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Thus, the resulting due date reliability (output) strongly 
depends on the interaction of the manufacturing process 
and the LTS coherences. Planners will notice the short-
term amplified reaction of the due date reliability and 
estimate that the order release dates have to be changed 
by adapting the planned lead times. Therefore, if the 
LTS coherences are triggered, a positive feedback loop 
leading to a lower due date reliability is likely to occur. 
More specifically, the positive feedback occurs, because 
the increased and more variable workload at the work 
centers of the manufacturing process results in a longer 
lead time, this triggers earlier order releases, which 
increases the workload even more etc. 
Fig. 3. Lead Time Syndrome as a positive feedback loop 
Analogies between the LTS and the positive feedback 
loop can guide the search for countermeasures that have 
shown effect in the positive feedback loop on the LTS. 
For this purpose, (1) the quantifiable influence of 
changing lead times on due date reliability has to be 
determined and (2) the LTS coherences have to be 
transferred into control-theory. 
3. Due Date Reliability as a Function of Lead Time 
The negative influence of the LTS on the logistic 
performance is in its line of argumentation reduced to its 
main impact on due date reliability. Even though the 
influence on the other targets is included in the 
following chapter, a high due date reliability is of high 
importance for numerous reasons. Exemplary, a low due 
date reliability of assembly parts leads to considerable 
subsequent costs. Thus, planning anticipates these 
uncertainties with higher WIP levels and earlier order 
releases. 
Due date reliability quantifies the reliability of the 
production stages or the complete production system to 
meet agreed due dates. To calculate due date reliability, 
firstly the key performance indicator lateness is required. 
Since the focus of the LTS is on the changing lead times, 
the relative lateness is used in our context, which is 
defined as the difference between the actual production 
lead time and the planned production lead time (see Eq. 
4) [1]. Thus, positive relative lateness implies a longer 
lead time than originally planned. Moreover, we assume 
in our model that planned and actual order release dates 
match, thus zero input lateness. In this case, the relative 
late
output lateness are equal (see also [1]).  
Secondly, a company specific upper/lower limit of 
positive/negative lateness defines the tolerance period in 
which orders are produced on time [1,18,19]: 
100
ordersofnumbertotal
UpLLowwithordersofnumberDR  (2) 
DR  due date reliability [%] L  lateness [SCD] 
Low/Up  lower/upper limit of due date tolerance period 
For the investigation of the LTS coherences, eq. 2 has 
two disadvantages: (1) it is a past-oriented calculation 
out of a given set of manufacturing data and (2) a 
quantifiable, equation-based link to changes in the 
planned and actual lead times is not available (see also 
[12]). To estimate the resulting change of due date 
reliability when planned or actual lead times are shifting, 
firstly a suitable distribution function of lateness has to 
be defined.  
In a simplified model, the distribution functions of the 
planned and actual lead time can be assumed as 
Gaussian distributions (acc. to the central limit theorem 
[20,21]). Thus, due date reliability can be calculated 
according to the cumulative distribution function [20] as 
a function of the mean (m) and standard deviation (sd) of 
lateness. 
Up
Low
L
LX
sd
dxe
L
DR sd
m
2
2
1
2
1
  
 (3) 
Describing lateness as result of the actual (act) [1] 
and planned (pl) lead time [3], the following two 
equations can be derived: 
pl
m
act
mm TLTLL  (4) 
plactplact
plact
sd
TLTLCOVTLVARTLVAR
TLTLVARL
,2
 (5) 
In practice, the length of the actual lead time 
correlates to the length of the planned lead time. 
Therefore, the covariance of these variables has to be 
included into the term of Lsd [20,21]. Integrating eq. 4 & 
5 into eq. 3 leads to: 
Up
Low
TLTLVAR
TLTLX
plact
dxe
TLTLVAR
DR
plact
pl
m
act
m
2
2
1
2
1 (6)
 Eq. 6 enables estimating impacts of planned or real 
lead time changes on the resulting due date reliability in 
a quantitative manner (e.g. the reduction of actsdTL  by 
order
release
due date 
reliability
manufacturing 
process
Lead Time 
Syndrome 
coherences
planners reaction by adapting planned lead times
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10%, leads to an increase in DR of 6%). These 
estimations apply for the estimated steady state 
situations of a production process that is assumed in the 
logistics operating curve theory, excluding the short term 
fluctuations of the variables that lead into the LTS. 
Therefore, eq. 6 calculates the maximum possible due 
date reliability at the given system state. Depending on 
the defined tolerance period, the maximum due date 
reliability is visualized in Fig. 4. Thus, e.g., having a 
mean lateness and standard deviation of one Shop 
Calendar Day (SCD) (coefficient of variation: V=1) and 
a tolerance period that is twice the standard deviation, a 
due date reliability of 84% will be achieved. If the mean 
actual and planned lateness match (Lm=0 ), due 
date reliability reaches almost 100% for tolerance 
periods that exceed three times the value of the given 
standard deviation. This function can be used in the 
production planning process to achieve a targeted due 
date reliability, as these functions enable to quantify the 
achievable due date reliability directly if, e.g., standard 
deviation is aimed to be decreased. 
Fig. 4. Due date reliability as a function of the tolerance period and the 
coefficient of variation (V) of lateness. A normal distribution was 
assumed for lateness. The graph is independent of the numeric value of 
the standard deviation, since the independent variable is the ratio of the 
tolerance period and the standard deviation. 
4. Control Theoretic Modeling of the LTS  
To investigate the variable interactions caused by the 
LTS, firstly a discrete system model of a single work 
system had to be designed. Thereby, control theory 
provides tools to simulate the behavior of dynamic 
systems. This model is shown simplified in Fig. 5, which 
is adapted from a closed-loop production planning and 
control system [22] and a control theoretic model of 
production control [23]. These models have been 
extended by integrating a feedback loop, in which a 
controller increases planned lead times according to the 
given due date reliability. Moreover, all control 
mechanisms such as WIP control or capacity control 
have been excluded to prevent a concealing of the 
theoretic interdependencies between the logistic 
variables caused by the LTS. In such a cumulative model 
of input and output values, no information is given 
regarding a specific lead time of an occurring output. 
But, according to the cumulative production figures 
principle [24,25] the horizontal distance between the 
input and the output curves can be interpreted as the 
mean lead time. In contrast to the mean range, it is 
calculated each period as the moving average over a 
definable (short) time frame. To understand the 
fundamental coherences of the logistic variables and the 
influence of changing planned lead times, several 
assumptions were made: 
 Constant input rate with an initial work in process 
level to guarantee maximum capacity utilization  
 Input rate = Mean output rate  
(including normal distribution fluctuation) 
 No sequence deviation or additional disturbances 
To evaluate these coherences and the effects of 
feedback, the model of Fig. 5 was transferred into 
Simulink (MathWorks 2012). Thereby, the initial WIP 
level (operating point) was set high enough to ensure 
that the available capacity is used. Thus, an increasing 
inventory level does not increase the capacity utilization 
any more (see also [22]), which simplifies the control 
theoretic model regarding the logistic function. 
The established assumptions frame the model of a 
production process as easy as possible to demonstrate, 
that even in these simple conditions the negative effects 
of the LTS occur. If the feedback loop is open  the 
controller is able to adapt the planned lead times  even 
small dynamic changes of the actual capacity lead into 
the known LTS effects. Fig. 6 shows the resulting due 
date reliability and actual mean lead time. Therefore, the 
simulation model reflects the anticipated variable 
reaction of our previous research [3], when the LTS 
coherences occur. Moreover, the exponential increase of 
the mean actual lead time shows similarities to a positive 
feedback loop. Thus, transferring measures of the 
positive feedback loop into the LTS model is reasonable. 
Without adapting the planned lead times (without 
feedback), a due date reliability of 73.3% would have 
been achieved after 6000 periods (acc. to Eq. 6 with 
Lm=0.2; Lsd=0.4). At the same time, the mean actual lead 
time oscillates around the value of 3. The standard 
deviation of lateness is only caused by the fluctuating 
output. Therefore, the capacity utilization remains 
unchanged on 87% with or without feedback. As orders 
are released earlier, the WIP level increases to the same 
extends as the lead times. Therefore, it increases from a 
level of 30 without feedback to a level of 570 (after 2000 
periods). Comparing the resulting values of the 
situations with and without feedback, evidently the 
target achievement of due date reliability, WIP, and 
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Fig. 5. Control-Theoretic Model of the LTS (based on [22,23]) 
lead times worsened, although the input rate was 
constant. How fast and to what extend the target 
achievement worsened, strongly depends on the 
frequency of possible adaptations and the delay of the 
decisions (latency period). 
Fig. 6. Performance of due date reliability and mean actual lead time 
per planning period including feedback. Sequence deviations are 
excluded and orders can be released earlier limitless. Constant order 
input of 10/period. Initial work content of 30. Actual mean capacity of 
10/period with a standard deviation of 0.5/period. DR tolerance period: 
±0.5. Delay of adaption: 0.1 periods. Adaption frequency: once per 
period. Sample time: 0.1 periods. In this scenario, DR tends to zero for 
time periods bigger than 2000. Simulation tool: SIMULINK 2012  
5. Control-Theoretic Driven Measures To Overcome 
LTS 
The demonstrated analogies between the LTS and the 
positive feedback loop can guide the search for 
countermeasures against the negative effects of the LTS. 
Measures that have shown effect in the positive feedback 
loop can be subdivided according to their dampening or 
avoiding effects: 
Dampening: The positive feedback loop is triggered 
by the short-term dynamic changes of the material flow. 
As the impact of short-term extreme values decreases 
with an increasing number of values that are used to 
calculate the mean and standard deviation of the lead 
time, the investigated timeframe should be as high as 
possible. Another effect of positive feedback is that the 
faster the system reacts to changes, the stronger the 
amplification will be over the loops. Both reasons lead to 
the necessity to decrease the frequency of adaptions. In a 
more practical example, the water temperature of a 
boiler has to be increased to a certain level. If the power 
input of the heating coils would be controlled directly by 
the water temperature, an undesired oscillation of the 
temperature would occur, due to the latency period. 
Therefore, the temperature of the heating coils is 
measured directly to reduce the latency period of power 
changes. Following this example, the planned lead times 
should control the actual WIP level instead of the due 
date reliability. 
Avoiding: In practice, planned lead time adaptions 
and the LTS are caused by planners that overreact at the 
given environmental conditions. Thus, the cause of the 
LTS is due to taking up the short term amplified output 
(worsened due date reliability) to adjust the input 
(planned lead time) again, rather than changing lead 
times. Similar to the procedure of dampening the 
feedback, only steady state situations are suitable to 
change the system variables. Furthermore, implementing 
a visualization tool that calculates possible system states 
and changes of the logistic target achievement would 
improve and facilitate the decision-making of planners. 
In addition, intervention limits (according to the given  
environmental conditions) would prevent planners from 
causing positive feedback. 
This selection of possible countermeasures against 
the LTS effect demonstrates that even measures that are 
easy to implement in real production systems are able to 
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counteract the self-amplifying logic of the LTS. 
Providing a situation-dependent mix of interacting 
measures  to improve the logistic target achievement in 
scope of the LTS  could serve as a decision support for 
production planners. However, further research is 
required to implement these findings. 
6. Conclusion 
The aim of this paper was to quantify the impact of 
the LTS on the logistic target achievement by means of 
control theory. Although feedback is used in control 
theory to minimize deviations of actual to planned 
values, it was shown that a continuous feedback of the 
output can lead to a worsened target achievement in 
scope of the LTS. The revealed variable interactions and 
the strong similarity to the positive feedback loop 
enabled to derive possible countermeasures against the 
negative LTS influence. Moreover, enhancing the 
simulation will enable evaluating feasible measures of 
production planning and control that aim to improve the 
logistic target achievement. Therefore, remaining 
questions are: 1. How to configure the update frequency 
and the correlating timeframe to calculate mean and 
standard deviation? 2. What is the influence of the 
decisions? 3. How strongly are the effects influenced by 
external disturbances or changing input rates? 4. Does an 
increasing number of work systems change the system 
behavior? This paper presented a model that simulates 
for the first time the LTS. Thus, possible triggers and 
countermeasures regarding the LTS (see also [3]) have 
to be subject of further research, just as utilizing 
feedback data of a real manufacturing system and the 
implementation of the theoretic results into practice. 
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