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Introduction
Predictive science for cratering and ejecta phenomena is an 
integral component of multiple areas of science and engi-
neering. In the field of solar system formation and dynam-
ics the phenomenon has been studied extensively from a 
scaling-law perspective, asteroid collisions for planetary 
defense, and space debris and micro-meteoroid threat miti-
gation in the design of manned and unmanned space flight. 
A typical generic impact event is depicted in Fig. 1, where 
an impacting object of radius a and density 훿 impacts a sur-
face with velocity v. The impacted material has density 휌 
and strength Y. While the actual dynamics of the impact are 
fairly complicated, work over many decades has shown the 
degree to which a range of impact phenomena can be pre-
dicted from simple combinations of these parameters (see 
Refs. [1–3] and references therein). Other work has con-
centrated on the relationship between these fundamental 
scaling laws and the existing experimental work (see Refs. 
[4–6] and references therein). However, relatively little has 
been published about the distribution of ejecta sizes and 
velocities that are created and thrown off from the direct 
simulation of such impacts.
We develop a computational model of crater forma-
tion using an adaptive smooth particle hydrodynamic spa-
tial discretization scheme, implemented in the Spheral++ 
[7–10] computational package, to study the phenomena 
of cratering and ejecta formation during cratering events. 
We first outline the computational challenges and the 
approach taken to address these, along with the physical 
models employed in the work. We then describe the meth-
odology by which we measure the excavated crater volume 
and debris field; particular interest is given to choosing the 
measure of ejecta fragment size. We then compute several 
specific examples and compare the results to experiment, 
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where good agreement between the computational and 
experimental results is observed. Finally, we discuss the 
ejecta distributions obtained from one of the scenarios 
computed.
Methodology
For the modeling of the impact of high- and hyper-velocity 
particles the velocities and energies involved are sufficient 
to place the calculations in the realm of high energy den-
sity physics. Typical tools in this regime involved hydro-
dynamic simulations with the material discretized into a 
mesh. This mesh then moves in either a Lagrangian fashion 
(where the mesh itself moves and the material within each 
mesh zone remains the same) or in an Eulerian fashion 
(where the mesh remains constant and the material moves 
through the zones). One can even go further and perform 
re-zoning at various timepoints to smooth out mesh tan-
gling issues in what is known as the Arbitrary Lagran-
gian-Eulerian (ALE) methodology. Or in the Eulerian 
framework one can refine the mesh dynamically to capture 
physically important areas, known as Eulerian Adaptive 
Mesh Refinement (AMR). The technology to perform these 
operations in a self-consistent manner has advanced by 
leaps and bounds over the last several decades. However, 
for problems concerning ejecta, meshed methods still fall 
short.
Standard ALE or AMR (such as CTH, used in Ref. [6]) 
codes typically have several problems when it comes to 
accurately creating and tracking ejecta. The first of these 
significant difficulties include capturing the physics of large 
deformations and fracture mechanisms that dominate crater 
and ejecta formation. Various models for zone damage and 
crushing have been utilized, with varying degrees of suc-
cess, but these still tend to give incorrect answers for ejecta 
production, even if they correctly capture crater formation. 
Following the ejecta creation, its subsequent motion out of 
the impact zone and into a ballistic trajectory also presents 
difficulties for mesh-based hydrocodes, as the size and 
shape of the ejecta typically depends on interface recon-
struction routines. These routines will often severely distort 
ejecta shapes and mis-identify neighboring pieces as one, 
continuous, ejecta particle.
However, mesh-free methods are naturally suited to 
model these ejecta phenomena. Specifically we turn to a 
smooth-particle hydrodynamics approach [11–14]. Here 
the materials in the problem are treated as a series of 
nodes, each of which represents a certain amount of mate-
rial which interacts hydrodynamically with neighboring 
nodes via an interpolation kernel. Because each particle is 
not necessarily tied computationally to its neighbors, any 
material ejected from the impact point can free-stream 
away without resorting interface reconstruction or ALE 
techniques. Furthermore, as each node is guaranteed to 
remain strictly Lagrangian, sub-scale damage models can 
be robustly employed which accurately represent material 
damage throughout the material at both macro- and micro-
scales. To this end, we employ an Adaptive Smooth Par-
ticle Hydrodynamics (ASPH) formalism following [7, 10, 
14, 15]. ASPH updates the equations of conservation of 
mass and momentum according to
Mass and mass density are denoted by mi and 휌i respec-
tively. The velocity is given by v훼
i
, and the stress by 휎훼훽
i
. 
Wj = W(r, hj) is the interpolation kernel, in our case chosen 
to be a cubic B-spline as in [11, 13]. Π훼훽
ij
 is the artificial 
viscosity tensor as in [8] with the smoothing radius hj being 
specific to each node. We remark that the Roman indices 
(i, j) denote nodes and the Greek indices (훼, 훽) denote spa-
tial dimension with Einstein’s summation convention in 
effect. The energy is updated using the compatibly differ-
enced methodology of [10], which explicitly enforces total 
energy conservation to roundoff while maintaining good 
adiabatic evolution properties. A full description of this 
algorithm is beyond the scope of this paper—we refer the 
interested reader to [10] for a more thorough discussion.
For the equation of state, we employ the Livermore equa-
tion of state for both granite and copper in the numerical sim-
ulations considered. We use Steinberg-Guinan[16] strength 
model to capture plastic deformations. Steinberg-Guinan 
specifies rate dependency at high strain rates for elastic per-
fectly plastic materials. It specifies the yield strength, Y, and 
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Fig. 1  A spherical impactor with radius a, density 훿, and velocity v 
strikes a target material with strength Y, density 휌, and with gravita-
tional acceleration g and forms a crater and ejecta. The ejecta escapes 
the crater with a distribution of velocities u and sizes r
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the shear modulus, G, as a function of pressure, P, tempera-
ture, T, and compression, 휂. Writing these out we have
and
Any initial plastic strain is given as, 휖i and 휈, 훽, and n are 
work hardening parameters. G0 and Y0 are the shear modu-
lus and yield strength at the reference state. The notation, 
G′
P
 specifies a derivative of G with respect to P. Further-
more, we may require the constraint, [1 + 훽(휖 + 휖i)]n ≤ Ymax 
where Ymax specifies the maximum yield strength of a 
particular material. It is worth noting at this point that a 
strength model is in fact very important even in a hyper-
velocity impact regime. Indeed, carrying out the same cal-
culations as we will shortly describe yields dramatically 
different (and wrong) answers without a correct strength 
model.
To model damage and resulting fragmentation, we utilize 
an extension of the damage model due to Ref. [17], which is 
in turn based on the theory presented in Ref. [18]. To briefly 
summarize, we define a tensor damage variable, D훼훽
i
, which 
in three dimensions is a 3 × 3 symmetric matrix with eigen-
values bounded in the range [0,  1]. Each eigenvalue repre-
sents the degree of damage in the direction of the associated 
eigenvector: a value of 0 corresponds to undamaged material, 
while an eigenvalue of 1 indicates that ASPH point is fully 
damaged in that direction. This damage is then used to direc-
tionally reduce the material strength properties such as yield, 
deviatoric stress, and any negative pressure.
The damage tensor D훼훽
i
 is evolved by assigning a strain-
based probability of failure to each point according to a 
Weibull distribution
describing number of flaws per volume below a strain 
activation threshold, 휖, with material parameters m and k. 
Practically, this is implemented by considering a number of 
flaws, Nf , which is much greater than the total number of 
particles. These are randomly assigned to the particles as 
flaw activation strains,
calculated by sampling the Weibull distribution in Eq. (5). 
Here, i indexes the particle and j indexes the flaw, and V 
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the volume of the material being modeled. Following the 
procedure outlined in [17] the flaws are seeded sequen-
tially according to (6) as follows. Starting with j = 1, we 
randomly select a Spheral particle i and give it an activa-
tion flaw via (6). We then increment j and randomly select 
a Spheral particle again (which could be the same point), 
give it the next flaw in the sequence, and so forth. This 
procedure is repeated until each point has at least one flaw, 
resulting in a statistical distribution of flaws following (5). 
If the total number of Spheral particles in the material is 
N, statistically the total number of flaws seeded will be 
Nf ≈ N ln(N), and the average number of flaws per point 
will be ≈ ln(N).
In order to evolve the damage variable we monitor the 
local tensor strain defined as
where Ei is the Young’s modulus, and when any eigenvalue 
of this strain exceeds a flaw activation strain on the point i, 
that point begins to accumulate damage along the direction 
of the associated eigenvector of 휖훼훽
i
. The damage is then 
applied to the pair-wise Spheral particle interactions such 
that strength interactions due to the deviatoric stress inter-
action, any negative pressure (i.e., tension), and so on are 
scaled by 1 − Dmax
i
, where Dmax
i
∈ [0, 1] is the maximum 
eigen-value of the damage tensor D훼훽
i
 of point i. The val-
ues for granite and copper as used in this paper are given in 
Table 1.
Note in this simple model the entirety of the physics of 
damage and failure for a given material are represented 
by the statistical probablity of failure, approximated in 
this approach as obeying a Weibull distribution in (5). 
This probability of failure is captured by two parameters 
in this relation: the coefficient k and power-law slope m. 
These parameters can be fit from fracture experiments as 
described in [18], and therefore the applicability of the 
resulting coefficients is dependent on the range of fail-
ure types (brittle vs. ductile, high or low strain-rate, etc.) 
captured by those experiments. The numerical approxi-
mations we are using here roll all of those physical pro-
cesses into a simple statistical probablity of failure based 
on strain. More sophisticated treatments are of course 
(7)휖훼훽
i
=
휎
훼훽
i
Ei
,
Table 1  The strength and fracture material parameters
Granite Copper Units
k 1.00e27 1.00e5 cm−3
m 6.2 2.6 –
G
0
2.5e11 4.77e11 dyn/cm2
Y
0
3.50e10 1.2e9 dyn/cm2
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possible: one could imagine trying to separate out com-
ponents of the strain for different failure regimes and 
measuring different probabilities of failures appropriate 
for those regimes in experiments, resulting in multiple 
Weibull (or other) fits and thereby a multi-component 
damage model following each of those failure paths. The 
approach we take in this work however assumes all the 
possible damage mechanmisms are rolled into a single 
probability of failure as a function of the total strain ten-
sor 휖훼훽.
We model a generic scenario of a spherical impactor of 
radius a, striking a large block (cube of size length l) tar-
get. We do not include the effects of gas or other material 
near the point of impact. The boundary conditions of the 
block are free on the surface of impact and fixed otherwise. 
The size of the block is carefully chosen such that it is sig-
nificantly larger than the eventual crater size, and is in fact 
large enough that the shock waves generated by the impact 
and reflecting from the fixed boundaries do not affect the 
crater or ejecta formation. Conversely, the block size must 
be kept small enough to minimize computational run time 
at the necessary spatial resolution. We measure the cra-
ter size by diameter, measured at the original surface, the 
depth, measured from the original surface to the lowest 
point of the crater, and the volume V, measured by track-
ing the Spheral particles which have left or will leave the 
crater eventually based on current speed and fragmentation 
(described below).
A friends of friends algorithm is used along with the 
damage criteria above to identify the ejecta fragments. Any 
fully damaged material, D = 1, loses the ability to support 
a tensile load. In order to automatically identify fragments 
we iterate over the Spheral nodes with D < 1 and identify 
the neighbors of a given node that also have D < 1. Any 
neighbors of those surrounding nodes are then checked to 
see if they also have D < 1, and so on until all the points in 
a given fragment that are undamaged have been identified. 
This procedure results in the so-called “friends of friends” 
algorithm, whereby distinct fragments can be selected from 
a calculation automatically. If the impacted body is frac-
tured or cracked, this procedure results in the identifica-
tion of collections of nodes that are not yet fully damaged 
and are separated by regions that are fully damaged. We 
identify these as fragments and determine their velocity as 
an average of the Spheral node velocities, v훼
i
, of member 
nodes. It is worth noting that there is a significant number 
of nodes that are “rubblized” (i.e. completely damaged and 
on their own) that are representative of all of the mass that 
is below the scale of resolution of simulation.
This process is illustrated diagrammatically in Fig.  2. 
The different colors in the final picture show the largest 
of the fragmented pieces in a particular impact scenario. 
There are many choices that can be made to measure the 
size of any particular ejecta fragment. A good measure for 
determining a meaningful sense of size for a member of a 
collection of particles of various shapes and sizes is that of 
the Sauter mean diameter [19]. The typical definition of the 
Sauter mean diameter proceeds as follows. Let Ap and Vp 
be the surface area and volume of the particle. Define the 
surface diameter
and the volume diameter
Then the Sauter mean diameter is given as
One may interpret the meaning of the Sauter mean diam-
eter to be the diameter of a sphere that has the same volume 
to surface area ratio as the volume to surface ratio of the 
ejecta fragment. Note that for the rest of this paper any time 
we refer to the “ejecta size” in reference to the computa-
tional results we mean the computational determined Sau-
ter mean diameter and not necessarily a mean particle size.
Validation and Results
Two test cases were examined to verify the effectiveness 
of the method and modeling paradigm. These examples 
were chosen to illustrate impacts in two important appli-
cation materials, rock and metal. Impacts in granite are 
an example of impacts in rocky materials which are of 
ds =
√
Ap
휋
dv =
(
6Vp
휋
)1∕3
.
(8)SD ≡ D[3, 2] ≡
d3
v
d2
s
.
Fig. 2  In the leftmost image (at a relatively early time post-impact), 
we identify fragments using the damage criteria and indicate them by 
green color. The middle image shows the damaged material alone. 
We then identify ejecta fragments using the friends of friends algo-
rithm described with different fragments denoted by different colors 
in the rightmost image. (Color figure online)
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interest to the astrophysics community for solar system 
evolution and planetary defense. Second, an impact in 
copper is a representative model for the evaluation of 
micro-meteoroid impacts into spacecraft materials.
For impacts into metal we consider the experiment of 
Ref. [20]. Here a 3.18 mm diameter stainless steel projec-
tile struck a copper target at 1.96 km/s. The copper tar-
get was 2.5 cm thick. These parameters were used in the 
simulation, and a visual comparison of the experimental 
impact crater and the simulated impact crater are shown 
in Fig.  3. Ejecta production in this impact regime was 
minimal, i.e. few significant fragments were produced, so 
the final crater volume is the primary metric of compari-
son. The volume calculated during simulation was 0.168 
cm3 and the volume from the experiment was 0.167 cm3, 
a difference of 0.6%, as tabulated in Table 2 . As one can 
see in in Fig.  3, both the crater diameter and depth are 
close to the experimental result.
Next we examine a gas gun experiment of impacts in 
granite, using results published in Ref. [21]. Here a 60 cm 
× 60 cm × 36 cm block of granite was impacted by an alu-
minum sphere at a velocity of 7.3 ± 0.3 km/s with a mass 
and diameter of 3.029 g and 1.26 cm respectively. These 
parameters were replicated in the simulation. Measur-
ing the simulated crater volume as above one obtains 780 
cm3. This compares well with the crater volume described 
in Ref. [21], which is reported as 748 cm3 for an error of 
about 4 percent.
In Fig.  4 the experimental crater results are compared 
next to the simulation crater results (where the simulation 
colors indicate node damage, with red being fully dam-
aged). One can observe similar crater sizes between the 
two, though the simulation crater is slightly deeper and 
not as wide across. The very similar excavated volume 
would indicate that the total energy/momentum budget of 
the simulation during the impact was similar to that of the 
experiment, but that surface irregularities in the experi-
ment resulted in slightly different spatial distributions. 
Deeper into the material, where boundary effects are less 
prominent, one observes that similar concentric cracks in 
the granite have formed in both simulation and experiment. 
Looking at the bulk ejecta properties of this same setup, 
Fig. 3  Left The crater formed 
during the experiment con-
ducted by Hernandez [20]. 
Right The crater formed during 
simulation. Both images are at 
the same scale, and the resulting 
crater volumes are within 0.6%
Table 2  Comparison of total crater volume between the simulation 
and the experiment of Ref. [20]
Crater volume
Experiment 0.167 cm3
Spheral calculation 0.168 cm3
% Difference 0.6%
Fig. 4  Left The crater formed 
during the experiment con-
ducted by Horz [21]. Right The 
crater formed during simulation. 
Note that in both cases concen-
tric cracks have formed at the 
same radius from the point of 
impact. Both images are at the 
same scale
185J. dynamic behavior mater. (2017) 3:180–188 
1 3
we can compare both the total mass of the ejecta and mass 
of the largest fragment as described in Ref. [21]. Ref. [21] 
cites two ejecta total mass numbers, that recovered from the 
experiment and used subsequently in fragment size analy-
sis, and that calculated from the final crater size. These 
numbers are compiled in Table 3. We find very good agree-
ment with the experimental numbers, matching the largest 
fragment size with an error of less than 4%, and matching 
the total ejecta production to 0.8%.
Direct comparison of simulated ejecta distributions 
to experiment can be arduous due to the variation in ini-
tial flaw distribution that can strongly affect the outcome. 
Indeed, the Weibull parameters themselves along with the 
initial flaw distribution could be used as “knobs” to tune 
the answer to some extent. However, for this initial work 
we tuned neither the Weibull parameters nor the flaw dis-
tribution, using only the values obtained from the litera-
ture as shown in Table 1 and the initial flaw distribution as 
described in Sect. 2. Future work will include uncertainty 
quantification studies varying both aspects of the damage 
model.
The task of assigning a measure of size or length to 
ejecta fragments that are in no way uniform is challenging. 
To this end, we find that employing the Sauter mean diam-
eter, as described above, does an effective job of describing 
the ejecta in comparison to experiment. In Fig. 5, we plot 
the cumulative mass distribution of both the experiment 
in Ref. [21] and the simulation. The line corresponding 
to the experiment has had all particles below our compu-
tational resolution removed to facilitate a direct compari-
son. We find good overall agreement, with the simulation 
producing relatively fewer small ejecta, and relatively more 
larger ejecta when compared to the experiment. It is likely 
that this is a simulation resolution issue, where the inher-
ent scale provided by the smallest node in the simulation 
affects the final distribution. Indeed, it is worth noting here 
that we examined the resolution dependence of the solu-
tion by increasing the number of Spheral particles in the 
impacted region. Though there was no discernible effect 
on the crater volume or the structure of the ejecta cumu-
lative mass distribution, the increase in resolution did add 
more fragments to the lower end of the mass distribution. 
Research into this effect is ongoing, but it is made difficult 
by the fact that the computational runtime increases as res-
olution to the fourth power.
A more detailed look at the number distribution of the 
ejecta sizes from the impact into granite is shown in Fig. 6, 
with the distribution PDF on top and the CDF on the bot-
tom. Here one can see a broad distribution of particles from 
a few mm through nearly 20 mm, with a noticeable spike 
in the number of particles per mm around 5 mm in size. As 
this size is a factor of several above our simulation resolu-
tion (meaning that each of these particles consisted of mul-
tiple nodes in the simulation) there is reason to believe this 
spike could be a real effect. The bin size given in the mass 
distribution from Ref. [21] is possibly too large to have 
noticed this sudden increase, and as such is not seen in the 
experimental data.
Broadly speaking, the clarity with which the peak at 5 
mm occurs would indicate that there is a fundamental scale 
involved, either natural (based on the material proper-
ties and experimental setup) or computational (such as the 
resolution). As such a quick back-of-the-envelope calcula-
tion is illustrative. Using the generic impact event depicted 
in Fig.  1, the natural scales involved the would produce 
a quantity with dimensions of length would be (훿∕m)−1∕3
, (휌∕m)−1∕3, or (Y∕mv2)−1∕3 (where m is the total mass of 
the original impactor). These scales give values of 1.04 cm, 
1.03–1.05 cm (depending on the granite density used), and 
9.3 cm. The last of these scales is an order of magnitude 
above our observed peak, indicating that it is not due to 
strength scaling. The scales involving density scaling are of 
the correct size (modulo a factor of two, which is the differ-
ence between a diameter and a radius measurement) indi-
cating that this peak may be a simple result of the impac-
tor mass and the target density. Further work where these 
Table 3  Comparison of total ejecta mass and the mass of the largest 
fragment between the simulation and the experiment of Ref. [21]
Ejecta Largest
Mass Fragment
Experiment (recovered) 1933 g 124 g
Experiment (calculated) 2024 g N/A
Spheral calculation 2007 g 128 g
% Difference 0.8% 3.2%
Fig. 5  The cumulative mass is the percentage of mass accounted for 
tracking particles with length less than or equal to a given length of 
ejecta fragment. The solid line is derived from Fig.  6 of Ref. [21], 
while the dashed line is from the Spheral calculation
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values were artificially altered could examine this hypothe-
sis, along with variations in mesh size of the damage model 
flaw distribution to elucidate numerical effects.
The velocity distributions of the ejecta are shown in 
Fig. 7, with the distribution PDF on top and the CDF on the 
bottom. A large portion of the ejecta fragments are mov-
ing at less than 2.0 m/s with a scattering of ejecta mov-
ing at higher speeds, about an order of magnitude below 
the impactor velocity. In fact, a significant portion of the 
fragments are traveling at speeds so slow that they may 
not exit the crater. That is, there is a significant portion of 
fragmented pieces that are not excavated at high speed. A 
smaller number of fragments leave the crater at speeds in 
excess of 2.0 m/s, while approximately 30 fragments exit 
the crater at speeds greater that 100.0 m/s. However, one 
can see from Fig. 8 that the high velocity particles do not 
constitute a significant fraction of the total ejected mass.
Examining the middle of the velocity distribution, a 
power law behavior is evident between 0.1 and 2.0 m/s 
insofar as there is a nearly linear decrease in the log-log 
plot. At the low end of the distribution the power law gives 
way to something approaching a normal distribution with 
a peak at 0.045 m/s. This behavior between 0.01 and 10.0 
m/s is expected from the scaling law considerations pre-
sented in Ref. [4], where the power law occurs in a regime 
Fig. 6  Size distributions PDF (top) and CDF (bottom) Fig. 7  Velocity distributions PDF (top) and CDF (bottom)
Fig. 8  Cumulative Distribution of the ejecta mass versus size (top) 
and velocity (bottom)
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of the problem where the impact is ’pointlike’ (between 
0.1 and 10.0 m/s), while at lower velocities the power law 
breaks down due to the strength effects near the edge of the 
crater. Taking the velocity data from between 0.1 and 100.0 
m/s for the velocity/mass distribution in Fig. 8 and fitting a 
power law obtains an exponent on the velocity of −1.636. 
This compares very favorably with the exponent derived 
from Ref. [4] for competent rock of −1.65.
Examining Fig.  8, we observe that the fastest mov-
ing ejecta constitute a very small percentage of the mass. 
Indeed, we note that the cumulative mass distribution 
nearly plateaus at around 1.0 m/s, with the fastest mov-
ing fragments (above 100.0 m/s) weighing much less than 
one gram. Looking at the results a different way, we can 
form the joint probability distribution for velocity and size 
as shown in Fig.  9. Here we can clearly see two distinct 
regions, one consisting of relatively small, fast-moving 
ejecta, and a much larger region of significantly slower 
but larger ejecta. The larger, slower region is what makes 
up the majority of the mass of the ejecta, as well as being 
the particles that conform most closely to the power law 
expected from scaling considerations for the velocity dis-
tribution. The small faster-moving particles may originate 
from the initial interaction region of the neck between the 
impactor and the slab, similar to those seen in water drop-
let experiments at much lower velocity [22]. Time resolved 
ejecta at the early times in the impact event would be 
needed to examine this.
It is interesting to compare the mass quantities dis-
cussed above to the mass of the impactor. The ratio of the 
total ejecta mass to the mass of the impactor is ≈638. Con-
sidering only the total mass ejected with fragments that 
each have less mass than the impactor, the ratio is ≈125. 
The ratio for total mass that is moving faster than 100.0 
m/s is ≈0.425. In all but the highest velocity cases the 
amount of material ejected is significantly more than that 
of the impactor. This is the origin of the 훽 used in plan-
etary defense contexts. Impacts into materials less prone to 
fracture would likely produce less ejecta mass, but may still 
produce more mass than the original impactor.
Conclusion
We have modeled spherical projectiles striking several 
materials using adaptive smooth particle hydrodynamics 
with the Livermore equation of state, a Steinburg Guinan 
strength model, and a Grady–Kipp–Benz–Asphaug damage 
model. The effects of the inclusion of these various physics 
is very important insofar as leaving any of them out yields 
incorrect results as compared to experiments. It is worth 
noting that the use of the ASPH paradigm as compared 
to a more standard AMR framework gave results notably 
closer to the experimental values. The authors originally 
utilized such an AMR strategy and found it unable to effec-
tively capture the material behavior, particularly regarding 
fragmentation.
We compared simulation crater volume as well as 
ejecta characteristics to several results from the literature 
and found very good agreement. We examined the veloc-
ity distributions among the ejecta resulting from the sec-
ond impact. The velocity distribution varies across several 
orders of magnitude and the fastest moving fragments are 
small. The nature of the velocity distribution across sev-
eral orders of magnitude in velocity conforms to what is 
expected from scaling law considerations presented in Ref. 
[4]. Additionally, the total mass of the ejecta is much larger 
than that of the impacting mass.
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