The swash zone is one the most dynamic regions in the nearshore. During storms the beach response (erosion and recovery) is strongly controlled by the swash zone and for this reason it is crucial to acquire field data to and develop new modelling solutions to improve the forecast of the processes in this zone. New remote sensing techniques, such as 2D Lidar, that can measure swash hydro-and morphodynamics provide extremely valuable observations to develop and validate numerical models. In the present work a novel dataset of swash hydrodynamic observations (performed by a 2D Lidar) are used to test the performance of a new non-hydrostatic tri-dimensional numerical model (CROCO) to predict wave transformation and swash motions on a sandy beach with a low tide terrace (Nha Trang, Vietnam). An high resolution grid was setup, covering the entire swash zone and the inner surf zone, and 2 types of simulations were performed with energetic waves and mild wave conditions. Comparisons between CROCO and 2D Lidar indicate that despite some differences between individual waves characteristics (length of swash excursions and durations) in the overall the model show skills to predict extreme runup statistics (e.g., R2% or R10%) with very high level of accuracy, particularly during mild energetic wave conditions.
Dataset
A field experiment was undertaken between 26 November and 04 December 2015 at Nha Trang beach, a sandy beach located on a semi-closed bay on the South East of Vietnam (Figure 1 ). This medium-to-coarse sandy beach (D 50 =0.3 mm) has a fairly steep beach face slope (~0.1) and a narrow (~40 m) alongshore uniform and flat (~0.01) low tide terrace (LTT). A 2D Lidar (SICK LMS500) deployed on top of a metallic tower (Figure 1 ) to measure high frequency (4 Hz), and high resolution (average Thème 1 -Hydrodynamique côtière distance between points is about 10 cm) swash zone hydrodynamics (swash position and depth) and morphological evolution along a cross-shore section of the beach. 
Circulation model framework
2.1 Description CROCO is the last evolution of ROMS-AGRIF model (PENVEN et al., 2006) , part of the ROMS model. It has the particularity of having nesting capabilities and a nonhydrostatic option (not used here). Initially developed for basin scale modelling (O10 km), its use has recently been extended and assessed to nearshore processes resolutions (O10 m, MARCHESIELLO et al., 2015) with phase averaged wave forcing. We propose here to go one range further in resolving decimetre scales processes and solving explicit waves. CROCO is a three-dimensional, free surface, terrain-following numerical circulation model that solves finite-difference approximations of the Reynolds averaged NavierStokes (RANS) equations using the hydrostatic and Boussinesq assumptions (CHASSIGNET et al., 2000; HAIDVOGEL et al., 2000) with a split-explicit time stepping algorithm (SHCHEPETKIN & MCWILLIAMS, 2005; HAIDVOGEL et al., 2008) . It uses a horizontal curvilinear Arakawa C grid and vertical stretched terrainfollowing coordinates. CROCO has a flexible structure that allows choices for many of the model components, including options for advection schemes (second order, third order, fourth order, and positive definite), turbulence submodels, and boundary conditions. It includes bottom and surface boundary layer submodels, air-sea fluxes, Table 1 . In the particular case of a x-z section for a fluid with uniform density, the classical primitives equations become for the momentum: with , Ω the velocity components in the referential, the level thickness, the pressure, the density anomaly, the reference density, the gravity, the free surface elevation, the molecular viscosity, the vertical eddy viscosity, and the forcing terms and the horizontal.
Model tests
For swash modelling at Nha Trang we set up configuration corresponding to the observations presented in Figure 1 , covering an extent of 30 m, at 0.1 m resolution. The model is only forced at its offshore boundary by water elevation time series at 4Hz frequency. The model configuration used in this simulations were standard for regional configurations, see Table 1 for a description. With this setting the 3D equations 1, 2 and 3, are solved without forcing terms ( 0 . The vertical dissipation ( ) is set constant and the explicit horizontal eddy viscosity ( is given by the flow-and resolution-dependent Smagorinski (SMAGORINSKI, 1963) :
where is the strain rate, Δ the model resolution and the Smagorinsky constant. Such formulation allows to turn the dissipation on only when the shear becomes critical.
Thème 1 -Hydrodynamique côtière
An additional viscosity term is added to take into account the wave breaking, following the work done with Boussinesq models (KENNEDY et al., 2000) , such as: (6) where is a mixing length coefficient, and the reference water level and the elevation, and B a coefficient varying smoothly from 0 to 1, depending on the slope. For the bottom friction we use a logarithmic formulation, assuming that the flow in the bottom boundary layer has the classic vertical profile defined by a shear velocity * and bottom roughness length as:
with | | the module of the speed, * is the friction velocity, z is the elevation above the bottom, is von Karman's constant and z 0 a constant bottom roughness length. The advantage of this approach is that the velocity and the vertical elevation of that velocity are used in the equation. Because the vertical elevation of the velocity in the bottom computational cell will vary spatially and temporally, the inclusion of the elevation provides a more consistent formulation. 
Lidar measurements
Lidar observations (water levels and topography) were compared with in situ measurements obtained by traditional techniques (pressure transducer for water levels and Real Time Kinematic GPS), in order to evaluate the accuracy of this novel remote sensing method. Results are presented in Figure 2 and show that wave observations performed by the Lidar have a very good correlation with correlation coefficient (r 2 ) of 0.84 and root mean squared error (rmse) of about 0.1 m. The results also show that Lidar observation tend to overestimate the observations performed by the PT, which is potentially due to the typical underestimation that PT have under very shallow water where a large amount of air mixed in the water perturbs pressure measurements. The comparisons made with the topographic observations (Figure 2 ) are significantly better,
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with an r 2 of 0.99 and rmse of 0.05 m, which is an error in the order of the magnitude of the GPS accuracy (± 5 cm).
Figure 2. Comparison between significant wave height (Hs) measured by pressure transducer (PT) and Lidar (left figure); and scatter plot of the comparison between the topographic measurements performed by the RTKGPS and Lidar (right figure).

Model test cases
To assess the model results, we choose two samples of the data (10 minutes time series at 4 Hz) that are presented in Figure 3 . Case 1 represents an energetic wave conditions test, with long swell (12 s) and Hs of about 1.2 m, while test case 2 represents a mild wind wave condition situation (Tp < 10 s and Hs ~ 1 m). Figure 3 shows the Lidar time series used in these 2 test cases together with the offshore wave conditions and tides during the overall experiment.
Thème 1 -Hydrodynamique côtière Figure 3. Offshore wave conditions and tides during the experiment (black line represents Hs, gray line is the Tp and brown line the tide) measured by a ADCP moored in 15 m depth (top panel); time series of water levels and topographic grid used in the two test cases (left panel) and time series of water elevations used as input in the offshore boundary of the model (right panel).
Model results: wave-by-wave comparisons
Model results were compared with field observations (Lidar) for the 2 test cases (Figures 4 and 5) . The model has been run with a threshold of 1cm centimetre under which a cell is considered as dry (the outcoming mass flux is set temporarily to zero).
In both cases the model shows good agreement with the observation. Regarding the raw time series, in both cases, the model tends to miss several high frequency swash excursions, with predicted excursions showing smaller amplitude of variation compared with observations ( Figure 4) . In both test cases, swash excursion has an apparent larger duration in the model, which can be explained by an underestimation of the backwash 
Conclusions and future work
The ability of a tri-dimensional model (CROCO) originally suitable for regional circulation studies to reproduce swash zone motions (swash excursions and depth) was tested against novel measurements performed with a 2D Lidar. In the overall the model is performant in reproducing swash motions during mild and energetic wave conditions on a sandy beach with a fairly steep beach slope. While wave-by-wave comparisons indicate that the model underestimates backwash velocities and misses some higher frequency swash excursions, the runup statistics show that the model is capable of predicting mean and extreme runup elevations with a very high level of accuracy. 
