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Results are presented for the dynamics of an almost strong edge mode which is the quasi-stable
Majorana edge mode occurring in non-integrable spin chains. The dynamics of the edge mode is
studied using exact diagonalization, and compared with time-evolution with respect to an effec-
tive semi-infinite model in Krylov space obtained from the recursion method. The effective Krylov
Hamiltonian is found to resemble a spatially inhomogeneous SSH model where the hopping ampli-
tude increases linearly with distance into the bulk, typical of thermalizing systems, but also has a
staggered or dimerized structure superimposed on it. The non-perturbatively long lifetime of the
edge mode is shown to be due to this staggered structure which diminishes the effectiveness of the
linearly growing hopping amplitude. On taking the continuum limit of the Krylov Hamiltonian, the
edge mode is found to be equivalent to the quasi-stable mode of a Dirac Hamiltonian on a half line,
with a mass which is non-zero over a finite distance, before terminating into a gapless metallic bulk.
The analytic estimates are found to be in good agreement with the numerically obtained lifetimes
of the edge mode.
I. INTRODUCTION
Topological systems hosting Majorana zero modes
have seen extensive research efforts over the past two
decades, both in theory and in experiment, due to
their potential to provide nearly error-free quantum com-
putation through the braiding manipulations of non-
local fermions1–4. In particular, spinless superconduc-
tors in one dimension (1D) are a potential host for these
operators5, and there are a growing number of experi-
mental platforms to realize it6–12.
However, systems that host topological degrees of free-
dom at the boundary are often only well understood in
the free limit, or in some cases the zero temperature
limit13. At finite temperatures, as one turns on interac-
tions, the edge modes will have finite lifetimes for generic
systems. One would expect that temperatures that are
small as compared to the single particle topological gap
to be the most experimentally relevant. Yet, many in-
triguing examples are beginning to emerge, where edge
modes are stable for long times even at temperatures
higher than this bulk single-particle gap14–18.
Floquet systems provide new avenues to realize topo-
logical edge modes and new topological phases with no
static analogs19–26. As energy is no longer conserved,
and is in-fact being pumped into the system leading to
heating27–31, infinite temperature studies of the lifetime
of edge modes in the context of Floquet systems, are also
necessary.
In the face of non-integrable, non-equilibrium dynam-
ics, there are largely two active fields of research that
study ways to (somewhat) rein-in ergodicity, many-body
localization32 and prethermalization33–36. This work will
focus on clean systems and is therefore unrelated to
many-body localization. The robustness of the edge
modes that will be discussed are however also not re-
lated to prethermalization in the usual sense as the dy-
namics associated with bulk operators is fully thermal-
izing. Yet, even with infinite temperatures, moderate
interaction strengths, and no disorder, we present situa-
tions where edge operators that have an overlap with the
topological edge mode in the free limit, can survive for
times much longer than bulk thermalization times.
A central object in the study of long lived edge modes
has been the concept of the Strong zero mode (SM)5,37–39
and the Almost strong zero mode (ASM)14,15. The SM
usually can be thought of as many-body generalizations
of the Majorana zero modes, however there has been an
example of a SM that exists for an integrable-interacting
system39. The ASM is essentially what becomes of the
SM when integrability is broken and it is this quantity
whose lifetime is studied15,16,18.
Solving the dynamics of ASMs has been only pos-
sible through exact diagonalization (ED) calculations,
with the lifetime of the edge operator found to be non-
perturbative in the integrability breaking parameter14.
However, lifetimes extracted numerically are plagued
with system size dependencies, and an approach valid
in the thermodynamic limit is needed.
We recently showed a route to estimating the lifetime
of ASMs18, utilizing the recursion method40,41. This
method maps the non-integrable dynamics of the Heisen-
berg equations of motion for the operator of interest, onto
that of a free particle whose dynamics is governed by a
1D, semi-infinite, nearest-neighbor, tight-binding model,
also known as the Krylov Hamiltonian. Our previous
study18 suggested a new interpretation of the slow dy-
namics of the ASM as the result of the presence of an
approximate topological edge state in the fictitious lattice
of the recursion method. This approximate edge state is
similar to that of a Su-Schrieffer-Heeger (SSH)42,43 edge
mode, but is only quasi-stationary as the state eventually
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2becomes non-normalizable in the infinite bulk, implying
an overlap with bulk states that causes the mode to even-
tually decay.
This work further builds on our previous work18 in
the following ways. A toy model is constructed from the
numerically obtained parameters of the fictitious lattice,
and the edge mode operators of this toy model are dis-
cussed. Moreover analytic expressions for the lifetime
of the edge mode are derived from the toy model, and
compared with the numerically obtained lifetimes.
The paper is organized as follows. In Section II the
model is introduced, the SM and ASM are defined, and
the recursion method outlined. In Section III, the toy
model and some simple variations of it are introduced,
and their edge modes discussed. In addition, the param-
eters of the toy model are explicitly extracted from the
numerical data. In Section IV, the continuum limit of
the toy model is derived, and an analytic estimate for
the lifetime of the ASM is obtained. Following this, in
Section V, the toy model is solved, without making the
continuum approximation, and an analytic estimate for
the lifetime of the ASM is obtained. Comparison between
the dynamics from the discrete toy model and the ED dy-
namics are presented in Section VI, and we present our
conclusions in Section VII. Some details are relegated to
appendices.
II. HAMILTONIAN, STRONG ZERO MODE,
ALMOST STRONG ZERO MODE, AND
RECURSION METHOD
We study the XY Z spin 1/2 chain Hamiltonian with
a transverse magnetic field g,
H =
∑
i
[
J
(
1 + γ
2
)
σxi σ
x
i+1 +J
(
1− γ
2
)
σyi σ
y
i+1
+ Jzσ
z
i σ
z
i+1 + gσ
z
i
]
. (1)
We briefly discuss some limiting forms of the above
model. For Jz = 0, and after a Jordan-Wigner
transformation44,45, the model maps to free fermions.
For this free case, γ = 1 corresponds to the transverse
field Ising model,46 and is also equivalent to the Kitaev
chain when written in the Majorana representation5.
For Jz 6= 0, and in the Majorana representation, the
model corresponds to a chain with nearest-neighbor in-
teractions of strength Jz, and a superconducting gap of
strength γ. When Jz 6= 0, g = 0 the model is interact-
ing but integrable. In contrast, for Jz 6= 0, g 6= 0, the
system is nonintegrable. We set J = 1 throughout this
paper, and denote the length of the chain by L. We will
be interested in the nonintegrable case of Jz 6= 0, g 6= 0.
A convenient starting point is to consider Jz = 0, γ 6= 0
when H is similar to the Kitaev chain with a general su-
perconducting gap γ, and the model hosts topological
edge states at the boundary. For these parameters, the
system falls under class D of the Altland-Zirnbauer clas-
sification scheme47–49 that is characterized by a discrete
Z2 symmetry corresponding to fermion parity. The sym-
metry is manifest even with interactions. This is evident
through the operator
D = σz1 . . . σ
z
L, (2)
which commutes with the Hamiltonian (1) for all values
of coupling constants.
A. Strong zero mode (SM)
A key concept that readily generalizes free topologi-
cal edge states to the interacting case, is that of Strong
zero modes (SM)14,15,39. A SM is defined as an operator
Ψ, which commutes with H in the thermodynamic limit,
[H,Ψ]→ 0, L→∞, anti-commutes with the global sym-
metry {D,Ψ} = 0, and is normalizable i.e., Ψ2 = O(1).
The SM are a statement about the full spectrum of H
rather than particularities of the ground state. In partic-
ular, the existence of a SM implies that the full spectrum
of H is at least doubly degenerate, corresponding to the
two different symmetry sectors.
In the free limit, the single-particle topological edge
operators are precisely SMs, and in this limit when g =
0, the SM is trivially Ψ = σx1 or, via a Jordan-Wigner
transformation, Ψ = a1, where a1 is the Majorana mode
on the first site. In the Ising limit of g 6= 0, γ = 1 the SM
has been discussed in Ref. 5 and 39, while for g 6= 0, γ 6=
1, the SM was constructed in Refs. 18. The interacting-
integrable XYZ model (g = 0) was also shown to host
a SM localized at the edge of a semi-infinite system39.
As these operators commute with H in the large system-
size limit, their dynamics is trivial. For small system
sizes on the other hand, the SM can decay by tunneling
across the wire, acquiring a lifetime that is exponential
in system size39,50. This lifetime can be estimated using
perturbative arguments18.
B. Almost strong zero mode (ASM)
As the parameters are tuned away from the integrable
point, the operator Ψ will no longer be a SM, with the
commutation of H failing to drop off as the system-
size is increased en-route to the thermodynamic limit.
In this case, where the commutator is very small albeit
non-zero in the thermodynamic limit, the operators are
called ASMs, and their dynamics is in between that of
the trivial dynamics of the exact SM and the feature-
less dynamics of an infinite temperature non-integrable
system41,51–53. In particular, the ASM is typically char-
acterized by long lifetimes, despite strong interaction
strengths and infinite temperatures15,18.
One way to study the dynamics of a (A)SM, which
is also particularly well suited to cases where analytic
3expressions for the SM are unavailable, is to consider the
edge auto-correlation function A∞, defined as,
A∞(t) =
1
2L
Tr [σx1 (t)σ
x
1 (0)] . (3)
This quantity will act as a good measure of the lifetime
of the ASM as long as Tr[Ψσx1 ] ∼ O(1). A∞ measures the
lifetime of a Majorana mode to remain on the first site, or
equivalently it measures the edge spin coherence as one
time-evolves a generic state. The latter is a state that is
far from being any exact eigenstate of H and therefore
has overlap over a large portion of the spectrum of H.
Examples of A∞(t) for a range of Jz are shown in
Fig. 1. The lifetime of the ASM is sensitive to small
system sizes. In Fig. 1, the lifetime increases as the sys-
tem size increases. At some point, a large enough system
size is reached where the lifetime becomes system size
independent, or saturates, allowing ED to be represen-
tative of the thermodynamic limit for this quantity. In
Fig. 1, this limit is reached for all parameter values.
There is a growing series of studies that predict a life-
time dependence near the Ising limit γ ∼ 1, in terms of
the integrability breaking term Jz, of the form ∼ e1/Jz up
to logarithmic corrections14,16,18. This long lifetime can
be qualitatively predicted by using prethermal type ar-
guments. In particular, the O(1) energy scale to flip the
spin at the boundary is highly off-resonant with the mi-
croscopic scale Jz that breaks integrability since Jz  1.
Thus, the long lifetime arise from counting the number
of microscopic processes 1/Jz needed to flip the bound-
ary spin. However as mentioned earlier, the dynamics of
bulk operators are fully thermalizing, and this prether-
mal argument is only valid for the edge operator.
Long lived ASMs have also been demonstrated when
the prethermal concept is not applicable, namely when
a large energy scale separation is absent in the free case,
or the external drive is not highly off-resonant with the
system in a Floquet setting54. Further, long-lived ASM
analogs of Floquet pi-modes, which require drives res-
onant with the single-particle band have been demon-
strated even for the clean system with interactions54.
A more general perspective to the non-perturbative
origin of the lifetime of the ASM, not dependent on
prethermal physics, was presented in Ref. 18. Here, the
dynamics of the edge operator was mapped to that of
a single-particle semi-infinite chain, by means of the re-
cursion method40,41. The semi-infinite chain obtained
this way was found to have topological features similar
to that of the SSH model, and therefore this mapping
allowed one to show that the slow dynamics of the ASM
was a result of a long lived edge mode of a generalized or
perturbed SSH model.
The goal of the current paper is to further build on the
results of Ref. 18. A more detailed numerical study of the
dynamics of the ASM will be supplemented by analytic
estimates for the lifetime. The latter will be obtained
by exploiting the mapping to a free system to construct
suitable toy models. The quasi-stable edge modes of the
FIG. 1. A∞ for system lengths L = 6, 8, 10, 12, 14, γ = .9, g =
.3. From top to the bottom panel Jz = .2, .3, .4, .5, .6. The
dotted data sets are the result of ED calculations. The solid
black curve is the result of approximating A∞ by Eq. (45),
with N = 400, where bn used in this computation, are gener-
ated by the Lanczos algorithm Eq. (7), for L = 12, and are
shown in Fig. 2. Note the different ranges on the x-axes.
toy model will be solved for.
C. Lanczos algorithm and the Krylov Hamiltonian
The time evolution of an operator in a generic inte-
grable or non-integrable system can be mapped to single
particle dynamics on a semi-infinite chain40. In this sec-
tion we outline this method. The exponential complexity
of solving the dynamics enters into the calculation of the
hopping parameters on this chain which we denote by bn.
The Heisenberg time-evolution operator can be written
as
eiHtOe−iHt =
∞∑
n=0
(it)n
n!
LnO, (4)
4where we define
LO = [H,O]. (5)
To employ the Lanczos algorithm, we will recast opera-
tor dynamics into vector dynamics by defining |O) = O.
Since we are concerned with infinite temperature quanti-
ties, we have an unambiguous choice for an inner product
on the level of the operators,
(A|B) = 1
2L
Tr
[
A†B
]
. (6)
The Lanczos algorithm iteratively finds the operator
basis that tri-diagonalizes L. We begin with the seed
“state”, |O1), and let L|O1) = b1|O2), where b1 =√|L|O1)|2. The recursive definition for the basis opera-
tors |On≥2) is,
L|On) = bn|On+1) + bn−1|On−1), (7)
where we define bn =
√|L|On)|2. It is straightforward
algebra to check that the above procedure will iteratively
find basis operators that yield a L which is tri-diagonal,
and of the following form,
L =

b1
b1 b2
b2
. . .
. . .
 . (8)
This basis spanned by |On) lies within the Krylov sub-
space of L and |O1). We refer to this tri-diagonal matrix
as the Krylov Hamiltonian.
An important aspect of this technique, often over-
looked when discussing chaos, is that the values of bn are
highly dependent on the choice of seed operator. Fur-
ther, outside of special cases, namely a Hamiltonian that
is free, the exact solution to the operation L|On) will re-
quire ED, or similar methods with equivalent costs. This
method does not escape the rapidly growing exponential
wall of complexity. In cases where the calculation of all
bn are possible, the above algorithm will return a value
of bend = 0. Knowledge of the full set of bn results in full
knowledge of the dynamics of the seed operator.
For free systems, the operation L|On) can be efficiently
solved when in the Majorana basis. If the starting op-
erator is a single Majorana then the dimension of the
Krylov-subspace of that operator will scale as 2L, as free
system dynamics can only mix the individual Majoranas
among themselves.
Outside of free problems, the size of the full set of |On)
will be large. For example, a system size of L will have ∼
22L possible basis operators. For all intents and purposes
we treat L as a semi-infinite chain. If the number of
solved bn is insufficient for the quantity of interest, the
typical approach is to supplement the known set with
approximate bn that are calculated based off of trends
established among the known hoppings.
Starting with the seed state |O1) = |σx1 ), we can recast
A∞ into an equivalent form,
A∞(t) = (eiLt)1,1. (9)
Now, following the above discussion, the dynamics of A∞
has been transformed into that of a semi-infinite single-
particle problem. The details of the semi-infinite chain
will be discussed in subsequent sections. Ref. 18 showed
that the slow dynamics of A∞ is a result of topological
modes residing at the left boundary (origin) of the Krylov
wire. Ref. 18 also showed how the parameters of the
Krylov wire change for different choices of edge operators
such as |O1) = |σy,z1 ).
III. GENERAL STRUCTURE OF bn AND THE
TOY MODEL.
In this section we will discuss the general structure of
the Krylov wire in Eq. (8) parameterized by the hop-
pings bn, and use our observations to motivate some toy
models.
A. Discussion of bn
Fig. 2 shows the first 400 bn calculated for the same
parameters as those in Fig. 1. There are three main as-
pects to the bn, the roughly linear ramp for small n, the
staggering or dimerization of the bn superimposed on the
ramp, and the system size dependent “plateau” or flat
region after the linear ramp ends. Note that we will use
the words staggering and dimerization interchangeably
to denote the even-odd pattern of the bn typical of an
SSH model42,43.
The linear ramp is expected for non-integrable
systems41, with the slope increasing with Jz
18. In con-
trast, the staggering becomes more pronounced as Jz is
decreased, and coincides with the longer-lived ASM18.
The bn resemble an SSH model with a sign of the dimer-
ization which is topological, but with a linear slope su-
perimposed on the hoppings. We expand on these points
further when we develop the toy model.
Fig. 2 also shows that the height of the plateau does not
experience a saturation in system size, L, even though
A∞ in Fig. 1 does saturate with system size. This implies
that the lifetime of A∞ must be independent of plateau
heights, and rather, must be primarily dependent on the
nature of staggering and the linear ramp.
As emphasized earlier, many features depend on the
initial seed operator. Thus, while an overall slope is ex-
pected for all operators in a non-integrable model, the
nature of the dimerization, such as it’s sign, and how
long it persists into the bulk, will depend on whether the
operator has strong overlap with the ASM or whether an
operator has little overlap. For the latter, the autocorre-
lation function will have a short lifetime18.
5One can supplement the naive Lanczos algorithm in
Eq. (7) with an additional step of Gram-Schmidt orthog-
onalization of the newly produced |On), against |On′)
for all n′ < n. This ensures orthogonality and is neces-
sary for discussing the details of bn'100. A comparison
between the Lanczos algorithm and the Gram-Schmidt
orthogonalization is presented in Appendix A. However
it is helpful to note here that since the error between the
two numerical schemes is apparent only at large n, for the
times shown in Fig. 1, the approximate A∞ (discussed
later, c.f. Eq. (45)) sees minor changes when the Gram-
Schmidt is implemented. Moreover, the Gram-Schmidt
orthogonalization requires too much computer resources
to be performed for L = 14, and hence the corresponding
data is absent in this paper.
The two different data sets, one from the Lanczos al-
gorithm, and the other from the Gram-Schmidt orthogo-
nalization, for accessible L and different Jz, are shown in
the top row of Fig. 2. As mentioned above, the two data
sets have perfect agreement for n < 100 and qualitative
agreement for the entire domain. Outside of Fig. 1 and
Fig. 2, we will concentrate on the Gram-Schmidt orthog-
onalized data. Although this data set is available only
up to L = 12, Fig. 1 shows that L = 12 is sufficient to
attain saturated i.e, system size independent lifetimes for
all shown Jz.
B. Calculation of edge states of the Krylov lattice
The bns in Fig. 2 suggest a topological SSH model with
a linear slope. Therefore the topological edge states of
this generalized SSH model become a likely candidate for
the origin of the slow dynamics of the ASM. Motivated
by this, we search for the form of the edge states for
generalized SSH models. The calculation is the same as
in a regular SSH model with no slope.
We solve the eigenvalue equation L|ψ〉 = E|ψ〉, which
due to the tri-diagonal form of L in Eq. (8) can be rewrit-
ten into an iterative transfer matrix form,(
ψl+1
ψl+2
)
=
(
0 1
− blbl+1 Ebl+1
)(
ψl
ψl+1
)
. (10)
Defining, φ2l−1 = ψ2l−1 and η2l = ψ2l, at E = 0 we have,
φ2l+1 = −b2l−1
b2l
φ2l−1, (11a)
η2l+2 = − b2l
b2l+1
η2l. (11b)
Thus the even sites and odd sites decouple for E = 0.
The modes with support on the odd (even) sites can be
calculated by substituting ψ1(2) = 1 into the above equa-
tion.
As a point of orientation, note that for an ideal semi-
infinite SSH model extending from the origin to the right,
φ is normalizable and corresponds to the left bound-
ary mode when in the topological phase. For this case,
b1/b2 = b2n−1/b2n, and the normalized φ is found to be ,
φ2l−1 =
√
1− r2 rl−1; r = b1
b2
. (12)
Eq. (10) is completely general and φ, η can also be con-
structed for the numerically obtained hoppings bn shown
in Fig. 2. The corresponding |φ|2 are plotted in the lower
panels. Outside of free cases (Jz = 0), or integrable cases
(g = 0), the generic behavior of the bn, as shown in Fig. 2,
will not host an exact edge state at the origin, but rather
only an approximate one. This implies that |φl|2 will ap-
pear as a localized edge mode for small l, but for large l
will not be decaying sufficiently to yield a normalizable
state.
The lower panels of Fig. 2 show that the decay of |φl|2
is strongest at small l, corresponding to where the stag-
gering in the bn is the strongest. Additionally, this initial
decay is more rapid for smaller Jz, which also coincides
with bn that stagger with greater amplitude in compari-
son to the bn for larger Jz. Moreover, the bn for smaller
Jz also stagger for a longer range of n, i.e, the staggering
continues further into the bulk. As a result, for small Jz,
non-trivial staggering of the bn occurs beyond the end of
the ramp, as opposed to that for larger Jz. This is evi-
dent in the appearance of minima for |φl|2 at small and
intermediate n, for larger values of Jz, indicating poor
normalization of the mode. In contrast, there is a lack of
a well defined minima for |φl|2 for smaller Jz, and thus a
behavior more akin to a SM.
We also note the differences between the bn ob-
tained from the two different numerical orthogonalization
schemes in the top panels in Fig. 2. These differences do
not affect the magnitude or location of the minima of
|φl|2 shown in the lower panels.
C. Generalized SSH models
The Heisenberg dynamics of σx1 according to Eq. (1)
generate bn that contain many details. However here we
introduce a series of toy models that address the main
features of the bn addressed in Sec. III A.
The first model we consider is a nearest neighbor tight-
binding model with linear slopes for the hopping param-
eters, and with even and odd site hopping parameters
having different slopes,
bn =
{
α1n+ δ1 n odd
α2n+ δ2 n even.
(13)
An example of this model is plotted in the upper left
panel of Fig. 3. We choose α1 > α2 and δ1 < δ2 because
this choice ensures that the even and odd hoppings in-
tersect for positive n. Moreover, in the α1,2  1 limit,
the region to the left of the intersection is topologically
6FIG. 2. Top panel: bn plotted for system lengths L = 6, 8, 10, 12, 14, γ = .9, g = .3. Left to right, Jz = .2, .3, .4, .5, .6. The
sharp, thin data-sets correspond to the Lanczos algorithm, Eq. (7). The translucent, thick data-sets for L = 6-12, correspond to
the Gram-Schmidt orthogonalized Lanczos algorithm discussed in Appendix A. Bottom: The mod-square of the wave-function
|φ|2 of the edge state of the Krylov lattice plotted for the same parameters. The thin, sharp data set corresponds to calculating
φ for the thin sharp bn of the top row, with analogous statements for the translucent, thick data set. The φ are not normalized,
with φ1 = 1 for all data sets.
FIG. 3. Demonstration of zero modes within the Krylov
Hamiltonian. Top row: bn for the toy model Eq. (13) on
the left, and the toy model Eq. (14) on the right. Bottom
row: the corresponding |φ|2, |η|2 for the above bn.
non-trivial, with the intersection of the slopes equiva-
lent to a topological phase transition. Consistent with
this view, the edge mode calculations for φ and η respec-
tively produce localized states at the left boundary and
at the topological transition. This is shown in the lower
left panel of Fig. 3 where the topological transition oc-
curs around n ∼ 20. This figure also shows that non-zero
slopes α1,2 do not remove the edge-modes of the SSH
model entirely.
Now that we have shown that the zero mode consid-
erations of the SSH model are relevant, we move onto
a second model, more aligned with the ED data, in the
thermodynamic limit. In particular we consider bn that
are such that the staggering falls off to zero in the bulk,
so that the bulk of the system can be thought of as a
metal. This model is,
bn = hn + (−1)nh˜n, (14a)
hn = αn+ δ, (14b)
h˜n =
M0
2
[(
n
n0
)β
+ 1
] . (14c)
Above, M0 will have the interpretation of a mass, and we
will show this explicitly when we derive the continuum
limit of the model.
An example of the above toy model is shown in the
right column of Fig. 3. The staggering of the bn starts
off with a maximum value of M0 = 2 at the edge, and
extends over a region of width n0 ∼ 10, before decaying
to zero. The length scale over which the staggering de-
cays is 1/β = .25. A linearly growing hopping of rate
α = .3 is superimposed on all the bn. We see in the
bottom right panel of Fig. 3 that the φ zero mode re-
mains (approximately) localized, while the η zero mode
is no longer localized. This is reminiscent of a topological
phase transition where the edge mode becomes delocal-
ized when the phase is critical. There is some decay for
7both φ and η, well beyond n0 which is slower than 1/n,
and indicates that there are no any exact zero modes as
the wavefunctions are not normalizable.
The model in Eq. (14), after the mass has decayed,
assumes linearly growing bn, i.e, a ramp that continues
without interruption. For a system of finite length how-
ever, this ramp will eventually terminate into a plateau
as seen in Fig. 2. In order to compare with the numeri-
cal simulations of finite length chains, we will consider bn
which will follow Eq. (14) up to a certain distance, after
which it will saturate and form a ”plateau”52. As we see
saturation in the lifetime of the A∞, we expect that as
long as this plateau onset occurs after the decay of the
staggering, it should not affect the lifetimes. This issue
is also discussed in detail in Appendix E.
Due to these considerations, we introduce another toy
model, a modification of Eq. (14),
bn =
{
hn + (−1)nh˜n n ≤M
hM n > M
, (15)
where we take the point M at which the ramp ends and
the plateau begins to be M  n0. This toy model gives
the same physics as the model in Eq. (14) at small n, but
at n = M , the bn saturate in value, mimicking a metal.
This assumption of a perfect flat metal for hn>M will
serve as a good first order model.
D. Comparison between the exact bn and the toy
model
We now demonstrate that the above models will cap-
ture the essential features of the exact bn obtained from
the ED computation of the Heisenberg dynamics of σx1 .
With the aim of capturing the underlying trends pro-
posed in Eq. (14) for small n, we consider neighboring
averages and differences as a simple numerical estimate
of the parameters,
hn ∼ bn + bn+1
2
, (16)
h˜n ∼ (−1)n
(
bn − bn+1
2
)
. (17)
The values for h, h˜ are plotted in Fig. 4. Additionally, the
best fit of the first twenty sites of hn is used to extract
the values of α, δ. While there is some small variability
between the different values of Jz, the best fit line appears
to accurately depict the hn values.
The h˜n plot is more complicated as it has a noise whose
amplitude is on the order of M0. A seven site moving
average allows for the trend of the mass to be better
visualized. With the averaging, the trend of h˜n does
qualitatively agree with the model of Eq. (14c). When
β  1, the length scale over which the mass drops to
zero becomes smaller, and Eq. (14c) approaches a square
wave function. A fit of the h˜n to a square wave is also
shown in the lower panel of Fig. 4.
IV. LIFETIME ESTIMATE FROM THE
CONTINUUM MODEL
We plan to derive an analytic estimate for the lifetime
of the ASM of the toy model in Eq. (14). For this it is
convenient to derive a continuum version of this model.
We outline the derivation below with details relegated to
Appendix B.
A. Continuum model
Let us write the toy model quite generally as the fol-
lowing nearest-neighbor hopping Hamiltonian,
HK =
∑
n
bn(c
†
ncn+1 + c
†
n+1cn). (18)
The corresponding Schrodinger equation takes the form,
i∂tΨn = bnΨn+1 + bn−1Ψn−1. (19)
To transform to the continuum limit we assume that the
hopping parameters and the wave function can be written
as
Ψn = i
n
[
ψn + (−1)nψ˜n
]
, (20)
bn = hn + (−1)nh˜n, (21)
where ψn, ψ˜n, hn, h˜n are all assumed to be smooth, slowly
varying functions of n.
Measuring distance in lattice spacings x = n, introduc-
ing continuous notations ψn = ψ(x) etc., and in terms of
the spinor,
Ψ˜ =
(
ψ(x)
ψ˜(x)
)
, (22)
the continuum limit of Eq. (19) becomes (see Appendix
B for details),
i∂tΨ˜ = [σ
ym(x) + σz{i∂x, h(x)}] Ψ˜. (23)
Above the mass is defined as,
m(x) = 2h˜(x)− ∂xh˜(x). (24)
One can easily bring the Dirac equation (23) to the
conventional form using reparametrization of space coor-
dinate. Namely, changing variables x→ X(x) so that
X =
∫ x
0
dx′
2h(x′)
, (25)
Ψ˜ =
1√
h
χ , (26)
we transform (23) to
i∂tχ = [σ
zi∂X + σ
ym(X)]χ , (27)
8FIG. 4. hn, h˜n plotted for L = 12 with g = .3, γ = .9 and several Jz, with numerical values determined for parameters
α, δ,M0, n0. Top row: hn plotted along with a best fit of the linear ramp. Bottom row: h˜n plotted along with its moving
7-site average, 〈h˜n〉7, and with a square wave approximating the moving average θ(n0 − n)M0/2. 2M0 is set as 〈h˜1〉7 and n0 is
determined starting at the far right n and stepping backwards until 〈h˜n〉7 grows larger than M0.
where
m(X) = 2h˜(X)− ∂X h˜(X)
2h(X)
≈ 2h˜(X) . (28)
In the last approximation we assumed that h˜ changes
only slowly in space which is consistent with the lattice
toy model (14).
It is straightforward to construct a potential zero mode
solution,
χ(X) = eσ
x
∫X
0
m(Y ) dY χ0 , (29)
where χ0 is a constant spinor. The above is a time-
independent solution of the Schrodinger equation (23).
It corresponds to a zero energy solution, and is a zero-
mode or SM if normalizable.
We note the boundary condition, of Ψ(0) = 0, trans-
lates into σxχ(0) = −χ(0) and ultimately into χ0 ∼
(1,−1)T , and so it is clear that the necessary con-
dition for the normalization of (29) is the condition∫X
m(Y ) dY → +∞ as X → +∞. In particular the
normalizability condition is satisfied for m(X)→ m > 0
and in this case Eq. (29) is a true zero-mode (SM) solu-
tion of the Dirac equation (23) on a half-line.
B. Connecting toy model parameters with the
continuum model
Rewriting the toy model expression (14b) as h(x) =
αx+ δ and substituting it into (25) we obtain
x =
δ
α
(
e2αX − 1) . (30)
We can now proceed and express all parameters given by
the toy model (14) in continuum notations as functions
of the transformed coordinate X
h(X) = δe2αX , (31)
h˜(X) =
M0
2
[(
e2αX−1
e2αX0−1
)β
+ 1
] , (32)
∼ M0
2
[
e2βα(X−X0) + 1
] , (33)
⇒ m(X) ∼ M0
e2βα(X−X0) + 1
. (34)
We observe that in the toy model (14) the Dirac mass
persists for some range x < x0 and then decays to zero.
In the space corresponding to the transformed coordinate
X the length of the finite mass region is contracted expo-
nentially. This makes sense as the wavefunction/particle
sees constantly increasing hopping strengths as it pro-
gresses further into the bulk.
The equation (27) corresponds to a Dirac Hamiltonian
with a mass that is non-zero up to a certain distance
∼ X0, beyond which the Hamiltonian is gapless corre-
sponding to that of a metallic lead.
C. Decay rate in the continuum model
Eq. (34) suggests that for large enough β, we may re-
place the spatial dependence of the mass (34) by the step
function
m(X) ≈M0θ(X0 −X) . (35)
9The spectrum of the model (27) on a half-line X ≥ 0 with
the mass (35) is continuous. It has a quasi-stable mode
corresponding to an approximate zero mode (29). The
decay rate of this mode can be found straightforwardly
(see Appendix C for details). It is given by
ΓA ∼ 4M0e−2M0X0 . (36)
The exponent can be seen clearly from the
semi-classical expression for tunneling amplitude
exp
(
i
∫X0
0
√
E2 −M20 dX
∣∣∣
E=0
)
= e−M0X0 , correspond-
ing to the tunneling probability (36). Expressing (36) in
terms of the original coordinate using (30) we obtain
ΓA ∼ 4M0e−
M0
α log(
αx0
δ ) . (37)
The decay rate (37) is exponentially small in the size
of the staggering represented by M0 in the continuum
model. This explains why the decay rate of the bound-
ary spin is strongly suppressed by the staggering in the
SSH model in Krylov space. Both the result (37) and
its derivation are very intuitive in the continuum model
(see Appendix C). However, for the values of the pa-
rameters obtained from the spin chain (see Fig. 4) the
continuum limit of the Krylov Hamiltonian is not fully
justified. This is why in the next section we derive the de-
cay rate directly in the discrete model without appealing
to additional assumptions necessary for the continuum
limit to hold.
V. LIFETIME ESTIMATE FROM THE
DISCRETE TOY MODEL
We now calculate the lifetime of the ASM within the
discrete setting of the Krylov Hamiltonian. To this end,
we consider a finite Hamiltonian of length N , HN , and
connect it to a metallic semi-infinite bulk. We model the
latter as a tight-binding model with uniform hoppings.
The model we study is a tight-binding Hamiltonian
HN , with N sites, and nearest neighbor hopping ui and
no onsite potential. We connect the right end of HN to
a semi-infinite metal. We are interested in the Green’s
function on the first site, which we denote as the sur-
face Green’s function G
(N)
S (E). It’s explicit form is, (see
Appendix D),
G
(N)
S (E) =
[
(E −HN − Σˆ)−1
]
1,1
=

E −u1
−u1 E −u2
−u2 E . . .
. . .
. . .
E −uN−1
−uN−1 E − Σ(N)(E)

−1
1,1
. (38)
Above, the matrix Σˆ and its only non-zero element,
Σ(N)(E) in the lower diagonal, is the self-energy obtained
from integrating out the metallic lead. In the rest of the
paper we always take N to be even in order to avoid
even-odd effects typical of topological systems. We also
assume a smooth transition from HN to the metal by
taking uN to be equal to the hopping amplitude of the
metal, i.e, uN = uN+1. This gives, (see Appendix D),
Σ(N)(E) =
1
2
(
E − i
√
4u2N − E2
)
≈ −i|uN |, (39)
where in the last step we took the zero energy limit of
the self-energy. For this case the self-energy is purely
imaginary reflecting the fact that our system is open and
the states decay into the metallic bulk.
We are interested in solving for G
(N)
S (E), when HN
hosts an approximate zero mode φ on the left end of the
chain. Whenever the ASM φ is sufficiently strong and
dominates the physics of the first site, Eq. (38) can be
solved in the small E limit, yielding, (see Appendix D for
details)
G
(N)
(S) =
(N (N)φ +R)−1
iΓ
(N)
A + E
, (40)
where we define,
N (N)φ =
N∑
l=1
|φl|2, (41a)
N (N)η =
N∑
l=1
|ηl|2, (41b)
and,
R =
|φN+1|4N (N)η u4N
Σ2(N)u
2
1
, (42)
with
Γ
(N)
A =
|φN+1|2u2N
|Σ(N)|
(
N (N)φ +R
) . (43)
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The forms of |φn|2, |ηn|2 are derived from Eq. (11), and
in particular we have, for n = 2l + 1
φ22l+1 =
l∏
k=1
[
b2k−1
b2k
]2
. (44)
When φ is strongly localized, the quantity R is vanish-
ingly small, R→ 0. For this case, performing the Fourier-
transform of Eq. (40), we obtain,
A∞(t) ≈
(
N (N)φ
)−1
exp
[
−Γ(N)A t
]
. (45)
Note that, we can also numerically solve Eq. (40) on
the real axis and determine the decay rate from the half-
width of the Lorentzian of the imaginary part of the
Green’s function = [G(E → 0)]. This will yield the same
decay rate as in Eq. (43) when the edge mode is suffi-
ciently long lived. Deviations from Eq. (43) will however
manifest when the lifetimes become shorter. This hap-
pens when Jz is larger, and since we are only interested
in the limit of small Jz, Eq. (45), for our purposes is a
good approximation for the lifetime.
Below we discuss the lifetimes for two toy models. One
corresponds to an ideal SSH model coupled to leads. The
other is the toy model of Eq. (15) which is an SSH model
with linearly growing hopping amplitudes, and coupled
to leads.
A. ASM lifetime for ideal SSH metal coupled to
leads
For the ideal SSH model, we take HN in Eq. (38) to
be one where u2n−1 = u1, u2n = u2. Moreover, we take
the metal to have the hopping strength u0 = (u1+u2)/2.
The ratio of the hoppings
r =
u1
u2
, (46)
controls the topological nature of SSH model, where r <
1 is topological and r > 1 is trivial.
In the E → 0 limit, the surface Green’s function can be
solved for exactly55 (see Appendix D for details), giving
the decay rate,
ΓA ∼ u
2
2r
N (1− r2)
u0
; u0 =
u1 + u2
2
. (47)
B. ASM lifetime for SSH model with slope and
coupled to leads
Let us estimate the decay rate (43) for the toy model
Eq. (15). Assuming the mass is a square wave of width
x0 and magnitude M0 and using Eq. (44), the decay rate
is found to be,
ΓA ∝ |φx0+1|2 =
x0/2∏
l=1
[
α(2l − 1) + δ −M0/2
α(2l) + δ +M0/2
]2
. (48)
FIG. 5. Comparison of the decay rates ΓED obtained from
ED to two approximate decay rates denoted by Γ
(N)
A and
ΓtoyA . The ED data set is obtained from the autocorrelation
function already shown in Fig. 1, with parameters L = 12,
g = .3, γ = .9, and Jz = .2, .3, .4, .5, .6. Γ
(N)
A corresponds
to Eq. (43) with N = 40, 100, 200, 400 and with the first N
Lanczos coefficients bn taken as the hopping parameters. Γ
toy
A
corresponds to Eq. (43), but uses the toy model Eq. (15),
with the fitted values from Fig. 4, and taking β = 100, and
N = M = 50.
If αM0  δ and x0 is very large we evaluate (48) re-
placing sums (actually products) by integrals and obtain
with exponential accuracy
ln ΓA ∼ −M0
α
ln
(αx0
δ
)
. (49)
The above recreates the exponential dependence of the
decay rate from the continuum model, Eq. (37).
VI. COMPARISON BETWEEN ED AND TOY
MODELS
In this section we compare the lifetime determined
from ED, to two different estimates for the lifetime. One
estimate is based on a Krylov chain of length N , coupled
to an ideal metal, where the hoppings of the Krylov chain
equal to the Lanczos coefficients in Fig. 2. The second
estimate is based on the toy model Eq. (15).
We now briefly return to Fig. 1. This figure plots A∞
from ED, and compares it to Eq. (45), where the latter
uses the L = 12 Gram-Schmidt orthogonalized bn, and
N = 400. Eq. (45) accurately reconstructs the prefactor
of the decay, and is also a good approximation to the
decay constant. The latter is better visible in Fig. 5.
The ED lifetime shown in Fig. 5 is defined as ΓED =
11
1/t∗, where t∗ is the time at which A∞(t∗) = (N (N)φ e)−1,
where N (N)φ is given in Eq. (41), with N = 400.
Fig. 5 shows the comparison of the ED lifetimes to the
lifetimes determined from the Lanczos coefficients and
using the formula Eq. (43) for Γ
(N)
A . A few different N
have been used, and the results are plotted against 1/Jz.
Γ
(N)
A , as a function of N , shows how the metallic approx-
imation performs. Increasing N brings Γ
(N)
A to within
good agreement with ΓED for intermediate values of Jz.
The data set for larger Jz corresponds to an ASM that
is weakly localized and decays rapidly. For this case, the
broadening of the level φ is too wide to apply Eq. (43),
which is valid in the E → 0 limit. Thus, for the case of
larger Jz, it is preferable to obtain the numerical solution
to Eq. (38), and we have checked that (not shown) this
solution converges better to the decay rates from ED.
The data set for smaller Jz shows better agreement
between the lifetime obtained from ED, and Γ
(N)
A as N is
increased, but some discrepancy remains after setting N
to the largest value ofN = 400. In this case, staggering of
the bulk bn extends far from the origin. This is apparent
in the behavior of |φn|2 in Fig. 2, where we see that |φn|2
fails to reach a minimum for the data set corresponding
to smaller Jz.
We now discuss the ability of the toy model Eq. (15)
to capture the essential physics. In order to make the
comparison, we employ Fig. 4 where the parameters of
the toy model Eq. (15) are extracted from the bn obtained
from ED. Moreover in the toy model we set N = M =
50 n0, and β = 100 for a sharp step. Fig. 5 shows the
lifetime ΓtoyA which is obtained from Eq. (43) by using the
parameters of the toy model. For the data sets for smaller
values of Jz, the lifetime of the toy model agrees well with
Γ
(N)
A , for N = 40. For this case, both computations for
the decay rate make the same metallic approximation for
the bulk bn, equivalently, both have no knowledge of any
staggering present in the bulk bn. This agreement reflects
that the step profile form of the mass in the toy model is
accurate for the longer lived ASM.
As previously mentioned, the deviation from the re-
sults from ED indicates that the plateau of bn contains
staggering that contributes to the lifetime. This can be
thought of as an additional region of mass, which will
lead to further decay of |φn|2 with n. This additional
decay, beyond the initial staggering, is the strongest and
most persistent for the smallest values of Jz, as visible in
Fig. 2, where even the largest L, do not appear to find a
minima for the first 400 bn. The remaining Jz data sets
in Fig. 2, do appear to see a bottoming out for |φ|2, indi-
cating that the first 400 bn are sufficient for accounting
for any staggering present in the Lanczos coefficients in
the bulk.
VII. CONCLUSIONS
In this paper we have outlined a method to calculate
the non-perturbatively long lifetimes of edge modes that
reside at the boundary of non-integrable spin chains. Our
approach is based on using the recursion method to arrive
at toy models, which can then be solved analytically. We
found good agreement with the lifetimes obtained from
ED and the analytic estimates from the toy models. We
also have an understanding for what causes the deviation
between ED and toy models. This arises primarily due to
the “ideal metal” approximation made for the bulk. In
fact, the smaller is Jz, the more the bulk deviates from
this ideal metal limit, with staggering extending far into
the bulk.
Another possible source of discrepancy between ED
and the toy models is the presence of noise in the bns
extracted from ED. As can be readily seen from Fig. 4,
the parameters hn and h˜n are noisy both at small n where
staggering is present and for large n in the metallic bulk
region. The fluctuations of h˜n at small n correspond to
mass fluctuations in the continuous model. As the decay
rate depends on mass exponentially, the effects of this
noise on the decay rate ΓA can be essential. At large n
the noise in hn results in the suppression of density of
states near zero energy and might affect the tunneling
from the ASM into the metallic bulk as well. The study
of these effects is beyond the scope of this work.
While in this paper we presented results near the
Ising limit (γ ∼ 1) of the non-integrable spin chain, our
method is very general. Future studies will explore the
regime away from the Ising limit, and will also apply it
to Floquet ASMs54. It is also interesting to utilize this
method to understand the stability of edge modes in in-
teracting topological insulators in higher spatial dimen-
sions.
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Appendix A: Numerical methods and
orthogonalization errors in the bn
The numerical calculation of the bn can be efficiently
performed by representing the operators in their Pauli-
string basis41. However, this choice of representation
does not avoid the usual costs associated with ED. In par-
ticular, for each |On) one needs to store the Pauli-string
basis operators that constitute |On), and their non-zero
coefficients. For non-integrable systems, one expects the
number of Pauli-string basis elements in |On) to increase
exponentially with n. If one works in the thermodynamic
limit41, then this exponential wall of complexity effec-
tively caps the possible number of bn to roughly n ∼ 40.
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While the thermodynamic limit is ideal for studying
bulk properties, free of finite size effects, we choose to
work with finite systems, of the same size as the ED cal-
culations, L ≤ 14. We are justified in studying small
systems, because for the parameters chosen, A∞ satu-
rates for the available system sizes, as seen in Fig. 1. By
considering a finite system of size L, our operators |On)
are bounded in length by 22L, allowing us to calculate
more bn.
For large n, the Lanczos algorithm is susceptible to
errors in producing orthogonal vectors. Eq. (7) requires
only three |On) to be stored in memory at any given
iteration step in the algorithm. As numerical error accu-
mulates, the newly generated |On) will inevitably have
overlap with states calculated earlier, and without stor-
ing those earlier vectors, there is no way to correct for
this. Typically this occurs between n = 50 to n = 100,
which is visible in Fig. 2.
To correct for this orthogonalization error, one stores
all |On) calculated, and performs Gram-Schmidt orthog-
onalization on the newly generated states. Storing all
calculated |On), for large n, for L = 14, requires a large
amount of memory, thus L = 12 is the largest system size
for which we perform the extra Gram-Schmidt orthogo-
nalization step.
The differences between the bn obtained from the Lanc-
zos algorithm and the full Gram-Schmidt orthogonaliza-
tion are shown in Fig. 6, for the available system sizes.
The error saturates for large n at a value of O(1). Fig. 2
shows that the qualitative nature of the bn is unchanged,
with the most noticeable feature being the reduction of
the noise at large n when the states are perfectly orthog-
onal.
Appendix B: Derivation of the continuum
Hamiltonian Eq. (23)
In Eq. (19) we substitute the ansatz Eq. (20) for the
wavefunction, and the ansatz Eq. (21) for the hopping
amplitudes to obtain,
i∂t(ψn + (−1)nψ˜n) = i
[
(hn + (−1)nh˜n)(ψn+1 − (−1)nψ˜n+1)− (hn−1 − (−1)nh˜n−1)(ψn−1 − (−1)nψ˜n−1)
]
= i
[
hnψn+1 − h˜nψ˜n+1 − hn−1ψn−1 − h˜n−1ψ˜n−1 + (−1)n(h˜nψn+1 − hnψ˜n+1 + h˜n−1ψn−1 + hn−1ψ˜n−1)
]
. (B1)
Since we are considering the wavefunctions and hopping parameters to be slow, while the (−1)n factor is rapid, we
approximately solve the above by equating terms on the left and right to each other conditioned on the presence of
the (−1)n term. This leads to the system of equations,
i∂tψ(n) = i
[
hnψn+1 − h˜nψ˜n+1 − hn−1ψn−1 − h˜n−1ψ˜n−1
]
, (B2)
i∂tψ˜(n) = i
[
h˜nψn+1 − hnψ˜n+1 + h˜n−1ψn−1 + hn−1ψ˜n−1
]
. (B3)
In order to take the continuum limit, we restore the lattice spacing, n→ na0 = x, and assume long wavelengths by
dropping O(a20) and higher order terms,
i∂tψ(x) = i
[
2a0h(x)∂xψ(x)− 2h˜(x)ψ˜(x) + a0 [∂xh(x)]ψ(x) + a0
[
∂xh˜(x)
]
ψ˜(x)
]
, (B4)
i∂tψ˜(x) = i
[
2h˜(x)ψ(x)− 2a0h(x)∂xψ˜(x)− a0
[
∂xh˜(x)
]
ψ(x)− a0 [∂xh(x)] ψ˜(x)
]
. (B5)
By defining the spinor,
Ψ˜ =
(
ψ(x)
ψ˜(x)
)
, (B6)
and the mass,
m(x) = 2h˜(x)− a0∂xh˜(x), (B7)
we have,
i∂tΨ˜(x) = [σ
ym(x) + σz{a0i∂x, h(x)}] Ψ˜(x). (B8)
We note that the boundary condition on Ψ˜(x) is, Ψ˜(0) =
0 = ψ(0) + ψ˜(0), or,
σxΨ˜(0) = −Ψ˜(0). (B9)
In what follows we find it convenient to set the lattice
spacing a0 = 1 to obtain Eq. (23) in the main text,
i∂tΨ˜(x) = [σ
ym(x) + σz{i∂x, h(x)}] Ψ˜(x). (B10)
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FIG. 6. Error in bn from performing the Lanczos algorithm
without the additional Gram-Schmidt orthogonalization step,
for L = 6, 8, 10, 12 and Jz = .2, .3, .4, .5, .6. It is clear that the
onset of the error increases in n as one increases L, and that
the rate of increase in error decreases as one increases L. The
error also remains ≈ O(1) at large n.
Appendix C: Lifetime in Dirac continuum model
Let us start with the Dirac equation on a half-line x ≥
0
i∂tΨ˜ = HΨ˜ , (C1)
H = σzi∂x + σ
ym(x) , (C2)
where the mass is space dependent. We assume that
m(x) = m = const > 0 for 0 ≤ x ≤ x0 and m(x) = 0
for x ≥ x0. We also assume that the wavefunction is
bounded at infinity and at the origin x = 0 boundary
conditions are given in Eq. (B9).
The wavefunction for x < x0 is,
Ψ˜(x < x0) = e
−iEt
[
A1e
−κx
( −im
iκ+ E
)
+A2e
κx
( −im
−iκ+ E
)]
(C3)
while the wavefunction for x ≥ x0
Ψ˜(x > x0, t) = e
−iEt
[
e−iE(x−x0)
(
1
0
)
+BeiE(x−x0)
(
0
1
)]
. (C4)
Imposing boundary conditions at x = x0 and x = 0 we
find the scattering amplitude B to be
B = −κ cosh(κx0)−m sinh(κx0) + iE sinh(κx0)
κ cosh(κx0)−m sinh(κx0)− iE sinh(κx0) ,
(C5)
where
κ =
√
m2 − E2 ≈ m− E
2
2m
. (C6)
We used |E|  m in the latter approximation. The scat-
tering amplitude B has a pole in a complex plane of E
at (we assume mx0  1):
E ≈ −2ime−2mx0 = −iΓ
2
, (C7)
giving the expression for the decay rate of the quasi-
bound state:
Γ ≈ 4me−2mx0 . (C8)
Let us now notice that the scattering amplitude B is
a pure phase B = −e2iδ with
δ = tan−1
E sinh(κx0)
me−κx0 − E22m cosh(κx0)
. (C9)
We find that the derivative dδ/dE has a maximum at
E = 0:
∆t = 2~
dδ
dE
∣∣∣
E=0
≈ ~
m
e2mx0 , (C10)
which should be interpreted as a time delay due to the
scattering. As expected the delay time (C10) is of the
order of the inverse decay rate (C8).
Appendix D: Discrete Green’s functions
In this section we outline the steps needed to derive
the results in Section V.
We first explain how the metallic bulk can be inte-
grated out. The arguments here follow Ref. 55, but
we include the steps for the convenience of the reader.
We define the metallic bulk as a nearest-neighbor, tight-
binding Hamiltonian HB with hopping strength u0 and
no onsite potential. The lattice Green’s function for the
metallic bulk is defined as,
GB = (E −HB)−1. (D1)
We will only need the first component of this matrix,
denoted as the surface Green’s function,
GSB = (GB)1,1. (D2)
Using the identity,[(
A B
C D
)−1]
1,1
= (A−BD−1C)−1, (D3)
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we can partition HB as follows,
(E −HB)−1 =
(
E −u0
−u0 E −HB
)−1
. (D4)
Above the (1, 1) element is a scalar and the lower right
element is semi-infinite. Solving for the (1, 1) element
and using Eq. (D3), we obtain,
GSB = (E − u20GSB)−1, (D5)
whose solution yields,
GSB(E) =
1
2u20
(
E ± i
√
4u20 − E2
)
. (D6)
The sign above is chosen according to the initial con-
ditions. For example, a retarded Green’s function will
correspond to choosing the lower sign.
If we introduce a qubit on the end of the metallic
bulk55, it will modify the Green’s function as follows,
(E −H)−1 =
E − v1 −u1−u1 E − v2 −u2
−u2 E −HB
−1 , (D7)
where HB is semi-infinite. We can solve for the inverse
of the top left 2 × 2 matrix using Eq. (D3), giving the
following inverse Green’s function for the qubit,(
E − v1 −u1
−u1 E − v2 − u22GSB(E)
)−1
. (D8)
Due to the nearest-neighbor hopping, the effects of the
bulk are contained in an energy-dependent self-energy
term on the last site,
Σ(E) = u22G
S
B(E). (D9)
This motivates Eq. (38) in the main text. It also explains
the expression for the self-energy in Eq. (39) where the
hopping u2 between the system and the metal has been
taken to be equal to the hopping in the metal u0. More-
over the latter is denoted by uN in the main text.
We now plan to solve Eq. (38) in the limit of E → 0.
We consider HN to have only nearest neighbor hopping,
with the hopping on site n being un, and we exclude any
no onsite potential. N will be taken to be even, thus
uN will act as the coupling between HN and the infinite
bulk. Moreover, we will treat the bulk as an ideal metal
with uniform hoppings un≥N = uN .
We denote FN as the lower right most matrix element
of Eq. (38), inside the inversion. By utilizing Eq. (D3),
we can relate Fn−1 to Fn,
Fn−1 = E − u2n−1F−1n
= E − u2n−1
1
E − u2nF−1n+1
. (D10)
Above in the last line we have used the fact that the same
relation holds between Fn, Fn−1 as between Fn+1, Fn.
We can solve Eq. (38), by iterating backwards from FN
all the way to F1. We are eventually interested in the
surface Green’s function G(1,1) = F
−1
1 . Below we outline
the steps in the iteration.
Working to first order in E → 0, and denoting Σ =
Σ(E = 0), we use that FN = E − Σ. Then, iterating
backwards we obtain,
FN−(2l−1) ≈ E +
u2N−(2l−1) . . . u
2
N−3
u2N−(2l−2) . . . u
2
N−2
u2N−1
Σ
[
1 + E
(
1
Σ
{
u2N−(2l−3) . . . u
2
N−1
u2N−(2l−2) . . . u
2
N−2
+
u2N−(2l−5) . . . u
2
N−1
u2N−(2l−4) . . . u
2
N−2
+ · · ·+ 1
}
+
Σ
u2N−1
{
u2N−(2l−4) . . . u
2
N−2
u2N−(2l−3) . . . u
2
N−3
+
u2N−(2l−6) . . . u
2
N−2
u2N−(2l−5) . . . u
2
N−3
+ · · ·+ 1
})]
.
(D11)
We now consider an N = 2L subsystem HN and we set l = L in the above obtaining,
G(1,1) ≈
[(
u1u3 . . . uN−1
u2u4 . . . uN
)2
u2N
Σ
+ E
{(
u21 . . . u
2
N−1
u22 . . . u
2
N
)2
u4N
Σ2u21
(
1 +
u22
u23
+ · · ·+ u
2
2 . . . u
2
N−2
u23 . . . u
2
N−1
)
+
(
1 +
u21
u22
+ · · ·+ u
2
1 . . . u
2
N−3
u2 . . . u2N−2
)}]−1
(D12)
=
[
|φN+1|2u
2
N
Σ
+ E
(
|φN+1|4 u
4
N
Σ2u21
N (N)η +N (N)φ
)]−1
(D13)
=
[
|φN+1|2u
2
N
Σ
+ E
(
R+N (N)φ
)]−1
, (D14)
where we have defined the wavefunction norms, N (N)φ =
∑N
l=1 |φl|2, N (N)η =
∑N
l=1 |ηl|2. We have also defined
15
R = |φN+1|4N (N)η u4N/(Σ2u21).
In it’s final form, the surface Green’s function is,
G(1,1) ≈
(N (N)φ +R)−1
|φN+1|2u2NΣ−1
(
N (N)φ +R
)−1
+ E
≈
(
N (N)φ
)−1
|φN+1|2u2N
(
ΣN (N)φ
)−1
+ E
, (D15)
where we have set R = 0 in the second expression, a valid approximation when φ is strongly localized. From the last
expression above we can read off the lifetime as,
Γ
(N)
A ≈
|φN+1|2u2N
|Σ|N (N)φ
. (D16)
For a SSH model with homogeneous couplings coupled to a metal, we have u2l−1 = u1, u2l = u2, r = u1/u2, and
|φN+1| = rN . The square of the norm for the case where the SSH part is sufficiently long is N−1φ ≈ 1 − r2. The
resulting lifetime is,
Γ
(N)
A ≈
rN (1− r2)u22
|Σ| , (D17)
and is also reported in the main text.
Appendix E: Independence of the lifetime on the
plateau height of toy model (15)
In this section we discuss the toy model of Eq. (15)
with the goal being to explain the dependence of the
lifetime on the onset of the plateau, whose position we
denote by M . We find that the decay rate from Eq. (43),
when applied to the toy model Eq. (15), is insensitive to
the the position M at which the plateau starts, so long
as M  n0, where n0 is approximately the position at
which the staggering drops to zero. This is also verified
by numerically solving Eq. (38), and demonstrated in
Fig. 7.
The top panel shows two different configurations of
Eq. (15) that correspond to two different values of M ,
but share the following parameters M0 = 1, β = 10, n0 =
10, α = .3, δ = 1. The resulting values of |=G(E)|, from
Eq. (38), are plotted in the middle panel and are in close
agreement for the two different values of M .
The lower panel compares the time evolution on this
lattice (colored dotted lines) to that of Eq. (45) (grey
thick line). For the latter we use the decay-rate from the
half-width of the imaginary part of the Green’s function,
shown in the middle panel. For the pre-factor of Eq. (45)
we set N = 50 > M . The lifetime is independent of N ,
as long as it is greater than M .
In performing the numerical time-evolution (colored
dotted lines in lower panel), the system is initialized with
the wavefunction completely localized on the first site.
The plateau is made finite, but very large in order for
the autocorrelation function of the first site to be inde-
pendent of the length of the plateau. The calculation is
performed using iterative sparse matrix methods.56
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