It is shown that some q  analogues of the Fibonacci and Lucas polynomials lead to q  analogues of the Chebyshev polynomials which retain most of their elementary properties.
Introduction
Let me first sketch the context from which this paper originated. I have been interested in q  analogues of bivariate Fibonacci and Lucas polynomials with simple formulae as well as simple recurrences. The Fibonacci polynomials admit many such analogues but for the Lucas polynomials the situation is more complicated (see e.g. [5] ). It turned out that by introducing an additional parameter both aims can be accomplished. A special choice of this parameter led me to a q  analogue of the bivariate Chebyshev polynomials which admits simple generalizations of many properties of the classical univariate Chebyshev polynomials. Some variants of these polynomials (i.e. the Al-Salam and Ismail polynomials) previously occurred in [1] and have been studied in [6] from another point of view.
To make the paper intelligible for non-specialists let me first recall some well-known facts about these polynomials.
The Fibonacci polynomials ( , ) n F x s are defined by the recursion 1 2 ( , ) .
The Lucas polynomials ( , ) n L x s satisfy the same recursion 1 2 ( , ) n C The reader is referred to [5] for details.
As is well known a sequence   The polynomials ( , ) n T x s are related to the Lucas polynomials by
The bivariate Chebyshev polynomials ( , ) n U x s of the second kind can be defined by the same recursion
with initial values 0 ( , ) 1 U x s  and 1 ( , ) 2 .
The bivariate polynomials of the second kind are related to the Fibonacci polynomials by
Both types of Chebyshev polynomials are characterized by the identity
The classical Chebyshev polynomials are solutions of the following eigenvalue problems:
They also satisfy the Rodrigues-type formulae ( 1)
Here we use the symbol 0 (2 1)!! (2 1).
More information and references about the classical Chebyshev polynomials can be found in [7] , Section 9.8.2.
(q,b) -Fibonacci polynomials
We employ the usual abbreviations of q  analysis such as the q  Pochhammer symbols ;
We will also need the q  binomial theorem in the form
As is well known (cf. e.g. [2] or [5] ) the Carlitz q  Fibonacci polynomials
satisfy the recursion ;
These are polynomials in x and s whose coefficients are rational functions in . Some properties of these polynomials have been studied in [6] . The special case b s  occurred in [2] . M. Schlosser (personal communication) has observed that these polynomials can also be obtained from a specialization of his elliptic binomial Theorem (cf. [8] ).
As observed in [1] we have
Theorem 2.1
The ( , ) q b  Fibonacci polynomials satisfy the recursion
with initial values 0 ( , , , ) 0 F x b s q  and 1 ( , , , ) 1.
F x b s q 
A closely related recursion gives
Theorem 2.2
The polynomials ( , , , )
n F x b s q also satisfy the recursion
F x b s q 
Both theorems can be easily verified by comparing coefficients in (2.4).
In order to give more insight into the situation and to indicate the connections with [2] and [8] we will give another proof.
Consider the linear operator  defined by
and 2 2 (1 )(1 )
and let ( , ) 
.
It is easily verified that
As shown in [8] properties (2.13) -(2.15) imply the following ( , ) q b  binomial theorem:
Proof
We have to show that
. ;
and (2.14) and (2.15) imply
it suffices to verify that
But this is a trivial consequence of the recursions
for the q  binomial coefficients.
If we apply (2.17) to the constant polynomial 1 we get
Proof of Theorem 2.2
We must show that (2.8) implies (2.4).
Define the length  
as the sum of all words of length 1 n  . We set
be the empty word so that
By (2.23) and (2.17) we get
; ;
and therefore
Thus Theorem 2.2 is proved.
Proof of Theorem 2.1
This follows by (2.22) which gives
, , ,
, , , , , , .
If we extend these polynomials to negative indices by ( 1) ( , , , ) ; ; , , ,
then both recurrences (2.7) and (2.8) remain true.
Definition 2.2
The ( , 1) 2  1  2  2  2  1  2  2  2  2  0   ; ; ( , 1, , ) ; ;
are called generalized q  Fibonacci polynomials.
We now consider analogues of the Fibonacci matrices. Let
Then we have 
and therefore we get the ( , )
Taking determinants we get the following ( , ) q b  analogue of Cassini's formula. 
In fact a slightly more general theorem is true. , , ) , , , . ; ;
Theorem 2.4 ( (q,b) -Cassini-Euler formula,[6])
Let   1 1 ( , , , ) ( , , , ) ( , ( , , , , ) ( , , , , ) . (1 )(1 ) ) n n k n k n d n k b s F x qb qs q F x b s q F x qb qs q F x b s q b q s b         (2.32) Then       2 ( ) ( ,n n n n k n n s d n k b s q F x q b q s q bb q         (2.33)
Proof
This has been proved with other methods in [6] , Theorem 3.1.
In our approach we have only to verify that 
Taking determinants this gives ( , , , ) ( 1, , , ).
the result follows. 
(q,b) -Lucas polynomials
It is then easily verified that for
Note that we have 0 ( , , , ) 2 l x b s q  since 1 (1 )(1 ) ( , , )
Unfortunately there is no linear functional with respect to which they are orthogonal.
For consider the q  Lucas polynomials ( , ) ( ,0, , ) 
Fortunately there is another class of polynomials with both a beautiful formula and a 3-term recursion which is in close connection with the ( , ) q b  Fibonacci polynomials.
Definition 3.1
The ( ;
For the coefficient of ;
The ( , ) q b  Lucas polynomials also satisfy the recursion ( , 1, , ) ( , 1, , ) ( , 1, , ).
In this case (3.7) reduces to the following q  analogue of , . 4
In hypergeometric form formula (4.2) can be written as
An equivalent formula to (4.1) is
For the right-hand side is
coincides with (4.1).
Comparing coefficients we also get
Again these polynomials can be extended to negative indices such that the recurrences (3.8) and (3.5) remain true:
From (2.7) and (3.8) follows that both the generalized q  Fibonacci polynomials and the generalized q  Lucas polynomials are orthogonal with respect to some linear functional. We want to compute their moments. 
Therefore the corresponding moments are given by 
C q  This result seems to be "folklore". A proof may be found in [4] .
Unfortunately there is no closed formula for these q  Catalan numbers. As Wadim Zudilin [9] has shown they are not even q  holonomic.
Therefore for general b there can be no simple analogue of (4.7) for ( , , , ). 
Proof
We verify this by induction. For 0 n  it is trivially true. 
This is equivalent with
which is easily verified.
Let F  be the linear functional corresponding to the sequence   1 0
There is a corresponding identity for the generalized q  Lucas polynomials.
Theorem 4.3
With other words
Both identities are trivial for 0. n  Now suppose they have been proved for 1. n  From (3.8) we see that 
This is true because of the recursions of the q  binomial coefficients.
In the same way (4.13) is obtained. 
q-Chebyshev polynomials
Now we are ready to define the announced q  analogues of the Chebyshev polynomials.
Definition 5.1
The polynomials       The uniqueness is obvious. 
