1. Introduction 1.1. Background and motivation. Let X be a hyperkähler manifold, i.e. (for us) a simply connected compact Kähler manifold carrying a holomorphic symplectic form whose cohomology class spans H 2,0 pXq. The Kuga-Satake construction [KS67, Del72] One might wonder whether it is possible to relate the geometry of X and that of KSpXq, or of KSpX, Lq. A famous instance of such a relation is provided by Deligne's proof of the Weil conjectures for (projective) K3 surfaces starting from the validity of the Weil conjectures for abelian varieties [Del72] . In this respect we notice that if X is projective, the Hodge conjecture predicts the existence of a KugaSatake algebraic cycle on XˆKSpX, LqˆKSpX, Lq realizing the homomorphism of H.S.'s in (1.1.1).
There are very few families of hyperkähler manifolds for which one has a geometric description of the corresponding Kuga-Satake varieties and a proof of existence of a Kuga-Satake algebraic cycle: Kummer surfaces [Mor85] and K3 surfaces obtained as minimal desingularization of the double cover of a plane ramified over 6 lines [Par88] .
The present paper grew out of the desire to understand the Kuga-Satake torus associated to hyperkähler manifolds of Kummer type, i.e. deformations of the 2n-dimensional generalized Kummer manifold associated to an abelian surface (for n ě 2).
Among known examples of hyperkähler manifolds, those of Kummer type are distinguished by the fact that they have non zero odd cohomology. Let X be such a manifold. Then b 3 pXq " 8, and hence there is an associated 4 dimensional intermediate Jacobian J 3 pXq. Most of our paper is actually concerned with J 3 pXq. Our starting point is the proof that there is an analogue of the key cohomological property of the Kuga-Satake torus (see (1.1.1)) valid with J 3 pXq replacing the Kuga-Satake torus. From this it follows that if X is projective with polarization L, then KSpX, Lq is isogenous to J 3 pXq 4 . Thus J 3 pXq is a smaller dimensional version of the Kuga-Satake torus. Moreover, it is easier to relate geometrically X to J 3 pXq than it is to relate it to KSpXq (or KSpX, Lq), e.g. via the Abel-Jacobi map.
We will give an explicit recipe that produces the weight 1 H.S. on J 3 pXq in terms of the weight 2 H.S. on H 2 pXq. One fact that we discovered is that if X is projective, then J 3 pXq is an abelian fourfold of Weil type. More precisely, as pX, Lq varies in a complete family of polarized hyperkählers of Kummer type with fixed discrete invariants, the corresponding polarized intermediate Jacobians J
3 pXq sweep out a complete family of polarized abelian fourfolds of Weil type with fixed discrete invariants. Notice that the number of moduli for both families is equal to 4. This result suggests that we will be able to describe explicitly locally complete families of projective hyperkählers of Kummer type starting from the locally complete families of abelian fourfolds of Weil type which are known (see [Sch88] ). In this respect, we notice that several locally complete families of projective hyperkählers have been explicitly described, but the varieties in those familes are all of K3 rns type (deformations of the Hilbert scheme of length n subschemes of a K3 surface).
There is a series of papers related to the present work. The first one is [vG00] . Following the proof of Theorem 9.2 of that paper, one shows that the Kuga Satake KSpX, Lq of a polarized HK of Kummer type pX, Lq is the fourth power of an abelian fourfold of Weil type. Since KSpX, Lq is isogenous to J 3 pXq 4 , it follows that J 3 pXq is of Weil type. However we would like to stress that we have precise results on the integral Hodge structure on J 3 pXq, not only up to isogeny. Another paper related to this work is [Lom01] . Lastly, the recent preprint [Mar18] is strictly related to our work.
Main results.
Let X be a hyperkähler manifold of dimension at least 4, deformation equivalent to a generalized Kummer variety (following established terminology, we say that X is of Kummer type). Then b 3 pXq " 8, see [Göt94] , and of course H 3,0 pXq " 0. Thus J 3 pXq " H 3 pXq{pH 2,1 pXq`H 3 pX; Zqq (1.2.1) is a 4 dimensional compact complex torus. If X is projective, and L is an ample line bundle on X, then J 3 pXq is an abelian 4-fold (all of H 3 pXq is primitive because H 1 pXq " 0), and we let Θ L be the polarization defined by L.
Recall that, given a HK manifold X, there is a class q _ X P H
2,2
Q pXq which corresponds to the Beauville-Bogomolov-Fujiki quadratic form of X (see Subsection 2.2 for details). Now assume that X is of Kummer type, of dimension 2n. Then q X :" 2pn`1qq _ X is an integral class (see Definition 2.4). If X is a HK manifold of Kummer type, let Q`pXq be the irreducible component of the variety parametrizing maximal dimensional linear subspaces of QpXq containing PpH 2,1 pXqq (this definition makes sense by Theorem 1.1). We recall that Q`pXq Ă PpS`pXqq, where S`pXq is one of the two spinor representations of OpQpXqq. Recall also that S`pXq is 8-dimensional. Since H 3 pXq has an integral structure, so does S`pXq. There is a unimodular integral quadratic form qX on S`pXq (unique up to multiplication by˘1) such that Q`pXq is the set of zeroes of qX . Moreover, if π : X Ñ B is a family of HK manifolds of Kummer type, the flat connection on R 3 π˚Z induces a flat connection on the fibration S`pπq Ñ B with fiber S`pπ´1pbqq over b. Next, we make following Key observation 1.2. Let φ be the map in (1.2.2). Then φp Ź 2 H 2,1 pXqq is equal the one dimensional subspace Ann F 1 H 2 pXq.
In fact φp Ź 2 H 2,1 pXqq is contained in Ann F 1 H 2 pXq because φ is a morphism of Hodge structures, and equality follows from surjectivity of φ. Notice that Item (3) of Theorem 1.1 follows from the Key observation 1.2.
The result below is motivated by the Key observation 1.2. Theorem 1.3. Let X be a HK manifold of Kummer type, of dimension 2n. There exists a codimension 1 subspace T`pXq Ă S`pXq defined over Z such that the following hold:
(1) Given a 4-dimensional vector subspace Γ Ă H 3 pXq, the subspace φp Ź 2 Γq has dimension 1 if and only if PpΓq is a linear subspace of QpXq parametrized by a point rσs P PpT`pXqq X Q`pXq. If this is the case, then φp Ź 2 Γq " rσs.
(2) There exist an isomorphism ι : H 2 pXq _ "
ÝÑ S`pXq defined over Q, invariant up to sign under monodromy, and a choice of "sign" for qX , such that the restriction of qX to H 2 pXq _ Ă S`pXq is equal to the dual of the BBF quadratic form.
Item (1) of Theorem 1.3 amounts to an explicit description of the weight 1 Hodge structure on H 1 pJ 3 pXqq in terms of the weight 2 Hodge structure on H 2 pXq. The result below was first proved by Mongardi by other methods. We will show that it is a simple consequence of Theorem 1.3. Corollary 1.4 (Mongardi [Mon16] ). Let X be a HK of Kummer type. Let ρ P OpH 2 X; Zq, q X q be a monodormy operator. Then either ρ acts trivially on the discriminant group H 2 pX; Zq _ {H 2 pX; Zq (here H 2 pX; Zq is embedded into H 2 pX; Zq _ by the BBF quadratic form) and it has determinant 1, or it acts as multiplication by´1 on the discriminant group and it has determinant´1.
Below is our last main result. 1.3. Organization of the paper. Most of Section 2 is devoted to the proof of results on the cohomology of HK's of Kummer type. After recalling the definition of generalized Kummers, and establishing basic notation, we compute the constants which enter into the formula for certain integrals on a HK of Kummer type (see Proposition 2.3). In Subsection 2.3 we describe explicitly the integral 3rd cohomolgy group of a generalized Kummer. In dimension 4 this was done by Kapfer and Menet [KM16] . We extend their result to arbitrary dimension by adapting arguments of Totaro [Tot16] . In Subsection 2.4 we show that, by invariance under the monodromy group of compact complex tori, the map φ in (1.2.2) for 2n-dimensional HK's of Kummer type has a "shape" which depends on an apriori unknown ϑpq n´2 q P Z 3 . In Subsection 2.5, Subsection 2.6 and Subsection 2.7 we compute the first two entries of ϑpq n´2 q (the third entry will be determined up to sign in Subsection 3.4). Most of the effort goes in a painful computation of the cup product of certain cohomology classes on a generalized Kummer. In order to do this we rely on the explicit description of the cohomology ring of Hilbert schemes of smooth projective surfaces with trivial canonical bundle given by Lehn and Sorger [LS03] . The last subsection of Section 2 contains the proof of Theorem 1.1.
In Section 3 we prove Theorem 1.3 and Corollary 1.4. Actually we discuss an "abstract" map which has the same shape as φ, depending on a choice of ϑ P Z 3 with no vanishing entry. In such a set-up, we have a way of explicitly associating to a weight-2 H.S. of K3 type a weight-1 H.S. If the weight-2 H.S. is polarized, then the weight-1 H.S. is also polarized.
In the short Section 4 we compute the elementary divisors of the natural polarization of J 3 pXq for a polarized HK fourfold X. Section 5 is devoted to the proof of Theorem 1.5. Actually we prove, more generally, that the polarized weight-1 H.S.'s constructed in Section 3 (depending on a ϑ P Z 3 with no vanishing entry) are of Weil type.
1.4. Conventions. We work over C: projective varieties will be complex projective varieties. Throughout the present paper, A is an abelian surface. Notation: in dealing with cohomology, we omit to mention the ring of coefficients when we consider complex coefficients.
Let Λ be a lattice. The divisibility of a non zero v P Λ is the positive generator of pv, Λq; we denote it by divpvq.
Let P N`. The double factorial of n is equal to
It is convenient to set 0!! :" 1 and p´1q!! :" 1.
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Generalized Kummers and their cohomology
2.1. Hilbert schemes parametrizing subschemes of finite length. Let S be a smooth projective surface. Let S rns be the Hilbert scheme parametrizing subschemes Z Ă S of length n, and let S pnq be the symmetric product of n copies of S. Given a point rZs P S rns , we let
The Hilbert-Chow map r h n : S rns Ñ S pnq associates to rZs the cycle |Z|. Let r ∆ n pSq Ă S rns be the prime divisor parametrizing non reduced schemes. The divisor class of r ∆ n pSq is divisible by 2. We let r ξ n pSq P H 2 pS rns ; Zq{ Tors be characterized by 2 r ξ n pSq " c 1 pO S rns p r ∆ n pSqqq.
(2.1.1) (In order to simplify notation, we will omit S whenever there is no ambiguity.) Let R be a (commutative) ring. Given α P H m pS; Rq, let α pnq P H m pS pnq ; Rq be characterized by the formula For n ě 2 let
Then Γ n pSq is irreducible of (complex) dimension 2n´1. Let p : Γ n pSq Ñ S be the map sending pW, Zq to the support of W , and let q : Γ n pSq Ñ S rns be the projection. We let
where PD means Poincaré dual.
2.2. Generalized Kummers. Let A be an abelian surface. Let σ r : A prq Ñ A be the summation map (in the group A). The n-th generalized Kummer variety is K n pAq :" trZs P A rn`1s | σ n`1 p|Z|q " 0u.
Beauville [Bea85] proved that K n pAq is a hyperkähler variety of dimension 2n. Let Let Ă S 2r be a set of representatives for "-equivalence classes, and let P : W 2r Ñ C be the multilinear symmetric function defined by
Then P is the polarization of the homogeneous polynomial α Þ Ñ p2r´1q!!pα, αq r , i.e. P pα, . . . , αq " p2r´1q!!pα, αq r . In particular, Equation (2.2.5) is equivalent to the equation 
(2.2.9) (Notice that each xe i , f i y is a hyperbolic plane.) Then
Before proving a result on products of q _ KnpAq , we need an identity whose proof was kindly provided by Ruggero Bandiera.
Lemma 2.2 (Ruggero Bandiera). Let k and ℓ ď n be natural numbers. Then
Proof. For fixed natural numbers k, ℓ the left and right hand sides of (2.2.11) are polynomials in n (of degree ℓ), that we denote p 
Proof. By a theorem of Fujiki [Fuj87] , there exists a rational number
In order to determine C ℓ n , it suffices to compute the left hand side of (2.2.12) for one X and one γ P H 2 pXq such that qpγq " 0. We will do the computation for X " K n pAq and γ " ξ n . Let
A straightforward computation shows that ż
With some manipulations, it follows that ż
Thus it remains to show that
The above equality follows at once from the case k " 2 of Lemma 2.2.
Definition 2.4. If X is a 2n dimensional hyperkähler manifold of Kummer type, let q X :" 2pn`1qq _ X . The point of the above definition is that q P H 2,2 Z pK n pAqq (by (2.2.10)). 2.3. On the integral cohomology of generalized Kummers. We will prove the following two results.
Proposition 2.5 (Contained in [KM16] for n " 2.). Let β P H 1 pA; Zq. Then ν 3 pβq is divisible by 2 in H 3 pK n pAq; Zq.
Remark 2.6. Let β P H 1 pA; Zq. By Proposition 2.5, there is a well defined ν 3 pβq{2 P H 3 pK n pAq; Zq{ Tors Theorem 2.7 (Proposition 6.2 in [KM16] for n " 2.). The map
is an isomorphism of integral Hodge structures.
We recall that A prq is naturally stratified, with strata indexed by partitions of r. ..,1q s are independent over Z (if r " 3 this is to be interpreted as stating that rA rrs p3,1,...,1q s is not a torsion class). We may assume that A is a special abelian surface; we will assume that A " EˆF , where E, F are elliptic curves. Given q P F , we let i q : E ãÑ EˆF be the embedding as the slice Eˆtqu. Let D Ă E p3q be a generic very ample divisor. Thus D meets the curve t3p | p P Eu in a finite non empty set. Choose q P F , and let x 1 , . . . , x r´3 be pairwise distinct points of Azi q pEq. Let Σ Ă A rrs be defined by
If r ě 4, choose distinct q 1 , q 2 P F , and let y 1 , . . . , y r´4 be pairwise distinct points of Azi q1 pEqzi q2 pEq. Let φ : E Ñ P 1 be a degree 2 map. We let D E Ă E p2q be the g 1 2 defined by φ, i.e. D E :" tφ˚ppq | p P P 1 u. Let Ω Ă A rrs be defined by Lemma is stated for n " 1, but the same proof gives the statement in general), τ˚pβq P ImpBq, and hence (2.3.4) holds.
Proof of Theorem 2.7. The map in (2.3.1) is a morphism of Hodge structures, integral by Proposition 2.5, hence we are left with the task of proving that it defines an isomorphism between H 3 pA; Zq ' H 1 pA; Zq and H 3 pK n pAq; Zq{ Tors. We proceed as in the proof of Proposition 6.2 in [KM16] .
Let tη 1 , η 2 , η 3 , η 4 u be an oriented basis of H 1 pA; Zq, i.e. such that η 1 ! . . . ! η 4 is the orientation class, and let tη _ 1 , . . . , η _ 4 u be the dual basis. Since we have the perfect pairing
we may view each η 
. . , Θ 4 Ă K n pAq be the smooth oriented 3 manifolds
A straightforward computation shows that the 8ˆ8 matrix whose entries are the evaluations of the classes µ 3 pη _ 1 q, . . . , µ 3 pη _ 4 q, ν 3 pη 1 {2q, . . . , ν 3 pη 4 {2q on the 3-homology classes represented by Σ 1 , . . . , Σ 4 , Θ 1 , . . . , Θ 4 is a matrixˆC0
4,4 D˙, where C, D are diagonal matrices with entries˘1 on the diagonals. This proves that the image of H 3 pA; Zq ' H 1 pA; Zq under the map in (2.3.1) is a rank 8 saturated subgroup of H 3 pK n pAq; Zq{ Tors. By Göttsche [Göt94] the rank of the latter is 8 , and hence Theorem 2.7 follows.
2.4. Structure of φ for X a generalized Kummer. Let X be a HK of Kummer type, of dimension 2n. Let U X P H 2n´4,2n´4 Z pXq be an integral Hodge class which remains of Hodge type for all deformations of X. Thus U X might be q n´2 , where q is as in Definition 2.4, or a weight 4n´8 poynomial in the Chern classes of X. We let
Each of the maps Φ i pUq is equivariant for the natural action of the monodromy group of 2 dimensional compact complex tori on domain and codomain. We stress that we deform A to arbitrary 2 dimensional compact complex tori, in general not projective; this makes sense because the generalized Kummer K n pT q is welldefined for an arbitrary 2 dimensional compact complex torus. Since the images of the monodromy group in H 1 pA; Zq and H 3 pA; Zq are the full (integral) special linear groups, each of the maps Φ i pUq is equivariant for the natural actions of the (complex) groups SLpH 1 pAqq and SLpH 3 pAqq. It follows that there exist ϑ 1 pUq, ϑ 2 pUq, ϑ 3 pUq P C such that Φ 1 pUq " pϑ 1 pUq Id, 0q, Φ 2 pUq " pϑ 2 pUqι, 0q, and Φ 3 pUqppα, 0q^p0, β 1" ϑ 3 pUqxα, β 1 yξ _ n . Since ΦpUq is integral, one gets that each ϑ i pUq is an integer.
Definition 2.12. Let X be a HK manifold of Kummer type (of dimension 2n ě 4), and let U X P H 2n´4,2n´4 Z pXq be an integral Hodge class which remains of Hodge type for all deformations of X. Deforming pX, U X q to pK n pAq, U KnpAq q, we may set (unambiguously) ϑpU X q :" ϑpU KnpAq q, where ϑpU KnpAis the triple of integers defined in Proposition 2.11.
The cohomology ring of A
rms . Let S be a smooth projective surface with torsion canonical class. Lehn and Sorger [LS03] have identified the cohomology ring of S rms with a ring functorially associated to HpSq, the cohomology ring of S. In the present subsection we will recall the construction of Lehn and Sorger for an abelian surface A (there is one semplification, because the Euler characteristic vanishes). If Z is a topological space, we let HpZq be its rational cohomology ring. Throughout this subsection we will adhere to the notation of [LS03] . In particular, we shift the grading of HpAq by 2, i.e. we set deg H p pAq :" p´2, (2.5.1) 2.5.1. The ring HpAq rms . Let I be a finite set. One sets
Suppose that I has cardinality r. The degree of a homogeneous element α P HpAq bI is denoted |α|. One defines
(notice the minus signs), where ş A α is the evaluation of the degree 4 component of α over the 4-cycle defined by A with its complex orientation. Given a finite set I of cardinality r, we may define T I : HpAq bI Ñ C by choosing a bijection rrs " ÝÑ I, and T I is clearly independent of the bijection. Notice that T I is a non-degenerate bilinear form.
Let I, J be finite sets, and let f : I Ñ J be a surjection; by taking the cupproduct map HpAq f´1pjq Ñ HpAq for every j P J (see p. 307 of [LS03] ), one defines a map f˚: HpAq bI Ñ HpAq bJ .
(2.5.4) Let f˚: HpAq bJ Ñ HpAq bI (2.5.5) be the adjoint of f˚with respect to the non degenerate bilinear forms T J and T I . In particular, let ∆ r : HpAq br Ñ HpAq be multiplication. Then ∆ r,˚: HpAq Ñ HpAq br is the adjoint of multiplication:
Here xπyzrms is the set of orbits in rms of the subgroup of S m spanned by π. If ζ P HpAq bxπyzrms is homogeneous, the degree of ζπ is defined to be |ζ|. One defines a multiplication on HpAqtS m u proceeding as follows (see Proposition 2.13 of [LS03] ). Let π, ρ P S m . The graph defect gpπ, ρq : xπ, ρyzrms Ñ N is the function (see Lemma 2.7 in [LS03] ) defined by gpπ, ρqpBq " 1 2 p|B|`2´|xπyzB|´|xρyzB|´|xπρyzB|q .
The surjections xπyzrms ÝÑ xπ, ρyzrms and xρyzrms ÝÑ xπ, ρyzrms define maps The multiplication on HpAqtS m u is defined by setting
The group S m acts on HpAqtS m u, see p. 310 of [LS03] , and one sets
The restriction of multiplication to HpAq rms is graded commutative, and homogeneous of degree 2m, see Proposition 2.13 and Proposition 2.15 of [LS03] . Let Theorem 2.13 (Lehn-Sorger [LS03] ). The map in (2.5.9) is an isomorphism of graded commutative rings, provided we define deg H p pA rms q :" p´2m.
Product of certain elements of
HpAqtS m u. First we introduce some notation. Let τ P S m . We define a total ordering ĺ on the orbit set xτ yzrms by setting I ĺ J if minpIq ď minpJq. Thus, letting p be the cardinality of xτ yzrms, we have a preferred isomorphism HpAq bp "
Ñ HpAq bxτ yzrms .
(2.5.10) Definition 2.14. Keep notation as above, and let β 1 , . . . , β p P HpAq. We may view β 1 b . . . b β p as an element of HpAq bxτ yzrms because of (3.5.19). This understood, we let β 1 b . . . b β p τ be the corresponding element of HpAqtS m u.
Given α P HpAq and 1 ď i ď m, we let
Definition 2.15. Let ξ P HpAq. For and 1 ď i ă j ď pn`1q, let ∆ ij pξq P HpAq 
5.12) where
(2.5.14)
Lastly, let 1 ď i ă j ď m and 1 ď h ă k ď m. X q is well defined. In the present subsection we will prove the following result.
Proposition 2.18. Let X be a 2n dimensional hyperkähler manifold of Kummer type, where n ě 2. Then
The proof of Proposition 2.18 is given at the end of the subsection. We start by going through some preliminary results. Let HpK n pAqq p2q Ă HpK n pAqq be the graded subring generated by H 2 pK n pAqq. By a Theorem of Verbitsky [Ver96, Bog96] , the restriction of the Poincaré pairing to HpK n pAqq p2q is perfect, and the kernel of the natural map Sym H 2 pK n pAqq Ñ HpK n pAqq p2q is generated by all elements α n`1 , where qpαq " 0. Now suppose that p ď n. Then the map Sym p H 2 pK n pAqq Ñ HpK n pAqq 2p p2q is an isomorphism, and hence we have a direct sum decomposition
where orthogonality is with respect to the Poincaré pairing. Let
be the projection.
Lemma 2.19. Let n ě 3. There exist C i pnq, D i pnq P Q for i P t1, 2, 3u such that for all α, α 1 P H 3 pAq and β, β 1 P H 1 pAq,
Proof. Let Ψ 1 : The map Ψ i is equivariant for the action of the Monodromy group on domain and codomain. Since the monodromy group is SL H 3 pA; Zq, Ψ i is equivariant for the action of SL H 3 pAq. The domains of Ψ 1 and Ψ 2 are irreducible representations of SL H 3 pAq. Decomposing each summand of (2.6.2) into a direct sum of irreducible SL H 3 pAq representations, one gets the first two equations. The decomposition into irreducible summands of the domain of Ψ 3 is End 0 pH 3 pAqq ' C Id H 3 pAq . Of these two representations, only the trivial one appears in the decomposition of (2.6.2), and the third equation follows.
Throughout the present subsection we let tη 1 , . . . , η 4 u be an oriented basis of H 1 pAq, i.e. such that η :" η 1 ! . . . ! η 4 is the fundamental class of A.
Proposition 2.20. Let α, α 1 P H 3 pAq, and γ P H 2 pAq. If n ě 2, then
(2.6.3)
Proof. The required computation can be done on A n`1 (without appealing to the Lehn-Sorger formulae), because of the following argument. Let
be the summation maps, and let
The restriction of the Hilbert-Chow map to K n pAq is a map h n : K n pAq Ñ W n`1 pAq of degree 1 and, for λ P H k pAq, the class µ k pλq is equal to hnpλ pn`1q | Wn`1pAq q. Hence the computation may be done on W n`1 pAq. On the other hand the natural map x W n`1 pAq Ñ W n`1 pAq has degree pn`1q!, and therefore the computation may be done on x W n`1 pAq. Lastly, we may compute on A n`1 , because the relevant classes on x W n`1 pAq are the restrictions of classes on A n`1 . Let p i : A n`1 Ñ A be the projection to the i-th factor. The kernel of p σ n`1 , i.e. x W n`1 pAq, has Poincaré dual the class
Thus (2.6.3) is equivalent to the following equality:
(2.6.6) It suffices to prove that (2.6.6) holds for all choices
(2.6.7)
Let i 0 , j 0 be such that ti 0 , i 1 , i 2 , i 3 u " t1, . . . , 4u, tj 0 , j 1 , j 2 , j 3 u " t1, . . . , 4u. (2.6.8)
By interchanging α and α 1 , if necessary, we may assume that i 0 ă j 0 . Let h 0 ă k 0 be such that ti 0 , j 0 , h 0 , k 0 u " t1, . . . , 4u. (2.6.9)
The integrand in the left hand side of (2.6.6) is the sum of monomials, i.e. products of the addends of the factors. Each non vanishing monomial is equal to
where tr, s, t 1 , . . . , t n´1 u " t1, . . . , n`1u. By (2.6.10), the integral over A n`1 of the class in (2.6.11) equalśˆż
Since there are pn`1q!p2n´3q!! such integrals appearing, the proposition follows.
Proposition
(2.6.13) By the results recalled in Subsection 2.5, the integral in the left hand side of (2.6.12) is equal to Q{pn`1q!. Now consider Equation (2.5.19) for β " β 1 " 1, and plug it into the left hand side of (2.6.13): the terms in the right hand side of (2.5.19) which involve non trivial permutations will give zero when multiplied by the other factors, hence we get that the left hand side of (2.6.13) is equal to the sum, for 1 ď i ă j ď pn`1q, of the products obtained by substituting c n`1 p1q 2 with ∆ ij p1q Id in the left hand side of (2.6.13). Since there are npn`1q{2 such terms, and each contributes (by symmetry) the same amount to Q, it follows that
(2.6.14)
Next, notice that´∆ n,pn`1q p1q is the Poincaré dual of ta P A n`1 | a n " a n`1 u. Thus, letting ν be the cohomology class on A n given by
pp1 pηsq`...`pn´1pηsq`2pn pηsqq, (2.6.15) the integral in the right hand side of (2.6.14) is equal tó
(2.6.16) By Proposition 2.11 it suffices to prove that (2.6.12) holds with one choice of α, α 1 such that α^α 1 " 0. We choose
The integrand in (2.6.16) equals
(2.6.19)
Since ν is S n -invariant, it follows that the integral in (2.6.16) equals pn´1qpn´2q ş A n p1 pαq!p2 pα 1 q!ν`2pn´1q ş A n p1 pαq!pn pα 1 q!ν`2pn´1q ş A n pn pαq!p1 pα 1 q!ν.
(2.6.20)
Expanding ν as a sum of monomials, one gets that p1 pαq!p2 pα 1 q!ν"
4pn´3q!p2n´5q!!p1 pαq!p2 pα 1 q!p3 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pn pγ 2 q!pi pη 1 q!pi pη 2 q!p2 pη 3 q!p1 pη 4 q8 pn´3q!p2n´5q!!p1 pαq!p2 pα 1 q!p3 pγ 2 q!...!pn´1pγ 2 q!pn pγq!pn pη 1 q!pn pη 2 q!p2 pη 3 q!p1 pη 4 q.
(2.6.21) Thus, recalling (2.6.18), Equation (2.6.21) gives
(2.6.22)
Expanding again ν as a sum of monomials, one gets that p1 pαq!pn pα 1 q!ν"
2pn´3q!p2n´5q!!p1 pαq!pn pα 1 q!p2 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pn´1pγ 2 q!pi pη 1 q!pi pη 2 q!pn pη 3 q!p1 pη 4 q.
Recalling (2.6.18), it follows that
(2.6.23)
Exchanging α and α 1 we see that the third integral appearing in (2.6.20) is also equal to the right hand side of (2.6.23). By (2.6.20) it follows that the integral in the right hand side of (2.6.14) is equal (recall the minus sign in (2.6.16)) to 4pn`1qpn´1q!p2n´5q!!¨ż
The proposition now follows from (2.6.14).
Corollary 2.22. Let n ě 3. Then (notation as in Lemma 2.19) Each of the integrals appearing in the right hand side of the above equations may be computed by invoking the case ℓ " 1 of Proposition 2.3, or Equation (2.2.5) (see also Remark 2.1). By Proposition 2.20 and Proposition 2.21, it follows that C 1 pnq and D 1 pnq are the solutions of the system of linear equationś p2n´3q!! " pn`1qp2n`5q¨p2n´3q!!C1pnq´2pn`1q 2¨p 2n´3q!!D1pnq, 2pn`1q¨p2n´5q!! "´2pn`1q 2 p2n`5q¨p2n´5q!!C1pnq`12pn`1q 3¨p 2n´5q!!D1pnq.
(2.6.26)
Solving for C 1 pnq and D 1 pnq one gets the formulae of the proposition.
Proof of Proposition 2.18. We must prove that if α, α 1 P H 3 pAq and γ P H 2 pAq, then
(2.6.27)
If n " 2, Equation (2.6.27) follows directly from (2.6.3). If n ě 3, one applies Lemma 2.19. In fact, one assigns to C 1 pnq and D 1 pnq the values given by Corollary 2.22, and then one applies (2.2.5) (see also Remark 2.1) and Proposition 2.3 in order to carry out the required computations.
2.7. Computation of ϑ 2 pq n´2 q. We will prove the following result.
Proposition 2.23. Let X be a 2n dimensional hyperkähler manifold of Kummer type, where n ě 2. Then
The proof of Proposition 2.23 will be given at the end of this subsection. Throughout the subsection, tη 1 , . . . , η 4 u is an oriented basis of H 1 pAq, i.e. η :" η 1 ! . . . ! η 4 is the fundamental class of A.
Proposition 2.24. Let β, β 1 P H 1 pAq and γ P H 2 pAq. If n ě 2, then
(2.7.2)
Proof. Let M be the integer such that (2.7.6) By Proposition 2.11 it suffices to prove that (2.7.2) holds with one choice of β, β 1 such that β ! β 1 " 0. We choose
The integrand in the right hand side of (2.7.6) is equal to n ř i"2 2pn´2q!p2n´3q!!p1 pβ!β 1 q!p1 pγq!p2 pγ 2 q!...!pi´1 pγ 2 q!pi`1 pγ 2 q!...!pn pγ 2 q!pi pηqǹ ř i"2 4pn´2q!p2n´3q!!p1 pβ!β 1 q!p2 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pn pγ 2 q!pi pη 1 !η 2 q!p1 pη 3 !η 4 qř 2ďiăjďn 4pn´2q!p2n´3q!!p1 pβ!β 1 q!p1 pγq!p2 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pj´1 pγ 2 q!pj pγq!pj`1 pγ 2 q!...!pn pγ 2 q!ν ij , (2.7.8) where
ta,b,c,du"t1,...,4u
and the proposition follows from (2.7.6).
Proposition 2.25. Let β, β 1 P H 1 pAq, and γ P H 2 pAq. If n ě 3, then
(2.7.10)
Proof. Let P be the integer such that
(2.7.11) By Proposition 2.16, Proposition 2.17 and (2.5.20), we have ż
Let us compute P . By (2.5.19) and the formulae in Subsubsection 2.5.2, we have c n`1 pβq¨c n`1 pβ 1 q¨c n`1 p1q¨c n`1 p1q " ÿ 1ďaăbďpn`1q 1ďcădďpn`1q
where the remainder R is a sum of terms involving non trivial permutations.
Let τ :"´ř
n`1 j"1 pj pη s q Id¯, where p i is projection to the i-th factor. Since τ is S n`1 -invariant,
(2.7.13) (Notice that ∆ ab pβ ! β 1 q¨∆ ab p1q " 0 for dimension reasons.) Next, notice that ∆ r,˚p 1q is the Poincaré dual of the small diagonal in A r multiplied by p´1q r`1 . Moreover, if γ P HpAq then ∆ r,˚p γq " p1 pγq ! ∆ r,˚p 1q.
It follows that the integrals in (2.7.13) are equal to integrals over the subset tpx, x, x, y 1 , . . . , y n´2 u Ă A n`1 , or the subset tpx, x, y, y, z 1 , . . . , z n´3 u Ă A n`1 . More precisely, let τ 3 and τ 2,2 be the top cohomology classes on A n´1 given by
p1 pη s q`2p2 pη s q`n´1 ÿ j"3 pj pη s q¸.
Then (2.7.13) reads
p1 pβq!p2 pβ 1 q!τ2,2¸.
(2.7.14)
By Proposition 2.11, it suffices to prove that (2.7.10) holds for one choice of β, β 1 such that β ! β 1 " 0. We let
(2.7.15)
A computation gives that
3pn´3q!p2n´5q!!p1 pβ!β 1 q!p1 pγq!p2 pγ 2 q!...!pi´1pγ 2 q!pi`1 pγ 2 q!...!pn´1pγ 2 q!pi pηqǹ´1 ř i"2 9pn´3q!p2n´5q!!p1 pβ!β 1 q!p2 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pn´1pγ 2 q!pi pη 1 !η 2 q!p1 pη 3 !η 4 qř 2ďiăjďpn´1q 6pn´3q!p2n´5q!!p1 pβ!β 1 !γq!p2 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pj´1 pγ 2 q!pj pγq!pj`1 pγ 2 q!...!pn´1pγ 2 q!ν ij , (2.7.16) where ν ij is given by (2.7.9). Thus
(2.7.17)
Similarly, p1 pβ!β 1 q!τ 2,2 "32pn´3q!p2n´5q!!p1 pβ!β 1 q!p1 pγq!p3 pγ 2 q!...!pn´1pγ 2 q!p2 pηqǹ´1 ř i"3 8pn´3q!p2n´5q!!p1 pβ!β 1 q!p1 pγq!p2 pγ 2 q!p3 pγ 2 q!...pi´1pγ 2 q!pi`1 pγ 2 q!...!pn´1pγ 2 q!pi pηq3 2pn´3q!p2n´5q!!p1 pβ!β 1 q!p2 pγq!p3 pγ 2 q!...!pn´1pγ 2 q!p2 pη 1 !η 2 q!p1 pη 3 !η 4 qǹ´1 ř i"3 16pn´3q!p2n´5q!!p1 pβ!β 1 q!p2 pγ 2 q!p3 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pn´1pγ 2 q!pi pη 1 !η 2 q!p1 pη 3 !η 4 qǹ´1 ř j"3 32pn´3q!p2n´5q!!p1 pβ!β 1 !γq!p2 pγq!p3 pγ 2 q!...!pj´1 pγ 2 q!pj pγq!pj`1 pγ 2 q!...!pn´1pγ 2 q!ν 2jř 3ďiăjďpn´1q 16pn´3q!p2n´5q!!p1 pβ!β 1 !γq!p2 pγ 2 q!p3 pγ 2 q!...!pi´1pγ 2 q!pi pγq! !pi`1pγ 2 q!...!pj´1pγ 2 q!pj pγq!pj`1 pγ 2 q!...!pn´1pγ 2 q!ν ij , (2.7.18) where ν ij is given by (2.7.9). Thus
(2.7.19)
Lastly, for a " b P t1, . . . , 4u, let Then p1 pβq!p2 pβ 1 q!τ 2,2 "32pn´3q!p2n´5q!!p1 pβq!p2 pβ 1 q!p1 pγq!p3 pγ 2 q!...!pn´1pγ 2 q!p2 pη 1 q!p1 pη 2 q!p2 pη 3 !η 4 q3 2pn´3q!p2n´5q!!p1 pβq!p2 pβ 1 q!p2 pγq!p3 pγ 2 q!...!pn´1pγ 2 q!p2 pη 1 q!p1 pη 2 !η 3 !η 4 qǹ´1 ř i"3 32pn´3q!p2n´5q!!p1 pβq! p2 pβ 1 q!p1 pγq!p2 pγq!p3 pγ 2 q!...!pi´1pγ 2 q!pi pγq!pi`1 pγ 2 q!...!pn´1pγ 2 q!ω i .
(2.7.20)
p1 pβq!p2 pβ 1 q!τ2,2"´16pn`1qpn´3q!p2n´5q!!p ş
(2.7.21)
Thus P " 2pn`1q!pn`1q 2 p2n´5q!! by (2.7.14), (2.7.17), (2.7.19), (2.7.21), and the proposition follows from (2.7.12).
Corollary 2.26. Let n ě 3. Then (notation as in Lemma 2.19) Thus, going through the proof of Corollary 2.22 one gets that C 2 pnq and D 2 pnq satisfy the system of linear equations obtained from (2.6.26) by multiplying the left hand terms by 4pn`1q and replacing C 1 pnq D 1 pnq by C 2 pnq, D 2 pnq respectively. Hence C 2 pnq " 4pn`1qC 1 pnq and D 2 pnq " 4pn`1qD 1 pnq. Thus the result follows from Corollary 2.22.
Proof of Proposition 2.23. We must prove that ϑ 2 pq n´2 q " pn`1qϑ 1 pq n´2 q. This holds because C 2 pnq " 4pn`1qC 1 pnq and D 2 pnq " 4pn`1qD 1 pnq. (Recall that Fp0, βq " νpβq{2, where F is the isomorphism in (2.3.1).) 2.8. Proof of the first main result. We will prove Theorem 1.1.
Let us prove Item (1), i.e. surjectivity of φ. Since ϑ 1 pq n´2 q and ϑ 2 pq n´2 q are non zero, the map φ is non zero. Let X 0 be very general. Then there is no non trvial sub Hodge structure of H 2 pX 0 q _ , and hence φ is surjective. Since φ is flat for the Gauss-Manin connection, it follows that φ is surjective for every X.
Before going to Item (2), we note the following.
Lemma 2.27. Let X be a HK of Kummer type, of dimension 2n. Then ϑ 3 pq n´2 q is non zero.
Proof. We may assume that X " K n pAq. Since φ is surjective, it follows that ϑ 3 pq n´2 q is non zero.
Remark 2.28. We will compute ϑ 3 pq n´2 q up to sign, see Corollary 3.7.
In proving Item (2), we may assume that X is a generalized Kummer K n pAq, 3. Reconstructing H 3 pXq from H 2 pXq 3.1. Summary. In the present section we will prove Theorem 1.3. We will assume that we are given an abstract version of the map in (2.4.4), i.e. a linear map
depending on a choice of ϑ :" pϑ 1 , ϑ 2 , ϑ 3 q P Z 3 , where V is a free Z-module of rank 4. Assuming that all the components of ϑ are non zero, we determine for which 4-dimensional subspaces Γ of the domain the image Φ ϑ p Ź 2 Γq is one dimensional. The motivation is the Key observation 1.2. Next, we equip the codomain of Φ ϑ with a non degenerate quadratic form modelled on the BBF of generalized Kummers, and we get a corresponding open subset of a quadric, call it D, parametrizing weight 2 Hodge structure of K3 type. We show that for Γ as above, Φ ϑ p Ź 2 Γq is an element of D, and that conversely every element of D comes from a unique Γ. Thus associated to each point of D there is an integral effective weight 1 Hodge structure, and hence a compact complex torus. In the last subsection we prove Theorem 1.3.
Set up. Keeping notation as above, let vol:
ÝÑ Z be a volume form. Let p, q be the bilinear symmetric non degenerate form on Ź 2 V defined by pα, βq :" volpα^βq. We extend bilinearly p, q to V C :" V b Z C, and we denote it by the same symbol. Let ι :
be the isomorphism defined by p, q. We define the map Φ ϑ in (3.1.1) to be the one induced by the bilinear antisymmetric map
Remark 3.1. Let X be a HK manifold of Kummer type of dimension 2n. Let U X P H 2n´4,2n´4 Z pXq be an integral Hodge class which remains of Hodge type for all deformations of X, e.g. U X " q n´2 X . Let ϑpU X q be as in Definition 2.12. By Proposition 2.11, there exist isomorphisms H 3 pX; Zq -V ' pV _ {2q and H 2 pX; Zq _ -p Ź 2 V ' Zq, such that ΦpU X q gets identified with Φ ϑpUX q .
Notation 3.2. Keeping notation as above, we let ζ :" p0, 1q P p Ź 2 V C ' Cq.
3.3.
A result in linear algebra. Let f : V C Ñ V _ C be a linear map. We let ω f P Ź 2 V _ C be the antisymmetric form defined by f , i.e. ω f pv, wq " 1 2 pxf pwq, vy´xf pvq, wyq , (3.3.1) where x, y denotes the natural pairing between V _ C and V C . We let f " f``f´be the decomposition into the sum of a symmetric and an antisymmetric linear map. Notice that ω f´" ω f . Now assume that f is antisymmetric. The Pfaffian of f is the Pfaffian of (any) matrix associated to f by the choice of a basis tv 1 , . . . , v 4 u of V C of volume 1, and the dual basis tv
The motivation for proving the proposition below is provided by the Key observation 1.2 and Remark 3.1. (1) There exists an antisymmetric non degenerate linear map f :
If this is the case, then
C is the annihilator of U . If this is the case, then
Proof. Suppose that (3.3.4) holds. Then decomposable elements of Ź 2 Γ are given by pv, f pvqq^pw, f pwq for v, w P V C , and Φ ϑ ppv, f pvqq^pw, f pwqq " ϑ 1 v^w`ϑ 2 ιpf pvq^f pwqq´2ϑ 3 ω f pv, wqζ. (1) f´is nondegenerate. Let v, w, a, b P V C ; then Pfpf´q volpv^w^a^bq " ω f pv, wq¨ω f pa, bq´ω f pv, aq¨ω f pw, bq`ω f pv, bq¨ω f pw, aq, i.e.
Pfpf´qv^w " ι pω f pv, wq¨ω f´f´p vq^f´pwqq .
By hypothesis Pfpf´q " 0, hence
It follows that Φ ϑ ppv,f pvqq^pw,f pwqqq" "ϑ1¨Pfpf´q´1ω f pv,wqιpω f q`ϑ2ιpf`pvq^f`pwq`f`pvq^f´pwq`f´pvq^f`pwqqp ϑ2´ϑ1¨Pfpf´q´1qιpf´pvq^f´pwqq´2ϑ3ω f pv,wqζ. (3.3.10) Next, we distinguish between the two subcases: f antisymmetric or f not antisymmetric. (a) f`" 0. Equation (3.3.10) shows that if (3.3.4) and (3.3.3) hold, and f is antisymmetric non degenerate, then Φ ϑ p Ź 2 Γq is one-dimensional,
given by (3.3.5). Let us prove that if Φ ϑ p Ź 2 Γq is one dimensional, (3.3.4) holds, and f is antisymmetric non degenerate, then (3.3.3) holds. Let v, w P V C be linearly independent, and such that ω f pv, wq " 0. Then the right hand side of (3.3.10) is equal to
Since f´pvq^f´pwq is not zero (recall that f´is non degenerate by hypothesis), the above vector and the vector in (3.3.8) are linearly dependent only if ϑ 2´ϑ1¨P fpf´q´1 " 0, i.e. (3.3.3) holds.
Γq is one dimensional; we will reach a contradiction. Let v, w P V C be such that ω f pv, wq " 0. By (3.3.10), Φ ϑ p Ź 2 Γq contains the vector ϑ2ιppf`pvq^f`pwq`f`pvq^f´pwq`f´pvq^f`pwqq`pϑ2´ϑ1¨Pfpf´q´1qf´pvq^f´pwq.
(3.3.11) By (3.3.8), we get that the vector in (3.3.11) is zero. Multiplying the vector in (3.3.11) by f´pvq, we get (recall that by hypothesis ϑ 2 " 0)
We claim that this is a contradiction, i.e. that there exist v, w P V C such that ω f pv, wq " 0, and f`pvq, f´pvq, f pwq are linearly independent. In fact, since f´is non degenerate and f`is non zero, f`pvq, f´pvq are linearly independent for generic v. Now suppose first that f is non degenerate. Let v be such that f`pvq, f´pvq are linearly independent. Let v K Ă V C be the orthogonal to v with respect to ω f . Then v K is 3-dimensional, and hence so is f pv K q. Thus there exists u P f pv K qz spantf`pvq, f´pvqu. Letting w :" f´1puq, we get that ω f pv, wq " 0, and f`pvq, f´pvq, f pwq are linearly independent. One argues similarly if rk f P t2, 3u (since f´" pf´f t q{2 is non degenerate, rk f ě 2). More precisely, if rk f " 3, and ker f is generated by v 0 , we repeat the argument above, with v a generic vector not in v K 0 . If rk f " 2 we let v be a generic vector in V C . Then f´pvq R Im f , the span of f`pvq and f´pvq intersects Im f in a one dimensional space, and v K does not contain ker f . In particular f pv K q " Im f , and hence if w P v K is generic, then f pwq is not contained in the span of f`pvq, f´pvq. (2) rkpf´q " 2. Suppose that Φ ϑ p Ź 2 Γq is one dimensional; we will reach a contradiction. Let v, w P V C be such that ω f pv, wq " 0; then Φ ϑ ppv, f pvqqp w, f pw" 0 by (3.3.8). Let a, b P V C ; multiplying the first component of Φ ϑ ppv, f pvqq^pw, f pw(as given in (3.2.2)) by a^b, we get that ϑ 1 volpv^w^a^bq`ϑ 2 pxf pvq, ay¨xf pwq, by´xf pvq, by¨xf pwq, ayq " 0. (3.3.13)
Now let v P V C be a non zero element of the (two dimensional) kernel of f´, i.e. such that f pvq " f t pvq. Then f´1 Annpvq has dimension at least 3, hence there exist a, b P f´1 Annpvq such that v, a, b are linearly independent. Complete tv, a, bu to a basis tv, a, b, wu of V C . Then the left hand side of (3.3.13) is non zero. In fact xf pvq, ay " xf paq, vy " 0 because f pvq " f t pvq and a P f´1 Annpvq. Similarly xf pvq, by " 0. Hence the left hand side of (3.3.13) is equal to ϑ 1 volpv^w^a^bq, which is non zero because tv, a, b, wu is a basis of V C (and ϑ 1 " 0) . On the other hand ω f pv, wq " 0 because v is in the kernel of f´. That is a contradiction, and hence Φ ϑ p Ź 2 Γq is not one dimensional.
(3) f´" 0. Then f is symmetric, and hence we may diagonalize f . An explicit computation shows that Φ ϑ p Ź 2 Γq is not one dimensional.
Suppose that there does not exist a linear map f : V C Ñ V _ C such that (3.3.4) holds. Thus Γ X pV C , 0q is non trivial. An easy case-by-case analysis shows that Item (2) holds. Viceversa, it is clear that if Item (2) holds, then Φ ϑ p Ź 2 Γq is one dimensional,
given by (3.3.6).
3.4.
From weight 2 to weight 1. Let m P Q`. We let p, q be the bilinear symmetric non degenerate form on p
Example 3.4. Let A be an abelian surface. Let V " H 1 pA; Zq, and let vol:
be defined by the orientation of A. Then Ź 2 V is identified with H 2 pA; Zq, and the bilinear symmetric form on Ź 2 V CˆŹ 2 V C defined by pα, βq Þ Ñ volpα^βq is identified with cup product. By (2.2.4), the BBF bilinear form on H 2 pK n pAqqĤ 2 pK n pAqq is identified with (3.4.1), if we let ζ " ξ n , and m " 2pn`1q.
Example 3.5. Let A be an abelian surface. Let V " H 3 pA; Zq -H 1 pA; Zq _ , where the isomorphism is defined by (2.3.8). Let ζ " ξ _ n , see Notation 2.9. Then we have an isomorphism
Since the BBF bilinear symmetric form is non degenerate, it defines an isomorphism H 2 pK n pAqq " ÝÑ H 2 pK n pAqq _ , and hence a (dual BBF) rational bilinear symmetric form on H 2 pK n pAqq _ˆH 2 pK n pAqq _ . By (2.2.4), the dual BBF bilinear symmetric form is identified with (3.4.1) if we let m " 1 2pn`1q .
Complex conjugation defines a conjugation operator on
Then D is a connected complex manifold of dimension 5. We recall that D parametrizes integral weight 2 Hodge structures p Ź 2 V ' Z, H p,of K3 type as follows. Given rσs P D, we let Proposition 3.6. Suppose that ϑ 1 , ϑ 2 , and ϑ 3 are non zero. Let rσs P Dzζ K , and assume that there exists an integral (effective) Hodge structure pV ' V _ , H p,of weight 1 such that Φ ϑ is a morphism of Hodge structures. Then rσs is 1 dimensional, we may apply Proposition 3.3; we get that there exists an antisymmetric non degenerate map f :
and
ÝÑ C be the volume form dual to vol. Since volpιpω f q^ιpω f" vol _ pω f^ωf q " 2 Pfpf q, Equation (3.4.5) follows from (3.4.6) and (3.3.3).
Corollary 3.7. Let X be a 2n dimensional hyperkähler manifold of Kummer type, where n ě 2. Then
for some ǫ n P t0, 1u.
Proof. The values of ϑ 1 pq n´2 X q and ϑ 2 pq n´2 X q are given by Proposition 2.18 and Proposition 2.23 respectively. It remains to compute ϑ 3 pq n´2 X q up to sign. By Lemma 2.27, ϑ 3 pq n´2 X q is non zero. By Example 3.5 and Proposition 3.6, we get that pn`1qϑ 1 pq n´2 X q¨ϑ 2 pq n´2 X q " ϑ 3 pq n´2 X q 2 , and hence ϑ 3 pq n´2 X q "˘2 n´2 pn`1q
Remark 3.8. Let α P H 3 pAq and β P H 1 pAq. A straightforward computation (similar to the computations carried out to prove Proposition 2.21, Proposition 2.23 and Proposition 2.25, but much simpler) gives that ż
Thus ϑ 3 p1q "´3. Equivalently ǫ 2 " 1.
Theorem 3.9. Suppose that ϑ 1 , ϑ 2 , and ϑ 3 are non zero, and that (3.4.5) holds. Let rσs P D (see (3.4.3) ). There exists a unique integral (effective) Hodge structure
of weight 1 with the property that Φ ϑ is a morphism of integral Hodge structures, and it is described as follows:
C be the antisymmetric non degenerate map such that ιpω f q " α. Then where U P Grp2, V C q is the unique element such that Ź 2 U " rσs. rσs is 1 dimensional, we may apply Proposition 3.3; we get that either (1) or (2) holds.
Next, we show that (3.4.9) does indeed define an effective integral weight 1 Hodge structure, and that Φ ϑ is morphism of Hodge structures. If σ P ζ K , the verification is straightforward. Thus we assume that σ R ζ K . By definition of f , σ " ϑ 2 ιpω f q´2ϑ 3 ζ. The proof of Proposition 3.6 gives that (3. Let pv, f pvqq, pw, f pwqq P H 1,0 rσs pϑq. Theǹ
The right hand side vanishes because of the formula (proved by a straightforward computation) vol _ pω f^f paq^f pbqq " Pfpf qω f pa, bq. 
. By (3.3.3), Pfpf q is real, and hence c P R. It follows that pσ, σq " pσ, σq " 0, and that contradicts the hypothesis that rσs P D.
Example 3.10. Let K n pAq be a generalized Kummer of dimension 2n. We adopt the identifications of Example 3.5, and we set ϑ " ϑpq n´2 q. Let Γ Ă pV C ' V _ C q be the graph of a non degenerate linear map such that there exists a HK of Kummer type of dimension 2n and a Gauss-Manin parallel transport operator
2,1 pXq to Γ. By Key observation 1.2 and Proposition 3.3, f is skewsymmetric and
Conversely, let f be a generic skew-symmetric map as above, such that (3.4.18) holds, and let Γ be the graph of f . Then by Theorem 3.9 there exists a HK of Kummer type of dimension 2n and a Gauss-Manin parallel transport operator
3.5. The compact complex torus associated to a point of D.
Definition 3.11. Keep notation and hypotheses as in Theorem 3.9. We let
Thus J rσs pϑq is a compact complex torus of dimension 4.
Example 3.12. Set m " 1{2pn`1q, and ϑ " ϑpq n´2 X q, where X is a HK of Kummer type, of dimension 2n. Going through the identifications in Example 3.5, we may identify Ann F 1 pXq with a point rσs P D. We recall that the integral cohomology H 3 pX; Zq is identified with V ' V _ , see Theorem 2.7. Thus we have an isomorphism
For a very general rσs P D the torus J rσs pϑq is not projective. We will prove that if there exists a rational class of positive square in the orthogonal σ K , then J rσs pϑq is an abelian variety.
Definition 3.13. Let h P p Ź 2 V ' Zq _ be non zero. We let
where x, y is the duality pairing.
Definition 3.14. Since the bilinear symmetric form defined in (3.4.1) is non degenerate, it defines a rational isomorphism
and hence also a rational bilinear symmetric form on p
Remark 3.15. Let h P p Ź 2 V ' Zq _ be a class of (strictly) positive square. Then D h is not connected, in fact it has two connected components, interchanged by conjugation. Each connected component of D h is a Type IV bounded symmetric domain. Proof. First of all, notice that iΦ ϑ pα^αq P p Ź 2 V R ' Rq. Suppose that (3.5.4)
does not hold, and that α P H 1,0
rσs pϑq provides a counterexample -we will arrive at a contradiction. Let ℓ P p Ź 2 V ' Qq be the class corresponding to h via the isomorphism in (3.5.3). The restriction to p Ź 2 V R ' Rq of the bilinear symmetric form p, q has signature p3, 4q. The real subspace W Ă p Ź 2 V R ' Rq spanned by ℓ and tcσ`cσ | c P Cu is 3 dimensional and the restriction of p, q to W is positive definite because pℓ, ℓq ą 0. Since Φ ϑ is a morphism of Hodge structures, and since (3.5.4) does not hold, iΦ ϑ pα^αq is orthogonal to W . It follows that piΦ ϑ pαα q, iΦ ϑ pα^αqq ď 0, with equality only if iΦ ϑ pα^αq " 0. Let α " pv, gq, where v P V C and g P V _ C . By Theorem 3.9 gpvq " 0.
(3.5.5)
We have Φ ϑ pα^αq " ϑ 1 v^v`ϑ 2 ιpg^gq`2ϑ 3 i Im gpvqζ. (The second-to-last equality follows from (3.5.5), the last equality follows from (3.4.5).) Since piΦ ϑ pα^αq, iΦ ϑ pα^αqq ď 0, with equality only if Φ ϑ pα^αq " 0, it follows that gpvq " 0, (3.5.8)
By (3.4.17) one (at least) among v^v and g^g is non zero. Since ϑ 1 and ϑ 2 are both non zero, it follows that v^v " 0, g^g " 0. (The second equality follows from (3.3.3).) Next we notice that by (3.4.5), the inequality pϑ 2 ιpω f q´2ϑ 3 ζ, ϑ 2 ιpω f q´2ϑ 3 ζq ą 0 is equivalent to
(3.5.12)
We will write the above inequality in an equivalent form. Straightforward computations givěˇˇˇa 13´a13 a 14´a14 a 23´a23 a 24´a24ˇ"´P fpf q´Pfpf q`2 Repa 14 a 23´a13 a 24 q " "´2 ϑ 1 ϑ 2`2 Repa 14 a 23´a13 a 24 q "´2 ϑ 1 ϑ 2`p ιpω f q, ιpω f qq. (3.5.13)
Let D be the real number such that 4D "ˇˇˇˇa 13´a13 a 14´a14 a 23´a23 a 24´a24B y (3.5.12) and (3.5.13), we have
(3.5.14)
Straighforward computations give v^v "´2iv 1^v2 , ιpf pvq^f pvqq " 2i pRepa 14 a 23´a13 a 24 q`Impa 13 a 14`a23 a 24v 1^v2 .
Using (3.5.13), we get that (3.5.9) holds if and only if 2D`Impa 13 a 14`a23 a 24 q " 0.
(3.5.15)
Now let a 13 " x 1`i y 1 , a 14 " x 2`i y 2 , a 23 " x 3`i y 3 , a 24 " x 4`i y 4 , x k , y k P R.
Writing (3.5.15) and the equation Im Pfpf q " 0 in terms of x 1 , . . . , x 4 , y 1 , . . . , y 4 , we get that Since D and ϑ 1 {ϑ 2 are strictly positive by (3.5.14) and (3.4.5) respectively, the above equation is absurd. We have reached a contradiction if Item (1) of Theorem 3.9 holds. Now suppose that Item (2) holds. By (3.4.17) both v^v and g^g are non zero. Complete v to a basis tv, wu of U . The inequality pσ, σq ą 0 translates into volpv^w^v^wq ą 0.
(3.5.21)
Since gpvq " gpvq " 0, we have ιpg^gq " λv^v, λ P R˚.
(3.5.22)
Moreover volpλv^v^w^wq " xιpg^g, w^wy " gpwq¨gpwq´gpwq¨gpwq "´|gpwq| 2 ă 0.
(Recall that g P U K .) By (3.5.21) it follows that λ ą 0. This contradicts (3.5.9) because ϑ 1 and ϑ 2 have the same sign by (3.4.5) .
Let h P p Ź 2 V ' Zq _ . We define the following skew-symmetric bilinear form on
xα, βy ϑ,h :" xh, Φ ϑ pα^βqy. rσs pϑq, i.e. the product of the tangent space at the origin of J rσs pϑq and its complex conjugate, we get a translation invariant rational p1, 1q-form on J rσs pϑq. We let Θ rσs pϑq P H 1,1 Q pJ rσs pϑq (3.5.24) be the corresponding cohomology class.
Proposition 3.18. Let h P p Ź 2 V ' Zq _ be a class of positive square. For one of the two connected components of D h , call it Dh , the following holds. Let rσs P Dh ; then the cohomology class Θ rσs pϑq is ample on J rσs pϑq. is either strictly positive for all prσs, αq P V j h , or always strictly negative. Conjugation prσs, αq Þ Ñ prσs, αq maps bijectively V 1 to V 2 . Since conjugation changes sign to the number in (3.5.25), the proposition follows.
Example 3.19. Let us go back to Example 3.12, and assume that X is projective. Let L be an ample line bundle on X. Referring to Example 3.5, c 1 pLq gets identified with an element of h P p Ź 2 V Z ' Zζq _ (see (3.4.2)) of positive square. By Remark 3.1, the bilinear form (3.5.23) is identified, via the isomorphism in (3.5.2), with the bilinear form
It follows that if n " 2, the isomorphism in (3.5.2) matches Θ rσs pϑq and the polarization Θ L of J 3 pXq. Later on we will show that an analogous statement holds also for n ą 2.
3.6. A rank 7 sub local system of the local system with fiber S`pXq. Let q be the integral unimodular bilinear symmetric form on
One of the two spinor representations of Opqq may be identified with S`:"
We recall the identification of a specific quadric hypersurface in PpS`q with one of the two irreducible components of the variety parametrizing 3-dimensional linear subspaces of Q, see §20.3 in [FH91] . Denote elements of Ź ev V C as follows:
Let q`be the integral unimodular bilinear symmetric form on Ź ev V C defined by
Let Q`Ă Pp Ź ev V C q be the set of zeroes of q`.
Given ℓ P V _ C and η P Ź ‚ V C , we let ℓpηq be the contraction of ℓ and η. Given rα`η`βs P Q`, we let
Lemma 3.20. Let rα`η`βs P Q`, and suppose that η^η " 0. Then Z rα`η`βs is the graph of a non degenerate skew-symmetric map f :
(3.6.5)
Proof. First we note that
In fact, assume that αv`ℓpηq " 0. Multiplying by η we get that αv^η`ℓpηq^η " 0. On the other hand η^η " 2αβ, hence ℓpηq^η " 1 2 ℓpη^ηq " αℓpβq.
Thus αv^η`αℓpβq " 0, and since α " 0, it follows that v^η`ℓpβq " 0. This proves (3.6.6). From (3.6.6) we get that Z rα`η`βs is the graph of a nondegenerate map f : V C Ñ V _ C . Since 0 " ℓpαv`ℓpηqq " αℓpvq, the map f is skew-symmetric. Lastly, we prove (3.6.5). We may choose a basis tv 1 , . . . , v 4 u of V C of volume 1 such that η " v 1^v2`t v 3^v4 , for some t P C˚. A computation gives that
Equation (3.6.5) follows from the above equality.
4.5. Divisibility 6. Suppose that
i.e. c " 6 and s " 1 in the notation of (4.1.4). Then pc 1 pLq, c 1 pLqq " 6p12e´1q, and divpc 1 pLqq " 6. A basis of V ' 1 2 V _ is given by tα 1 , α 3 , 2α 3´α4 , 2eα 1´α2 , β 2 , β 4 , β 3´6 eβ 4 , β 1´6 β 2 u.
The matrix of x, y in the above basis is equal toˆ0 ∆ ∆ 0˙, where ∆ is the 4ˆ4 diagonal matrix with entries 3, 3, 3p12e´1q, 3p12e´1q.
Weil type
5.1. Abelian varieties of Weil type. We recall that a compact complex torus T of dimension 2g is of Weil type (see [Wei80] ) if there exists an endomorphism ϕ : T Ñ T such that the following hold:
(1) ϕ˝ϕ "´D Id T , where D is a strictly positive integer.
(2) The restriction of ϕ˚to H 1,0 pT q decomposes as the direct sum of˘?´D eigenspaces of the same dimension g. Such a torus T has a 2 dimensional space of classes in H g,g Z pT q which are not in the ring generated by H 1,1 Z pT q unless g " 1. Voisin [Voi02] proved that they provide counterexamples to the extension of the Hodge conjecture to compact Kähler manifolds. On the other hand, for certain families of abelian varieties of Weil type it is known that the Weil classes are algebraic [Sch88] . As references for what follows, we recommend [vG94] and [Sch98] .
If A is an abelian variety of Weil type, with endomorphism ϕ, there exists a polarization Θ such that ϕ˚Θ " dΘ. If this is the case, one says that pA, ϕ, Θq is a polarized abelain variety of Weil type. Let us view the polarization Θ as a bilinear alternating function E : H 1 pA; QqˆH 1 pA; Qq Ñ Q. The endomorphism ϕ gives H 1 pA; Qq the structure of a vector space over the quadratic field K :" Qr ?´D s. One defines
As is easily checked H is K linear in the second entry, and Hpβ, αq " pα, βq. Thus H is a nondegenerate Hermitian form on the K vector space H 1 pA; Qq. The determinant of the Hermitian matrix associated to H by a choice of K-basis of H 1 pA; Qq is well-determined modulo moltiplication by elements of NmpK˚q. Thus we may associate to H its determinant Det H P Q˚z NmpK˚q. We denote Det H by Det Θ. Given an imaginary quadratic field K, and an element of Q˚z NmpK˚q, one may construct a complete (up to isogeny) irreducible family of 2g dimensional polarized abelian varieties of Weil type pA, ϕ, Θq with associated field K, and assigned Det of the polarization, of dimension g 2 . complete up to isogeny means that every polarized abelian variety of Weil type pA, ϕ, Θq with the given field and determinant is isogenous to one of the varieties in the family (of course the isogeny matches the endomorphisms and the polarizations).
5.2. The abelian variety associated to a point of D h is of Weil type. We suppose that ϑ " pϑ 1 , ϑ 2 , ϑ 3 q P Z 3 , with all entries nonzero. We suppose also that m is a (strictly) positive rational number, and that Equation (3.4.5) holds. We will adopt the notation of Section 3 without further notice. We will prove the following two results. TrpX¨Y q "´ř 1ďiăjď4 x ij y ij , hence it makes sense even if char K " 2.) Proof. This is the content of the main result of [Djo91] , in the case of 4ˆ4 matrices. In fact, let p P Zrx ij , y kh srλs be equal to PfpXq¨PfpλX´1´Y q. In [Djo91] it is proved that ppX¨Y q " 0 (we replace λ by X¨Y ). Expanding PfpXq¨PfpλX´1´Y q (Lemma 5.2 will be handy), one gets the lemma.
Proof of Theorem 5.1. By the Theorem on elementary divisors, there exists a basis B " tv 1 , . . . , v 4 u of V (of volume 1) such that
The map Ψ induces an endomorphism of J rσs pϑq if If rσs P ζ K , then (5.2.6) holds for any choice of N, b. In fact, by Proposition 3.3, there exists a two dimensional subspace U Ă V C such that H 1,0 rσs pϑq " U ' U K , and rσs " Ź 2 U . Since x, h 0 , σ^y " 0 (because rσs P ζ K ), and ω g " h 0 , the subspace U is isotropic for the symplectic form ω g ; it follows that gpU q " U K . This shows that Ψpu, 0q Ă H 1,0 rσs pϑq for all u P U . Similarly, one checks tht Ψp0, ℓq Ă H 1,0 rσs pϑq for all ℓ P U K . This proves that (5.2.6) holds if rσs P ζ K and N, b are arbitrary. Now let us assume that σ R ζ K . By Theorem 3.9, we may assume that σ " ϑ 2 ιpω f q´2ϑ 3 ζ, H 1,0 rσs pϑq " tpv, f pvqq | v P V C u, (5.2.7)
where f : V C Ñ V _ C is an invertible antisymmetric map, and ω f P Ź 2 V _ is the symplectic form associated to f . In particular (5.2.6) holds if and only if g´1˝f˝g´1˝f´2bpg´1˝f q`N Id V C " 0.
(5.2.8)
There exist N, b P Q such that (5.2.8) holds because of Lemma 5.3. In fact, let X, Y be the matrices of g and f respectively (with respect to the bases B, B _ ). Because of the equality xh, ϑ 2 ιpω f q´2ϑ 3 ζy " 0, we have In order to prove (5.2.15), let j, k P t1, 2u, and let v, w P V C . Then (keep in mind that ω g " h 0 )
xpv, λ j gpvqq, pw, λ k gpwqqy ϑ,h " ϑ 1 xω g , v^wyθ 2 λ j λ k xω g , ιpgpvq^gpwqy´sϑ 3 pλ j`λk qω g pv, wq. (5.2.17) We have xω g , v^wy " ω g pv, wq, and a simple argument shows that xω g , ιpgpvq^gpwqqy " Pfpgqω g pv, wq " c 2 eω g pv, wq.
Thus (5.2.17) reads
xpv, λ j gpvqq, pw, λ k gpwqqy ϑ,h " ω g pv, wqpϑ 2 c 2 eλ j λ k´s ϑ 3 pλ j`λk q`ϑ 1 q. We must also prove that the˘i ? N´b 2 -eigenspaces of the action of Ψ on H 1,0 rσs pϑq have dimension 2. Since Dh is irreducible, the dimensions of˘i ? N´b 2 -eigenspaces are independent of rσs P Dh . Hence we may assume that rσs P ζ K . Thus there exists a two dimensional subspace U Ă V C such that H 1,0 rσs pϑq " U ' U K .
The statement about eigenspaces follows at once from (5.2.14). This finishes the proof that (5.2.1) holds. Next, we prove that Det Θ rσs pϑq " 1. Let H be the Hermitian form defined by (5.1.1). We must compute the determinant of the Gram matrix of H relative to a basis f V Q ' V Then W˘are two dimensional subspaces of V C , and by (5.2.16) they are orthogonal for the symplectic form ω g . Thus either W`X W´" t0u, or W`" W´. In the former case H 1,0 is the graph of a non degenerete skew-symmetric map f : V C Ñ V _ C such that Pfpf q " ϑ 1 {ϑ 2 , in the latter case H 1,0 " U ' U K for a 2 dimensional subspace (equal to W`" W´) of V C . Hence in both cases H 1,0 " H 1,0 rσs pϑq for some rσs P D. Since H 1,0 is isotropic for x, y ϑ,h , we have rσs P D h , and actually rσs P Dh by the ampleness of Θ rσs pϑq.
5.3.
Proof of the third main result. We prove Theorem 1.5. The isogeny between KSpX, Lq and J 3 pXq follows from Item (1) of Theorem 1.1 and results of F. Charles [Cha] and van Geemen, Voisin [vGV15] .
Next, we prove the other statements of the theorem. There exists an isomorphism ϕ : J rσpXqs pϑq " ÝÑ J 3 pXq,
where rσpXqs " H 2,0 pXq is the period point of X, and ϑ " ϑpq n´2 X q. If n " 2, then ϕ˚Θ L " Θ rσpXqs pϑq, and hence Theorem 1.5 follows from Theorem 5.1. Now let n ą 2. Since the definitions of ϕ˚Θ L and Θ rσpXqs pϑq are different (see Example 3.19), we argue as follows. For a very generic X the Néron-Severi groups of J rσpXqs pϑq and of J 3 pXq have rank 1, and hence there exists c P Q`such that ϕ˚Θ L " cΘ rσpXqs pϑq. Thus Theorem 1.5 follows from Theorem 5.1.
Remark 5.4. The proof of Theorem 1.5 provides the following non trivial statement. Let X be a HK of Kummer type, of dimension 2n. Let γ P H 2 pX; Qq be a class of positive square. Then there exists c γ P Q˚such that for all α, β P H 3 pX; Qq ż
(5.3.1)
5.4. An example. We work out one example in order to emphasize that our procedure is very explicit. We assume that pX, Lq is a polarized HK fourfold of Kummer type, and that q K pLq " 2 and c 1 pLq has divisibility 1. By Theorem 1.5 there exists an injection Qr ?´3 s Ă EndpJ 3 pXq, Θ L q Q . Since Det Θ L " 1, it follows that J 3 pXq is isogenous to the Prym variety of anétale cyclic triple cover r C Ñ C, where C is a curve of genus 3 (possibly a stable curve), i.e. examples considered by Schoen [Sch88] , see also Section 7 in [vG94] . We recall that these abelian fourfolds are of Weil type, with an endomorphism which is a (non trivial) cube root of Id, and the determinant of the Weil polarization is 1.
By Remark 3.8, we may identify pJ 3 pXq, Lq with pJ rσs pϑq, Θ rσs pϑqq, where rσs is the period point of X, ϑ " p´1,´3,´3q and h " v 
