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WELL-POSEDNESS AND STABILITY FOR A MIXED ORDER SYSTEM
ARISING IN THIN FILM EQUATIONS WITH SURFACTANT
GABRIELE BRUELL
Abstract. The objective of the present work is to provide a well-posedness result for a capillary
driven thin film equation with insoluble surfactant. The resulting parabolic system of evolution
equations is not only strongly coupled and degenerated, but also of mixed orders. To the best
of our knowledge the only well-posedness result for a capillary driven thin film with surfactant
is provided in [4] by the same author, where a severe smallness condition on the surfactant
concentration is assumed to prove the result. Thus, in spite of an intensive analytical study of
thin film equations with surfactant during the last decade, a proper well-posedness result is still
missing in the literature. It is the aim of the present paper to fill this gap.
Furthermore, we apply a recently established result on asymptotic stability in interpolation
spaces [15] to prove that the flat equilibrium of our system is asymptotically stable.
1. Introduction
The present paper is a note on a so far missing piece in the analysis of a thin film equation with
insoluble surfactant. Classically, the evolution equations for a thin fluid film equipped with a
layer of insoluble surfactant was derived from the Navier–Stokes equations with an advection-
diffusion equation on the free surface by Jensen & Grotberg [13] using lubrication approximation
and cross-sectional averaging. The thin fluid film is assumed to be uniform in one horizontal
direction and the contact angle between the fluid and the impermeable flat bottom is zero, which
corresponds to the frame of so-called complete wetting.
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Figure 1. Scheme of a thin film flow with insoluble surfactant
Set Ω := (0, L) and denote by h = h(t, x) and Γ = Γ(t, x) the film height and the surfactant
concentration at time t ∈ [0,∞) and space x ∈ Ω. Under consideration of different driving
forces, such as capillarity or gravitation, the resulting system of evolution equations for the fluid
height h and the surfactant concentration Γ consist either of two parabolic, strongly coupled
and degenerated equations of second order in the case when gravitational forces dominate or
the evolution equations constitute a system of mixed orders if capillary effects are taken into
account – a fourth-order equation for the evolution of the fluid height coupled with a second-
order equation for the surfactant concentration. Considering capillary effects as the only driving
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force, the evolution of a thin film endowed with a layer of insoluble surfactant on the surface is
given by
(1.1)
{
∂th+ ∂x
[
1
3h
3∂3xh+
1
2h
2∂xσ(Γ)
]
= 0,
∂tΓ + ∂x
[
1
2h
2Γ∂3xh+ hΓ∂xσ(Γ)
]
= D∂2xΓ,
in (0,∞) × Ω. The system is supplemented with the following no-flux boundary conditions
(1.2) ∂xh = ∂
3
xh = 0 and ∂xΓ = 0 on ∂Ω = {0, L},
and initial conditions
(1.3) h(0, x) = h0(x), Γ(0, x) = Γ0(x).
The constant D > 0 appearing on the right hand side of the transport equation for the surfactant
concentration denotes a surface diffusion coefficient and the function σ represents the surface ten-
sion coefficient which is (decreasingly) dependent on the surfactant concentration. The function
σ is given and we assume throughout our analysis that it satisfies
σ ∈ C2(R) and − σ′(s) ≥ 0 for all s ≥ 0.
The corresponding system for a thin film evolution driven by gravitational forces only can be
recovered from (1.1) by replacing the appearing third-order operators ∂3x with −∂x. For the
resulting second-order system a rigorous mathematical analysis is provided by [9, 10]. In [10] the
authors derive the mathematical model in the case of soluble surfactant by means of lubrication
approximation and prove local well-posedness as well as asymptotic stability of the (one and
only) flat equilibrium. In view of the degeneracy of the equations with respect to the film height,
it is not expected that classical solutions exist globally in time. Based on an associated energy
functional, which provides sufficient a priori estimates, the existence of nonnegative global weak
solutions is investigated in [9]. Concerning the fourth-order counter part, that is system (1.1),
when capillary effects instead of gravitation form the driving force, the existence of nonnegative
global weak solutions is studied in [7, 11, 12]. Moreover, the existence and asymptotic behavior
of global weak solutions of a thin film equation with insoluble surfactant under the influence of
gravitational, capillary as well as van der Waals forces (the system of evolution equations derived
by Jensen & Grotberg [13]) is subject of [6]. Eventually, a corresponding analysis concerning
modeling, well-posedness, asymptotic stability of equilibria, and weak solutions is carried out in
[4, 5] for a two-phase thin film equation with insoluble surfactant under consideration of capillary
effects. We would like to point out that the proof of the well-posedness result presented in [4]
for the capillary driven film, which also implies the well-posedness of (1.1), is restricted to a
smallness assumption on the initial data, which is not desirable.
In view of this unsatisfactory condition, a proper well-posedness result for the capillary driven
thin film equation (1.1) with insoluble surfactant is still missing in the literature. It is the aim of
the present paper to close this gap; thereby also providing a basis for proving well-posedness of
comparable systems arising in thin film equations with surfactant. System (1.1) can be rewritten
as a quasilinear evolution equation in a suitable positive cone of Sobolev spaces to be made
precise below:
ut −A(u)u(t) = F (u(t)), t > 0, u(0, x) = u0(x),
where u = (h,Γ). Here A(u) is the leading order matrix having the form
A(u) :=
(
−a11(u)∂
4
x a12(u)∂
2
x
−a21(u)∂
4
x a22(u)∂
2
x
)
with coefficients aij(u) > 0, 1 ≤ i, j ≤ 2. The function F comprises lower-order terms. The
approach implemented in [4] relies on the fact that the operators on the diagonal of A generate
analytic semigroups on suitable domains. The well-posedness result is then a consequence of [3,
Theorem I.1.6.1] on matrix generators, provided the off diagonal terms satisfy a certain relation,
which can be forced by a smallness assumption on the surfactant concentration in higher-order
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Sobolev spaces. Concerning the present work and its aim to provide a well-posedness result of
(1.1) without any smallness assumptions on the initial data, we proceed more directly and prove
resolvent estimates for the mixed-order matrix operator A by means of parameter ellipticity in
the sense of Douglis–Nirenberg. Verifying a certain Loptatinskij–Shapiro condition (cf. (C2)
in Section 2.1), we affirm that the mixed-order matrix A with fixed coefficients in a certain
regularity space generates an analytic semigroup. The well-posedness result then follows from a
classical result on abstract parabolic equations by Amann in [2, Section 12] and [15, Theorem
1.1].
Eventually, we recall that the one and only equilibrium of system (1.1) is given by the flat state,
which is uniquely determined by the initial data. We apply a recently established result in [15]
to prove that the flat equilibrium is asymptotically stable in interpolation spaces. This improves
the existing stability result in [4, Theorem 4.5].
The paper is structured as follows: In Section 2 we introduce the needed Sobolev spaces, rewrite
(1.1) as a quasilinear evolution equation and state our main result Theorem 2.1.The remainder
of the section is devoted to the proof of the theorem. We introduce the notion of parameter
ellipticity in the sense of Douglis–Nirenberg and the Lopatinskij–Shapiro condition. Eventually,
we verify that the mixed-order matrix A(u¯) for fixed u¯ satisfies the above condition, which provide
sufficient resolvent estimates to guarantee that A(u¯) generates an analytic semigroup. Section 3
is concerned with the asymptotic stability result, which is based on [15, Theorem 1.3]. In our
case the claim follows immediately provided that A(u∗), where u∗ is the equilibrium solution,
has negative spectral bound on the subset of zero mean functions.
We close the introduction with some comments on notation: If X,Y are Banach spaces, then
the set of all linear and bounded operators from X to Y is denoted by L(X,Y ). If X = Y , we
use the abbreviation L(X) := L(X,X). We write A ∈ H(X,Y ) when A is a linear, unbounded
operator on Y with domain X, which generates an analytic semigroup on L(Y ). The notation
c = c(p1, p2, . . .) > 0 is used, whenever we want to emphasize that the constant c > 0 depends on
the parameters p1, p2, . . .. Furthermore, we denote by N0 := N ∪ {0} the set of natural numbers
including zero.
2. Well-posedness
We declare suitable Banach spaces on which the system of evolution equations (1.1) will be
studied. In what follows we set L2 := L2(Ω,R) and denote the L2-based Bessel potential spaces
on Ω = (0, L) with values in R of order s > 0 by Hs. We aim to rewrite (1.1)–(1.3) in a setting
appropriate to apply abstract parabolic theory to obtain our well-posedness result. For this
purpose we define the following spaces, which incorporate the boundary conditions (1.2) as soon
as sufficient regularity is available. For any s > 0, we set
HsB :=
{
f ∈ Hs | ∂2l+1x f = 0 at x = 0, L, for all l ∈ N0 with 2l + 1 < s−
1
2
}
.
The space H4B × H
2
B plays a natural role in our analysis. For θ ∈ (0, 1) \ {
3
8 ,
7
8} the complex
interpolation spaces between L2 × L2 and H
4
B ×H
2
B are given by
[L2 × L2,H
4
B ×H
2
B ]θ = H
4θ
B ×H
2θ
B ,
cf. e.g. [17, Theorem 4.3.3]. Notice that for any θ > 78 , the complex interpolation space above
includes the boundary conditions (1.2). In view of the degeneracy of system (1.1), we require
positivity of classical solutions u = (h,Γ) and set
(2.1) O := {u = (h,Γ) ∈ H3 ×H1 | h > 0 and Γ > 0 on Ω},
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which is a nonempty open subset of (H3 × H1) ∩ C(Ω, (0,∞)2). For each u = (h,Γ) ∈ O we
introduce the leading order matrix operator
A : O → L(H4B ×H
2
B , L2 × L2)
by
(2.2) A(u) := −
(
h3
3 ∂
4
x
h2
2 σ
′(Γ)∂2x
h2
2 Γ∂
4
x (hΓσ
′(Γ)−D)∂2x
)
.
Clearly, for each fixed u ∈ O, the operator A(u) is a linear operator acting on H4B ×H
2
B . The
lower order terms are comprised in the function F : O → L2 × L2, given by
F (u) := −

 h2∂xh∂3xh −∂x
(
h2
2 σ
′(Γ)
)
∂xΓ
∂x
(
h2
2 Γ
)
∂3xh −∂x (hΓσ
′(Γ)) ∂xΓ

 .
With this notation, the system (1.1) can be expressed as an autonomous quasilinear evolution
equation in L2 × L2:
(2.3) u˙(t)−A(u(t))u(t) = F (u(t)), t > 0, u(0) = u0,
where u0 = (h0,Γ0) is the initial datum. Our main result is concerned with the local well-
posedness of (2.3) and reads as follows:
Theorem 2.1 (Local well-posedness). Let α ∈
(
7
8 , 1
)
and u0 = (h0,Γ0) ∈ Oα := O ∩ (H
4α
B ×
H2αB ). Then, the problem (2.3) possesses a unique maximal strong solution
u = (h,Γ) ∈ C1((0, T (u0)), L2 × L2) ∩ C((0, T (u0),H
4
B ×H
2
B) ∩C([0, T (u0)),Oα),
where T (u0) > 0 is the maximal time of existence depending on the initial datum. Moreover, the
solution depends continuously on the initial datum.
In order to prove the above theorem, we use the following abstract existence and uniqueness
result for abstract quasilinear problems, which can be found in [2, Section 12], [15, Theorem 1.1]:
Theorem 2.2. Let (E0, E1) be a densely injected Banach couple and for θ ∈ (0, 1), let Eθ :=
[E0, E1]θ be the complex interpolation space between E0 and E1. Assume that O ⊂ Eθ for some
θ ∈ (0, 1) and set Oδ := O ∩ Eδ for δ ∈ (0, 1). Suppose that 0 < γ ≤ β < α < 1, that Oβ ⊂ Eβ
is an open, nonempty subset, and that
(A,F ) ∈ C1−(Oβ ,H(E1, E0)× Eγ).
Then,
i) Existence: the quasilinear equation
(2.4) u˙(t)−A(u(t))u(t) = F (u(t)), t > 0, u(0) = u0,
possesses for each u0 ∈ Oα a maximal strong solution u having the regularity
u ∈ C1((0, T (u0)), E0) ∩ C((0, T (u0)), E1) ∩ C([0, T (u0)),Oα),
where T (u0) ∈ (0,∞] is the maximal time of existence. If u0 ∈ E1, then
u ∈ C1((0, T (u0)), E0) ∩ C([0, T (u0)), E1).
ii) Uniqueness: If
u˜ ∈ C1((0, T ], E0) ∩ C((0, T ], E1) ∩ C
η([0, T ],Oβ)
is a strong solution of (2.4) for some T > 0 and η ∈ (0, 1), then u˜ = u on [0, T ].
Moreover, the solution depends continuously on the initial datum.
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Let us identify
E0 := L2 × L2 and E1 := H
4
B ×H
2
B.
Then E1 →֒ E0 is a densely injected Banach couple. For any θ ∈ (0, 1)\{
3
8 ,
7
8}, the interpolation
space Eθ = [E0, E1]θ is given by Eθ = H
4θ
B ×H
2θ
B . Let α ∈ (
7
8 , 1) and choose β ∈ (
7
8 , α). Setting
γ = 4β−34 , we obtain that γ ∈ (
1
8 ,
1
4) and
0 < γ < β < α < 1.
By Sobolev embedding, we have that Eβ = H
4β
B ×H
2β
B ⊂ C
3(Ω,R)×C1(Ω,R); whence
A : Oβ → L(E1, E0),
where Oβ = O ∩ Eβ and O is the open subset defined in (2.1). Moreover, we have that Eγ =
H4β−3B ×H
4β−3
2
B and
F : Oβ → H
4β−3
B ×H
2β−1
B ⊂ Eγ .
In view of the smooth dependence of A and F with respect to their coefficients, it is clear that
(A,F ) ∈ C∞(Oβ ,L(E1, E0)× Eγ)
and our main result Theorem 2.1 is a direct consequence of Theorem 2.2, provided we prove that
i) for any u¯ ∈ Oβ the operator A(u¯) with domain H
4
B ×H
2
B is the generator of an analytic
semigroup in L(L2 × L2);
ii) any strong solution
u˜ ∈ C1((0, T˜ ), L2 × L2) ∩ C((0, T˜ ),H
4
B ×H
2
B) ∩C([0, T˜ ),Oα) T˜ ∈ (0,∞]
satisfies
u˜ ∈ Cη([0, T ],H4βB ×H
2β
B ) for all T ∈ (0, T˜ ),
for some η ∈ (0, 1).
2.1. Proof of Theorem 2.1. Let α ∈ (78 , 1) and β ∈ (
7
8 , α). Given an initial datum u0 ∈ Oα,
let us first prove the existence of a maximal strong solution of (2.3). Subsequently we show that
any such solution is unique with respect to the initial datum.
2.1.1. Existence. Let Oβ = O ∩H
4β
B ×H
2β
B , where O is as defined in (2.1) and fix u¯ ∈ Oβ . In
view of Theorem 2.2 i) the existence of a maximal solution is guaranteed by verifying that for
any u¯ ∈ Oβ the operator A(u¯) with domain H
4
B ×H
2
B is the generator of an analytic semigroup
in L(L2×L2). This is achieved by first smoothening the coefficients and considering the operator
A(u¯ε), where u¯ε ∈ (C
∞(Ω))2 such that
(2.5) ‖u¯− u¯ε‖∞ < ε.
We prove resolvent estimates for A(u¯ε) in L2×L2 using the theory of parameter elliptic Douglis–
Nirenberg systems and infer that A(u¯ε) is the generator of an analytic semigroup. By (2.5) it is
ensured that there exists a constant c > 0 such that
‖A(u¯ε)−A(u¯)‖L(H4
B
×H2
B
,L2×L2) < cε.
As a consequence of perturbation arguments for analytic semigroups (cf. e.g. [16, Theo-
rem 3.2.1]), one obtains that A(u¯) itself is the generator of an analytic semigroup.
Let us start by collecting some definitions and implications concerning systems of elliptic bound-
ary value problems which can also be found in more detail and generality in e.g. [1, Chapter 6].
Let Ω ⊂ R be a bounded domain and A a matrix operator defined as
A =
(
A11 A12
A21 A22
)
,
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where Aij := aijD
αij with aij ∈ C
∞(Ω) and αij = ordAij ∈ N0 for 1 ≤ i, j ≤ 2. Let
{l1, l2,m1,m2} be a set of integers and αij ≤ li + mj (Aij = 0 if li + mj < 0). Similarly,
we define a matrix of boundary operators by
B =

B11 B12B21 B22
B31 B32

 ,
where Bik := bikD
βik with bik ∈ R and βik = ordBik ∈ N0 for 1 ≤ i ≤ 3, 1 ≤ k ≤ 2. Let
{r1, r2, r3} be a set of integers and βik ≤ ri + mk (Bik = 0 if ri + mk < 0). Moreover, for
α ∈ [0, π], we define
Σα :=
{
{z ∈ C | | arg z| < α}, if α ∈ (0, π],
(0,∞), if α = 0,
where arg : C \ {0} → (−π, π] is the argument of a complex number. The set Σα is the open
sector in the complex plane with vertex at the origin and angle α. Eventually, consider the
boundary value problem
(2.6) (λ−A)u = f on Ω, Bu = g on ∂Ω.
Problem (2.6) is said to be parameter elliptic in Σα in sense of Douglis–Nirenberg if the following
two conditions are satisfied:
(C1) Parameter-ellipticity of A in Σα: The principal symbol api of A satisfies
det(λ− api(x, ξ)) 6= 0 for all x ∈ Ω, ξ ∈ R \ {0}, λ ∈ Σα.
(C2) Lopatinskij–Shapiro condition: For any x0 ∈ ∂Ω and λ ∈ Σα\{0} the ordinary differential
equation
[λ− api(x0, i∂t)]u(t) = 0, t > 0, bpi(i∂t)u(0) = g,
has one and only one solution u with |u(t)| → 0 as t→∞ for any vector g ∈ R3. Here,
bpi is the principal symbol of B.
The following theorem provides resolvent estimates for (λ−A)−1 in Σα:
Theorem 2.3 ([1], Theorem 6.4.1). Assume that the boundary value problem (2.6) is parameter
elliptic in Σα in the sense of Douglis–Nirenberg. Then, there exists λ0 > 0 such that for λ ∈ Σα
with |λ| ≥ λ0, the boundary value problem (2.6) has for any (f, g) ∈ (H
s(Ω,R2) ×Hs(∂Ω,R3))
a unique solution u ∈ Hs+m1 ×Hs+m2 . In addition, there exists c > 0 such that the following
estimate is satisfied:
2∑
j=1
(
‖uj‖Hs+mj + |λ|
2(s+mj )‖uj‖L2
)
≤ c

 2∑
i=1
‖fi‖Hs−li +
3∑
j=1
‖gj‖
H
s−rj−
1
2 (∂Ω)

 .
Now, we are turning to the proof of the generator property of A(u¯). In order to obtain the
required resolvent estimates, we make use of the theory of parameter elliptic Douglis–Nirenberg
systems. Denote by (u¯ε)ε ⊂ (C
∞(Ω))2 a sequence of functions satisfying
‖u¯ε − u¯‖∞ < ε.
Clearly, since the components of u¯(x) are positive for all x ∈ Ω, there exists an index ε0 > 0 such
that also the components of u¯ε > 0 are positive on Ω for all ε ∈ (0, ε0). We study the boundary
value problem
(2.7) (λ−Aε)u = f on Ω, Bu = g on ∂Ω,
where Aε := A(u¯ε) and B is the boundary operator given by
B :=

∂x 00 ∂x
∂3x 0

 .
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Notice that for l1 = l2 = 0, m1 = 4,m2 = 2 and r1 = −3, r2 = r3 = −1, the matrix operators
Aε and B satisfy ord(Aε)ij ≤ li +mj and ordBik ≤ ri +mk (Bik = 0 if ri +mk < 0). In order
to obtain resolvent estimates for λ−Aε in Σα, we show that the boundary value problem (2.7)
is parameter elliptic in the sense of Douglis–Nirenberg. The principal symbols of Aε and B are
given by
api(u¯ε, ξ) = −
(
aε11ξ
4 aε12ξ
2
aε21ξ
4 aε22ξ
2
)
,
with
aε11 :=
(hε0)
3
3
, aε12 = −
(hε0)
2
2
σ′(Γε0),
aε21 =
(hε0)
2
2
Γε0, a
ε
22 = −(h
ε
0Γ
ε
0σ
′(Γε0)−D),
and
bpi(ξ) = i

 ξ 00 ξ
−ξ3 0

 ,
respectively. Notice that the entries aε11, a
ε
21, a
ε
22 > 0 and a
ε
12 ≥ 0 since D, h
ε
0,Γ
ε
0 > 0 and
σ′(s) ≤ 0 for all s ≥ 0.
Lemma 2.4. Let ε ∈ (0, ε0). The operator λ − Aε satisfies the parameter-ellipticity condition
(C1) in C \ (−∞, 0).
Proof. The determinant of λ− api(u¯ε, ξ) is given by
det(λ− api(u¯ε, ξ)) = λ
2 + (aε11ξ + a
ε
22ξ
2)λ+ (aε11a
ε
22 − a
ε
12a
ε
21)ξ
6
and observe that
det(api(u¯ε, ξ)) = (a
ε
11a
ε
22 − a
ε
12a
ε
21)ξ
6
= −
1
12
h40(x0)Γ0(x0)σ
′(Γ0(x0))ξ
6 +D
h30(x0)
3
ξ6
≥
1
4
aε11a
ε
22ξ
6 ≥ 0.
(2.8)
The roots of the polynomial det(λ− api(u¯ε, ξ)) are given by
λ± = −
aε11ξ
4 + aε22ξ
2
2
±
√
(aε11ξ
4 + aε22ξ
2)2
4
− det(api(u¯ε, ξ)).
Since
(aε11ξ
4 + aε22ξ
2)2
4
− det(api(u¯ε, ξ)) =
1
4
(
aε11ξ
4 − aε22ξ
2
)2
+ aε12a
ε
21ξ
6 ≥ 0,
we deduce that all roots are real. In view of (2.8) and aε11a
ε
22 > 0, we can exclude positive roots
for ξ 6= 0 and obtain that
det(λ− api(u¯ε, ξ)) 6= 0 for all x ∈ Ω, ξ ∈ R \ {0}, λ ∈ C \ (−∞, 0).

Lemma 2.5. Let ε ∈ (0, ε0). The boundary value problem (2.7) satisfies the Lopatinskij–Shapiro
condition (C2) in Σα for all α ∈ (0,
pi
2 ].
Proof. Let α ∈ (0, pi2 ]. Fix x0 ∈ ∂Ω. To lighten the notation, we set
a¯ij := a
ε
ij(x0) for 1 ≤ i, j ≤ 2.
We have to verify that for λ ∈ Σα \ {0} the system of differential equations
[λ− api(u¯ε(x0), i∂t)]u(t) = 0, t > 0, bpi(i∂t)u(0) = g,
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has one and only one solution u satisfying |u(t)| → 0 as t→∞ for any g ∈ R3. Set u = (u1, u2).
Then the system of differential equations reads
λu1 + a¯11u
(4)
1 − a¯12u
(2)
2 = 0,
λu2 + a¯21u
(4)
1 − a¯22u
(2)
2 = 0.
(2.9)
Observe that
d := a¯11a¯22 − a¯12a¯21 = −σ
′(Γε0(x0))
(hε0)
4(x0)
12
Γε0(x0) +D
(hε0)
3(x0)
3
> 0;
whence the matrix (
a¯11 −a¯12
a¯21 −a¯22
)
is invertible. As a consequence, the system (2.9) can be rewritten as
u
(4)
1 =
λ
d
[−a¯22u1 + a¯12u2] ,
u
(2)
2 =
λ
d
[−a¯21u1 + a¯11u2] .
(2.10)
The first equation implies that
(2.11) u2 =
1
a¯12
[
d
λ
u
(4)
1 + a¯22u1
]
.
Inserting the above equation and its second derivative into the second equation of (2.10) yields
the 6th-order ordinary differential equation
(2.12) u
(6)
1 −
λ
d
a¯11u
(4)
1 +
λ
d
a¯22u
(2)
1 −
λ2
d
= 0.
The general solution of (2.12) is given by
(2.13) u1(t) =
6∑
k=1
cke
Λkt,
where {Λk ∈ C | k = 1, . . . , 6} are the roots of the characteristic polynomial
(2.14) Λ6 −
λ
d
a¯11Λ
4 +
λ
d
a¯22Λ
2 −
λ2
d
= 0.
We claim that the above polynomial has exactly three roots with strictly negative real part (say
Λk for k = 1, 2, 3) and three roots with strictly positive real part (say Λk for k = 4, 5, 6). Due to
the requirement that the solution tends to zero at infinity, we obtain that c1, c2, and c3 are the
only nonzero constants in (2.13). Let the initial condition B0u(0) = g be given by
u′1(0) = g1, u
′
2(0) = g2, u
(3)
1 (0) = g3.
From (2.11), we infer that u
(5)
1 (0) =
d
λ
(a¯12g2 − a¯22g1). Thus, any solution u1 tending to zero at
infinity is uniquely determined by the three initial conditions u′1(0), u
(3)
1 (0), and u
(5)
1 (0).
We are left to prove that (2.14) has exactly three roots with strictly positive and three roots
with strictly negative real part. Set z := Λ2, then z solves the third-order equation
(2.15) p(z) := dz3 − λa¯11z
2 + λa¯22z − λ
2 = 0.
Observe that due to λ 6= 0, a zero root can be excluded. Moreover, all roots of (2.14) appear in
pairs with complex angle of π. Hence, the claim that (2.14) has exactly three roots with strictly
positive and three roots with strictly negative real part, can be proved by verifying that p has
no negative real roots. In what follows, we show that for any λ ∈ Σα \ {0} the above polynomial
p has a no negative root z ∈ R. We distinguish the cases where λ is real and complex. If λ ∈ R
then, by Descartes’s Rule, the number of negative roots of (3.6) is bounded from above by the
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number of sign changes of p(−z), which is zero. Hence, there do not exist any real negative roots
for λ ∈ R. Concerning the case where λ ∈ Σα \ {0} is complex, we can write λ = a+ ib, where
a, b ∈ R with a ≥ 0 and b 6= 0. Then (3.6) decomposes to
dz3 − aa¯11z
2 + aa¯22z − (a
2 − b2) = 0,
−a¯11z
2 + a¯22z − 2a = 0.
The second equation has the solution
z± =
a¯22
2a¯11
±
√(
a¯22
2a¯11
)2
−
2a
a¯11
.
Notice that in view of a ≥ 0 and λ 6= 0 a real solution z satisfies z > 0. We conclude that there
exist no negative real roots of p for any λ ∈ Σα \ {0}. Thus the six roots of (2.14) are given by
Λ1 = |Λ1|e
i
θ1
2 , Λ2 = |Λ2|e
i
θ1
2
+ipi,
Λ3 = |Λ3|e
i
θ2
2 , Λ4 = |Λ4|e
i
θ2
2
+ipi,
Λ5 = |Λ5|e
i
θ3
2 , Λ6 = |Λ6|e
i
θ3
2
+ipi,
with θi = arg(zi), i = 1, 2, 3, where (zi)1≤i≤3 are the roots of (3.6). Since p has no negative real
roots, we have that θi 6= π for i = 1, 2, 3. Hence there exist exactly three roots of (2.14) with
strictly positive and three roots with strictly negative real part, which proves the assertion.

Proposition 2.6. For every ε ∈ (0, ε0), there exists γ > 0 and M ≥ 1 such that
[Reλ ≥ γ] ⊂ ρ(Aε) and ‖(λ−Aε)
−1‖L(L2×L2) ≤
M
1 + |λ|
, for all λ ∈ [Reλ ≥ γ];
that is Aε is the generator of an analytic semigroup on L2 × L2.
Proof. Lemma 2.4 and Lemma 2.5 imply that for α ∈ (0, pi2 ], the boundary value problem (2.6)
is parameter elliptic in Σα in the sense of Douglis–Nirenberg. Recalling that m1 = 4,m2 = 2,
l1 = l2 = 0 and ri ≤ −1 for all i = 1, 2, 3, the statement follows from Theorem 2.3 for s = 0. 
By a perturbation argument for analytic semigroups (cf. e.g. [16, Theorem 3.2.1]), the existence
of a maximal solution of (2.3) is a consequence of Proposition 2.6 and the fact that there exists
a constant c > 0 independent of ε such that
‖Aε −A(u¯)‖L(H4
B
×H2
B
,L2×L2) < cε for all ε ∈ (0, ε0).
2.1.2. Uniqueness. In order to prove the uniqueness of our maximal strong solution with respect
to the initial datum u0 ∈ Oα we show that any strong solution
u˜ ∈ C1((0, T˜ ), L2 × L2) ∩ C((0, T˜ ),H
4
B ×H
2
B) ∩C([0, T˜ ),Oα) T˜ ∈ (0,∞]
satisfies
u˜ ∈ Cη([0, T ],H4βB ×H
2β
B ) for all T ∈ (0, T˜ ),
for some η ∈ (0, 1). Let T˜ ∈ (0,∞] and u˜ ∈ C1((0, T˜ ], E0) ∩ C((0, T˜ ], E1) ∩ C([0, T˜ ),Oα) be a
strong solution. In particular, we have that u˜ ∈ C([0, T˜ ),H3 ×H1), which allows us to deduce
that ∂tu˜ ∈ BC((0, T˜ ), (H
1)′ × (H1)′), whence u˜ ∈ BC1((0, T˜ ), (H1)′ × (H1)′). If T ∈ (0, T˜ ), the
mean value theorem guarantees that there exists a constant c = c(T ) > 0 such that
(2.16) ‖u˜(t1)− u˜(t0)‖(H1)′×(H1)′ ≤ c|t1 − t0| for any t0, t1 ∈ [0, T ].
Using the interpolation inequality, we conclude that there exists a constant C = C(T ) > 0 such
that
‖u˜(t1)− u˜(t2)‖H4β×H2β ≤ ‖u˜(t1)− u˜(t2)‖
4 α−β
1+4α
(H1)′×(H1)′
‖u˜(t1)− u˜(t2)‖
1+4β
1+4α
Oα
≤ C|t1 − t0|
4 α−β
1+4α
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for any t0, t1 ∈ [0, T ], where we used the regularity of u˜ and (2.16). Setting η := 4
α−β
1+4α ∈ (0, 1),
the uniqueness claim follows from Theorem 2.2 ii).
3. Asymptotic stability
In this section, we study the asymptotic stability of equilibria for system (1.1). If f ∈ L1(Ω), let
us denote by
〈f〉 :=
1
|Ω|
∫
Ω
f(x) dx
the total mass of f over Ω. It follows immediately from the structure of the equations in (1.1)
and the no-flux boundary conditions (1.2) that any strong solution is mass conserving.
Lemma 3.1 (Conservation of mass). Let u = (h,Γ) be a solution as found in Theorem 2.1
corresponding to the initial datum u0 = (h0,Γ0). Then,
〈h(t)〉 = 〈h0〉, 〈Γ(t)〉 = 〈Γ0〉
for all t ∈ [0, T (u0)).
While it is clear form (1.1), that any pair of constants (h∗,Γ∗) is an equilibrium solution of (1.1)–
(1.2), the following discussion implies conversely if u∗ = (h∗,Γ∗) is an equilibrium of (1.1)–(1.2),
then h∗,Γ∗ are constant. In order to determine the set of equilibrium solutions of (1.1)–(1.2),
observe that the energy functional
E(h,Γ)(t) :=
1
2
∫
Ω
|∂xh|
2(t, x) + Φ(Γ)(t, x) dx
(formally) decreases along solutions, where Φ ∈ C2(R) is such that
Φ(s) > 0 Φ′′(s) = −
σ′(s)
s
for s > 0.
In particular (cf. [11, 12]),
d
dt
E(h,Γ) = −
3
2
∫
Ω
(
h
3
2
3
∂3xh+
h
1
2
2
∂xσ(Γ)
)2
dx−
1
2
∫
Ω
(
h
3
2
2
∂3xh+ h
1
2∂xσ(Γ)
)2
dx
−
1
24
∫
Ω
h3(∂3xh)
2 dx−
1
8
∫
Ω
h (∂xσ(Γ))
2 dx−D
∫
Ω
Φ′′(Γ) (∂xΓ)
2 dx.
(3.1)
Note that the regularity of our solution provided by Theorem 2.1 is a priori not sufficient to
justify the derivative above. However, in view of the parabolic character of equation (2.3), the
regularity of a strong solution can be improved as follows:
Lemma 3.2. Let
u ∈ C1((0, T ), L2 × L2) ∩ C((0, T ),H
4
B ×H
2
B) ∩ C([0, T ),Oα), T ∈ (0,∞],
be a solution of (2.3) corresponding to the initial datum u0 = (h0,Γ0) ∈ Oα, then
u ∈ C
5
4 ((ε, T ), L2 × L2) ∩C
1
4 ((ε, T ),H4B ×H
2
B) for any ε ∈ (0, T ).
Proof. Let
u ∈ C1((0, T ), L2 × L2) ∩ C((0, T ),H
4
B ×H
2
B) ∩C([0, T ),Oα), T ∈ (0,∞],
be a solution of (2.3) and ε ∈ (0, T ). By interpolation inequality, we deduce that
u ∈ C1−θ([ε, T ),H4θB ×H
2θ
B ) for any θ ∈ (0, 1) \ {3/8, 7/8}.
Choose θ = 34 . Then clearly the coefficients of A(u) are continuous in view of Sobolev embedding
and
(3.2) A(u) ∈ C
1
4 ([ε, T ),H(H4B ×H
2
B, L2 × L2)).
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If θ = 34 , then u(t) = (h,Γ)(t) ∈ H
3
B × H
3
2
B for all t ∈ [ε, T ). In particular, h(t) ∈ C
1(Ω,R),
Γ(t) ∈ C(Ω,R) and ∂xΓ(t) ∈ H
1
2
B ⊂ L4(Ω,R) by Sobolev embedding, cf. [8, Theorem 4.57].
Together with our assumption that σ ∈ C2(R), we conclude that
(3.3) F (u) ∈ C
1
4 ([ε, T ), L2 × L2).
Note that w := u solves the linear parabolic problem
∂tw −A(u)w = F (u) w(ε) = u(ε).
Taking into account (3.2) and (3.3), we benefit from the regularizing effects of parabolic equations
and obtain that the unique solution w = u enjoys the following regularity, cf. [3, Theorem
II.1.2.1]:
u ∈ u ∈ C
5
4 ((ε, T ), L2 × L2) ∩C
1
4 ((ε, T ),H4B ×H
2
B).

The above Lemma guarantees that any strong solution u = (h,Γ) as found in Theorem 2.1,
corresponding to the initial datum u0 = (h0,Γ0) ∈ Oα, satisfies
u ∈ C
5
4 ((ε, T ), L2 × L2) ∩ C
1
4 ((ε, T ),H4B ×H
2
B),
where ε ∈ (0, T (u0)) is arbitrary. By [14, Theorem 1.1.5], the above implies that
u ∈ C
5
4
−α((ε, T (u0)),H
4α
B ×H
2α
B ) α ∈ (0, 1).
For α = 14 it follows that
u ∈ C1((ε, T (u0)),H
1
B ×H
1
2
B)
for any ε ∈ (0, T (u0)). Thereby, the time differentiation in the energy functional (3.1) is well-
defined for any solution u provided by Theorem 2.1 and t ∈ (0, T (u0)). Since all terms on
the right hand side of (3.1) are nonpositive, we deduce that any equilibrium solution u∗ of (1.1)
necessarily takes the form u∗ = (h∗,Γ∗) with h∗,Γ∗ > 0 constant. We apply a recently established
theorem on linearized stability for quasilinear equations in interpolation space [15, Theorem 1.3]
and prove the following asymptotic stability result for (1.1):
Theorem 3.3 (Asymptotic stability). Let β ∈ (78 , 1] and u∗ := (h∗,Γ∗) with h∗,Γ∗ > 0 being
constant. Then, there exists ε = ε(h∗) > 0, ω = ω(h∗) > 0 and M = M(h∗) ≥ 1 such that for
0 < Γ∗ < ε and any initial datum u0 = (h0,Γ0) ∈ H
4β ×H2β with
〈h0〉 = h∗, 〈Γ0〉 = Γ∗,
satisfying ‖u0 − u∗‖H4β×H2β < ε, the unique solution (h,Γ) to (1.1) exists globally in time and
‖u(t, ·)− u∗‖H4β×H2β ≤Me
−ωt‖u0 − u∗‖H4β×H2β .
Remark 3.4. The above theorem provides an asymptotic stability result of the flat equilibrium
in the interpolation space H4β ×H2β for β ∈ (78 , 1]. It thereby improves the existing result in [4],
which only states asymptotic stability for initial data in H4×H2. We would like to mention that
in [6] an asymptotic stability result for systems including (1.1) is proved for initial data, which
even permit high oscillations – the price to pay are more specific size restrictions and solutions
in lower regularity spaces.
Before proving Theorem 3.3, let us introduce the operator
Pu := (h− 〈h〉,Γ − 〈Γ〉) u = (h,Γ) ∈ L2 × L2.
Then, P is the projection operator from L2 × L2 onto its subset of zero mean functions. The
spaces L2 × L2 and H
4
B ×H
2
B decompose into
L2×L2 = P (L2×L2)⊕ (1−P )(L2×L2) and H
4
B ×H
2
B = P (H
4
B ×H
2
B)⊕ (1−P )H
4
B ×H
2
B.
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Proof of Theorem 3.3. Notice that whenever u as found in Theorem 2.1 is a solution of
(3.4) ∂tu−A(u)u = F (u), u(0) = u0,
then z := u− u∗, where u∗ = 〈u0〉, is a solution of
(3.5) ∂tz −A∗(z)z = F (z), z(0) = u0 − u∗.
Here A∗(z) := A(z + u∗). This is due to the conservation of mass in Lemma 3.1. Thereby,
studying the stability of the equilibrium u∗ for (3.4) is equivalent to the stability of the zero
solution z∗ = 0 of (3.5). We are going to apply [15, Theorem 1.3] to prove that z∗ = 0 is an
asymptotically stable solution of (3.5). To this end we need to verify that
F : POβ → P (L2×L2) and A(·)z∗ : POβ → P (L2×L2) are Fréchet differentiable at z∗ = 0
and in addition
A := A∗(z∗) + (DA∗(z∗)[·])z∗ +DF (z∗), z∗ = 0,
has a negative spectral bound; that is sup{Reλ | λ ∈ σ(A)} < 0. The functions F and A∗(·)z∗
are Fréchet differentiable and for z∗ = 0 we have
DF (z∗) = 0 and (DA∗(z∗)[v])z∗ = 0 for any v ∈ POβ.
Thus, we are left to show that A = A(u∗) has a negative spectral bound as an operator on P (L2×
L2) with domain P (H
4
B ×H
2
B)
1. This can be done in a similar way as in [4, 10]. Nevertheless,
we include the proof for the sake of completeness. Recalling that A ∈ H(H4B ×H
2
B, L2×L2), we
infer from [3, Corollary I.1.6.3] that
A ∈ H(P (H4B ×H
2
B), P (L2 × L2)),
Thus, the linear evolution equation
(3.6) zt − Az = 0 t > 0, z(0) = z0,
admits for any initial datum z0 ∈ P (L2 × L2) a unique solution
z ∈ C((0,∞), P (H4B ×H
2
B)) ∩ C
1((0,∞), P (L2 × L2)) ∩ C([0,∞), P (L2 × L2)).
In order to prove the negative spectral bound, we are going to show that for any initial datum
z0 ∈ P (L2 × L2) the corresponding solution z of (3.6) satisfies
‖z(t)‖L2×L2 ≤Me
−ω0t‖z0‖L2×L2 for some M ≥ 1, ω0 > 0.
To this end, let z0 ∈ P (L2 × L2) and z = (z1, z2) be the corresponding solution of the evolution
equation (3.6). Recall that u∗ = (h∗,Γ∗) with h∗,Γ∗ > 0 constant and A = A(u∗). Thus, z
solves {
∂tz1 +
1
3h
3
∗∂
4
xz1 +
1
2h
2
∗σ
′(Γ∗)∂
2
xz2 = 0,
∂tz2 +
1
2h
2
∗Γ∗∂
4
xz1 + (h∗Γ∗σ
′(Γ∗)−D) ∂
2
xz2 = 0.
Denoting by Aˆq(h∗,Γ∗) the symmetric matrix
Aˆq(h∗,Γ∗) :=
(
q
3h
3
∗
1
4
(
qh2∗σ
′(Γ∗) + h
3
∗Γ∗
)
1
4
(
qh2∗σ
′(Γ∗) + h
3
∗Γ∗
)
h2∗Γ∗σ
′(Γ∗)− h∗D
)
, q > 0,
we obtain that
1
2
d
dt
(
q‖∂xz1‖
2
L2
+ h∗‖z2‖
2
L2
)
=
〈
Aˆq(h∗Γ∗)
(
∂3xz1
∂xz2
)
,
(
∂3xz1
∂xz2
)〉
L2×L2
.
The eigenvalues of Aˆq(h∗, 0) are determined by the roots of
λ2 − λ
(q
3
+ h∗D
)
+
q
3
h4∗D −
1
6
q2h4∗|σ
′(0)|2 = 0.
1Observe that (1 − P )A(u∗)v = 0 for any v ∈ P (H
4
B × H
2
B). Thus, A(u∗) is a well-defined operator from
P (H4B ×H
2
B) to P (L2 × L2).
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We conclude that Aˆq(h∗, 0) is positive definite if
0 < q <
16D
3|σ′(0)|
.
Thus, whenever q satisfies the above condition, there exists ε = ε(h∗) > 0 such that for any
0 < Γ∗ < ε the matrix Aq(h∗,Γ∗) is positive definite. In particular, there exists a constant
c0 = c0(h∗) > 0 such that
1
2
d
dt
(
q‖∂xz1‖
2
L2
+ h∗‖z2‖
2
L2
)
≤ −c0
(
‖∂3xz1‖
2
L2
+ ‖∂xz2‖
2
L2
)
.
Taking into account that ∂xz1 = ∂xz2 = ∂
3
xz1 = 0 at ∂Ω, and ∂
2
xz1 has zero mean over Ω,
applying the Poincaré inequality implies the existence of a constant c1 = c1(h∗) > 0 such that
d
dt
(
q‖z1‖
2
L2
+ h∗‖z2‖
2
L2
)
≤ −c1
(
q‖z1‖
2
L2
+ h∗‖z2‖
2
L2
)
.
Eventually, observing that
|||z|||L2×L2 := q‖z1‖
2
L2
+ h∗‖z2‖
2
L2
, z ∈ L2 × L2,
constitutes an equivalent norm on L2 × L2, we infer from the above inequality that there exists
a constant ω = ω(h∗) > 0 and M = M(h∗) ≥ 1 such that
‖z(t)‖L2×L2 ≤Me
−ω0t‖z0‖L2×L2 .
Thereby, the proof is finished.

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