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The main focus of this thesis is on the development of new techniques for the rational de-
sign of mixtures, based on a computer-aided mixture/blend design (CAMbD) framework,
with applications to the chemical industry. Systematic CAMbD approaches for the design
of mixtures and blends have the potential to deliver better products and processes and
they enhance innovation in a highly competitive environment. In many existing mixture
design methodologies, a simplified reduced version of the CAMbD problem is posed and
solved, where the number of mixture ingredients is fixed in advance (usually a binary
mixture is designed) and the identity of at least one compound is chosen from a given
set of candidate molecules. A key achievement of this work is the development of a novel
comprehensive and systematic approach for the formulation and solution of the general
mixture problem where the number, identity and composition of mixture constituents
are optimized simultaneously. A logic-based method, generalized disjunctive program-
ming (GDP), is integrated for the first time into the CAMbD framework to formulate
the discrete choices of mixture problems.
In working towards creating a general CAMbD model, the standard (restricted)
CAMbD problem is first formulated for the design of multicomponent mixtures (without
focusing only on the design of binary mixtures), where the number of mixture ingredients
is fixed a priori. Next, the mixture formulation is generalized by making the number,
N , of components in the mixture a variable and optimising at the same time the three
main decision variables of the problem, i.e., the number, identity and composition of the
compounds that participate in the mixture. In the restricted and general models, the
components are selected from a given list of candidate molecules. The GDP formulations
are converted into mixed-integer form using the big-M (BM) approach in order to exploit
i
ii
the existing MINLP algorithms. The design methodology is demonstrated through a case
study involving solid-liquid equilibrium calculations, where optimal solvent mixtures are
determined for maximising the solubility of a drug.
Solving the mixed integer optimization problems derived using BM can be challenging
due to nonconvexities in the space of the continuous variables and a large combinatorial
solution space which may lead to several numerical difficulties. To address the difficulties
arising from the complexity of the models and facilitate problem formulation, the use
of different relaxation techniques, including the big-M approach and Hull reformulations
(HR), is investigated to convert the disjunctive constraints into mixed-integer form. Both
solution strategies (i.e., BM and HR) are applied successfully to two case studies where
optimal solvent mixtures that dissolve ibuprofen and separate acetic acid from water in
a single stage liquid extraction process, respectively, are defined.
The concept of a truly general approach for mixture design, where the optimal com-
ponents that participate in mixtures are not selected from restricted lists or databases,
is considered. In this general formulation, the molecules are designed (built) from an
extensive set of atom groups, leading to the design of countless new and/or existing
molecules and mixtures. The general methodology is once again applied to the design of
solvent mixtures for separation processes, including crystallization and liquid extraction.
First, the design of optimal solvent and antisolvent mixtures for cooling and drowning
out crystallization, respectively, is resented. Next, optimal solvent mixtures are designed
to separate acetic acid from water in a single-stage liquid extraction process. Integer
cuts are introduced to the general mixture formulations and a list of optimal solutions
(i.e., list of mixtures with different number, identity and compositions of ingredients) is
obtained for each problem.
The overall proposed mixture design approach paves the way for identifying innovative
solutions (e.g., new molecular structures, mixtures, property functions) which play an
integral role in the development of process, chemical and biochemical technologies. Part
of the work presented in this thesis has been published in Jonuzaj and Adjiman [2016,
2017] and Jonuzaj et al. [2016].
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“Begin at the beginning,” the King said gravely,
“and go on till you come to the end...”
- Lewis Carroll, 1899
1.1 Background and motivation
T
he design of mixtures is an important and challenging problem with numerous
industrial applications. Of particular interest are applications in separation
processes, such as liquid-liquid extraction [Brignole and Gani, 1983, Cignitti
et al., 2015, Karunanithi et al., 2005] and crystallization [Karunanithi et al., 2006, 2009],
that require suitable solvents or solvent mixtures to meet given specifications, and where
the choice of solvent can have a significant impact on the performance of the process.
In drug manufacturing, for example, unsuitable solvents can result in undesired crystal
morphology, which may affect downstream processing and product performance [Gordon
and Amin, 1984, Karunanithi et al., 2006]. Solvent mixtures are also used in chemical
reactors to enhance the reaction rate [Folic´ et al., 2007, Struebing et al., 2013, Zhou
et al., 2015]. In product design the desired performance can often only be achieved with
a mixture or formulation (e.g., pesticide formulation, crude oils blended into a single
product) [Gani, 2004b,c, Gani and Ng, 2015].
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The current regulatory environment is making mixtures increasingly relevant as re-
strictions are placed on the use of a growing number of compounds. Some common
compounds are thus being removed from use as a result of changing regulations (e.g.,
REACH regulations [REACH, 2007]). In the pharmaceutical industry for example, the
list of possible organic solvents used in a drug production is restricted due to toxicological
reasons, as solvents cannot be completely removed from the final product [Grodowska and
Parczewski, 2010]. Furthermore, the use of some particular solvents can lead to undesired
properties and consequently to poor performance of the drug [Gordon and Amin, 1984,
Perez-Vega et al., 2012]. The extensive use of some solvents in industrial processes may
also be restricted due to their negative environmental impact (e.g. green-house gas emis-
sions) and increased energy requirements for a process [Jime´nez-Gonza´lez et al., 2011].
Given this context, the formulation of mixtures offers a potential route to enhanced per-
formance, because mixtures can exhibit properties that equate or even surpass those of
pure compounds. Some of the benefits of using mixtures have been demonstrated by
Granberg and Rasmuson [Granberg and Rasmuson, 2000] who studied the solubility of
paracetamol in a binary mixture of water and acetone. The results of their study are
shown in Figure 1.1, where it can be seen that, at 30oC, mixtures containing up to 75%
water by mass achieve at least as high a solubility as pure acetone, with a 30:70 mixture
of water and acetone achieving the highest solubility. A five-fold increase in solubility
relative to pure acetone is observed, although paracetamol is poorly water-soluble. This
nonlinear behaviour, which is commonly observed in solubility experiments (e.g., the
work of Pacheco et al. [Pacheco et al., 2007]), arises from the nonideal thermodynamics
of the ternary mixture [Meindersma et al., 2006, Nagata and Ohtsubo, 1986].
There is thus a pressing need for identifying mixtures that can achieve better per-
formance than pure compounds while being more environmentally benign. Despite the
importance of mixtures and their direct impact on the performance and sustainability of
products and processes, the design of optimal mixtures, which entails the design and/or
selection of appropriate components and of their composition, remains challenging. The
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Figure 1.1: Solubility, Cs, of paracetamol in a mixture of water + acetone, at 30
oC,
as a function of the mass percent of water in the solvent. Units of solubility: g of
paracetamol/kg of solvent [Granberg and Rasmuson, 2000].
choice of components is often made based on expensive and time-consuming experiments
or database searches [Gani et al., 2006], using databases that include thermodynamic
property data collections for pure components and mixtures such as the CAPEC database
[Nielsen et al., 2001], CHEMSAFE, CDS, DETHERM, DIPPR, NIST, SOLV-DB, TAPP.
In order to broaden the search for better mixtures several more systematic approaches
for mixture design [Gani, 2004b, Karunanithi et al., 2005, Papadopoulos et al., 2013,
Yunus et al., 2014] based on Computer Aided Mixture/blend Design (CAMbD), have
been developed. CAMbD has been defined by Gani and co-authors [Achenie et al., 2003,
Gani, 2004b, Karunanithi et al., 2005] as the problem of identifying, from a set of given
molecules, a mixture with desired properties that optimises a given performance mea-
sure. The general objective of CAMbD is to design the optimal number, identity and
compositions of the components that participate in a mixture that meets the design crite-
ria. The vast majority of approaches developed can be used in the context of the hybrid
Computer Aided Molecular Design (CAMD) methodology for molecule or mixture design
problems proposed by Harper et al. [Harper et al., 2003]. It involves a three-step design
process that includes first a pre-design phase where the problem is defined, then a design
phase that consists of optimising a performance index subject to property constraints,
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and finally a post-design phase where verification and analysis of the results obtained
from the design phase take place.
Several interesting studies has been been focused on developing new methodologies
for formulating and solving the mixture design problem. One set of approaches is based
on the use of Mixed Integer Nonlinear Programming (MINLP), and this has mostly been
applied to the design of binary mixtures (cf. Duvedi and Achenie [1997]). Much effort has
also been devoted to developing strategies that can address the complexity of the MINLP
mixture design problem (cf. Sinha et al. [2003a]), while some authors have developed
decomposition-based approaches in which the search space is gradually narrowed (cf.
Karunanithi et al. [2005]). A more detailed description of several existing methodologies
for mixture design is presented in section 2.1.3.
In spite of the advances in the area of mixture design, there remains significant scope
for further research and innovation in this field. In most existing methodologies the num-
ber of mixture ingredients is fixed in advanced and they have been usually applied to
the design of binary mixtures [Achenie and Sinha, 2003, Buxton et al., 1999, Churi and
Achenie, 1997, Duvedi and Achenie, 1997, Karunanithi et al., 2005, 2006, Papadopoulos
et al., 2013, Sinha et al., 2003a, Vaidyanathan and El-Halwagi, 1996], with the exception
of the works of Klein et al. [1992], Molina-Thierry and Flores-Tlacuahuac [2015] and
Yunus et al. [2014]. Furthermore, several approaches [Churi and Achenie, 1997, Duvedi
and Achenie, 1997, Karunanithi et al., 2005, Klein et al., 1992, Sinha et al., 2003a, Yunus
et al., 2014] consider small design spaces of candidate components. In some cases, all
components that participate in a mixture are selected from a given restricted set of
molecules, while in others, one of the mixture ingredients is defined a priori, and the
remaining compounds (usually one compound) are designed or selected from a set. Only
a small number of studies are reported in the literature in which the simultaneous design
of all compounds is considered [Austin et al., 2017, Buxton et al., 1999, Papadopoulos
et al., 2013]. However, these studies refer to problems where the number of designed mix-
ture ingredients is fixed to two. In summary, a reduced version of the general CAMbD
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problem has been addressed to date: the number of mixture ingredients is fixed (usually
2) and the identity of a compound (or in a few cases, of all compounds) that can par-
ticipate in a mixture is chosen from a given set of candidate molecules. This sequential
approach, where the desired number of mixture ingredients and the identity of at least
one component are specified in advance, whereas the rest of the molecules are selected
from a predefined list, may lead to suboptimal solutions. When compounds are selected
from lists or databases, there is a risk of excluding from the design space molecular struc-
tures that can yield better performance when combined in a mixture. Take for example
the solubility of paracetamol in a binary mixture (Figure 1.1), where if a poor solvent
like water was excluded from the list of candidate solvents, a lower solubility value would
be achieved.
A hurdle in the further development and widespread use of tools for CAMbD is the
complexity of the mathematical programs that need to be formulated and solved. When
modelling a mixture design problem directly as a Mixed-Integer Nonlinear Programming
(MINLP) problem, several numerical difficulties can arise, related to the nonlinearity
(nonconvexity) of the property models and the large design space. Solving the optimisa-
tion problems can be quite challenging, as these are combinatorial due to the presence
of binary variables, and highly nonlinear due to the expressions that relate composition,
molecular structure and physical properties [Folic´ et al., 2007].
1.2 Scope
In view of these challenges, the main objective of this work is to present a novel system-
atic mathematical programming approach for the formulation and solution of the general
CAMbD problem. In the proposed framework we consider formulations of increasing
generality, where first we focus on extending the CAMbD problem to designing multi-
component mixtures with unknown number of ingredients, and then the computer-aided
molecular design concept (i.e., molecules designed from atom groups) is integrated into a
Chapter 1. Introduction 6
generalized CAMbD formulation. The main concepts introduced in this work are listed
below:
• In the proposed mixture design methodology, a standard CAMbD problem with a
fixed number (N) of mixture ingredients is first formulated for the design of multi-
component mixtures. As shown in Figure 1.2, the standard formulation consists of
first selecting one component and then N components from a given list of candi-
date compounds to be participate in the final mixture. Next, the standard CAMbD
problem is generalized by making N a design variable and mixtures with at most
Nmax compounds are determined from a predefined set of molecules.
Figure 1.2: Proposed mixture design methodology, where one, N and up toN components
are selected from a list of pure compounds to participate in the final mixture.
• In order to exploit the full potential of a truly general mixture design approach
and avoid the use of restricted datasets, we bridge the computer-aided molecular
and mixture design concepts and present a comprehensive mixture formulation,
where the number, identity and compositions of mixture ingredients are optimised
simultaneously, with the desired molecules being designed from a large set of atom
groups (building blocks). Within this approach, the main design decisions of the
general mixture problem (i.e., the optimal number of ingredients, their proportions,
which specific molecules should be used, and what atom groups are required) are
determined at the same time.
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• In order to address the difficulties arising from the complexity of expressing the
problem within a mathematical framework, we adopt a logic-based methodology
in which Generalized Disjunctive Programming (GDP) [Raman and Grossmann,
1994] is used to formulate the discrete choices inherent in mixture design problems
(i.e., the number of mixture ingredients and the identities of groups and molecules).
Different relaxation techniques for the solution of the GDP problem, including the
Big-M (BM) [Nemhauser and Wolsey, 1999, Raman and Grossmann, 1994] approach
and Hull Reformulations (HR) [Lee and Grossmann, 2000, 2003], are employed in
order to circumvent the combinatorial explosion that accompanies large design
spaces and facilitate problem solution.
Overall, the work presented in this thesis serves to push the area of CAMbD for-
ward and formulate a comprehensive general mixture problem. For the first time, the
main design decisions of the mixture problem (how many components participate in the
mixture; which specific chemicals should be used and in what proportions; and what
atom groups are required) are determined simultaneously and optimally, enabling large
design spaces and a much greater molecular diversity which leads to the design of novel
molecules and mixtures. Furthermore, by not fixing a priori the number of mixture
constituents, the explicit evaluation of every choice of the number of components which
can be computationally or experimentally costly and time-consuming, especially as the
number of desirable components increases, is avoided.
1.3 Outline of the thesis
The thesis is organised as follows:
In Chapter 2, the background theory is presented, including an overview of computer-
aided molecular and mixture design frameworks, followed by a critical literature review of
mixture design approaches based on CAMbD. This chapter also provides an introduction
to generalized disjunctive programming and the two relaxation techniques, i.e., BM and
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HR, used to convert the GDP problems into MINLP. The chapter concludes with a brief
review of the applications of the GDP techniques.
Chapter 3 introduces the proposed general mixture design methodology where the
number of components in the mixture is a variable and the optimal compounds are
selected from a given list. GDP mixture formulations with fixed and unknown number
of components are described in details and they are applied to a case study for defining
optimal solvent mixtures that maximise the solubility of ibuprofen. Here, the big-M
approach is employed to transform the disjunctive constraints into mixed-integer form.
Chapter 4 focuses on investigating different solution strategies for the GDP mixture
problems. Hull reformulations of the general GDP mixture problems are derived and
compared to the big-M approach presented in Chapter 3. The general GDP formula-
tion and the two relaxation techniques are employed to find optimal solvent mixtures
for dissolving ibuprofen and separating acetic acid from water in a single stage liquid
extraction.
In Chapter 5, the general mixture design methodology is further extended by design-
ing the molecules from atom groups. The first part of the chapter provides a detailed
description of the general GDP formulation, followed by its equivalent MINLP reformu-
lation using the big-M approach. The methodology is demonstrated through the same
case studies presented in Chapter 4, where the design of optimal solvent mixtures for
separation processes, i.e., crystallization and liquid extraction, takes place.
Finally, Chapter 6 summarises the work presented in the thesis, highlighting the main




2.1 Computer-aided molecular and mixture design frame-
work
T
he importance of molecular and mixture/blend design based on computer-
aided methods has long been established across the field of chemical engi-
neering. Computer-aided tools, known as computer-aided molecular design
(CAMD) and computer-aided mixture/blend design (CAMbD), consist of mathematical
programming and hybrid methods and provide a promising framework for the develop-
ment of new chemicals, formulations and methods to estimate different target properties.
A combination of CAMD and CAMbD techniques is referred to as computer-aided prod-
uct design (CAPD) [Gani, 2004b]. An overview of computer-aided methods and tools
for the design of molecules, mixtures and products, as well as their application to some
example problems, is given by Gani [2004a,b,c]. In the following sections, the main con-
cepts of CAMD and CAMbD are introduced, focusing on mixture design approaches for
various applications.
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2.1.1 Computer-aided molecular design (CAMD)
The many systematic approaches that have been derived for the design of compounds
that exhibit desirable performance are known collectively as Computer-Aided Molecular
Design (CAMD) methods. The CAMD concept was initially introduced by Brignole and
Gani [1983] and there has since been significant progress towards this goal [Achenie et al.,
2003, Apostolakou and Adjiman, 2003, Gani, 2004b, Harper et al., 2003, Pistikopoulos
and Stefanis, 1998, Sinha et al., 1999, 2003b].
Achenie et al. [2003] and Gani [2004a] defined computer-aided molecular design prob-
lems as follows:
“Given a set of building blocks and a specified set of target properties, determine the
molecule or molecular structure that matches these properties”.
The main objectives of the CAMD framework focus on optimising physical properties
of the compounds (molecules) [Maranas, 1996, Sheldon et al., 2006] and on optimising
process performance, such as minimising process cost [Giovanoglou et al., 2003] and
maximising production [Cheng and Wang, 2010, Folic´ et al., 2008]. The molecular design
problem can be formulated and solved using two main approaches that involve generate-
and-test methods and optimisation-based methods.
Generate-and-test methods
The basic idea behind generate-and-test methods consists of two sequential steps: first a
large number of feasible molecular structures is generated using suitable functional groups
and molecular feasibility rules (“generation”); then, the desired properties are evaluated,
usually with group-contribution methods [Constantinou and Gani, 1994, Marrero and
Gani, 2001], for every generated structure (“testing”). This line of approach requires
little computational effort when small optimisation problems are solved (e.g., screening
over a relative small pool of molecules). In these cases where a large design space is
considered, the method appears to be inefficient due to a combinatorial explosion of the
problems.
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Optimisation-based methods
Optimisation-based methods involve formulating and solving a CAMD problem by using
mathematical programming techniques; usually a Mixed Integer Nonlinear Programming
(MINLP) problem. According to Karunanithi et al. [2005] and coauthors [Cignitti et al.,
2015], a general CAMD (or CAMbD in case of mixture design) problem can be formulated




s. t. g1(y) ≤ 0 (2.2)
g2(y) ≤ 0 (2.3)
g3(x, y) ≤ 0 (2.4)
g4(x, y) = 0 (2.5)
x ∈ Rn , y ∈ {0, 1}m (2.6)
where f is the objective function to be optimised (minimisation is assumed without loss
of generality), subject to structural constraints (g1(y)), pure component property con-
straints (g2(y)), mixture property constraints (g3(x, y)) and process model constraints
(g4(x, y)). The vector x is an n-dimensional vector of continuous variables denoting op-
erating conditions, physical properties, or process variables (e.g. flow rate, temperature)
and y is an m-dimensional vector of binary variables related to the functional groups
present in the molecules and/or the identities of the molecules [Achenie et al., 2003,
Karunanithi et al., 2005].
Some of the most popular application areas of CAMD include the design of solvents for
separation processes (e.g., crystallization, liquid-liquid extraction, absorption, extractive
distillation) and chemical reactions; the design of refrigerants and polymers; ionic liquid
design; and Organic Rankine Cycle fluids. For a detailed review of CAMD tools and its
applications the reader is referred to the recent work by Austin et al. [2016a] and Ng
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et al. [2015b].
2.1.2 Computer-aided mixture/blend design (CAMbD)
In the case of mixture design applications, a CAMD problem is expanded into a Computer-
Aided Mixture/blend Design (CAMbD ) problem, usually by including additional mixture
property constraints in a “standard” MINLP CAMD problem. While the general form of
a CAMbD problem is relatively simple and similar to that of CAMD (Eqs. (2.1)-(2.6)),
the formulation of a specific instance of CAMbD as an MINLP is a challenging task
because of the different types of binary or integer variables involved and their strong
interactions with the often-nonlinear physical property models. Achenie and co-authors
[Achenie et al., 2003, Karunanithi et al., 2005] defined CAMbD as follows:
“Given a set of chemicals and a specified set of property constraints, determine the
optimal mixture and/or blend, that matches this index”.
Optimisation-based mixture design approaches could fit within the broader framework
of a hybrid CAMD method proposed by Harper et al. [2003] that involves a three-step
design process: (i) pre-design, (ii) design and (iii) post-design phase. In the pre-design
phase, the problem is first defined, where the objectives of the problem are described in
detail. Next, the qualitative information obtained is transformed into quantitative form.
In particular, the properties of interest and the methods for evaluating those properties
are selected. The design phase consists of designing suitable molecules and mixtures that
optimise a performance measure subject to structural constraints, pure component and
mixture property constrains, and design constrains. Structural constraints include chem-
ical feasibility (e.g., the octet rule to ensure that the designed molecule has zero valency
[Odele and Macchietto, 1993]) and chemical complexity (e.g., constraints to ensure that
the number of groups of specific type are within lower and upper limits) constraints.
The pure component and mixture properties are classified into primary properties, which
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include those estimated (usually with group-contribution methods) using molecular struc-
ture data, and secondary properties, which are those predicted based on the use of pri-
mary properties [Constantinou and Gani, 1994]. The critical properties (temperature,
presure, volume), the normal boiling and melting points, the heat of fusion and the sol-
ubility parameter are some of the commonly used primary pure component properties.
Secondary pure component properties include the refractive index, the surface tension,
and the acentric factor [Gani, 2004a]. Primary mixture properties consist mainly of ac-
tivity coefficient, density, compressibility factor and fugacity coefficient, whereas common
secondary mixture properties include solubility, miscibility, selectivity and distribution
coefficient. A wide range of pure component and mixture properties and the predictive
methods used for their evaluation can be found in the work of Austin et al. [2016a] and
Gani et al. [1991]. In the post-design phase of a CAMbD problem the generated opti-
mal molecules and mixtures are analyzed and verified with respect to some criteria not
considered in the design specifications, such as legislative thresholds and socio-economic
aspects. Available experimental data (if any) are also taken into account before the final
choice of the mixture is made.
Contrary to the evaluation of pure component properties which are mainly affected
by the type of molecules, the prediction of mixture properties has additional challenges,
as they depend on temperature, pressure, density and composition of each component in
the mixture. Furthermore, the non-ideal mixture behavior (usually expressed in terms
of activity coefficients) needs to be considered. Although simple mixing rules and lin-
ear models can be used in ideal mixtures, they are not suitable for accurate property
estimation of non-ideal systems [Ng et al., 2015b].
Due to the extremely large variety of mixtures encountered in the chemical industry,
there are no quantitative relations, except for general thermodynamic equations, that
apply rigorously to all. Therefore, appropriate mathematical models for representing
the properties of as many mixtures as possible are required [Poling et al., 2001]. In the
process and chemical industry, the majority of applications employs group contribution
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(GC) methods to predict the thermodynamic properties of a wide range of different
systems and over a wide range of conditions [Buxton et al., 1999, Constantinou and
Gani, 1994, Conte et al., 2008, Fredenslund and Rasmussen, 1985, Karunanithi et al.,
2005, Papadopoulos et al., 2013]. Other non-GC predictive approaches include COSMO-
RS and COSMO-SAC [Klamt, 1995, Klamt et al., 1998, Lin and Sandler, 2002] which are
based on quantum mechanical techniques, and the SAFT equations of state [Chapman
et al., 1989].
It is important to note that in process design the optimal performance of the process
is linked to mixture thermodynamics and thus, the designed molecules and mixtures
directly affect process decisions. The strong interaction between solvent properties and
the process at hand require the integration of molecular/mixture and process design
frameworks [Gopinath et al., 2016]. This concept, however, is beyond the scope of this
thesis.
Group contribution (GC) methodologies for the prediction of thermodynamic
properties in mixtures
In the general concept of group contribution approaches, the molecules appearing in a
mixture are decomposed into chemically functional groups (building blocks), so that the
mixture can be regarded as a mixture of these groups. Therefore, the mixture properties
can be calculated as a summation of the contributions of the functional groups that can
occur in a molecular structure [Constantinou and Gani, 1994, Gani et al., 1991]. Pa-
paioannou et al. [2012] have classified the GC methods for calculating mixture properties
into: (a) models for the prediction of the liquid phase activity coefficients in mixtures
[Fredenslund and Rasmussen, 1985, Kehiaian, 1983, Nagata and Koyabu, 1981] and (b)
methods combined with equations of state to handle the liquid and vapour phase(s) [Blas
and Vega, 1997, Gross and Sadowski, 2000, 2001, Johnson et al., 1994].
Activity coefficient group contribution methods are considered as the state-of-the-art
GC models in the prediction of fluid phase equilibria and phase stability, in which the
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phase behavior of mixtures at given temperature and pressure is described through the
activity coefficients [Papaioannou et al., 2012]. In phase equilibrium calculations, for
example, the partial properties of each component in a mixture are expressed in terms of
activity coefficients [Poling et al., 2001]. The necessary condition for equilibrium is the
equality of chemical potentials of each component in all phases:
µ1i = µ
2
i = ... = µ
φ
i , ∀i = 1, 2, . . . , n (2.7)
where 1 , 2 , ..., φ are the phases of each component i in the solution. It can be easily
proved that at phase equilibrium the fugacity of each component is also the same in all
phases, at the same temperature and pressure [DeNevers, 2012]:
f1i = f
2
i = ... = f
φ
i , ∀i = 1, 2, . . . , n (2.8)
The fugacity, f (which has units of pressure) can be expressed via the activity coefficient




where γi and xi are the activity coefficient (deviations from ideal behaviour) and mole
fractions, respectively, of each component in the mixture.
Among others, two well-known activity coefficient GC methods include the Analytical
Solution of Groups (ASOG) method [Poling et al., 2001] and the Universal Quasi-chemical
Functional Group Activity Coefficient (UNIFAC) method [Fredenslund and Rasmussen,
1985]. The UNIFAC method, which is perhaps the most widely employed methodology in
industrial applications [Fredenslund and Rasmussen, 1985, Gmehling et al., 2002, Hansen
et al., 1991, Karunanithi et al., 2005, Nagata and Koyabu, 1981, Papadopoulos et al.,
2013], is used in this work to predict the liquid-phase activity coefficients in the problems
studied. A brief overview of the model is given in the following section.
It should be noted that, despite their advances, activity coefficient GC methods are
considered reliable only over a limited range of temperatures and pressures, and they
cannot be used to predict other properties (e.g. densities, heat capacities, etc.). GC-based
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equations of state approaches involve integrated molecular-based equations of state (e.g.,
SAFT) and GC methods. By formulating equations of state within a GC framework,
component-based parameters are incorporated into the models allowing the accurate
prediction of several thermodynamic properties over a wide range of temperatures and
pressures [Papaioannou et al., 2012]. A promising molecular-based group contribution
equation of state (SAFT-γ Mie) has been developed by Papaioannou [2012] and coauthors
[Papaioannou et al., 2011] for the description of fluid phase behaviour and thermodynamic
derivative properties of mixtures.
UNIFAC model
The UNIFAC model is the most commonly used GC method by many academic and
industrial groups [Adjiman, 2010, Brignole and Gani, 1983, Folic´ et al., 2007, 2008, Gio-
vanoglou et al., 2003, Karunanithi et al., 2005, 2006, Papadopoulos et al., 2013] to predict
the phase behaviour of non-ideal mixtures. It is usually employed to predict liquid phase
activity coefficients at moderate to low pressure [Papaioannou et al., 2012, Poling et al.,
2001]. The method was firstly introduced by Fredenslund et al. [1975] and was developed
based on the pioneering work of Guggenheim [1952] on quasi-chemical theory. Within
this approach, activity coefficients in mixtures are calculated as the sum of two contri-
butions, a combinatorial term and a residual term [Poling et al., 2001] as shown below:
ln γi = ln γ
C
i + ln γ
R
i , ∀i (2.10)
The combinatorial part (superscript C) accounts for the differences in the size and shape
of the molecules and is calculated based on the use of van der Waals group volume, Rk,
and the group surface area, Qk, parameters. The residual part expresses the contribution
of the energetic interaction between the groups and is based on interaction parameters ak,g
and ag,k, with ak,g 6= ag,k (indices k and g represent different groups). The parameters
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are evaluated from regression to experimental vapour-liquid equilibria (VLE) data, which
can be found in the UNIFAC parameter table [Fredenslund and Rasmussen, 1985].
Although UNIFAC is considered an accurate predictive method for the calculation
of activity coefficients for a broad range of mixtures [Papaioannou et al., 2012, Poling
et al., 2001], it suffers from two main limitations. First, the method can provide reli-
able prediction only for low or moderate pressures due to the description of the phase
behaviour. More specifically, while the nonideal nature of the liquid phase is accounted
by the activity coefficients, the vapour phase is assumed to be ideal which can result
in inaccuracies [Fredenslund and Rasmussen, 1985]. Furthermore, since the parameters
used in UNIFAC are usually evaluated using experimental VLE data, the method may
lead to inaccurate description of liquid-liquid equilibria (LLE).
To some extent these limitations have been addressed by adding a parameter table
that contains values for 32 main structural groups based on experimental LLE data in
order to address the inadequate prediction of liquid-liquid equilibria [Magnussen et al.,
1981] In addition, some approaches considered modifying the theoretical basis of the
method - modified (Dortmund) UNIFAC - by introducing an empirical term to the com-
binatorial part and two temperature independent parameters to the residual part of the
activity coefficient [Weidlich and Gmehling, 1987].
2.1.3 Literature review of CAMbD applications
Several methodologies reported in the literature have been developed based on a CAMbD
framework for the design of mixtures/blends and have been applied to a wide range of
applications, varying from separation processes to product design. Among the previous
methodologies, substantial work has been done in the area of solvent and solvent mixture
design for separation precesses [Austin et al., 2017, 2016b, Buxton et al., 1999, Cignitti
et al., 2015, Gopinath et al., 2016, Karunanithi et al., 2005, Sinha et al., 2003a, Zhang
et al., 2015] and chemical reactions [Adjiman et al., 2008, Austin et al., 2017, Folic´ et al.,
2007, Siougkrou et al., 2014, Struebing et al., 2017]. Other approaches have been applied
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to the design of refrigerant [Churi and Achenie, 1997, Duvedi and Achenie, 1997, Vaid-
yaraman and Maranas, 2002] and polymer blends [Solvason et al., 2009, Vaidyanathan
and El-Halwagi, 1996, Zhang et al., 2015], while some recent studies have addressed the
design of heat transfer fluid mixtures [Lampe et al., 2014, Mavrou et al., 2015a,b, Molina-
Thierry and Flores-Tlacuahuac, 2015, Papadopoulos et al., 2013], blended liquid products
[Yunus et al., 2013, 2014], emulsified chemical products [Conte et al., 2012, Mattei et al.,
2012, 2014] and the design/selection of mixtures for bioprocesses [Herna´ndez et al., 2017,
Ng et al., 2015a]. The vast majority of studies have been focused on developing method-
ologies for formulating and solving the mixture design problem based on the use of Mixed
Integer Nonlinear Programming (MINLP).
Many efforts in CAMbD have been applied towards designing solvents and solvent
mixtures liquid-liquid extraction, crystallization and chemical reactions. Some approaches
focused on systematically decomposing the design problem to facilitate its solution. A
decomposition-based computer-aided molecular/mixture design methodology was pro-
posed by Karunanithi et al. [2005] in which the search space is gradually narrowed.
Within their framework, the original mixture design problem is decomposed into the
five following non-linear sub-problems: (i) structural constraints, (ii) pure component
property constraints, (iii) mixture property constraints, (iv) miscibility constraints, and
(v) process model constraints and objective function (MINLP subproblem). In each sub-
problem, pure components and/or mixtures that do not satisfy a subset of the constraints
of the original problem are eliminated. This leads to a smaller final MINLP problem,
in which a large portion of the search region has been eliminated. This decomposition-
based methodology was later applied by the same authors to the design of crystallisation
solvents [Karunanithi et al., 2006]. Their study involved the design of optimal binary
solvent mixtures that maximise the potential recovery of a drug, subject to several prop-
erty constraints, such as crystal morphology, solubility, viscosity, toxicity, normal boiling
point and melting point.
A four-step methodology, similar to the hybrid three-phase approach of Harper et al.
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[2003], was proposed by Cignitti et al. [2015] for the design of single molecules, mixtures
or blends. Within their design approach, the product needs and target properties were
first defined and then they were translated into quantitative information in a CAMD
formulation. Next, the design problem was formulated as an MINLP problem which was
finally solved employing the decomposition-based algorithm proposed by Karunanithi
et al. [2005]. The proposed approach was applied to the design of solvents for single-
stage liquid extraction.
Buxton et al. [1999] proposed a systematic decomposition-based procedure to select
optimal solvent blends for nonreactive, multicomponent gas absorption processes. Their
approach was based on an extension of the work of Pistikopoulos and Stefanis [1998], who
considered the design of pure solvents for environmental impact minimisation. Within
their proposed framework, process operations that make use of solvents are identified
first and the solvent candidates are then determined subject to specific property and
environmental constraints. Finally, the performance of the solvents is verified on a plant-
wide basis and the optimal solvent candidate is selected. The extension of this formulation
to the design of binary solvent mixtures [Buxton et al., 1999] requires the inclusion of
additional constraints on the physical properties and the operating conditions.
In recent work Austin et al. [2017] proposed a mixture design approach based on
COSMO-RS [Klamt, 1995] and COSMO-SAC [Lin and Sandler, 2002] to predict mixture
thermodynamic properties. The mixture problem was decomposed into molecular design
and mole fraction problems, where the design variables were projected on a lower dimen-
sional space, that of the sigma moments for each unknown component in the mixture.
The design problems were solved using derivative-free optimization algorithms described
in their earlier work [Austin et al., 2016b] which enabled the reduction of the search
space. Their design approach was applied to the design of solvents and binary solvent
mixtures for liquid-liquid extraction and chemical reactions.
An interval-analysis based optimisation framework was developed by Achenie and
Sinha [2003], Sinha et al. [2003a] to solve complex MINLP mixture design problems.
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In their study, an eight-step interval-based domain reduction algorithm, LIBRA, was
developed and used successfully to identify the globally optimal binary mixture in the
design of environmentally acceptable blanket wash solvent blend. The solvents that
participate in the mixture were selected from a list of promising candidates.
Klein et al. [1992] proposed a Successive Regression and Linear Programming (SRLP)
algorithm for the solution of the Nonlinear Programming (NLP) formulation of the prob-
lem. In this work, the objective was to determine the minimum cost solvent mixture,
subject to linear constraints on the solubility parameters and nonlinear constraints on
the density and boiling-point temperature. They considered the design of solvent mix-
tures with more than two components, where the candidate solvents were selected from
a predefined set of molecules.
Siougkrou et al. [2014] investigated the design of binary solvent mixtures as part of
conceptual process design. Their approach focused on the design of a CO2-expanded
solvent and its impact on process performance. They used enumeration to solve the
resulting MINLP due to the small number of discrete choices.
A number of approaches have also investigated the design of alternative refrigerants.
Such a methodology was presented by Duvedi and Achenie [1997] who studied the design
of environmentally friendly refrigerant mixtures. The authors proposed a mathematical
programming problem where the identity of candidate molecules and of the components
in the mixture are defined by binary variables, whereas continuous decision variables are
used to represent mixture properties and composition. This design methodology was
also employed by Churi and Achenie [1997] to design optimal refrigerant mixtures that
have the highest cooling effect in a double-evaporator refrigeration system. In this study,
optimal binary mixtures that can give higher efficiencies were identified for a refrigeration
cycle with two evaporators operating at two different temperatures.
In the area of polymer design, a general and systematic methodology based on an
MINLP formulation was proposed by Vaidyanathan and El-Halwagi [1996] for the de-
sign of binary polymer mixtures that match a set of target properties. In the resulting
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design problem, the identity and the compositions of the components in the mixture
were considered as decision variables. Local solutions of the problem were obtained with
commercial software packages and an example of small dimensionality was solved glob-
ally using an optimization algorithm based on interval analysis. In a different approach,
Solvason et al. [2009] proposed a methodology where property clustering techniques were
integrated with the existing mixture design framework to design multicomponent polymer
blends. Zhang et al. [2015] also developed a CAMD methodology that was applied to the
design polymers. Their approach aimed to extend the feasible space of a standard CAMD
problem by including both first and second order group information in the MILP/MINLP
formulations. The proposed CAMD model was employed to design optimal surfactants.
The design and selection of working fluid mixtures for Organic Rankine Cycles (ORC)
has received increased attention in recent years. A critical review of designing or selecting
fluids and fluid mixtures for ORC is given by Linke et al. [2015]. Here, we discuss briefly
a few noteworthy studies that focus on the design/selection of fluid mixtures. In the work
of Papadopoulos et al. [2013], a CAMbD approach was developed as a Multi-Objective
Optimisation problem (MOO) for obtaining the optimal binary fluid mixture for organic
Rankine cycles. In this approach, the two compounds and their optimal composition in
the mixture are designed simultaneously by employing a two-stage methodology. In the
first part, the molecular structure of a pure compound that matches a set of properties
and yields the best performance measure is designed; this compound is then selected to
be the first component in the binary mixture. The second stage consists of designing a
number of feasible molecules for the second component in the mixture and defining the
optimal mixture composition. The proposed mixture design methodology is followed by
a nonlinear sensitivity analysis to evaluate the effect of the uncertainties arising from the
model and in particular from the use of group contribution methods. A useful feature of
this approach is that the first component is guaranteed to be a good fluid, so gives good
baseline performance, and the second component is guaranteed to provide a performance
enhancement, regardless of its performance as a pure compound. In principle this means
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that, if this framework was applied to the design of a solvent mixture that maximises the
solubility of paracetamol (described in the introduction), for example, a binary mixture
with the characteristics of the acetone and water mixture (of 1.1) could be identified.
Acetone, which is considered to be a good solvent, could be identified in the first part of
the methodology and water, which improves the overall performance, could be determined
in the second part. The overall approach is a step-change in designing optimal mixtures
for organic Rankine cycles. It considers the simultaneous design of both working fluids
in binary mixtures without using a set of predefined choices, as well as optimising the
ORC operating conditions.
Mavrou et al. [2015b] studied the use of different working fluid mixtures in solar ORC
systems employing Flat Plate Collectors (FPC) with heat storage. The performance
of several binary mixtures was assessed based on a multi-criteria methodology where
several operating and design parameters of the solar ORC system were considered. The
working fluid mixtures investigated in their work were either selected from predefined
lists of common fluids used in ORC, or designed based on the methodology proposed by
Papadopoulos et al. [2013]. In later work the authors [Mavrou et al., 2015a] conducted a
sensitivity analysis for the selection of working fluid mixtures, in which the simultaneous
selection of optimal mixtures and ORC system specifications under operating variability
was addressed.
Molina-Thierry and Flores-Tlacuahuac [2015] studied the selection of multicompo-
nent working fluid mixtures for ORC. Within their approach, the optimal identities and
compositions of fluids in the mixture, as well as the optimum processing conditions of
the Rankine cycle were determined simultaneously. The working fluids that participate
in the optimal mixture were selected from a predefined set of commonly used organic
compounds. Interestingly, although the number of components in the mixture was not a
decision variable and the design problem considered mixtures with three, six and eleven
ingredients, the best solutions were yielded with binary mixtures or mixtures with four
compounds. The mole fractions of the rest of the compounds in the mixture had become
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zero. This approach is different to our general mixture design methodology, where the
number of mixture ingredients is a decision variable and the desired molecules are de-
signed from atom groups. In most mixture problems, setting the decisions variables to
zero could create numerical difficulties due to the complex nonlinear phase equilibrium
relations (natural logarithms are not defined at zero). If the proposed approach was
applied to other problems where singularities could not be avoided, then all the com-
pounds would be present in the final mixture and thus, the overall performance would be
affected. A mixture of six or eleven components, for example, would yield quite different
results than an optimal binary mixture.
A systematic four-step methodology applicable to more than two components was
proposed by Yunus et al. [2014] for the design of blended liquid products. The first step
consists of the definition of the problem, where the product needs are identified and trans-
lated into physico-chemical target properties, and target values for these properties are
determined. In the next step, a set of property models is retrieved from the model library
to allow the prediction of pure component and mixture target properties. The third step
involves the design of multicomponent mixtures based on a decomposition methodology,
where pure components that satisfy the property constraints are first identified and then
a stability analysis is performed to define possible mixtures. The third step is concluded
by optimising the performance objective subject to the linear and nonlinear property
models. The mixture design methodology is applied to binary and ternary mixtures. In
the fourth and final step, rigorous models are employed to verify the mixture property
values, resulting in a set of optimal blends that satisfy all property targets. The proposed
methodology was applied to two case studies: a) designing gasoline blends that can be
used in car engines in hot climates and b) designing environmentally friendly base-oil
mixtures that have good lubrication properties, from organic chemicals and mineral oils.
In the area of chemical product design Mattei et al. [2012] conducted a study for
the design of emulsion based chemical products, such as pharmaceutical and house-hold
products. The proposed systematic methodology consisted of a seven-step hierarchical
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framework based on computer aided methods and tools. In the first step, main and
secondary consumer needs were identified and converted into target properties. In the
following five steps the formulation was built up by adding one-by-one different classes
of chemicals that satisfy a set of relevant target properties. In particular, suitable active
ingredients (AIs) that meet the main needs of the product were selected from databases
in step 2, followed by the identification of continuous phase solvents in steps 3 and 4,
respectively. The solvents were used to dissolve the selected AIs and other chemicals
present in the formulation, ensuring that the product forms a single liquid phase and is
delivered properly. Step 5 consists of the selection of suitable emulsifiers (usually sur-
factants) to ensure the proper formation and stability of the desired emulsion. Suitable
additives were finally added in step 6 to enhance the quality of the formulated product
by satisfying the secondary needs. In the last step, the overall composition of all selected
ingredients was determined. The proposed comprehensive approach was further investi-
gated in later work [Mattei et al., 2014], where the selection and design of surfactants,
as well as the determination of some key properties (e.g., cloud point) were highlighted.
The design methodology was illustrated through two case studies for the design of an
emulsified UV sunscreen and an emulsified hand-wash.
In the field of bioprocesses, Ng et al. [2015a] presented a two-stage methodology
for mixture design in an integrated biorefinery. The first stage consists of the mixture
design framework, where optimal mixtures are formulated based on standard CAMbD
techniques. First, the component that performs the main functionality of the mixture
is identified from given products or designed with respect to physico-chemical properties
and structural constraints. Next, based on the target properties (product needs), the
number of components to participate in the final mixture is defined, and suitable addi-
tive components that meet these properties are then designed. In the final part of this
stage, the miscibility of the mixture components is investigated. In the second stage,
the optimal biomass conversion pathways that produce the optimal mixtures determined
in the first stage are identified by using a superstructure optimisation approach. The
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design methodology was applied to case study for the design of biofuels from palm-based
biomass.
Herna´ndez et al. [2017] presented a methodology for selecting suitable organic wastes
and waste blends for the optimal production of biofuels using anaerobic digestion. Within
this study, the optimal blend of biomass wastes that yielded the best composition of
biogas, which was used as a source of energy and to produce other chemicals (DME,
methanol, ethanol), was determined. The design procedure consisted of two main parts:
(a) the biogas production from waste via anaerobic digestion and (b) the production of
biosyngas via dry reforming using the generated biogas. The optimal waste blend for the
production of biogas was chosen from a variety of feedstocks which included cattle slurry
and cattle manure, pig slurry and pig manure, urban food waste, urban green waste and
sludge.
Although most of the above studies have employed deterministic optimization meth-
ods to formulate and solve complex mixture design problems, evolutionary-based com-
puting techniques have gained increasing popularity in recent years. Evolutionary algo-
rithms, such as genetic algorithms (GA), evolutionary programming (EP) and evolution
strategies (ES) [Clark, 1999], have been adopted and deployed for the solution of several
computer-aided molecular design problems. Genetic algorithms, for example, have been
employed to solve MINLP problems for screening and designing solvents for various ap-
plications [Herring and Eden, 2015, Scheffczyk et al., 2016, Venkatasubramanian et al.,
1994, 1995, Xu and Diwekar, 2005, Zhou et al., 2016] in process and chemical industry.
There has, however, been limited application of such algorithms to mixture and product
design, such as the work of Van Dyk and Nieuwoudt [2002] that address the design of
multicomponent mixtures for extractive distillation processes and of Devi et al. [2015]
that investigates drug design formulations.
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2.2 Discrete/continuous optimization
Discrete/continuous optimization is an active research topic with a broad range of appli-
cations, such us solvent design [Achenie and Sinha, 2003, Folic´ et al., 2008, Karunanithi
et al., 2005], planning and scheduling [Castro and Grossmann, 2012, Castro et al., 2014,
Gantovnik et al., 2003] and process systems design [Karuppiah and Grossmann, 2006,
Sawaya and Grossmann, 2007, Turkay and Grossmann, 1996] to name but a few. The
combination of continuous and integer variables makes the optimization of such problems
quite challenging and in many cases the potential existence of multiple local minima in
the search space prevents achieving global optimum solutions [Gantovnik et al., 2003].
Mixed integer programming (MINLP or MILP) and logic based modelling, e.g. Gener-
alised Disjunctive Programming, are most commonly used to formulate discrete/continuous
optimization problems [Grossmann and Trespalacios, 2013, Ruiz et al., 2012].
2.2.1 Mixed-integer nonlinear programming (MINLP)
Over the last two decades there has been a significant progress in developing Mixed Inte-
ger Nonlinear Programming (MINLP) models [Furman and Sahinidis, 2002, Grossmann
et al., 1999, Kallrath, 2000, Karuppiah and Grossmann, 2006, Me´ndez et al., 2006]. The
general formulation of an MINLP model is given by the following model [Grossmann,
2002]:
min f(x, y)
s.t. g(x, y) ≤ 0





x | x ∈ Rm, xL ≤ x ≤ xU}
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Y = {y | y ∈ {0, 1}q} (MINLP)
where f , g and h are twice differentiable functions that represent the objective function,
and linear/nonlinear inequality and equality constraints, respectively; x is a vector of
continuous variables, included in an m-dimensional set X; and y is a vector of binary
variables in a q-dimensional set Y . The following methods have been proposed for solving
MINLP problems:
• The Nonlinear Branch and Bound (NLP-BB) method is an extension to the common
linear branch and bound presented by Land and Doig [Land and Doig, 1960] for
the solution of MILP problems. In later works the method was employed for the
solution of convex MINLP problems [Gupta and Ravindran, 1985, Leyffer, 2001,
Nabar and Schrage, 1991, Stubbs and Mehrotra, 1999]. The method consists of a
branching and a fathoming part. The former is done by dividing the set of feasible
solutions into smaller subsets, while the later considers the bounding of the best
feasible solution in each subset. If the optimal solution is not included in these
bounds, then the subset is discarded [Lee and Leyffer, 2012]. For a more detailed
review of this concept the reader is referred to the recent work by Belotti et al.
[2013].
• The Outer-Approximation (OA) method [Duran and Grossmann, 1986, Fletcher
and Leyffer, 1994, Yuan et al., 1988]. In this method the MINLP problem is de-
composed into an NLP subproblem where the integer variables, y, are fixed (primal
problem), and an MILP subproblem where the nonlinear constraints are linearized
with respect to continuous variables x (master problem).
• The Generalized Benders Decomposition (GBD) method was proposed by Geoffrion
[Geoffrion, 1972] and it has a similar framework to the OA method [Lee and Leyffer,
2012]. The master problem GBD is a surrogate of the master problem of OA, and
thus, it provides a weaker linear relaxation.
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• The LP/NLP based branch and bound method [Quesada and Grossmann, 1992]
consists of solving an initial NLP subproblem, which is linearized and then a LP-
based branch and bound method is performed, in which NLP subproblems are
solved at those nodes where feasible integer solutions are found.
• The Extended Cutting Plane (ECP) Method [Westerlund and Pettersson, 1995]
does not rely on the use of NLP subproblems. It includes only the solution of the
master problem where a linearization of the most violated constraint is added at
the predicted point (xk, yk)
Grossmann [2002], Floudas and Gounaris [2008] and Trespalacios and Grossmann [2014]
have given critical reviews of MINLP solution algorithms. They also discussed their
applications to particular problems.
MINLP solution algorithms
There are several algorithms for solving MINLP problems to local or global optimality
based on the different solution methods described above. In this work, DICOPT (DIs-
crete and COntinuous OPTimizer) [Duran and Grossmann, 1986, Grossmann et al., 2002]
and SBB (Simple Branch and Bound) [Bussieck and Drud, 2001], which are local MINLP
solvers, are employed to solve the example problems. DICOPT is based on the outer ap-
proximation algorithm described above. The algorithm allows the selection of the MILP
and NLP solvers and it contains features that can handle some nonconvexities. It does
not, however, guarantee global optimum solutions. SBB is a nonlinear branch and bound
solver implemented in GAMS and it is based on a basic branch and bound algorithms and
on the use of some standard NLP solvers supported by GAMS. In DICOPT, the MILP
models can be solved efficiently while NLP subproblems can be expensive and challenging
to solve, especially if many or all the NLPs are infeasible. SBB, on the other hand, is
based on solving NLP problems efficiently using a good restart procedure, since the NLP
models differ on only one or a few bounds. DICOPT is likely to perform better on models
Chapter 2. Background theory 29
that include a large combinatorial part, while SBB may be advantageous on models with
fewer discrete variables but more difficult nonlinearities. Overall, different solutions may
be explored with each solver as the search space is reduced based on different criteria
[Bussieck and Drud, 2001].
2.2.2 Generalized Disjunctive Programming (GDP)
An alternative approach for formulating discrete/continuous optimization problems, known
as Generalized Disjunctive Programming (GDP), was introduced by Raman and Gross-
mann [Raman and Grossmann, 1994]. In this section we describe briefly the general
formulation of GDP problems, and we review briefly how the GDP problem, with its
Boolean variables, can be converted into mixed-integer form so that it can be solved
by standard MINLP algorithms (e.g., the outer-approximation algorithm [Duran and
Grossmann, 1986, Fletcher and Leyffer, 1994]).
GDP is a logic-based approach that extends the disjunctive programming proposed
by Balas [1985] and involves Boolean and continuous variables that are related via dis-
junctions, algebraic equations and logic propositions [Beaumont, 1991, Turkay and Gross-
mann, 1996]. It has been employed by Grossmann and co-authors in several applications
in the area of process systems engineering, such as the design of process network systems
[Raman and Grossmann, 1994, Ruiz and Grossmann, 2013, Trespalacios and Grossmann,
2015, Vecchietti et al., 2003], the design of distillation columns [Grossmann and Trespala-
cios, 2013], strip-packing [Sawaya and Grossmann, 2005] and scheduling problems [Castro
and Grossmann, 2012, Me´ndez et al., 2006, Raman and Grossmann, 1994, Sawaya and
Grossmann, 2005].
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GDP formulation
The general formulation of a GDP involves Boolean and continuous variables, algebraic











 k ∈ K
∨
j∈Jk
Yj,k, k ∈ K
Ω(Y ) = True
x ∈ [xL, xU ] ⊂ Rm
Yj,k ∈ {True,False} , j ∈ Jk, k ∈ K (GDP)
where the objective, f , is a function of continuous variables represented by the m-
dimensional vector x. The set of equations g(x) ≤ 0 represents general constraints that
must hold regardless of the discrete choices, while hj,k(x) ≤ 0 and Dj,kx ≤ dj,k are vectors
of nonlinear and linear conditional constraints that depend on the discrete decisions, as
represented by the Boolean variables Y . The conditional constraints are included inside
disjunctions and are linked by the OR (∨) operator. The disjunctive terms are assigned
Boolean variables, Yj,k, and each term is active when the corresponding Boolean variable




where the notation ∨ denotes the EXCLUSIVE OR operator. Ω(Y ) represents a set
of logic relations for the Boolean variables (i.e., these relations involve only the Boolean
variables) which are expressed via propositional logic [Raman and Grossmann, 1994, Ruiz
et al., 2012].
It might be beneficial to formulate GDP problem as it expresses more directly both
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the quantitative and the qualitative parts of the optimisation task [Vecchietti and Gross-
mann, 1999]. In order to exploit existing MINLP algorithms, once an appropriate GDP
formulation has been obtained, it can be converted into an MINLP problem using different
approaches, such as big-M (BM) [Nemhauser and Wolsey, 1999] or Hull Reformulation
(HR) [Lee and Grossmann, 2000, 2003], that result in relaxations of varying strength
[Grossmann and Trespalacios, 2013, Lee and Grossmann, 2003].
Reformulation of GDP as an MINLP via big-M approach
The BM formulation is the simplest representation of a GDP problem in a mixed-integer
form [Raman and Grossmann, 1994]. The general reformulation of a GDP as an MINLP




s.t. g(x) ≤ 0
hj,k(x) ≤Mj,k(1− yj,k), j ∈ Jk, k ∈ K




yj,k = 1, k ∈ K
x ∈ [xL, xU ] ⊂ Rm
yj,k ∈ {0, 1}, j ∈ Jk k ∈ K (BM)
where y is a matrix of binary variables that has one-to-one correspondence with the
Boolean variable matrix, Y , while the parameter matrix M is such that each element Mj,k
is a “sufficiently large” upper bound such that when yj,k = 0 the inequality constraint is
always satisfied. The logic propositions in GDP, Ω(Y ) = True, have been converted into
linear inequalities in (BM), Ay ≤ b, using Boolean algebra rules [Raman and Grossmann,
1991, Williams, 1985].
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Reformulation of GDP as an MINLP via Hull Relaxation
The concept of a Convex Hull relaxation of a convex GDP problem was introduced
by Stubbs and Mehrotra [1999] and was later extended by Lee and Grossmann [2000,
2003, 2005] for the derivation of Hull Relaxations for convex and nonconvex conditional














≤ 0, j ∈ Jk, k ∈ K
Dj,kνj,k ≤ dj,kyj,k, j ∈ Jk, k ∈ K
yj,kx




yj,k = 1, k ∈ K
x ∈ [xL, xU ] ⊂ Rm
yj,k ∈ {0, 1}, j ∈ Jk k ∈ K (HR)
where ν is a matrix of disaggregated variables, while the other variables, vectors and func-
tions included in the (HR) model are the same as those described in the (GDP) and/or
(BM) formulations. It has been proved that the reformulated conditional constraints,
yj,khj,k(νj,k/yj,k) ≤ 0 [Lee and Grossmann, 2000] are convex in νj,k, νj,k ∈ [xL, xU ], if
hj,k(x) ≤ 0 is convex in x, x ∈ [xL, xU ] [Hiriart-Urruty and Lemare´chal, 1993, Sawaya
and Grossmann, 2007].
As shown in model (HR), the nonlinear disjunctive constraints are transformed into
mixed-integer equations via the perspective function, yj,khj,k(νj,k/yj,k) ≤ 0. In order
to avoid the numerical difficulties (division by zero) that can arise from perspective
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functions, the following approximation was proposed by Sawaya and Grossmann [2007]:
((1− ) yj,k + )hj,k
(
νj,k
(1− ) yj,k + 
)
−  hj,k(0)(1− yj,k) ≤ 0 (2.11)
where  is a small tolerance which usually varies from 10−8 to 10−2.
Applications of the Big-M approach and Hull Reformulation
Both (BM) and (HR) have a one-to-one correspondence with model (GDP) [Lee and
Grossmann, 2000], so that all three formulations have the same global and local solutions.
The BM approach is known to give weak lower bounds in the case of a minimization
problem [Grossmann, 2002, Lee and Grossmann, 2003, Vecchietti et al., 2003]. This is
due in part to the fact that it relies on the Big-M parameter, Mj,k, a bound whose
value cannot always be calculated exactly but is often specified based on an approximate
analysis of function ranges. As a result, it is usually given large values, so that feasible
points are not excluded from the solution space. The HR formulation, on the other
hand, incurs a computational cost due to the introduction of a new set of disaggregated
variables, νj,k, and new constraints, thereby increasing the size of the problem [Lee
and Grossmann, 2000]. For problems that are convex in the continuous variables, it
can be proved [Lee and Grossmann, 2003] that when the discrete domain of the Hull
Reformulation is relaxed (i.e. 0 ≤ yj,k ≤ 1), it gives bounds that are as tight as or tighter
than the bounds generated with the Big-M approach.
Although HR techniques may provide tighter lower bounds than the traditional BM
model, they do not always lead to more efficient solution times due to the increased
number of variables and constraints [Grossmann and Trespalacios, 2013, Lee and Leyffer,
2012, Lee and Grossmann, 2005]. In cases where tight variable bounds are provided,
or in large problems where it is desirable not to increase the number of variables and
equations, the BM model can compete with the HR relaxation in terms of computational
performance [Vecchietti et al., 2003]. In recent work, Castro et al. [2014] addressed the
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optimization of the maintenance scheduling of a gas-fired power plant using a continuous-
time GDP model, where both the BM and HR techniques were applied to recast the GDP
into an MILP. It emerged from the results of the case study that the BM reformulation
gave better computational performance than the Hull Reformulation.
In earlier works, Grossmann and co-authors [Grossmann and Trespalacios, 2013, Lee
and Grossmann, 2000, Vecchietti et al., 2003] had compared the performance of BM
and HR in various example problems (e.g., job scheduling, process network applications,
strip-packing), where HR was found to outperform the BM approach and to give tighter
relaxations. Ultimately, the best choice between BM or HR depends on the complexity
of the problem at hand and on the type of the disjunctive constraints.
In order to improve the relaxation techniques, cutting plane methods [Lee and Gross-
mann, 2005, Sawaya and Grossmann, 2005, Vecchietti et al., 2003] and basic steps (i.e.,
hierarchy of relaxations) [Ruiz and Grossmann, 2012, Sawaya and Grossmann, 2012] can
also be used in solving GDP models. For a more detailed review of GDP techniques
and solution strategies the reader is referred to the work by Trespalacios and Grossmann
[2014]. In this work, we compare the performance of the BM and HR relaxations for
solution of GDP formulations of mixture design problems, but we do not apply cutting
planes or a basic step approach.
Chapter 3
The formulation of optimal
mixtures with generalized
disjunctive programming: Select
components from a predefined list
3.1 Introduction
I
n this chapter, a comprehensive and systematic mathematical programming
approach for the formulation and solution of the general CAMbD problem is
presented. In this framework the standard (restricted) CAMbD problem is
first formulated for the design of multicomponent mixtures, in which the number of com-
ponents (N) in the mixture is fixed and these compounds are selected from a predefined
set of molecules. Next, a more general concept of the CAMbD problem is considered by
making N a design variable where at most Nmax compounds are chosen from a given list.
In the general mixture formulation the number, identity and composition of mixture con-
stituents are optimized simultaneously. To this end, generalized disjunctive programming
is integrated into the CAMbD framework to formulate the discrete choices.
This generic methodology is applied to a case study to find an optimal solvent mixture
that maximizes the solubility of ibuprofen under different scenarios, with the components
being selected from a list of compounds. We use this well-studied problem as an illustra-
tive example to demonstrate the simultaneous design of solvents and blends at it includes
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nonlinear phase equilibrium and phase stability relations that are central in mixture prob-
lems and therefore, it can provide useful insights about the application of the proposed
general approach.
The chapter is organised as follows: The mixture design methodology employed in
this work and a detailed description of the proposed restricted and general formulations
are presented in section 3.2. These concepts are applied to a case study of solvent mixture
design in section 3.3 and the main conclusions of the work presented in this chapter are
summarised in section 3.4. The work presented in this chapter has been published in
Jonuzaj et al. [2016].
3.2 GDP formulation of the CAMbD problem
The proposed design methodology integrates Generalised Disjunctive Programming (GDP)
into a Computer Aided Mixture Design (CAMbD) framework.
3.2.1 Problem definition
The aim of this study involves the generic formulation of mixture design problems in order
to find the optimal number of mixture ingredients, the optimal identities of the compo-
nents (chosen from a given list) and their compositions, such that all given specifications
are satisfied and the specified performance objective is optimised.
The problem formulation is constructed in a systematic way by considering two prob-
lem statements of increasing complexity. The first class of problems involves the formula-
tion of a restricted model, where a fixed number of components is identified from a given
set of candidate compounds, subject to property constraints. The design variables are the
identity of the components that participate in the mixture and their compositions. After
establishing the solution of this restricted problem, we propose a second, more general,
formulation, where the number of components in the mixture is not fixed but is bounded
by an upper limit. The optimal components are again selected from a predefined set of
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compounds. In the general problem the decision variables are the number of components,
their identities and their compositions.
In order to develop the formulations, we define several index sets. The first is the
set of components in the mixture, I = {i | i = 1, ..., Nc}, where Nc is the total number
of components. The second set S = {s | s = 1, ..., Ns} defines the list of compounds
from which the mixture components must be chosen, where Ns is the total number
of molecules in the list. The mixture to be designed often contains components that
are known a priori (e.g., solutes in the case of solvent design). We define N ′ as the
number of fixed components and N as the (maximum) number of components to be
designed/selected, with N ≤ Ns. The total number of components in the mixture is
thus Nc = N + N
′. The chemical identity of each molecule is defined using functional
groups (building blocks such as CH3, OH) that can be used in the calculation of relevant
physical properties, and the groups are represented by the set K = {k | k = 1, ..., NK}.
For clarity, the term “components” refers to the ingredients/molecules that are selected
to participate in the mixture (i.e., components in the set I) and the term “compounds”
refers to ingredients/molecules in the set S from which the components are chosen. Those
components in the mixture that are not fixed (i.e., components N ′+1 to Nc) are referred
to as the “selected” or “designed components”.
3.2.2 Formulation for known number Nc of components in mixture
The discrete choices of the restricted mixture design problem with a fixed value of N
are modelled using generalized disjunctive programming. The GDP formulation of the
restricted problem includes disjunctions for each choice of components and logic propo-
sitions that express the relationships between the disjunctive sets.
Disjunctions for assignment of components:
In a logic-based modelling framework, the assignment of component i is determined
through Boolean variable Yis, which is True if a compound s is assigned to component
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i in the mixture and False if it is not, for i = N ′ + 1, ..., Nc and s = 1, ..., Ns. The





 , i = N ′ + 1, ..., Nc (R-D)
∨
s∈S
Yi,s, i = N ′ + 1, ..., Nc
Yi,s ∈ {True,False}
The vector hi,s in each disjunction represents the constraints that are active when com-
pound s is assigned to ith component in a mixture. The expression ∨s∈S
Yi,s ensures that
only one disjunction is active, which means that each component is assigned exactly one
compound. It can be translated into algebraic equations by introducing a binary variable
yi,s as follows [Raman and Grossmann, 1991]:
∑
s∈S
yi,s = 1, i = N
′ + 1, ..., Nc (3.1)
Logic propositions: Logic conditions (Ω(Y ) = True) are included to avoid degeneracy
by enforcing a specific ordering of the compounds. Degeneracy can be prevented by the
following relations that ensure that the relative position of a compound in the set S is
maintained in the mixture (set I) if the compound is selected:
Yi,s ⇒ ¬Yi′,s′ , i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns (3.2)
i′ = i+ 1, ..., Nc ; s′ = 1, ..., s
where the symbol ¬ implies negation (i.e., not Yi′,s′ or Yi′,s′ = False). They are translated
into algebraic equations as follows:
yi,s + yi′,s′ ≤ 1, i′ = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns (3.3)
i′ = i+ 1, ..., Nc ; s′ = 1, ..., s.
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The constraints in Eq. (3.3) restrict the feasible space by eliminating identical degenerate
solutions. Logic conditions are also derived to ensure that each candidate compound is







, i′ = N ′ + 1, ..., Nc ; s ∈ S (3.4)
This is equivalent to:
Nc∑
i=N ′+1
yi,s ≤ 1 , s ∈ S (3.5)
GDP formulation









 , i = N ′ + 1, ..., Nc
∨
s∈S
Yi,s, i = N ′ + 1, ..., Nc
Yi,s ⇒ ¬Yi′,s′ , i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns







, i′ = N ′ + 1, ..., Nc ; s ∈ S
xi ∈ [xLi , xUi ] ⊂ R, i = N ′ + 1, ..., Nc
Yi,s ∈ {True,False}, i = N ′ + 1, ..., Nc ; s ∈ S (R-GDP)
Reformulation of GDP as an MINLP
The GDP model is reformulated as an MINLP by replacing the Boolean variables Yi,s with
binary variables yi,s. The conditional constraints, hi,s(x), are reformulated using the big-
M approach, where a large M parameter is introduced, and the logic conditions, Ω(Y ),
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are converted into linear inequality constraints, following to the methodology proposed
by Raman and Grossmann [Raman and Grossmann, 1991]. The MINLP model derived




s.t. g(x) ≤ 0
hi,s(x) ≤Mhi,s(1− yi,s), s ∈ S ; i = N ′ + 1, ..., Nc∑
s∈S
yi,s = 1 , i = N
′ + 1, ..., Nc
yi,s + yi′,s′ ≤ 1 , i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns
i′ = i+ 1, ..., Nc ; s′ = 1, ..., s
Nc∑
i=N ′+1
yi,s ≤ 1 , s = 1, ..., Ns
xi ∈ [xLi , xUi ] ⊂ R, i = N ′ + 1, ..., Nc
yi,s ∈ {0, 1}, i = N ′ + 1, ..., Nc ; s ∈ S (R-BM)
where the binary variable yi,s represents the identity of the component i in the mixture
and takes the value 1 if compound s is selected as component i and 0 otherwise; the con-





lower and upper bounds on the mole fraction, respectively. The objective function, f(x),
is optimised subject to general constraints, g(x), and conditional constraints, hi,s(x).
3.2.3 Formulation for unknown number Nc of components in mixture
The general problem results in a more generic formulation where in addition to the
identities and compositions of the components in the mixture, the optimal number of
mixture ingredients also needs to be defined. Since the number of selected compounds
that can participate in a mixture is not fixed but is allowed to vary up to a maximum
number, Nmax, additional disjunctions involving property conditions that depend on
the number of components are included in this model. The maximum total number of
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mixture ingredients can be expressed as Nc = Nmax + N
′, where N ′ is the number of
fixed components. The GDP formulation of the general problem includes disjunctions for
the component assignments, disjunctions for the number of components in the mixture
and logic propositions that express the relationships between the disjunctive sets.
Disjunctions for assignment of components: The same Boolean variables, Yi,s,
as in the restricted problem, are used to establish the selection of a compound for each
component for i = N ′ + 1, ..., Nc and s = 1, ..., Ns. The disjunctions for assigning each
component are given by the expression (R-D). In the general formulation at least one
designed component should be present in the mixture (i.e., exactly one Boolean variable
for assigning a compound to the first component is active). The assignment of exactly




and its algebraic form is:
∑
s∈S
yN ′+1,s = 1. (3.7)
The rest of the components are assigned compounds from the list only if they are partic-
ipating in the mixture.
Disjunctions for the number of components: The number of components in the
mixture is a discrete choice and it is expressed as a series of disjunctions. A vector Y˜n
of Boolean variables that express the logic in each disjunction is introduced. Property
constraints that depend on the number of components in the mixture are included in each
disjunction and they are activated when the corresponding Boolean variable Y˜n takes the
value of True. The disjunctions for the number of designed components in the mixture
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xi ≥ xLi , i = N ′ + 2, ..., N ′ + n
xi = 0 , i = N
′ + n+ 1, ..., Nc

(G-D)
where F˜n(x) is a vector of disjunctive constraints that depend on the number of compo-
nents in the mixture and are active if Y˜n = True. The mole fraction, xi, of a component
i is set to be greater than a user-specified threshold value xLi if the component is present
in the mixture and is zero otherwise. This is done to avoid the generation of unrealistic
mixture compositions, with many components present in very small quantities. Exactly




and it is transformed into the following constraint:
Nmax∑
n=1
y˜n = 1 (3.9)
where y˜n is a binary variable equivalent to Y˜n.
Logic propositions: Logic conditions to avoid degeneracy are also required in the
general formulation. A specific ordering of the compounds is enforced by using the same
logic propositions as were described in the restricted problem, i.e., Eq. (3.2). Eq. (3.4)
is also used in the general model to ensure that each candidate compound is selected at
most once. Additional logic conditions are required to ensure that at most one compound







, s′ ∈ S ; i = N ′ + 2, ..., Nc. (3.10)
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This is written equivalently as:
Ns∑
s=1
yi,s ≤ 1 , i = N ′ + 2, ..., Nc. (3.11)
This differs from the corresponding constraint in the restricted formulation (Eq. (3.1))
where equality was enforced. Logic propositions are also derived to relate the Boolean
variables for the number of designed components in the mixture, Y˜n, n = 1, ..., Nmax
to the Boolean variables for the assignment of a compound to each component, Yi,s,
i = N ′ + 1, ..., Nc; s = 1, .., Ns. We represent the number of designed components in the
mixture by the Boolean variables Y˜n (n = 1, . . . , Nmax) such that:
Y˜1 ⇒ 1 designed component (N = 1)
Y˜2 ⇒ 2 designed components (N = 2)
...
Y˜Nmax ⇒ Nmax designed components (N = Nmax)
Thus, Y˜1 (1 designed component) implies only YN ′+1,s, s ∈ S (assignment of first de-
signed component), but not (YN ′+2,s, ..., YN ′+Nmax,s), Y˜2 (2 designed components) im-
plies YN ′+1,s and YN ′+2,s (assignment of first and second designed component), but not








































The above expressions are replaced by their equivalent disjunctions and the “OR” oper-
ator is distributed over the “AND” as described by Raman and Grossmann [Raman and
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Grossmann, 1991]. As shown in Table 3.1, the resulting clauses can then be expressed as
a set of linear inequality constraints by replacing the Boolean variables with binary ones.
GDP formulation















xi ≥ xLi , i = N ′ + 2, ..., N ′ + n
xi = 0 , i = N








Yi,s ⇒ ¬Yi′,s′ , i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns














, i = N ′ + 2, ..., Nc ; s′ ∈ S
Ω′(Y ) = True
xN ′+1 ≥ xLN ′+1
xi ∈ [xLi , xUi ] ⊂ R, i = N ′ + 1, ..., Nc
Yi,s ∈ {True,False}, i = N ′ + 1, ..., Nc ; s ∈ S
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Y˜n ∈ {True,False}, n = 1, ..., Nmax (G-GDP)
where Ω′(Y ) = True denotes the logic relations in Table 3.1. Since at least one component
should be present in the mixture, the mole fraction of the first designed component
(xN ′+1) has always a non-zero value.
Table 3.1: Logic propositions and algebraic constraints between the two Boolean variables
(Y˜n and Yi,s) of the general model










yN ′+1,s(¬Y˜1 ∨ ¬YN ′+2,s), s ∈ S y˜1 + yN ′+2,s ≤ 1, s ∈ S
...




















yN ′+2,s(¬Y˜2 ∨ ¬YN ′+3,s), s ∈ S y˜2 + yN ′+3,s ≤ 1, s ∈ S
...
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Reformulation of GDP as an MINLP





s.t. g(x) ≤ 0
hi,s(x) ≤Mhi,s(1− yi,s), s = 1, ..., Ns; i = N ′ + 1, ..., Nc
F˜n(x) ≤MF˜n(1− y˜n), n = 1, ..., Nmax
xi ≥ xLi y˜n, n = 1, ..., Nmax; i = N ′ + 2, ..., Nc
Ns∑
s=1




yi,s + yi′,s′ ≤ 1, i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns
i′ = i+ 1, ..., Nc ; s′ = 1, ..., s
Nc∑
i=N ′+1
yi,s ≤ 1, s = 1, ..., Ns
Ns∑
s=1
yi,s ≤ 1, i = N ′ + 2, ..., Nc
Ay ≤ b
xN ′+1 ≥ xLN ′+1
xi ∈ [xLi , xUi ] ⊂ R, i = N ′ + 1, ..., Nc
yi,s ∈ {0, 1}, i = N ′ + 1, ..., Nc ; s ∈ S
y˜n ∈ {0, 1}, n = 1, ..., Nmax (G-BM)
The logic relations, Ω′(Y ) = True, of the GDP model are converted to a set of algebraic
constraints, Ay ≤ b, by replacing the Boolean variables with binary ones, as shown in
the second column of Table 3.1.
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The formulations described in this section are applied to a solvent mixture design
case study presented in the next section.
3.3 Case Study: Maximizing the solubility of Ibuprofen
Ibuprofen (ibu) is a colourless anti-inflammatory compound that can be crystallised by
cooling crystallisation [Gordon and Amin, 1984]. Solubility is one of the key properties
that determine the performance of the crystallisation process [Gordon and Amin, 1984,
Karunanithi et al., 2006]. Karunanithi et al. [2006] have already addressed the problem
of identifying appropriate solvents or solvent mixtures that enhance the crystallisation
process of ibuprofen. This well-studied application is, therefore, a suitable example to
investigate the use of the proposed GDP formulations for CAMbD. The objective of the
design problem considered is to identify an optimal solvent mixture in order to maximise




where xibu is the mole fraction of ibuprofen in the mixture. The first important set
of constraints in formulating the problem captures the relationship between the solvent
mixture and the solubility of ibuprofen, via solid-liquid equilibrium. Although phase
equilibrium relations involve complex nonlinear functions, in this case study only ibupro-
fen is at solid-liquid equilibrium, whereas all solvent molecules in the mixture are in a
single liquid phase. Therefore, the solubility, which depends on the enthalpy of fusion
and melting temperature of the solid and its liquid-phase activity coefficient, is expressed
in terms of ibuprofen and calculated as follows [Gmehling et al., 1978, Sandler, 1999]:










where γibu is the liquid phase activity coefficient of ibuprofen at temperature T , composi-
tion x and pressure P , R is the gas constant, ∆Hfus is the enthalpy of fusion of ibuprofen
at temperature Tm, and Tm and T are the normal melting point of ibuprofen and the
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mixture temperature, respectively. The pressure is assumed to be atmospheric (P = 1
atm). The activity coefficient is evaluated using the UNIFAC [Fredenslund et al., 1975,
Gmehling et al., 1978] group contribution method, and it is calculated as the sum of two
contributions, a combinatorial term (superscript C) and a residual term (superscript R),
as shown below:
ln γibu = ln γ
C
ibu + ln γ
R
ibu . (3.13)
The UNIFAC model proposed by Smith et al. [Smith et al., 2001] in a form convenient
for implementation is employed in this design problem and the relevant equations are
presented in appendix A for completeness.
The mutual miscibility of the solvent molecules also needs to be examined in order to
ensure that the final mixture is in one phase. However, algebraic relations to describe this
constraint are not available for multicomponent systems and therefore, in common with
other works [Buxton et al., 1999, Karunanithi et al., 2005, 2006], a miscibility constraint
for every binary pair of solvent molecules is employed in this case study (i.e., each binary
pair of solvents must be miscible for the chosen relative composition, temperature and









≥ 0 , i < j (3.14)
i = N ′ + 1, ..., Nc − 1
j = i+ 1, ..., Nc
where γi,ji denotes the activity coefficient of component i in a binary mixture of i and j
at temperature T and pressure P , and xi,ji denotes the mole fraction of component i in




, i, j ∈ I, i < j (3.15)
xi,ji + x
i,j
j = 1, i, j ∈ I, i < j (3.16)
where xi and xj are the mole fractions of components i and j, respectively, in the multi-
component mixture.
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3.3.1 Scenarios considered
Several instances of the case study with varying complexity are considered. In particu-
lar, numerical difficulties may arise due to the highly nonlinear nature of the miscibility
function. In order to reduce the complexity of the model, two main scenarios are consid-
ered: in the first, simpler, scenario the miscibility constraint is not taken into account,
whereas in the second scenario it is included in the model. For both scenarios, the two
formulations proposed in the section on the GDP formulation of the CAMbD problem are
applied: the restricted problem, where the number of components to be selected is fixed
and the general problem, where the number of components in the mixture is unknown.
With the restricted problem formulation, mixtures with one, two or three solvents are
designed (i.e Nc = 2, 3 or 4). With the general problem formulation, a mixture with at
most three solvents is identified (i.e Nmax = 3). The solvents are to be selected from a
list of 9 candidate compounds.
All the design sets used in this case study are shown in Tables 3.2 and 3.3, and the
list of candidate solvents is shown in Table B.2. Although a list of promising pure
Table 3.2: Indices and sets for case study 1
Description Index Set Value range
Total components in mixture i, j I ibu, c1, c2, c3
Fixed components in mixture N ′ ibu
Designed solvent molecules in mixture ii II c1, c2, c3
Pure candidate solvents s, s′ S 1, ..., 9
No= of solvent molecules in mixture n N 1, 2, 3
Functional groups k, m K 1, ..., 14
Table 3.3: Parameters
Problem N ′ N Nmax Nc
Restricted problem 1 1, 2 or 3 - 1 +N
General problem 1 - 3 1 +Nmax
solvents in which ibuprofen has a high solubility has sometimes been used in previous
work [Karunanithi et al., 2005, 2006], a list of common solvents that yield a range of
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solubilities is employed in this work in order to investigate mixtures where one compound
is a poor performer when used on its own, but may lead to high solubility values in a
mixture. The solvent molecules in the list were chosen based on their low toxicity levels
and on their liquid range, ensuring that they are liquid at the chosen conditions of
T = 300 K and P = 1 atm. A table with experimental data for toxicity, and boiling
and melting points is presented in Appendix B. The candidate solvents are often used
in industrial applications and are also reported in studies of the solubility of various
solid organic compounds in pure solvents [Gracin et al., 2002]. The problem-specific
parameters required are the enthalpy of fusion of ibuprofen (25.5 kJ/mol [Gracin and
Rasmuson, 2002]) and its normal melting point (347.15 K [Gracin and Rasmuson, 2002]).
The solvent molecules and ibuprofen are built from the set of functional groups. The
number of groups of type k in ibuprofen (vibu,k) and in a solvent s (vs,k) is presented in
Appendix B in Tables B.3 and B.4, respectively. The group volume parameters (Rk), the
group surface area parameters (Qk) and the group interaction parameters (ak,m) used in
the UNIFAC model for the prediction of the activity coefficient are obtained from Poling
et al. [2001].
3.3.2 Task 1: Mixture design without miscibility constraints
The formulations of the restricted and general problems, without the miscibility con-
straint, are presented in this section. The objective here is to maximise the solubility of
ibuprofen and the objective function therefore consists of the mole fraction of ibuprofen
in the mixture (i.e. f(x) = xibu). General constraints refer to equations that do not
depend on the logic choices and they include the solubility (Eq. (3.12)) and activity
coefficient (Eq. (3.13)) relations that are expressed in terms of ibuprofen, as well as some
equations of the UNIFAC model (Eq. (A.2), (A.3), (A.4), (A.7), (A.8), (A.9), (A.12),
(A.13)) from Appendix A. Conditional constraints, such as the identities and composi-
tions of the selected solvent molecules that depend on the assignment and/or number
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of solvents in the mixture, are included in the appropriate disjunctions, as shown in the
next paragraphs.
Restricted problem: Fixed number of solvents
This problem aims to identify the optimal mixture of components for a fixed number of
solvent molecules (i.e., 1, 2 or 3 selected solvents), along with the mixture composition,
in order to maximise the solubility of ibuprofen. The formulation is presented for the
selection of three solvents but it can readily be extended to any fixed number of solvents.









, i = c1, c2, c3 (R1-D1)
where vs,k defines the identity of the solvents, i.e. vs,k represents the number of groups of
type k in solvent s; n′i,k gives the identity of designed component i in the mixture, i.e. n
′
i,k
represents the number of groups of type k in designed component i. The variables ri and
qi are the molecular van der Waals volume and molecular surface area of component i,
respectively, while rs and qs are the van der Waals volume and surface area, respectively,
for compound s in the solvent list. In the above disjunctions, only one of the Boolean
variables Yi,s can be selected, which ensures the selection of exactly 3 solvents. In order to
express disjunction (R1-D1) algebraically, the identity of component i, n′i,k, is defined by
the use of the binary variable yi,s, multiplied by the identities of all available candidates,









qsyi,s, i = c1, c2, c3 (3.18)
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rsyi,s, i = c1, c2, c3 (3.19)
These relations force the above variables (n′i,k, qi, ri) to become zero when a solvent is
not chosen, avoiding the use of the big-M parameter in the MINLP reformulation for this
simple case.
The logic conditions discussed in the section on the GDP formulation of the CAMbD
problem (Eq. (3.2), (3.4)) are derived to avoid selecting a given candidate solvent more
than once, and to avoid degeneracy by ordering the solvents. After removing the disjunc-
tions (R1-D1) and including all the logic conditions expressed as algebraic equations, the
resulting MINLP reformulation is given by model (R-T1) in Appendix C.
General problem: Unknown number of solvents
The formulation is extended to the general case where the number of mixture constituents
is not known in advance. Hence, the design variables include the number of components in
the mixture, their identities and compositions. Since the number of solvent components
present in the mixture is allowed to vary from one to three solvents, the maximum number
of designed components in the mixture is Nmax = 3.
The problem includes disjunctions for the assignment of each candidate solvent and
disjunctions for the number of selected solvent. The former disjunctions are the same
as those presented in the restricted problem (disjunctions (R1-D1)). In the general
problem exactly one of the Boolean variables for assigning one solvent to the first designed
component in the mixture is active. The disjunctions for the number of components
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i,k, i ∈ IIi ; k ∈ K
q˜i = qi, i ∈ IIi
r˜i = ri, i ∈ IIi
xi ≥ 0.001, i = c2, c3






where IIi = {c1}
IIi = {c1, c2}
IIi = {c1, c2, c3}
As mentioned in the section on the GDP formulation of the CAMbD problem, at least
one designed component should be present in the mixture and therefore the mole fraction
of the first solvent component (xc1) is always strictly greater than zero. In the general
problem only one disjunction for the number of solvents is selected. The GDP formula-
tion is converted into an MINLP model (G-T1) via the big-M approach as presented in
Appendix C. Variables n˜′i,k, q˜i and r˜i in the above disjunctions are linked to disjunctions
(R1-D1) via n′i,k, qi and ri, which become zero when a solvent is not selected. It is thus
sufficient, for the reformulation of the problem, to derive big-M equations only for the
mole fractions (xi) of designed components in the mixture, based on the binary variables
for the number of components. A lower bound equal to 0.001 is used to express the mole
fraction via big-M approach. It should be noted that Equations (A.5), (A.6) and (A.11)
of the UNIFAC model (Appendix A), also depend on the number, N , of solvent compo-
nents in the mixture. These functions, however, can be placed outside of the disjunctions
since the dependence on N can be captured via xi, qi and ri, and their formulation
does not lead to numerical difficulties provided that at least one solvent component is
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present in the final mixture and has a nonzero mole fraction. This is achieved by setting
a lower bound for xc1 (the first designed component) of 0.001. We also set x
L
i = 0.001
for i = c2, c3. Following the formulation steps outlined in section 3.2, logic conditions
that establish the relationships between the disjunctive sets (Eq. (3.2), (3.4), (3.10), and
Ω′(Y ) in Table 3.1) are also derived. Valid upper bounds can readily be derived for the
big-M parameters (Mhis and MF˜n) using Eq. (2). The upper bounds used in this case
study are relaxed bounds rather than exact bounds, to avoid numerical difficulties arising
from tight bounds and machine precision.
3.3.3 Task 2: Mixture design with the miscibility constraint
In this task, the introduction of the highly nonlinear and nonconvex miscibility function
increases the complexity of the formulations and makes their solution quite challenging.
Restricted problem: Fixed number of solvents
The restricted problem is formulated in the same fashion as for the first task and it
consists of the objective function (xibu), solubility (Eq. (3.12)), activity coefficient (Eq.
(3.13)) and miscibility (Eq. (3.14)) constraints, and the logic relations Eq. (3.2), (3.4).
The miscibility function presented in Eq. (3.14) is calculated for every binary pair of
designed components, i.e. for the pairs (c1, c2), (c1, c3) and (c2, c3) for N = 3, using the
composition of the binary mixture derived from the overall mixture composition (Eq.
(3.15)). Because the total number of components in the mixture is fixed, Eqs. (3.14)
and (3.15) can be treated as general constraints and placed outside the disjunctions. The
resulting MINLP formulation is given by model (R1) in Appendix C.
General problem: Unknown number of solvents
The more general problem formulation requires further adaptation to include the misci-
bility constraints. Recalling that the problem includes disjunctions for the assignment of
the candidate solvents and disjunctions for the number of the solvents selected, we first
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note that the disjunctions for assigning solvents from the list to mixture components are
unchanged from task 1.
On the other hand, the disjunctions for the number of the solvents selected now
include variables and functions that depend on the number of the components in the
mixture, such as the composition, the miscibility function and the UNIFAC model equa-
tions for evaluating the solvent properties. These functions and the relevant variables are
placed in the appropriate disjunctions as shown in model (G1-D2). The UNIFAC term

Y˜1








for k ∈ K
q˜c1 = qc1
q˜c2 = q˜c3 = 0
r˜c1 = rc1
r˜c2 = r˜c3 = 0
bi,k = 0











for i = c1, c2; k ∈ K
q˜i = qi
q˜c3 = 0
for i = c1, c2
r˜i = ri
r˜c3 = 0





bc2,k = bc3,k = 0











































for i = c1, c2, c3; k ∈ K
q˜i = qi
for i = c1, c2, c3
r˜i = ri






for i = c1, c2; k ∈ K
miscibility for i = c1, c2;

























bi,k included in the disjunctions is used to evaluate the miscibility constraint for binary
pairs of designed components and it is nonzero only when a mixture of 2 or 3 solvents is
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designed. dγi,ji is the derivative of the natural logarithm of the activity coefficient of com-




and it is calculated from the UNIFAC model (i.e. dγi,ji = (dγ
i,j
i )
C + (dγi,ji )
R). dγi,ji is
used in Eq. (3.14) to calculate the miscibility constraint for binary pair of solvents. The
logic propositions used in the general problem of task 1 are also included in this task.
The disjunctions (G1-D2) are reformulated via the big-M approach and the resulting
MINLP problem is also given as model (G1-BM) in Appendix C.
3.3.4 Results and discussion
All models were implemented and solved in GAMS [GAMS Development Corporation,
2014] version 24.2.3, using DICOPT [Duran and Grossmann, 1986, Grossmann et al.,
2002, Kocis and Grossmann, 1989], which is a local MINLP solver. The models were run
on a single core of a dual 6 core Intel Xeon X5675 machine at 3.07GHz with 48GB of
memory. All the GAMS files with the problem formulations presented in this chapter
can be found using the link provided in the data statement at the end of the section.
Due to the highly nonlinear nature of the equations in the models, different initial
guesses were used to identify good solutions. The best solutions obtained in the first task
(i.e., without the miscibility constraint) and in the second task (i.e., with the miscibility
constraint) are summarised in Tables 3.4 and 3.5, respectively. In an attempt to perform
a more systematic investigation of starting points, we first explore all pure compounds
from the list S when solving problem A1 (N = 1), and then a set of five initial binary and
ternary mixtures that include chloroform (the optimal solvent) are used to obtain good
solutions for the restricted and general problems A2-A4. The initial guesses that yielded
the solutions reported in Tables 3.4 and 3.5 are included in the MINLP formulations
A1-A4 and can be found at https://zenodo.org/record/35234.
It can be observed that in the restricted problem for both tasks, the best solution is
yielded by a mixture of two solvents. In the formulations where the miscibility function
was not included, a mixture of chloroform (CHCl3) and water (H2O) was identified
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Table 3.4: Mixture design problem results obtained from DICOPT without including
the miscibility constraint in the formulations. Optimal solubility values of ibuprofen in
different solvent mixtures. The maximum solubility achieved corresponds to a solvent
mixture with two components.
Problem xibu c1 xc1 c2 xc2 c3 xc3 CPU(s)
A1 (N = 1) 0.31833 CHCl3 0.68167 0.35
A2 (N = 2) 0.34928 CHCl3 0.49706 H2O 0.15366 5.02
A3 (N = 3) 0.34915 CHCl3 0.49691 H2O 0.15294 MeOH 0.00100 114.49
A4 (N ≤ 3) 0.34928 CHCl3 0.49706 H2O 0.15366 316.92
Table 3.5: Mixture design problem results obtained from DICOPT when including the
miscibility constraint in the formulations. Optimal solubility values of ibuprofen in differ-
ent solvent mixtures. The maximum solubility achieved corresponds to a solvent mixture
with two components.
Problem xibu c1 xc1 c2 xc2 c3 xc3 CPU(s)
A2 0.33383 CHCl3 0.52292 MeOH 0.14325 4.87
A3 0.33375 CHCl3 0.52263 MeOH 0.14262 EtOH 0.00100 107.90
A4 0.33383 CHCl3 0.52292 MeOH 0.14325 369.06
as the optimal solvent mixture, whereas a binary mixture of chloroform and methanol
(MeOH) was identified as optimal when the miscibility constraint was added. Indeed, the
miscibility constraint is not satisfied for the pair of chloroform and water at the optimal
composition of task 1. Chloroform and methanol, on the other hand, are fully miscible.
The mixtures with three components give slightly lower solubility than the mixtures with
two components. In these cases, the mole fraction of the third solvent component is at the
lower bound. The results obtained when solving the general problem, with N unknown,
validate the solutions obtained in solving the three restricted problems, by confirming
that the highest solubility is achieved by a binary mixture, in which the composition of
ibuprofen is 0.34928 and 0.33383 in the first and second task, respectively. The results
of both tasks show that a higher solubility can be obtained in a mixture of two or three
components rather than in a pure solvent.
The problems of the first task, where the miscibility constraint was not included
in the formulation, were also solved globally in GAMS, using BARON [Tawarmalani
Chapter 3. The formulation of optimal mixtures with generalized disjunctive
programming: Select components from a predefined list 58
and Sahinidis, 2005] which is a global MINLP solver. The results validate the solutions
obtained with DICOPT, by proving that the highest solubility is achieved by the mixture
of chloroform and water, as shown in Table 3.6. The slightly different values of mole
Table 3.6: Mixture design problem results obtained from BARON without including the
miscibility constraint in the formulations.
Problem xibu c1 xc1 c2 xc2 c3 xc3 CPU(s)
A1 0.31833 CHCl3 0.68167 8.14
A2 0.34929 CHCl3 0.49662 H2O 0.15409 210.25
A3 0.34915 CHCl3 0.49691 H2O 0.15294 MeOH 0.00100 4527.36
A4 0.34928 CHCl3 0.49793 H2O 0.15279 5715.37
fraction observed between DICOPT and BARON are due to the convergence criteria used
in each solver. The problems of the second task, where the miscibility of the solvents was
taken into account, are more complex and could not be solved to global optimality.
It is instructive to consider the computational requirements of the different problem
formulations. The values of the CPU time presented in Tables 3.4, 3.5 and 3.6 corre-
spond to the runs where the best solutions were found and they are representative of all
attempts with different initial points. For the problems with a fixed number of mixture
components, the CPU time increases rapidly with the number of components, as a re-
sult of the increase in the size and complexity of the problems. The introduction of the
nonlinear miscibility constraints has little effect on the cost of solving the restricted and
general problems locally. Furthermore, enumerating all options for the number of com-
ponents (N=1, 2, or 3) appears to be a more effective strategy than the solution of the
general problem from the perspective of computational cost. Further computational stud-
ies are required to investigate whether this finding holds for larger number of components.
Data statement: Data underlying the work presented in this chapter can be accessed on
Zenodo at https://zenodo.org/record/35234, and used under the Creative Commons
Attribution license.
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3.4 Conclusions
A general modeling framework for mixture design problems has been proposed in this
chapter and several problem formulations based on the GDP formalism have been pre-
sented. They provide a systematic approach to posing CAMbD problems in which the
number of mixture components, the identities of the components and their compositions
are to be determined. The proposed approach has been applied successfully to a solvent
mixture design problem for maximising the solubility of ibuprofen. The methodology
adopted in this case study included two problem formulations: (i) with fixed number
of solvents (restricted problem) and (ii) with unknown number of components (general
problem), with components being selected from a predefined set of candidate molecules
in both cases. Both problems were first solved without taking any miscibility constraints
into account in the problem formulation and then including a miscibility constraint for
every binary solvent pairs. Logic conditions between the disjunctive sets were expressed
as algebraic constraints, whereas disjunctions for the assignment and number of solvent
molecules were transformed into mixed-integer constraints using the big-M approach.
High quality solutions of all problems were obtained using a local MINLP solver.
The findings from the case study provide evidence of the usefulness and versatility
of a GDP-based approach to optimal mixture design. Integrating GDP techniques into
the CAMbD framework can facilitate the formulation of the design problem, making it
possible to optimise simultaneously the number, identities and compositions of compo-
nents in the mixture. Numerical difficulties associated with the absence of components
in the final mixture, which are a concern when miscibility constraints are included in
the formulation, can be avoided, leading to computationally efficient solutions. The best
performance in this case study was obtained with a solvent mixture, showing the benefit
of using mixtures instead of pure solvents to attain enhanced behavior. Although the
application of the proposed approach to solvent mixture design appears promising, we
note that different and more challenging problems need to be investigated in order to
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establish the generality of the design methodology and explore the benefits of using a
generalized CAMbD problem.
The work presented here highlights the challenges of formulating and solving the gen-
eral mixture problem due to nonlinear and nonconvex relations and the combinatorial
explosion of the problem. In order to address these difficulties and achieve computa-
tionally efficient solution, the development of improved solution techniques is required.
The Big-M approach employed in this study is known to give weak lower bounds for
a minimization problem [Grossmann, 2002, Raman and Grossmann, 1994]. The use of
other techniques, such as Hull Relaxations [Lee and Grossmann, 2003, Vecchietti et al.,
2003], to reformulate the GDP mixture problems is explored the next chapter.
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eneralized disjunctive programming (GDP) can be reformulated as mixed-
integer nonlinear programming (MINLP) using different relaxation tech-
niques, such as the big-M (BM) approach [Nemhauser and Wolsey, 1999,
Raman and Grossmann, 1994] and hull reformulations (HR) [Lee and Grossmann, 2000,
2003]. The GDP mixture models presented in the previous chapter are converted into
MINLP using the big-M approach, which is considered to be the simplest relaxation
technique. The objective here is to investigate and compare the two different strate-
gies (i.e., BM and HR) for the solution of the GDP problem, in order to circumvent
the combinatorial explosion that accompanies large design spaces and facilitate problem
solution.
The GDP mixture formulation and the two different relaxation approaches are applied
to two case studies of increasing complexity. First, the example problem presented in the
previous chapter for determining optimal solvent mixtures that maximise the solubility of
ibuprofen, is used here to compare the two solution techniques. Next a more challenging
problem is employed, where the most effective solvent mixture to separate acetic acid
from water by liquid-liquid extraction is defined. Both case studies investigated here have
been selected based on their ability to express the challenges of formulating and solving
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mixture design problems for common processes, such as crystallization and liquid-liquid
extraction, as well as to demonstrate the application of the two optimization techniques
(BM and HR) to solvent mixture design. The computational performance of the proposed
BM and HR reformulations is assessed and it is shown that the numerical difficulties
associated with the highly nonlinear and nonconvex functions included in such problems
can be avoided.
The chapter is organised as follows: In Section 4.2, an overview of the general GDP
mixture formulation necessary for the presentation of the solution strategies, is first
provided and then the formulations of the relaxation techniques (i.e., BM and HR) are
described. In Sections 4.3 and 4.4 the proposed approaches are applied to the two case
studies. Section 4.5 summarises the main conclusions of the work presented in this
chapter. The work presented in this chapter has been published in Jonuzaj and Adjiman
[2017].
4.2 The generalized mixture design problem
The formulation of mixture design problems in a way which integrates GDP into a
CAMbD framework is introduced and described in detail in Chapter 3. A brief overview
of the GDP formulations is given for completeness in the next subsection, followed by a
description of BM and HR models of mixture problems in the remainder of this section.
4.2.1 Problem definition
The mixture problem is constructed in a systematic way and is presented here in the
context of the formulation of a generalized model, where any number of components may
be chosen up to a user-defined maximum, based on a given list of candidate compounds,
and subject to property constraints. The design variables are the number of the compo-
nents that participate in the mixture, their identities and their compositions. The index
sets required to develop the optimization problems are defined in Section 3.2.1.
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4.2.2 GDP formulation of the CAMbD problem
Following the derivation presented in the previous chapter, the GDP formulation of the


















xi ≥ xLi , i = N ′ + 1, ..., N ′ + n
xi = 0 , i = N





Ω(Y ) = True
x ∈ [xL, xU ] ⊂ Rm
Yi,s ∈ {True,False}, i = N ′ + 1, ..., Nc, s ∈ S
Y˜n ∈ {True,False}, n = 1, ..., Nmax (G-GDP)
where f , is the objective function to be optimised and g(x) ≤ 0 represents general
constraints that must hold regardless of the discrete choices. As described in Chapter 3,
two different sets of disjunctions are included in this formulation. The first set involves
disjunctions for selecting each component from a list of pure compounds.A compound s
from the list is assigned to component i in the mixture and the corresponding conditional
constraints, hi,s(x) ≤ 0, are active, if Yi,s is True. The second set of disjunctions involves
the mole fraction, xi, of a component i and a set of property constraints, F˜n(x) ≤ 0,
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that depend on the number of mixture ingredients, n, and they are active when the
corresponding Boolean variable Y˜n is True.
The logic conditions, Ω(Y ) = True, included in the model and the corresponding linear
algebraic constraints are summarized in Table 4.1. A more detailed description of all the
logic relations and how they are converted into linear inequalities is given in Section 3.2.
Table 4.1: Logic propositions and algebraic constraints for the generalized mixture design
problem
Logic expressions Linear inequalities
Eliminate degenerate solutions
Yi,s ⇒ ¬Yi′,s′ yi,s + yi′,s′ ≤ 1
i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns i = N ′ + 1, ..., Nc − 1 ; s = 2, ..., Ns
i′ = i+ 1, ..., Nc ; s′ = 1, ..., s i′ = i+ 1, ..., Nc ; s′ = 1, ..., s
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)
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...(
¬Y˜1 ∨ ¬YN ′+Nmax,s
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¬Y˜2 ∨ ¬YN ′+3,s
)
, s ∈ S y˜2 + yN ′+3,s ≤ 1, s ∈ S
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Logic expressions Linear inequalities
...
...(
¬Y˜2 ∨ ¬YN ′+Nmax,s
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4.2.3 Reformulation of Problem (G-GDP) as an MINLP via Big-M
The MINLP model derived by applying the BM reformulation to the generalized problem




s.t. g(x) ≤ 0
hi,s(x) ≤Mhi,s(1− yi,s), s = 1, ..., Ns, i = N ′ + 1, ..., Nc
F˜n(x) ≤MF˜n(1− y˜n), n = 1, ..., Nmax
xi ≥ xLi y˜n, n = 1, ..., Nmax, i = N ′ + 2, ..., Nc
xN ′+1 ≥ xLN ′+1
Ns∑
s=1





x ∈ [xL, xU ] ⊂ Rm
yi,s ∈ {0, 1}, i = N ′ + 1, ..., Nc ; s ∈ S
y˜n ∈ {0, 1}, n = 1, ..., Nmax (G-BM)
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where Ay ≤ b is a set of linear inequalities resulting from the logic relations, Ω(Y ), and
presented in the right column of Table 4.1.
4.2.4 Reformulation of Problem (G-GDP) as an MINLP via Hull Re-
laxation
In the HR model, the continuous variables are disaggregated into additional variables
for each disjunctive term (e.g., xi is disaggregated into νi,n). Each nonlinear disjunctive
constraint, hi,s(x) ≤ 0, can be formulated using the approximation function (Eq. (2.11))
proposed by Sawaya and Grossmann [2007] in order to avoid singularities. The resulting
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x ∈ [xL, xU ] ⊂ Rm
yi,s ∈ {0, 1}, i = N ′ + 1, ..., Nc ; s ∈ S
y˜n ∈ {0, 1}, n = 1, ..., Nmax (G-HR)
The (G-HR) formulation is often not directly applicable to mixture design problems
due to the presence of nonlinear phase equilibrium relations in the model which can
be singular at zero. The thermodynamic expressions for some of the properties needed
in phase equilibria calculations, such as chemical potentials and activity coefficients,
involve logarithmic functions that can lead to numerical difficulties when a variable is
equal to zero (e.g., x ln(x) cannot easily be computed numerically when x = 0). This
problem may occur in model (G-HR) where the disaggregated variables become zero
when the corresponding binary variable is zero. In order to avoid such singularities,
we employ a modified approximation function proposed by Ruiz and Grossmann [2012]
when logarithms are involved. Considering a function F˜i,n(xi) = ln(xi) for some n ∈
{1, ..., Nmax} and some i ∈ {N ′ + 1, ..., N ′ + n}, the following transformation is used:
xi = x
′





i + β) (4.2)
where β is an arbitrary constant. Hence,
((1− )y˜n + )F˜ ′i,n
(
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(1− ) y˜n + 
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ν ′i,n and y˜nx
′
i
L ≤ ν ′i,n ≤ y˜nx′iU . (4.4)
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Based on model (G-HR), for each component i = N ′ + 1, ..., Nc in the mixture, the Hull
relaxation of the first set of disjunctions (for the assignment of compounds) leads to the
introduction of Ns additional variables and 2Ns + 1 additional equations in the prob-
lem. Furthermore, the Hull relaxation of the second set of disjunctions (for the number
of components) leads to the introduction of Nmax additional variables and 2Nmax + 1
additional constraints in the problem.
4.3 Case Study 1: Maximizing the solubility of Ibuprofen
In order to investigate the relative performance of the two relaxations (i.e., BM and HR),
we first focus on the case study used in Chapter 3, where the proposed GDP formulations
are converted into MINLPs by using the big-M approach. Here, the work is extended by
applying hull relaxations to the GDP mixture models and the use of the two relaxation
techniques in CAMbD is explored. The objective is to find an optimal solvent mixture
that leads to the maximum solubility of ibuprofen, xibu (i.e., the mole fraction of ibuprofen
in the mixture) at 300 K and 1 atm. A fuller description of the problem of identifying
appropriate solvents or solvent mixtures that dissolve ibuprofen is given in Section 3.3,
and a brief summary of the salient features of the case study is included in the following
paragraphs.
The model used in design includes phase equilibrium and phase stability relations
that increase the complexity of the models. In this case study, however, only ibuprofen
(solute) is at solid-liquid equilibrium (SLE) and this helps to avoid some difficulties
as the number of phase equilibrium relations (equality of chemical potentials of each
component at equilibrium in all phases) is independent of the number of components
in the solvent mixture designed – in this case, one only needs to equate the chemical
potentials of ibuprofen in the (pure) crystalline form and in the liquid mixture, not the
chemical potentials of all components. The solubility of ibuprofen in the solvent mixture
is calculated using Eq. (3.12). The enthalpy of fusion of ibuprofen and its normal
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melting point are taken to be 25.5 kJ/mol and 347.15 K [Gracin and Rasmuson, 2002],
respectively. The activity coefficient is evaluated using the UNIFAC group contribution
method, where the expressions depend only on temperature and composition, but do not
account for the (small) pressure dependence. The UNIFAC model proposed by Smith
et al. [2001] is employed in this design problem and the relevant equations are presented
in Appendix A for completeness. In order to ensure that the final mixture is in one phase,
the miscibility constraint for every binary pair of solvent molecules given in Eq. (3.14),
is employed to ensure that the solvents are mutually miscible in the proportions and at
the temperature relevant to the mixture.
All the sets used in this case study are shown in Table 3.2. The solvent molecules
and ibuprofen are built from the set of functional groups. The list of candidate solvents,
the number of groups of each type k in ibuprofen (v′ibu,k) and the number of groups in a
solvent s (v′s,k) are presented in Appendix B in Tables B.2, B.3 and B.4, respectively.
4.3.1 Problem formulations
In the application of the proposed methodology, two formulations are considered: a
restricted problem, where the number of solvent components is fixed and mixtures with
one, two or three solvents (N=1 ,2, 3) are determined; the generalized problem, where
the number of components in the mixture is not fixed but bounded by a maximum Nmax,
which takes a value of 3 here.
Restricted problem: Fixed number of solvents
In a restricted problem, the decision variables are related to the identities and compo-
sitions of mixture constituents. As shown in Chapter 3, the GDP formulation of the
restricted problem consists of disjunctions for assigning each solvent s from the given list
to components i in the mixture. In general, BM and HR formulations differ in the way
conditional constraints of the form hi,s(x) ≤ 0 (cf. (GDP)) are recast. Here, conditional
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constraints represent the identity of the selected solvent (n′i,k = v
′
s,k), the molecular sur-
face area (qi = qs) and the molecular van der Waals volume (ri = rs) of the mixture
components. In both the BM and HR reformulations, these constraints can be expressed
algebraically as products of the appropriate binary variable, yi,s, with the variables v
′
s,k,
qs and rs (e.g., ri =
∑
s∈S
rsyi,s), respectively, as shown in Eqs. (3.17), (3.18) and (3.19).
These relations force the variables n′i,k, ri and qi to become zero when a solvent is not
chosen, avoiding the use of the big-M parameter in the BM approach or of disaggregated
variables in the HR. Thus, for the restricted problem, both approaches result in the same
MINLP model. A more detailed description of the restricted problem for determining a
mixture with 3 solvents to dissolve ibuprofen can be found in Section 3.3 and the MINLP
formulation of the problem is given in Appendix C as model R1.
Generalized problem: Unknown number of solvents
In the generalized case, the number of designed components in the mixture is not known
in advance but rather is allowed to vary from one to three solvents. Hence, the design
variables include the number of components in the mixture, their identities and compo-
sitions. The problem includes disjunctions for the assignment of each candidate solvent,
disjunctions for the number of solvents selected and logic relations, as described in Section
4.2. The disjunctions for the identity of solvent molecules in the mixture are the same
as those described in the restricted problem (i.e., they include functions for the identity,
the van der Waals volume and the van der Waals surface area of the components in
the mixture). The disjunctions for the number of solvents selected include variables and
functions that depend on the number of components in the mixture, such as the compo-
sitions of all the components, the miscibility functions and the UNIFAC model equations
used to evaluating phase equilibria (model (G1-D2) in Section 3.3. The disjunctions of
the general problem are converted into mixed-integer form via BM and HR techniques.
Since the SLE relations are expressed only in terms of ibuprofen, the natural logarithms
that appear in the UNIFAC model (Eqs. (A.2) and (A.7) in Appendix A) are treated as
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general constraints and thus, do not cause any singularities when formulated via the HR
approach. The MINLP formulation resulting from the BM and HR approaches are given
in Appendix C as models (G1-BM) and (G1-HR), respectively.
4.3.2 Results and discussion
All models are implemented and solved in GAMS [GAMS Development Corporation,
2014] version 24.2.3 and are run on a single core of a dual 6 core Intel Xeon X5675
machine at 3.07GHz with 48GB of memory. All the GAMS files that include the problem
formulations of this case study can be found on the link provided in the data statement at
the end of this section. The size of each problem case is given in Table B.8 in Appendix
B.
One solution approach would be to enumerate the different options on parallel com-
puters. This is tractable for some values of Nmax and Ns (e.g., for Nmax=3 and Ns=9
which is the case of this example problem) but becomes challenging as the dimension-
ality of the problem increases. Here, we investigate the use of MINLP algorithms on a
single processor for the solution of the problem. DICOPT [Grossmann et al., 2002, Kocis
and Grossmann, 1989], a local MINLP solver, based on an implementation of the outer-
approximation [Duran and Grossmann, 1986, Fletcher and Leyffer, 1994] was used to solve
all problems, and attempts were made to solve to global optimality with ANTIGONE
[Misener and Floudas, 2014] and BARON [Tawarmalani and Sahinidis, 2005]. The re-
stricted model was solved for one, two and three solvents, and the general models for at
most three selected solvents; the results are summarized in Table 4.2. The best solution,
which corresponds to the highest solubility with a value of 0.33383 in mole fraction, is
achieved for a binary mixture of chloroform (CHCl3) and methanol (MeOH). A mixture
with three components, with ethanol (EtOH) as the third solvent, gives slightly lower
solubility than the binary mixture. The mole fraction of the third component is at the
user-specified lower bound of xLc3 = 0.001, which means that only a small amount of
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ethanol is added to the mixture, and thus it does not have any significant impact on the
solubility of the drug.
The maximum solubility achievable in the restricted problem is more affected if tighter
bounds are used for the minimum mole fraction of solvent. For lower bound values of
0.01 and 0.1 (i.e., xLi = 0.01 and x
L
i = 0.1), for example, the solubility (xibu) becomes
0.33312 and 0.32696, respectively in three-component solvent mixtures. These solutions
are more markedly different from the performance of the binary solvent pair.
In the general problem (with the number of solvents N unknown), both the (G-BM)
and (G-HR) models yield the same optimal solution and the results validate those ob-
tained when solving the three restricted problems, confirming that the highest solubility
is achieved in a binary mixture of chloroform and methanol.
Table 4.2: Results obtained for case study 1 - Comparison of BM and HR formulations.
Problem xibu c1 xc1 c2 xc2 c3 xc3 CPU(s)
A1 (N = 1) 0.31833 CHCl3 0.68167 0.35
A2 (N = 2) 0.33383 CHCl3 0.52292 MeOH 0.14325 4.87
A3 (N = 3) 0.33375 CHCl3 0.52263 MeOH 0.14262 EtOH 0.00100 107.90
A4 (N ≤ 3) 0.33383 CHCl3 0.52292 MeOH 0.14325 369.06
(G-BM)
A5 (N ≤ 3) 0.33383 CHCl3 0.52292 MeOH 0.14325 93.59
(G-HR)
As discussed in Section 3.3.4, several runs were carried out from different starting
points in each case and the values of the CPU time presented in Table 4.2 correspond to
the runs where the best solutions were found. The initial points that led to these solutions
can be found on the link of the data statement given at the end of this section. In cases
where the number of mixture components is fixed (N = 1, 2, 3), the CPU time increases
rapidly with the number of components, due to the increased size and complexity of
the problems. The (G-BM) formulation of the general problem requires more CPU time
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than is needed to solve each instance of the restricted problem with a fixed number of
components, from one to three. The (G-HR) model, on the other hand, is solved in less
CPU time than the generalized (G-BM) problem and it also appears to be more effective
than enumerating all options in the restricted problem (N = 1, 2, 3), from the perspective
of computational cost. As shown in Table B.8 in Appendix B, although the same number
of NLP and MILP subproblems are solved in both BM and HR models, HR appears to
be more efficient than BM and it requires less computational time to identify the optimal
mixture. The different CPU times of the two approaches occur mainly because of different
solution times of the NLPs in the primal problem of the outer approximation algorithm,
i.e., the NLP subproblems of BM are solved in more computational time than the ones
of HR model. We note that, although the CPU times are representative of most solution
attempts from different starting points, the final solutions achieved cannot be guaranteed
to be global and the corresponding computational times are affected by the initial guesses.
In working towards obtaining global solutions, global MINLP algorithms, ANTIGONE
version 1.1 [Misener and Floudas, 2014] and BARON version 15.9.22 [Tawarmalani and
Sahinidis, 2005], both accessed via GAMS version 24.6.1, were employed to solve the
problems. However, only problem A1, which is the smallest in size (N=1), was solved
globally with ANTIGONE and BARON in 0.02 and 5.55 CPU seconds, respectively. The
results obtained with both global solvers verified the optimal solution obtained with the
DICOPT MINLP solver, i.e., the optimal solvent is found to be chloroform which yields
a solubility of 0.31833, as presented in Table 4.2. As the number of components in the
mixture is increased, the problems become more challenging and thus convergence to
global optimality was not reached in 36,000 CPU seconds (10 CPU hours). The global
solvers did not identify better solutions than those reported with DICOPT. Although it
is desirable to find a global solution, this is not yet practical with these deterministic
branch-and-bound algorithms.
Data statement: Data underlying the work presented in this chapter can be accessed on
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Zenodo at https://zenodo.org/record/55145, and used under the Creative Commons
Attribution license.
4.4 Case Study 2: Separation of acetic acid from water by
liquid-liquid extraction
Acetic acid is a colorless organic compound which can be produced by methanol car-
bonylation, acetaldehyde oxidation, direct oxidation of ethylene, hydrocarbon oxidation
or fermentation [Cheung et al., 2012, Gullo et al., 2014, Sano et al., 1999]. In all cases,
the purification of acetic acid from an aqueous stream is required and can be achieved
via several separation techniques, such as adsorption, distillation, liquid-liquid extrac-
tion, membrane separation and crystallization [Cheung et al., 2012, Choi and Kim, 2013,
Katikaneni and Cheryan, 2002, Kaur and Vohra, 2010]. Among these methods, liquid-
liquid extraction is accepted as an efficient, economical and environmentally friendly
method for the separation of acetic acid from water. In particular, solvent extraction is
employed as a first step in the purification of mixtures with a relatively low concentration
of acetic acid (e.g., mixtures of 90% mol water and 10% acetic acid), in order to reduce
the energy cost associated with the vaporization of a large amount of water during distil-
lation [Alkaya et al., 2009, Eyal and Canari, 1995, IJmker et al., 2014, Karunanithi et al.,
2005]. Liquid-liquid extraction is an important separation technology for a wide range of
applications in the chemical process industries, in which components are separated based
on their relative solubilities in two coexisting liquid phases. In a liquid-liquid extraction
unit, the component(s) to be recovered (here, acetic acid) and the liquid carrier (here,
water) are separated by the addition of a solvent or solvent mixture that preferentially
dissolves one or more of the components therein. The degree of separation depends on
the unequal distribution of the components between the two phases formed at equilib-
rium. The success of the extraction process depends to a large extent on the choice of a
suitable solvents or solvent mixtures that meet regulatory and environmental standard.
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The single stage extraction of acetic acid from water is illustrated in Figure 4.1, where an
aqueous solution of acetic acid is first mixed with a suitable solvent or solvent mixture
and is then separated into two phases in a settler [Seader et al., 2011].
Figure 4.1: Schematic of a single stage process for the extraction of acetic acid from
water. Capital letters denote stream labels/flowrates and xp,i denotes the mole fraction
of component i in stream p.
Several researchers have previously investigated the design or selection of solvents
for liquid-liquid extraction based on solvent properties, such as selectivity, solvent loss,
solvent power and distribution coefficient [Cignitti et al., 2015, Cockrem et al., 1989,
Karunanithi et al., 2005, Pretel et al., 1994, Yang and Song, 2006]. In particular,
Karunanithi et al. [2005] addressed the problem of identifying appropriate solvents for the
extraction of acetic acid from water. Their model included physical property and process
model constraints, and the amount of solvent in the feed mixture was fixed a priori by
specifying the solvent-to-feed flowrate ratio. The objective was to minimize the quantity
of acetic acid in the raffinate phase. The solvent molecules were designed from functional
groups and a large list of alcohols, ketones, aldehydes, acids, esters and ethers was gener-
ated based on structural constraints. The molecules generated were then screened using
pure component and mixture property constraints and only two compounds that satisfied
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those constraints were included in the final optimization problem. In a similar approach,
Cignitti et al. [2015] applied a systematic computer-aided design methodology to the
design of suitable solvents for the extraction of acetic acid from water. In their work,
the solvent flowrate was fixed and the objective was to maximize the molar flowrates of
acetic acid and water in the extract and raffinate, respectively. As in Karunanithi et al.
[2005], a decomposition-based algorithm was used to solve the MINLP problem, where
first acyclic solvent components were designed from atom groups based on structural
constraints, and then the molecules were screened using pure component and mixture
property constraints. Nineteen compounds passed the screening tests, and thus nineteen
NLP problems including the objective function and process model constraints were solved
in the final step.
In the current work, a general GDP formulation of the solvent mixture design problem
for the extraction of acetic acid from water is derived based on the framework presented in
Section 4.2. In particular, the number of components, the identities and the compositions
of the mixture constituents are treated as unknowns in the model. A feed mixture with
2.5 mol % acetic acid (approximately 8 wt%) and a flowrate of 708 kmol/h (13,500
kg/h) at 298 K and 1 atm is considered. The only performance constraint is that the
raffinate should contain at most 0.3% mol of acetic acid. The objective is to determine the
optimal solvent mixture that achieves a trade-off between a low solvent-to-feed ratio and
an extract phase that contains a large fraction of acetic acid and small amount of water.
This could in principle be addressed via a multi-objective formulation to explore the
space of Pareto solutions (e.g., see Papadopoulos et al. [2013] and Burger et al. [2015] for
examples of the use of multi-objective optimization in molecular design). Here, however,
the following single objective function similar, but not identical, to that proposed by




+ xE,w − xE,a (4.5)
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where FS and F are the solvent and feed flowrates, respectively, while xE,a, xE,w are the
mole fractions of acetic acid and water in the extract phase.
The evaluation of the objective function requires the determination of two unknown
liquid phases that are at equilibrium (i.e., the extract E and the raffinate R). The
following equations describe the liquid-liquid equilibrium (LLE) relations between extract
and raffinate phases:
γE,i(T, P, xE)xE,i = γR,i(T, P, xR)xR,i, i ∈ I (4.6)
where xE,i and xR,i are the mole fractions of component i in the extract and raffinate
streams, respectively, and γp,i, p ∈ {E,R}, denotes the liquid phase activity coefficient of
component i in stream p at temperature T , composition xp of stream p and pressure P .
The activity coefficients are evaluated using the modified UNIFAC (Dortmund) model
[Gmehling et al., 1993, 2002]; the relevant equations are presented in Appendix A. Note
that the equations run over the set I of all components in the mixture, in contrast to
case study 1, where the SLE equilibrium relation held only for one fixed solute, so that
the number of equations in the model was independent of the number of solvents. The
presence of solvent in both the raffinate and extract streams thus leads to an increased
level of complexity in the problem formulation.
The following mole balances for each component in the system are also included in
the formulation:
xF,aF = xM,aM (4.7)
xF,wF = xM,wM (4.8)
xFS ,iiFS = xM,iiM, ii ∈ II (4.9)
xM,iM = xE,iE + xR,iR, i ∈ I (4.10)
where M , E, and R are the flowrates of the stream leaving the mixer (acetic acid-water-
solvents), the extract and the raffinate, respectively; xp,i represents the mole fraction of
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component i in stream p. As with the phase equilibrium model, the existence of some of
the mole balance equations depend on the number of components in the solvent mixture.
All the design sets used in this case study are shown in Table 4.3. The solvent molecules,
acetic acid and water are built from the set of functional groups used in Dortmund
UNIFAC.
Table 4.3: Indices and sets for case study 2.
Description Index Set Value range
Total components in mixture i, j I a, w, c1, c2, c3
Fixed components in mixture N ′ a, w
Designed solvent molecules in mixture ii II c1, c2, c3
Pure candidate solvents s, s′ S 1, ..., 8
No= of solvent molecules in mixture n N 1, 2, 3
Functional groups k, m K 1, ..., 11
Streams p F, FS ,M,E,R
The list of solvents in the set S is taken from Akula et al. [2012], who screened
potential solvent molecules using solvent properties previously reported in the literature
(selectivity, solvent loss, solvent power and distribution coefficient) in order to obtain
an initial design space of eight candidate solvents. The organic solvents selected are
all miscible or partially miscible with each other and with acetic acid, and therefore
the miscibility constraints (Eq. 3.14) are not considered in this case study. Here, low
solvent losses to the raffinate phase (i.e., raffinate-extract immiscibility) are achieved by
including this criterion in the pre-screening of the candidate compounds [Akula, 2011]
used to arrive at the list of suitable solvents. We note that one could additionally consider
solvent loss in the raffinate as a constraint in the design. The list of candidate solvents,
the number of groups of type k in acetic acid (v′a,k) and water (v
′
w,k), and the number of
groups of type k in each candidate solvent s (v′s,k) are presented in Appendix B in Tables
B.5, B.6 and B.7, respectively.
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4.4.1 Problem formulations
In this section, the formulation of the restricted problem, where the number of compo-
nents is fixed, is first presented. The formulation of the general problem, with unknown
number of solvents is then introduced. In the restricted problem, mixtures with one, two
or three solvents are designed and in the general model, mixtures with at most three
solvents are identified.
Restricted problem: Fixed number of solvents
The formulation of the restricted problem is presented for the selection of three solvents
but it can be extended to any fixed number of solvents. The model includes disjunctions
for assigning solvents from the list to designed components in the mixture and the as-
signment of each compound is determined through Boolean variables, Yi,s (a compound
s is assigned to component i in the mixture if Yi,s is True and it is not if Yi,s is False).











, i = c1, c2, c3 (R2-D)
In the above disjunctions, only one of the Boolean variables Yi,s can be selected, which
ensures the selection of exactly 3 solvents. The identity of designed component i in the
mixture (n′i,k), its molecular surface area (qi) and its molecular van der Waals volume
(ri) are represented via conditional constraints and are defined by multiplying vs,k, qs
and rs with the corresponding binary variable, as shown in Eqs. (3.17), (3.18) and (3.19),
respectively. Thus, as discussed in the first case study (Section 4.3), the BM and HR
approaches result in the same MINLP formulation.
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In addition to the disjunctions, logic relations are derived to avoid degenerate so-
lutions by enforcing a certain ordering of the solvents and to avoid selecting a given
candidate solvent more than once, as shown in the first and second rows of Table 4.1. An
algebraic reformulation of disjunctions (R2-D) is included in the problem formulation,
resulting in the desired MINLP, whose detailed formulation is presented in Appendix C,
as model (R2), for completeness.
Generalized problem: Unknown number of solvents
In the general problem, the number of solvent components present in the mixture is al-
lowed to vary from one to three solvents. As discussed in section 4.2, the general problem
includes disjunctions for the assignment of each candidate solvent and disjunctions for
the number of selected solvents. The first set of disjunctions is the same as that presented
in the restricted problem (disjunctions (R2-D)). The second set of disjunctions includes
variables and equations that depend on the number of components in the mixture, such
as the compositions, mole balances, liquid-liquid equilibrium equations and the modified
UNIFAC model equations. These functions and the relevant variables are placed in the
appropriate disjunctions and are presented as formulation (G2-D). It should be noted
that although variables n′i,k, qi and ri of the UNIFAC model depend on the number of
solvent molecules in the mixture, the corresponding assignment equations can be placed
outside the disjunctions (G2-D) and treated as general constraints. These is due to the
fact that these variables are defined algebraically via the binary variables representing
solvent assignment, yi,s, (see Eqs. (3.17)–(3.19)) and that these binary variables are
linked to the binary variables y˜n for the number of mixture components (see Table 4.1).
Thus, the variables yi,s, s ∈ S, become zero when component i is not present in the
mixture.
Following the formulation steps outlined in section 4.2, all logic conditions presented in
Table 4.1 are also derived and included as algebraic equations in the MINLP models. The
disjunctions (G2-D) are reformulated via BM and HR and the resulting MINLP problems
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
Y˜1
xFS ,c1 = 1
xp,c2 = xp,c3 = 0
for p = FS ,M,E,R
ln γp,c2 = ln γp,c3 = 0
ln γCp,c2 = ln γ
C
p,c3 = 0
ln γRp,c2 = ln γ
R
p,c3 = 0
for p = E,R
Jp,c2 = Jp,c3 = 0
J ′p,c2 = J
′
p,c3 = 0
Lp,c2 = Lp,c3 = 0
for p = E,R
ec2,k = ec3,k = 0
βc2,k = βc3,k = 0





xFS ,c1 ≥ 0.001
0.001 ≤ xp,c2 ≤ 0.999
for p = FS ,M
0.000001 ≤ xp,c2 ≤ 0.999999
for p = E,R
xp,c3 = 0
for p = FS ,M,E,R
xFS ,c2FS = xM,c2M
xM,c2M = xE,c2E + xR,c2R
ln γp,c2 = ln γ
C
p,c2 + ln γ
R
p,c2
ln γCp,c2 = 1− J ′p,c2 + ln J ′p,c2
−5qc2
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xFS ,c1 ≥ 0.001
0.001 ≤ xp,i ≤ 0.999
for p = FS ,M ; i = c2, c3
0.000001 ≤ xp,i ≤ 0.999999
for p = E,R ; i = c2, c3
xFS ,iFS = xM,iM
xM,iM = xE,iE + xR,iR
for i = c2, c3
ln γp,i = ln γ
C
p,i + ln γ
R
p,i
ln γCp,i = 1− J ′p,i + ln J ′p,i
−5qi
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for i = c2, c3 ; k ∈ K
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(G2-D)
are given as models (G2-BM) and (G2-HR) in Appendix C. In the Hull reformulations,
disjunctive equations that include logarithmic terms, such as the natural logarithms that
appear in Eqs. (A.15) and (A.21), are converted into equivalent equations using the
approximation function in Eq. (4.3) in order to avoid numerical difficulties.
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4.4.2 Results and discussion
All models were implemented and solved in GAMS [GAMS Development Corporation,
2014] version 24.2.3 using DICOPT [Duran and Grossmann, 1986, Grossmann et al.,
2002, Kocis and Grossmann, 1989] or a global solver (ANTIGONE [Misener and Floudas,
2014] or BARON [Tawarmalani and Sahinidis, 2005]). All problems were run on the same
computer as case study 1 and its specifications are given in section 4.3.2. The GAMS
files that include the problem formulations of this case study can be found on the link
provided in the data statement given in the previous section.
Solution with DICOPT
The restricted problem was solved for one, two and three selected solvents and the results
are summarized in Tables 4.4 and 4.5. The solvent that yields the minimum objective
function value is a binary mixture of hexanone and pentanol. It also gives the highest
recovery of acetic acid in the extract phase. When varying the number of components
in the mxiture, the largest difference is seen on going from a pure solvent to a binary
mixture, due to a 7% decrease in solvent flowrate. The best ternary mixture found
includes hexanone and pentanol, with heptanol as the third solvent; it gives a slightly
worse objective function value than the binary mixture, because the solvent flowrate (FS)
increases. The mole fraction of heptanol in the mixture is very small (close to its lower
bound, i.e., xLS,i=0.001) and this small amount of solvent does not modify significantly the
results obtained with a binary mixture. The impact of the third solvent in the separation
process is clearer when increasing the lower bound of the solvent mole fraction from 0.001
to 0.01, so that a greater amount of the third solvent is added to the mixture. This is
seen to affect mostly the solvent mixture flowrate, as shown in Tables 4.4 and 4.5.
Hexanone, which is consistently found as the main component in the solvent mixture
for separating acetic acid from water, was also identified by Karunanithi et al. [2005] as
the best extractant for the same application, which indicates that a good local solution
has been found. Hexanone was also found as a feasible solution in Cignitti et al. [2015]
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for the extraction of acetic acid from water. Based on the design criteria used by the
authors, the best separation, however, with a high recovery of the solute, was achieved
with butane-2,3-diyl diformate (atom groups: 2CH3, 2CH, 2HCOO). This molecule is
not included in our solvent list (Table B.5), and thus it is not identified as an optimal
solution in our models. From Table 4.5, it can be observed that by using a mixture with
two or three solvents in the process a smaller solvent flowrate is required and a larger
percentage of acetic acid is recovered. However, the amount of water in the extract
stream also increases. Hence, using a solvent mixture instead of a pure solvent may lead
to better reduced capital and operating costs and increased acetic acid recovery but at
the expense of slightly more demanding downstream separation as a larger amount of
water is transferred to the extract stream. One could modify the objective function to
increase water recovery by putting more weight on the mole fraction of water in the
extract stream.
The general problem was formulated via BM and HR and it was solved for at most
three selected solvents (Table 4.4). Both (G-BM) and (G-HR) models yield the same
optimal solution and the results are in agreement with those obtained for the restricted
problem, where the best separation is achieved with a binary mixture of hexanone and
pentanol.
The computational times required to obtain an optimal solution for each problem are
also presented in Table 4.4. In the restricted problem, where the number of components
is fixed, the CPU time increases with the number of components, as can be expected,
due to the increasing size of the problems. For ternary mixtures, the CPU time decreases
when the lower bound on the mole fraction of solvent is increased. In the general problem,
where the number of components is unknown and can vary from one to three, the (G-
HR) formulation requires slightly less computational time than (G-BM) model in the
examples studied, because of fewer NLP/MILP subproblems generated and solved with
the outer approximation algorithm (see Table B.8).
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Table 4.4: Optimal objective function, optimal solvent mixtures and CPU times obtained
when solving the restricted problem (for different values of N) and the general problem
(with the BM and HR formulations) of case study 2. Unless otherwise stated, the lower
bound on solvent mole fractions in stream FS is set to x
L
FS ,i
= 0.001, i ∈ {3, . . . , N + 2}.
Problem Objective Components xF,i/xFS ,i xE,i xR,i CPU(s)
B1 (N = 1) 2.3203 acetic acid 0.0250 0.0090 0.0030 1.00
water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
B2 (N = 2) 2.2299 acetic acid 0.0250 0.0092 0.0030 17.59
water 0.9750 0.1978 0.9913
hexanone 0.8341 0.6616 0.0040
pentanol 0.1659 0.1314 0.0017
B3 (N = 3) 2.2305 acetic acid 0.0250 0.0092 0.0030 470.84
water 0.9750 0.1977 0.9913
hexanone 0.8340 0.6616 0.0040
pentanol 0.1645 0.1303 0.0017
heptanol 0.0015 0.0012 0.0000
B4 (N = 3) 2.2342 acetic acid 0.0250 0.0092 0.0030 175.46
(xLFS ,i=0.01) water 0.9750 0.1971 0.9914
hexanone 0.8332 0.6614 0.0040
pentanol 0.1568 0.1244 0.0016
heptanol 0.0100 0.0079 0.0000
B5 (N ≤ 3) 2.2299 acetic acid 0.0250 0.0092 0.0030 350.84
(G-BM) water 0.9750 0.1978 0.9913
hexanone 0.8341 0.6616 0.0040
pentanol 0.1659 0.1314 0.0017
B6 (N ≤ 3) 2.2299 acetic acid 0.0250 0.0092 0.0030 297.02
(G-HR) water 0.9750 0.1978 0.9913
hexanone 0.8341 0.6616 0.0040
pentanol 0.1659 0.1314 0.0017
Nevertheless, solving the general problem using the (G-BM) or (G-HR) models ap-
pears to be more efficient than solving the restricted problem with three solvents (N = 3)
in terms of computational cost. When the lower bound on the solvent mole fraction is
increased (xLFS ,i = 0.01), the computational cost of either the (G-BM) or the (G-HR)
model is higher than solving all cases (N = 1, 2, 3 selected solvents) of the restricted
problem. It is noted though that the solution times observed with DICOPT are affected
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Table 4.5: Objective function value, optimal solvent, raffinate and extract flowrates,
extract mole fractions and acetic acid recovery obtained when solving case study 2. The
solutions of the restricted problem for different values of N and of the general problem
with the BM and HR formulations are shown. All flowrates are shown in kmol/h.
Problem Objective FS E R xE,a xE,w %Recovery
B1 2.3203 1557.63 1805.21 460.42 0.0090 0.1293 92.20
B2 2.2299 1445.17 1820.06 333.11 0.0092 0.1978 94.35
B3 2.2305 1445.71 1820.47 333.24 0.0092 0.1977 94.35
B4 2.2342 1448.78 1822.84 333.93 0.0092 0.1971 94.34
B5 2.2299 1445.17 1820.06 333.11 0.0092 0.1978 94.35
B6 2.2299 1445.16 1820.05 333.11 0.0092 0.1978 94.35
by the initial guesses provided in each problem and thus the application of a global op-
timisation algorithm is required in order to conclude on the effectiveness of the solution
approaches. Similarly to case study 1, a set of five initial binary and/or ternary mixtures
that included hexanone (the best solvent found in problem B1) were used to obtain good
solutions and here we report the CPU time values that correspond to the runs where the
best solutions were found.
All the mixed solvents identified contain one or two alcohols, which may react with
acetic acid, leading to the loss of acetic acid and the production of esters. We expect these
reactions to be very slow in the absence of catalysts [Agreda and Zoeller, 1993, Cheung
et al., 2012, Lee et al., 2000], but to minimize the risk of side reactions affecting the
process, we consider the design of solvent mixtures by excluding alcohols (i.e., pentanol
and heptanol) from the solvent list. The results obtained with this reduced design space
for the restricted and general problems are presented in Tables 4.6 and 4.7. With the
removal of pentanol and heptanol, which were previously identified as the optimal solvents
in the binary and ternary mixtures, the best solution found requires a pure solvent and not
a solvent mixture. The optimal extractant that yields the minimum objective function
value appears to be hexanone. Mixtures with two and three solvents, where isopropyl
acetate and butyl acetate are identified as the second and third optimal components,
respectively, lead to slightly worse results. The optimal solution obtained when solving
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the three restricted problems is also found with the (G-BM) and (G-HR) formulations
of the general problem. The observations made on computational cost for the larger
solvent list remain valid here: the CPU time required to solve the restricted problem
increases when more solvents are added to the mixture (i.e., N =1, 2, 3), while the
(G-BM) and (G-HR) formulations require less computational time than the solution of
the three restricted problems. Furthermore, the computational cost of solving every
formulation is significantly smaller than that of solving the corresponding formulations
when all candidate solvents are included. This lower cost may be due partly to the
reduced search space, as a smaller solvent list is used, with a consequent decrease in the
number of possible solvent mixtures (for instance, for N = 3, there are 56 possible solvent
combinations when the full list of solvents is used and only 20 combinations when alcohols
are excluded). Furthermore, since all problems are solved locally, the computational cost
is affected by the starting point given to the solver.
Solution with global algorithms
In order to obtain global solutions, ANTIGONE version 1.1 and BARON version 15.9.22
were also used in this case study to solve the problems. In the case where all candidate
solvents were included in the solvent list (i.e., problems B1-B6), only the smallest prob-
lem, B1, was solved globally with both solvers, whereas convergence was not reached in
36,000 CPU seconds in problems B2-B6. In problem B1, both ANTIGONE and BARON
found the same optimal solution as that obtained with DICOPT, i.e., the optimal ex-
tractant is hexanone and the objective value is equal to 2.3203, as presented in Table
4.4. Global optimality was achieved with both ANTIGONE and BARON in problem
C1, when alcohols were excluded from the solvent list. The optimal solutions obtained
with DICOPT were also found with BARON in problems C2-C5. However, it cannot be
guaranteed that these are global solutions as convergence to global optimality was not
reached within 10 CPU hours. No solutions were identified with ANTIGONE within the
same time limit. The results obtained with BARON are presented in Table 4.8.
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Table 4.6: Optimal objective function, optimal solvent mixtures and CPU times obtained
when solving the restricted problem (for different values of N) and the general problem
(with the BM and HR formulations) of case study 2, with alcohols excluded from the




i ∈ {3, . . . , N + 2}.
Problem Objective Components xF,i/xFS ,i xE,i xR,i CPU(s)
C1 (N = 1) 2.3203 acetic acid 0.0250 0.0090 0.0030 0.01
water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
C2 (N = 2) 2.3265 acetic acid 0.0250 0.0090 0.0030 0.08
water 0.9750 0.1303 0.9925
hexanone 0.9900 0.8521 0.0045
isopropyl acetate 0.0100 0.0086 0.0000
C3 (N = 3) 2.3355 acetic acid 0.0250 0.0090 0.0030 9.56
water 0.9750 0.1309 0.9925
hexanone 0.9800 0.8429 0.0044
isopropyl acetate 0.0100 0.0086 0.0001
butyl acetate 0.0100 0.0086 0.0000
C4 (N ≤ 3) 2.3203 acetic acid 0.0250 0.0090 0.0030 0.03
(G-BM) water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
C5 (N ≤ 3) 2.3203 acetic acid 0.0250 0.0090 0.0030 0.13
(G-HR) water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
Table 4.7: Objective function value, optimal solvent, raffinate and extract flowrates,
extract mole fractions and acetic acid recovery obtained when solving case study 2,
with alcohols excluded from the solvent list. The solutions of the restricted problem for
different values of N and of the general problem with the BM and HR formulations are
shown. All flowrates are shown in kmol/h.
Problem Objective FS E R xE,a xE,w %Recovery
C1 2.3203 1557.63 1805.21 460.42 0.0090 0.1293 92.20
C2 2.3265 1561.29 1811.56 457.73 0.0090 0.1303 92.24
C3 2.3355 1567.19 1819.75 455.44 0.0090 0.1309 92.28
C4 2.3203 1557.63 1805.21 460.42 0.0090 0.1293 92.20
C5 2.3203 1557.63 1805.21 460.42 0.0090 0.1293 92.20
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Table 4.8: Best known objective function value and corresponding solvent mixtures ob-
tained with BARON when solving globally the restricted problem (for different values of
N) and the general problem (with the BM and HR formulations) of case study 2, with
alcohols excluded from the solvent list. In all cases except C1, convergence to global
optimality is not achieved within 10 CPU hours.
Problem Objective Components xF,i/xFS ,i xE,i xR,i
C1 2.3203 acetic acid 0.0250 0.0090 0.0030
water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
C2 2.3265 acetic acid 0.0250 0.0090 0.0030
water 0.9750 0.1303 0.9925
hexanone 0.9900 0.8521 0.0045
isopropyl acetate 0.0100 0.0086 0.0000
C3 2.3355 acetic acid 0.0250 0.0090 0.0030
water 0.9750 0.1309 0.9925
hexanone 0.9800 0.8429 0.0044
isopropyl acetate 0.0100 0.0086 0.0001
butyl acetate 0.0100 0.0086 0.0000
C4 2.3203 acetic acid 0.0250 0.0090 0.0030
water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
C5 2.3203 acetic acid 0.0250 0.0090 0.0030
water 0.9750 0.1293 0.9925
hexanone 1 0.8617 0.0045
4.5 Conclusions
The GDP formulation of a general CAMbD problem in which the number, identities and
compositions of mixture ingredients are determined simultaneously, was briefly discussed
in this chapter, and the use of different MINLP reformulations of the problem has been
investigated. The solution of a general mixture problem is proven quite challenging due to
highly nonlinear model equations and large combinatorial space. Two different solution
strategies, the Big-M approach and the Hull Relaxation, were employed in this work to
transform the disjunctive constraints of the GDP mixture problems into mixed-integer
form and investigate their impact on the ease of solution of the problem.
The general mixture design methodology and the two relaxation techniques have
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been applied to two well-studied problems for the design of optimal solvent mixtures.
The optimal solvents are selected from a given list of candidate pure compounds. In
the first case study, the objective is to identify the optimal solvent or solvent mixture to
maximize the solubility of ibuprofen at 300 K. The problem includes nonconvex solid-
liquid equilibrium relations and stability functions. The second case study involves the
design of an optimal solvent or solvent mixtures for separating acetic acid from water in
a single-stage liquid-liquid extraction process. This challenging problem includes liquid-
liquid equilibrium relations that must hold for all known and unknown components in
the process, increasing the complexity of the models. In both case studies, the problem
of finding an optimal solvent mixture with a fixed number of components (the restricted
problem) was first formulated using 1, 2 or 3 solvents; then mixtures with up to three
solvents were designed without specifying the number of components a priori (the general
problem).
Optimal solutions were obtained for all problem instances using DICOPT, a local
MINLP algorithm. In both case studies, the general formulations verified the results ob-
tained in the restricted problems, where the best performance was achieved with binary
mixtures. The results showed that the proposed formulations offer a promising approach
to mixture design, as the simultaneous design of the optimal number, identity and com-
positions of the components that participate in a mixture, can be achieved. The two
different relaxation techniques (BM and HR) were applied successfully to convert the
GDP formulations of the mixture problems into MINLP models and were found to lead
to computationally efficient solutions, compared to enumerating the number of solvents
in the mixture. Thus, on the basis of the runs performed, the solution of the general
problem appears to be more advantageous than the repeated solution of the restricted
problem, even when choosing up to 3 components only. Furthermore, the HR formula-
tions of both case studies yielded more efficient solutions than the BM models in terms of
computational cost. However, for the size and type of problems considered here, no sys-
tematic trend in the relative computational performance of the BM and HR approaches
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could be observed.
The work conducted in this chapter shows that the development of improved solution
techniques is an important area of research. Efforts need to be directed at tackling
problems with larger number of components and at achieving convergence to the global
solution in order to carry out a comprehensive comparison of the proposed formulations.
This, however, is beyond the scope of the thesis.. In addition, the formulation of the
design problems could be extended to the design of molecules from the basic building
blocks (UNIFAC groups) so that the preselection of promising molecules to include in the
list of candidates can be avoided. The case studies explored here involved restricted design
spaces in terms of molecular diversity, where the optimal components were selected from
relatively small lists of solvents (i.e., lists of 9 and 8 solvents were used in case studies 1
and 2, respectively). In the next chapter, the formulation of the general mixture problem
with molecules being designed from a large set of atom groups, is investigated.
Chapter 5
The formulation of optimal
mixtures with generalized
disjunctive programming: Design
components from atom groups
5.1 Introduction
M
ixture design approaches developed to date have made a significant contri-
bution in the area of molecular, mixture and product design. However,
formulating a general mixture problem without restricting the design space
has proved challenging and thus, many approaches have focused on addressing specific
challenges of the problems which have led to suboptimal solutions of simplified design
formulations. Simpler reduced versions of the general CAMbD problem usually consider
formulations with fixed number of mixture ingredients, where the identity of a compound
(or in some cases, of all compounds) that can participate in a mixture is chosen from a
given set of candidate molecules. The design space of such problems may be restricted
due to the use of small lists of conventional molecules in several applications. The two
case studies presented in Chapters 3 and 4, for example, included relatively small lists of
solvents, and thus, better performance may not be achieved if optimal molecular struc-
tures are excluded from the design space. Efforts have been made to design the optimal
compounds and avoid the use of fixed sets. In some cases where binary mixtures are
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determined, one of the mixture ingredients is usually defined a priori, and only the de-
sign of the second compound is considered [Karunanithi et al., 2006]. The simultaneous
design of all compounds using predictive methods, such as UNIFAC [Fredenslund et al.,
1975] or COSMO [Klamt and Schu¨u¨rmann, 1993], is considered only in a few studies,
such as the work of Austin et al. [2017, 2016b], Buxton et al. [1999] and Papadopoulos
et al. [2013]. These studies however, also refer to problems where the number of mixture
ingredients is fixed to two and the design of binary mixtures is investigated.
To address the above limitations, we have created a comprehensive approach to mix-
ture and product design by finding at the same time the optimal number of ingredients,
their proportions, which specific molecules should be used, and what atom groups are
required. Following the design framework presented in Chapter 3, a general CAMbD
methodology for the design of mixtures based on generalized disjunctive programming
is presented. Within this approach, the number, identity and compositions of mixture
ingredients are determined simultaneously and the desired molecules are designed from a
set of UNIFAC groups (building blocks). Thus the selection of promising molecules from
a restricted predefined list is avoided, making it possible to consider large design spaces
with a broad variety of molecules and mixtures. The main discrete choices included in
the general mixture problem (i.e., the number of mixture ingredients and the identities of
groups and molecules) are formulated via Boolean variables and the relevant disjunctions
are converted into mixed integer form using the big-M approach.
The design methodology is demonstrated through three well-studied problems, where
the design of solvent and antisolvent mixtures for separation processes, including crystal-
lization (case study 1) and liquid extraction (case study 2), is presented. In case study
1, the design of optimal solvents and solvent mixtures that maximise the solubility of
ibuprofen in cooling crystallization (case study 1a), is first presented. Next, the design
of anti-solvents and anti-solvent mixtures that minimise the solubility of the drug in
drowning out crystallization (case study 1b), is investigated. In the second case study,
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optimal solvents and solvent mixtures are determined to separate acetic acid from wa-
ter in a single stage liquid extraction process. After solving the resulting mixed-integer
formulations, integer cuts are included in the general MINLP models leading to a list
of optimal molecules and mixtures for each problem. The above mixture problems have
been explored through different approaches in the literature that involved the design of
binary solvent mixtures, and they were also studied in Chapters 3 and 4 for identify-
ing optimal mixtures from given lists of candidate solvents. Thus, they are considered
suitable examples to address the limitations of existing approaches to mixture design
(e.g., only binary mixtures investigated) and to compare the performance of the designed
solvent mixtures to the optimal ones obtained in previous chapters.
This chapter is organised as follows: In Section 5.2, the GDP and MINLP formulations
of the generalized mixture design problem are presented. In Sections 5.3 and 5.4, the
proposed approach is applied to two case studies, where solvents and solvent mixtures are
designed for separation processes. Finally, Section 5.5 summarises the main conclusions
of this work.
The author notes that the work presented in this chapter has been conducted in col-
laboration with Miss Aparana Gupta, an undergraduate student from IIT Delhi, during
her 2 months internship at Imperial College London. A journal paper presenting the
proposed methodology and its application on the case studies is in preparation.
5.2 The generalized mixture design problem
The general formulation of mixture design problems which integrates GDP into a CAMbD
framework is described in this section. A brief overview of the GDP formulations where
the molecules are designed from a set of atom groups is first presented, followed by the
MINLP model of the GDP problem via the big-M approach.
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5.2.1 Problem definition
The mixture problem is constructed in a systematic way and is presented here in the
context of the formulation of a generalized model, where any number of components is
designed up to a user-defined maximum value and the molecules are designed based on
a list of atom groups subject to structural, pure component and mixture property con-
straints. The main design variables are the number of the components that participate in
the mixture, their identities (which specific groups are required) and their compositions.
The following index sets are defined in order to derive the problem formulations: The
set I = {1, ..., Nc} represents the number of components in the mixture, with Nc being
the total number of components. The final mixture consists of known fixed molecules
that must be present in the mixture and of unknown components that are to be de-
signed from atom groups. The number of fixed components in the mixture is defined
as N ′, whereas the maximum number of components to be designed as Nmax, which
is also given by the set N = {1, ..., Nmax}. The chemical identity of each molecule
(fixed and unknown) is defined using functional groups (building blocks such as CH3,
COOH) that can be used in the calculation of relevant physical properties. The groups
are represented by the set G = {1, ..., NG}, where NG is the total number of groups.
The compounds to be designed can be branched or straight chain molecules (represented
by groups g ∈ G), aromatic molecules or single group molecules. The aromatic and
molecular groups included in the set G are represented by the sets GAr = {1, ..., NGAr}
and G1 = {1, ..., Ng1}, respectively, with GAr, G1 ⊂ G. The design groups are further
classified into main, functional, chain-ending and non-chain-ending groups, and are rep-
resented by the subsets GM , GF , GCE , GNCE ⊂ G, respectively. The type of molecular
structures designed from functional groups g is represented by the set TM = {a,m, b},
where a = acyclic, m = monocyclic and b = bicyclic. When a monocyclic molecular
structure is designed, side chains are possible to appear if branched aromatic groups are
included in the designed component. The set of branched aromatic groups considered
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here is given by GBr = {aC, aCCH, aCCH2} (GBr ⊂ G). Finally, K = {1, ..., Nk} is a
set used to define how many groups of a given type appear in a designed molecule. A
large set of groups used for the design of solvents for chemical reactions in Struebing
et al. [2017] is employed in this work and it is included in Table D.1 in Appendix D for
completeness.
5.2.2 GDP formulation of the CAMbD problem
A general GDP formulation for mixture design where the number, identity and com-
positions of mixture ingredients are optimised simultaneously, with components that
participate in the mixture being selected from a predefined list, has been presented in
Chapter 3. Following the previous derivation, the GDP model of the general mixture









hfi,g(x, yˆ) ≤ 0













xLi ≤ xi ≤ xUi , i = N ′ + 1, ..., N ′ + n
xi = 0 , i = N
′ + n+ 1, ..., Nc
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Ω(Y, Y˜ , yˆ) = True
x ∈ [xL, xU ] ⊂ Rm
Yi,g ∈ {False,True}, i = N ′ + 1, ..., Nc, g ∈ G
Y˜n ∈ {False,True}, n = 1, ..., Nmax
yˆ ∈ {0, 1}q (G-GDP)
where f is the objective function to be optimised and is a function of continuous variables
represented by the m-dimensional vector x. The set of inequalities r(x) ≤ 0 represents
general constraints that must hold regardless of the discrete choices. The functions in-
cluded inside the disjunctions are vectors of linear/nonlinear conditional constraints that
depend on the discrete decisions, as represented by Boolean variables. Two different
sets of disjunctions are included in this formulation. The first set involves disjunctions
for designing each component from a set of functional groups, G, and the identity of
a group g in a designed component i in the mixture is determined through a Boolean
variable Yi,g (a group g is present in a component i if Yi,g is True and it is not if Yi,g
is False). The identity of a group g in a designed component i is represented through





least one group g ∈ G is present in the first designed component i ∈ I. The condi-
tional constraints included in the first set of disjunctions consists of chemical feasibility
constraints, represented by the vector hfi,g(x, yˆ) ≤ 0; chemical complexity constraints,
given by hci,g(x, yˆ) ≤ 0; design constraints, given by hdi,g(x) ≤ 0; and pure component
or mixture property constraints, represented by hi,g(x) ≤ 0. The binary variables yˆ
included in chemical feasibility and chemical complexity constraints are related to the
type of molecular structures (acyclic, monocyclic, bicyclic) and the design of branched
aromatic molecules, as will be described in the next paragraphs. These constraints could
also be formulated as embedded (inner) disjunctions [Grossmann and Trespalacios, 2013]
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determined by Boolean variable Yˆ and included within the disjunctions for the design
of mixture ingredients from groups. This disjunctive representation, often seen in super-
structures of PSE problems [Caballero et al., 2006, Grossmann and Trespalacios, 2013,
Yeomans and Grossmann, 1999], is avoided here by incorporating directly binary vari-
ables into the equations to formulate the discrete decisions.
The chemical feasibility constraints
(
hfi,g(x, yˆ) ≤ 0
)
are derived to ensure that only
chemically-meaningful molecules are designed. Such constraints include equations for
the design of cyclic, acyclic, aromatic and single group molecules, the octet rule and the
modified bonding rule [Odele and Macchietto, 1993]. Thus, the following equation allows
only the design of acyclic, monocyclic or bicyclic molecules:
∑
t∈TM
yˆi,t = 1, i ∈ I (5.1)
where the binary variable yˆi,t is used to define the molecular structure being designed,
with yˆi,a = 1 indicating the design of an acyclic molecule, yˆi,m = 1 the design of a
monocyclic molecule and yˆi,b=1 the design of a bicyclic molecule. Only the design of
aromatic compounds is considered in this work and thus the following constraint is derived
to ensure that exactly six aromatic groups used to create a monocyclic molecule and ten
aromatic groups construct a bicyclic molecule:
∑
g∈GAr
n′i,g − 6yˆi,m − 10yˆi,b = 0, i ∈ I (5.2)
where n′i,g is the number of a group g that appears in the component i, which should take
only integer values. Thus, the variable n′i,g is converted into a pseudo-integer variable as




2k−1yˆi,g,k, i ∈ I; g ∈ G (5.3)
where the binary variable yˆi,g,k defines the occurrence of group g in a designed molecule
i and the maximum number of a group g to appear in a designed molecule i is given by a
user-specified value of K. If the value of K, for example, is chosen to be 3 (k = {1, 2, 3}),
then the maximum number of a group g in a molecule can be 7. The binary variable
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yˆi,g,k is related to the binary variable yi,g, which determines the presence of a group in a




yˆi,g,k and yˆi,g,k ≤ yi,g, i ∈ I; g ∈ G; k ∈ K (5.4)
The following octet rule was proposed by Odele and Macchietto [1993] to ensure that the
designed molecule does not have any free bonds:
∑
g∈G
(2− vg)n′i,g − 2mi = 0, i ∈ I (5.5)
where vg is the valency of a group g and its values are given in Table D.3 in Appendix D.
mi is a continuous variable, the values of which are determined by the design of acyclic and
cyclic (monocyclic - bicyclic) molecules, using the relation mi = yˆi,a − yˆi,b, i ∈ I. Thus,
mi takes the value of 1 if an acyclic compound is designed, 0 if a monocyclic compound
is designed and −1 if a bicyclic compound is designed. It should be noted that Equation
5.5 does not prevent a single molecular group (g ∈ G1) to appear alongside a combination
of groups forming a chemically-feasible molecule since the valency of molecular groups is
zero and thus the octet rule is satisfied. In order to avoid the design of such molecules,
Struebing et al. [2017] employed the following constraints to ensure that no other groups
are included in the design when a molecular group is selected:
∑
g∈G1










n′maxi,g , i ∈ I (5.7)
where n′maxi,g is the maximum number of a group g that appears in each designed com-
ponent. The design of molecular groups is also considered in the following modified
bonding rule proposed by Struebing et al. [2017], based on the bonding rule of Odele and
Macchietto [1993]:






n′i,g ≤ 0, i ∈ I ; g ∈ G (5.8)
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Equation 5.8 ensures that adjacent groups are connected by a single molecular bond




hci,g (x, yˆ) ≤ 0
)
are derived to determine the size
and functionality of the designed molecules. The size of each designed component is
determined by setting a lower and an upper bound on the number of groups that appear




n′i,g ≤ n′maxi , i ∈ I (5.9)
where n′mini and n
′max
i are the minimum and maximum number of groups, respectively,
in each designed component i. In addition, the number of each group type is constrained
by a tighter upper bound as shown in the following general form:
n′i,g ≤ fˆi,g(yˆi,t), i ∈ I ; g ∈ G ; t ∈ TM (5.10)
where fˆi,g(yˆi,t) are linear functions that represent the upper limits derived from the
structures in which each group can participate, i.e., occurrences of a specific group in
acyclic, monocyclic and bicyclic molecules. The linear functions fi,g(yˆi,t) are presented
in Table D.4 in Appendix D. Further restrictions are imposed on the main (GM ) and





n′Ui,g,t yˆi,t, i ∈ I ; g ∈ GM (5.11)






≤ yˆi,a + yˆi,m, i ∈ I (5.12)
where n′Ui,g denotes the upper limits on the number of functional groups in a designed
molecule. The values of n′Ui,g are presented in Table D.5 (Appendix D). Equation 5.12
ensures that acyclic and monocyclic designed components consists of only a limited num-
ber of functional groups, whereas such groups do not appear in bicyclic molecules. The
Chapter 5. The formulation of optimal mixtures with generalized disjunctive
programming: Design components from atom groups 100
stability and functionality of the designed compounds is also ensured by allowing at most
one carbon-carbon double bond group g (g ∈ GDb) in the molecule, as shown below:
∑
g∈GDb
n′i,g ≤ 1, i ∈ I (5.13)
GDb = {CH2 = CH,CH = CH,CH2 = C,CH = C,C = C}
The design of branched molecules is also considered in this work. In case of cyclic
molecules, the design of branched components requires the presence of an aromatic group
g ∈ GBr = {aC, aCCH, aCCH2} that links the aromatic ring with a side chain. The
presence of each branching aromatic group g in the designed component i is denoted
with a binary variable yˆi,g (i ∈ I; g ∈ GBr), which is used to constrain the number of
the branching groups in the designed molecule as follows [Folic´ et al., 2008]:
yˆi,g − n′i,g ≤ 0, i ∈ I; g ∈ GBr (5.14)
Thus, if a branched monocyclic or bicyclic compound is designed (i.e., yˆi,g = 1), the
number of branching aromatic groups, n′i,g, takes a positive value, otherwise it becomes
zero. In the specific case of branched monocyclic components, another binary variable,
yˆi,m,aC, is introduced to define whether an aC group is present in the designed molecule.
yˆi,m,aC takes the value of 1 if a monocyclic compound is designed (i.e., yˆi,m = 1) and an
aC group is included in the set of groups that make up the molecule (i.e., yˆi,aC = 1). By
denoting Pˆi,m ≡ yˆi,m, Pˆi,aC ≡ yˆi,aC and Pˆi,m,aC ≡ yˆi,m,aC, the relation of the three binary
variables could be expressed in a logic form as shown below:(
Pˆi,m ∧ Pˆi,aC
)
⇒ Pˆi,m,aC, i ∈ I (5.15)
The equivalent algebraic form of the above logic relation is:
yˆi,m + yˆi,aC − yˆi,m,aC ≤ 1, i ∈ I (5.16)
or similarly:
2yˆi,m,aC ≤ yˆi,m + yˆi,aC, i ∈ I (5.17)
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In order to reduce the complexity of the designed branched molecules, the following
constraints are derived to ensure that at most one side chain appears in a monocyclic
compound (i.e., at most one aromatic group g ∈ GBr participate in the molecule), and
monocyclic and bicyclic components consist of at most one and two aC groups, respec-
tively:
yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2 ≤ 1, i ∈ I (5.18)
2yˆi,b + yˆi,m,aC − n′i,aC = 0, i ∈ I (5.19)
The groups that appear in side chains are classified into chain-ending, GCE , and non-
chain-ending groups, GNCE . A chain-ending group can be connected to a non-chain-
ending group or attached directly to the aromatic backbone of the designed cyclic molecule.
Both chain-ending and non-chain-ending groups can be connected to the same aromatic
group aCCH, leading to the design of a more complex molecule with two branches. The
complexity of such compounds is reduced by enforcing one of the free bonds of aCCH to
be connected to CH3, as shown below:
yˆi,aCCH − n′i,CH3 ≤ 0, i ∈ I (5.20)
Further restrictions on the structure of the designed molecules are introduced by enforcing
chain-ending and non-chain-ending groups to appear three times in an acyclic compound
and once in an aromatic one, as shown in Equations 5.21 and 5.22, respectively:
∑
g∈GCE
n′i,g ≤ 3yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2 , i ∈ I (5.21)
∑
g∈GNCE
n′i,g ≤ 3yˆi,a + yˆi,m,aC + yˆi,aCCH2 , i ∈ I (5.22)
Note that yˆi,aCCH does not appear in Equation 5.22 as relevant restrictions are imposed
on Equation 5.20. Chemical complexity constraints are user-specified restrictions on the
structure of the design molecules. They can be modified, reduced or increased based on
heuristics or preferences of the user.
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Design constraints (hdi,g(x) ≤ 0) can be derived based on physical properties or health
and safety performance of the candidate molecule/mixture. In solvent mixture design,
for example, the designed mixture ingredients must be in liquid phase, which is enforced
by constraining the normal melting (Tmelt,g) and boiling (Tboil,g) points of each solvent,
as shown in Equations 5.23 and 5.24, respectively. The melting and boiling points of the
designed components (left-hand-side of Equations 5.23, 5.24) are calculated based on the














, i ∈ I (5.24)
where Tmaxmelt,g and T
min
boil,g are user-defined maximum melting and minimum boiling tem-
peratures, respectively; 147.450 and 222.543 are reference values used in the GC method
of Marrero and Gani [2001]; Tmelt,g and Tboil,g are the contributions of each group g in
the melting and boiling points, respectively, and are presented in Table D.3 in Appendix
D.
Finally, the set of constraints represented by the vector hi,g(x) ≤ 0 consists of pure
component or mixture property constraints, such as the liquid phase activity coefficient
of each component in mixture (it participates in phase equilibrium relations, e.g., SLE,
LLE), which is evaluated using group contribution methods (e.g., UNIFAC). Some func-
tions of the group contribution models depend on the identity of the group and thus are
included in the disjunctions.
The second set of disjunctions involves conditional constraints that depend on the
number of mixture ingredients, n, and that are active when the corresponding Boolean
variable Y˜n is True. F˜n(x) ≤ 0 is a vector of all the linear/nonlinear constraints of the
system that depend on the number of components in the mixture. Common examples of
these functions include mixture property and/or process design constraints, such as phase
equilibrium relations (e.g., SLE, LLE), stability functions (e.g., miscibility equation to
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ensure that the designed solvent mixture is in a single liquid phase at given temperature
and pressure), mass/mole balances of a process unit, etc., which are described in the case
studies presented in the following sections. The mole fraction, xi, of a component i in
the final mixture is set to be greater than a user-defined value xLi if the component is
present in the mixture and zero otherwise. Exactly one disjunction (i.e., exclusive OR





, i.e., exactly n (n = 1, ..., Nmax) mixture ingredients are
designed when Y˜n is True.
The logic conditions, Ω(Y, Y˜ , yˆ) = True, are in the form of propositional logic involv-
ing Boolean and auxiliary variables, and express the relationships between the disjunctive
sets. A set of logic relations included in this model are derived to avoid degeneracy of
the solutions by ensuring that no identical components are designed in the mixture. Ad-
ditional logic propositions are required to relate the Boolean variables for the number of
designed components in the mixture, Y˜n, n = 1, ..., Nmax to the Boolean variables for the
identity of each group g in a designed molecule i, Yi,g, i = N
′ + 1, ..., Nc, g = 1, .., Ng.
Similar relations are derived to relate the Boolean variables Y˜n to the discrete variables yˆ
that define specific structures of the designed molecules. All logic relations can be trans-
lated into linear algebraic equations by replacing the Boolean variables Yi,g and Y˜n with
the binary variables yi,g and y˜n, respectively and applying Boolean algebra rules [Raman
and Grossmann, 1991, Williams, 1985]. All the logic propositions and their equivalent
algebraic equations are summarized in Table 5.1. A more detailed description of deriving
logic relations for GDP mixture models and how they are converted into linear algebraic
inequalities is given in Chapter 3.
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Table 5.1: Logic propositions and algebraic constraints for the generalized mixture design
problem










|yi,g − yi′,g| ≥ 1
i = N ′ + 1, ..., Nc − 1; i′ = i+ 1, ..., Nc i = N ′ + 1, ..., Nc − 1; i′ = i+ 1, ..., Nc





































, i = N ′ + 1, ..., Nc y˜Nmax ≤
∑
g∈G
yi,g, i = N
′ + 1, ..., Nc
Relations between Y˜n and yˆ
Let Pˆi,t ≡ (yˆi,t = 1)
and Pˆi,g ≡ (yˆi,g = 1)
i = N ′ + 2, ..., Nc; g ∈ G; t ∈ TM
¬Y˜1 ∨ ¬Pˆi,t, i = N ′ + 2, ..., Nc; t ∈ TM y˜1 + yˆi,t ≤ 1, i = N ′ + 2, ..., Nc; t ∈ TM
¬Y˜1 ∨ ¬Pˆi,g, i = N ′ + 2, ..., Nc; g ∈ G y˜1 + yˆi,g ≤ 1, i = N ′ + 2, ..., Nc; g ∈ G
¬Y˜2 ∨ ¬Pˆi,t, i = N ′ + 3, ..., Nc; t ∈ TM y˜2 + yˆi,t ≤ 1, i = N ′ + 3, ..., Nc; t ∈ TM
¬Y˜2 ∨ ¬Pˆi,g, i = N ′ + 3, ..., Nc; g ∈ G y˜2 + yˆi,g ≤ 1, i = N ′ + 3, ..., Nc; g ∈ G
...
...
¬Y˜Nmax−1 ∨ ¬PˆN ′+Nmax,t, t ∈ TM y˜Nmax−1 + yˆN ′+Nmax,t ≤ 1, t ∈ TM
¬Y˜Nmax−1 ∨ ¬PˆN ′+Nmax,g, g ∈ G y˜Nmax−1 + yˆN ′+Nmax,g ≤ 1, g ∈ G
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5.2.3 Reformulation of Problem (G-GDP) as an MINLP via Big-M
approach
The general GDP mixture problem (G-GDP) is converted into mixed integer form using




s.t. r(x) ≤ 0
hfi,g(x, yˆ) ≤Mhfi,g(1− yi,g), g = 1, ..., Ng, i = N
′ + 1, ..., Nc
hci,g(x, yˆ) ≤Mhci,g(1− yi,g), g = 1, ..., Ng, i = N ′ + 1, ..., Nc
hdi,g(x) ≤Mhdi,g(1− yi,g), g = 1, ..., Ng, i = N
′ + 1, ..., Nc
hi,g(x) ≤Mhi,g(1− yi,g), g = 1, ..., Ng, i = N ′ + 1, ..., Nc
F˜n(x) ≤MF˜n(1− y˜n), n = 1, ..., Nmax
xLi y˜n ≤ xi ≤ xUi y˜n, n = 1, ..., Nmax, i = N ′ + 2, ..., Nc
xN ′+1 ≥ xLN ′+1
Ng∑
g=1




Ay +By˜ + Cyˆ ≤ d
x ∈ [xL, xU ] ⊂ Rm
yi,g ∈ {0, 1}, i = N ′ + 1, ..., Nc, g ∈ G
y˜n ∈ {0, 1}, n = 1, ..., Nmax
yˆ ∈ {0, 1}q (G-BM)
Large valid upper bounds are derived for the big-M parameters (M
hfi,g
, Mhci,g , Mhdi,g
,
Mhi,g and MF˜n) such that when the binary variables yi,g and y˜n are zero the constraints
are always satisfied. It is suggested that the big-M parameters of nonlinear functions
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are relaxed rather than exact bounds, to avoid numerical difficulties arising from tight
bounds and machine precision. Equality conditional constraints can be converted in to
mixed integer form either as equalities (h(x) = 0) or as two inequalities with opposite
signs (±h(x) ≤ 0), without loss of generality.
5.2.4 List of optimal solutions
The main objectives of computer-aided molecular and mixture/blend design is to iden-
tify promising molecules, mixtures or blends for various applications. When designing
molecules from atom groups, the optimal structure generated from the CAMbD model
for a specific process or product could be a new compound that is difficult to synthesise
or an existing but expensive compound. Thus, the second or even third optimal solu-
tion with different molecular structures may be required. Working towards generating a
list of optimal solutions, integer cuts [Balas and Jeroslow, 1972, Duran and Grossmann,
1986] can be incorporated into the MINLP model in order to exclude an existing solution







∣∣∣Bkˆ∣∣∣− 1, kˆ = 1, ..., Kˆ (5.25)
where Bkˆ represents the set of j’s for which yj = 1 and N
kˆ is the set of j’s for which
yj = 0 at iteration kˆ. Here, a list of optimal molecules and/or mixtures is obtained






∣∣∣n′i,g − n′soli,g,l∣∣∣ ≥ 1, l = 1, ..., Nl (5.26)
where n′soli,g,l is the optimal number of group of type g in molecule i generated in previous
solutions l = 1, ..., Nl. The advantage of including integer cuts in the general mixture
problem is that it helps to obtain a list of diverse solutions which can be different molec-
ular structures, or mixtures with different number and/or identities of components.
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5.3 Case Study 1: Solvent mixture design for the crystal-
lization process of Ibuprofen
Crystallization is a key separation and purification unit in the manufacturing process of
many pharmaceuticals (intermediates and/or final API products) as it offers high purity
and recovery of chemicals, while maintaining low energy consumption and low environ-
mental impact [Crafts, 2007]. The design or selection of suitable solvents and solvent
mixtures for crystallization are essential for improving the performance and economics of
the process. Solubility is considered as one of the key properties of the process and it is
used as a main criterion for selecting [Frank et al., 1999] or designing [Austin et al., 2016b,
Karunanithi et al., 2006] solvents and solvent mixtures for both cooling and drowning
out crystallization. Frank et al. [1999] reviewed several methods based on solubility to
screen solvents from a database for crystallization of organic solids.
The design and selection of suitable solvents or solvent mixtures based on solubility
for the crystallization of ibuprofen (a common anti-inflammatory drug), is a well-studied
problem in the literature. Karunanithi et al. [2006] and Austin et al. [2016b] have inves-
tigated the design of appropriate solvents and binary solvent mixtures for the crystalliza-
tion of the drug, based on solubility, considering also other factors such as inflammability,
viscosity and toxicity of the solvent and its effect on crystal morphology. In Chapter 3,
the determination of multicomponent mixtures for maximizing the solubility of ibupro-
fen, with optimal solvents being selected from a predefined set of candidate compounds,
has been addressed. In this chapter, optimal solvents and solvent mixtures with fixed
and unknown number of mixture ingredients are designed for cooling and drowning out
crystallization of ibuprofen, as described in Sections 5.3.1 and 5.3.3, respectively. The
molecules are designed from atom groups (UNIFAC groups) and the solubility of the
drug is considered to be the main criterion for design.
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5.3.1 Case study 1a: Cooling crystallization
Cooling crystallization is one of the most common separation modes used in industry,
where super saturation of a liquid is achieved in a cooling process. The solubility of
the solute in a solvent or solvent mixture changes with change in temperature resulting
in precipitation of the solute [Karunanithi and Achenie, 2007]. In particular, the solid
compound of interest dissolves in a solvent mixture at high temperature and it is then
recovered as pure solid from the mixed solution after decreasing the temperature below
a certain level, where the solute is much less soluble and crystallizes out of the solution.
The selection/design of suitable solvents affects process efficiency and good solvents that
yield high solubility of the solid compound are usually required, so that the solid is
dissolved without increasing the temperature at high values. This may not be achieved if
small design spaces are considered by selecting conventional compounds from restricted
databases, which may lead to suboptimal solutions. The proposed general approach
considers the design of molecules from a large set of atom groups (UNIFAC groups)
which can generate a massive space of molecules and mixtures.
We apply the mixture design methodology to the design of solvents and solvent mix-
tures that maximise the solubility of ibuprofen, xibu (i.e., the mole fraction of ibuprofen
in the mixture), at ambient conditions. A full description of the problem was given in
Chapter 3 and here we present a brief summary of the main features of the case study.
Ibuprofen is represented through the atom groups 3CH3, CH, 4aCH, aCCH2, aCCH,
COOH and its solubility in the solvent mixture at temperature T=300 K and pressure
P=1 atm is calculated by the solubility function [Gmehling et al., 1978, Sandler, 1999],
given as Eq. (3.12). The normal melting point, Tm, and enthalpy of fusion, ∆Hfus, of
ibuprofen are taken to be 347.15 K and 25.5 kJ/mol, respectively [Gracin et al., 2002].
In order to ensure that a wide range of liquid solvents is designed, the maximum melt-
ing temperature, Tmaxmelt,g, and the minimum boiling temperature, T
min
boil,g, included in Eqs.
(5.23) and (5.24) are set to 317 K and 292 K, respectively.
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The miscibility constraint for every binary pair of solvent molecules [Gani et al.,
1991], presented in Eq. (3.14), is employed in order to ensure that the solvent are
mutually miscible in the proportions and at the temperature relevant to the mixture and
that the final mixture is in one liquid phase. The liquid phase activity coefficients of
ibuprofen, γibu, (included in Eq. (3.12)) and of each designed solvent, γ
i,j
i , in a binary
solvent mixture of i and j (included in Eq. (3.14)), are estimated using the UNIFAC
[Fredenslund et al., 1975] group contribution method. The UNIFAC model proposed by
Smith et al. [2001], which is presented in a form convenient for programming, is employed
in this work and it is given in Appendix A.1.
Problem formulations
In order to compare the proposed generalized methodology with the standard (restricted)
CAMbD problem, we first apply a simplified version of the model to the case study, where
the number of solvents in the mixture is fixed. Next, the generalized model is solved,
with all the decision variables (number, identity and composition of mixture ingredients)
being optimised simultaneously. Hence, two formulations are considered: a simplified
restricted problem, where we design mixtures with one, two or three solvents (N=1 ,2,
3); the general problem, where the number of components in the mixture is bounded by a
maximum number and we design up to three solvents (Nmax=3). The total components
in the mixture, represented by the set I = {ibu, c1, c2, c3}, include ibuprofen (ibu), i.e.,
the fixed component in the mixture, and the designed solvent components (c1, c2, c3).
The solvent molecules are designed from a set of 49 atom groups (G = {1, ..., 49}), pre-
sented in Table D.1 in Appendix D, and each molecule i consists of at most 7 groups
(n′maxi = 7). The objective here is to maximize the solubility of ibuprofen and thus,
the objective function, f(x), include the mole fraction of ibuprofen, xibu in the solvent
mixture. General constraints consists of the solubility function (Eq. (3.12)) and some
equations of the UNIFAC model to predict the liquid phase activity coefficient of ibupro-
fen, as they are expressed in terms of ibuprofen only (i.e., do not depend on the identity
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or number of the designed solvent molecules) and thus they do not depend on the logic
decisions. Conditional constraints that depend on the identity of groups in each molecule
and/or number of solvents in the mixture are included in the appropriate disjunctions,
as described in the next paragraph.
In the restricted problem, Y˜n is no longer a decision variable and thus the formulation
consists only of disjunctions for assigning groups g to components i in the mixture, which
include the chemical feasibility, chemical complexity and design constraints (Eq. (5.1)
- (5.24)), described in section 5.2.2, as well as mixture property constraints, such as
stability function (Eq. (3.14)) and equations of the UNIFAC model (e.g., the molecular
van der Waals volume, ri, and molecular surface area, qi, of designed component i) to
predict the activity coefficient of each solvent component. The conditional constraints
can be converted into MINLP using the big-M approach as described in the previous
section. Here, however, a simper MINLP reformulation can be considered to facilitate
the solution of the problem. As shown in Eq. (5.3), the number, n′i,g, of each group
g ∈ G in a designed molecule i ∈ I is determined by using the binary variable yˆi,g,k
(i ∈ I, g ∈ G, k ∈ K), whereas the rest of the disjunctive equations are expressed in
terms of the pseudo-integer variable n′i,g and the binary variables yˆ. These relations
force the number of groups n′i,g and all the relevant variables that depend on the identity
of groups to become zero when an atom group is not present in the designed component
(e.g., n′i,g = 0 when yˆi,g,k = 0). Thus, the use of large big-M parameters which can
sometime lead to poor relaxations of the MINLP model is avoided in this simple case.
Furthermore, the use of the binary variable yˆi,g,k is sufficient to calculate the number of
groups in the molecule and hence the variable yi,g that represents the presence of a group
in a molecular structure can be eliminated, reducing the size of the MINLP problem.
The logic relations included in the restricted model are derived to eliminate degenerate
solutions so that the design of identical components is avoided (see Table 5.1).
The general problem consists of both disjunctions for the identity and number of
components, defined by the logic variables Yi,g and Y˜n, respectively, as described in the
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previous section. Conditional constraints included in the first set of disjunctions are
converted into mixed-integer form as described in the restricted problem. The second
set of disjunctions consists of all the linear and nonlinear constraints that depend on the
number of components in the mixture, such as Eqs. (5.1) - (5.24), the mole fraction, xi, of
each designed component in the mixture, miscibility constraint (3.14), as well as equations
of the UNIFAC model used to predict the activity coefficient of the designed solvent
molecules, and they are converted into mixed-integer form using the big-M approach.
Finally, all the logic relations and their equivalent algebraic form that construct the
general problem are presented in Table 5.1.
The resulting MINLP models of the restricted and the general problem can be found
on the link included in the data statement given below. As shown in the formulations, the
big-M parameter values are chosen to be relaxed bounds, so that numerical difficulties
arising from tight bounds are avoided.
Data statement: Data underlying the work presented in this chapter can be accessed
on Zenodo at https://zenodo.org/record/826597, and used under the Creative Com-
mons Attribution license.
Results and discussion
All models were implemented and solved in GAMS [GAMS Development Corporation,
2014] version 24.8.3 and they were run on a single core of a dual 6 core Intel Xeon
E5-1660 machine at 3.30 GHz. SBB [Bussieck and Drud, 2001], a local MINLP solver,
based on the implementation of the branch and bound method and some standard NLP
algorithms supported by GAMS, was used to solve all models of the restricted and general
problems. The size of each problem case, as well as the number of nodes explored when
solving the problems are presented in Table D.6 in Appendix D. The results of all models
are summarized in Table 5.2.
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Table 5.2: Optimal solubility of ibuprofen, xibu, obtained when solving the restricted and
general problems for cooling crystallization (case study 1). The lower bound of solvent
mole fractions in the mixture is set to xLi = 0.1, i ∈ {2, . . . , N + 1}
.
Problem xibu c1 xc1 c2 xc2 c3 xc3 CPU(s)
D1 (N = 1) 0.5183 DMSO 0.4817 0.11
D2 (N = 2) 0.5077 DMSO 0.3923 DMF 0.1000 8.77
D3 (N = 3) 0.4955 DMSO 0.3045 DMF 0.1000 5aCF 0.1000 343.84
aCCH2, CH3
D4 (N ≤ 3) 0.5183 DMSO 0.4817 36.53
In the restricted problem, where the design of mixtures with one, two and three
solvents is considered, a pure solvent, dimethyl sulfoxide (DMSO), yields the highest
solubility of ibuprofen, with a value of 0.5183. Its molecular structure is represented with
a single UNIFAC group (i.e., (CH3)2SO, as shown in Figure 5.1a). DMSO is a colorless
liquid with a low level of toxicity and it is miscible with many organic solvents and water
[Gaylord Chemical Company L. L. C., 2014a]. It is a commonly used polar solvent that
dissolves a wide range of organic materials, active pharmaceutical ingredients (API),
polymers and several inorganic salts. The solubility of ibuprofen in DMSO reported in
Gaylord Chemical database [Gaylord Chemical Company L. L. C., 2014b] is 376.2 g/100
g DMSO (i.e., xibu=0.5876) at 298 K, which is close to the solubility value found with
our models.
Dimethylformamide (DMF) and ethyl pentafluorobenzene (5ACF, aCCH2, CH3) are
determined as optimal solvent structures when binary and ternary mixtures are designed
to dissolve ibuprofen. The chemical structures of the optimal designed components are
presented in Figure 5.1. Mixtures with two and three components yield lower solubilities
than the pure solvent, with values of 0.5077 and 0.4955, respectively. The mole fractions
of the second (DMF) and third (ethyl pentafluorobenzene) solvents are at the user-
specified lower bound, which is set to be xLi = 0.1. Tight bounds are used for the minimum
mole fraction of solvents, so that the generation of molecules with very small unrealistic
compositions in the mixture is avoided. Furthermore, the performance of each mixture
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(a) Dimethyl sulfoxide (DMSO) (b) Dimethylformamide (DMF) (c) Ethyl pentafluorobenzene
Figure 5.1: Designed solvent molecular structures for cooling crystallization.
type (mixtures with one, two or three solvents) is markedly affected and the impact of
each solvent on the solubility of the drug can be clearly observed, if sufficient amount of
solvents is added in the mixture.
The general model (N unknown) involves designing an optimal mixture with at most
three solvents, and the results validate the optimal solutions obtained in the restricted
models, by confirming that the highest solubility is achieved with DMSO and the mole
fraction of ibuprofen is 0.5183.
The values of the computational time presented in Table 5.2 correspond to the runs
of the restricted and general models where the best solutions were found with SBB. In
problems D1 (N = 1), D2 (N = 2) and D3 (N = 3), the CPU time increases rapidly
with the number of components, because of the increased size and complexity of the
formulations. The general problem, D4 (N ≤ 3), requires significantly less computational
time than problem D3, where a ternary mixture is designed, and it appears to be more
effective than enumerating all options in the restricted problem (N = 1, 2, 3). The final
solutions achieved cannot be guaranteed to be global which means that the reported
computational times are affected by the starting points. However, similar initial guesses
are given to all models (e.g., same starting points are used in both D3 and D4 problems),
so that a comprehensive comparison of the problems can be curried out.
Attempts have been made to solve the problems to global optimality using BARON
version 17.1.2 [Tawarmalani and Sahinidis, 2005] and only the smallest in size problem
(D1), where the number of designed solvents is fixed to one, is solved globally in 35.61
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CPU seconds. The results verify the optimal solution obtained with the SBB MINLP
solver, i.e., the solubility with a value of 0.5183 is found with DMSO, as shown in Table
5.2. Convergence to global optimality was not reached in 60,000 CPU seconds when larger
more challenging problems for the design of binary and ternary mixtures were solved.
The solutions reported with SBB for problems D2, D3 and D4 were not identified with
the global solver.
The importance of designing mixtures from a large set of atom groups and not re-
stricting the design space is shown in this work. It is observed that better results can
be achieved when solvents are designed from groups instead of selecting them from pre-
defined lists. The solvent mixtures generated in this study yield higher solubility values
than the optimal solvent mixtures determined in Chapter 3, where the optimal compo-
nents (i.e., chloroform, methanol and ethanol) were selected from a given set of candidate
compounds. An increase of 55% on the solubility value is observed when ibuprofen is
dissolved in DMSO compared to its solubility in the optimal binary mixture of chloroform
and methanol found in Section 3.3.4.
5.3.2 Case study 1b: Drowning out crystallization
Drowning out crystallization is another common purification method used in the manu-
facture of several fine chemicals, such as pharmaceuticals and agrochemicals. It is based
on the addition of a poor solvent, often referred to as a drowning-out agent or anti-
solvent, to a solute/solvent mixture, which reduces the solubility of the solute in the
mixture and results in crystal formation.The main advantage of the process over cool-
ing or evaporative crystallization lies in its suitability to purify heat-sensitive chemicals
that cannot be separated by other crystallization techniques. Cooling crystallization, for
example, that relies on solubility oscillations over a range of different temperatures to
successfully separate compounds, may not be a feasible option to purify materials that
decompose or react with solvents at higher temperatures. Furthermore, drowning out
crystallization can be applied to improve the yield of chemicals that are characterized by
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relatively small changes in solubility over a practical range of temperatures due to their
weak temperature dependence [Berry et al., 1997].
The use of appropriate solvent/antisolvent mixtures in drowning out crystallization is
an important decision which affects the success of the process. Water and some organic
solvents (e.g., acetonitrile) are usually employed as anti-solvents based on knowledge-
based methods and database searches. Like in cooling crystallization, solubility is one
of the key features of the process and it is considered as one of the main criteria for
designing or selecting suitable drowning-out agents [Frank et al., 1999]. Only a limited
number of modeling approaches have addressed the problem of choosing or designing
suitable solvents and antisolvents for drowning out crystallization.
Frank et al. [1999] presented a procedure to screen and select candidate solvents
that dissolve organic solids, based on the use of existing methods for estimating the
solubility of the solids (e.g., UNIFAC, Robbins chart, Hansen solubility parameters, etc.).
Karunanithi et al. [2006] and Austin et al. [2016b] studied the design of optimal solvent-
antisolvents that result in maximum potential recovery for drowning out crystallization of
ibuprofen. The existing design methodologies have only addressed the design of binary
mixtures that consist of a solvent and an antisolvent (i.e., one optimal antisolvent is
added to a solvent solution). The design of antisolvent mixtures has not been considered
so far.
In this work, the design of antisolvents and antisolvent mixtures for minimising the
solubility of ibuprofen at 300 K and 1 atm is addressed. The solute should be highly
soluble in the solvent and its solubility should decrease greatly when a pure anti-solvent





where xibu is the mole fraction of ibuprofen in the solvent-antisolvent mixture and it
is calculated using the solid-liquid equilibrium relation which depends on the enthalpy
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of fusion and melting temperature of the solid and its liquid-phase activity coefficient,
as presented in Eq. (3.12). The activity coefficient is evaluated using the UNIFAC
[Fredenslund et al., 1975] group contribution model given in Appendix A.
The miscibility of the solvent and antisolvent molecules needs to be examined in
order to ensure that the final mixture is in one liquid phase at the process conditions.
The miscibility constraint for every binary pair of compounds presented in Eq (3.14) is
employed in this case study to ensure that each binary pair of molecules is miscible for
the relative composition, temperature and pressure.
The design specifications and process conditions included in cooling crystallization
of ibuprofen are also used in this study and the relevant information is given in Section
5.3.1.
Problem formulations
The optimal solvent structure that participates in the solvent-antisolvent mixture is de-
fined based on the findings of the previous study, where optimal solvents and solvent
mixtures are designed to maximise the solubility of ibuprofen for cooling crystallization
at ambient conditions. As shown in Section 5.3.1, DMSO appears to be the optimal
solvent that yields the highest solubility of ibuprofen, with a value of 0.5183. Thus,
the identity of the solvent component in the mixture is set to be DMSO, with a mole
fraction value of 0.482. For practical purposes, an upper limit of two moles is set on
the total amount of moles in the mixture (Ntotal=2 moles), so that reasonable amount
of antisolvent(s) is added in the mixture and extremely low solubility values that may
create numerical difficulties are avoided.
A more general formulation of the problem, where the solvent component is not fixed
but designed from groups, could also be considered. However, this approach would lead
to more complex formulations, where the solubility of ibuprofen in the solvent and in the
solvent-antisolvent mixture needs to be evaluated. The increased size and combinatorial
part of the model would make the solution of the problem quite challenging. Here, we
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exploit the promising results obtained in cooling crystallization and focus on the design of
optimal antisolvents and antisolvent mixtures that lead to crystal formation of ibuprofen.
Following the derivation strategy discussed in the previous example problem, the ap-
plication of the proposed methodology to the design of antisolvent mixtures considers
two problem formulations: (i) a restricted problem, where the number of solvent and an-
tisolvent components is fixed; the generalized problem, where the number of components
in the mixture is not fixed but bounded by a maximum Nmax. In the restricted problem,
mixtures with one solvent (DMSO) and one or two antisolvents are designed (i.e., N=2,
3), whereas the general problem involves the design of mixtures with one solvent (DMSO)
and at most two antisolvents (Nmax ≤3). The total components in the mixture include
ibuprofen (ibu), the fixed solvent component (c1 ≡ DMSO) and the designed antisolvents
(c2, c3). The antisolvent molecules are designed from a set of 49 atom groups, presented
in Table D.1 in Appendix D.
The restricted problem consists of disjunctions for assigning a group g from the given
set to a designed component i in the mixture and the relevant conditional constraints are
active if the corresponding Boolean variable Yi,g is true. The general problem involves
disjunctions for the identity and the number of components in the mixture, which are
defined by the Boolean variables Yi,g and Y˜n, respectively. A detailed description of
the GDP restricted and general problems is given in Section 5.3.1 where the problem
formulations for cooling crystallization of ibuprofen are presented. It should be noted
that the disjunctive constraints that depend on the identity of solvent component (c1)
are expressed in terms of DMSO and thus, they are treated as general constraints.
The GDP formulations are converted into mixed integer form using the big-M ap-
proach and the big-M parameter values are set to relaxed bounds. The MINLP models
of both problems can be accessed through the link provided in the data statement given
in Section 5.3.1.
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Results and discussion
All models were implemented and solved in GAMS [GAMS Development Corporation,
2014] version 24.8.3 and they were run on a single core of a dual 6 core Intel Xeon E5-
1660 machine at 3.30GHz. Optimal solutions presented in Table 5.3 were obtained with
SBB [Bussieck and Drud, 2001]. Problems E1 and E2 correspond to the models of the
restricted problem and involve the design of a binary mixture (N = 2) with one solvent
(DMSO) and one antisolvent, and a ternary mixture (N = 3) with one solvent and two
antisolvents, respectively. Model E3 represents the general problem which includes the
design of a mixtures with one solvent and at most two antisolvents (N ≤ 3).
Table 5.3: Optimal solubility of ibuprofen, xibu, obtained when solving the restricted and
general problems for drowning out crystallization (case study 1). The lower bound of
solvent mole fractions in the mixture is set to xLi = 0.1, i ∈ {2, . . . , N + 1}
Problem xibu xDMSO c2 xc2 c3 xc3 CPU(s)
E1 (N = 2) 0.0025 0.2410 H2O 0.7565 3.17
E2 (N = 3) 0.0072 0.2410 H2O 0.6518 CH3, COOH 0.1000 41.00
E3 (N ≤ 3) 0.0025 0.2410 H2O 0.7565 12.87
The results of the restricted models show that the lowest solubility of ibuprofen,
with a mole fraction value of 0.0025, is achieved with a mixture of 24% DMSO and 76%
water (H2O). Water appears to be a poor solvent, in which the solubility of several organic
compounds (including ibuprofen) is quite low [Gracin et al., 2002, Gracin and Rasmuson,
2002], and it is commonly used as an antisolvent in drowning out crystallization [Frank
et al., 1999]. A ternary mixture of DMSO, water and acetic acid (CH3, COOH), which
is determined as the second optimal antisolvent, yields slightly greater solubility value
of 0.0072. The mole fraction of acetic acid is at its lower bound and thus, only a small
amount of acetic acid is added in the mixture, which accounts for small differences in the
corresponding solubilities of the binary and ternary mixtures. The molecular structures
of DMSO and the two optimal antisolvents are presented in Figure 5.2. The best solution
obtained in the restricted problem, where the optimal mixture of DMSO and water yields
Chapter 5. The formulation of optimal mixtures with generalized disjunctive
programming: Design components from atom groups 119
(a) Dimethyl sulfoxide (DMSO) (b) Water (c) Acetic acid
Figure 5.2: Designed solvent (5.2a) and antisolvent (5.2b, 5.2c) molecular structures for
drowning out crystallization.
the lowest solubility of ibuprofen, is also found in the general problem (E3) where the
number of antisolvents in the mixture is unknown.
The values of the CPU time presented in Table 5.3 correspond to the runs where the
best solutions were found. It can be observed that the computational performance of the
general model is more advantageous than solving the models of the restricted problem.
We note, however, that the problems were solved locally and thus the computational
cost of each problem may be affected by the initial guesses given to the MINLP solver.
An overall comparison of all models could be conducted if the problems were solved to
globally, but convergence to global optimality could not be reached with the existing
MINLP algorithms.
5.3.3 List of optimal solutions
The design of molecules from a large list of atom groups may sometimes lead to the design
of components with undesired properties (e.g. high toxicity values) or new molecular
structures that are difficult to synthesize in a laboratory. In order to address these issues,
integer cuts presented in Eq. (5.26) are introduced to the general problems, so that lists
of optimal solutions with different molecules and mixtures are generated. The ten best
solutions obtained with the general models of cooling and drowning out crystallization
are ranked in descending order and presented in Tables 5.4 and 5.5, respectively.
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Table 5.4: Ranking of optimal solutions obtained for the general mixture problem (D4)
of cooling crystallization process (case study 1) when including integer cuts. The set i
represents the designed solvent molecules and xi is the mole fraction of each solvent in
the mixture (i ∈ {c1, c2, c3}). The lower bound of solvent mole fractions in the mixture
is set to xLi = 0.1, i ∈ {2, . . . , N + 1}.
Ranking Solvent mixtures xibu i xi
1 Pure solvent 0.5183 c1: DMSO 0.4817
2 Binary mixture 0.5077 c1: DMSO 0.3923
c2: DMF 0.1000
3 Binary mixture 0.5075 c1: DMSO 0.3925
c2: 5aCF, aCCH2, CH3 0.1000
4 Binary mixture 0.5067 c1: DMSO 0.3933
c2: 6aCF 0.1000
5 Binary mixture 0.5059 c1: DMSO 0.3941
c2: 4CH3, 2CH, CH2COO 0.1000
6 Binary mixture 0.5058 c1: DMSO 0.3942
c2: 4CH3, CH2, C, CH2COO 0.1000
7 Binary mixture 0.5050 c1: DMSO 0.3950
c2: 2CH3, 3CH2 0.1000
8 Binary mixture 0.5048 c1: DMSO 0.3952
c2: 5aCF, aCH 0.1000
9 Binary mixture 0.5046 c1: DMSO 0.3954
c2: 4CH3, C=C, CH2COO 0.1000
10 Binary mixture 0.5038 c1: DMSO 0.3962
c2: CH3NO2 0.1000
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In cooling crystallization, the list of optimal solutions includes mainly binary solvent
mixtures (apart from the first solution), with DMSO being the main component for
dissolving ibuprofen. The small differences in the solubility values among the results
obtained are due to the small amount of the second designed solvents added in each
mixture (mole fraction values of each solvent are at the lower bound). It can be observed
that the second best solubility value can be achieved with the same binary mixture (i.e.,
a mixture of DMSO and DMF) obtained in model D2 of the restricted problem presented
in Section 5.3.1. The mixture of DMSO, DMF and ethyl pentafluorobenzene found in
model D3 yields a solubility value of 0.4955 which is lower than the solubilities obtained
in the first ten solutions, and thus no ternary mixtures are included in the given set.
The molecular structure of the third solvent (5ACF, aCCH2, CH3), though, is found in
a binary mixture with DMSO which results in the third best solubility of ibuprofen.
Table 5.5: List of optimal solutions obtained for the general mixture problem (E3) of
drowning out crystallization process (case study 1) when including integer cuts. The
set i represents the designed antisolvent molecules and xi is the mole fraction of each
antisolvent in the mixture (i ∈ {c2, c3}). The first designed molecule (c1) is fixed to
DMSO which is a solvent that yields high solubility of ibuprofen.
Ranking Antisolvent mixtures xibu xDMSO i xi
1 Pure antisolvent 0.0025 0.2410 c2: H2O 0.7565
2 Binary mixture 0.0072 0.2410 c2: H2O 0.6518
c3: CH3, COOH 0.1000
3 Binary mixture 0.0077 0.2410 c2: H2O 0.6513
c3: OH, CH2NO2 0.1000
4 Binary mixture 0.0104 0.2410 c2: H2O 0.6486
c3: OH, CH2Cl 0.1000
5 Pure antisolvent 0.2131 0.2410 c2: CH3, COOH 0.5459
6 Pure antisolvent 0.2310 0.2410 c2: OH, CH2NO2 0.5280
7 Pure antisolvent 0.2436 0.2410 c2: CH3, CH2, COOH 0.5154
8 Pure antisolvent 0.2628 0.2410 c2: 2CH3, CH, COOH 0.4962
9 Pure antisolvent 0.2877 0.2410 c2: OH, CH2, CH2NO2 0.4713
10 Pure antisolvent 0.3002 0.2410 c2: OH, CHCl2 0.4588
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In drowning out crystallization, the top ten solutions consist of optimal mixtures with
one solvent and one or two antisolvent components. The first two optimal solutions with
the lowest solubility values validate the results obtained in models E1 and E2 of the
restricted problem presented in Section (see Table 5.3). It is shown that extremely low
solubility values can be achieved when water is included in the mixture (see first four
solutions of Table 5.5), in contrast with the higher solubility of ibuprofen in different
antisolvent components (see last six solutions of Table 5.5).
5.4 Case Study 2: Separation of acetic acid from water by
liquid-liquid extraction
The problem of identifying optimal solvent mixtures from a given set of candidate com-
pounds to separate acetic acid from water in a single stage liquid extraction process, has
been studied in Chapter 4. A full description of the problem is given in Section 4.4 and
here we present a brief overview with the main features of the case study.
Liquid-liquid extraction has been proven to be an economical and environmentally
friendly method for the purification of acetic acid from an aqueous stream [Alkaya et al.,
2009, Austin et al., 2017, IJmker et al., 2014, Karunanithi et al., 2005]. As shown in
Figure 4.1 in Section 4.4, where the single stage extraction unit is illustrated, a feed
mixture of acetic acid and water and a solvent mixture are first mixed and are then
separated into extract and raffinate phases in a settler. The design specifications given
in Seader et al. [2011] that consider an aqueous solution with 2.5 mol % acetic acid and
a feed flowrate of 708 kmol/h at 298 K and 1 atm, are used in this case study. The
raffinate phase should contain at most 0.3% mol of acetic acid.
The objective here is to design an optimal solvent mixture that minimises the solvent-
to-feed ratio (FS/F ) and also achieves a large fraction of acetic acid and small amount
of water in the extract phase, as shown in the single objective function presented in Eq.
(4.5). The liquid-liquid equilibrium (LLE) relations between extract and raffinate phases
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and the mole balances for each component in the system are described in Eqs. (4.6)
and (4.7-4.10), respectively. The liquid phase activity coefficient (included in the LLE
conditions) of each component i is evaluated using the modified UNIFAC (Dortmund)
model [Gmehling et al., 1993, 2002] and the relevant equations are presented in Appendix
A.
The molecular structures of acetic acid and water are represented through the groups
CH3, COOH and H2O, respectively, whereas the solvent molecules are designed from
a set of 25 atom groups (G = {1, ..., 25}) presented in Table D.2 in Appendix D. Each
solvent structure i consists of at most 10 groups (n′maxi = 10). We note that a reduced
list of groups is used in this case study, compared to the set of 49 groups employed in
the crystallization problem, due to the lack of sufficient data in the Dortmund UNIFAC
model.
5.4.1 Problem formulations
Once again, the GDP formulations of a restricted problem, where the number of compo-
nents is fixed, and a general problem, with unknown number of solvents, are presented
in this section. In the restricted problem, mixtures with one, two or three solvents are
designed and in the general model, mixtures with at most three solvents are identified.
The components present in the final mixture include acetic acid (a) and water (w), which
are the fixed components in the mixture, and the designed solvent molecules (c1, c2, c3).
General constraints of the GDP models consist of the LLE relations and mole balances
that hold for acetic acid and water, as well as the UNIFAC model equations to predict
the activity coefficients of the fixed components, as they do not depend on the logic
decisions (i.e., identity and number of the designed molecules). All the equations run
over the designed components in the mixture (c1, c2, c3) depend on the identity of the
groups in each molecule and on the number of solvents in the mixture. Thus, these
conditional constraints are included in appropriate disjunctions for assigning each group
g to component i and for the number of designed components in the final mixture,
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and they are active when the corresponding logic variables Yi,g and Y˜n are true. The
disjunctive constraints are converted into mixed integer form using the big-M approach.
As discussed in cooling crystallization, the number, n′i,g, of each group g in a designed
molecule given in Eq. (5.3) and several constraints derived for the design of solvent
molecules (described in Section 5.2.2) are formulated via the binary variables yˆ. These
relations force the number of groups n′i,g and all related variables to become zero when a
group g is not present in the designed component. Therefore, the use of big-M parameters
which may lead to poor relaxations is avoided when transforming these equations in the
MINLP models.
The logic propositions and the corresponding linear algebraic inequalities presented
in Table 5.1 are included in the resulting GDP and MINLP formulations. The MINLP
models and all the parameter values (e.g., big-M parameters) included in the problems
can be found using the link provided in the data statement in Section 5.3.1.
5.4.2 Results and discussion
All models were implemented and solved in GAMS [GAMS Development Corporation,
2014] version 24.8.3 using SBB [Bussieck and Drud, 2001]. They were run on a single core
of a dual 6 core Intel Xeon E5-1660 machine at 3.30GHz. The results of the restricted
and general problems are summarized in Tables 5.6 and 5.7.
In the restricted formulations (F1-F3), the minimum objective function (with a
value of 1.3129) and the highest recovery of acetic acid in the extract phase (with a
value of 93.21%) are obtained with a pure solvent, pentafluorobenzyl acetate (5aCF,
aCCH2, CH3COO) is identified as the optimal molecular structure. The best binary
and ternary mixtures generated include pentafluorobenzyl propionate (5aCF, aCCH2,
CH2COO, CH3) and tetrafluoro-4-methylbenzyl acetate (4aCF, aCCH3, aCCH2, CH3COO)
as the second and third designed solvent molecules, respectively, and they result in worse
objective function values than the pure component, due to the increased flowrates (FS)
of the solvent mixtures (see Table 5.7).
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Table 5.6: Optimal objective function, optimal solvent mixtures, feed mole fractions and
CPU times obtained when solving the restricted and general problems of case study 2.
The lower bound of solvent feed mole fractions in the solvent mixture is set to xLi = 0.1,
i ∈ {2, . . . , N + 1}
Problem Objective Components Groups xF,i/xFS ,i CPU(s)
F1 (N = 1) 1.3129 acetic acid CH3, COOH 0.0250 3.84
water H2O 0.9750
c1 5aCF, aCCH2 1.0000
CH3COO
F2 (N = 2) 1.3141 acetic acid CH3, COOH 0.0250 7.69
water H2O 0.9750
c1 5aCF, aCCH2 0.9000
CH3COO
c2 5aCF, aCCH2 0.1000
CH3, CH2COO
F3 (N = 3) 1.3219 acetic acid CH3, COOH 0.0250 158.98
water H2O 0.9750
c1 5aCF, aCCH2 0.8000
CH3COO
c2 5aCF, aCCH2 0.1000
CH3, CH2COO
c3 4aCF, aCCH3 0.1000
aCCH2, CH3COO
F4 (N ≤ 3) 1.3129 acetic acid CH3, COOH 0.0250 58.06
water H2O 0.9750
c1 5aCF, aCCH2 1.0000
CH3COO
Table 5.7: Solvent feed (FS), extract (E) and raffinate (R) flowrates in kmol/h, extract
and raffinate mole fractions and acetic acid recovery obtained when solving the restricted
and general problems of case study 2.
Problem FS E xE,a xE,w xE,c1 xE,c2 xE,c3 % Recovery of
R xR,a xR,w xR,c1 xR,c2 xR,c3 acetic acid
F1 744.45 1051.91 0.0157 0.2771 0.7072 93.21
400.54 0.0030 0.9956 0.0014
F2 748.99 1050.66 0.0157 0.2719 0.6411 0.0713 93.11
406.32 0.0030 0.9957 0.0013 0.0000
F3 765.11 1051.00 0.0156 0.2569 0.5819 0.0728 0.0728 92.85
422.12 0.0030 0.9958 0.0011 0.0001 0.0000
F4 744.45 1051.91 0.0157 0.2771 0.7072 93.21
400.54 0.0030 0.9956 0.0014
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As shown in Figure 5.3, similar molecular structures have been designed for the
optimal solvent component in the the mixture, with aCF being the dominant group
in all molecules. Therefore, the second and the third solvent molecules do not affect
significantly the separation process and the results obtained with a pure component are
slightly modified when a mixture is designed. We note that the designed components are
not included in the available solvent databases and no experimental or predicted property
data could be found. Hence, the generated molecules should be tested with respect to
some criteria, such as environmental or cost constraints, not considered in the design
specifications.
(a) Pentafluorobenzyl acetate (b) Pentafluorobenzyl propionate
(c) Tetrafluoro-4-methylbenzyl
acetate
Figure 5.3: Designed solvent molecular structures for separating acetic acid from water
in a liquid extraction process.
The general problem (F4), which was solved for at most three designed solvents, yields
the same optimal solution obtained in the restricted problem, where the best separation is
achieved with pure pentafluorobenzyl acetate. ANTIGONE and BARON were employed
to solve the problems globally, but convergence to global optimality was not reached in
100,000 CPU seconds.
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The computational time values presented in Table 5.6 show that the CPU time of
the restricted moles (F1-F3) increases with the number of components because of the
increasing size and complexity of the problems. Computationally efficient solutions are
obtained in the general problem, where the number of components can vary from one
to three. Model F4 requires less CPU time than than solving the restricted problem
with three solvents (F3). Similar initial guesses were given in each problem, so that the
solution times are not affected significantly by extremely different starting points.
It can be observed that the identity of the solvent molecules has a significant impact
on the performance of the process. The molecules and mixtures designed in this work
yielded better solutions than the solvents selected from the given list in the previous
chapter. In particular, the solvent mixture flowrate (FS) is decreased by 48% when
pentafluorobenzyl acetate is used to separate acetic acid from water, which may lead to
better reduced capital and operating costs.
List of optimal solutions
Integer cuts, presented in Eq. (5.26), have been included in the general problem (F4) of
case study 2 and a list of twelve optimal solutions, obtained with pure solvents, binary
and ternary mixtures, is presented in Tables 5.8 and 5.9. The list contains pure solvents,
as well as binary and ternary solvent mixtures. Only ten solutions were generated by
adding integer cuts; the second and third solutions (in brackets) of the list were obtained
by solving problems F2 and F3 of the restricted problem (see Table 5.6), but were not
found in the first ten runs of the general problem when introducing integer cuts. This
indicates that on at least two occasions, the SBB solver converged to a local solution.
In most solutions in the list, solvent mixtures containing aromatic compounds that
consist of one fluorobenzene ring and one or two side chains, are designed. If fluoroben-
zene rings are excluded from the design of monocyclic compounds, then a ternary mixture
with acyclic solvents, butanone (2CH3, CH2CO), methyl butanone (2CH3, CH, CH3CO)
and pentanone (2CH2, CH3, CH3CO) in position 13, yields an optimal solution with
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Table 5.8: List of optimal solutions obtained for the general mixture problem (F4) of
case study 2 when including integer cuts. i represents the solvent molecules and xi is the
mole fraction of each solvent in the mixture (i = c1, c2, c3)
Ranking Mixtures Objective i xi
1 Pure solvent 1.3129 c1: 5aCF, aCCH2, CH3COO 1.0000
[2] Binary mixture 1.3141 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 5aCF, aCCH2, CH3, CH2COO 0.1000
[3] Ternary mixture 1.3219 c1: 5aCF, aCCH2, CH3COO 0.8000
c2: 5aCF, aCCH2, CH3, CH2COO 0.1000
c3: 4aCF, aCCH3, aCCH2, CH3COO 0.1000
4 Binary mixture 1.3234 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 5aCF, aCCH2 CH3 0.1000
5 Binary mixture 1.3254 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 4aCF, aC, aCH, CH3COO 0.1000
6 Binary mixture 1.3283 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 5aCF, aCCH2, CH3CO 0.1000
7 Binary mixture 1.3284 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 5aCF, aCCH3 0.1000
8 Binary mixture 1.3325 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 3aCF, 2aCH, aC, CH3COO 0.1000
9 Binary mixture 1.3338 c1: 5aCF, aCCH2, CH3COO 0.9000
c2: 5aCF, aCCH2, CHO 0.1000
10 Ternary mixture 1.3358 c1: 5aCF, aCCH2, CH3COO 0.8000
c2: 5aCF, aCCH2, CH3 0.1000
c3: 4aCF, aCH, aC, CH3COO 0.1000
11 Ternary mixture 1.3686 c1: 5aCF, aCCH2, CH3COO 0.8000
c2: 4aCF, aCH, aC, CH3COO 0.1000
c3: 4CH3 C, CH2CO 0.1000
12 Pure solvent 1.4481 c1: 5aCF, aCCH2, CH3CO 1.0000
13 Ternary mixture 2.0927 c1: 2CH3, CH2CO 0.7597
c2: 2CH3, CH, CH3CO 0.1403
c3: 2CH2, CH3, CH3CO 0.1000
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Table 5.9: Solvent feed (FS), extract (E) and raffinate (R) flowrates in kmol/h, ex-
tract and raffinate mole fractions and acetic acid recovery obtained from every run when
including integer cuts in the general mixture problem (F4) of case study 2.
Ranking FS E xE,a xE,w xE,c1 xE,c2 xE,c3 % Recovery of
R xR,a xR,w xR,c1 xR,c2 xR,c3 acetic acid
1 744.45 1051.91 0.0157 0.2771 0.7072 93.21
400.54 0.0030 0.9956 0.0014
[2] 748.99 1050.66 0.0157 0.2719 0.6411 0.0713 93.11
406.32 0.0030 0.9957 0.0013 0.0000
[3] 765.11 1051.00 0.0156 0.2569 0.5819 0.0728 0.0728 92.85
422.12 0.0030 0.9958 0.0011 0.0001 0.0000
4 758.34 1057.48 0.0156 0.2678 0.6449 0.0717 93.07
408.86 0.0030 0.9956 0.0013 0.0001
5 754.32 1063.05 0.0155 0.2755 0.6381 0.0709 93.23
399.27 0.0030 0.9954 0.0013 0.0003
6 752.81 1068.48 0.0155 0.2805 0.6336 0.0704 93.35
392.33 0.0030 0.9955 0.0013 0.0002
7 760.78 1062.86 0.0155 0.2693 0.6437 0.0714 93.12
405.92 0.0030 0.9953 0.0013 0.0004
8 765.66 1065.53 0.0155 0.2665 0.6462 0.0718 93.08
408.14 0.0030 0.9956 0.0013 0.0001
9 761.55 1070.26 0.0154 0.2736 0.6399 0.0711 93.23
399.29 0.0030 0.9955 0.0013 0.0002
10 768.24 1068.37 0.0154 0.2661 0.5748 0.0719 0.0718 93.09
407.87 0.0030 0.9954 0.0011 0.0002 0.0003
11 792.34 1098.81 0.0150 0.2644 0.5765 0.0720 0.0721 93.19
401.52 0.0030 0.9955 0.0011 0.0003 0.0001
12 839.70 1181.89 0.0140 0.2762 0.7098 93.80
365.80 0.0030 0.9948 0.0022
13 1320.80 1737.72 0.0097 0.2368 0.5718 0.1060 0.0756 95.07
291.09 0.0030 0.9576 0.0336 0.0034 0.0024
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higher objective function and flowrate values, but better acetic acid recovery than any of
the top 12 solvents. Hence, a trade-off between reduced costs and improved separation
and recovery of acetic acid can be achieved with different solvent designs.
5.5 Conclusions
This chapter provides a general comprehensive methodology for the design of optimal
molecules and mixtures based on computer aided mixture/blend design (CAMbD) frame-
work. Within this systematic approach the number of mixture components, the identities
of the components and their compositions are determined simultaneously. The general
formulation considers large design spaces by designing the optimal molecular structures
from a large set of atom groups (building blocks). Generalized disjunctive programming
(GDP) is employed to formulate the discrete decisions of the problem, i.e., the number
of mixture ingredients, the identities of groups in a molecular structure and of molecules
in the final mixture.
The proposed approach has been applied successfully to three mixture problems,
where optimal solvent and antisolvent mixtures are designed from UNIFAC groups for
separation processes. In the first case study two crystallization problems are investigated:
first, solvents and solvent mixtures are designed to maximise the solubility of ibuprofen
in a cooling crystallization process (case study 1a) and then antisolvent mixtures are
designed to minimise the solubility of the drug for drowning out crystallization (case
study 1b). The second case study explores the design of optimal solvents and solvent
mixtures to separate acetic acid from water in a single stage liquid extraction process.
The methodology applied to the case studies involved formulations with fixed number
of mixture ingredients (restricted problem) and unknown number of solvent components
(general problem). Disjunctions for the identity of groups/molecules and for the num-
ber of solvent components were transformed into mixed-integer form using the big-M
approach. All problems were solved using a local MINLP solver in reasonable time (less
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than 6 CPU minutes). In all design problems (case study 1a, case study 1b and case
study 2), the solution of the generalized formulations required less time than the enumer-
ation of all possible mixture “sizes” (N = 1, 2, 3) and thus, appears to be more effective
than solving the restricted formulations repeatedly.
Lists of promising solutions - i.e., optimal mixtures with different number (pure, bi-
nary, ternary, etc.) and identity (e.g., DMSO, DMF, etc.) of ingredients - were obtained
by introducing integer cuts in the generalized models of the generalized formulations.
Mixtures were found to provide alternative high performance options that are not acces-
sible with pure solvents alone.
This works shows that improved solutions can be achieved by designing components
from atom groups rather than from lists and datasets of candidate molecules. Further
verification of the designed molecular structures should, however, be conducted, especially
when new molecules are designed. The GDP formalism provides a useful framework for
formulating and solving mixture problems, making it possible to consider large design
spaces and to avoid numerical difficulties arising from the absence of groups in a molecular
structure and of components in the final mixture (i.e., with a mole fraction of zero).
The use of different relaxation techniques, such as hull reformulations, to transform
the GDP mixture problems into mixed integer form has not been investigated here. The
comparison between BM and HR approaches conducted in the case studies presented in
Chapter 4 (when components were selected from given lists of solvents) suggests that no
significant difference in the performance of the two methods is observed. Furthermore,
HR approach may not always lead to efficient solutions due to the increased number of
variables and constraints in the resulting MINLP problem. It has been observed that
HR relaxations result in worse computational performance than BM [Castro et al., 2014,
Vecchietti et al., 2003] when tight variable bounds are provided, or large problems, where
it is desirable not to increase the number of variables and equations, are solved. The
general mixture problems that consider the design of molecules from atom groups are
much larger in size than the problems that involve the selection of molecules from lists.
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Thus, the adopted BM approach can probably compete with the HR model in terms of
computational times.
Chapter 6
Conclusions and future work
6.1 Summary
C
omputer-aided mixture design (CAMbD) is an important tool for designing
mixtures and blends across a wide range of chemical engineering applications.
The power of systematic methodologies for mixture design can be leveraged
in the process industry where suitable solvent mixtures are used in separation and pu-
rification processes to achieve better energy efficiency, improved process economics and
lower environmental impact. However, mixture design often leads to challenging mixed
integer optimization problems due to nonconvexities in the space of the continuous vari-
ables and a large combinatorial solution space. The number of interlinked decisions to
be considered makes it difficult to formulate the problem in a way which can be easily
understood, modified and solved. A novel modeling framework for general mixture de-
sign that integrates generalized disjunctive programming (GDP) into CAMbD, has been
proposed in this work to overcome several limitations in the area of mixture and product
design.
The proposed design methodology was constructed in a systematic way by considering
two problem statements of increasing generality. First, a standard CAMbD formulation
for the design of multicomponent mixtures, in which a fixed number of components (N)
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was identified from a given set of candidate molecules subject to property constraints
(restricted problem), was derived. The objective of this problem was to optimise the
identity of the components that participate in a mixture and their compositions. Next, a
more general formulation, where the number of components in the mixture was not fixed
but was bounded by an upper limit (general problem), was proposed. In the general
model, the number, identity and compositions of mixture constituents are optimised si-
multaneously. The optimal components that participate in the mixture were chosen from
predefined lists of candidate molecules. The GDP models were formulated as MINLP
problems using the Big-M (BM) approach in order to exploit the available algorithms
for solving optimisation problems. The standard and general formulations were applied
to a cooling crystallization problem that aimed to design an optimal solvent mixture to
dissolve ibuprofen. Several instances of varying complexity were explored in the case
study and optimal solutions of all problems were obtained using a local MINLP solver.
Both the restricted and general problems yielded computationally efficient solutions and
it was found that mixtures outperformed pure solvents in the studied problems.
After establishing the solution of the restricted and general problems, two different
relaxation techniques, the big-M approach and the Hull Relaxation (HR), were investi-
gated to improve problem formulations and facilitate their solutions. The BM approach
used to convert the disjunctive constraints into mixed integer form can often lead to
poor relaxations of the MINLP models, whereas HR formulation is known to give tight
bounds in convex problems. The GDP mixture formulations and the two relaxation
techniques were successfully applied to two case studies of increasing complexity that
involve solid-liquid and liquid-liquid equilibrium relations, respectively. In the first case
study, optimal solvent mixtures that maximise the solubility of ibuprofen were identified,
whereas in case study 2, the most effective solvent mixtures to extract acetic acid from
water were determined. Computationally efficient solutions were achieved with both BM
and HR approaches and the same optimal blend was identified in both formulations.
The general mixture design framework was extended by designing the optimal molecules
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from a set of atom groups. In the proposed comprehensive approach, the main design
decisions - how many components, in what proportions, which specific molecules should
be used, and what atom groups are required - are optimised simultaneously. The pro-
posed framework was once again demonstrated through the design of solvent mixtures for
separation processes. First, optimal solvent and antisolvent mixtures were designed for
cooling and drowning out crystallization, respectively. Next, optimal solvent mixtures
were determined to separate acetic acid from water in a single-stage liquid extraction
process. Integer cuts were introduced to the general mixture formulations and sets of
optimal solutions with various types of mixtures were obtained for each problem. The
formulations of a restricted problem with fixed number of solvents and a general model
with unknown number of components, were considered in each case study. High quality
solutions were obtained for all problem instances using a local MINLP algorithm. In
the studied examples, the general problem seemed to be more effective than solving the
different cases of the restricted problem.
Main contributions
The main contributions of the work presented in this thesis are briefly summarized below:
• A general systematic approach to mixture design, where number identity and com-
position of mixture ingredients are optimised simultaneously, has been proposed.
The novel methodology addressed the design of multicomponent mixtures with
fixed and unknown number of components. It was successfully applied to literature
problems where only the design of binary mixtures had previously been considered.
• The computer-aided molecular design concept was integrated into a general model
for mixture design, where the optimal molecules were designed from a set of func-
tional groups. The general formulation made it possible to consider large design
spaces by designing the optimal molecular structures of all mixture components
simultaneously from a large set of atom groups, and it focused on identifying the
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best component(s), without specifying a priori whether one seeks a pure compound
or a mixture. The findings from the studied problems showed that the general
problems with a variable number of components led to computationally efficient
solutions and appeared to be more advantageous than enumerating the number of
solvents in the mixture, even when choosing up to 3 components only.
• A logic based methodology, Generalized Disjunctive Programming, was used to in-
tegrate qualitative knowledge of mixture design problems into CAMbD framework.
Although GDP has been applied successfully to process network systems, schedul-
ing and distillation column design [Grossmann and Trespalacios, 2013], it has not
previously been used in formulating mixture problems within the CAMbD frame-
work. GDP techniques appeared promising for mixture design and could facilitate
the formulation of the design problem, making it possible to optimise simultane-
ously the number, identities and compositions of components in the mixture. The
discrete choices inherent in the mixture problem were incorporated efficiently in the
model formulations. Numerical difficulties associated with the absence of groups in
a molecule and components in the final mixture were avoided, leading to computa-
tionally efficient solutions.
• Two different relaxation techniques, BM and HR, of varying strength were employed
to convert the GDP mixture problems into mixed-integer form and a comparison
of the relative performance of both strategies was curried out. Both BM and
HR approaches were suitable for formulating mixture problems effectively. In the
example studied, HR appeared to be slightly more efficient than BM in terms of
computational times. However, larger in size problems and global solutions of the
models are required in order to conduct a general comparison of the performance
of the two approaches.
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• The design methodology was successfully applied to the design of solvent and an-
tisolvent mixtures for three different separation processes, including cooling crys-
tallization, drowning out crystallization and liquid extraction, showing that the
formulations are generic and they are independent of the specific studied prob-
lem. The studied problems involve the design pure solvents, as well as binary and
ternary solvent mixtures (i.e. blends with relatively small number of components).
We note that problems of these sizes and types could also be posed and solved with
other existing approaches in the literature, such as the works of Karunanithi et al.
[2005] and Austin et al. [2016b] who studied the design of binary solvent mixtures
for separation processes. The problems employed in this work were used mainly to
illustrate the ability of the general mixture formulation to design solvent from atom
groups or select them from given list without making any assumptions on whether
the solution contains one or more solvent components.
The main advantages of the proposed methodology are shown in product design,
where blends with a large number of ingredients are determined and thus, the ex-
plicit enumeration of each number of ingredients can be avoided, as discussed in
the following section. It should be mentioned that, the general big-M formulation
has been successfully applied to the design of adhesive products, where environ-
mentally benign blends with up to 6 components have been identified. Product
design applications, however, are not included in this thesis.
6.2 Future research directions
This section outlines three main directions of research that should be explored in the
future. First, larger and different classes of problems that arise in chemical engineering
need to be addressed. Next, a sensitivity analysis of the design models should be car-
ried out to quantify the uncertainty and identify the main factors affecting the relative
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performance. Finally, the mixture formulations and the solution techniques should be
further improved so that convergence to global optimality is achieved.
Tackling larger problems in different application areas
The work conducted in this thesis focused mainly on the development of a generic for-
mulation for mixture design, with application to small-scale examples. In practice, the
application of the proposed approach to formulation design implies considering a large
number of ingredients (e.g., 10-30 ingredients formulate a typical paint [Nicks and Ryan,
1975] or shampoo [Tru¨eb, 2007]). Therefore, the proposed systematic methodology could
be critically important in designing high-value chemical products, where a large number
of compounds are combined in formulations to obtain products with different function-
alities and qualities. Employing a generic formulation (where the optimal number of
ingredients, their identities and proportions are determined simultaneously) to design
products with a large number of ingredients could be quite beneficial: every choice of
the number of components in a formulation will not be evaluated explicitly, making it
possible to consider larger design spaces and reduce the overall computational cost. The
design of products used in many aspects of human life, such as household products (per-
sonal care products), pharmaceuticals and agrochemicals (pesticides, insecticides, etc.),
could be explored.
The areas of studies can also be expanded to the field of bioprocessing and in par-
ticular to biofuel production from biomass, which is considered as one of the most envi-
ronmentally beneficial technologies for producing bioenergy. Many studies in that field
have focused on the impact of operating conditions on bioprocesses and on the con-
version of biogas into heat and power [Herna´ndez and Mart´ın, 2016, Leo´n and Mart´ın,
2016]. Surprisingly, limited attention has been devoted to identifying better feedstocks
for the production of biogas, despite the fact that the composition and use of the gas is
affected by different sources of biomass. Hence, the general mixture/blend approach can
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be employed to identify suitable wastes or waste blends that improve the quality of the
produced gas, based on the proportion of methane, carbon dioxide and other chemicals.
Conducting sensitivity analysis
Model-based mixture and product design approaches employ property predictive models
( e.g., group-contribution or thermodynamic models) of different levels of accuracy that
introduce uncertainty to the design formulations which may affect process or product
performance. Good modeling practice suggests performing sensitivity analysis in the
systems to identify the most important input parameters and variables that affect sig-
nificantly mixture behavior. In general, this can be done by changing systematically the
model parameter values over a practical range and observing their contributions to the
performance variation. The sensitivity information obtained can then be quantified and
utilized to enhance the validity and quality of the design models, so that very sensitive
solutions with extreme objective value variations, are avoided. A useful example on sen-
sitivity analysis of mixture problems can be found in the work of Papadopoulos et al.
[2013] who studied the design of mixtures for Organic Rankine Cycles (ORC).
Improving GDP techniques to solve the general CAMbD problem globally
The work presented in this thesis highlights that the development of improved solution
strategies to achieve convergence to global optimality is an important area of research.
The traditional big-M approach employed in this work usually involves large M-parameter
values and often leads to poor relaxations. An improved big-M reformulation [Trespala-
cios and Grossmann, 2015], where multiple Big-M parameters (instead of a single value)
are assigned to each constraint in a disjunction, can be considered to enhance the strength
of the continuous relaxation and improve solution times. In addition, a logic operation,
basic step [Ruiz et al., 2012], which is the intersecting between two disjunctions, could
be explored. It has been shown that basic step can decrease the number of conjuncts of
a disjunctive set, leading to stronger relaxations of convex mixed-integer formulations.
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In working towards developing an optimisation algorithm to solve the complex CAMbD
problems globally, the concept of disjunctive branch and bound [Lee and Grossmann,
2000] can be investigated. GDP branch and bound involves branching on disjunctions
and it usually requires the evaluation of less nodes than performing a traditional nonlin-
ear branch and bound search. This could be a promising method to avoid the exponential
growth of the branch and bound tree which is the main bottleneck of existing MINLP
algorithms.
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These equations are proposed by Smith et al. [2001] in a form convenient for programming
and they are slightly changed in order to avoid some numerical difficulties when the
activity coefficients of components are calculated.
A.1 Original UNIFAC model
Activity coefficient
ln γibu = ln γ
C
ibu + ln γ
R
ibu (A.1)
Combinatorial part of activity coefficient































Residual part of activity coefficient













































, m ∈ K; k ∈ K (A.13)
A.2 Modified UNIFAC (Dortmund) model
Activity coefficient
ln γi = ln γ
C
i + ln γ
R
i , i ∈ I (A.14)
Combinatorial part of activity coefficient
















v′s,kQk, s ∈ S (A.17)
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Residual part of activity coefficient
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θmψm,k, k ∈ K (A.25)
ψm,k = exp
(




, m ∈ K; k ∈ K (A.26)
Appendix B
Solvent data used in the case
studies presented in Chapters 3
and 4
B.1 Solvent properties
Experimental data for toxicity, and boiling and melting temperatures of the candidate
solvents are presented in Table B.1.
Table B.1: Experimental values for toxicity [Martin and Young, 2001], melting and boiling
temperatures [Sigma-Aldrich, 2014] of the candidate solvents used in case study 1.
Solvents Toxicity (-logLC50) Normal melting point (K) Normal boiling point (K)
Acetone 0.85 179.15 329.15
Chloroform 3.06 210.15 334.15
Ethanol 0.52 159.15 351.15
Ethylacetate 2.58 189.15 350.15
Methanol 0.05 175.15 337.85
MIBK 2.27 193.15 390.65
2-Propanol 0.78 183.65 355.15
Toluene 3.42 180.15 383.65
Water 0 273.15 373.15
largest value = 3.42 mixture temperature = 300K
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B.2 Candidate solvents and UNIFAC groups used in case
study 1
The candidate solvents used in the first case study are included in Table B.2; the number
of groups of type k in ibuprofen (v′ibu,k) and in a solvent s (v
′
s,k) are presented in Tables
B.3 and B.4, respectively.











Table B.3: v′ibu,k, number of each group k in ibuprofen - case study 1.
v′ibu,k CH3 CH aCH aCCH2 aCCH COOH
Ibuprofen 3 1 4 1 1 1
Table B.4: v′s,k, number of each group k in a solvent s - case study 1.
v′s,k CH3 CH2 CH aCH aCCH3 CH3OH OH CH3COO CH3CO CHCl3 H2O
Acetone 1 1
Chloroform 1
Ethanol 1 1 1
Ethylacetate 1 1 1
Methanol 1
MIBK 2 1 1 1
2-Propanol 2 1 1
Toluene 5 1
Water 1
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B.3 Candidate solvents and UNIFAC groups used in case
study 2
The candidate solvents used in the second case study are presented in Table B.5, whereas
the number of groups of type k in acetic acid, in water and in each solvent molecule are
presented in Tables B.6 and B.7.










Table B.6: Number of each group k in acetic acid (v′a,k)
and water (v′w,k) - case study 2.
v′i,k CH3 COOH H2O
Acetic acid, a 1 1
Water, w 1
Table B.7: v′s,k, number of each group k in a solvent s - case study 2.
v′s,k CH3 CH2 CH CH=C CH3CO CH3COO cyCH2 cyCH OH
Butyl acetate 1 3 1
Cyclohexyl acetate 1 5 1
Dimethyl heptene 4 2 1 1
Heptanol 1 6 1
Hexanone 1 3 1
Isopropyl acetate 2 1 1
Pentanol 1 4 1
Tetramethyl hexane 6 4
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Table B.8: Problem specifications: size of the MINLP formulations A1-A5 and B1-B6 of
case studies 1 and 2; and number of NLP/MILP problems generated when solving each
model with DICOPT.
Problem No= of continuous N
o





variables variables constraints NLPs/MILPs
A1 (N = 1) 110 23 109 9
A2 (N = 2) 176 46 235 37
A3 (N = 3) 375 69 522 85
A4 (N ≤ 3) 361 72 594 130
A5 (N ≤ 3) 545 72 703 130
B1 (N = 1) 287 20 275 10
B2 (N = 2) 357 40 393 29
B3 (N = 3) 426 60 530 57
B5 (N ≤ 3) 436 63 719 93
B6 (N ≤ 3) 1,809 63 4,205 85
Appendix C
MINLP mixture formulations
derived for the case studies
presented in Chapters 3 and 4
The problem formulations of each case study presented in this thesis include phase equi-
librium and phase stability relations, as well as the UNIFAC model to predict the liquid
phase activity coefficient of each solvent molecule in the mixture with respect to com-
position. These formulations are nonlinear and nonconvex in nature as they include
complex combinations of logarithmic and exponential functions, bilinear and trilinear
terms, and different fractions. Thus, the MINLP formulations of mixture problems are
quite challenging to solve with existing algorithms and several numerical issues need to
be addressed.
C.1 Case stuby 1: MINLP models
For definition of indices and sets see Table 3.2.
C.1.1 MINLP formulation for task 1: Restricted problem (N=3)
The MINLP formulation for the restricted problem of case study 1, when miscibility
constraint is not included in the problem, is given below as model (R-T1).
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max xibu
subject to









ln γibu = ln γ
C


















select exactly 3 solvent molecules:∑
s∈S
yi,s = 1, i = c1, c2, c3
logic relations:
select each candidate solvent at most once:∑
i∈I
yi,s ≤ 1, s ∈ S; I = {c1, c2, c3}
solvent ordering:
yc1,s + yc2,s′ ≤ 1
yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
0.001 ≤ xi ≤ 1 , i ∈ I
yi,s ∈ {0, 1}, i ∈ I; s ∈ S (R-T1)
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C.1.2 Big-M formulation for task 1: General problem (Nmax=3)
The MINLP formulation for the general problem of case study 1, when miscibility con-
straint is not included in the problem, is given below as model (G-T1).
max xibu
subject to









ln γibu = ln γ
C


























select at most 2 more solvents:∑
s∈S
yi,s ≤ 1 , i = c2, c3
select each candidate solvent at most once:∑
i∈I
yi,s ≤ 1, s ∈ S; I = {c1, c2, c3}
solvent ordering:
yc1,s + yc2,s′ ≤ 1
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yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
using yn to control yi,s:
y˜1 + yi,s ≤ 1, s ∈ S , i = c2, c3








yi,s , i = c2, c3
reformulation of the disjunctive constraints via big-M:
0.001(1− y˜1) ≤ xc2 ≤ 0.999(1− y˜1)
0.001y˜3 ≤ xc3 ≤ 0.999y˜3
0.001 ≤ xibu, xc1 ≤ 1
0 ≤ xc2 , xc3 ≤ 1
yi,s, y˜n ∈ {0, 1}, i ∈ I; s ∈ S; n ∈ N (G-T1)
C.1.3 MINLP formulation for task 2: Restricted problem (N=3)
The MINLP formulation for the restricted problem of case study 1, when miscibility
constraint is included in the problem, is given below as model (R1).
max xibu
subject to









ln γibu = ln γ
C










qsyi,s, i = c1, c2, c3








select exactly 3 solvent molecules:∑
s∈S










































, i < j ; i = c1, c2 ; j = c2, c3
logic relations:
select each candidate solvent at most once:∑
i∈I
yi,s ≤ 1 , s ∈ S ; I = {c1, c2, c3}
solvent ordering:
yc1,s + yc2,s′ ≤ 1
yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
0.001 ≤ xi ≤ 1 ; yi,s ∈ {0, 1}, i ∈ I; s ∈ S (R1)
where dγi,ji is the partial derivative of the natural logarithm of the activity coefficient of
component i with respect to the mole fraction of i in the binary mixture, i.e. dγi,ji =
∂ ln γi,ji
∂xi,ji




























Appendix C. MINLP mixture formulations 176
C.1.4 Big-M formulation for task 2: General problem (Nmax=3)
The MINLP formulation obtained via big-M for the general problem of case study 1,
when miscibility constraint is included in the problem, is given below as model (G1-BM).
max xibu
subject to









ln γibu = ln γ
C


























select at most 2 more solvents:∑
s∈S
yi,s ≤ 1 , i = c2, c3
select each candidate solvent at most once:∑
i∈I
yi,s ≤ 1, s ∈ S; I = {c1, c2, c3}
solvent ordering:
yc1,s + yc2,s′ ≤ 1
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yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
using yn to control yi,s:
y˜1 + yi,s ≤ 1, s ∈ S , i = c2, c3








yi,s , i = c2, c3
reformulation of the disjunctive constraints via big-M:
0.001(1− y˜1) ≤ xc2 ≤ 0.999(1− y˜1)
0.001y˜3 ≤ xc3 ≤ 0.999y˜3




−100(1− y˜3) ≤ bc2,k −
∑
m
n′m,c2Qmψm,k ≤ −100(1− y˜3)





−100y˜1 ≤ dγc1,c2c1 − (dγc1,c2c1 )C − (dγc1,c2c1 )R ≤ 100y˜1
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−100(1− y˜3) ≤ dγc1,c3c1 − (dγc1,c3c1 )C − (dγc1,c3c1 )R ≤ 100(1− y˜3)











)] ≤ 100(1− y˜3)

























−100(1− y˜3) ≤ dγc2,c3c2 − (dγc2,c3c2 )C − (dγc2,c3c2 )R ≤ 100(1− y˜3)











)] ≤ 100(1− y˜3)




















0.001 ≤ xibu, xc1 ≤ 1 ; 0 ≤ xc2 , xc3 ≤ 1
yi,s, y˜n ∈ {0, 1}, i ∈ I; s ∈ S; n ∈ N (G1-BM)
C.1.5 Hull reformulation for task 2: General problem (Nmax=3)
The MINLP formulation obtained via HR for the general problem of case study 1, when
miscibility constraint is included in the problem, is given below as model (G1-HR).
max xibu
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subject to









ln γibu = ln γ
C


















select at most 2 more solvents:∑
s∈S
yi,s ≤ 1 , i = c2, c3
select each candidate solvent at most once:∑
i∈I
yi,s ≤ 1, s ∈ S; I = {c1, c2, c3}
solvent ordering:
yc1,s + yc2,s′ ≤ 1
yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
using y˜n to control yi,s:
y˜1 + yi,s ≤ 1, s ∈ S , i = c2, c3








yi,s , i = c2, c3
reformulation of the linear disjunctive constraints via HR:
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0.001y˜n ≤ νxc1,n ≤ 0.999y˜n, n = 1, 2, 3
0.001y˜n ≤ νxc2,n ≤ 0.999y˜n, n = 2, 3
































νbi,k,n, i = c1, c2
0 ≤ νbi,k,n ≤ 100y˜n, i = c1, c2, c3 ; n = 1, 2, 3
reformulation of the nonlinear disjunctive constraints via HR:
An = (1− )y˜n + , n = 1, 2, 3
Bn = (1− y˜n), n = 1, 2, 3
 = 10−4















= 0, i = c1, c2 ; j = c2, c3 ; i < j ; n = 2, 3
νxi,ji,n + νx
i,j








)C − (νdγi,ji,n)R = 0, i = c1, c2 ; j = c2, c3 ; i < j ; n = 2, 3

































−Bn ≥ 0, i = c1, c2 ; j = c2, c3 ; i < j ; n = 2, 3
0 ≤ νxi,ji,n ≤ y˜n, i = c1, c2 ; j = c2, c3 ; i < j ; n = 2, 3







)R ≤ 100y˜n, i = c1, c2 ; j = c2, c3 ; i < j ; n = 2, 3
0.001 ≤ xibu ≤ 1
0 ≤ xi ≤ 1, i = c1, c2, c3
yi,s, y˜n ∈ {0, 1}, i = c1, c2, c3; s ∈ S; n ∈ N (G1-HR)
C.2 Case stuby 2: MINLP models
For definition of indices and sets see Table 4.3.
C.2.1 MINLP formulation for the restricted problem (N=3)





+ xE,w − xE,a
subject to
γE,ixE,i = γR,ixR,i, i ∈ I
mole balances
xF,aF = xM,aM
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xF,wF = xM,wM
xFS ,iiFS = xM,iiM, ii = c1, c2, c3





xp,i = 1, p = M,E,R
activity coefficients
ln γp,i = ln γ
C
p,i + ln γ
R












rsyi,s, i = c1, c2, c3
select exactly 3 solvent molecules:∑
s∈S
yii,s = 1, ii = c1, c2, c3
logic relations:
select each candidate solvent at most once:∑
ii∈II
yii,s ≤ 1 , s ∈ S
solvent ordering:
yc1,s + yc2,s′ ≤ 1
yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
0.001 ≤ xp,i ≤ 1 , i ∈ I; p = FS ,M
10−6 ≤ xp,i ≤ 1, i ∈ I; p = E,R
yi,s ∈ {0, 1}, i = c1, c2, c3 ; s ∈ S (R2)
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C.2.2 Big-M formulation for the general problem (Nmax=3)
The MINLP formulation obtained using BM for the general problem of case study 2 is




+ xE,w − xE,a
subject to




xFS ,c1FS = xM,c1M
xM,iM = xE,iE + xR,iR, i = a,w, c1
xR,a ≤ 0.003∑
ii∈II
xFS ,ii = 1∑
i∈I
xp,i = 1, p = M,E,R
activity coefficients - UNIFAC equations
ln γp,i = ln γ
C
p,i + ln γ
R
p,i

















− ep,i,k ln βp,i,k
ωk
)]












rsyi,s, i ∈ I






























ei,mψm,k, i = a,w, c1 ; k ∈ K








select at most 2 more solvents:∑
s∈S
yi,s ≤ 1 , i = c2, c3
select each candidate solvent at most once:∑
ii∈II
yii,s ≤ 1 , s ∈ S
solvent ordering:
yc1,s + yc2,s′ ≤ 1
yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
using y˜n to control yi,s:
y˜1 + yi,s ≤ 1, s ∈ S , i = c2, c3
y˜2 + yi,s ≤ 1 , s ∈ S , i = c3








yi,s , i = c2, c3
reformulation of the disjunctive constraints via BM:
mole fractions
xFS ,c1 ≥ 0.001 + 0.999y˜1
0.001(1− y˜1) ≤ xp,c2 ≤ 0.999(1− y˜1), p = FS ,M
0.001y˜3 ≤ xp,c3 ≤ 0.999y˜3, p = FS ,M
0.000001(1− y˜1) ≤ xp,c2 ≤ 0.999999(1− y˜1), p = E,R
0.000001y˜3 ≤ xp,c3 ≤ 0.999999y˜3, p = E,R
phase equilibrium
−9999y˜1 ≤ γE,c2xE,c2 − γR,c2xR,c2 ≤ 9999y˜1
−9999(1− y˜3) ≤ γE,c3xE,c3 − γR,c3xR,c3 ≤ 9999(1− y˜3)
mole balances
−22708y˜1 ≤ xFS ,c2FS − xM,c2M ≤ 22708y˜1
−22708(1− y˜3) ≤ xFS ,c3FS − xM,c3M ≤ 22708(1− y˜3)
−22708y˜1 ≤ xM,c2M − xE,c2E − xR,c2R ≤ 22708y˜1
−22708(1− y˜3) ≤ xM,c3M − xE,c3E − xR,c3R ≤ 22708(1− y˜3)
activity coefficients - UNIFAC equations
−9999y˜1 ≤ ln γp,c2 − ln γCp,c2 − ln γRp,c2 ≤ 9999y˜1
−9999(1− y˜3) ≤ ln γp,c3 − ln γCp,c3 − ln γRp,c3 ≤ 9999(1− y˜3)
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for p = E,R





≤ 100y˜1, p = E,R





≤ 100(1− y˜3), p = E,R









≤ 100y˜1, p = E,R









≤ 100(1− y˜3), p = E,R





≤ 100y˜1, p = E,R





≤ 100(1− y˜3), p = E,R
−10y˜1 ≤ ec2,k −
n′c2,kQk
qc2
≤ 10y˜1, k ∈ K
−10(1− y˜3) ≤ ec3,k −
n′c3,kQk
qc3
≤ 10(1− y˜3), k ∈ K
−100y˜1 ≤ βc2,k −
∑
m∈K
ec2,mψm,k ≤ 100y˜1, k ∈ K
−100(1− y˜3) ≤ βc3,k −
∑
m∈K
ec3,mψm,k ≤ 100(1− y˜3), k ∈ K
0.001 ≤ xp,i ≤ 1 , i = a,w, c1; p = FS ,M
10−6 ≤ xp,i ≤ 1, i = a,w, c1; p = E,R
0 ≤ xp,i ≤ 1, i = c2, c3; p = FS ,M,E,R
yi,s, y˜n ∈ {0, 1}, i = c1, c2, c3; s ∈ S; n ∈ N (G2-BM)
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C.2.3 Hull reformulation for the general problem (Nmax=3)
The MINLP formulation obtained via HR for the general problem of case study 2 is given




+ xE,w − xE,a
subject to




xM,iM = xE,iE + xR,iR, i = a,w
xR,a ≤ 0.003∑
ii∈II
xFS ,ii = 1∑
i∈I
xp,i = 1, p = M,E,R
activity coefficients - UNIFAC equations
ln γp,i = ln γ
C
p,i + ln γ
R
p,i

















− ep,i,k ln βp,i,k
ωk
)]




















, p = E,R ; i = a,w














ei,mψm,k, i = a,w ; k ∈ K








select at most 2 more solvents:∑
s∈S
yi,s ≤ 1 , i = c2, c3
select each candidate solvent at most once:∑
ii∈II
yii,s ≤ 1 , s ∈ S
solvent ordering:
yc1,s + yc2,s′ ≤ 1
yc1,s + yc3,s′ ≤ 1 , ∀ s′ < s ; s = 2, ..., 9 ; s′ = 1, ..., s
yc2,s + yc3,s′ ≤ 1
using y˜n to control yi,s:
y˜1 + yi,s ≤ 1, s ∈ S , i = c2, c3








yi,s , i = c2, c3
reformulation of the linear disjunctive constraints via HR:
mole fractions
Appendix C. MINLP mixture formulations 189
0.001y˜n ≤ νxp,c1,n ≤ 0.999y˜n, n = 1, 2, 3 ; p = FS ,M
0.000001y˜n ≤ νxp,c1,n ≤ 0.999999y˜n, n = 1, 2, 3 ; p = E,R
0.001y˜n ≤ νxp,c2,n ≤ 0.999y˜n, n = 2, 3 ; p = FS ,M
0.000001y˜n ≤ νxp,c2,n ≤ 0.999999y˜n, n = 2, 3 ; p = E,R
0.001y˜3 ≤ νxp,c3,3 ≤ 0.999y˜3, p = FS ,M




νxp,i,n, i = c1, c2, c3 ; p = FS ,M,E,R
activity coefficients - UNIFAC equations




νlnγp,i,n, p = E,R ; i = c1, c2, c3








νqi,n, i = c1, c2, c3








νri,n, i = c1, c2, c3








νβi,k,n, i = c1, c2, c3 ; k ∈ K
−50y˜n ≤ νβi,k,n ≤ 50y˜n, i = c1, c2, c3 ; n = 1, 2, 3 ; k ∈ K
reformulation of the nonlinear disjunctive constraints via HR:
An = (1− )y˜n + , n = 1, 2, 3
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Bn = (1− y˜n), n = 1, 2, 3
 = 10−5
phase equilibrium
νγE,i,nνxE,i,n − νγR,i,nνxR,i,n = 0, i = c1, c2, c3 ; n = 1, 2, 3
−99y˜n ≤ νγp,i,n ≤ 9999y˜n, i = c1, c2, c3 ; p = E,R ; n = 1, 2, 3
mole balances
νxFS ,i,nFS − νxM,i,nM = 0, i = c1, c2, c3 ; n = 1, 2, 3
νxM,i,nM − νxE,i,nE − νxR,i,nR = 0, i = c1, c2, c3 ; n = 1, 2, 3



























νlnγCp,i,n, p = E,R ; i = c1, c2, c3



























νlnγRp,i,n, p = E,R ; i = c1, c2, c3








νJp,i,n, p = E,R ; i = c1, c2, c3














νJ ′p,i,n, p = E,R ; i = c1, c2, c3
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νLp,i,n, p = E,R ; i = c1, c2, c3















νei,k,n, i = c1, c2, c3 ; k ∈ K
0 ≤ νei,k,n ≤ 5y˜n, i = c1, c2, c3 ; k ∈ K ; n = 1, 2, 3
0.001 ≤ xp,i ≤ 1 , i = a,w; p = FS ,M
10−6 ≤ xp,i ≤ 1, i = a,w; p = E,R
0 ≤ xp,i ≤ 1, i = c1, c2, c3; p = FS ,M,E,R
yi,s, y˜n ∈ {0, 1}, i = c1, c2, c3; s ∈ S; n ∈ N (G2-HR)
Although variables that correspond to the first designed component, c1, can be treated
as general ones, they are disaggregated when formulating via HR for consistent notation.
In model (G2-HR), the approximation function of Equation 4.3 is used when logarithms
are involved in order to avoid numerical difficulties.
Appendix D
Data used in the design of
molecules from atom (UNIFAC)
groups
The data included in this section for the design of molecules from atom groups are taken
from the work of Struebing et al. [2017].
Table D.1: Subsets of set G for the solvent mixture design of case study 1. The sub-
sets GF, GNCE, GCE, GAr, GM and G1 represent functional groups, non-chain-ending
groups, chain-ending groups, aromatic groups, main groups and single molecular group,
respectively.
GF GNCE GCE GAr GM G1
OH CH=CH CH2=CH aCH CH3 CH3CN
CH3CO CH2CO CH3CO aC CH2 CHCl3
CH2CO CH2COO CHO aCCH3 CH CH3NO2
CHO CH2O CH3COO aCCH2 C H2O
CH3COO CH2NH CH3O aCCH CH2=CH DMSO
CH2COO CH3N CH2NH2 aCOH CH=CH DMF
CH3O CHNO2 CH2CN aCNH2 CH2=C
CH2O CH2SH COOH aCCl CH=C









Continued on next page
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Table D.2: Subsets of set G for the solvent mixture design of case study 2. The sub-
sets GF, GNCE, GCE, GAr, GM and G1 represent functional groups, non-chain-ending
groups, chain-ending groups, aromatic groups, main groups and single molecular group,
respectively.
GF GNCE GCE GAr GM G1
OH CH=CH CH2=CH aCH CH3 CHCl3
CH3CO CH2CO CH3CO aC CH2 H2O
CH2CO CH2COO CHO aCCH3 CH
CHO CH3COO aCCH2 C





Table D.3: Valency vg, normal melting point Tmelt,g and normal boiling point Tboil,g
contributions of each group.
group g ⊂ G vg Tmelt,g (K) Tboil,g (K)
CH3 1 0.6953 0.8491
CH2 2 0.2515 0.7141
CH 3 −0.3730 0.2925
C 4 0.0256 −0.0671
CH2=CH 1 1.1728 1.5596
CH=CH 2 0.9460 1.5597
CH2=C 2 0.7662 1.3621
Continued on next page
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group g ⊂ G vg Tmelt,g (K) Tboil,g (K)
CH=C 3 0.1732 1.2971
C=C 4 0.3928 1.2739
aCH 2 0.5860 0.8365
aC 3 1.8955 1.7324
aCCH3 2 1.0068 1.5653
aCCH2 3 0.1065 1.4925
aCCH 4 −0.5197 0.8665
OH 1 2.7888 2.5670
aCOH 2 5.1473 3.3205
CH3CO 1 2.9588 3.1178
CH2CO 2 2.5232 2.6761
CHO 1 3.0186 2.5388
CH3COO 1 2.1657 3.1228
CH2COO 2 1.6329 2.9850
CH3O 1 1.3643 1.7703
CH2O 2 0.8733 1.3368
CH−O 3 0.2461 0.8924
CH2NH2 1 3.2742 2.7987
CH3NH 1 2.4034 2.2514
CH2NH 2 1.7746 1.8750
CH3N 2 0.9607 1.3841
CH2N 3 0.0442 1.1222
aCNH2 2 3.9889 3.8298
CH3CN 0 4.7365 4.9293
CH2CN 1 2.5760 4.5871
COOH 1 7.4042 5.1108
CH2Cl 1 1.9253 2.6364
CHCl 2 1.0224 2.0246
CHCl2 1 2.5196 3.3420
CHCl3 0 4.1473 4.4919
aCCl 2 1.7134 2.0669
CH3NO2 0 5.2594 5.3768
CH2NO2 1 3.2131 4.5311
CHNO2 2 0.7812 3.8069
CH2SH 1 2.2992 3.1974
I 1 1.9444 3.1778
Br 1 1.7641 2.4231
aCF 2 0.9782 0.7945
CH2S 2 1.0063 2.6524
H2O 0 6.3757 5.3475
DMSO 0 7.1981 7.9779
DMF 0 4.2305 6.7863
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Table D.4: Upper bounds provided by linear functions fˆ that define if each group g is
allowed to appear in a designed molecule i. Groups with an ∗ have been deactivated in
the studied problems due to lack of sufficient data for accurate predictions.
group g fˆi,g(yˆi,t), i ∈ I ; g ∈ G ; t ∈ TM
CH3 n
′max
i,g · yˆi,a + 2 · yˆi,aCCH + yˆi,aCCH2
CH2 3 · yˆi,a
CH 3 · yˆi,a
C yˆi,a
CH2=CH
∗ 0 · (yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2)
CH=CH∗ 0 · (yˆi,a + yˆi,m,aC + yˆi,aCCH2)
CH2=C
∗ 0 · yˆi,a
CH=C∗ 0 · yˆi,a
C=C yˆi,a
aCH 6 · yˆi,m + 8 · yˆi,b
aC yˆi,m,aC + 2 · yˆi,b




aCOH 6 · yˆi,m + 8 · yˆi,b
CH3CO yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
CH2CO yˆi,a + yˆi,m,aC + yˆi,aCCH2
CHO yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
CH3COO yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
CH2COO yˆi,a + yˆi,m,aC + yˆi,aCCH2
CH3O yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
CH2O yˆi,a + yˆi,m,aC + yˆi,aCCH2
CH−O yˆi,a
CH2NH2
∗ 0 · (2 · yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2)
CH3NH
∗ 0 · yˆi,a
CH2NH
∗ 0 · (yˆi,a + yˆi,m,aC + yˆi,aCCH2)
CH3N
∗ 0 · (yˆi,a + yˆi,m,aC + yˆi,aCCH2)
CH2N
∗ 0 · yˆi,a
aCNH2
∗ 0 · (6 · yˆi,m + 8 · yˆi,b)
CH3CN yˆi,a
CH2CN yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
COOH yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2







Continued on next page
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group g fˆi,g(yˆi,t), i ∈ I ; g ∈ G ; t ∈ TM
aCCl 6 · yˆi,m + 8 · yˆi,b
CH3NO2 yˆi,a
CH2NO2 yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
CHNO2 yˆi,a + yˆi,m,aC + yˆi,aCCH2
CH2SH
∗ 0 · (yˆi,a + yˆi,m,aC + yˆi,aCCH2)
I 2 · yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2
Br∗ 0 · (2 · yˆi,a + yˆi,m,aC + yˆi,aCCH + yˆi,aCCH2)
aCF 6 · yˆi,m + 8 · yˆi,b
CH2S
∗ 0 · yˆi,a
Table D.5: Upper bounds on the number of groups that limit the simultaneous occurrence
of different functional groups. Groups with an ∗ have been deactivated in the studied
problems.
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Table D.6: Problem specifications: size of the MINLP formulations D1-D4, E1-E3 and
F1-F4 of case studies 1 and 2; and number of nodes generated when solving each model
with SBB.
Problem No= of continuous N
o





variables variables constraints nodes
D1 (N = 1) 412 157 487 3
D2 (N = 2) 973 314 1,175 292
D3 (N = 3) 1,683 624 2,122 5272
D4 (N ≤ 3) 1,341 474 2,286 42
E1 (N = 2) 877 415 1,178 67
E2 (N = 3) 1,644 623 2,127 389
E3 (N ≤ 3) 1,347 473 2,291 84
F1 (N = 1) 551 82 583 125
F2 (N = 2) 701 164 813 121
F3 (N = 3) 797 246 1,043 2063
F4 (N ≤ 3) 854 249 1,553 375
