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abstract
In this thesis, light scattering and propagation inside a silicon-based thin-film
solar cell is investigated using optical simulations based on the finite-difference
time-domain method. The special focus in this thesis lies in the analysis of
the influence of randomly textured surfaces on cell performance. Due to the
random nature of these structures and their varying sizes, simulation domains
have to be sufficiently large to have a statistically significant distribution of fea-
tures. The investigations focus on three different areas: The first area is light
scattering at different interfaces in transmission as well as reflection. These
simulations are compared to results from an improved scalar scattering model
proposed by Domine´ et al. [J. Appl. Phys. 107, p. 044504, 2010]. The agree-
ment of both methods is very good, with the limits of the scalar model ly-
ing in multiple interfaces and layers with a thickness below the peak-to-peak
roughness of the surface. Secondly, the absorptance inside different hydro-
genated amorphous and microcrystalline silicon layers is investigated for dif-
ferent structures; these include comparisons between conformal surfaces and
surfaces as obtained in real devices by silicon growth. Further investigations in
this area included simple stretching of the surfaces along different axes, as well
as more complex modifications based on the scalar scattering theory; addition-
ally, an amorphous/microcrystalline silicon solar cell is simulated and com-
pared to experimental results to find limitations in the simulation approach.
All of these simulations show a better performance for steeper features with
a lateral size of about 500 nm. Additionally, the changes in topograhpy in-
troduced by the silicon growth has a significant impact on cell performance.
The last part of this thesis compares optical simulations to measurements of a
scanning near-field optical microscope (SNOM). When comparing simulated
intensities directly above a rough surface to measurements, it is found that
the offset of the tip due to its finite physical size is the strongest influence,
while light scattering at the tip has very little impact on (relative) intensity
measurements.
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zusammenfassung
In dieser Dissertation werden Lichtstreuung und -ausbreitung in Silizium-
basierten Du¨nnschichtsolarzellen mithilfe optischer Simulationen untersucht.
Als Simulationsmethode wird die sog. “Finite-Difference Time-Domain” oder
FDTD-Methode genutzt. Der Schwerpunkt dieser Arbeit liegt in der Anal-
yse von zufa¨llig texturierten Oberfla¨chen und deren Einfluss auf die Leistung
der Solarzellen. Durch die zufa¨llige Natur dieser Strukturen und deren sehr
unterschiedlichen Gro¨ßen mu¨ssen die Simulationen ein entsprechend großes
Gebiet beinhalten, um eine statistisch signifikante Verteilung der Strukturen
zu gewa¨hrleisten. Diese Untersuchungen beinhalten drei Bereiche: Zuna¨chst
wird die Lichtstreuung in Transmission und Reflexion an verschiedenen Gren-
zfla¨chen betrachtet. Es werden dabei die Ergebnisse der Simulationen mit
denen eines verbesserten skalaren Streumodells von Domine´ et al. [J. Appl.
Phys. 107, p.044504, 2010] verglichen. Die U¨bereinstimmung der beiden Meth-
oden ist sehr gut, wobei die skalare Streutheorie nur fu¨r einzelne Grenzfla¨chen
berechnet werden kann und die Ergebnisse fu¨r Schichten, die du¨nner sind als
der maximale Hub der zugrundeliegenden Oberfla¨che, nicht aussagekra¨ftig
sind. Im zweiten Teil der Arbeit wird die Absorptionsvera¨nderung in ver-
schiedenen hydrierten amorphen und mikrokristallinen Siliziums-Schichten
in Abha¨ngigkeit von der Oberfla¨chentextur untersucht. Dabei werden ver-
schiedene Ansa¨tze verfolgt: Zum einen werden Ergebnisse fu¨r konformale
Oberfla¨chen mit denen der durch das Siliziumwachstum modifizierten Struk-
turen verglichen, zum anderen werden einfache Modifikationen, speziell das
Strecken und Stauchen einer Struktur, untersucht. Weiterhin wird eine math-
ematisch aufwendigere Modifikation auf Basis der skalaren Streutheorie be-
handelt. Außerdem wird eine Tandem-Solarzelle aus amorphem und mikro-
kristallinem Silizium untersucht, um Limitierungen der Simulationsmethode
zu ero¨rtern. Diese Simulationen haben eine Verbesserung der Solarzelle bei
steileren Oberfla¨chenstrukturen gezeigt. Zusa¨tzlich ergibt sich ein starker Ein-
fluss der Nicht-Konformalita¨t auf die Leistung einer Solarzelle. Der letzte Teil
dieser Dissertation bescha¨ftigt sich mit dem Abgleich von Messungen einer
Nahfeld-Mikroskop (scanning near-field optical microscopy - SNOM) mit Sim-
ulationen. Diese wurden sowohl mit als auch ohne die im SNOM eingesetzte
Messspitze durchgefu¨hrt. Dabei hat sich durch den Vergleich der Simulations-
daten an verschiedenen Ho¨hen u¨ber der Oberfla¨che mit Messungen ergeben,
dass der durch die Spitzenausdehnung bedingte Abstand zur Oberfla¨che den
sta¨rksten Einfluss hat. Dagegen vera¨ndert die Lichtstreuung an der Spitze die
(relative) Intensita¨tsmessung nur marginal.
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I N T R O D U C T I O N
Optical simulations to investigate randomly nano-textured structures for applications
in thin-film silicon (Si) solar cells - what does it mean, why is it necessary and
why would anyone choose this as the topic for his thesis? And, as an extension,
how could this area of research develop in the future?
What does it mean? Since random nano-textured structures in thin-film Si so-
lar cells are investigated, I first have to explain these structures and why they
are important for Si-based thin-film solar cells. The silicon-based thin-film
solar cells investigated in this thesis consist of a layer stack containing a trans-
parent conductive oxide (TCO), one or two hydrogenated amorphous (a-Si:H)
or microcrystalline silicon (µc-Si:H) cells and a back contact, typically a combi-
nation of another TCO and silver (Ag). The silicon-based cells in these devices
consist of a p-i-n type structure, an intrinsic layer between a p-doped and an
n-doped layer. The nano-textured structures investigated consist mainly of
textures applied to the TCO feature sizes that are typically in the range of
the wavelength of the incident light. These textures induce light scattering
at each interface between different layers, possibly scattering the light into an
angle beyond the critical angle of total internal reflection, therefore effectively
trapping the light inside a layer[1] and has been thoroughly investigated at
the Institut fu¨r Energie- und Klimaforschung 5, Photovoltaik, FZ Ju¨lich GmbH
(IEK5).[2, 3]
So, why do we need this in Si-based thin-film solar cells? Since these are
thin-film solar cells, the absorber layers inside the cell are typically much thin-
ner than the thickness required to reliably absorb most of the light in the whole
wavelength region for which the absorber material is of interest, 300 nm-800
nm for a-Si:H and 300 nm-1100 nm for µc-Si:H. The optical data of these ma-
terials as used in these thesis were obtained in the course of [4] This means
that for flat interfaces, the light has to be absorbed in two passes through the
cell, which is highly unlikely for wavelengths above 600 nm. Due to the light
scattering induced by the textured surface, however, the amount of material it
passes can be significantly improved by scattering into large angles and possi-
bly total internal reflection. The exact numbers for this will be shown in the
fundamentals chapter of this thesis.
Most investigations in this thesis, be it light scattering, absorption enhance-
ment or investigations of a near-field tip, are focused on wet-etched zinc oxide
structures, due to two reasons: Firstly, this is the primary system in use for
the microcrystalline single junction and amorphous/microcrystalline tandem
1
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solar cells at IEK5; secondly, due to the resolution limitations discussed in the
fundamentals part of this thesis, finer structured samples cannot be resolved
with the accuracy necessary for reliable results.
And why are these investigations carried out using simulations? Simula-
tions give a unique opportunity to investigate structures far more rigorously
than any experiment, up to the point that you can actually look what is happen-
ing inside the sample, an area not accessible by experiment. At the beginning
of this thesis, the fabrication of textured TCOs was limited to as-grown rough-
ness, wet-etching and buying a commercial substrate. This gives only very
limited possibilities to modify the textures. With simulations, even the most
unlikely and alien textures can be investigated at least theoretically. Addition-
ally, when using a high-performance cluster (HPC) system, the time necessary
for the simulation of even a whole spectrum is much shorter than that of fab-
ricating an actual device, and much cheaper, too. You typically need one or
two days for the fabrication of a cell - given there are no complications - and
measurements, while the simulation time can be tuned to your needs; if you
want to use your computation time efficiently, a spectrum can be calculated in
twelve hours, if you need the results urgently, this can be reduced to as little
as three hours when utilising more processors (CPU).
I chose this topic for my thesis for a multitude of reasons. One of the most
important factors is that due to my disability, I am not able to perform ex-
periments which rely on good dexterity or which require me to lift and carry
around heavy objects. Therefore, a thesis consisting mainly of simulations and
work on computers seemed ideal for me. Also, the opportunity to work in the
HPC area was - and is - very interesting and give a fascinating insight into the
working of these systems and the community. The fact that I could help to
develop solar cells was a great opportunity too.
While I am reluctant to believe that solar cells will solve all of humanity’s
energy problems and stop global warming∗, I personally think it mandatory
for humanity to at least reduce its dependency on fossil fuels, all the more
with recent development of oil prices, which are erratic to say the least, as
is shown in Fig. 1.1[5]. Another sector in which photovoltaics - especially Si-
based thin-film solar cells - can significantly improve people’s lives is the third
world, where there is no electricity grid with blanket coverage.[6]
The aforementioned savings in time and money when performing simula-
tion also contributed to my decision to choose this topic for my thesis, since
people and institutions have to save money wherever they can to be able to
invest in more expensive fields.
Last but not least, this topic shows much promise for the future. With this
(optimistic) outlook, I want to add the following remarks to this introduction:
When first starting this thesis, the idea of performing the simulations in the
way I did was always closely related to the ability to utilise the supercomput-
ing resources at the FZ Ju¨lich. I essentially continued the work of Rockstuhl et
∗ in my opinion a system too complex to be predicted with today’s simple models. Also, there
is still ongoing discussion about much of the validity of measurements and results of the past
decades
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Figure 1.1.: 3-year chart of the oil-price (April 30th, 2013). The erratic be-
haviour in oil price is clearly visible with price differences between 70 USD
and 150USD. Taken from [5].
al.[7], which was investigating effects of textures for a few choice wavelengths.
With time, however, the price of computing resources dropped tremendously†,
up to a point that the amount of computing power needed for a single wave-
length simulation is now in the range of 2000 EUR, with the main contribution
to that price being the memory‡. It is likely that even in the near future, the
readily available computation power at each desk will be enough for such sim-
ulations. Also, there have been major advances in harnessing the compute
power of graphics processing units (GPU) for simulations, which is orders of
magnitude larger than that of conventional CPUs.[8]
Another interesting development during this thesis concerns the fabrication
of arbitrary structures using nano-imprint lithography[9]. A significant por-
tion of this thesis was to investigate how existing structures can be modified for
better light scattering. However, these modified textures could not be created
at all at the beginning of this thesis. With the development of nano-imprint
lithography, however, it is very likely that these structures can be manufac-
tured in the foreseeable future, even at a large scale.
And finally, the kind of investigation in this thesis and the tools used[10]
can be applied not only to photovoltaic applications, but to all fields which
rely on light propagation in thin layers and structures, e.q. the research on
light emitting diodes (LED).[11, 12]
With this, I finish this introduction and hope to have given the reader an
insight into my motivation for this thesis and the importance of this field of
research.
† as it has done the past three decades
‡ at a necessary 32 Gigabyte§ for a single simulation
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Part I
F U N D A M E N TA L S

introduction
To better understand the results of this thesis, some fundamentals have to
be considered. First and foremost, the functionality of a silicon based thin-film
solar cell has to be explained, especially the difference between a single and a
multi junction device. Additionally, the light scattering in thin-film devices is
introduced in detail, since this is one of the main motivations of this thesis.
Also, the simulation methods used in this thesis are introduced, with a focus
on the Finite-Difference Time-Domain method used for all research in this the-
sis. This includes the algorithm as such as well as the actual software used for
calculations and an analysis of its limitations. Additionally, an extended scalar
scattering model is introduced, which was used especially for the analysis of
light scattering.
The analysis methods applied to simulation results will be explained in
short, with a special focus on a new analysis method to investigate local ef-
fects on absorption inside a layer, which is referred to as “absorption planes”.
Closing this part of the thesis will be an introduction to the experiments
to which simulations were compared, which include near-field microscopy,
atomic force microscopy and angular resolved scattering.
7
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S I L I C O N B A S E D T H I N - F I L M S O L A R C E L L S
In this chapter, silicon-based thin-film solar cells[13] will be introduced. Due
to the main topic and investigations in this thesis, this introduction will fo-
cus strongly on the optical aspects of solar cells. In the first section, the basic
principles of solar cell and light absorption therein will be discussed. These
fundamentals are applicable to all kind of solar cells. In the next section, gen-
eral properties of thin Si-based solar cells will be discussed. Following this,
tandem devices will be explained with a-Si:H/µc-Si:H tandem cells as an ex-
ample, since these are the state-of-the-art solar cells manufactured at IEK5 at
the time of writing. The last section will focus on improving absorption in thin
devices by utilising light scattering and trapping, again with a focus on silicon
based devices, since this is the main way of improving solar cells at the IEK5.
The basic idea behind a solar cell is to convert light∗ into electrical power.
The main materials to do this are currently semiconductors and this possibility
was first discovered for silicon based pn-junctions in the 1960s at Bell Labs[14].
While new approaches include other methods of converting light to electrical
power[15], the main idea for all types of photovoltaic devices is to absorb pho-
tons and convert them into free carriers. This is done by exciting electrons
from the valence band into the conduction band, e.g. [16]. The dominating ef-
fect for this is the energy transfer from incident photons to the electrons in the
valence band. A sketch of this can be seen in Fig. 2.1 for a direct (a) and indi-
rect (b) semiconductor, with silicon being the latter. Depending on the material
used in the solar cell, the amount of light absorbed at different wavelengths
can be very different; examples for GaAs and Si can be found in [17] and [18].
For photons with an energy above the band gap, however, the additional en-
ergy is lost, which is also shown in Fig. 2.1. This loss is called “thermalisation
loss”.[16] Therefore, the band gap of the absorber material has to be chosen
according to the incident solar spectrum. Another way of addressing this is
shown in Sec. 2.2. For our applications, which consist mainly of terrestrial non-
concentrated solar modules which need to utilise the AM1.5 spectrum[19], we
focus on silicon in amorphous and microcrystalline form due to their abun-
dance and low cost in manufacturing. Their absorption behaviour is shown in
Fig. 2.2 alongside that of crystalline silicon (c-Si).[20, 21]
As can be seen, the absorption coefficients of these materials show a certain
resemblance. However, crystalline silicon solar cells are typically fabricated
∗ Preferably from a near-infinite source which requires no energy input, such as the sun
9
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Figure 2.1.: Conversion of a photon into an electron-hole pair. If the energy
of the photon is larger than the band gap, an electron-hole pair can be
generated by exciting an electron from the valence into the conduction band.
Any additional energy of the photon above the band gap is lost due to
thermalisation. Drawings taken from [22].
Figure 2.2.: Absorption coefficient alpha of crystalline (black, solid), amorh-
pous (red, dashed) and microcrystalline (blue, dotted) silicon. While there
are some differences in the absorption of the materials, the trends are very
similar. the notable differences are the significantly higher absorption of
crystalline silicon in the low energy regime and the higher absorption for
a-Si:H in the intermediate wavelength range between 350 nm and 600 nm.
10
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from wafers with a thickness of the absorber layer of up to 200 µm,[23] while
the cells produced at IEK5 have an absorber layer thickness between 300 nm
and 2 µm.[24, 25] Looking at a quantity called the “absorption length”, shown
in Fig. 2.3, it is clear that these small thicknesses are only able to absorb a very
small portion of the incident light, since the light only passes the absorber layer
twice before leaving the cell: Once after entering the cell through the (trans-
parent) front contact, and once more after being reflected at the back contact,
which usually consists of a highly reflective metal, but can be transparent for
bi-facial cells as well[26]. This simple view neglects multiple reflections inside
the cell as well as losses in the metallic back contact, but is a good enough ap-
proximation to show the limitations of thin absorber layers. This effect grows
stronger as the wavelength of the incident light increases, since light with en-
ergies slightly above the band gap is less likely to be absorbed in an indirect
semiconductor. This is also reflected in the strongly increasing absorption
lengths at wavelengths above 600 nm.
Figure 2.3.: Absorption length and typical absorber layer thickness for crys-
talline (black, solid), amorphous (red, dashed) and microcrystalline (blue,
dotted) silicon. Since the thickness of a typical wafer-cell is always larger
than the absorption length, these cells already show good performance with-
out textured interfaces. For the amorphous and microcrystalline cells, how-
ever, absorber layer thicknesses are smaller than the absorption length at
wavelengths above 600 nm. Therefore, the light path inside the absorber
layers has to be increased significantly, e.g. by light scattering at textured
interfaces.
These properties indicate that a good way to increase performance of the
cell while retaining the small absorber layer thickness would be to increase the
path length of the light inside the absorber layer. The most common way to
achieve this will be discussed now: Light scattering at different interfaces.
11
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2.1 light scattering in thin-film devices
As described above, the thin absorber layer thickness in thin-film solar cells is a
major challenge when trying to obtain high efficiencies. For this to be success-
ful, the amount of time the incident light spends in the cell has to be increased
by a large amount, so the probability for light absorption increases.[27, 28]
While with layer thicknesses below the wavelength of the incident light it can-
not be described with ray optics, the term of “effective light path” is commonly
used as a measure for light scattering, suggesting a linear path of the light in-
side the cell[28]. This effective light path is sketched in Fig. 2.4.
Figure 2.4.: Sketch of light trapping approximated using geometrical optics. A
textured interface can scatter light into different angles. For small angles
(left side), the light can couple out of the cell in the same way it could with
flat interfaces, however the light path is increased by the angle. In the best
case (right side), the light is scattered into an angle above the angle total
internal reflection and trapped inside the absorber layer until it is absorbed.
The maximum increase in absorption - also referred to as ”path length
enhancement”[27, 28] and calculated using ray optics - can be expressed by
an effective absorption coefficient for a material with refractive index n, real
absorption coefficient α, reflectivity r and layer thickness d as:
αeff =
1− r
1−r
4n2αd
+ 1
(2.1)
α<<1−−−→αeff = 4n2αL. (2.2)
This limit was first proposed by Yablonovitch in 1982[29]. To obtain light
scattering inside a solar cell, in most cases the front and/or back contact are
structured in some way or another. These include growth-induced textures[30],
wet-chemical etching[31], fabrication of photonic crystals[32] or plasmonic scat-
tering at the front or back contact[33] and nano-imprint lithography[9].
In this thesis, the focus will lie on commercially available or easily man-
ufactured textures as a basis for all simulations and optimisations. These
12
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include commercially available Asahi-U[34] structures, wet-chemical etched
aluminium-doped zinc oxide (ZnO:Al) structures, developed in Ju¨lich[31] and
as grown textures of boron-doped zinc oxide (ZnO:B) deposited via liquid
phase chemical vapour deposition (LPCVD) as developed at Neuchaˆtel[30] and
plasmonics[33] or periodic structures[32].
These structures will also be modified to enhance light scattering and ab-
sorption in the active layer of the cell; this, however, are purely theoretical
investigations. While it might be possible to create such structures using small-
scale technologies such as electron beam lithography and then copy them to
large areas using nano-imprint lithography, the growth behaviour of the differ-
ent silicon layers has shown to be non-optimal for structures with high aspect
ratios and steep flanks.
2.2 tandem thin-film solar cells
Another way to increase the performance of a thin-film solar cell is to make it
a so-called “tandem cell” or “multi-junction cell”[16]. In this case, the device
consists of multiple stacked cells with each cell consisting of a material with
a different band gap. By using cells with band gaps that get smaller for each
consecutive cell, the incident light can be used more efficiently, as described
for example in[16]. Since most of the high energy photons are absorbed in the
high band-gap materials at the front of the cell, the thermalisation losses in
the bottom cell(s) are much smaller. Previous calculations[16] have shown a
maximum efficiency of 86% for a multi-junction cell with an infinite number
of materials covering the whole solar spectrum, neglecting losses in all but the
absorber layers.
Since an infinite number of cells for a multi-junction cell are challenging to
fabricate, the focus in research and industry lies on devices with two to four
individual cells in a stack. At this institute, two-junction cells are the focus
of research, due to the comparatively low manufacturing costs[35]. In these
tandem cells, a combination of a-Si:H and µc-Si:H are used, with a-Si:H as the
top cell due to the higher band gap. A sketch of the layer stack used for these
cells is shown in Fig. 2.5(b); as a comparison, a typical layer stack of a single
junction amorphous silicon cell is shown in Fig. 2.5(a). The absorption in a
tandem device is similar to the single junction device (Fig. 2.1. Any photon
that passes through the top cell unabsorbed can be absorbed in the lower band
gap material of the bottom cell. These tandem cells have been shown to have
an efficiency of about 14% which decreases to 10%[36] due to light induced
degradation,[37] mostly in the a-Si:H layer[37]. An additional challenge is the
fact that both cells are connected in series and therefore the current is limited
by the cell in the stack which has the lowest short circuit current density. If the
tandem cell is limited by the (µc-Si:H) bottom cell, in most cases it is sufficient
to increase the cell thickness. For the a-Si:H top cell however, this is not the best
approach due to light induced degradation.[37] In this case, the band gap can
be adjusted by deposition parameters within a small area, or an intermediate
13
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Figure 2.5.: Sketch of an amorphous silicon single junction (a) and an amor-
phous/microcrystalline silicon tandem solar cell (b). The tandem cell con-
sists of two individual cells with absorber layers exhibiting different band
gaps. The top cell consists of an amorphous silicon pin stack and the bottom
cell of a microcrystalline pin stack. Optionally, an intermediate reflector can
be placed between the two to improve current matching.
layer can be introduced to reflect high energy photons back into the top cell
while low photons can pass through to the bottom cell. This leads to a higher
current in the top cell, since more high energy photons are converted in the
high band gap material, reducing thermalisation losses.
14
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S I M U L AT I O N M E T H O D S A N D M O D E L S
After introducing the basics of the solar cells simulated in the course of this
thesis, the simulation methods will be introduced now. The main focus will
lie on the Finite-Difference Time-Domain method, which was used for each
and every investigation in this thesis. Additionally, a short introduction will
be given into an improved scalar scattering model.
3.1 finite-difference time-domain algorithm
The simulation method mainly used throughout this thesis is based on the
Finite-Difference Time-Domain (FDTD) method for solving Maxwell’s equa-
tions. This method was first proposed by Yee in 1966[38] and has been dis-
cussed in detail, including implementation details, by Taflove et al.[39]. In
principle, Maxwell’s equations,
∂~B
∂t
= −∇× ~E− ~M (3.1)
∂~D
∂t
= ∇× ~H−~J (3.2)
∇ · ~D = 0 (3.3)
∇ · ~B = 0 with (3.4)
~D = r0~E (3.5)
~B = µrµ0~H and (3.6)
~J = ~Jsource + σ~E (3.7)
~M = ~Msource + σ
′~H, (3.8)
where ~E and ~D are the electric field and electric flux density, respectively. ~H
represents the magnetic field and ~B the magnetic flux density. ~J is the electric
current density, ~M the equivalent magnetic current density, r and 0 the rela-
tive and free-space permittivity, respectively. Lastly, µr and µ0 are relative and
free-space permeability. σ and σ ′ are the electric and magnetic conductivity,
and ~Jsource and ~Msource describe electric and magnetic sources, with the latter
always being equal to zero ( ~Msource = 0). As described in [38], the Yee algo-
rithm proposed to simplify these equations and adapt them to the so-called
Yee-lattice, where electric and magnetic field components are placed at a dis-
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tance of one half cell from each other in space and time, as illustrated in Fig. 3.1
for the discretisation in space. This figure was taken from [39].
Figure 3.1.: Sketch of the Yee-cell, showing placement and direction of the
electric and magnetic fields.[38]
By staggering the electric and magnetic field vectors in space as well as
in time, a simplified version of Maxwell’s equations, introduced and demon-
strated by Taflove ([39], pp.67-87), reduces the problem of calculating these
fields to a simple set of equations in the following form:
~En+1 = ~Es +C1~E
n +C2∇× ~Hn+1/2 (3.9)
~Hn+3/2 = ~Hs +C3~H
n+1/2 +C4∇× ~En+1, (3.10)
where ~Es and ~Hs are the source electric and magnetic fields, respectively, while
Ci, ∈ {1, 2, 3, 4} are material constants at the respective position. These equa-
tions are only valid for single wavelengths with a constant dielectric function;
while it is possible to include dispersive materials by approximating the di-
electric function using oscillators of various kinds[4], it will not be introduced
here, since each wavelength was simulated using a constant dielectric function.
These equations are easily parallelised, and there are many implementations
of the FDTD method available using multiple CPUs or even multiple nodes in
a high performance computing (HPC) cluster. In this thesis, only one solver
was used, which will be introduced in the following section.
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3.1.1 MEEP FDTD solver
The software used to perform simulations was based on the MEEP FDTD
solver, developed at MIT[10]. This software is being developed as open source,
and is already parallelised for use with HPC cluster. This software is usually
programmed using a SCHEME interface, which is well documented and offers
many features. However, this interface has some serious shortcomings when
used in combination with topographies of randomly textured surfaces; it is
only possible to define simple geometrical shapes. Using these to model the
random surface, one object has to be defined at each point of the surface, as
shown in Fig. 3.2. This again has a serious impact on the initialisation speed
of the simulation. For example, a single rough layer of 500× 500 points leads
to an initialisation time of approximately one hour, with each additional layer
increasing this time by a similar amount. With typical calculation time being
in the order of two to five hours and limited calculation time, this had to be
improved. The chosen path of this thesis to circumvent these shortcomings as
well as its limitations will be discussed in this section.
Figure 3.2.: Discretisation of a line of a topography scan by using rectangular
blocks. The better the surface has to be approximated, the more blocks have
to be defined. For an algorithm with an initialisation time depending on
the number of blocks, a fine discretisation and/or a large domain lead to an
extremely large number of blocks, increasing the initialisation time beyond
the computation time, making the software unsuitable for use with HPC
systems.
Custom interface to MEEP used in this thesis
In addition to the SCHEME interface, MEEP also offers a C++ interface via a
header file. However, this interface is scarcely documented, with only a few
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functions explained, and developing a simulation software using it proved to
be a challenge. Due to the lack of documentation, only very few functions
could be used for the software. The software developed in-house shortens ini-
tialisation to a maximum of 30 seconds, which is sufficiently small compared
to calculation times. In contrast to the original interface, however, this software
only allows for simulations of layer stacks of dielectric materials, with an op-
tional tip of a near-field microscope for special investigations. This optimised
software performs the following steps, as are shown in Fig. 3.3:
1. Read the configuration file and obtain number of layers, layer thicknesses,
dielectric properties, wavelength and interface files.
2. Create arrays from interface files for all interfaces.
3. Calculate dielectric properties for all points (with a minimal memory
footprint).
4. (optional) Include near-field tip in simulation.
5. Place light source.
6. (optional) Write dielectric constants for all points to disk as three-dimen-
sional array.
7. Simulate a pre-defined number of time steps.
8. Write all complex electric fields to disk.
An example of a configuration file along with an explanation of all parameters
is shown in chapter A.
Limitations of the simulation software
With all advantages and optimisation for the kind of investigations performed
in the course of this thesis, this interface to the MEEP software has one distinct
disadvantage: It is only possible to define a single dielectric constant for each
material, and its real part must be positive∗. This has two major consequences:
Firstly, the only metal that can be simulated is a perfect electric conductor
(PEC), so any absorption in a possible contact is neglected. Secondly, it is
not possible, as would be in the SCHEME interface, to define the dielectric
properties as a function of wavelength. Therefore, each wavelength has to be
simulated independently, leading to a high computation time needed for a
whole spectrum. Due to the large amount of data stored after the simulation
is finished, however, a transient calculation including several wavelengths is
also not possible with the resources at our disposal.
∗ with the exception of a perfect electric conductor, with r = −∞
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Figure 3.3.: Flow chart and example pictures of our custom MEEP interface.
After reading the config file, the topography is read. From this, a three-
dimensional representation of the optical properties is created. After op-
tionally including the SNOM tip, a light source is placed. In this example, it
is a planar illumination through the substrate. Before actual simulation, the
real part of the dielectric function can optionally be written to disk. After
this, the actual simulation runs for a pre-determined number of time steps,
after which the electric fields are written to disk.
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3.2 improved scalar scattering model
To investigate the light scattering at single interfaces, as is done in Chapter 6,
an additional model is used for comparison with FDTD simulations. Based
on scalar scattering theory, which includes many approaches[40, 41, 42], the
extended scalar scattering model proposed by Domine´ et al. in 2010[43] is used
in this thesis and referred to as “phase model” (PM), and can be applied to any
topography. This topography is assumed to be placed between two materials,
both treated as a half-space. Therefore, this model only yields information for
a single interface, and further analysis of this calculation should be considered
as far-field effects. This model’s principle is illustrated in Fig. 3.4.
Figure 3.4.: Illustration of the phase model. At each point the height of the
topography is used to calculate a phase shift based on the refractive index
of the materials surrounding the interface.[43]
Essentially, for each point of the topography, a phase difference of the inci-
dent light is calculated via the following formula:
φout = φ0 +
2pi
λ
n1 · ζ(x,y) + 2pi
λ
n2 · (d− ζ(x,y)) (3.11)
= const+
2pi
λ
ζ(x,y)(n1 −n1) (3.12)
In this equation, φout represents the resulting phase, φ0 the initial phase, λ
the wavelength of the incident light in vacuum, and n1 and n2 the refractive
indices of the materials on the incident and transmitted side of the interface,
respectively. ζ(x,y) represents the height of the topography at a given point x
and y for a two-dimensional scan. The quality of this model and its predictive
power will be discussed in detail in Chapter 6.
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A N A LY S I S M E T H O D S
With the calculation methods introduced, the analysis methods will be intro-
duced in this chapter, since the quantities obtained by FDTD are electric field
distributions, not particularly useful on its own. In this section, essential quan-
tities such as absorption, quantum efficiency and Fourier analysis of the elec-
tric fields will be described. Additionally, a special analysis was developed
to correlate absorption inside a layer with surface features of the topography.
These “absorption planes” will be discussed in more detail. For both FDTD
and PM calculations, Fourier analysis allows for calculation of angular inten-
sity distribution and light scattering into evanescent modes, which will also be
introduced.
4.1 intensity distribution
The first quantity to describe is a very simple one, on which many of the
other analysis methods rely: The intensity distribution in a given system. The
intensity is simply calculated by:[44]
I(x,y, z) = E2x + E
2
y + E
2
z (4.1)
= E2x,r + E
2
x,i + E
2
y,r + E
2
y,i + E
2
z,r + E
2
z,i, (4.2)
with I(x,y, z) being the resulting intensity at the point x,y, z, and Ei the electri-
cal field component in the respective direction x,y, z. With the electrical field
being a complex number, the latter equation results. The fields and resulting
intensity for an example system is shown in Fig. 4.1.
4.2 absorptance
As next step from the intensity distribution, the absorptance in each point has
to be considered, which is calculated as
A(x,y, z) =
1
2
0cω · i(x,y, z) · I(x,y, z). (4.3)
In this equation, ω represents the frequency of the incident light, i the imag-
inary part of the dielectric function at the position (x,y, z), and I(x,y, z) the
intensity at the same point. This quantity is a measure of how much of the
incident light is absorbed at any given point.
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Figure 4.1.: Visual representation of the calculation of an intensity distribution
in a modelled 1 µm thick µc-Si:H cell according to Eq. (4.1).
As an example of the difference the frequency and i can have, Fig. 4.2 shows
the intensity distribution (a) and absorptance (b) at a wavelength of 800 nm for
a material system consisting of ZnO:Al and µc-Si:H.
4.3 external quantum efficiency
To allow for a straight-forward comparison between experiment and simula-
tion, the external quantum efficiency or EQE is used. For a real-life device, it
is defined as the number of electrons extracted from the device divided by the
number of photons entering the cell, or:
EQE(λ) =
(electrons/s)out
(photons/s)in
, (4.4)
However, the simulations performed in the course of this thesis only account
for optical effects, and not electrical effects. Therefore, an approximation has
to be made for the number of electrons extracted from the cell. For all op-
tical simulations, it is assumed that all absorbed photons are converted into
electron/hole-pais and that all carriers are extracted. For this case, the for-
mula for the EQE as obtained by simulations changes as follows:
EQE(λ) =
Alayer
I0 · Sdomain
, (4.5)
where Alayer is the absorptance in ta given layer, in this case the silicon layer(s)
of the single junction or tandem device; I0 is the intensity of the incident light∗,
∗ which has to be calculated from an empty domain
22
4.4 absorption planes
Figure 4.2.: Comparison of intensity distribution and absorptance for a single
slice of a three-dimensional simulation at a wavelength of 800 nm. While in-
tensity is visible in glass (bottom-most layer), front TCO (middle layer) and
µc-Si:H (top-most layer), only the front TCO and µc-Si:H show absorption
due to the assumption of i,glass = 0.
defined as I0 = 0c
√
1
 |E0|
2, and Sdomain is the surface area of the domain
perpendicular to the incident wave. This quantity is typically 10µm× 10µm in
this thesis.
4.4 absorption planes
Since the goal of this thesis is to correlate the absorption inside a layer with
local texture features, an additional analysis method was developed to inves-
tigate this special question. While the results of the simulation are three-
dimensional arrays, the amount of data in these arrays is far too much to
correlate directly with the surface structures found on our TCO textures. An
single value, such as absorptance or even EQE, however, lead to a loss of infor-
mation for most of the structure. These quantities only allow for correlations
between overall distribution of surface features with total performance of the
cell. These correlations hardly result in scientifically stable conclusions and
reflects more of a trial and error approach to optimising structures.
Therefore, a new approach is proposed in this thesis to reduce the three-
dimensional absorption distribution inside a layer to a two-dimensional map
of absorptions, which is easier to comprehend and compare to the also two-
dimensional height map of a typical texture scan. For this approach, the ab-
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Figure 4.3.: Sample EQE of a typical 1.5 µm thick textured µc-Si:H single junc-
tion cell. The cell absorbs light in a wavelength region between 300 nm and
1100 nm, with the highest EQE at around 500 nm.
sorption inside a layer is integrated in the propagation direction of the incident
light or, mathematically:
PA(x,y) =
∫
zi
A(x,y, z)dz. (4.6)
A schematic of this algorithm is shown in Fig. 4.4, with a cross-section of
the simulated absorptance (a), and the integrated absorption along this cross-
section (b). Figure 4.4(c) shows the resulting absorption plane for the whole
three-dimensional system, with the equivalent of (a) and (b) marked as a dot-
ted line.
A comparison of this two-dimensional array with the original texture can
give a good insight into the effects of local features on absorption inside a
layer, provideda they exist. Examples of this are shown in Fig. 4.5 and Fig. 4.6
for cases of stronger and lesser resemblences between texture and absorption
plane, respectively. The main difference in these two cases is the thickness of
the layer, which the algorithm was applied to. The example showing similar-
ities between surface and absorption planes (Fig. 4.5) has a very small layer
thickness and a high absorption, so there is little light scattering after trans-
mission through the textured interface and therefore a the general shape of
the texture is still visible in the absorption plane, with the Si-layer above the
crater rims showing the lowest absorption, while inside the craters, the absorp-
tion plane shows interference patterns due to light scattering. For the case of
little resemblance (Fig. 4.6), the correlation is much worse, which in this case
is due to a thick layer and a low absorption coefficient. As can be seen with
these examples, this analysis method allows for better argumentation when
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Figure 4.4.: Sketch of the algorithm used for calculating “absorption planes”.
The absorption for each point is integrated along the propagation direction
of the light. As an example, this is shown for one slice of the three-dimen-
sional simulation (a), with the integrated absorption at each point shown in
plot (b). Doing this for all points of a layer results in a distribution as shown
in (c).
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Figure 4.5.: Example of an absorption plane (b) showing the crater rims of
the original texture (a). In this example, a 300 nm thin a-Si:H layer was
simulated on top of the texture. Due to the small thickness, the correlation
between topography and absorption plane is still clearly visible. Addition-
ally, at the simulated wavelength (450 nm), the absorption of the a-Si:H is
high enough so that the light is not reflected again at the back side, so no
influence of the back side texture is visible.
Figure 4.6.: Example of an absorption plane (b) showing little resemblance to
the original texture (a). In this example, a 1 µm thick µc-Si:H layer was
simulated on top of the texture at a wavelength of 800 nm. Due to the small
absorptance, the light passes through the µc-Si:H layer multiple times, with
the light being scattered each time it reaches one of the interfaces. Addition-
ally, the large thickness reduces correlation between the layer boundaries
due to scattering into large angles, so effects of surface features can influ-
ence the absorption at positions beyond the vicinity of the features. While
the features in absorption are harder to correlate to a certain surface feature,
this can lead to better understanding of the absorption in the layer.
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discussing the quality of surface features for absorption in solar cells, for the
absorption plane and surface texture can be directly compared.
4.5 spectral haze
A often used quantity to judge the quality of a textured surface in respect to
light scattering is the spectral haze, which is defined as the fraction of light
intensity scattered into angles above 0◦, divided by the total transmitted light
intensity, or
H =
Idiff
Idiff + Ispec
, (4.7)
with Idiff and Ispec being the diffusely and specularly scattered intensities, re-
spectively. This spectral haze can be calculated for transmission as well as
reflection.[45]
4.6 angular intensity distribution
With light scattering being of crucial importance for the performance of a thin-
film solar cell, another quantity is needed to describe it. One quantity often
used for this is the spectral haze, as introduced earlier (Sec. 4.5), the fraction
of the total transmitted/reflected light which is scattered into angles > 0◦.
However, this single value yields little information[46], since it does not dis-
tinguish between light scattered into an angle of 5◦or into an angle of 65◦.[47]
The haze would be the same for both cases, with the latter case likely being
much more beneficial for solar cell performance. This, however, depends on
the exact layer stack and interface textures. Therefore, light scattering will be
investigated mainly using the so-called angular intensity distribution (AID),
discussed in detail in [48], which shows the amount of light scattered as a
function of the angle into which the light is scattered. An example for this is
shown in Fig. 4.7.
This quantity is calculated from a two-dimensional array of the electric field
(FDTD) or phase (PM) from the plane of interest†. This calculation is done
using a Fast Fourier Transform (FFT), with the result including both the AID
and the light scattered into evanescent waves[49, 50]. If only the AID is of
interest, limiting this result to the propagating part yields the AID.
The resolution of the AID depends on two factors: Firstly, the size of the area
used in the FFT, and secondly the refractive index of the material in to which
light is scattered. The latter is defined by the sample details, while the former
can be increased by measuring a larger area for PM calculations. However,
for FDTD simulations, the are is limited to 10µm× 10µm due to limitations in
resolution of the surface measurement as well as limitations in the simulation
software.
† usually perpendicular to light propagation
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Figure 4.7.: Example of a calculated AID, which is equivalent to angular re-
solved scattering measurements (Sec. 5.2) for a textured ZnO:Al layer at
an ZnO:Al/air interface at a wavelength of 700 nm. This is an example
calculated from PM, using a wet-etched ZnO:Al layer as input. However,
since the AID is calculated from a FFT, its resolution is limited by the area
over which the FFT is performed and the refractive index of the material
into which the light is scattered. The low angular resolution is an effect of
the comparably small sample area (10µm× 10µm) and the small refractive
index of the material (n ≈ 1.7).
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E X P E R I M E N TA L M E T H O D S
As final chapter of the fundamentals, it is necessary to introduce the experi-
mental set-ups which were used during this thesis. The first and most impor-
tant is the atomic force microscope, which was used to obtain the topography
data for all real interfaces which were used in simulations. Afterwards, the
measurement of angular resolved scattering will be explained, since it proved
a valuable tool to investigate light scattering properties of different surface
morphologies. The last experiment introduced is the scanning near-field op-
tical microscopy, which is used to investigate near-field effects of structured
surfaces. This last experiment was also to be modelled using simulations, with
the results of this work being shown in Chap. 8.
5.1 atomic force microscopy
The most important experimental method utilised in this thesis is the atomic
force microscopy or AFM[51]. It is used to obtain information about the sur-
face morphology of a sample with a sub-nanometer resolution in height, and
a lateral resolution of a few nanometres[51]. The principle is illustrated in
Fig. 5.1, taken from [52].
A scanning probe with a very small tip radius mounted on a cantilever is
used to scan across the surface of the sample. This scan can be performed in
several ways, with the three most common described here:
• Scanning in “contact mode”: In this mode, the tip is pulled over the
surface of the sample. This leads to a high z-resolution, but the physical
contact results in a degradation of both the tip and the sample. This
means that not all materials are suitable for this approach.[52]
• Scanning in “non-contact mode”: This measurement is performed with a
feedback-loop, exciting the tip at a given frequency to induce small varia-
tions in the tip position. Since the strength of the forces between surface
and probe are strongly dependent on the distance, the frequency will be
shifted when the tip is close enough to the surface. Using appropriate
electronics and software, the height of the sample at any given point can
be calculated.[52]
In both cases, the cantilever on which the probe is mounted is flexed de-
pending on the height of the sample at a given measurement point. A laser is
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Figure 5.1.: Working principle of the AFM: A very fine tip (typical tip radius:
10 nm), which is mounted on a cantilever, is either pulled over a surface in
contact mode or kept at a certain distance, both using a feedback system.
The cantilever is illuminated by a laser, and the reflection measured with
a spatially resolved detector. Due to the flexing of the cantilever and the
resulting shift in the position of the reflection on the detector, the position
of the tip can be calculated.[52]
deflected off the back of this cantilever and the reflection is measured via inter-
ferometry. The flexing of the cantilever changes the signal, so the position of
the tip can be calculated from this position. This is also illustrated in Fig. 5.1,
taken from the manual of the AFM used in this study[52]. Additionally, a
feedback system modifies the z position of the tip based on the interferometry
signal using a piezo.
5.2 angular resolved scattering
To investigate light scattering of a surface, which is the central point of Chap. 6,
the AID was the analysis of choice. The equivalent experiment for comparison
is the angular resolved scattering, or ARS, discussed in detail in the PhD thesis
of M. Schulte[48]. It has been used to quantify the quality of textures for thin-
film solar cells before[46], and has proven a reliable tool. Essentially, a photo
diode is mounted on a moveable arm that can be rotated around a central point,
at which the sample is located. This sample is illuminated with a laser of a
specific wavelength, with the optical axis being perpendicular to the sample
plane. By moving the detector arm around the sample, the scattered light
intensity can be measured for any angle, both in transmission and reflection,
with the limits being the path of the incident light. A sample graphic of this
measurement is shown in Fig. 5.2. Additionally, corrections are necessary due
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to the finite size of the detector. The details of this experiment have been
discussed in [53, 48].
Figure 5.2.: Working principle of the ARS measurement: A sample is illumi-
nated using a laser, and a detector moves around the sample at constant
distance, measuring light intensities at different angles. These result in an
angular distribution of measured intensities, both in transmission and re-
flection. Illustration taken from [53].
5.3 scanning near-field optical microscope
The last experiment introduced is the scanning near-field optical microscope
or SNOM[54]. The SNOM, as AFM, uses a scanning probe to investigate sam-
ples at a lateral resolution beyond the wavelength of the incident light (Abbe
limit,[55]). In contrast to the AFM, however, using a metal coated glass fibre tip
enables the SNOM to measure collected light intensity as well as topographi-
cal information. The principle of this set-up is shown in Fig. 5.3. The SNOM
used for this thesis was purchased and modified, with the setup described in
[54] as a template. This set-up uses probes with an aperture, fabricated from
glass fibres and coated with a metal layer. For the investigations in this the-
sis, SNOM measurements were performed using collection mode; for this, the
probe is illuminated with a laser and the light is collected locally through the
probe. Since the probe can be positioned with a resolution of tens of nanome-
tres, and in a distance of down to 20 nm above the surface, this can be used to
investigate the near-field effects of a sample as well as propagated light.[49]
In both cases, however, the assumption of the probe being 20 nm over the
surface at the measure point is not necessarily correct, as will be demonstrated
in Sec. 8.1. The tip with an aperture has the additional disadvantage of a rather
large size, since the aperture has to be large enough to collect or emit sufficient
light for detection. Also, the metal coating adds to this thickness. An example
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Figure 5.3.: Sketch of a typical SNOM system. The sample can be illuminated
with lasers through the optical window and lens. The tip can be positioned
using both motors for coarse and piezo elements for fine movement. The
tip is kept at a constant distance above the surface using a feedback system
based on a ceramic tuning fork. Illustration taken from [54].
of such a tip is shown in Fig. 5.4, which shows a scanning electron micrograph
(SEM) of a typical SNOM tip.
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Figure 5.4.: SEM image of a SNOM tip. The shape is nearly conical, which will
be used later on (Chap. 8). This example also shows a rather large tip with
a thick metal coating and a total diameter at the front of about 1 µm.
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6
FA R - F I E L D S C AT T E R I N G
One of the most important and best ways to improve performance of Si-based
thin-film solar cells is light scattering at different interfaces to increase the
effective light path inside the absorber layer(s). In this first results chap-
ter, the focus lies on this light scattering. Other works have shown the cor-
relation between light scattering properties of textured front TCOs and cell
performance[2, 31, 9, 32]. However, there is no detailed understanding of the
exact mechanisms, making an optimisation of the structure difficult. Addi-
tionally, FDTD simulations are extremely time consuming, other approaches
to investigate light scattering are looked at. The first part of this chapter com-
pares the results of a recent model∗ at single interfaces with FDTD simulations
to validate the results from this new model. The good agreement between
both calculation methods for a single interface have lead to a more thorough
investigation of the improved scalar scattering model and its predictive power
for multi-layered systems, which it was not originally designed for.
6.1 fdtd vs . scalar model
First investigations of light scattering properties in layers were focused on sin-
gle interfaces between different materials using different interface morpholo-
gies to compare the calculated scattering properties as obtained by FDTD and
an improved scalar scattering model[43], which has shown very good agree-
ment with experiments, as investigated by various groups[56, 57, 58]. This
model is referred to as the phase model (PM), and the comparison is com-
posed of three major parts:
1. A comparison of the spectral haze: This is an integral quantity giving
indicating how much light was scattered diffusely.
2. Comparison of the angular intensity distribution (AID) for two wave-
lengths exhibiting little and strong difference between the haze obtained
by FDTD and PM.
3. A comparison of the intensity scattered into evanescent modes: This
quantity is, in general, not easily accessible via far-field experiment and
is included to show the major difference between the two mathematical
approaches.
∗ introduced in the fundamentals part of this thesis, Sec. 3.2
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The samples investigated consisted of textured transparent conductive oxides
(TCO). For four of five samples, the materials at the interface were assumed to
be ZnO:Al/air. The interface of the last sample was modelled to be ZnO:Al/µc-
Si:H. The topographies of the samples, as obtained by AFM measurements,
are shown in Fig. 6.1, while the simulated structure is shown in Fig. 6.2. The
Figure 6.1.: Topographies of small feature sample (a) with heights up to 600
nm, stretched sample (b, heights up to 3100 nm), and large feature air and
µc-Si:H sample (c) with heights up to 890 nm as measured by AFM. (d)
shows the surface of the LPCVD-grown ZnO:B layer (heights up to 540 nm).
samples were prepared as following:
• A 30 setched ZnO:Al structure with a ZnO:Al/air interface (“small fea-
ture sample”, Fig. 6.1(a)).
• An artificial structure created by stretching the height of a different 40
setched ZnO:Al surface by a factor of three to obtain steep flanks, inter-
face materials ZnO:Al/air (“stretched sample”, Fig. 6.1(b)).
• A 50 setched ZnO:Al structure with a ZnO:Al/air interface (“large fea-
ture air sample”, Fig. 6.1(c)).
• The same texture with a ZnO:Al/µc-Si:H interface (“large feature µc-Si:H
sample”).
• A ZnO:B structure obtained by LPCVD, also with a ZnO:B/air interface
(“LPCVD sample”).
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While the optical properties of the ZnO:B are different from those of the
ZnO:Al, there are several reasons for using the same set of optical data as for
the ZnO:Al samples. For one, differences in refractive index can be expected
to be small, with differences in the extinction coefficient also being minimal.
Also, the light scattering properties of the sample are dominated by the surface
texture with the differences in optical data being so small. This combination
of different surface morphologies and material combinations cover a wide set
of parameters important for the light scattering. For both calculation methods,
the same surface profile from AFM is taken as the input. The FDTD simula-
tion was modelled with the “sample”-plane equivalent to the (flat) substrate
surface. The texture was applied to a ZnO:Al layer on top of that surface. The
incident light was modelled as a plane wave propagating in perpendicular to
the sample-plane, linearly polarised in z-direction. The rigorous solution of
Maxwell’s equations by means of FDTD simulation used periodic boundary
conditions. One of the major differences between FDTD and PM calculations
is the fact that, while in the FDTD simulations, all materials are assumed to
be absorbing as based on previously determined[4] optical data, the PM does
not include absorption in any material. The resulting quantities of the PM and
FDTD simulations are the phase shift as described in Sec. 3.2 and electric field
of the incident wave modified by the topography, respectively. These complex
functions are then used to calculate wavelength-dependent haze as well as AID
and light intensity scattered into evanescent modes.
Figure 6.2.: Sketch of the system used in FDTD simulations. The dashed and
dotted lines show the planes used for calculation of the AID (dashed: PM,
dotted: FDTD) and light scattered into evanescent modes (dashed line).
The pupil function obtained by the PM is shown in the yz-plane at the ab-
solute maximum of the texture, due to the nature of this model (see Fig. 6.2).
Because the PM is used to ascertain the far-field scattering of a texture, the
results of the haze and AID calculations are compared to FDTD simulations at
a longer distance from the sample of about 3.5µm, whereas light intensity scat-
tered into evanescent modes were calculated from the yz-plane at the absolute
maximum point of the texture for both models.
Figure 6.3(a) shows the AFM image of the large feature air sample. It
exhibits the typical crater-like structures of randomly distributed sizes. Fig-
ure 6.3(b) displays the real part of the pupil function obtained by PM for the
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Figure 6.3.: Topography, PM and FDTD results for the large feature air sample:
Original topography (a), real part of the pupil function as obtained by PM
(b), real part of the electric field in polarisation direction obtained by FDTD
at the highest peak of the topography (c) and 3.5 µm above the surface (d).
All calculations were performed at a wavelength of 600 nm.
large feature air sample. The real part of the electric field is shown at the abso-
lute maximum of the topography and 3.5 µm above that position in Fig. 6.3(c)
and (d), respectively. Both the pupil function of the PM and the electric field
at the top of the topography reflect the shape of the topography. The elec-
tric field obtained by FDTD far away from the surface, however, shows little
resemblance with the topography.
The first comparison between both models will be performed for the spectral
haze.
6.1.1 Spectral haze
The haze of all five samples was calculated for wavelengths between 300 nm
and 1300 nm in 50 nm steps. Figure 6.4(a) and (b) show the results from both
models for the small feature and large feature air sample, respectively. While
for both samples a nearly perfect agreement is found, there is a slight differ-
ence for the small feature air sample at 300 nm which results from numerical
errors in the FDTD simulation; due to high absorption in the ZnO:Al layer at
300 nm, which is included in FDTD simulations, the transmitted light inten-
sity is very small. This intensity cannot be resolved in the FDTD simulation
due to numerical limits. Therefore, the intensity used to calculate the haze is
essentially a numerical artefact. Since the PM does not include absorption in
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Figure 6.4.: Spectral haze of the small feature (a) and large feature air (b) sam-
ple calculated from PM and FDTD. Both models show an excellent agree-
ment.
the TCO layers, a haze value can be calculated for this wavelength. But due to
the aforementioned results from FDTD, a comparison is not feasible.
Figure 6.5(a) and (b) show the spectral haze calculated for the large feature
µc-Si:H sample and the stretched sample, respectively. Again, the haze cal-
culated with both methods shows good agreement for the most part of the
spectrum. However, there is a small but clearly visible difference between PM
and FDTD between 700 nm and 1250 nm for the large feature µc-Si:H sam-
ple and between 850 nm and 1200 nm for the stretched sample, resulting in a
higher haze in the PM.
For the LPCVD sample (Fig. 6.6 the haze calculations by FDTD and PM
show very good agreement, with a visible deviation between 400 nm and 800
nm. The largest difference is visible at a wavelength of 600 nm.
Overall, a higher refractive index difference (large feature µc-Si:H sample) or
steep flanks on the surface (stretched and LPCVD sample) lead to a stronger
difference between PM and FDTD.
A deeper investigation of this difference will be discussed in the next section
by looking at the AID. Since the haze is calculated by the integrated diffuse
intensity and the specular intensity, changes in the AID influence the haze.
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Figure 6.5.: Spectral haze of the large feature µc-Si:H (a) and stretched (b) sam-
ple. Both models show a very good agreement, but with visible differences
between 700 nm and 1250 nm (a) and between 850 nm and 1200 nm (b).
This is caused by the fact - as explained in Sec. 4.6 and Sec. 4.5 - that the AID
and the spectral haze are interrelated. A change in the AID can lead to a larger
or smaller fraction of the light being scattered into angles beyond 0◦, resulting
in a larger or smaller haze, respectively.
6.1.2 Angular intensity distribution
Now, the AID of all samples is investigated for wavelengths of 600 nm and
1000 nm, obtained by both models. For comparison with the haze values cal-
culated in the previous section, the first point of the AID is assumed to be
the specular portion of the transmitted light intensity. However, this is only
an approximation, since, depending on the angular resolution, this value also
includes a portion of the light intensity scattered into small angles. This is
also valid for the haze calculations, as smallest angle of the diffusely transmit-
ted intensity is limited by the resolution of the FFT. The calculations at 600
nm show a good agreement of haze values for all samples, while at 1000 nm,
the strongest deviation of the large feature µc-Si:H sample and the stretched
sample is found, with the PM exhibiting a higher haze. However, the LPCVD
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Figure 6.6.: Spectral haze of the LPCVD sample. Agreement between both
models is again very good, with similar differences between the models as
for the stretched sample, but shifted to shorter (400 nm to 800 nm) wave-
lengths.
sample showing the opposite behaviour: excellent agreement at 1000 nm and
worse agreement at 600 nm. With the exception of the LPCVD sample, all
graphs are normalised to their respective maxima. The LPCVD sample graphs
are normalised to their values at 23◦ and 40.5◦ for 600 nm and 1000 nm, respec-
tively. This is done because of the large difference of the first point of the AID;
similarities in the scattering into larger would be harder to investigate.
Figure 6.7(a) and (b) show the AID for the small feature and large feature
air samples, respectively. For both samples, the agreement of AID from PM
and FDTD is nearly perfect, therefore validating the good agreement of the
haze calculations as well. Figure 6.8(a) and (b) show AID calculated from PM
and FDTD for a high refractive index difference (large feature µc-Si:H sam-
ple) and a topography with steep flanks (stretched sample), respectively, for
wavelengths of 600 nm and 1000 nm. For the large feature µc-Si:H sample
(Fig. 6.8(a)), the agreement between PM and FDTD is very good for both wave-
lengths, although haze calculations showed their maximum difference at 1000
nm.
The stretched sample (Fig. 6.8(b)) shows larger differences between PM and
FDTD. Agreement for a wavelength of 600 nm is very good, with differences
only visible at large angles. However, at a wavelength of 1000 nm, the values
exhibit some differences while general trends in the curve are still similar for
both calculations. Especially the difference in the first point, which includes
the specular portion of the transmitted light, explains the difference observed
in haze calculations.
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Figure 6.7.: Angular intensity distribution of the small feature sample (a) and
large feature air sample (b), calculated using PM and FDTD. AID is shown
for 600 nm and 1000 nm. All curves are normalised to their respective
maxima.
Looking at the LPCVD sample (Fig. 6.9, we see an excellent agreement be-
tween the calculations of PM and FDTD for the diffuse part of the AID (angle
α > 0◦) except for large angles at 600nm. Also, the PM calculation show a
stronger specular peak (angle α = 0◦), agreeing with the haze calculations.
Overall agreement of AID calculations are very good, the AID of the large
feature µc-Si:H and LPCVD samples show a good but not perfect agreement
of AID calculations, similar to the agreement of haze calculations.
While the angular resolution is identical for both approaches, and therefore
the amount of information gained from both models is identical for AID and
haze calculations, a higher angular resolution can resolve the features of the
AID better, resulting in a better comparison between both models.
A higher resolution, is only accessible through larger domains or a higher
refractive index of the surrounding material, the first of which is not feasible
due to the computational complexity of FDTD simulations; the time needed
for calculation increases linearly with an increasing number of points, pro-
portional to nx · ny · ny, with nx, ny, nz being the number of points in the
respective direction. Using a material with a higher refractive index as ambi-
44
6.1 fdtd vs . scalar model
Figure 6.8.: Angular intensity distribution of large feature µc-Si:H sample (a)
and the stretched sample (b). AID is shown for 600 nm and 1000 nm. Both
curves are normalised to their respective maxima.
ent is presented in the large feature µc-Si:H sample, which also results in a
higher angular resolution (s. also Sec. 4.6.
6.1.3 Near-field effects
To gain additional information about the predictive power of the PM, espe-
cially for light trapping investigations, the near-field effects (i.e. light scattered
into evanescent modes) will also be checked for all samples at wavelengths of
600 nm and 1000 nm to examine the impact of the sharp features in the pupil
function obtained by PM. Due to the nature of the evanescent modes, these are
only visible very close to the surface.
In thin-film solar cells, these evanescent modes are of great importance,[49]
since thicknesses and surface features are in a range in which near-field effects
are present. In these models, however, a slice perpendicular to the propagation
direction is taken into account. For the PM, this is the only accessible plane.
To have a direct comparison between FDTD and PM, the equivalent plane is
considered in FDTD simulations (see also Fig. 6.2).
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Figure 6.9.: AID of the LPCVD sample. The curves at wavelengths of 600 nm
and 1000 nm are normalized to the values at 23◦ and 40.5◦, respectively,
with the PM showing a lower peak at 0◦.
Figure 6.10(a) and (b) show the scattered light intensity as a function of the
reciprocal lattice constant† of the small feature sample and the large feature air
sample, respectively. The start of the evanescent modes, indicated by vertical
dashed and dotted lines for wavelengths of 1000 nm and 600 nm respectively,
shows an extreme overestimation of the evanescent part by the PM. Results of
both samples show a faster decline of evanescent modes in FDTD, resulting
in one to two orders of magnitude offset while the shape of the curve is very
similar for both calculations.
Figure 6.11(a) and (b) show the light scattering of the large feature µc-Si:H
sample and the stretched sample, respectively. The scattered light intensity
exhibits the same behaviour as for the samples shown in Fig. 6.10, but with
an even faster decline of the near-field modes for FDTD simulations. This re-
sults in an even larger difference between PM and FDTD of at least 1.5 orders
of magnitude. Looking at the light scattered into evanescent modes of the
LPCVD sample (see Fig. 6.12), we see the same trends with an even larger dif-
ference of up to 3.5 orders of magnitude. It is to be noted that both wavelengths
of 600 nm and 1000 nm show nearly identical light scattered into evanescent
modes when using the PM.
The reason for the difference between PM and FDTD lies in the nature of
the PM. The evanescent modes decay exponentially with increasing distance
from the interface. In FDTD simulations, this is taken into account, since it is
a rigorous solution of Maxwell’s equations. Looking at the pupil function ob-
tained by PM, however, it is obvious that near-field effects cannot be described
† obtained by FFT and equivalent to the k-vector in momentum space
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Figure 6.10.: Light scattered into evanescent modes for the small feature sam-
ple (a) and large feature air sample (b). The dashed and dotted vertical lines
represent the beginning of the evanescent modes for 1000 nm and 600 nm,
respectively.
correctly. Calculating the pupil function from a plane further away from the
interface results in a constant phase shift of all points with respect to a plane
at the maximum height of the topography. Using this new pupil function to
calculate the intensity scattered into evanescent modes results in an identical
distribution, so it does not depend on the distance from the surface, which
contradicts the behaviour of evanescent modes. For features with steep flanks,
this effect is very pronounced due to the large distance between the minima of
the topography and the actual position of the plane from which the light scat-
tering is calculated in the PM. A high-index material at the transmitted side of
the interface shows very similar behaviour; while the distance between the ac-
tual height of the topography is the same as for a low-index material, the high
refractive index leads to a much faster decay of evanescent modes. This ex-
plains the difference between PM and FDTD in these cases and demonstrates
that the PM cannot be used for investigations of near-field effects.
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Figure 6.11.: Light intensity scattered into evanescent modes for the large fea-
ture µc-Si:H sample (a) and stretched sample (b). The dashed and dotted
lines indicate the beginning of the evanescent modes for 1000 nm and 600
nm, respectively.
6.1.4 Remarks about the use of the phase model
As was shown in this section, the PM is a powerful tool to estimate the scat-
tering properties of different surface types for different material combinations.
This can be used as a test to see if FDTD simulations, which can be very time
consuming, are justified.
However, a rigorous solution of Maxwell’s equations is necessary for the
optical modelling of a solar cell device. First of all, the PM is limited to a
single interface. But there are several interfaces in a typical solar cell, which
lead to different and/or additional scattering as well as interferences. With
some of the layers in these systems being only a few nanometres thick, near-
field effects also play a role. And finally, each layer in a solar device exhibits
absorption, which is crucial for the cell, whereas the PM does not include any
absorption at all.
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Figure 6.12.: Light intensity scattered into evanescent modes for the LPCVD
sample. The dashed and dotted vertical lines indicate the beginning of the
evanescent modes for 1000 nm and 600 nm, respectively.
6.2 scattering at flat front side and textured back side
To gain more insight into the light scattering properties of the front and back
side texture of a microcrystalline silicon solar cell and its impact on the cell
performance, a series of samples was created, which included very different
surface morphologies. In total, three different substrates were used:
• A 6s wet-etched ZnO:Al substrate; the short etching time leads to fewer,
very small (300 nm) craters and is generally not considered to be a good
light scatterer. (Fig. 6.13(a))
• A 40s wet-etched ZnO:Al substrate; this substrate exhibits crater-like
structures with varying radii and depths, and has been shown to be ben-
eficial for light trapping[2, 31]. (Fig. 6.13(b))
• A commercially available SnO2:F based Asahi-U type substrate; this sub-
strate is dominated by small pyramid-like structures and is a common
substrate for thin-film silicon solar cells. (Fig. 6.13(c))
On each substrate, a nip-type µc-Si:H cell was deposited, consisting of an
Ag/ZnO:Al back contact. The nip-stack consisted of 20 nm n- and p-doped
layers surrounding a 2300 nm thick intrinsic µc-Si:H layer. 80 nm of ZnO:Al
was used as a front contact. AFM measurements were taken after deposition of
the back contact, shown in Fig. 6.13, and after the deposition of the nip-stack,
shown in Fig. 6.14, at the same spot on the sample.
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Figure 6.13.: Textures of the different substrates used for sample preparation.
A 6 s etched ZnO:Al (a), a 40 s etched ZnO:Al (b) and a commercial Asahi-
U type substrate (c). The 6 s etched ZnO:Al shows isolated craters of sizes
between 50 nm and 500 nm, with only a small rms roughness. The 40 s
etched ZnO:Al substrate exhibits many creates, most of them adjacent to
each other, with sizes between 200 nm and up to 2000 nm. The peak-to-
peak roughness is 842 nm and the rms roughness 140 nm. The Asahi-U type
structure exhibits many pyramid-like structures, with a maximum height of
380 nm and a rms roughness of 39 nm.
Figure 6.14.: Textures of µc-Si:H cells deposited on the different substrates
with a thickness of 2300 nm. For all three depositions, the growth of the
crystallites can be seen. For the 6 s etched ZnO:Al (a), the rms roughness
is reduced, while the surface structure shows the small crystallites and re-
taining some of the larger craters. For the 40 s etched ZnO:Al (b), The large
craters from the previous AFM scan (Fig. 6.13(b)) are still visible while much
of the structure has been changed by the µc-Si:H growth. The same is true
for the Asahi-U structure (c), where distinct features, as the “bulges” at the
left and right side of the scan, are still visible. However, the structure shows
more similarities with the original AFM scan (Fig. 6.13(c)).
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To ascertain the light scattering and its impact on performance, both reflec-
tion AID and EQE measurements were taken. However, since the AID mea-
surements are influenced by both textures, parts of each cell were polished
by an external company to obtain a flat front side. In total, approximately
700 nm of material were removed, resulting in a smoother front side texture.
To ascertain the quality of the polishing, additional AFM measurements were
performed, the results of which are shown in Fig. 6.15. Due to the fact that
the front contact and p-doped layer were also removed, a new, identical front
contact was deposited on the polished parts of the sample.
Figure 6.15.: Samples after polishing. The polishing of the 6 s etched ZnO:Al
substrate (a) shows the best results with a remaining rms roughness of 8
nm and a peak-to-peak height of 143 nm. The 40 s etched ZnO:Al sample
(b) still shows characteristic features of the original surface, which indicates
a non-optimal polishing. The peak-to-peak height was reduced to 536 nm
and the rms roughness was reduced to 60 nm. The Asahi-U type sample (c)
exhibits a smoother surface with a rms roughness of only 25 nm, while peak-
to-peak height remained at a relatively high 311 nm. This can be attributed
to a small number of high features, possibly remains of the polishing or
AFM artefacts.
As can be seen in the AFM scans, the polishing was not perfect, with the
best results obtained for the shortly etched ZnO:Al(Fig. 6.15(c)). For the other
systems, the reduction in roughness was less, but still very significant. The
overall roughness was reduced as follows:
• 40s wet-etched substrate: The rms roughness was reduced from 117 nm
after deposition of the nip stack to 60 nm (Fig. 6.14 and 6.15(a)).
• 6s wet-etched substrate: rms roughness was reduced from 23 nm to 8 nm
(Fig. 6.14 and 6.15(b)).
• Cell deposited on the Asahi-U type substrate: Roughness went from 44
nm after deposition of the nip stack to 25 nm after polishing (Fig. 6.14
and 6.15(c).
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This leads to a set of six samples: Three substrates with a polished and
unpolished front contact. An overview of the modelled systems is displayed
in Fig. 6.16.
Figure 6.16.: Sketch of the model used for FDTD simulation. (a) shows the
sample after polishing, with a reduced average thickness of the absorber
layer and a flat front contact. For the real device, this is only a rough ap-
proximation, as indicated by the AFM scans after polishing (Fig. 6.15). The
unpolished sample is sketched in (b). The interfaces assumed at the back
side are shown in Fig. 6.13 and the front side texture assumed for the non-
polished samples in Fig. 6.14.
The results of the different measurements and simulations will be presented
step-by-step with a final discussion of the interdependance of the different
results.
6.2.1 AID measurements, PM and FDTD
Firstly, the AID measurements will be compared to the different simulation
approaches at different interfaces (PM) or differet stack configurations (FDTD).
The AID measurement can only reflect the response of the whole system,
with either the front side texture (FST) and back side texture (BST) (unpolished)
or BST and near-flat FST (polished). However, for the FDTD simulations, the
front side of the polished samples is assumed to be perfectly flat. For the PM,
any measured interface can be taken into account.
When looking at the AID of the unpolished cells (Fig. 6.17), measurements
performed at a wavelength of 532 nm (black dots) were compared to FDTD
simulations (blue, solid line) and PM in reflection at the front side, taking into
account the front side texture (Fig. 6.14).
For all three samples, the unpolished cell shows good agreement between
the experiment and either simulation method. Looking at small scattering
angles, FDTD and PM show excellent agreement, while at larger angles, there
are significant differences - especially for the wet-etched samples. With the
previously shown excellent agreement between PM and FDTD and the fact
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Figure 6.17.: AID in reflection of the unpolished samples deposited on 6 s
etched ZnO:Al (a), 40 s etched ZnO:Al (b) and Asahi-U (c) at a wavelength
of 532 nm. FDTD simulations consisted of measured back side texture
(Fig. 6.14) and front side texture (Fig. 6.13). For PM calculations, only the
front side texture is considered. Agreement between experiment and FDTD
simulation is good for all samples, except for the large angle portion of the
40 s etched ZnO:Al substrate. Agreement with PM is also very good.
that the PM only takes into account the front side texture, it is assumed that
the difference at large angles result from an influence of the back side texture,
albeit small due to the high absorption in the µc-Si:H layer. An additional
influence, leading to significant differences between the experiment and FDTD
simulations, is the fact that, while front interfaces are assumed to be perfectly
flat in the simulation, this is not the case for the real samples, as has been
shown in Fig. 6.15.
The polished sample, however, shows very different behaviour. The mea-
sured AID only shows good agreement with both simulation methods for the
short etched ZnO:Al substrate. For both the long etched ZnO:Al and the Asahi-
U type substrate, agreement is good with the PM, but FDTD simulations show
very different results. When looking at the AFM scans of the textures (Fig. 6.15)
after the polishing, it is apparent that the approximation of a perfectly flat
front interface is only good for the short etched ZnO:Al substrate. Since agree-
ment with PM - which takes into account the texture after polishing - is good
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Figure 6.18.: AID in reflection of the polished samples deposited on 6 s etched
ZnO:Al (a), 40 s etched ZnO:Al (b) and Asahi-U (c). Agreement between
experiment and FDTD simulations is good for the 6 s etched ZnO:Al sub-
strate, but much worse for the other two samples. while agreement with
PM is good for all samples. With the only difference lying in the front side
texture, this is the dominating influence on AID for short wavelengths.
(Fig. 6.18), it is safe to assume that at a wavelength of 532 nm, the reflection at
the front side dominates the AID in reflection.
Since measurements could not be performed with a longer wavelength, in-
vestigations of the scattering properties in that wavelength region are limited
to simulations using both PM and FDTD. The results of these simulations are
shown in Fig. 6.19. Both results shown for PM were calculated in reflection,
while the FDTD calculations consider the whole layer stack as closely to the
real-life device as possible.
When looking at the 6 s etched ZnO:Al substrate (Fig. 6.19(a)), both simula-
tion methods show stronger scattering into large angles. This agrees with other
investigations in this area [31]. When comparing the two simulation methods,
the PM indicates stronger light scattering into large angles than results of the
FDTD simulations. This is likely to result from the combination of the light
scattering in transmission at the front side and scattering in reflection at the
back side, while results shown for PM only include the scattering properties
of a single interface.
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Figure 6.19.: AID for a wavelength of 800 nm as obtained by FDTD and PM
for the 6 s etched ZnO:Al (a), 40 s etched ZnO:Al (b) and Asahi-U. For all
samples, large angle scattering is apparently dominated by the back side
texture, while small angle scattering is dominated by the front side texture.
The AID of the 40 s etched ZnO:Al substrate (Fig. 6.19(b)) exhibits better
agreement between both models, especially when comparing the FDTD simu-
lations with the PM results for the back side texture. However, in the small
angle region of the AID, the front side texture appears to be stronger, as the
FDTD simulation of the unpolished sample bears similarities with the PM re-
sults for both the front and the back side texture. Looking at the AFM scan of
the sample after deposition and after polishing (Fig. 6.14 and 6.15(b)), this can
also be explained by a worse polishing of the surface when compared to the 6
s etched ZnO:Al substrate (Fig. 6.14 and 6.15(a)).
The sample fabricated on the Asahi-U type substrate (Fig. 6.19(c)) shows
similar results as the 40 s etched ZnO:Al sample; large-angle scattering is
dominated by the back site texture, while small-angle scattering is strongly
influenced by the front side texture.
6.2.2 Quantum efficiency and absorptance enhancement
After investigation of the light scattering influence of front and back side tex-
ture, we also investigated cell performance as a whole; EQE was measured
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with a high bias voltage of 5 Vfor all six samples. In the FDTD simulations,
the absorptance per area, which is proportional to the EQE, was considered for
the polished relative to the unpolished sample. To have a beter comparison,
the same relative value was calculated for the EQE measurements.
Figure 6.20.: Measured EQE of the unpolished (black) and polished (red) sam-
ples on 6 s etched ZnO:Al (a), 40 s etched ZnO:Al (b) and Asahi-U. For
all samples, the EQE is strongly decreased by polishing for the short wave-
length region. However, this effect is reduced at long wavelengths, indicat-
ing the influence of the front sided texture on cell performance in the short
wavelength region. Additionally, the polishing has induced defects into the
front contact, which also contribute to the reduced performance. For long
wavelengths, however, the back side texture has a far stronger influence.
When looking at the measured quantum efficiencies, as shown in Fig. 6.20,
a strong loss in EQE is visible at short wavelengths due to polishing. How-
ever, for longer wavelengths, the loss in EQE is significantly less pronounced
or non-existent for the 6 s etched sample and both the 40 s etched sample and
the Asahi-U sample, respectively. To pinpoint the main cause for this change
in EQE, one has to compare the difference in EQE with the difference in ab-
sorptance obtained by FDTD simulations. The main difference between the
two should lie in the electrical properties of the cell, since these are completely
neglected in the FDTD simulations. The comparison of the EQE/absorptance
difference between FDTD and measurement are shown in Fig. 6.21.
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Figure 6.21.: Relative increase/decrease in EQE (experiment, black) and ab-
sorptance (simulation, blue) of the polished sample compared to the unpol-
ished over wavelength for 6 s etched ZnO:Al (a), 40 s etched ZnO:Al (b)
and Asahi-U. In the short wavelength region, simulation and experiment
only agree for the Asahi-U cell, while for both ZnO:Al cells, agreement only
gets better at longer wavelengths. This is attributed to the neglecting of
electrical influences in the simulation and non-perfect polishing. At long
wavelengths, agreement becomes better, indicating the dominance of the
back side texture for cell performance at long wavelengths.
Looking at this comparison, it is obvious that the simulation significantly
underestimates the effect in the short wavelength region between 400 nm and
800 nm for both ZnO:Albased samples (Fig. 6.21(a) and (b)). For the Asahi-U
based sample, the agreement is much better, but still simulation underesti-
mates the loss in QE. In the long wavelength region, the agreement for the
rougher samples (40 s etched ZnO:Al and Asahi-U, Fig. 6.21(b) and (c), sim-
ulation and experiment show a good agreement, while the comparatively flat
sample, 6 s etched ZnO:Al, Fig. 6.21(a), shows stronger differences while still
showing the same trend.
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6.2.3 Conclusion
The results obtained from AID measurements and calculations lead to the con-
clusion that in the short wavelength region, the front side texture is clearly
dominant, since most if not all of the light does not reach the back side texture.
However, as will be introduced later in Sec. 7.2, the front side texture has a
strong influence on light incoupling, which influences absorption especially in
the short wavelength region. In the long wavelength region, however, the back
side texture is far more important for cell performance. This conclusion is
supported by several facts: Firstly, the similarities in the AID at a wavelength
of 800 nm for large angles when comparing FDTD and back side texture PM.
Secondly, the influence on EQE and absorptance calculated from FDTD show
little decrease in cell performance at long wavelengths for the polished sample,
the latter completely ignoring electrical effects.
Additionally, we found out that the mechanical polishing performed to flat-
ten the front side texture was not as perfect as hoped for due to previous
experience [59], and introduced strong electrical defects at the front side of the
cell, indicated by the loss in EQE surpassing the loss in absorptance found in
FDTD simulations.
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A B S O R P T I O N A N D Q U A N T U M E F F I C I E N C Y
7.1 non-conformal interfaces
After looking at different back side materials to model single junction devices
and approximate the top cell of a tandem device, another important factor
has to be taken into account: While simulations in the previous section (. . . )
assumed the same texture at all interfaces, as is often done[60, 61, 62], silicon
growth in our deposition systems does not perfectly reproduce the texture of
the substrate. Depending on the material deposited and the layer thickness,
the original texture can be unrecognisable after the deposition.[63] This strong
difference in texture is investigated as to the influence of the non-conformal
growth on the absorptance in a silicon layer. The goal is to ascertain if the effect
of the texture difference on cell performance has to be taken into account in
simulations or if the (common) assumption of identical textures at all interfaces
is justified.
For this investigation, two materials have to be investigated very thoroughly:
a-Si:H and µc-Si:H, since both are used either as single junction devices or,
in combination, as tandem solar cell. The growth mechanism of these two
materials is very different:
Figure 7.1.: Topography before (a) and after (b) deposition of a 500 nm thick
a-Si:H layer. The a-Si:H-deposition rounds of the sharp crater rims.
For a-Si:H, as is shown in Fig. 7.1, the sharp features of the original texture
are rounded off by the amorphous material. The research group of Knipp[57]
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has developed a model to describe this behaviour very well. Therefore, while
the a-Si:H systems presented in this section have been measured by AFM at
the same position, it is generally also possible to calculate the texture after
growth.
Figure 7.2.: Topography before (a) and after (b) deposition of a 1000 nm thick
µc-Si:H layer. The µc-Si:H-deposition adds small protrusions to the whole
surface due to the growth of Si crystallites.
µc-Si:H, on the other hand, modifies the texture in a very different, seem-
ingly random way, as is shown in Fig. 7.2. The original features are super-
imposed by sharp smaller features, which represent the crystallites of the
µc-Si:H. This growth behaviour has not yet been successfully described by
a model, therefore obtaining the texture before and after growth by AFM is
extremely important.
The surface textures shown in Fig. 7.1 and Fig. 7.2 were obtained using AFM
before and after silicon deposition at the same spot.
The investigation will focus on two systems:
• A 500 nm a-Si:H cell on a wet-etched ZnO:Al substrate (Fig. 7.1)
• A 1000 nm µc-Si:H cell, also on wet-etched ZnO:Al (Fig. 7.2)
The simulations were performed using a spatial resolution of 20nm for a
lateral size of 10 µm x 10 µm, with periodic boundary conditions in lateral
direction and open boundaries, obtained by perfectly matched layers (PML),
in propagation direction. At the interfaces between TCO and Si and between
Si and the back contact, modelled using a PEC, different textures can be in-
corporated. With two different interfaces and two measured textures for each
sample, there is a total of four possible configurations, as shown in Fig. 7.3.
The permutations shown in that figure are as follows:
• Front TCO structure at both interfaces: This is the approach used in the
previous sections and by many others, as mentioned earlier[50, 60, 61,
62]. This combination will be referred to as “conformal TCO device”
(Fig. 7.3(a)).
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Figure 7.3.: All possible permutations for the measured textures before and af-
ter deposition: Reference structure with front TCO texture at both interfaces
(a), the textures positioned as in the real-life device (b), the post-deposition
texture at both interfaces (c) and the “inverse real-life structure” (d).
• Front TCO structure at the TCO/Si interface and Si structure at the
Si/PEC interface: This represents the structure of the real device, and
will therefore be referred to as “real-life device” (Fig. 7.3(b)).
• Si structure at both interfaces: The third possible combination, using the
Si texture at all interfaces, referred to as “conformal Si” (Fig. 7.3(c)).
• Si structure at the TCO/Si interface and TCO structure at the Si/PEC
interface: The real-life device upside-down, therefore referred to as “in-
verse real-life device”, shown in Fig. 7.3(d).
While the first two combinations are sufficient to ascertain if the silicon
growth has an impact on cell performance, the two remaining texture per-
mutations are investigated for two reasons: First, the non-conformal sam-
ples (real-life device and inverse real-life device) introduce a thickness vari-
ation across the sample surface, changing light-guidance inside the sample.
A change in this quantity can be assumed in wavelength regions where the
non-conformality of the interfaces dominate the cell performance. Second, the
influence of different light scattering properties of the different textures can be
discerned in more detail when all permutations are taken into account. This is
assumed to be the main impact on cell performance if the texture and its po-
sition in the cell are dominating absorption behaviour. These light scattering
properties also depend on the position of the interface on the cell. At the front
side, the light in-coupling is affected, leading to less reflexion losses, as well
as possible scattering in transmission. At the back side, only light scattering in
reflection takes place.
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Figure 7.4.: Spectrally resolved increase/decrease in absorptance of a 500 nm
a-Si:H cell for different interface texture combinations. The a-Si:H texture
shows detrimental influence on light incoupling in the short wavelength
region (a-Si:H/a-Si:H and a-Si:H/TCO), while the thickness variation intro-
duced by silicon growth has a positive influence on absorptance in the long
wavelength region (TCO/a-Si:H and a-Si:H/TCO).
Looking at the relative changes in absorptance of the a-Si:H cell in detail, as
shown in Fig. 7.4, we can discern different influences; the short wavelength re-
gion between 400 nm and 600 nm is apparently dominated by the structure of
the TCO/a-Si:H interface. No matter the texture at the a-Si:H/PEC interface,
the absorptance does not change for a specific TCO/a-Si:H interface texture.
This can be attributed to the light incoupling properties of the first interface.
In the case of a-Si:H, the TCO texture shows a better light incoupling - when
weighted with an AM1.5 spectrum, the a-Si:H texture at the front side leads
to a decrease in absorption between 400 nm and 600 nm of 1.68% and 2.14%
for an a-Si:H and TCO back side texture, respectively. This is in accordance
with the fact that at a wavelength of 600nm, the light reaches the back contact
and is also influenced by the back side texture. In the long wavelength region
above 600 nm, the conformal a-Si:H device shows the worst performance, with
a total loss of 5.48%. When taking into account the increase in performance
of the real-life device in this wavelength region, as well as the (lower) increase
in performance of the inverse real-life device, the effect of non-conformality
shows a strong (positive) impact on cell performance as opposed to the posi-
tion of the individual textures, when weighted with the solar spectrum.
The fringes in relative absorptance differences, especially visible for the real-
life and inverse real-life devices, but most pronounced for the inverse real-life
device, can be attributed to shifts in the Fabry-Perrot interferences in ab-
solute absorptance. Note that relative absorptance changes at wavelengths
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λ > 750nm have little impact on the overall performance due to the small
absolute absorptance in this wavelength region.
This means that for the (thin) a-Si:H cell, light guidance effects seem to be
dominating the performance in the long wavelength region, since the textures
themselves and their position have little influence on absorption.
Figure 7.5.: Spectrally resolved increase/decrease in absorptance of a 1000 nm
µc-Si:H cell for different interface texture combinations. The µc-Si:H tex-
ture shows better performance as both the front side texture in the short
wavelength region (µc-Si:H/TCO and µc-Si:H/µc-Si:H) and as the back side
texture in the long wavelength region (TCO/µc-Si:H and µc-Si:H/µc-Si:H).
The spectrally resolved differences in the absorptance of µc-Si:H show dif-
ferent behaviour, with the differences shown in Fig. 7.5. The performance in
the short wavelength region between 400 nm and 600 nm is dominated by the
TCO/µc-Si:H interface texture, the same as the a-Si:H cell. In this device, how-
ever, the texture after the deposition shows an increase in absorptance. This
can be explained when looking at the topographies before and after deposition,
as shown in Fig. 7.2. While the overall texture is still clearly visible, there are
small additional features caused by the growth of crystallites in the µc-Si:H.
These lead to a less pronounced refractive index gradient between the two
adjacent materials, i.e. TCO and µc-Si:H. This again cause better light incou-
pling and therefore higher absorptance in the short wavelength region. In the
long wavelength region, however, the behaviour of the µc-Si:H sample is quite
different from that of the a-Si:H cell; the absorptance is clearly dominated by
the back side texture, as both the real-life device and the conformal µc-Si:H
sample show very similar absorption enhancements in the long wavelength
region, totalling at an increase of 6.86% abd 6.74%, respectively. In contrast to
this, the inverse real-life device shows the same fluctuations as observed for
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Figure 7.6.: AID of the µc-Si:H-texture in transmission (a) and reflection (b)
at a wavelength of 700 nm at a TCO/µc-Si:H interface. Most of the light
is scattered in angles smaller than 15◦ in transmission. In reflection, most
of the light is scattered into large angles beyond the angle of total internal
reflection.
the a-Si:H cell, with a total increase of only 0.67%, indicating that thickness
inhomogeneities and the resulting influence on light guidance are negligible.
With a total absorber thickness of 1 µm, this is a feasible result. The highest to-
tal increase in absorptance is observed for the conformal µc-Si:H cell, utilising
both the good light incoupling and the good light scattering properties of the
µc-Si:H texture.
Since for the µc-Si:H samples, the absorptance in the different wavelength
regions is clearly dependant on the front and back side textures, it is also of
interest to investigate the AID of the different textures in both transmission
and reflection. This can help to explain the significantly better absorptance
caused by the µc-Si:H texture. These AIDs, as calculated by PM, are shown
in Fig. 7.6(a) and (b), respectively for a wavelength of 700 nm. These figures
show the AID for the TCO (a) and µc-Si:H texture (b).
As can be seen, the µc-Si:H texture shows much better light scattering in
transmission as well as reflection. Overall, the light is scattered into larger
angles for the µc-Si:H texture. This explains the better absorptance when both
interfaces are assumed to be as they are after the µc-Si:H deposition.
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Overall, these investigations have shown that the non-conformal growth of
layers has to be included in simulations to correctly describe a Si-based thin-
film solar cell.
7.2 simple texture modifications
After looking at non-conformality of real-life devices and its influence on dif-
ferent solar cell structures, an additional field of interest in this work is the
investigation of artificially generated structures, the results of which extend
the work of Eockstuhl et al.[50]. Due to the good performance already ob-
tained by using randomly textures TCOs obtained by wet-chemical etching,
which is widely documented [31, 2], investigations of artificial structures are
also based on these. In the first section investigating these structures, very
simple modifications by stretching or compressing a TCO texture in both lat-
eral and height direction are considered. The original texture used for these
modifications is shown in Fig. 7.7.
Figure 7.7.: 10µm× 10µm AFM scan of original texture; a standard wet-etched
ZnO:Al layer was used as basis for all texture modifications investigated
here. The typical, random crater-like structures of various sizes are clearly
visible
This texture was stretched in lateral direction by factors between flat = 0.5
and flat = 2.0, with higher resolution between flat = 0.5 and flat = 1.0 due
to preliminary results showing good performance increase in this area. The
stretching in growth-direction was performed with factors between fh = 0.5
and fh = 3.0, with more investigations between fh = 1.0 and fh = 1.5 due to a
high difference between the results for fh = 1.0 and fh = 1.5.
The system to which the texture modifications were applied is shown in
Fig. 7.8: A glass half-space was assumed as substrate, covered by a TCO
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Figure 7.8.: Model of the simulated system: The light enters the system
through a glass half space. This “substrate” is covered with a rough ZnO:Al
layer, the interface roughness obtained from the AFM scan (Fig. 7.7). On top
of this TCO, a 300 nm thin a-Si:H layer is assumed with a conformal texture
at the back side. The back contact consists of either a PEC (for the single
junction model) or µc-Si:H to model the top cell in a tandem device.
(ZnO:Al) with the respective texture. The layer for which the absorptance
is calculated is a 300 nm thin a-Si:H layer on top of this TCO. The back side of
the model consisted of either a PEC or a µc-Si:H half-space. The former shows
the influence of the texture on a single junction device, while the latter allows
for an investigation of the second interface (a-Si:H/µc-Si:H) in a tandem de-
vice; this is an important aspect in respect to current matching between top
and bottom cell.
The total absorptance in the a-Si:H layer was compared to an equivalent
system using the original texture. In all cases, the absorptance was corrected
according to the total absorbing volume of the a-Si:H layer. For the lateral
Figure 7.9.: Sketch of the modifications performed on the original texture
(Fig. 7.7). Depending on the type of stretching (lateral: bottom, height: top),
either the AFM scan was laterally modified to obtain the same resolution
(flat) or the height was multiplied with a given factor (fh).
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Table 7.1.: Overall change in absorptance between 350 nm and 800 nm of the
a-Si:H single-junction device for different scaling factor flat and fh. These
overall changes are absorptance changes weighted with an AM1.5 spectrum.
For lateral stretching, a value of flat = 0.6 is optimal, while for height
stretching, fh = 2.0 shows the best overall improvement. Both changes lead
to very similar steepness of crater flanks, indicating these as dominating the
absorptance. However, height stretching is less effective due to larger effec-
tive thickness of the front TCO and resulting higher parasitic absorption.
(a)
flat ∆Abs
0.5 13.7%
0.6 15.4%
0.7 11.5%
0.8 7.2%
0.9 3.3%
1.0 0.0%
1.5 -12.5%
2.0 -13.9%
(b)
fh ∆Abs
0.5 -10.2%
1.0 0.0%
1.1 1.6%
1.2 3.5%
1.3 4.9%
1.4 6.4%
1.5 5.2%
2.0 6.5%
2.5 6.3%
3.0 5.2%
modifications, the lateral resolution of the original measurement was modified
to compensate the smaller area, according to flat, if flat < 1. In the case of
flat > 1, a part of the topography was stretched to a size of 10µm× 10µm with
a resolution of 20 nm. For the height stretching, the measured height at each
point was simply multiplied with fh. A sketch of this is shown in Fig. 7.9. As
for most simulations, periodic boundary conditions and a resolution of 20 nm
were used due to calculation time limitations.
7.2.1 a-Si:H cell with PEC back contact
Firstly, the thin a-Si:H single junction device is described, a sketch of the model
being shown in Fig. 7.8.
Looking at the absorption enhancements relative to the of the a-Si:H single
junction cell with lateral stretching in detail, shown in Fig. 7.10, an actual
compression (flat < 1) shows an increase over the whole spectral range, while
larger values (flat = 1.5 and flat = 2.0) lead to a decrease in absorptance
compared to the original texture (flat = 1.0) of up more than 13%. In the short
wavelength region, this is attributed to a better light incoupling due to the
steeper crater flanks and smaller feature sizes; while for the original texture,
some features can be assumed to be an effective medium[64] with a refractive
index gradient∗, many of the larger features cannot be described in such a
way. When laterally compressing the textures, more of the features exhibit
∗ leading to less reflection losses
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Figure 7.10.: Spectrally resolved relative absorptance difference for lateral
stretching for multiple values of flat. The best enhancement in this case
is shown as dashed line, which can be observed for flat = 0.6.
sizes which make an effective medium approach valid, suggesting better light
incoupling. In the long wavelength region, the same steeper crater flanks lead
to better light scattering, as shown in the AID of a texture with steep and
shallow flanks in Fig. 7.11 (a) and (b), respectively.
When looking at the lateral modification with the strongest decrease in ab-
sorptance (flat = 2.0), we see the opposite effect in the long wavelength region,
which again can be explained using the AID, shown in Fig. 7.11. The specular
peak of the AID is much higher, meaning worse light scattering and trapping
in the device.
Additionally, the absorption planes, as described in Sec. 4.4, were calculated
for all modifications and wavelengths. Figure 7.12 shows these planes for wave-
lengths of 450 nm (Fig. 7.12(a)), 550 nm (Fig. 7.12(b)) and 650 nm (Fig. 7.12(c))
for the lateral stretching with the best results (flat = 0.6). The first plane
representing a spectral area where light-trapping has negligible influence, the
second showing the shortest wavelength at which a measurable portion of the
light reaches the back contact and therefore light-trapping starts to influence
performance of the device. The longest wavelength represents the spectral
area where light-trapping is dominating absorptance and therefore cell perfor-
mance. For the two shorter wavelengths, the original texture (Fig. 7.7) can still
be identified, and the highest absorptance is observed in the centre of craters
with radii of about 500 nm. This has also been observed in previous works in
both experiment and simulation [49] and is called “microlensing”. It is also
clearly visible that above the sharp crater rims, absorptance is minimal. For
the longest wavelength of 650 nm, the original texture is not as clearly visible
any more, but the local absorptance appears to be more random. However,
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Figure 7.11.: AID of a texture with steep flanks (fh = 3.0) (a) and shallow
flanks (fh = 0.5) (b). As can be seen, much of the light is scattered into
large angles for a texture with steep flanks, with a maxima at about 35◦ and
48◦. For shallow flanks, most of the light is not scattered at all, with the rest
scattered only into small angles.
the areas with absorptance “hotspots” can still be identified above some of the
crater centres.
When looking at this absorptance over the whole spectral range, weighted
with an AM1.5g spectrum and shown in Fig. 7.12(d), the shape of the original
texture (Fig. 7.7) is again clearly visible, hinting at a stronger influence of the
short wavelengths. Additionally, the microlensing effect can be seen for all
craters with a radius above 200 nm which leads to a strong increase in light
intensity above certain craters. This also supports the often observed, very
strong positive influence of randomly textured ZnO:Al on cell performance
observed in other works[2, 3].
The white squares visible in all graphs in Fig. 7.12 mark the areas of highest
total absorption of all areas of that size for squares between 500nm× 500nm
and 2µm × 2µm. The position of these areas can shift slightly depending
on square size and wavelength, but mostly appear in areas including craters
with a radius of about 500 nm. When looking at the total absorption plane
(Fig. 7.12(d)), the area of highest absorptance is approximately the same for all
area sizes and again includes craters with a radius of about 500 nm.
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Figure 7.12.: Absorption planes (as described in Sec. 4.4) of the best lateral
stretching (flat = 0.6) for wavelengths of 450 nm (a), 550 nm (b) and 650 nm
(c). An integrated absorption plane over all wavelengths weighted with an
AM1.5g spectrum is shown in (d). The white squares indicate areas with
the highest integrated absorptance of all areas of that size.
Looking at the same quantities for the height stretching, very similar con-
clusions can be drawn; as shown in Fig. 7.13, the absorptance enhancement in
the long wavelength region is very similar to that obtained by lateral compres-
sion. For the best modification (fh = 2.0), the absorption enhancement shows
a nearly identical behaviour to that obtained for the best lateral stretching
(flat = 0.6). Considering that the modification of the texture obtained by those
two modifications leads to the same surface angles, this indicates the impor-
tance of this ratio. The total absorption enhancement of the height stretched
sample, however, is smaller than that obtained by lateral compression. This
can be explained when looking at the absorption difference in the short wave-
length region. In this area, the absorption, especially below 450 nm, is strongly
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Figure 7.13.: Spectrally resolved absorptance enhancement for height stretch-
ing for multiple values of fh. The best enhancement is shown as dashed
line, with a factor of fh = 2.0.
reduced, where for lateral compression (flat = 0.6) absorptance is increased.
This can be explained by the larger effective layer thickness of the front TCO
obtained when height-stretching the sample. Since in this wavelength region,
the TCO is strongly absorbing, less light even reaches the scattering interface,
therefore decreasing overall intensity and absorptance in the a-Si:H layer.
The absorption planes, as shown in Fig. 7.14, show similar results as the lat-
eral stretching, further supporting the theory that the ratio between lateral di-
mension and height of a crater is most important. Again, for short wavelengths
(Fig. 7.14(a)), the texture is easily identified while interference effects can be
seen inside the craters. for an intermediate wavelength of 550 nm (Fig. 7.14(b)),
the topography is also recognisable, with microlensing effects above the crater
centres, while for long wavelengths (650 nm, Fig. 7.14(c)), only the crater rims
are visible in the integrated absorption. When weighted with an AM1.5g spec-
trum (Fig. 7.14(d)), the texture is again clearly visible with a microlensing effect
above many craters, with the areas of highest absorption above craters with a
radius of about 500 nm.
7.2.2 a-Si:H cell with a µc-Si:H back side
Additionally, as a preparation for investigations of a-Si:H/µc-Si:H tandem de-
vices, these texture modifications were applied to an a-Si:H cell identical to the
one investigated in the previous section, but adjacent to a µc-Si:H half space
instead of a PEC. This is used as an approximation for the top cell of a tandem
device, since the thickness of the µc-Si:H bottom cell is significantly larger than
the top cell. Of special interest in this model is the wavelength region between
500 nm and 850 nm, since here, both top and bottom cell contribute to cell
performance and the transmission into the bottom cell can be investigated.
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Figure 7.14.: Absorption planes (as described in Sec. 4.4) of the best height
stretching (fh = 2.0) for wavelengths of 450 nm (a), 550 nm (b) and 650 nm
(c). An integrated absorption plane over all wavelengths weighted with an
AM1.5g spectrum is shown in (d). The white squares indicate areas with
the highest integrated absorptance of all areas of that size.
The relative absorptance enhancements are shown in Tab. 7.2. While the
best absorptance enhancement for lateral stretching is observed for a value of
flat = 0.5, this value is not taken into account due to strong edge effects. While
there are enhancements visible, the effect is far less pronounced than for the
PEC back side. The reason for this is the transmission into the µc-Si:H back
side, where for the PEC back side, perfect reflection occurred. While another
explanation could be different light propagation and more parasitic absorption
in the TCO, this was checked by looking at the absolute absorptance values
inside the TCO integrated over the whole layer. The results were identical for
both the PEC and the µc-Si:H back side.
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Table 7.2.: Total absorptance enhancement for lateral (a) and height (b) stretch-
ing in the a-Si:H top cell of a simplified tandem device. Best results are
shown in bold, while worst results are italic. These values result from
absorptance calculations, weighted with an AM1.5g spectrum. The value
flat = 0.5 is not taken into account due to strong edge effects.
(a)
flat ∆Abs
0.5 11.2%
0.6 6.4%
0.7 5.1%
0.8 3.4%
0.9 1.8%
1.0 0.0%
1.5 - 4.0%
2.0 - 3.8%
(b)
fh ∆Abs
0.5 1.7%
1.0 0.0%
1.1 0.9%
1.2 1.5%
1.3 1.9%
1.4 2.2%
1.5 1.3%
2.0 0.8%
2.5 0.0%
3.0 -1.1%
Figure 7.15.: Spectrally resolved absorptance increase/decrease for the simpli-
fied tandem device for multiple values of flat. While in the short wavelength
region is similar to that obtained with a PEC back side (Fig. 7.10), those mod-
ifications showing the highest increase in the short wavelength region (and
overall) show a strong decline in absorptance in the long wavelength region.
Due to the identical parasitic absorptance in the front TCO layer, this must
be transmitted into the µc-Si:H back side.
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Looking at the absorption increase/decrease as a function of the wavelength
for lateral stretching, as shown in Fig. 7.15, there are two distinct regions:
• The short wavelength region up to 550 nm, where the increase in ab-
sorptance for the best modifications is very similar to that of the single
junction simulations, and
• The long wavelength region from 600 nm upwards, where the absorp-
tance in the a-Si:H layer is actually reduced. However, this “lost” light
must be transmitted into the µc-Si:H half space.
When taking both into account, the short wavelength region is clearly domi-
nant for cell performance. Since the µc-Si:H half space is an approximation of
the bottom cell of a tandem device, the higher transmission into the µc-Si:H
at wavelengths above 550 nm would benefit the bottom cell in a tandem de-
vice, while the better absorptance in the short wavelength region still increases
overall performance of the top cell (s. Tab. 7.2.
The absorption planes for the lateral stretching of the simplified tandem
device, shown in Fig. 7.16, are slightly different from that of the single junction
device (Fig. 7.12); in this case, the original texture (Fig. 7.7) is even clearly
visible for the wavelength of 650 nm, as shown in Fig. 7.16(c), due to the fact
that there is much less reflection at the a-Si:H/µc-Si:H interface and therefore
less scattering which would blur the features. Additionally, the area of highest
absorptance, marked in Fig. 7.16 as white squares, shifts around much more
with size than for the single junction device (Fig. 7.12), which is also attributed
to the higher transmission.
Looking at the height stretching (Fig. 7.17), the results are very similar, with
the same limitations as the single junction device: In the short wavelength
region below 450 nm, the larger effective TCO layer thickness leads to higher
parasitic absorptance and reduced performance of the device. Above 600 nm,
less light is absorbed in the a-Si:H layer and more transmitted into the µc-Si:H
half space. However, the strong increase in the intermediate wavelength region
leads to a small increase in total performance. The best increase is obtained
for fh = 1.4, as shown in Tab. 7.2.
The absorption planes for the best height stretching (fh = 1.4), displayed
in Fig. 7.18, are slightly different from those obtained for lateral stretching
(flat = 0.6); while for the longest wavelength (650 nm), the original texture
(Fig. 7.7) is as clearly visible as for the lateral stretching (Fig. 7.16), the areas of
highest absorptance are much less size dependant, especially when looking at
the overall absorption plane, as shown in Fig. 7.18(d).
7.3 textures optimised for light scattering
During this thesis, the results from the simple texture modifications and the
application of the phase model, another approach to optimise the surface tex-
ture of a TCO was investigated, in close cooperation with Dr. K. Bittkau.[65]
Due to the fact that the AID is calculated from PM via FFT, it is also possible to
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Figure 7.16.: Absorption planes (s. Sec. 4.4) of the best (flat = 0.6) lateral
stretching for 450 nm (a), 550 nm (b) and 650 nm (c). Weighted with an
AM1.5g spectrum, the results are displayed in (d). Unlike the PEC-covered
a-Si:H layer, areas of highest absorptance are much more size-dependant, es-
pecially for the overall absorptance (d). This is caused by the low reflection
at the a-Si:H/µc-Si:H interface.
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Figure 7.17.: Spectrally resolved absorptance increase/decrease for the simpli-
fied tandem device for multiple values of fh. While in the short wavelength
region is similar to that obtained with a PEC back side (Fig. 7.14), those
modifications showing the highest increase in the short wavelength region
(and overall) show a strong decline in absorptance in the long wavelength
region. Due to the identical parasitic absorptance in the front TCO layer,
this must be transmitted into the µc-Si:H back side. Again, when compared
to the lateral stretching (Fig. 7.15), there is a decline in absorptance in the
very short wavelength region due to higher effective thickness of the TCO
layer and therefore more parasitic absorptance.
reconstruct a texture from a given phase shift image. By applying a Gaussian
filter with a given width (σ) to the FFT, the scattering into small angles can be
suppressed. Applying an inverse FFT (iFFT) to this modified Fourier image,
the phase shift at each point can be calculated. This process of FFT, Gaussian
filter and iFFT acts as a high pass filter for the AID. In a final step, the formula
of the phase model (Eq. (3.11)) is inverted to regain a topography, modulo the
period of 2pi. By choosing the phase in each point in a way that the differ-
ence to the neighbouring points is minimised, this periodicity can be included.
This results in a new topography, which exhibits the light scattering properties
as tailored by the high-pass while still showing a strong resemblance to the
original texture. This procedure is displayed in Fig. 7.19.
This optimisation can be performed for any given texture in two different
ways: Either the light scattering in transmission is taken for the optimisation
or that in reflection. However, both kinds of modification have an impact on
light scattering in transmission as well as reflection. The optimised texture is, as
expected, very similar to the original texture, with a few important differences,
which are the following for a crater-like structure:
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Figure 7.18.: Absorption planes (s. Sec. 4.4) of the best (fh = 1.4) lateral stretch-
ing for 450 nm (a), 550 nm (b) and 650 nm (c). Weighted with an AM1.5g
spectrum, the results are displayed in (d). In this case, areas of highest
absorptance are very similar to that of the single junction device (Fig. 7.14).
• The crater flanks are deeper due to higher crater rims, leading to slightly
steeper flanks at the inner boundary of the crater. The positive effect of
steeper crater flanks on absorptance in a cell has been shown previously,
in Sec. 7.2, as have been the effects of deeper craters.
• Small, sharp features are visible inside the craters. These are present in
the original topography as well, but much less pronounced and hardly
visible. These features might also be artefacts of the original AFM mea-
surement, but - at least in theory - have a non-negligible influence on
light scattering.
• For strong modifications of the AID, FFT artifacts become visible due to
the periodicity of the FFT, which is not present in the sample.
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Figure 7.19.: Sketch of the topography optimisation by using FFT and PM. (a):
The original texture that should be optimised. (b): The real part of the phase
as obtained by PM. (c): The resulting FFT and AID. (d): FFT and AID after
applying the high-pass filter. (e): The real part of the phase image obtained
by iFFT. (f) The final result: An optimised texture calculated from the phase
image. The structure is still very similar to the original texture, with smaller
additional features inside the craters and the craters generally deeper and
steeper. The additional features are rooted in small features which are small
but present in the original texture. Also, some FFT artefacts can be seen, but
these are not strongly pronounced.
With the aforementioned two possibilities of optimisation in mind, two tex-
tures were optimised: A typical ZnO:Al surface texture and a different tex-
ture obtained by wet-etching ZnO:Al which usually results in worse cells[31],
referred to as “standard TCO” and “non-optimal TCO”. The non-optimised
textures are shown in Fig. 7.20. To quantify the effect of the modifications, two
methods were combined: For one, the modified textures were used in FDTD
simulation as both front and back texture and the EQE of a 1 µm thick µc-Si:H
cell was calculated. The other approach was to calculate the amount of light
scattered into angles larger than the angle of total internal reflection at the
µc-Si:H/ZnO:Al interface, as obtained by PM.
78
7.3 textures optimised for light scattering
Figure 7.20.: Original textures used in the optimisation. Two etched ZnO:Al
surfaces of type 2 (a) and type 3 (b) as described in [31].
Figure 7.21 shows the original and optimised textures for different cut-off
angles of the Gaussian filter optimised for transmission (a) and reflection (b).
The trend seen in the first example is also visible here: The optimised texture is
still very similar to the original texture, with the craters being showing slightly
higher rims and a few additional features in the crater centres.
Figure 7.21.: Textures optimised for different limits of the high-pass filter. (a)
shows the textures optimised for light scattering in transmission, (b) the
ones optimised in reflection. The trends of the differences to the original
texture are the same as seen for the example in Fig. 7.19. It is noteworthy
that the optimisation in reflection leads to a smaller difference through the
optimisation, mainly due to the fact that the original texture is already an
excellent scatterer in reflection.
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7.3.1 PM results
Firstly, the results of the simple PM calculations will be discussed. In this sec-
tion, the focus lies on the amount scattered into angles larger than the angle
of total internal reflection at a wavelength of 700 nm. The results are shown in
Fig. 7.22 for both the standard TCO (a) and the non-optimal TCO (b). For the
standard TCO, the tuning of the scattering in reflection shows only a slight in-
crease in the scattering in reflection, since the original texture already provides
a high scattering efficiency into large angles. However, the light scattering in
transmission is hardly affected at all by these modifications. When optimising
the scattering in transmission, the portion of light scattered into angles larger
than the angle of total internal reflection is strongly improved, while the scat-
tering in reflection shows little change and is nearly as good as the texture
optimised for this scattering in reflection. This indicates that for this type of
structure, the optimisation of light scattering in transmission is more effective.
Looking at the non-optimal TCO, which usually leads significantly worse
cell performance (Fig. 7.22(b)), the results are very similar; tuning the reflection
properties of the texture leads to an increase in the portion of light scattered
beyond the angle of total internal reflection which is stronger than for the
standard TCO. Also, the improvement in light scattering in transmission is
more pronounced than for the standard TCO. Tuning the transmission shows
an even stronger improvement than for the standard TCO in both transmission
and reflection scattering. For weaker high passes, the improvement of the
transmission scattering leads to an even better scattering in reflection than for
the same optimisation in reflection. However, this scattering in reflection is
reduced again for larger angles of the high-pass filter. These results nicely
show that the influence of both types of scattering is of similar importance.
7.3.2 FDTD results
To decide, for which structures a whole spectrum should be simulated using
FDTD simulations, the absorption enhancement in a 1 µm thick µc-Si:H layer
covered by a PEC was considered at the wavelength used for the optimisation
(700 nm). The modification showing the highest enhancement at that wave-
length was then used for simulating a whole spectrum. The results of this
first investigation for a wavelength of 700 nm is shown in Fig. 7.23 for the
non-optimised TCO and the graphs also compare results from PM and FDTD
simulations. As this graph shows, the strongest enhancement in absorption
is observed for the tuned transmission with a width of the high-pass filter of
σ = 2.5.
For the standard TCO, the optimum is assumed to be the strongest optimi-
sation (σ = 3.5) in transmission, since the loss in reflection scattering is much
smaller than the gain in transmission scattering.
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Figure 7.22.: Portion of light scattered into angles larger than the angle of total
internal reflection at a TCO/µc-Si:H (T) or µc-Si:H/TCO (R) interface as a
function of the width of the high-pass filter for the type 2 (a, 800 40s) and
type 3 (b, ipv 100-119 45s) textures. The tuning of light scattering in reflec-
tion only leads to a slight improvement of light scattering in reflection and
to even less increase in transmission for both textures. Tuning the trans-
mission, however, has a serious impact on the performance in transmission
while also slightly improving light scattering in reflection. This effect is
more pronounced for the originally worse type 3 texture.
When looking at the EQE and absorption enhancement for these structures,
shown in Fig. 7.24 (a) and (b), respectively, one can see the strong influence on
optical cell performance of the optimisation. Most surprising is the fact that
the originally worse non-optimal TCO shows a higher EQE when optimised
than the standard TCO. This is even more pronounced when looking at the
relative absorption enhancements.
7.3.3 Conclusion
Looking at the combination of PM and FDTD results, we have shown that
a simple mathematical modification of existing textures by Fourier analysis
show a strong improvement in optical performance. Combining both calcu-
lation methods, the EQE at the optimisation wavelength of 700 nm can be
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Figure 7.23.: Improvement in EQE as obtained by FDTD (dashed) and an em-
pirical formula using PM results (solid) for the type 2 (a, 800 40s) and type 3
(b, ipv 100-119 45s) textures at a wavelength of 700 nm. The combination of
light scattering in transmission and reflection allow for a good prediction of
the FDTD results, with deviations originating from the thin layer thickness
of the absorber layer and the multiples reflections at both interfaces of the
absorber layer.
approximated by a linear correlation. The resulting parameters can then be
used to calculate the EQE at all wavelengths.
However, this formula is purely empirical and is only tested for a 1 µm
thick µc-Si:H cell on the modified textures. Additional influences of substrate
structure, film thickness and absorption coefficient of the absorber layer have
to be investigated further.
7.4 a complete tandem solar cell
In this final section about absorption in solar cells, a complete a-Si:H/µc-Si:H
tandem solar cell is simulated and compared to experimental results. This
comparison is used to investigate limitations of the simulations and the influ-
ence of the approximations made, such as the glass half space and the PEC
back contact. Additionally, there are always uncertainties about the exact opti-
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Figure 7.24.: EQE before (solid) and after (dashed) optimisation for both tex-
tures as obtained by FDTD (a) and relative enhancement (b) for both type
2 (blue) and type 3 (red) textures. The relative enhancement is very simi-
lar for both structures, since the optimisation was performed identically for
both. And in both cases, the improvement, especially in the long wavelength
region, is significant.
cal data of the materials and the layer thicknesses. The systems simulated and
measured are shown in Fig. 7.25(a) and (b), respectively.
In addition to the structure of the layer stack, it is important to mention
that these simulations were performed with a resolution of 10nm, since abso-
lute values are investigated, for which the highest resolution possible should
be used (s. App. B). Due to the resolution of 10nm, the layer thicknesses are
only accurate to within 10 nm. Also, the doped layers in the device are not
explicitly defined as individual layers, due to a special behaviour of the MEEP
software; the output of the dielectric properties from the software show a slight
averaging between different materials, which however are not present in the
simulation itself. This averaging is present for one or two pixels, which cor-
respond to 10 nm to 20 nm, is approximately the same as the doped layers
in the real device. This, combined with the fact that the optical constants of
the doped layers are very similar to those of the intrinsic layers, makes these
assumptions feasible.
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Figure 7.25.: Comparison of the layer stacks as assumed in simulation (a) and
present in a real-life device (b). The simulation omits the doped layers of
the p-i-n structures, since they are optically very similar to the intrinsic layer
and are not recognisable in the output from the simulation software. Ad-
ditionally, neither the simulation nor the real device had any intermediate
reflector between top and bottom cell.
The comparison with the experiments is based on several quantities. Data
from the simulation shows the EQE of both the top and bottom cell of the
tandem device, while experimental data includes EQE measurements as well
as reflection measurements for two different tandem cells. Using two differ-
ent cells makes it possible to investigate the influence of the inaccuracies in
both optical constants and layer thicknesses. Including the reflection measure-
ment helps ascertain the influence of the glass halfspace in the simulation as
opposed to a 1.1mm thick glass substrate in the real device. The results are
shown in Fig. 7.26.
Looking at these results, there are three distinct wavelength regions to in-
vestigate: Firstly, in the short wavelength region, below 550 nm, we see some
difference between simulation and experiment, which are mainly caused by
the resolution, as discussed in App. B. Despite the comparably low resolution,
however, the simulation shows very similar behaviour to the experiment.
Secondly, in the wavelength region between 550 nm and 750 nm, the agree-
ment is very good for the a-Si:H top cell, while the µc-Si:H bottom cell shows
a significantly lower EQE in the simulation.
Finally, at long wavelengths, the simulation again significantly underesti-
mates the EQE of the bottom cell. This is caused by three effects: For one,
the layer thickness assumed for the bottom cell is calculated from the deposi-
tion speed and time. While this method of obtaining a layer thickness is fast
and simple, it is quite error-prone due to different deposition parameters. For
example, in this case, the layer thickness is likely to be larger, which would
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Figure 7.26.: Comparison of simulated EQE (solid line) to two measured EQEs
(dashed and dotted line), as well as measured reflection data, The simula-
tion modelled the device represented by the dashed line. Also, the reflection
measurement was performed on that cell. In the short wavelength region
(350 nm to 550 nm), there is an wavelength-dependent difference between
experiment and simulation, which can be explained by the low resolution
of 10 nm. In the middle wavelength region (600 nm to 800 nm), the agree-
ment with the a-Si:H top cell is very good. However, the bottom cell shows
strong differences in this wavelength region as well as in the long wave-
length region between 850 nm and 1100 nm. The simulation significantly
underestimates the EQE of the µc-Si:H bottom cell. This is caused by three
effects: The real-life device is likely to have a thicker bottom cell, the op-
tical data used in the simulation is not of the exact same layer, but taken
from a different layer deposited on glass in a different deposition system,
and the air/glass interface at the front of the cell is neglected in the simula-
tion, leading to less light trapping in the long wavelength region, where the
measurement shows high reflection from the device.
lead to more absorption than for the thinner simulated cell. Another factor,
and likely to be the most important here, is the uncertainty in the absorp-
tion coefficient of the µc-Si:H layer. The optical data used in the simulations
was obtained from a thinner µc-Si:H layer from a different deposition system.
Additionally, it also shows a different crystalline volume fraction† and was de-
posited on glass instead of a silicon layer. The difference in crystalline volume
fraction alone can lead to a factor of 1.5 difference in the absorption coeffi-
cient at wavelengths of 700 nm and above. Combined with the high number
of times the light passes the bottom cell, this can show a significant impact
on the EQE. The last influence on the performance of the bottom cell in the
† obtained by measuring Raman scattering
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long wavelength region results from the absence of the air/glass interface at
the very front of the cell. While the air/glass interface leads to low reflection
losses for light incoupling, it has a much stronger impact for the light reflected
from the back of the cell; the light reflected at the back contact, which can
reach the glass/air interface typically does so at large angles, as investigations
of light scattering have shown (Sec. 7.3. These large angles are larger than the
angle of total internal reflection at that interface, therefore this light is reflected
back into the device and trapped there.
These different regions are of different importance in the simulation; the
short wavelength region, light incoupling and absorption in the TCO and
doped layers plays a significant role. However, the trends are similar for ex-
periment and simulation, so qualitative investigations of the performance and
light incoupling at a rough surface are still valid.
In the middle wavelength region, the agreement is very good when consid-
ering all approximations for the a-Si:H top cell.
The results for the µc-Si:H bottom cell show worse agreement, which can be
attributed to uncertainties of the layer thickness, assumed optical properties
and neglecting of the glass/air interface.
In conclusion, the comparison for a complete tandem device has shown the
validity of the assumptions made previously for the top cell, while the bottom
cell needs further investigations. The next logical step would be to vary the
uncertain parameters at a single wavelength to find an optimum and then
apply these parameters to a whole spectrum.
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F D T D S I M U L AT I O N S A N D N E A R - F I E L D M I C R O S C O P Y
8.1 post-processing algorithm for topography artefacts
As was described in the fundamentals section, SNOM measurements can be
used to investigate the light intensity above a sample at a very close distance,
therefore including near-field effects. The idea is that the measuring probe is
at a constant distance of about 20 nm above the surface. In reality, however,
the probe has a finite size and - depending on the feature sizes and shapes
of the surface - cannot be placed that close above the surface at the point of
measurement, lest it causes a tip crash. This effect of the offset of the real tip
position from the ideal position is known as ”topography artefacts” and has
been examined experimentally previously.[66, 67, 68]
This is an effect also visible when comparing SNOM measurements with
FDTD simulations above a textured TCO, as was shown by Rockstuhl et al.[50].
An example for this is shown in Fig. 8.1, which shows the original surface tex-
ture in (a), the SNOM measurement in (b) and the light intensity as obtained
by FDTD simulations 20 nm above the surface in (c), which is equivalent to
the idealised assumption of the SNOM measurement. In this case, FDTD sim-
ulation and experiment show strong differences, especially in the center of the
craters. While the intensity obtained by SNOM is much smaller in the craters
than at their rims, in FDTD simulations, these intensities are equally strong.
This can be attributed to near-field effects, which are still clearly visible at
such short distances. Figure 8.1(d) shows the light intensity from FDTD simu-
lation at a distance of 160 nm above the surface and shows a better agreement
between FDTD and SNOM, supporting the assumption that the probe is ac-
tually further away from the surface than hoped for. However, just using an
empiric value for the distance between the surface and the measurement plane
is both unsatisfying and hardly justifiable from a scientific point of view.
The approach closest to reality to include this effect would be to include
the measurement probe in the FDTD simulation and calculate the intensity
collected by it. However, a typical SNOM measurement consists of 300× 300
points, and for each of these points, a simulation would have to be performed
where the probe is positioned at that point in the xy-plane. This would lead
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Figure 8.1.: Examples of a topography measured by AFM (a) and SNOM (b),
as well as the intensity measured simultaneously by SNOM (c). The topog-
raphy as measured by SNOM is blurred compared to the (sharp tip) AFM
measurement. In the intensity measurement, the crater rims show a much
higher intensity than the crater centres.
to a total of 90000 simulations for a complete scan and is neither feasible nor
possible with today’s computing performance.∗
8.1.1 The post-processing algorithm
To address this issue, a post-processing algorithm was developed to calculate
the actual distance of the probe from the surface using an idealised probe
geometry and calculating the “measured” intensity from the FDTD simulation
with the calculated distance. It works as follows, with (currently) all input
data taken from FDTD simulation:
1. Create three-dimensional (binary) arrays of both the surface and the
probe geometry. The latter can either be obtained by calculating it from a
set of parameters (i.e. aperture radius, coating thickness and angle of the
tip) or recreated from a measurement of the tip, such as a scanning elec-
tron micrograph image or deconvolution of the topography, measured
independently by e.q. a sharp tip AFM measurement (Fig. 8.2(a)).
2. Place the centre of the tip 20 nm above the measurement point in ques-
tion, as shown in Fig. 8.2(b).
3. If there is an intersection, repeat step 2, but place the probe one pixel†
above its previous position and repeat until the minimal distance be-
tween surface and probe is 20 nm (Fig. 8.2(c)).
4. At this point, store the offset of the probe for this point of the texture.
∗ Due to the high resolution requirements, one simulation would have taken 18 hours on 32
nodes, with a maximum of 15 concurrent jobs, leading to a total execution time of 12 years
and 1.6 million node hours.
† or more pixel, depending on resolution
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Figure 8.2.: Sketch of the algorithm used to calculate probe positions. Both
the surface texture and the probe geometry, e.g. an idealised, calculated
geometry (a), are stored in a three-dimensional array. At each point of the
texture, the center of the tip is assumed to be 20 nm above the surface. Next,
a part of the surface has to be defined in a way that adding the tip array
would result in a distance of 20 nm between the center of the probe and
the surface (b). Calculating the intersection of the arrays, marked with a
red circle in (b), it is clear that the real position must be above this point,
since anything else would result in a tip crash in the experiment. From now
on, the tip is moved upward pixel by pixel, until there is no longer any
intersection, as shown in (c). This point marks the offset between probe and
surface. This procedure is repeated for every point of the texture. From
the resulting two-dimensional array of offsets, the intensity at these offsets
can be extracted from simulation data. These sketches also resemble the
discretisation or pixels as used for the calculations.
Repeating this procedure for every point of the texture yields a two-dimen-
sional array of probe offsets. These offsets can be used to extract the intensity
values from the simulation, resulting in an array of intensities at the correct tip
positions. This is a very simple and fast algorithm, taking between ten minutes
and one hour of execution time.
But, in its simplicity with only a a few assumptions about the interaction of
the probe and the surface‡, it neglects several effects, which are encountered
in the experiment:
• The offset is always calculated in a way that the distance between the
probe and the surface in minimised in the direction of the probe axis,
therefore the actual minimal distance between surface and probe might
be slightly different.
• Any additional forces acting on the probe are neglected, such as shear
forces.
• The possible influence of the probe on local light intensity is not taken
into account.
‡ namely, no intersection and therefore no tip crash
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We assume that, due to inaccuracies in both the experiment and the simulation
model, the former two are negligible when compared to the last one. This
effect has been investigated and will be discussed later.
8.1.2 Samples
After describing the algorithm in detail, we will describe the samples which
the algorithm was applied to and which are shown in Fig. 8.3. These included
two TCOs as used in thin-film silicon solar cells. A 50s etched ZnO:Al layer,
the same texture being used for various other simulations (Fig. 8.3(a)), and a
commercially available SnO2:F-based AN10 substrate with pyramid-like struc-
tures, similar to Asahi-U, which is shown in Fig. 8.3(b).
Figure 8.3.: Textures investigated with the tip algorithm. 50s etched ZnO:Al,
shown in (a) and AN10 substrate, shown in (b). The former shows the
known crater-like structures, while the latter exhibits pyramid-like struc-
tures, similar to Asahi-U.
The FDTD simulations were again simulated using a 10µm × 10µm AFM
scan with a resolution of 20 nm.
For each of the samples, the algorithm was applied with two different probe
geometries, approximating both a good and a bad tip. Figure 8.4(a) shows
the approximation of a good tip, with an aperture radius 40 nm, a coating
thickness of 80 nm and an angle of 15◦, while the bad tip, as seen in Fig. 8.4(b)
was assumed with an aperture radius of 80 nm, a coating thickness of 120 nm
and an angle of 25◦.
8.1.3 Offset Maps
As a first result and basis for all further investigations obtained with the algo-
rithm, the maps of the offset between surface and probe will be investigated.
The combination of original topography and offset maps will be compared to
the SNOM topography signal, and the offset maps itself will be compared with
the surface angle distribution of the samples.
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Figure 8.4.: Cross-sections of the tip geometries: The idealised shape of the
probe is assumed to be a truncated cone. (a) shows an approximation of a
good SNOM probe, with an aperture radius of 40 nm, a coating thickness
of 80 nm and an angle of 15◦. (b) shows a presumably bad tip, with an
aperture radius of 80 nm, a coating thickness of 120 nm and an angle of 25◦.
Firstly, the ZnO:Al sample was investigated using both probe geometries;
the results are shown in Fig. 8.5. Figure 8.5(a) shows again the topography ob-
tained by AFM. (b) shows the topography measurement of the SNOM. There
is a noticeable difference in the height values obtained by AFM and SNOM,
due to a non-perfect z-calibration of the SNOM at the time of the measure-
ment. Figure 8.5(c) and (d) show the sum of the original topography and the
offsets obtained by the algorithm for the good and bad tip geometries, respec-
tively. As can be seen, the good probe geometry shows the best agreement
between simulation and experiment, while the bad probe geometry blurs the
measurement much further than the experiment.
Additionally, Fig. 8.5(e) and (f) shows the surface angle distribution of the
sample and the offset of the probe for the good probe geometry, respectively.
The offset correlates with the surface angle in a way that steep angles lead to
a higher offset. This is clear due to the fact that the tip has to be positioned
higher as to not crash into the surface at these positions.
Looking at the topography of the AN10 sample (Fig. 8.6, the first observation
is that an exact mapping of the AFM measurement to the SNOM measurement
is challenging due to the small features, which are all quite similar and thor-
oughly blurred by the SNOM measurement and the algorithm. For that reason,
we focus on the qualitative agreement of the results. In Fig. 8.6(a), the original
texture is shown as obtained by AFM, while *b( shows the topography as mea-
sured by SNOM. (c) and (d) show the topography after applying the algorithm
for a good and bad tip, respectively. This time, the features of the original tex-
ture are strongly blurred and rounded off in the experiment. The results from
the calculation show similar behaviour when applying the algorithm for both
the good and bad tip geometry, with the bad geometry showing better agree-
ment. However, the true probe geometry should again be between those two.
This blurring, as expected, is due to the small feature size of this TCO and the
comparatively large probe.
When comparing the surface angles with the obtained probe offset for the
bad tip (Fig. 8.6(e) and (f), respectively(, this sample behaviour is clearly dom-
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Figure 8.5.: Topographies, surface angle distribution and offsets obtained by
the algorithm for the ZnO:Al sample. (a) shows the topography as obtained
by AFM measurement, (b) is the topography signal of the SNOM. The offset
between AFM and SNOM can be explained by a non-perfect z-calibration
of the SNOM. (c) and (d) show the topography of the surface after applica-
tion of the algorithm for the good and bad probe, respectively. It is visible
that the good probe shows a slightly better resemblance to the SNOM than
the bad probe geometry. However, an actual tip geometry is likely to be
somewhere in between those two. (e) shows the surface angle distribution
obtained from the AFM scan. (f) shows the offsets obtained for the good
probe geometry. These offsets correlate well with the surface angle distribu-
tion.
inated by the dimensions of the tip; while in some areas, the correlation be-
tween surface angle and offset is visible, many of the smaller variations in the
surface angle are not resolved with the bad probe geometry.
Taking all calculations into account, our algorithm results in realistic offsets
from the sample surface and reproduces the topography measured by SNOM
well. While this is still dependent on the assumed probe geometry, the algo-
rithm is fast enough to optimize the tip geometry to give the best agreement
with the experiment.
8.1.4 Intensity Maps
After comparing the measured topographies from SNOM with those obtained
by adding the offset from the algorithm to the AFM scan, we now compare the
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Figure 8.6.: Topographies, surface angle distribution and offset obtained by the
algorithm for the AN10 sample. (a) shows the topography as obtained by
AFM, (b) is the topography signal of the SNOM. (c) and (d) show the topog-
raphy of the surface after the application of the algorithm for the good and
bad probe geometry, respectively. It is visible that the general feature size is
better represented by the bad tip. The strong discretisation results from the
FDTD resolution of 20 nm. (e) shows the surface angle distribution obtained
from the AFM, (f) shows the offsets obtained for the bad probe geometry.
Again, the features are similar to those of the surface angle distribution.
However, small features in the angle distribution are not visible due to the
large dimensions of the probe.
light intensity at 750 nm measured via SNOM with that obtained by the FDTD
simulation.
Looking again at the ZnO:Al sample, there are three quantities which need
to be compared to the experiment:
• The intensity distribution as measured by SNOM, shown in Fig. 8.7(a).
Ideally, this should be reproduced by using the algorithm.
• The intensity distribution 20 nm above the surface, as extracted from
simulation, which is displayed in Fig. 8.7(b).
This represents the measurement with an ideal, infinitely small tip and
would include the most information about the near-field effects of the
surface. As can be seen, the agreement between the experiment and the
simulation is not very good. There are many interferences and near-field
effects visible in the simulation, which are not to be seen in the actual
measurement. Especially the contrast between the intensity of the crater
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rims and the centres of the craters is much smaller directly above the
surface. This lack of near-field effects in the measurement also indicates
a higher position of the probe above the surface.
• The intensity distribution extracted from the simulation when including
the offset from the algorithm for the good and bad tip geometry, shown
in Fig. 8.7(c) and (d), respectively.
Here, the agreement between experiment and simulation is much better
than for the original assumption (Fig. 8.7(b)), exhibiting the same high in-
tensities at the crater rims while showing some interferences in the crater
centres. Additionally, as with the experiment, the intensity distribution
at craters smaller than the probe are strongly blurred.
For the intensity distributions of the AN10 sample, which are shown in
Fig. 8.8, obtained by SNOM and FDTD simulation after deploying the algo-
rithm, it is hard to judge which intensity distribution is closest to the experi-
ment, for several reasons:
• The experiment, shown in Fig. 8.8(a), shows quite a bit of noise.
• None of the intensity distributions show distinctive features which could
be compared.
• The intensity distribution above the surface (Fig. 8.8(b)), as well as those
obtained by the algorithm (Fig. 8.8(c) for the good and (d) for the bad tip
geometry) are very similar in all aspects.
However, it can be stated that the agreement is still enhanced by using the
algorithm. When also taking into account the tip aperture, shown in Fig. 8.8(e)
and (f) for the good and bad tip geometry, respectively.
To quantify the agreement between simulation and experiment, a FFT anal-
ysis of the intensity distribution was performed. These are shown in Fig. 8.9.
In conclusion, we have shown the strong influence of topography artefacts
on SNOM measurements, especially in the case of surface features smaller
than the actual dimensions of the scanning probe, by using FDTD simulations
combined with actual experiments. We also introduced a fast and simple algo-
rithm to calculate the topography artefacts that can be expected from SNOM
measurements. For this, only an AFM scan and a tip geometry are necessary,
the latter being either calculated from a set of parameters using an idealised
truncated cone as geometry, or imported from actual measurements of the
probe geometry. The results from this algorithm can then be applied to an in-
tensity distribution obtained by simulation. Since the agreement between the
intensity distribution obtained by experiment and simulation combined with
the algorithm is good for the investigated structures, one can assume the inten-
sity distribution of the simulation to be correct in the area between the probe
and the surface as well. Furthermore, it can be concluded that the impact of
the tip on local light intensity is of minor importance, at least for the dielectric
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Figure 8.7.: Light intensity distribution from SNOM measurements and FDTD
simulation of the ZnO:Al sample. (a) shows the intensity distribution as
measured by SNOM. A high light intensity is observed at nearly all crater
rims. (b) shows the intensity distribution from FDTD simulation at a con-
stant distance of 20 nm above the sample surface. There are many interfer-
ences visible, as well as features that relate to near-field effects. In contrast
to the measurement, the crater rims do not exhibit a much higher intensity
than the crater centres. (c) and (d) show the light intensity distributions
obtained when taking into account the offsets obtained from the algorithm
(Fig. 8.5(f) for the good geometry), respectively. The agreement with the
measurement is much better, especially for the good probe geometry, as can
be seen for the features in the top right. The crater rims are better visible in
the measurement as well as for the good probe geometry.
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Figure 8.8.: Light intensity distributions from SNOM measurement and FDTD
simulation of the AN10 sample. (a) shows the intensity distribution as mea-
sured by SNOM. The shape of the features in this distribution is similar
to those seen in the topography measurement (Fig. 8.6(a)). (b) shows the
intensity distribution from FDTD simulation at a constant distance of 20
nm above the surface. There are many smaller features visible, as well as
features that relate to near-field effects. (c) and (d) show the light intensity
distribution obtained when taking into account the offsets obtained by the
algorithm (Fig. 8.6(f) for the bad geometry). The agreement with the SNOM
measurement is better for both geometries.
materials investigated here. This again gives more insight into the near-field
effects of the simulated sample than the measurement alone can do. Given the
input data of this algorithm, it can be applied to various simulation methods,
as long as the result is an intensity distribution of the system.
8.2 incorporating the near-field tip into simulations
8.2.1 Collecting tip over an idealised crater
As final part of the investigation of the SNOM tip on light propagation above
a textured surface, an idealised crater structure was created, with planar illu-
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Figure 8.9.: Intensity vs. reciprocal lattice constant obtained by FFT of the
intensity distribution of the ZnO:Al(a) and AN10(b) sample. The dotted line
indicates the transition from propagating to evanescent intensity. For the
ZnO:Al sample, the trends in the propagating part are very similar for the
measurements as well as all intensity distributions obtained by FDTD. In the
evanescent region, however, the inclusion of the tip significantly improves
agreement with the measurement, while the intensity directly above the
surface indicates a strong over-estimation of the evanescent intensity. For
the AN10 sample (b), the overall result is similar. However, due to the
small feature size and the comparatively large tip, the FDTD results directly
above the surface lead to a shift of the propagating peak to higher reciprocal
lattice constant. This can be explained by the fact that the sharp features are
blurred by the large tip and lead to smaller angles when analysed by FFT.
Additionally, the measurement only drops to 10−1 in the evanescent region
due to high noise.
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mination through the substrate and intensity collection through an idealised
SNOM tip. The aim of this investigation is to look into the effects of light
scattering at the SNOM tip and its influence on light collection through the
tip. These collected light intensities were compared to a simulation without a
SNOM tip, looking at the normalised intensities at different positions. A top-
down view and a cross-section of the idealised crater are shown in Fig. 8.10(a)
and (b), respectively.
Figure 8.10.: Sketch of the crater used for investigating the influence of the
SNOM tip; (a) shows a top-down view of the crater. It is assumed to be
rotationally symmetric, with an inner (crater centre to rim) radius of 500
nm. (b) shows a cross-section of the crater. The inner and outer angles of
the crater were set to 65◦ and 55◦, respectively.
As shown in Fig. 8.10cd , the crater was described as perfectly circular, with
a slope of 55◦ at the outside and 65◦ at the inner slope. The distance between
the centre of the crater and the rim, or crater radius, was assumed to be 500
nm. This leads to a crater similar to those typically observed in a wet-etched
ZnO:Al sample, as used in previous sections. The simulation itself was, as
mentioned earlier, performed with a resolution of 10 nm due to the small tip
aperture. Additionally, to suppress artefacts caused by periodic boundaries,
open boundary conditions were assumed in all directions. To facilitate this,
PMLs were added on each side. This additional thickness in all directions,
along with the necessity to simulate at least 1 µm of SNOM tip, resulted in
a computational domain of approximately 700x700x500 cells. Additionally, to
address for possible polarisation effects, each simulation was performed for
both cardinal polarisation directions (Ey and Ez), and the resulting intensity
added and compared to each polarisation to investigate possible polarisation
effects from the field distribution. However, investigations of the polarisation
effects have shown that the simulation of a single polarisation direction (Ez)
showed the best agreement. This is also supported by the fact that the algo-
rithm presented in Sec. 8.1 yielded the best results when assuming the incident
light to be linearly polarised.
To differentiate between the effects of the tip position as described in Sec. 8.1,
the simulation was two-fold:
1. The baseline: The system was simulated without the SNOM tip included
in the model. This simulation yielded results for light propagation undis-
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turbed by the tip itself. This will also be referred to as the “undisturbed”
system.
2. The simulations including the tip: These simulations represent the actual
measurement with a SNOM as closely as possible. In a line between
the centre of the crater and the outer flank of the crater, simulations
were performed for points with a distance of 30 nm. At each of these
points, a metal-coated glass tip was positioned in a way that the minimal
distance between the surface and the tip was between 20 nm and 30 nm,
in analogy to Sec. 8.1. The tip itself was also modelled in the same way
as for the algorithm presented earlier. These simulations will also be
referred to as “disturbed” system.
This lead to a total of 50 simulations, two for the baseline and 48 for the
simulations including the tip. Intensity distribution in a cross-section through
the centre of the crater (and tip) are shown in Fig. 8.11 for simulations without
a tip (a), with the tip at the centre of the crater (b) and above the rim of the
crater (c). It is clearly visible that the tip has a significant impact on light prop-
agation and scattering in its close vicinity above the layer. This is especially
visible for the “flare” visible above the centre of the crater in the undisturbed
system. The presence of the tip above the centre, in the same position the flare
is originally found, suppresses it completely (Fig. 8.11(b)). In the case of the
tip being positioned above the crater rim (Fig. 8.11(c)), the flare is visible, but
it is diverted along the side of the tip. This effects is caused largely by the
metal coating of the tip; in these simulations, it is even more pronounced than
would be expected in the experiment, since the PEC coating does not allow for
any light propagation inside the coating.
However, the light intensity inside the layer shows little dependence on the
presence of the tip. The same holds true for light propagation above the sur-
face at even small distances from the tip. For example, the small features at the
outer crater flank are hardly disturbed at all by the presence of the tip. While
this supports the claims of the previous section (Sec. 8.1), some questions re-
main:
• Does the light, which is coupled into the tip, reach the optical fibre and
therefore the detector?
• What influence does the presence of the tip have on the actual measure-
ment?
• Are the relative ratios between the different measurement points influ-
enced by the presence of the SNOM tip?
The answer to the first question essentially is an indicator if the measure-
ment, and especially the tip, is modelled realistically in the simulation. For
this, the total intensity in the three layers of the tip closest to the surface were
compared to the total intensity at the three layers closest to the PML. These
values were normalised to their respective maxima, and the results are shown
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Figure 8.11.: Intensity distributions for an idealised ZnO:Al crater, without a
SNOM tip (a), with a SNOM tip above the centre (b), and with the tip placed
above the crater rim (c). The presence of the tip changes the light propaga-
tion in its close vicinity. For example, the flare above the crater centre is
suppressed in (b) and diverted in (c). However, the intensity distribution
inside the layer and further away from the tip is hardly affected at all. How-
ever, the “flare“ visible above the centre of the crater in the undisturbed
system is modified by the tip; in (b), it is not visible at all due to the tip
being in its place, while in (c), the flare is diverted due to the metal coating
of the tip.
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Figure 8.12.: Intensities at the front (solid) and back (dotted) of the SNOM
tip for each position (a) and shape of the crater as approximated in FDTD
simulation (b). The good agreement indicates a good light incoupling into
the tip.
in Fig. 8.12. As can be seen, the relative intensity is nearly identical at all but
the smallest distances from the surface at the front and the back of the tip.
This indicates a good approximation of the measurement configuration as far
as light incoupling is concerned. The differences at the crater centre can be
explained by numerical noise in the simulation.
As to the second question, this was already discussed for Fig. 8.11. Another
influence on this can be found in the difference between the intensity at the
surface and the actual posittion of the tip, as obtained with the algorithm
described in the previous section (Sec. 8.1). To investigate this influence, there
are two possible comparisons, are shown in Fig. 8.13 and Fig. 8.14.
Figure 8.13 shows the comparison of intensities at the surface with a tip and
the intensity inside the tip, both for the disturbed system. These curves are
nearly identical for all tip positions, indicating that the tip actually measures
the intensity directly above the surface. However, it cannot be ruled out that
there might be differences on a smaller scale, since the point-to-point distance
is 30 nm.
When looking at this good agreement, however, one has to keep in mind that
the measured intensity only agrees with the intensity at the surface when the
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Figure 8.13.: Intensity directly above the surface (dotted) and inside the tip
(solid) for simulations of the disturbed system (a) and shape of the crater
as approximated in FDTD simulation (b). These curves are nearly identical.
This indicated that the SNOM actually measures the intensity directly above
the surface for the disturbed system. This, however, does not give any clues
as to the results of the undisturbed system, which is shown in Fig. 8.14.
tip is present. The question arising is if the intended measurement should yield
results for this system including the tip or if information about the undisturbed
system is sought.
In the case of the thin films investigated here, the latter is the case, since
the layers are incorporated in the solar devices without any metal tip. So a
comparison is necessary between the intensity at the surface and the intensity
at the position of the tip, both for the simulation of the undisturbed system, as
well as the intensity inside the tip at the different positions (disturbed system).
This is shown in Fig. 8.14.
When first comparing the intensities above the surface and at the tip posi-
tions for the undisturbed system, we see a significant difference between the
intensity above the surface of the undisturbed system, and the intensity as col-
lected by the simulated tip. This difference is in accordance with the results
shown in the previous section (Sec. 8.1), which showed strong indications that
the SNOM does not measure the intensity directly above the surface. The as-
sumptions in the algorithm are also supported when looking at the agreement
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Figure 8.14.: Comparison between the measured intensity (solid), the intensity
of the undisturbed system at the actual tip positions (dotted) and directly
above the surface in the undisturbed system (dashed) (a) and shape of the
crater as approximated in FDTD simulation (b). While there are similarities
between the intensity at the tip positions and the intensity above the surface,
the small features directly above the surface are not reproduced, since they
result from near-field effects. Comparing the intensity at the tip positions
with the actual (simulated) measurement, the shape is very similar, with a
slight shift. This shift can be explained due to the aperture radius of 80 nm.
Due to this, light can couple into the fibre approximately 80 nm before the
centre of the aperture is above the point of interest, correlating very well
with this shift.
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between the intensity as collected in the tip (solid line) and the intensity of the
undisturbed system at the position of the tip (dotted line). While the extrema
are more pronounced in the disturbed system, the shape is very similar, with
a small shift between 60 nm and 90 nm, with the tip registering the maximum
before the tip is positioned directly above it. This is easily explained with the
size of the aperture, which was assumed with a radius of 80 nm. Due to this
radius, there is already a portion of the fibre above the maximum, so the light
can couple into the fibre. Another difference is the shape of the maximum,
which is much more symmetric in case of the tip. This is also caused by the
finite size of the tip, since it collects intensity from a certain area.
Interestingly, even the small shoulder at a position between 0.18 µm and
0.21 µm is visible in both the simulation of the disturbed and undisturbed sys-
tem, further supporting the claim that the inclusion of the tip is not necessary.
When looking at the intensity directly above the surface (Fig. 8.14, dashed line),
we see may smaller features, which are neither visible in the measurement nor
in the undisturbed system at the actual tip positions. Since these small fea-
tures are very likely to be near-field effects, this is to be expected. Due to the
exponential decay of intensities, they are not visible at the actual tip positions.
Additionally, the resolution of the measurement is on the same scale as the size
of these smaller features. So in the experiment, these features are extremely
difficult to measure.
However, while the agreement between undisturbed and disturbed system
is very good in this example, there are still some assumptions in these sim-
ulations due to the limitations of the simulation software, which should be
addressed in the future:
1. The resolution is limited to 10 nm, while a higher resolution would be
beneficial, especially for approximating the structure of both the crater
and the tip.
2. The tip is assumed to be coated with a perfect conductor. In a real-life
experiment, this is of course not the case. A non-perfect metal can lead to
additional disturbances in the light propagation as well as light guidance
effects along the metal coating. This effect is especially important when
also investigating the shape of the tip:
3. The shape of the real-life tip is not a perfect truncated cone. The front
of the tip is in most cases rounded off, and the metal coating shows
many protrusions in this area. Depending on size and wavelength of the
incident light, this can lead to plasmonic effects modifying the intensity
above the surface as well as light incoupling into the tip.
4. The structure investigated here is an idealised crater; it is rotationally
symmetric and the outside of the crater lies much deeper than the centre
of the crater. While the latter can be the case for specific areas of a typical
wet-etched ZnO:Al, the former is hardly valid at all.
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5. The exact incoupling into the fibre has been assumed to be equal at all
points of the tip, while a weighted incoupling depending on the distance
from the aperture centre is possible.
8.2.2 Conclusion
The investigation of the influence of the SNOM tip on light propagation and
the measurement itself has shown a fast and easy way to compare simulations
and measurements. The first part of this investigation, discussed in Sec. 8.1,
which used a simple approach, has already indicated a strong influence of
the tip position on the measurement, with the agreement between simulation
and experiment improved significantly. This was the case both qualitatively,
as shown in the topography and intensity plots (Fig. 8.5-Fig. 8.7, and quantita-
tively, as in Fig. 8.9.
These results led to the more computation intense approach of including the
tip in the simulation domain, to check these results. It was found that light
propagation at and in the vicinity of the tip is influenced by the presence of
the tip. However, the intensity coupling into the fibre correlated very well
with the intensity at the assumed tip position in the system without the tip.
The only visible difference was a shift of the observer intensity maximum at
the crater rim. This was shifted in the direction of the crater centre, which
could easily be explained by the finite size of the tip. Due to this finite size,
a part of the aperture is already above the maximum, while the assumed tip
position (indicated by the centre of the aperture), is still closer to the crater
centre. The surface features of a system without a tip could not be reproduced
by the simulated measurement, which agrees well with the actual experiment,
where far less near-field effects are visible than would be expected directly
above the surface. All these results further supported the claim that taking
into account the tip position in a post-processing step is sufficient to address
the influence of the tip on measurements.
105

Part III
S U M M A RY A N D O U T L O O K

9
S U M M A RY
The first results of light scattering simulations have shown a remarkable agree-
ment between the rigorous, time- and memory-consuming simulations using
the FDTD method and the simple and very fast phase model for single inter-
faces. To investigate its predictive power for multi-layered systems such as a
solar cell, the light scattering of different interfaces in transmission and com-
plete nip-type solar cells was performed. With the agreement of the light scat-
tering calculations in reflection, a very promising way to reduce the amount
of simulations necessary to find good textures for use in solar cells was found.
The PM introduced by Domine´ and extended by K. Bittkau has proven to give
a good predictive power even for the performance of a whole solar cell, as long
as the intrinsic layer is not significantly smaller than the wavelength of the in-
cident light. For this case, investigations by J. Hinojosa [69], who implemented
this model in a one-dimensional simulation software, have shown strong devi-
ations for small layer thicknesses, such as observed in a-Si:H devices. Further
investigations including the textures optimised by Fourier analysis, presented
in Sec. 7.3 have supported this claim. With these investigations, compared
with measurements of actual devices have shown the importance of light scat-
tering at the back side of the absorber material for cell performance, since in
the area of light trapping between 600 nm and 1100 nm, the polishing of the
front side of a solar cell has shown little impact on the EQE.
An important aspect with impact on actual device deposition was the inves-
tigation of the influence of silicon growth on the texture at the back side of
the cell. We have shown that the growth behaviour of amorphous silicon is
not beneficial for cell performance, since the originally sharp features are get-
ting significantly rounder with increasing film thickness, therefore not as good
for scattering the light into large angles. The opposite effect has been shown
for the growth of microcrystalline silicon. The additional small and sharp fea-
tures obtained due to crystallite growth have proven beneficial, especially for
the performance of the cell in the long wavelength region. It was also shown
that this texture can improve light incoupling and therefore cell performance
in the short wavelength region. It should be possible to investigate this effect
in the future by replicating such a texture on the front side using nano-imprint
lithography. The feasibility of using nano-imprint lithography in nip-type µc-
Si:H single junction cells has been discussed by U. Paetzold[33] and should be
investigated for nip-type tandem solar cells with the structures proposed in
this thesis.
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The investigation of absorption enhancements in various systems have fur-
ther strengthened the results already likely from the investigation of light scat-
tering. The simple texture modifications in Sec. 7.2 have shown the positive
influence of sharp features and steep flanks for light trapping even in very thin
structures. Looking at the absorption planes also identified certain features to
lead to a generally higher absorption in the material. While at the time this
research was done it was a purely theoretical problem, the progress in nano-
imprint lithography could help to utilise these effects as well in the mid- to
long-term.
With the positive influence of the simple modifications, a more sophisticated
approach was considered and finally led to the texture optimised using Fourier
analysis. While the light scattering effects have been mentioned above, it has
to be stated again that the FDTD simulations have confirmed these effects in
respect to the absorption enhancement inside the cell and have shown a linear
relation between the light scattered into angles larger than the angle of total
internal reflection in transmission and reflection, at least for certain structures.
This predictive power of a very simple model can help to reduce computing
time requirements and focus on only the most promising structures.
Simulations of the complete tandem cell have shown limitations of the sim-
ulation software; in the short wavelength region, the low resolution became
clearly visible, while in the long wavelength region the consequences of ne-
glecting the first air/glass interface (by assuming a glass halfspace) became
apparent. In the intermediate wavelength region between 500 nm and 750 nm,
however, the agreement was very good. This region is extremely important
for the performance of a tandem device, since here the light absorption shifts
from the a-Si:H top cell to the µc-Si:H bottom cell. Additionally, while absolute
values showed some differences in the short and long wavelength region, the
shape of the EQE was reproduced very well.
The last part of the thesis, the investigation of the near-field tip via simula-
tion has also proven worthwhile, since it was possible to explain many effects
seen in the experiment. While this research was only partly related to the
performance of solar cells, its impact is not limited to this field.
The presented algorithm to reconstruct SNOM topography and intensity
measurements via a fast and simple post-processing algorithm has proven to
be a tool with which the differences between simulation (without tip) and ex-
periment can at least be partially explained. Adding the SNOM-tip to the sim-
ulation domain has provided further insight into the fundamental processes
of light propagation in the experiment.
Further investigations of the SNOM measurements via simulations have
shown that the influence of the SNOM tip on the measured light intensity is
dominated by the actual position of the tip during measurements. Addressing
this position via the afore-mentioned algorithm proved to be sufficient to sig-
nificantly increase agreement between the measurement and simulation. Even
more importantly, the simulations including the SNOM tip have shown that
the light propagation inside the investigated layers is hardly affected by the
presence of the tip. This is extremely important, since for the application of
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these layers in solar cells, the light intensity inside the layer is crucial, and the
measurement allows for assumptions of the light propagation inside the layer.
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For the future, the research presented in this thesis open up many possibili-
ties; the investigation of light scattering can be extended to a myriad different
textures various scientific areas. First and foremost it would be extremely in-
teresting to investigate the validity of the phase model for multiple interfaces.
It is important to find the layer thickness below which the far-field approxima-
tion reaches its limit and where it fails completely. It would also be intriguing
if the results found in the course of this thesis are applicable for other devices
in which light in- and out-coupling and light scattering play an important role,
such as LEDs.
Adding in the results from the absorption enhancements from different tex-
tures and texture combinations, the question arises if there are other texture
that can be optimised or even if there are more complex ways of optimising
topographies even further. With ever-ongoing advances in the fabrication of
specific textures, this can prove to be a way to further increase the efficiency
of Si-based thin-film solar cells. While these fabrication methods are time-
consuming and therefore expensive at this point in time, it is very likely that
these methods will become faster in the future. The comparison of simulation
and experiment for the complete tandem cell have shown some limitations of
the simulation and the assumptions made therein; further investigations re-
garding the real film thicknesses, the optical data of the µc-Si:H bottom cell
and the investigations of the glass/air interface are necessary. The next steps
could include the variation of these parameters for a single wavelength. The
resulting optimal parameters can then be used to simulate a whole spectrum
and compare the results again.
While the investigations of the effect of the SNOM tip on measurements has
shown that the effect of the tip on light scattering and propagation is negligi-
ble compared to the actual position of the tip, further investigations concerning
the correct geometry of the tip as well as a realistic dielectric function of the
metal coating are in order. This might improve the agreement even further.
However, due to the high computational requirements of these investigations,
it should be seen as a fundamental research, while for everyday use, the pre-
sented algorithm is sufficient.
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A P P E N D I X

A
D O C U M E N TAT I O N F O R T H E S I M U L AT I O N S O F T WA R E
The software used in this thesis, with its functionality described in Sec. 3.1,
was developed to be usable on systems with varying resources, from single
workstations up to large HPC clusters. The current version (meep-cpp 1.0,
October 12, 2015), can simply be used with the command
meep-cpp < config − file > . This configuration file, which has to be defined
for each simulation contains several parameters. A configuration file including
all possible parameters is shown in the following listing:
1 NumberOfLayers =4 ;
2 M u l t i P r o f i l e =n ;
3 Size =10 ;12 ;12 ;
4 SubstS ize =0 .2 ;
5 SubstDie lReal=−1e20 ;
6 SubstDielImag =0 .0 ;
7 MaxTime=80 ;
8 Frequency =1 .333333333 ;
9 Resolut ion =100 ;
10 LayerDielReal=−1e20 ; 3 . 1 7 7 7 3 ; 1 1 . 1 0 2 4 2 2 ; 3 . 1 7 7 7 3 ;
11 LayerDielImag=−1e20 ; 0 . 0 5 6 9 0 3 ; 0 . 0 5 5 1 7 9 ; 0 . 0 5 6 9 0 3 ;
12 Thicknesses = 0 . 0 2 ; 0 . 0 8 ; 1 . 1 3 ; 0 . 0 8 ;
13 He ightF i l es= t i l t . dat ;
14 PMLThickness =1 .0 ;
15 Defaul tDie lRea l =1 .0 ;
16 DefaultDielImag =0 ;
17 OutputEpsilon=y ;
18 OutputEfield=y ;
19 OutputPoynting=n ;
20 IncludeTip=y ;
21 TipPos i t ion = 3 . 5 2 ; 8 . 0 ; 8 . 0 ;
22 FiberRadius =0 .08 ;
23 CoatingThickness =0 .1 ;
24 OpeningAngle =15 ;
25 FiberEps =2 .25 ;
26 I l luminateTip=y ;
27 Po lD ir ec t i on=Ez ;
28 PeriodicBoundary=n ;
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29 TipAreaSource=n ;
30 BigDomain=y ;
31 EpsAverage=n ;
32 TimeInc =0 ;
This is the same simulation file used for the investigation of the illuminating
SNOM tip over a flat nip-like structure as investigated for S. Lehnen. The
configuration parameters are explained in the following list:
• NumberOfLayers (integer) Number of layers on top of the substrate. De-
fault: n/a
• MultiProfile (boolean) Use different texture files for each interface. De-
fault: false (n)
• Size (List of integer) The size of the simulated system in x, y and z direc-
tion, including the perfectly matched layers. Size unit is arbitrary, but in
the course of this thesis always in µm. Default: n/a
• SubstSize (float) Thickness of the substrate in size units. Default: 1.5
• SubstDielReal (float) Real part of the dielectric function of the substrate.
Default: n/a
• SubstDielImag (float) Imaginary part of the dielectric function of the sub-
strate. Default: n/a
• MaxTime (float) Time at which the simulation should be stopped. One
time unit equals 2 · Resolution timesteps. Default: n/a
• Frequency (float) Frequency of the incident light. Wavelength λ in size
units is calculated from frequency f via λ = 1/f. Default: n/a
• Resolution (integer) Resolution in points per size unit. Default: n/a
• LayerDielReal (List of floats) Real parts of the dielectric functions of the
individual layers. Has to have NumberOfLayers elements. Default: n/a
• LayerDielImag (List of floats) Imaginary parts of the dielectric functions
of the individual layers. Has to have NumberOfLayers elements. Default:
n/a
• Thicknesses (List of floats) Thicknesses of the individual layers. Has to
have NumberOfLayers elements. Default: n/a
• HeightFiles (List of strings) Filenames of the topography files. If Multi-
Profile is true, this parameter need NumberOfLayer elements. Each topog-
raphy file beyond the first must consist of differences from the previous
layer. If MultiProfile is false, a single interface file is necessary. Default:
n/a
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• PMLThickness (float) Thickness of the perfectly matched layers in size
units. Default: 1.0
• DefaultDielReal (float) Real part of the dielectric function of the ambient
material. Default: 1.0 (vacuum)
• DefaultDielImag (float) Real part of the dielectric function of the ambient
material. Default: 1.0 (vacuum)
• OutputEpsilon (boolean) Create output file containing the real part of the
dielectric function for all points in the simulation. Default: false
• OutputEfield (boolean) Create output files containing the real and imagi-
nary parts of all electric field components. Default: true
• OutputPoynting (boolean) Create output files containing all components
of the Poynting vector. Default: false
• IncludeTip (boolean) Include an idealised SNOM tip in the simulation.
Default: false
• TipPosition (List of floats) Position of the frontmost part of the aperture
center of the SNOM tip. Only becessary if IncludeTip is true. Default:
n/a
• FiberRadius (float) Radius of the aperture of the SNOM tip. Only neces-
sary if IncludeTip is true. Default: n/a
• CoatingThickness (float) Thickness of the PEC around the tip. Only nec-
essary if IncludeTip is true. Default: n/a
• OpeningAngle (float) Angle between x-axis and the side of the tip. Only
necessary if IncludeTip is true. Default: n/a
• FiberEps (float) Real part of the dielectric function of the fiber inside the
SNOM tip. Only necessary if IncludeTip is true. Default: n/a
• IlluminateTip (boolean) Switch for illumination through SNOM tip. Only
necessary if IncludeTip is true. Default: n/a
• PeriodicBoundary (boolean) Switch for using periodic boundary condi-
tions in y- and z-direction. Default: true
• TipAreaSource (boolean) Put a planar source at the beginning of the
SNOM tip for illumination instead of a point source. Only necessary
if IncludeTip and IlluminateTip are both true. Default: false
• BigDomain (boolean) Output all results as single slices. This is necessary
if the size of the result arrays (e.g. espilon array, electric field array etc.)
is larger than the memory available to a single CPU core. Default: false
• EpsAverage (boolean) Perform the internal epsilon averaging of MEEP.
Default: false
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C O N V E R G E N C E T E S T S A N D C O N S I D E R AT I O N O F
D I F F E R E N T R E S O L U T I O N S
One important factor about FDTD simulations is the convergence of the simu-
lation. This convergence mainly depends on two factors:
1. The resolution of the simulation, whith its discretisation in cubic cells.
This resolution is of great importance especially for materials with high
refractive indices and for short wavelengths, since the period of the elec-
tromagnetic wave in any given material and at any given period still has
to be resolved in the simulation. Additionally, with layer thicknesses in
the simulated devices sometimes being as thin as 40 nm, these layers
have to be identifiable in the simulation as well.
2. The time after which the simulation is stopped. Since the simulations in
this thesis use a continuous a light source, the simulation has to run until
a steady state is reached.
Since computation time available for simulations was limited, this resolu-
tion limits had to be chosen in a way to minimise time consumption. This is
especially true for the resolution, since an increase in resolution of a factor n
increases simulation time by a factor of n4, since not only the spatial, but also
the temporal resolution increases. Another limiting factor is the number of
points a single simulation can contain. Due to the fact that the number of cells
in the simulation is stored in a 32-bit integer, the maximum number of points
in a simulation is 232 − 1 = 4294967295. With a typical simulation domain of
10µm× 10µm× 8µm this limits the resolution to a maximum of 10 nm. Addi-
tionally, output time of the results increases roughly linear with the number of
points.
Fortunately the number of timesteps before the simulation is stopped only
increases the computation time linearly and has no influence on I/O time at all,
so for this case, the convergence was tested for the largest possible simulation.
The result of this simulation was then used for all other simulations as well,
even if a shorter simulation time would have sufficed, because it would have
been more time consuming to check this convergence for each system.
The resolution convergence was tested for a small part of an AFM scan us-
ing a 1 µm thick µc-Si:H layer on top of textured TCO. It is assumed that the
simulation converges when the total intensity in the whole system stays con-
stant. The simulation was performed for wavelengths between 350 nm and
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1100 nm, with resolutions between 5 nm and 50 nm. The results of this con-
vergence test is shown on Fig. B.1. In this graph, the resolution is shown in
points per µm. As can be seen, a resolution of 20 nm is sufficient for wave-
Figure B.1.: Tests of convergence for different resolutions at 350nm, 550nm,
750nm, 950nm and 1150nm. For wavelengths above 550nm, a resolution of
20nm (50 points per µm) is sufficient. For shorter wavelengths, 20nm are
a very coarse resolution. However, tests have shown that relative trends
are hardly influenced at all. This resolution was chosen due to the limited
computation time available. For simulations requiring absolute values (the
complete tandem device) or for the simulation of SNOM tips, a resolution
of 10nm (100 points per µm) was used.
lengths above 600 nm. At smaller wavelengths, down to 450 nm, a resolution
of 10 nm is necessary. At even shorter wavelengths, even 5 nm are too low a
resolution. However, other investigations have shown that general trends and
especially relative differences, e.q. for simple texture modifications (Sec. 7.2)
are not as dependent on the simulation resolutionm with results showing an
error of about 1%. Most simulations were performed to investigate relative
enhancements, with only the investigation of the tandem device and the op-
timised textures from AID having any need for absolte values. Therefore, a
resolution of 20 nm is sufficient for all other investigations. The same holds
true for the investigation of light scattering, as in Chap. 6.
Additionally, the spectral region in which the texture shows the strongest
influence in a typical thin-film device is above 600 nm, since light of shorter
wavelengths is absorbed during its first pass through the absorber layer and
has no need for light scattering. At larger wavelengths, where light scattering
is important, a resolution of 20 nm is sufficient, as was shown above.
A special case is the investigation fo systems with an included SNOM tip.
in this case, a resolution of 10 nm was used. The transmission characteristic
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of the tip, with a transmission of 10−5, as observed for a real-life tip, and the
good agreement with the experiment in Chap. 8 are an excellent indication
that this assumption is correct.
The investigation of the number of timesteps necessary for concergence was
performed with a system of 10µm × 10µm × 8µm, with a field distribution
written to disk every 10 time units or 1000 timesteps. For each output, the
total intensity in the system was calculated. Convergence is assumed when
the total intensity changes by less than one percent. The results are shown in
Fig. B.2. In this case, 8000 timesteps at a resolution of 20nm or 80 units of time
Figure B.2.: Tests of convergence for different stopping times of the simulation
at 400nm, 600nm, 800nm and 1000nm using a µc-Si:H single junction cell.
For all but the longest wavelengths (1000nm), stopping after 80 time units is
sufficient. This was used as a baseline due to limited computing resources,
since again relative differences were not influenced. For the absolute values
of a tandem device, 100 time units were calculated, resulting in reliable
values.
are sufficient to achieve convergence for all but the longest wavelengths. While
intensity distributions imply a faster convergence, 8000 timesteps were used.
In conclusion, for relative comparisons and in a wavelength region where
light scattering becomes important, a resolution of 20 nm is sufficient. At
shorter wavelengths and for absolute values, as well as for simulations includ-
ing a SNOM tip, a resolution of 10 nm was used. A steady state of the system
is achieved after 8000 timesteps for most cases, after which the simulation is
stopped.
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Figure 1.1 3-year chart of the oil-price (April 30th, 2013). The er-
ratic behaviour in oil price is clearly visible with price
differences between 70 USD and 150USD. Taken from
[5]. 3
Figure 2.1 Conversion of a photon into an electron-hole pair. If
the energy of the photon is larger than the band gap,
an electron-hole pair can be generated by exciting an
electron from the valence into the conduction band. Any
additional energy of the photon above the band gap is
lost due to thermalisation. Drawings taken from [22].
10
Figure 2.2 Absorption coefficient alpha of crystalline (black, solid),
amorhpous (red, dashed) and microcrystalline (blue,
dotted) silicon. While there are some differences in the
absorption of the materials, the trends are very similar.
the notable differences are the significantly higher ab-
sorption of crystalline silicon in the low energy regime
and the higher absorption for a-Si:H in the intermediate
wavelength range between 350 nm and 600 nm. 10
Figure 2.3 Absorption length and typical absorber layer thickness
for crystalline (black, solid), amorphous (red, dashed)
and microcrystalline (blue, dotted) silicon. Since the
thickness of a typical wafer-cell is always larger than the
absorption length, these cells already show good perfor-
mance without textured interfaces. For the amorphous
and microcrystalline cells, however, absorber layer thick-
nesses are smaller than the absorption length at wave-
lengths above 600 nm. Therefore, the light path inside
the absorber layers has to be increased significantly, e.g.
by light scattering at textured interfaces. 11
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Figure 2.4 Sketch of light trapping approximated using geometri-
cal optics. A textured interface can scatter light into
different angles. For small angles (left side), the light
can couple out of the cell in the same way it could with
flat interfaces, however the light path is increased by the
angle. In the best case (right side), the light is scattered
into an angle above the angle total internal reflection
and trapped inside the absorber layer until it is absorbed.
12
Figure 2.5 Sketch of an amorphous silicon single junction (a) and
an amorphous/microcrystalline silicon tandem solar
cell (b). The tandem cell consists of two individual cells
with absorber layers exhibiting different band gaps. The
top cell consists of an amorphous silicon pin stack and
the bottom cell of a microcrystalline pin stack. Option-
ally, an intermediate reflector can be placed between the
two to improve current matching. 14
Figure 3.1 Sketch of the Yee-cell, showing placement and direction
of the electric and magnetic fields.[38] 16
Figure 3.2 Discretisation of a line of a topography scan by using
rectangular blocks. The better the surface has to be ap-
proximated, the more blocks have to be defined. For an
algorithm with an initialisation time depending on the
number of blocks, a fine discretisation and/or a large
domain lead to an extremely large number of blocks, in-
creasing the initialisation time beyond the computation
time, making the software unsuitable for use with HPC
systems. 17
Figure 3.3 Flow chart and example pictures of our custom MEEP
interface. After reading the config file, the topography
is read. From this, a three-dimensional representation of
the optical properties is created. After optionally includ-
ing the SNOM tip, a light source is placed. In this ex-
ample, it is a planar illumination through the substrate.
Before actual simulation, the real part of the dielectric
function can optionally be written to disk. After this,
the actual simulation runs for a pre-determined number
of time steps, after which the electric fields are written
to disk. 19
Figure 3.4 Illustration of the phase model. At each point the height
of the topography is used to calculate a phase shift
based on the refractive index of the materials surround-
ing the interface.[43] 20
Figure 4.1 Visual representation of the calculation of an intensity
distribution in a modelled 1 µm thick µc-Si:H cell ac-
cording to Eq. (4.1). 22
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Figure 4.2 Comparison of intensity distribution and absorptance
for a single slice of a three-dimensional simulation at
a wavelength of 800 nm. While intensity is visible in
glass (bottom-most layer), front TCO (middle layer) and
µc-Si:H (top-most layer), only the front TCO and µc-Si:H
show absorption due to the assumption of i,glass = 0.
23
Figure 4.3 Sample EQE of a typical 1.5 µm thick textured µc-Si:H
single junction cell. The cell absorbs light in a wave-
length region between 300 nm and 1100 nm, with the
highest EQE at around 500 nm. 24
Figure 4.4 Sketch of the algorithm used for calculating “absorp-
tion planes”. The absorption for each point is integrated
along the propagation direction of the light. As an exam-
ple, this is shown for one slice of the three-dimensional
simulation (a), with the integrated absorption at each
point shown in plot (b). Doing this for all points of a
layer results in a distribution as shown in (c). 25
Figure 4.5 Example of an absorption plane (b) showing the crater
rims of the original texture (a). In this example, a 300
nm thin a-Si:H layer was simulated on top of the tex-
ture. Due to the small thickness, the correlation between
topography and absorption plane is still clearly visible.
Additionally, at the simulated wavelength (450 nm), the
absorption of the a-Si:H is high enough so that the light
is not reflected again at the back side, so no influence of
the back side texture is visible. 26
Figure 4.6 Example of an absorption plane (b) showing little resem-
blance to the original texture (a). In this example, a 1 µm
thick µc-Si:H layer was simulated on top of the texture at
a wavelength of 800 nm. Due to the small absorptance,
the light passes through the µc-Si:H layer multiple times,
with the light being scattered each time it reaches one of
the interfaces. Additionally, the large thickness reduces
correlation between the layer boundaries due to scatter-
ing into large angles, so effects of surface features can
influence the absorption at positions beyond the vicin-
ity of the features. While the features in absorption are
harder to correlate to a certain surface feature, this can
lead to better understanding of the absorption in the
layer. 26
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Figure 4.7 Example of a calculated AID, which is equivalent to
angular resolved scattering measurements (Sec. 5.2) for
a textured ZnO:Al layer at an ZnO:Al/air interface at
a wavelength of 700 nm. This is an example calculated
from PM, using a wet-etched ZnO:Al layer as input.
However, since the AID is calculated from a FFT, its
resolution is limited by the area over which the FFT is
performed and the refractive index of the material into
which the light is scattered. The low angular resolu-
tion is an effect of the comparably small sample area
(10µm × 10µm) and the small refractive index of the
material (n ≈ 1.7). 28
Figure 5.1 Working principle of the AFM: A very fine tip (typical
tip radius: 10 nm), which is mounted on a cantilever, is
either pulled over a surface in contact mode or kept at
a certain distance, both using a feedback system. The
cantilever is illuminated by a laser, and the reflection
measured with a spatially resolved detector. Due to the
flexing of the cantilever and the resulting shift in the
position of the reflection on the detector, the position of
the tip can be calculated.[52] 30
Figure 5.2 Working principle of the ARS measurement: A sam-
ple is illuminated using a laser, and a detector moves
around the sample at constant distance, measuring light
intensities at different angles. These result in an angular
distribution of measured intensities, both in transmis-
sion and reflection. Illustration taken from [53]. 31
Figure 5.3 Sketch of a typical SNOM system. The sample can be
illuminated with lasers through the optical window and
lens. The tip can be positioned using both motors for
coarse and piezo elements for fine movement. The tip
is kept at a constant distance above the surface using a
feedback system based on a ceramic tuning fork. Illus-
tration taken from [54]. 32
Figure 5.4 SEM image of a SNOM tip. The shape is nearly conical,
which will be used later on (Chap. 8). This example also
shows a rather large tip with a thick metal coating and
a total diameter at the front of about 1 µm. 33
Figure 6.1 Topographies of small feature sample (a) with heights
up to 600 nm, stretched sample (b, heights up to 3100
nm), and large feature air and µc-Si:H sample (c) with
heights up to 890 nm as measured by AFM. (d) shows
the surface of the LPCVD-grown ZnO:B layer (heights
up to 540 nm). 38
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Figure 6.2 Sketch of the system used in FDTD simulations. The
dashed and dotted lines show the planes used for calcu-
lation of the AID (dashed: PM, dotted: FDTD) and light
scattered into evanescent modes (dashed line). 39
Figure 6.3 Topography, PM and FDTD results for the large feature
air sample: Original topography (a), real part of the
pupil function as obtained by PM (b), real part of the
electric field in polarisation direction obtained by FDTD
at the highest peak of the topography (c) and 3.5 µm
above the surface (d). All calculations were performed
at a wavelength of 600 nm. 40
Figure 6.4 Spectral haze of the small feature (a) and large feature
air (b) sample calculated from PM and FDTD. Both mod-
els show an excellent agreement. 41
Figure 6.5 Spectral haze of the large feature µc-Si:H (a) and stretched
(b) sample. Both models show a very good agreement,
but with visible differences between 700 nm and 1250
nm (a) and between 850 nm and 1200 nm (b). 42
Figure 6.6 Spectral haze of the LPCVD sample. Agreement be-
tween both models is again very good, with similar dif-
ferences between the models as for the stretched sample,
but shifted to shorter (400 nm to 800 nm) wavelengths.
43
Figure 6.7 Angular intensity distribution of the small feature sam-
ple (a) and large feature air sample (b), calculated us-
ing PM and FDTD. AID is shown for 600 nm and 1000
nm. All curves are normalised to their respective max-
ima. 44
Figure 6.8 Angular intensity distribution of large feature µc-Si:H
sample (a) and the stretched sample (b). AID is shown
for 600 nm and 1000 nm. Both curves are normalised to
their respective maxima. 45
Figure 6.9 AID of the LPCVD sample. The curves at wavelengths
of 600 nm and 1000 nm are normalized to the values at
23◦ and 40.5◦, respectively, with the PM showing a lower
peak at 0◦. 46
Figure 6.10 Light scattered into evanescent modes for the small fea-
ture sample (a) and large feature air sample (b). The
dashed and dotted vertical lines represent the beginning
of the evanescent modes for 1000 nm and 600 nm, re-
spectively. 47
Figure 6.11 Light intensity scattered into evanescent modes for the
large feature µc-Si:H sample (a) and stretched sample
(b). The dashed and dotted lines indicate the beginning
of the evanescent modes for 1000 nm and 600 nm, re-
spectively. 48
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Figure 6.12 Light intensity scattered into evanescent modes for the
LPCVD sample. The dashed and dotted vertical lines
indicate the beginning of the evanescent modes for 1000
nm and 600 nm, respectively. 49
Figure 6.13 Textures of the different substrates used for sample
preparation. A 6 s etched ZnO:Al (a), a 40 s etched
ZnO:Al (b) and a commercial Asahi-U type substrate
(c). The 6 s etched ZnO:Al shows isolated craters of
sizes between 50 nm and 500 nm, with only a small rms
roughness. The 40 s etched ZnO:Al substrate exhibits
many creates, most of them adjacent to each other, with
sizes between 200 nm and up to 2000 nm. The peak-to-
peak roughness is 842 nm and the rms roughness 140
nm. The Asahi-U type structure exhibits many pyramid-
like structures, with a maximum height of 380 nm and
a rms roughness of 39 nm. 50
Figure 6.14 Textures of µc-Si:H cells deposited on the different sub-
strates with a thickness of 2300 nm. For all three depo-
sitions, the growth of the crystallites can be seen. For
the 6 s etched ZnO:Al (a), the rms roughness is reduced,
while the surface structure shows the small crystallites
and retaining some of the larger craters. For the 40 s
etched ZnO:Al (b), The large craters from the previous
AFM scan (Fig. 6.13(b)) are still visible while much of
the structure has been changed by the µc-Si:H growth.
The same is true for the Asahi-U structure (c), where
distinct features, as the “bulges” at the left and right
side of the scan, are still visible. However, the struc-
ture shows more similarities with the original AFM scan
(Fig. 6.13(c)). 50
Figure 6.15 Samples after polishing. The polishing of the 6 s etched
ZnO:Al substrate (a) shows the best results with a re-
maining rms roughness of 8 nm and a peak-to-peak
height of 143 nm. The 40 s etched ZnO:Al sample (b)
still shows characteristic features of the original surface,
which indicates a non-optimal polishing. The peak-to-
peak height was reduced to 536 nm and the rms rough-
ness was reduced to 60 nm. The Asahi-U type sample
(c) exhibits a smoother surface with a rms roughness of
only 25 nm, while peak-to-peak height remained at a
relatively high 311 nm. This can be attributed to a small
number of high features, possibly remains of the polish-
ing or AFM artefacts. 51
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Figure 6.16 Sketch of the model used for FDTD simulation. (a)
shows the sample after polishing, with a reduced av-
erage thickness of the absorber layer and a flat front
contact. For the real device, this is only a rough approx-
imation, as indicated by the AFM scans after polishing
(Fig. 6.15). The unpolished sample is sketched in (b).
The interfaces assumed at the back side are shown in
Fig. 6.13 and the front side texture assumed for the
non-polished samples in Fig. 6.14. 52
Figure 6.17 AID in reflection of the unpolished samples deposited
on 6 s etched ZnO:Al (a), 40 s etched ZnO:Al (b) and
Asahi-U (c) at a wavelength of 532 nm. FDTD simula-
tions consisted of measured back side texture (Fig. 6.14)
and front side texture (Fig. 6.13). For PM calculations,
only the front side texture is considered. Agreement be-
tween experiment and FDTD simulation is good for all
samples, except for the large angle portion of the 40 s
etched ZnO:Al substrate. Agreement with PM is also
very good. 53
Figure 6.18 AID in reflection of the polished samples deposited on 6
s etched ZnO:Al (a), 40 s etched ZnO:Al (b) and Asahi-U
(c). Agreement between experiment and FDTD simula-
tions is good for the 6 s etched ZnO:Al substrate, but
much worse for the other two samples. while agree-
ment with PM is good for all samples. With the only
difference lying in the front side texture, this is the dom-
inating influence on AID for short wavelengths. 54
Figure 6.19 AID for a wavelength of 800 nm as obtained by FDTD
and PM for the 6 s etched ZnO:Al (a), 40 s etched
ZnO:Al (b) and Asahi-U. For all samples, large angle
scattering is apparently dominated by the back side tex-
ture, while small angle scattering is dominated by the
front side texture. 55
Figure 6.20 Measured EQE of the unpolished (black) and polished
(red) samples on 6 s etched ZnO:Al (a), 40 s etched
ZnO:Al (b) and Asahi-U. For all samples, the EQE is
strongly decreased by polishing for the short wave-
length region. However, this effect is reduced at long
wavelengths, indicating the influence of the front sided
texture on cell performance in the short wavelength re-
gion. Additionally, the polishing has induced defects
into the front contact, which also contribute to the re-
duced performance. For long wavelengths, however, the
back side texture has a far stronger influence. 56
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Figure 6.21 Relative increase/decrease in EQE (experiment, black)
and absorptance (simulation, blue) of the polished sam-
ple compared to the unpolished over wavelength for 6 s
etched ZnO:Al (a), 40 s etched ZnO:Al (b) and Asahi-U.
In the short wavelength region, simulation and exper-
iment only agree for the Asahi-U cell, while for both
ZnO:Al cells, agreement only gets better at longer wave-
lengths. This is attributed to the neglecting of electrical
influences in the simulation and non-perfect polishing.
At long wavelengths, agreement becomes better, indi-
cating the dominance of the back side texture for cell
performance at long wavelengths. 57
Figure 7.1 Topography before (a) and after (b) deposition of a 500
nm thick a-Si:H layer. The a-Si:H-deposition rounds of
the sharp crater rims. 59
Figure 7.2 Topography before (a) and after (b) deposition of a 1000
nm thick µc-Si:H layer. The µc-Si:H-deposition adds
small protrusions to the whole surface due to the growth
of Si crystallites. 60
Figure 7.3 All possible permutations for the measured textures
before and after deposition: Reference structure with
front TCO texture at both interfaces (a), the textures po-
sitioned as in the real-life device (b), the post-deposition
texture at both interfaces (c) and the “inverse real-life
structure” (d). 61
Figure 7.4 Spectrally resolved increase/decrease in absorptance of
a 500 nm a-Si:H cell for different interface texture combi-
nations. The a-Si:H texture shows detrimental influence
on light incoupling in the short wavelength region (a-
Si:H/a-Si:H and a-Si:H/TCO), while the thickness vari-
ation introduced by silicon growth has a positive in-
fluence on absorptance in the long wavelength region
(TCO/a-Si:H and a-Si:H/TCO). 62
Figure 7.5 Spectrally resolved increase/decrease in absorptance of
a 1000 nm µc-Si:H cell for different interface texture
combinations. The µc-Si:H texture shows better perfor-
mance as both the front side texture in the short wave-
length region (µc-Si:H/TCO and µc-Si:H/µc-Si:H) and
as the back side texture in the long wavelength region
(TCO/µc-Si:H and µc-Si:H/µc-Si:H). 63
Figure 7.6 AID of the µc-Si:H-texture in transmission (a) and re-
flection (b) at a wavelength of 700 nm at a TCO/µc-Si:H
interface. Most of the light is scattered in angles smaller
than 15◦ in transmission. In reflection, most of the light
is scattered into large angles beyond the angle of total
internal reflection. 64
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Figure 7.7 10µm× 10µm AFM scan of original texture; a standard
wet-etched ZnO:Al layer was used as basis for all texture
modifications investigated here. The typical, random
crater-like structures of various sizes are clearly visible
65
Figure 7.8 Model of the simulated system: The light enters the sys-
tem through a glass half space. This “substrate” is cov-
ered with a rough ZnO:Al layer, the interface roughness
obtained from the AFM scan (Fig. 7.7). On top of this
TCO, a 300 nm thin a-Si:H layer is assumed with a con-
formal texture at the back side. The back contact con-
sists of either a PEC (for the single junction model) or
µc-Si:H to model the top cell in a tandem device. 66
Figure 7.9 Sketch of the modifications performed on the original
texture (Fig. 7.7). Depending on the type of stretching
(lateral: bottom, height: top), either the AFM scan was
laterally modified to obtain the same resolution (flat)
or the height was multiplied with a given factor (fh).
66
Figure 7.10 Spectrally resolved relative absorptance difference for
lateral stretching for multiple values of flat. The best en-
hancement in this case is shown as dashed line, which
can be observed for flat = 0.6. 68
Figure 7.11 AID of a texture with steep flanks (fh = 3.0) (a) and
shallow flanks (fh = 0.5) (b). As can be seen, much of
the light is scattered into large angles for a texture with
steep flanks, with a maxima at about 35◦ and 48◦. For
shallow flanks, most of the light is not scattered at all,
with the rest scattered only into small angles. 69
Figure 7.12 Absorption planes (as described in Sec. 4.4) of the best
lateral stretching (flat = 0.6) for wavelengths of 450 nm
(a), 550 nm (b) and 650 nm (c). An integrated absorption
plane over all wavelengths weighted with an AM1.5g
spectrum is shown in (d). The white squares indicate ar-
eas with the highest integrated absorptance of all areas
of that size. 70
Figure 7.13 Spectrally resolved absorptance enhancement for height
stretching for multiple values of fh. The best enhance-
ment is shown as dashed line, with a factor of fh = 2.0.
71
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Figure 7.14 Absorption planes (as described in Sec. 4.4) of the best
height stretching (fh = 2.0) for wavelengths of 450 nm
(a), 550 nm (b) and 650 nm (c). An integrated absorption
plane over all wavelengths weighted with an AM1.5g
spectrum is shown in (d). The white squares indicate ar-
eas with the highest integrated absorptance of all areas
of that size. 72
Figure 7.15 Spectrally resolved absorptance increase/decrease for
the simplified tandem device for multiple values of
flat. While in the short wavelength region is similar to
that obtained with a PEC back side (Fig. 7.10), those
modifications showing the highest increase in the short
wavelength region (and overall) show a strong decline
in absorptance in the long wavelength region. Due
to the identical parasitic absorptance in the front TCO
layer, this must be transmitted into the µc-Si:H back
side. 73
Figure 7.16 Absorption planes (s. Sec. 4.4) of the best (flat = 0.6)
lateral stretching for 450 nm (a), 550 nm (b) and 650
nm (c). Weighted with an AM1.5g spectrum, the re-
sults are displayed in (d). Unlike the PEC-covered a-
Si:H layer, areas of highest absorptance are much more
size-dependant, especially for the overall absorptance
(d). This is caused by the low reflection at the a-Si:H/µc-
Si:H interface. 75
Figure 7.17 Spectrally resolved absorptance increase/decrease for
the simplified tandem device for multiple values of
fh. While in the short wavelength region is similar to
that obtained with a PEC back side (Fig. 7.14), those
modifications showing the highest increase in the short
wavelength region (and overall) show a strong decline
in absorptance in the long wavelength region. Due
to the identical parasitic absorptance in the front TCO
layer, this must be transmitted into the µc-Si:H back
side. Again, when compared to the lateral stretching
(Fig. 7.15), there is a decline in absorptance in the very
short wavelength region due to higher effective thick-
ness of the TCO layer and therefore more parasitic
absorptance. 76
Figure 7.18 Absorption planes (s. Sec. 4.4) of the best (fh = 1.4)
lateral stretching for 450 nm (a), 550 nm (b) and 650
nm (c). Weighted with an AM1.5g spectrum, the results
are displayed in (d). In this case, areas of highest ab-
sorptance are very similar to that of the single junction
device (Fig. 7.14). 77
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Figure 7.19 Sketch of the topography optimisation by using FFT and
PM. (a): The original texture that should be optimised.
(b): The real part of the phase as obtained by PM. (c):
The resulting FFT and AID. (d): FFT and AID after
applying the high-pass filter. (e): The real part of the
phase image obtained by iFFT. (f) The final result: An
optimised texture calculated from the phase image. The
structure is still very similar to the original texture, with
smaller additional features inside the craters and the
craters generally deeper and steeper. The additional fea-
tures are rooted in small features which are small but
present in the original texture. Also, some FFT arte-
facts can be seen, but these are not strongly pronounced.
78
Figure 7.20 Original textures used in the optimisation. Two etched
ZnO:Al surfaces of type 2 (a) and type 3 (b) as described
in [31]. 79
Figure 7.21 Textures optimised for different limits of the high-pass
filter. (a) shows the textures optimised for light scat-
tering in transmission, (b) the ones optimised in reflec-
tion. The trends of the differences to the original texture
are the same as seen for the example in Fig. 7.19. It is
noteworthy that the optimisation in reflection leads to a
smaller difference through the optimisation, mainly due
to the fact that the original texture is already an excellent
scatterer in reflection. 79
Figure 7.22 Portion of light scattered into angles larger than the an-
gle of total internal reflection at a TCO/µc-Si:H (T) or
µc-Si:H/TCO (R) interface as a function of the width of
the high-pass filter for the type 2 (a, 800 40s) and type
3 (b, ipv 100-119 45s) textures. The tuning of light scat-
tering in reflection only leads to a slight improvement
of light scattering in reflection and to even less increase
in transmission for both textures. Tuning the transmis-
sion, however, has a serious impact on the performance
in transmission while also slightly improving light scat-
tering in reflection. This effect is more pronounced for
the originally worse type 3 texture. 81
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Figure 7.23 Improvement in EQE as obtained by FDTD (dashed) and
an empirical formula using PM results (solid) for the
type 2 (a, 800 40s) and type 3 (b, ipv 100-119 45s) tex-
tures at a wavelength of 700 nm. The combination of
light scattering in transmission and reflection allow for
a good prediction of the FDTD results, with deviations
originating from the thin layer thickness of the absorber
layer and the multiples reflections at both interfaces of
the absorber layer. 82
Figure 7.24 EQE before (solid) and after (dashed) optimisation for
both textures as obtained by FDTD (a) and relative en-
hancement (b) for both type 2 (blue) and type 3 (red) tex-
tures. The relative enhancement is very similar for both
structures, since the optimisation was performed iden-
tically for both. And in both cases, the improvement,
especially in the long wavelength region, is significant.
83
Figure 7.25 Comparison of the layer stacks as assumed in simulation
(a) and present in a real-life device (b). The simulation
omits the doped layers of the p-i-n structures, since they
are optically very similar to the intrinsic layer and are
not recognisable in the output from the simulation soft-
ware. Additionally, neither the simulation nor the real
device had any intermediate reflector between top and
bottom cell. 84
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Figure 7.26 Comparison of simulated EQE (solid line) to two mea-
sured EQEs (dashed and dotted line), as well as mea-
sured reflection data, The simulation modelled the de-
vice represented by the dashed line. Also, the reflection
measurement was performed on that cell. In the short
wavelength region (350 nm to 550 nm), there is an
wavelength-dependent difference between experiment
and simulation, which can be explained by the low res-
olution of 10 nm. In the middle wavelength region (600
nm to 800 nm), the agreement with the a-Si:H top cell
is very good. However, the bottom cell shows strong
differences in this wavelength region as well as in the
long wavelength region between 850 nm and 1100 nm.
The simulation significantly underestimates the EQE of
the µc-Si:H bottom cell. This is caused by three effects:
The real-life device is likely to have a thicker bottom
cell, the optical data used in the simulation is not of
the exact same layer, but taken from a different layer
deposited on glass in a different deposition system, and
the air/glass interface at the front of the cell is neglected
in the simulation, leading to less light trapping in the
long wavelength region, where the measurement shows
high reflection from the device. 85
Figure 8.1 Examples of a topography measured by AFM (a) and
SNOM (b), as well as the intensity measured simultane-
ously by SNOM (c). The topography as measured by
SNOM is blurred compared to the (sharp tip) AFM mea-
surement. In the intensity measurement, the crater rims
show a much higher intensity than the crater centres.
88
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Figure 8.2 Sketch of the algorithm used to calculate probe positions.
Both the surface texture and the probe geometry, e.g. an
idealised, calculated geometry (a), are stored in a three-
dimensional array. At each point of the texture, the cen-
ter of the tip is assumed to be 20 nm above the surface.
Next, a part of the surface has to be defined in a way
that adding the tip array would result in a distance of 20
nm between the center of the probe and the surface (b).
Calculating the intersection of the arrays, marked with a
red circle in (b), it is clear that the real position must be
above this point, since anything else would result in a tip
crash in the experiment. From now on, the tip is moved
upward pixel by pixel, until there is no longer any in-
tersection, as shown in (c). This point marks the offset
between probe and surface. This procedure is repeated
for every point of the texture. From the resulting two-
dimensional array of offsets, the intensity at these offsets
can be extracted from simulation data. These sketches
also resemble the discretisation or pixels as used for the
calculations. 89
Figure 8.3 Textures investigated with the tip algorithm. 50s etched
ZnO:Al, shown in (a) and AN10 substrate, shown in
(b). The former shows the known crater-like structures,
while the latter exhibits pyramid-like structures, similar
to Asahi-U. 90
Figure 8.4 Cross-sections of the tip geometries: The idealised shape
of the probe is assumed to be a truncated cone. (a)
shows an approximation of a good SNOM probe, with
an aperture radius of 40 nm, a coating thickness of 80
nm and an angle of 15◦. (b) shows a presumably bad
tip, with an aperture radius of 80 nm, a coating thick-
ness of 120 nm and an angle of 25◦. 91
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Figure 8.5 Topographies, surface angle distribution and offsets ob-
tained by the algorithm for the ZnO:Al sample. (a)
shows the topography as obtained by AFM measure-
ment, (b) is the topography signal of the SNOM. The
offset between AFM and SNOM can be explained by a
non-perfect z-calibration of the SNOM. (c) and (d) show
the topography of the surface after application of the
algorithm for the good and bad probe, respectively. It
is visible that the good probe shows a slightly better
resemblance to the SNOM than the bad probe geometry.
However, an actual tip geometry is likely to be some-
where in between those two. (e) shows the surface angle
distribution obtained from the AFM scan. (f) shows the
offsets obtained for the good probe geometry. These
offsets correlate well with the surface angle distribution.
92
Figure 8.6 Topographies, surface angle distribution and offset ob-
tained by the algorithm for the AN10 sample. (a) shows
the topography as obtained by AFM, (b) is the topogra-
phy signal of the SNOM. (c) and (d) show the topogra-
phy of the surface after the application of the algorithm
for the good and bad probe geometry, respectively. It is
visible that the general feature size is better represented
by the bad tip. The strong discretisation results from
the FDTD resolution of 20 nm. (e) shows the surface
angle distribution obtained from the AFM, (f) shows the
offsets obtained for the bad probe geometry. Again, the
features are similar to those of the surface angle distribu-
tion. However, small features in the angle distribution
are not visible due to the large dimensions of the probe.
93
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Figure 8.7 Light intensity distribution from SNOM measurements
and FDTD simulation of the ZnO:Al sample. (a) shows
the intensity distribution as measured by SNOM. A high
light intensity is observed at nearly all crater rims. (b)
shows the intensity distribution from FDTD simulation
at a constant distance of 20 nm above the sample sur-
face. There are many interferences visible, as well as
features that relate to near-field effects. In contrast to
the measurement, the crater rims do not exhibit a much
higher intensity than the crater centres. (c) and (d) show
the light intensity distributions obtained when taking
into account the offsets obtained from the algorithm
(Fig. 8.5(f) for the good geometry), respectively. The
agreement with the measurement is much better, espe-
cially for the good probe geometry, as can be seen for
the features in the top right. The crater rims are better
visible in the measurement as well as for the good probe
geometry. 95
Figure 8.8 Light intensity distributions from SNOM measurement
and FDTD simulation of the AN10 sample. (a) shows
the intensity distribution as measured by SNOM. The
shape of the features in this distribution is similar to
those seen in the topography measurement (Fig. 8.6(a)).
(b) shows the intensity distribution from FDTD simula-
tion at a constant distance of 20 nm above the surface.
There are many smaller features visible, as well as fea-
tures that relate to near-field effects. (c) and (d) show the
light intensity distribution obtained when taking into ac-
count the offsets obtained by the algorithm (Fig. 8.6(f)
for the bad geometry). The agreement with the SNOM
measurement is better for both geometries. 96
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Figure 8.9 Intensity vs. reciprocal lattice constant obtained by
FFT of the intensity distribution of the ZnO:Al(a) and
AN10(b) sample. The dotted line indicates the transi-
tion from propagating to evanescent intensity. For the
ZnO:Al sample, the trends in the propagating part are
very similar for the measurements as well as all inten-
sity distributions obtained by FDTD. In the evanescent
region, however, the inclusion of the tip significantly
improves agreement with the measurement, while the
intensity directly above the surface indicates a strong
over-estimation of the evanescent intensity. For the
AN10 sample (b), the overall result is similar. However,
due to the small feature size and the comparatively large
tip, the FDTD results directly above the surface lead to
a shift of the propagating peak to higher reciprocal lat-
tice constant. This can be explained by the fact that
the sharp features are blurred by the large tip and lead
to smaller angles when analysed by FFT. Additionally,
the measurement only drops to 10−1 in the evanescent
region due to high noise. 97
Figure 8.10 Sketch of the crater used for investigating the influence
of the SNOM tip; (a) shows a top-down view of the
crater. It is assumed to be rotationally symmetric, with
an inner (crater centre to rim) radius of 500 nm. (b)
shows a cross-section of the crater. The inner and outer
angles of the crater were set to 65◦ and 55◦, respectively.
98
Figure 8.11 Intensity distributions for an idealised ZnO:Al crater,
without a SNOM tip (a), with a SNOM tip above the
centre (b), and with the tip placed above the crater rim
(c). The presence of the tip changes the light propaga-
tion in its close vicinity. For example, the flare above
the crater centre is suppressed in (b) and diverted in (c).
However, the intensity distribution inside the layer and
further away from the tip is hardly affected at all. How-
ever, the “flare“ visible above the centre of the crater in
the undisturbed system is modified by the tip; in (b), it
is not visible at all due to the tip being in its place, while
in (c), the flare is diverted due to the metal coating of the
tip. 100
Figure 8.12 Intensities at the front (solid) and back (dotted) of the
SNOM tip for each position (a) and shape of the crater
as approximated in FDTD simulation (b). The good
agreement indicates a good light incoupling into the tip.
101
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Figure 8.13 Intensity directly above the surface (dotted) and inside
the tip (solid) for simulations of the disturbed system
(a) and shape of the crater as approximated in FDTD
simulation (b). These curves are nearly identical. This
indicated that the SNOM actually measures the intensity
directly above the surface for the disturbed system. This,
however, does not give any clues as to the results of the
undisturbed system, which is shown in Fig. 8.14. 102
Figure 8.14 Comparison between the measured intensity (solid), the
intensity of the undisturbed system at the actual tip po-
sitions (dotted) and directly above the surface in the
undisturbed system (dashed) (a) and shape of the crater
as approximated in FDTD simulation (b). While there
are similarities between the intensity at the tip positions
and the intensity above the surface, the small features di-
rectly above the surface are not reproduced, since they
result from near-field effects. Comparing the intensity
at the tip positions with the actual (simulated) measure-
ment, the shape is very similar, with a slight shift. This
shift can be explained due to the aperture radius of 80
nm. Due to this, light can couple into the fibre approxi-
mately 80 nm before the centre of the aperture is above
the point of interest, correlating very well with this shift.
103
Figure B.1 Tests of convergence for different resolutions at 350nm,
550nm, 750nm, 950nm and 1150nm. For wavelengths
above 550nm, a resolution of 20nm (50 points per µm)
is sufficient. For shorter wavelengths, 20nm are a very
coarse resolution. However, tests have shown that rel-
ative trends are hardly influenced at all. This resolu-
tion was chosen due to the limited computation time
available. For simulations requiring absolute values (the
complete tandem device) or for the simulation of SNOM
tips, a resolution of 10nm (100 points per µm) was used.
122
Figure B.2 Tests of convergence for different stopping times of the
simulation at 400nm, 600nm, 800nm and 1000nm using
a µc-Si:H single junction cell. For all but the longest
wavelengths (1000nm), stopping after 80 time units is
sufficient. This was used as a baseline due to limited
computing resources, since again relative differences
were not influenced. For the absolute values of a tan-
dem device, 100 time units were calculated, resulting in
reliable values. 123
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N O M E N C L AT U R E
a-Si:H . . . . . . . . . hydrogenated amorphous silicon
µc-Si:H . . . . . . . . hydrogenated microcrystalline silicon
AFM . . . . . . . . . . atomic force microscope
AID . . . . . . . . . . . angular intensity distribution
ARS . . . . . . . . . . . angular resolved scattering
BST . . . . . . . . . . . back side texture
CPU . . . . . . . . . . central processing unit or processor
EQE . . . . . . . . . . external quantum efficiency
FDTD . . . . . . . . . Finite-Difference Time-Domain
FFT . . . . . . . . . . . fast Fourier transform
FST . . . . . . . . . . . front side texture
GPU . . . . . . . . . . graphics processing units
HPC . . . . . . . . . . high-performance cluster
LED . . . . . . . . . . light emitting diode
PEC . . . . . . . . . . . perfect electric conductor
PM . . . . . . . . . . . phase model
PML . . . . . . . . . . perfectly matched layer
SEM . . . . . . . . . . scanning electron micrograph
Si . . . . . . . . . . . . . silicon
SNOM . . . . . . . . scanning near-field optical microscope
TCO . . . . . . . . . . transparent conductive oxide
ZnO:Al . . . . . . . aluminium-doped zinc oxide
ZnO:B . . . . . . . . boron-doped zinc-oxide
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