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• видеть на основе созданной анимации относительный вклад 
тепловых потерь за счет естественной конвекции и теплового 
излучения. 
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КОМПЬЮТЕРНЫЙ МЕТОД ПОИСКА ПРЕДЕЛЬНЫХ ЦИКЛОВ ХЕМОСТАТ-МОДЕЛИ 
 
Введение. Модель искусственного биосинтеза описывает процесс 
выращивания полезной биомассы микроорганизмов (бактерий) в усло-
виях принудительного перемешивания. В лабораторных условиях 
такой процесс осуществляется в специальных приборах, называемых 
обычно хемостатами. Хемостат представляет собой резервуар, за-
полненный специальным раствором (субстратом), служащим пита-
тельной средой для выращивания полезной культуры микроорганиз-
мов. В простейших моделях хемостата [1] рассматривается конкурен-
ция нескольких видов микроорганизмов, которые питаются одним 
ограниченным питательным веществом, называемым субстратом. 
Математическая модель хемостата, описывающая рост популя-
ции микроорганизмов при проточном культивировании, предложен-
ная Дж. Моно [1], имеет следующий вид: 
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где параметр D – называется потоком, и он численно равен скоро-
сти подачи питательного субстрата в ферментер; ( )s t  обозначает 
плотность питательного субстрата; ( )x t1 , ( )x t2  – плотности мик-
роорганизмов в момент времени t; ( )( ) ( )i s t i ,µ = 1 2  – удельная 
скорость потребления i-м микроорганизмом субстрата ( )s t ; s0  – 
концентрация субстрата в питательном растворе на входе. В рабо-
тах [1, 2] приведено исследование системы (1) для случая, когда 
удельная скорость потребления субстрата i-м микроорганизмом 
задается при помощи функции Моно: 
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где параметры ( )ia i ,=12  – постоянные равные концентрации 
субстрата, при которых удельная скорость роста микроорганизма 
равна половине максимальной (константы Михаэлиса-Метен); 
( )im i ,= 1 2  – максимальная скорость роста i-го микроорганизма. 
Достаточно полный обзор и обобщения модели хемостата можно 
найти в монографии [1]. В большинстве работ, посвященных исследо-
ванию математических свойств хемостата, рассматриваются стацио-
нарные состояния при различных условиях [1, 2]. Нестационарное 
поведение хемостата изучалось в [1], где найдено предельное множе-
ство траекторий динамики хемостата в одномерном случае. 
Существуют также различные модификации системы Михаэли-
са-Ментен (1). Наряду с системой (1) рассматриваются системы с 
периодическими скоростями подачи и смыва питательного субстрата 
[3]. Также рассматриваются хемостат-модели, в которых взаимодей-
ствуют больше чем два микроорганизма, потребляющих лимитиро-
ванный субстрат. 
В работах [4−6] было показано, что в случае, когда коэффициенты 
Михаэлиса-Ментен удовлетворяют условию a a=1 2  интегрирование 
дифференциальной системы третьего порядка (1) удается свести к 
интегрированию одного нелинейного дифференциального уравнения 
первого порядка. Работы [5, 6] содержат программные модули, кото-
рые в зависимости от изменения параметров системы в заданных 
интервалах моделируют процессы хемостатного культивирования, а 
также обеспечивают визуализацию этих процессов для каждого мик-
роорганизма. Там же для моделей хемостата Михаэлиса-Ментен 
(1)−(2) найдены коэффициентные соотношения, при выполнении кото-
рых построены двухпараметрические семейства решений в аналити-
ческой форме и приведена визуализация этих решений. 
 
В простейших моделях, когда в хемостате конкурируют две 
или более популяции эксплуататорским образом для одного 
лимитируемого субстрата, происходит вымирание всех, кроме 
одной, популяций. Перечисленные выше методы показывают, что 
такое конкурентное исключение имеет место при разнообразии 
условий в хемостате и его модификаций. 
В [1, 7, 9] показано, что если конкуренция перемещается вверх на 
один уровень, то есть допускается, что некоторые микроорганизмы, 
участвующие в культивировании, питаются другими микроорганизма-
ми (многоуровневая или трофическая модель), то сосуществование 
может произойти в форме устойчивого предельного цикла. 
Рассмотрим специальный случай модели хемостата [1, 10]. Возь-
мем в качестве модели простой хемостат, рассмотренный в работах 
[7, 9], с питательным веществом ( )s t  и организмом ( )x t , который 
потребляет этот субстрат. Добавим хищника ( )y t , который потребля-
ет ( )x t , но не может потреблять субстрат. Эта задача интересна как с 
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математической стороны, так и с практической. Например, такой про-
цесс возникает в обработке отходов. Бактерии, представленные как 
( )x t , живут на отходах (или субстрат) в то время как другие организ-
мы, такие как инфузории, питаются бактериями. 
Используя формулировку Моно (2), которая описывает функцио-
нальную зависимость скорости потребления микроорганизмом пита-
тельного вещества от времени, для описания скорости потребления 
питательных веществ, описанная модель примет форму: 
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 ( ) ( ) ( )s s , x x , y y= ≥ = ≥ = ≥0 0 00 0 0 0 0 0 . (4) 
Константы m ,m1 2  и a ,a1 2  имеют тот же биологический 
смысл, что и для модели (1). Приведем ниже компьютерную реали-
зацию в CКА Mathematica вопроса нахождения, классификации точек 
покоя и предельных циклов системы (3), а также определения их 
устойчивости. Определим систему (3). 
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sys1 {s'[t] 1 s[t] f[s[t],1]x[t],x'[t]
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Сложим три уравнения системы sys1 и рассмотрим функцию 
( ) ( ) ( ) ( )t x t y t s tΣ = + + +1 . Согласно [1] ( )
t
lim t
→∞
Σ = 0  и 
система (3) может быть записана в виде: 
sys2 {x'[t] sys1[[2,2]],y'[t]
sys1[[3,2]]} / .s[t[ (1 x[t] y[t]);
sys3 {sys2[[1,2]] 0,sys[[2,2]]
0} / .{x[t] x,y[t] y}
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Используя систему двух алгебраических уравнений sys3, 
найдем точки покоя и предельные циклы дифференциальной системы 
(3), а также определим их локальную. Найдем точки покоя системы (3). 
rP Solve[sys3,{x,y}] / / Simplify=  
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{ }}→ →0 0x ,y . 
Система (3) имеет четыре точки покоя. Рассмотрим сначала 
граничные точки. Для точки ( )1 0 0E ,  найдем характеристические 
числа матрицы Якоби системы sys3. 
=1j {{D[sys3[[1,1]],x],D[sys3[[1,1]],y]},
{D[sys3[[2,1]],x],D[sys3[[2,1]],y]}} / .rP[[4]];  
1Eigenvalues[j ] / /FullSimplify  
 
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m
,
a
. 
Предварительно определим соотношения 
( )ω = =
−
1 2
1
i
i
i
a
  i ,
m
, называемыми безубыточными концен-
трациями. Значения iω , согласно [1], определяют исход конкурен-
ции в хемостат-модели. В контексте решения нашей задачи жела-
тельно, чтобы точка ( )E ,1 0 0  была неустойчивой. Таким образом, 
получаем условие на биологические параметры системы (3): 
ω >1 1 или m >1 1 . Из условия m >1 1  следует, что граничная 
точка ( )E ,− ω2 11 0  находится на положительной части оси абс-
цисс и может являться устойчивой или неустойчивой. 
Замечание. В работе [10] кратко приведена процедура нахожде-
ние точек E1  и E2 , вычисление характеристических чисел соот-
ветствующих Якобианов этим точкам в кодах CКА Mathematica. На 
этом исследование системы (3) заканчивается. 
Рассмотрим условия существования внутренней точки покоя, ко-
торую обозначим как ( )с c cE x ,y . Точка сE  существует, если ее 
координаты находятся в первой четверти системы координат xOy . 
Из rP видно, что cx = ω2 , откуда возникает условие на параметр 
m2 , т. е. m >2 1 . Используя последнее равенство, найдем матри-
цу Якоби системы sys3 в точке cy  
= −i iω[i_] : a / (ω 1)  
j {{D[sys3[[1,1, ]],x],D[sys3[[1,1, ]],y]},
{D[sys3[[2,1, ]],x],D[sys3[[2,1, ]],y]}} / .
x ω[2] / / Simplify.
=
− >
2 2
2 2
 
При нахождении сj  дифференцировали систему алгебраических 
уравнений, которая определяет внутреннюю точку сE , а именно: 
== =={sys3[[1,1,2]] 0,sys3[[2,1,2]] 0}  
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Рисунок 1 – Скриншот программного модуля фазовой плоскости, точек покоя и фазовой траектории с заданными начальными условиями 
( ) ( )0 00 0= =x x , y y  
 
Действительные части собственных чисел матрицы 
с
j  имеют 
одинаковый знак, так как ее определитель при рассмотренных выше 
условиях на биологические параметры системы (3) является поло-
жительным.  
сDet[j ] / / Simplify  
( ) ( )
( )( )
 
− + − +
 +
 
− + + + − + − 
3
2 1 2 1 2
2 2
2 2 1 2 1 2
1 1
1
1 1
m a a m m
a m y a a y a m
. 
Устойчивость точки сE  зависит от следа матрицы сj . 
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В [1, 7] сформулирована следующая 
Теорема 1. Если точка сE  расположена в первой четверти си-
стемы координат Oxy  и если >signEgV 0 , то существует 
асимптотически устойчивый предельный цикл для системы sys3. 
Приведем ниже часть листинга программного модуля, написанно-
го в СКА Mathematica [9], который находит точки покоя системы sys3 
для различных значений ее параметров системы, а также для задава-
емых при помощи локатора начальных условий ( )x x= 00 , 
( )y y= 00 . Для этого используем встроенную функцию Manipulate. 
 
 
 
 
 
 
 
 …  
 
 
 
 
 
 
 
 
 
 
 
В построенном модуле для найденных внутренних точек сE  
проверяется условие теоремы 1 на предмет их локальной устойчи-
вости. Для граничной точки ( )E ,− ω2 11 0  также осуществляется 
исследование на вопрос ее устойчивости [7]. В результате получаем 
следующую визуализацию найденных численных решений (рис. 1).  
На скриншоте (рис. 1) показана фазовая кривая зависимости из-
менения численности популяции хищников ( )y t
 
и популяции жерт-
вы ( )x t . Красными точками отмечены неустойчивые точки покоя, 
зеленой – внутренняя, устойчивая точка ( ), ; ,0 64 0 026 , для кото-
рой выполнено условие теоремы 1 [1]. 
Для тех же значений параметров, при переключении кнопки в поло-
жение «Графики плотностей микроорганизмов», осуществляется визуа-
лизация численных решений функций ( )s t , ( )x t , и ( )y t  (рис. 2). 
Анализ фазовой плоскости показывает, что может быть до двух 
стационарных состояний в зависимости значений биологических 
параметров системы (3). Можно перетащить локатор, чтобы изме-
нить начальные условия. На рисунках 1 и 3 сплошная кривая синего 
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Рисунок 2 – Графики численных решений функций ( )s t , ( )x t , и ( )y t  
 
 
Рисунок 3 – Фазовые траектории при значении параметров a . , a . ,= =1 20 63 0 98 m ,m= =1 23 2 , но при различных начальных условиях 
 
цвета является фазовой траекторией, демонстрирующей парамет-
рическую зависимость изменения ( )y t  от
 
( )x t . На рисунке 3 
показано, что при изменении положения локатора, при различных 
начальных условиях ( )x x= 00 , ( )y y= 00 , принципиально из-
меняется характер фазовой траектории. 
 
Заключение. В работе представлена программная реализация 
теоретического метода, рассмотренного в работах [1, 7, 9]. Исполь-
зуя построенный программный модуль, удается осуществить визуа-
лизацию и численное моделирование решений дифференциальной 
системы (3) для разных значений биологических параметров а1, а2, 
m1, m2 и начальных условий ( )x x= 00 , ( )y y= 00 . Описан 
программный метод исследования стационарных точек системы 
sys3 на локальную устойчивость. 
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SHVYCHKINA A.N., VATSKEL R.S. Computer search method of limit cycles the chemostat model  
This paper presents a method for a computer study of nonlinear partial differential third-order system, which describes the interaction between mi-
croorganisms long food chain. Competition is based on the principle in which the "predator" consumes "prey", and it consumes a substrate. Using the 
capabilities of CAS Mathematica, we have studied the rest point in terms of their character and stability. Visualization of numerical solutions and their 
phase trajectories are considered. 
 
УДК 517.983+519.6 
Матысик О.В., Сидак С.В. 
РЕГУЛЯРИЗАЦИЯ НЕКОРРЕКТНЫХ ЗАДАЧ В СЛУЧАЕ НЕЕДИНСТВЕННОГО 
РЕШЕНИЯ ОПЕРАТОРНОГО УРАВНЕНИЯ I РОДА 
 
1. Постановка задачи. Будем рассматривать в гильбертовом 
пространстве H уравнение 
 Ax y=  (1) 
с ограниченным положительным самосопряженным оператором А, для 
которого нуль является собственным значением оператора А (случай 
неединственного решения уравнения (1)). Предположим, что при точной 
правой части y решение неединственное уравнения (1) существует. 
Будем искать его с помощью неявного итерационного метода 
 ( ) ( )n nE A x E A x Ay, x++ α = − α + α =2 21 02 0 . (2) 
 
2. Сходимость метода в случае неединственного решения. 
Обозначим через { }N( A) x H / Ax= ∈ = 0 , M(A) – ортого-
нальное дополнение ядра N(A) до H. Пусть P(A)x – проекция 
x H∈  на N(A), а П(A)x – проекция x H∈  на M(A). Справед-
лива 
Теорема 1. Пусть A ,y H,≥ ∈ α >0 0 , тогда для итерацион-
ного метода (2) верны следующие утверждения: 
а) ( ) ( )n n
x H
Ax П A y, Ax y I A,y inf Ax y
∈
→ − → = − ; 
б) итерационный метод (2) сходится тогда и только тогда, когда 
уравнение ( )Ax П A y=  разрешимо. В последнем случае 
( ) *nx P A x x→ +0 , где *x – минимальное решение. 
Доказательство 
Применим оператор A к (2), полу-
чим ( ) ( )n nA E A x A E A x A y−+ α = − α + α2 2 21 2 , где 
( ) ( )y P A y П A y= + . Так как ( )AP A y = 0 , то получим 
( )( ) ( )( )n nE A Ax П( A)y E A Ax П( A)y−+ α − = − α −2 2 1 . 
Обозначим ( ) ( )n n nAx П A y v ,v M A− = ∈ , тогда 
( ) ( )n nE A v E A v −+ α = − α2 2 1 . Отсюда 
( ) ( )n nv E A E A v− −= + α − α12 2 1 , следовательно, 
( ) ( )n nnv E A E A v−= + α − α2 2 0 . Имеем 0≥A  и А-
положителен в M(A), т. е. ( )Ax,x > 0  ( )x M A∀ ∈ . Так как 
α > 0 , то ( ) ( )E A E A−+ α − α ≤12 2 1 . Поэтому справедлива 
цепочка неравенств 
( ) ( )
nA
n n
nv E A E A v dE v
−
λ
 − αλ
= + α − α = ≤ 
+ αλ ∫
2
2 2
0 02
0
1
1
( ) ( )
n nA
A
n n
dE v dE v
dE v q dE v E v q v
ε
λ λ
ε
ε
λ λ ε
ε
   − αλ − αλ≤ + ≤   
+ αλ + αλ   
≤ + ε ≤ + ε →
∫ ∫
∫ ∫
2 2
0 02 2
0
0 0 0 0
0
1 1
1 1
0
 
при ,nε → → ∞0 . Здесь ( )q− αλ ≤ ε <
+ αλ
2
2
1 1
1
 при 
, Аλ ∈ ε   . Следовательно, nv ,n→ → ∞0 , откуда 
( )nAx П A y→  и ( ) ( )П A y A H∈ . Отсюда 
( ) ( ) ( )nAx y П A y y P A y I A,y− → − = =  см. [1, 2]. 
Итак, утверждение а) доказано.  
Докажем б). Пусть процесс (2) сходится. Покажем, что уравнение 
( )Ax П A y=  разрешимо. Из сходимости { }nx H∈  к z H∈  и 
из а) следует, что ( )nAx Az П A y→ = , следовательно, 
( ) ( )П A y A H∈  и уравнение ( )П A y Ax=  разрешимо. 
Пусть теперь ( ) ( )П A y A H∈  (уравнение ( )П A y Ax=  
разрешимо), следовательно, ( )П A y Ax∗= , где x∗  – мини-
мальное решение уравнения Ax y=  (оно единственно в M(A)). 
Тогда (2) примет вид 
( ) ( ) ( ) ( )
( )
( ) ( )
n n n
n n
n n
E A x E A x AП A y E A x
A x E A x A x A x
E A x A x x .
− −
∗ ∗
− −
∗
− −
+α = −α + α = −α +
+ α = +α − α + α =
= +α + α −
2 2 2
1 1
2 2 2 2
1 1
2 2
1 1
2
2 2 2
2
 
Отсюда ( ) ( )n n nx x A E A x x− ∗− −= + α + α −12 21 12 . По-
следнее равенство разобьем на два 
( ) ( ) ( ) ( )( )
( ) ( )
n n n
n
P A x P A x E A A P A x x
P A x P A x ;
−
∗
− −
−
= + α + α − =
= =
12 2
1 1
1 0
2
 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( )( )
n n n
n n
n n
П A x П A x E A A П A x x
П A x E A A П A х * П А х
П А х E A A х * П А х ,
−
∗
− −
−
− −
−
− −
= + α + α − =
= + α + α − =
= + α + α −
12 2
1 1
12 2
1 1
12 2
1 1
2
2
2
 
так как ( )x M A∗ ∈ . Обозначим ( )n nП A x x∗ω = − , тогда из равенства  
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