We formulate a differential version of contrastive divergence for continuous configuration spaces by considering a limit of MCMC processes in which the proposal distribution becomes infinitesimal. This leads to a deterministic differential contrastive divergence update -one in which no stochastic sampling is required. We prove convergence of differential contrastive divergence in general and prove convergence to the optimal parameter value under natural but restrictive assumptions.
P (x; β) = 1 Z(β) e −E(x;β) Z(β) = e −E(x;β) dx Given a set of points x 1 , . . ., x N drawn from an unknown density, the objective is to tune β so as to model the distribution from which the points were drawn. We start by considering one particular form of contrastive divergence defined by one particular MCMC process. For simplicity we assume x ∈ R d . Starting at a point x we consider a stochastic process which considers the coordinates of x one at a time. For each coordinate the process proposes either adding +ǫ or −ǫ to that coordinate. The proposed change is then either accepted or rejected using the Metropolis rejection rule -if the energy goes down keep the move and if the energy goes up keep the move with probability e −∆E . We consider an update defined on a sample x 1 , . . ., x n where we iterate through the sample points and for each point x i update each coordinate once using the above process to compute a new point x i + ∆x i . The following is the contrastive divergence update for this process where γ t is a learning rate.
Although updates of this form have met with considerable empirical success, it has been difficult to formally justify this update rule. Here we give a formal justification as theorem 4 below. To gain insight into the contrastive divergence update we consider the limit as the proposal parameter ǫ goes to zero. Assuming that E(x; β) is doubly differentiable we have the following in the limit of small ǫ.
Here ∇ β ∇ x E is the matrix M defined by M i,j = ∂ 2 E/∂β i ∂x j . So in the limit of small ǫ we have the following update rule where γ t in (1) is taken to be 2η t /ǫ.
We call update rule (2) differential contrastive divergence. Note that (2) is deterministic -there is no sampling involved. Also note the following.
Now let D be the distribution defined by the training data, i.e., defined so that
Equation (3) gives our first main result.
Theorem 1 For
To get our second main result we again consider the MCMC process defined above. By the standard Metropolis argument we have that P (x; β) is the stationary distribution of the process. So if x i is drawn from P (x; β) then x i and x i + ∆x i have identicle distributions. In this case the expected update in (1) is zero. Taking ǫ to zero gives the following.
Lemma 1 and equation (3) imply the following.
Lemma 2
If we set D to be the distribution P (x; β * ) for some β * then we have that β * is a local optimum of Φ(D, β).
Now we consider an on-line version of (2) defined as follows for an infinite training sequence x 1 , x 2 , x 3 , . . .. β t+1 := β t − η t (∇ β ∇ x E(x t ; β t ))(∇ x E(x t ; β t ))
Lemma 2 implies the following.
Theorem 2
If ||∇ x E(x; β)|| 2 is strictly convex in β, and if each x t is drawn IID from P (x; β * ), and we take η t = 1/ √ t, then β t as defined by (4) converges to β * with probability 1.
