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It is shown that any symmetric design has associated to it a certain commutative ring 
In [4], the author defined a commutative ring associated with any finite 
projective plane. The purpose of this paper is to define an analogous ring 
associated with any symmetric design. A symmetric (v, k, A)-design is an 
incidence structure consisting of u points and v blocks each of size k with the 
property that any two distinct points are in precisely il blocks and any two distinct 
blocks have precisely ;1 points in common (see [l] for further details). 
Let X denote the set of points of a symmetric (v, k, )L)-design. The order n of 
the design is defined to be k - A. Adjoin a formal symbol 1 to X to yield a set 
X*. Let R denote the free Z-module whose basis is formed by the elements of 
X*. If B is a block, we denote the element CbeB b of R simply by B (the context 
should serve to distinguish between the two usages of the symbol). We obtain a 
multiplication on R by defining the product of the basis elements by the following 
rules, and then extending bilinearly: 
(i) if a and b are distinct points of X, then 
ab=B,+B,+...+B,-nA21 
where B,, B2, . . . , Bi are the blocks containing a and b ; 
(ii) if a E X, a2 = na; 
(iii) Ix =x = xl for all x E X*. 
Theorem. R is a commutative (unital and associative) ring under the above 
multiplication. 
Proof. Clearly, the multiplication defined above is commutative. Thus, it suffices 
to show that it is associative. Let A denote the v x v incidence matrix of the given 
symmetric design, where the rows of A are labelled by the points and the columns 
by the blocks of the design. Let C be the (v + 1) x v matrix obtained by 
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multiplying A by IZ and then adding a last row of 1’s. Thus, in block form, 
Let A be the Z-module generated by the rows of C. We claim that A is actually a 
subring of the ring Z @ Z @ . - * (33 Z (v copies) with componentwise addition and 
multiplication. To prove this, we must demonstrate that the product of any two 
rows of C is in A. Obviously, this is true if one of the rows is the last row. Also, 
the square of any row, other than the last, is just the row multiplied by n. So 
consider the product of two distinct rows of C, neither of which is the last. The 
corresponding two rows of A both have a 1 in precisely A columns. Without loss 
of generality, we may assume these are the first 3L columns. The product of the 
two rows of C is therefore (n’, . . . , rr’, 0, . . . , 0) where the nonzero entries are in 
the first rZ columns. If the rows of nA which have a 1 in the first column are 
added, the result is (nk, nA, nh, . . . , d), since two distinct blocks have 3L points 
in common. A similar result is obtained if we add the rows which have a 1 in any 
particular column-we obtain nil for all coordinates except the one corresponding 
to the given column, which is nk. Thus, if we add the rows of nA which have a 1 
in the first column, then those with a 1 in the second column, and so on, for the 
first il columns (so that a row is included e times in the sum if it has e l’s in the 
first A. columns), we obtain (nk + nA(A - l), . . . , nk + nA(A. - l), d2, . . . , nAZ) 
where the value nk + nA(A - 1) occurs in the first A columns. Subtracting 
f&(1, 1, . . . , 1) from this yields (nk - nA, . . . , nk - nh, 0, . . . , 0) = 
(n2,. . . , n2, 0,. . . , 0) where the nonzero coordinates are in the first A columns. 
We conclude that the product of two distinct rows of C (other than the last) is in 
A.Thus,AisasubringofZ@Z@.**@Z. 
Define $J : R + A as follows. If a E X, then #(a) is the row of C corresponding 
to the row of A labelled by a, #(l) = (1, 1, . . . , 1) and extend linearly. Clearly 
this defines a Z-linear map of the Z-module R onto the Z-module A. Since A is 
nonsingular (see [l]), ker $ = Z(CasX II - nk 1). Comparing the definition of the 
product of two elements of X with the argument in the previous paragraph that 
gave the specific rows which must be added together to yield the product of two 
rows, we see that $J(TS) = $(T)+(S) f or all r, s E R. If a, b, c E X, then $[(ab)c] = 
~#JW~W~~W = ~@)b#@MWl = Gb WI. Thus WC - 04 E ker 4. 
Hence, (ub)c - u(bc) = /z(C,,~ a - nk 1) for some h E Z. But the coefficient of 1 
is kA(-nA2) in both (ub)c and u(bc), and so the coefficient of 1 in (ub)c - u(bc) is 
0. We conclude that h = 0 and so (ub)c = u(bc), showing that the multiplication 
defined on R is associative. This completes the proof of the theorem. Cl 
We remark that, in the case that the symmetric design is a projective plane, the 
definition of the multiplication on R reduces to the definition given in [4], since 
we have A = 1 in this case. Further properties of the ring of a projective plane 
may be found in [Z] and [3]. 
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