Concentration times in small and medium-sized basins ($10-1000 km 2 ) are commonly less than 24 h. Flood-forecasting models are thus required to provide simulations at high temporal resolutions (1 h-6 h), although time-series of input and runoff data with sufficient lengths are often only available at the daily temporal resolution, especially in developing countries. This has led to study the relationships of estimated parameter values at the temporal resolutions where they are needed from the temporal resolutions where they are available. This study presents a methodology to treat empirically modelparameter dependencies on the temporal resolution of data in two small basins using a bucket-type hydrological model, HBV-light, and the generalised likelihood uncertainty estimation approach for selecting its parameters. To avoid artefacts due to the numerical resolution or numerical method of the differential equations within the model, the model was consistently run using modelling timesteps of one-hour regardless of the temporal resolution of the rainfall-runoff data. The distribution of the parameters calibrated at several temporal resolutions in the two basins did not show modelparameter dependencies on the temporal resolution of data and the direct transferability of calibrated parameter sets (e.g., daily) for runoff simulations at other temporal resolutions for which they were not calibrated (e.g., 3 h or 6 h) resulted in a moderate (if any) decrease in model performance, in terms of Nash-Sutcliffe and volume-error efficiencies. The results of this study indicate that if sub-daily forcing data can be secured, flood forecasting in basins with sub-daily concentration times may be possible with model-parameter values calibrated from long time series of daily data. Further studies using more models and basins are required to test the generality of these results.
Introduction
Depending on the basin size and the dominant runoff mechanisms, basin response varies from a few hours to days for mesoscale basins (cf. Fig. 2 in Blöschl and Sivapalan, 1995) . In many regions, such as Central America, where floods occur frequently and basins are usually small-or medium-sized with concentration times smaller than 24 h, there is a demand for flood-forecast models at sub-daily temporal resolutions. Applications of such hydrological models rely on the availability of good and sufficiently long time series of sub-daily rainfall and discharge observations for model calibration. However, long time series at sub-daily resolutions are rare, especially in developing countries. If observational data are at all available, they are often at a daily or monthly temporal resolution.
In this paper, a distinction is made between timescale, temporal resolution and numerical resolution. Timescale refers to the time span in which hydrological processes occur, temporal resolution refers to the time interval of the forcing and calibration data, whereas numerical resolution or modelling time-step refers to the time interval used in the model to calculate model states and fluxes.
Several approaches have been proposed to bridge the gap between the daily to monthly temporal resolution of the observational data and the timescale at which fast-flow processes occur. One approach is to use parameter sets calibrated at daily or coarser temporal resolutions to simulate runoff at sub-daily resolutions. This approach is applicable when a time series of sub-daily input data is or can be made available to force the model, but this method has been criticised due to inaccuracies of the parameter values calibrated at coarse temporal resolutions (Littlewood and Croke, 2008) , due to poor model performance (Bastola and Murphy, 2013) , or due to large runoff volume biases (Finnerty et al., 1997) when transferring parameters across temporal resolutions. In this respect, some authors state that calibrated parameters cannot be transferred across temporal or spatial resolutions without recalibration (Cullmann et al., 2006) .
Parameters calibrated at different temporal resolutions have been shown to vary considerably, to be dependent on the temporal resolution of data (Bastola and Murphy, 2013; Littlewood and Croke, 2008; Littlewood, 2007; Ostrowski et al., 2010; Wang et al., 2009) and to be influenced by the rainfall intensity-duration relationship (Wang et al., 2009) . For a detailed review of dependencies on the temporal resolution of data see Ostrowski et al. (2010) .
Causes of these dependencies have been attributed to the loss of information of the physical processes as the temporal resolution of the rainfall-runoff data used during calibration decreases (Littlewood and Croke, 2008, 2013; Ostrowski et al., 2010) . However, it is not widely understood how the temporal resolution of input or calibration data affect parameter identifiability. Ostrowski et al. (2010) argue that dependencies of hydrological parameters on the temporal resolution of data exist for any model having an infiltration-excess-overland-flow component and that these dependencies might also be caused when the temporal resolution of the calibration data changes. As the flow data are averaged over coarser temporal resolutions, there will be a loss of information on the true dominant runoff-generation processes, which will be difficult to identify during calibration and will result in parameters not well identifiable, with large uncertainties and dependent on the temporal resolution of the data.
Since the early 1980s, scaling or adjustment procedures of model parameters have been proposed to deal with dependencies on the temporal resolution of data, giving indications that model parameters may be transferred across temporal resolutions without recalibration. Ostrowski and Wolf (1984) propose three methods based on linear, non-linear and stepwise relationships between temporal resolution and effective-rainfall intensities. Other methods adjust model parameters calibrated at one temporal resolution to account for changes when using them at other temporal resolutions (Nalbantis, 1995; Finnerty et al., 1997) . The approach of Nalbantis (1995) consists of adjusting certain temporaldependent-withdrawal parameters calibrated at the daily resolution, together with the daily states at the onset of flood events, before using them for simulating 1-h runoff. In the approach of Finnerty et al. (1997) , model parameters are adjusted to compensate for runoff-volume biases, but this causes a complex and not fully understood redistribution of water between various runoff components in the model.
More recently, data temporal-resolution relationships of modelparameters have been reported (Bastola and Murphy, 2013; Littlewood and Croke, 2008; Ostrowski et al., 2010; Wang et al., 2009 ). For instance, Wang et al. (2009) suggest that the relationship between fast-response parameters at two temporal resolutions is proportional to the square root of the quotient found from dividing the lowest temporal resolution by the highest one of the two. The study on the impact of temporal resolution of data on parameter inference by shows that false strong parameter temporal-resolution trends emerge when unreliable modelling time-stepping schemes or numerical methods, such as the explicit Euler with no error control, are implemented to solve model equations. argue that the use of robust numerical methods and heteroscedastic residual-error models stabilises and reduces the strength of model-parameter dependencies on the temporal resolution of data. They furthermore reported that parameters describing slow-flow processes are relatively constant over a range of temporal resolutions, while those describing fast-flow processes are dependent on the temporal resolution of data and converge to constant values as the temporal resolution increases or approaches the timescale of the process they represent. Similarly, Littlewood et al. (2010) and Littlewood and Croke (2008) reported that model parameters become accurate and temporal-resolution independent when the temporal resolution of the data approaches zero. However, there is still the challenge of estimating these temporal-resolutionindependent parameters when data are only available at a coarse temporal resolution.
The motivation of this study was to explore the possibilities of simulating sub-daily runoff where data at these resolutions are not available for calibration. We hypothesised that temporalresolution dependencies of the parameters of bucket-type hydrological models, which are commonly used to solve water-related problems, may be neglected when a common numerical resolution or modelling time-step is implemented. Here, a methodology is proposed to treat empirically model-parameter dependencies due to the temporal resolution of the data and due to numerical issues (e.g. modelling time-step). The investigation was carried out for two basins, one in Panama and one in the United Kingdom, using the generalised likelihood uncertainty estimation (GLUE) framework and intended to answer the following questions:
Can temporal-resolution dependencies of the parameters of a rainfall-runoff model be neglected when the model is run at a sufficiently small modelling time-step? Does model performance change when parameter sets calibrated at one temporal resolution are transferred across temporal resolutions without scaling? More specifically, can peak flows be as accurately simulated using parameter sets calibrated at the daily resolution as when parameter sets calibrated at higher temporal resolutions are used?
Material and methods

Study sites
The climate of Central America is highly variable in time and space and the effects of this variability on water resources and natural disasters, such as floods, need to be better understood. Few hydrological studies within this region are found in literature (e.g. Westerberg et al., 2011b) . This can be partly attributed to data limitations including limited measurements, poor data quality and difficulties in accessing the available hydro-meteorological data (Reynolds, 2012) .
In Panama, the Panama Canal is an important contributor to the national economy with its operations and related activities generating almost 10% of the national gross domestic product (Harmon, 2005) . The tropical Boqueron River basin at Peluca, located within the Panama Canal drainage area (Fig. 1) , was one of the basins used in this study. The 91 km 2 basin, which drains to Lake Alajuela, has 1-3 h lag times (i.e. time difference between the peak precipitation and the peak discharge), is predominantly covered by forests, and its elevation ranges from 100 to 980 m a.s.l. (USGS, 2016) . The climate is characterised by a dry (January-April) and a wet season (May-December). The 1997-2011 mean annual rainfall is 3800 mm y À1 and runoff 2728 mm y À1 .
The headwater region of the temperate Wye River basin at Cefn Brwyn, located in mid-Wales (Fig. 2) , was the second basin used in this study. NERC, 2003) . The choice of basins was based on the following reasons: (1) the Boqueron River basin represents a typical basin in Central America that frequently suffers effects of floods but, which at the same time had data at a high temporal resolution adequate for this kind of study; (2) the Wye River basin has been subject of many waterresource studies, and has been previously used as an empirical illustration of model-parameter dependencies on the temporal resolution of data (Littlewood, 2007; Littlewood et al., 2010; Littlewood and Croke, 2013, 2008) ; (3) both basins have similar features (e.g. sub-daily lag-times, drainage areas under 100 km 2 ) and different seasonalities.
Model forcing and runoff data 2.2.1. Boqueron River basin data
Hourly precipitation data were available from three stations within and one station neighbouring the Boqueron River basin for the period 1997-2011. The areal precipitation was estimated by Thiessen polygons. Precipitation datasets at different temporal resolutions were generated by aggregating the hourly data to 3-, 6-, 12-and 24-hourly time series. Stage at the Peluca station has been measured continuously using a float inside a stilling well and has been stored every 15 min. The gauge is located in a nonstationary river cross-section, where stage-discharge ratings are made at least once every month for verification of the rating curve and updates are made in case of changes over time. Although discharge gauging is subject to potentially significant uncertainties at natural cross-sections (McMillan et al., 2012; Westerberg et al., 2011a) , the discharge data from the Peluca station were considered to be of sufficient quality for this study. The number of discharge measurements fulfilled the recommendations by the World Meteorological Organization (WMO) to control changes in the stagedischarge relation by at least ten flow measurements per year (WMO, 2010) . Discharge data (m 3 s
À1
), available at 15-min resolution for the period 1997-2011, were converted to runoff units (mm h À1 ) and then aggregated to different time series with a temporal resolution of 1, 3, 6, 12 and 24 h. Long-term daily mean values of potential evaporation were estimated using daily pan evaporation data, available for the period 1985-2010, from the Tocumen station, located about 36 km south-east of the basin. The rainfall-runoff data were quality controlled for possible inconsistencies before modelling. Firstly, the long-term consistency of the data was evaluated by comparing the long-term runoff coefficient (R C,LT = 72%) to R C of each individual year. A variation about ± 10 percentage points was found (i.e. 62-80%). This was considered to be an indication that the rainfall-runoff data were reasonably consistent. Secondly, the hourly runoff and rainfall data were visually compared to evaluate the consistency on event scale.
During this quality control, the rainfall data were not corrected and assumed to be true since no additional information about their uncertainties was available. It was estimated that the time of concentration of the basin was 6 h, and runoff pulses with longer delays than this threshold, or with larger volumes than their precedent rainfall (within the time span of the delay threshold) were removed and set as missing values. Less than 0.56% of the flow data were removed. For those few cases, it was assumed that the areal rainfall estimates may not have correctly characterised the true rainfall inputs to the basin or that the flow data were incorrect at those time steps; however, it was not possible to determine which of the two (or both) was false. Regardless if the rainfall data were correct or not, these data were still needed to force the model. However, omitting these evident uncertainties in the data would have affected the calibration of the parameters and would have been an additional source of uncertainty in the simulations. As a practical solution to avoid the previous issues, the observed runoff data at those time steps were not taken into account when calculating model performance in the calibration and validation periods. Even if the observed runoff data were true and included to compare against the predictions during the calibration and validation periods, there was no physical or empirical model that could produce accurate runoff simulations at those time steps if the forcing data did not correctly characterise the rainfall inputs to the basin.
Wye River basin data
Within the Wye River basin, precipitation has been measured hourly by two meteorological stations, stage has been gauged at a 3-bay Crump profile weir and calculated discharge has been stored every 15 min. The rainfall-runoff data of the Wye River basin at Cefn Brwyn, used in this study were made available online at http://tdwg.catchment.org/datasets.html. Littlewood and Croke (2008, 2013) , Littlewood (2007) , Littlewood et al. (2010) , who document the data, have used them for studies on data temporal-resolution dependencies. The data were at the 1-h temporal resolution, covered a 2-year period (1 Jan 1987-1 Jan 1989) and were not quality controlled for their use in this study since they were considered to have a high quality. Precipitation and runoff datasets at different temporal resolutions were generated by aggregating the hourly data to 3-, 6-, 12-and 24-hourly time series. Long-term monthly MORECS potential evaporation estimates for South Britain for the period 1961-1990, available from Kay and Davies (2008) , were used as a reference for the basin but corrected for differences in altitude, based on a methodology by Finch and Hall (2001) , before they were used for modelling.
Model scheme
The HBV model (Bergström, 1976; Lindström et al., 1997 ) is a bucket-type hydrological model that simulates river runoff through four different routines using precipitation, temperature and potential evaporation as input data. If potential evaporation data are lacking, monthly evaporation estimates based on, for instance, the Thornthwaite equation can be used. In this study, long-term daily mean values of potential evaporation were used for Boqueron, whereas long-term mean monthly values were used for the Wye. The model version used in this study was the HBV light (v4.0.0.8) from http://www.geo.uzh.ch/en/units/h2k/Services/HBV-Model.html (Seibert and Vis, 2012) , with its standard model structure set up in a spatially lumped way (Fig. 3) . Full details of the HBV model are given elsewhere (Bergström, 1992; Seibert and Vis, 2012) and only a brief description is given here.
The standard model structure (excluding the snow routine) has eight parameters (highlighted in bold in this paragraph). At every time step (t), rainfall (R) is separated into water filling the soilmoisture reservoir (S M [mm] ) and groundwater recharge based on the current water content of S M , the maximum soil-moisture storage (P FC [mm] ) and a shape factor (P BETA [À] ). The actual evaporation (E act ) from the soil-moisture reservoir equals the potential evaporation (E pot ) when S M is larger than P FC times P LP [À] ]. Conceptually, Q 1 and Q 2 represent the dominant fast and slow processes at the basin scale respectively. Finally, the total simulated runoff at one time step (the sum of Q 1 and Q 2 ) is routed on the following time steps by an isosceles triangular weighting function defined by P MAXBAS [T] representing stream network routing. A list of equations for the standard model structure of the version HBV light can be found in Appendix A.
The choice of the HBV model was based on the following: (1) it requires only precipitation and a long-term estimate of potential evaporation as input, which were available in the two studied basins; (2) the model is well known and has been well tested globally, with good results in general for many applications with different physiographic and climatological conditions, e.g., for estimation of design floods (Harlin and Kung, 1992; Zeng et al., 2016) , for flash-flood forecasting (Grillakis et al., 2010; Kobold and Brilly, 2006; Wöhling et al., 2006) , for climate-change studies (Bergström, 1992; Hailegeorgis and Alfredsen, 2015) and for regionalisation studies (Seibert, 1999) ; and (3) the model fulfils the requirement of the study objective (i.e. it represents many bucket-type hydrological models used for water-resource planning, operational forecasting and hydrological research).
Numerical method
In the HBV-light version, the non-linear differential equation for estimating the groundwater recharge (Eq. (A1)) is solved numerically by adding the inputs to the soil-moisture reservoir in increments of 1 mm. Actual evaporation is computed based on the average value of S M at the beginning and end of each modelling time-step. The input to S UZ (groundwater recharge, G RECH ) and S LZ (groundwater percolation, G PERC ) are added to the reservoirs first before the outflows of them (Q 1 and Q 2 ) are computed using the explicit Euler method at a given modelling time-step.
Explicit Euler and operator-splitting schemes are attractive because of algorithmic simplicity and computational speed. However, these simple methods can be numerically unstable and can return unreliable numerical solutions when used with an inadequate modelling time-step (e.g. daily and monthly) . These schemes are however expected to return numerical solutions approximate to the true or exact solution when the modelling time-step is sufficiently small.
In this study, to avoid results being affected by numerical artefacts or large numerical errors due to using the explicit Euler or operator-splitting schemes with modelling time-steps of different length, runoff at lower temporal resolutions than one hour were consistently simulated in a modelling time-step of 1 h regardless of the temporal resolution of the rainfall-runoff data. The 3-, 6-, 12-and 24-hourly rainfall datasets were disaggregated uniformly into 1-h time series to force the model (e.g. a daily precipitation of 24 mm was disaggregated into 24 1-h steps of 1 mm) and the 1-h runoff simulations were then aggregated to the temporal resolution of interest either for calibration or for simulation. In terms of numerical stability, a preliminary numerical experiment, where different numerical methods were compared to simulate daily runoff for the Boqueron River basin, showed that the explicit Euler method when used with a modelling time-step of 1 h and forced with uniformly disaggregated daily data, returned numerical solutions similar to those returned when the implicit Euler method was used in daily modelling time-steps. This adjustment of the modelling time-step assured that the behavioural parameter sets selected at coarse temporal resolutions were selected for the right reasons and not as a consequence of numerical artefacts.
Numerical experiments
The effects of the temporal resolution of data on model parameters were evaluated in two experiments. The first experiment was designed to answer whether it was possible to neglect temporalresolution dependencies when the model is run at a sufficiently small modelling time-step. In this experiment, the existence of model-parameter dependencies on the temporal resolution of data was studied by comparing the distribution of parameter values calibrated from Monte Carlo (MC) simulations of 1-, 3-, 6-, 12-and 24-hourly runoff using the explicit Euler method while simulating in modelling time-steps of 1 h. The distribution of the behavioural parameter sets calibrated at all five temporal resolutions was compared. The second experiment was a cross-temporal-resolution comparison of model performance, where calibrated parameter sets were used to simulate runoff at the other four temporal resolutions for which they were not calibrated. This experiment was designed to answer the question concerning: (i) changes in model performance when transferring the parameter across temporal resolutions and (ii) whether parameters inferred at the daily resolution can simulate peak flows as accurately as when using parameter sets calibrated at higher temporal resolutions.
Ranges of parameter values from previous daily applications of the HBV model (Booij, 2005; Seibert, 1997) and the uniform probability distribution were used as a reference to generate 50,000 initial parameter sets for the MC simulations. After a preliminary exploration of the model space based on the objective functions used for calibration, the ranges of parameter values were adjusted to generate the final 50,000 parameter sets for the two basins (Table 1) 
Model calibration and performance evaluation
Behavioural parameter sets depend on the objective function chosen for model calibration Prakash et al., 2015) . Two of the most widely used objective functions in hydrological modelling were used in this study: Nash-Sutcliffe efficiency (R eff ) and volume-error (V E ) (definitions in Appendix B). The first is a statistic measure commonly used to assess the goodness-of-fit of the simulated hydrographs, which tends to depend mostly on fitting periods with high flow conditions, whereas the second is an indicator of the agreement between the averages of the simulated and observed runoff (i.e. long-term water balance). The values of the two objective functions were transformed into membership functions (X 1 and X 2 ) and then joined into a single measure (F):
where R eff,max is the maximum Nash-Sutcliffe efficiency value that was obtained at a certain temporal resolution. F varies between 0 and 1 with larger values indicating better fits. Behavioural parameter sets at every temporal resolution were considered those that gave an F score equal to or higher than 0.95.
Results
Effects of the temporal resolution of data on the distribution of behavioural parameters
Nash-Sutcliffe efficiencies (R eff ) for the Boqueron River basin were higher when simulating runoff at daily than at sub-daily resolutions, whereas equally good efficiencies were found across the temporal resolutions for the Wye River basin. The latter was the case during the calibration and validation periods (Table 2) . R eff values were higher at every temporal resolution by $0.1 in the validation than in the calibration period in the Boqueron River basin, assumingly caused by period differences in data quality or hydrological activity. No such difference was found for the Wye River basin. Volume-error efficiencies (V E ) were similar during calibration and validation periods for both basins.
The model performance was higher in Wye than in Boqueron. Reasons explaining the lower Boqueron values include a larger spatial variability (soil, vegetation, land use, rainfall) in this basin, causing stronger non-linearities and threshold effects, as well as greater uncertainties associated with discharge gauging in its natural cross-section.
A comparison between the optimised parameter sets found at the different temporal resolutions for the two basins (Table 2) showed smaller and less variable P FC values for the Wye than for the Boqueron, while the opposite held true for P BETA . This was considered to be consistent with the degree of sensitivity of these parameters with respect to R eff at the two basins (shown for the 1-h case, Fig. 4 ), in which P FC was more sensitive in Wye and P BETA was more sensitive in Boqueron. The interaction of P FC and P BETA (Eq. A1) may explain the sensitivity found in one basin but not in the other and smaller values of them imply larger groundwater recharge (G RECH ). The optimised P LP values were larger for Wye than for Boqueron, which implies that actual evaporation took longer to reach potential evaporation in the former than in the latter basin. In terms of the volume-error, only P FC , P LP and P BETA showed a high sensitivity at all temporal resolutions in both basins, but volume errors smaller than 0.10 were possible along the value ranges of these parameters.
The optimised values of P ALPHA and P K1 for the two basins were relatively similar in magnitude and the optimised values of P PERC were larger for Boqueron than for Wye (i.e. inputs to the lower groundwater reservoir, S LZ , were larger in the Boqueron). These three parameters, which all affect Q 1 , were considerably more sensitive with respect to R eff than the slow-response parameter, P K2 , which affect Q 2 , in both basins. The behaviour of the groundwater-related parameters were considered to be consistent with the dominant runoff mechanisms of both basins, fast-flow processes (i.e. surface and near-surface runoff) as reflected in the contributions from Q 1 during calibration (65% for Wye and 55% for Boqueron).
The optimised parameter values of the routing parameter, P MAXBAS , were smaller for Wye than for Boqueron. For the Wye River basin, P MAXBAS was slightly sensitive with respect to R eff at temporal resolutions equal to or higher than 6 h, but not for lower temporal resolutions (12 and 24 h). Whereas for the Boqueron River basin, P MAXBAS was highly sensitive at sub-daily, but less sensitive at the daily resolution.
The distribution of the behavioural parameter values for the two basins were relatively constant across the temporal resolutions and did not show model-parameter dependencies on the temporal resolution of data except for a slight shift of the routing-routine parameter, P MAXBAS , when moving from sub-daily to daily (Fig. 5 ). Outliers were found for P PERC , P ALPHA, P K1 and P MAXBAS at some temporal resolutions, but the percentages of them at every resolution were less than 2.2%, and they had a negligible impact on the simulated discharge bounds.
Parameter transferability across temporal resolutions
Both basins presented similar behaviour in terms of changes in model performance when run with parameters calibrated at temporal resolutions other than the one of the simulation. The V E values remained virtually constant across all combinations of calibration and simulation temporal resolutions. The parameter sets calibrated at the temporal resolution of simulated runoff gave Nash-Sutcliffe (R eff ) efficiency values with the smallest spread. A small R eff decrease was seen for both basins when the parameters calibrated at the daily were used to simulate sub-daily runoff (Fig. 6) . However, the 99th and 50th percentile R eff values showed a small variation for all simulated temporal resolutions irrespective of the calibration temporal-resolution.
Some decrease in R eff was noticeable when parameters calibrated at the 3-, 6-, 12-and 24-h resolutions were used to simulate 1-h runoff, but similar 99th and 50th percentile R eff values were found across all temporal resolutions. R eff values were more or less equal when parameters calibrated at sub-daily resolutions were used to simulate 3-, 6-, 12-and 24-h runoff. Table 2 Optimised parameter values and model performance of selected behavioural parameter sets (Nash-Sutcliffe model efficiency, maxima and minima) at five temporal resolutions in the Boqueron (blue, italic) and Wye (black) River basins during calibration. For R eff values, minima values are given in parentheses in addition to the maxima values.
A cross-temporal-resolution comparison of simulated discharge at sub-daily resolutions for the Boqueron River (Fig. 7) and Wye River (Fig. 8) basins, using parameters calibrated at their respective temporal resolutions and at the daily, showed that simulations for all sub-daily resolutions were similar irrespective of the calibration temporal-resolution. For the Wye, all parameter sets were able to well reproduce the precedent flow and recession limb of the peak but less well in its rising limb and magnitude.
Discussion
The two questions defining the objective of this study were both answered in a clear way and the overall results suggested that parameter sets calibrated at one temporal resolution may be used without scaling at other temporal resolutions. The generality of our results is so far restricted to one model and two basins. The model selected for this study, HBV light (Seibert and Vis, 2012) , represents a class of bucket-type models that have been used extensively by practitioners. A more complex, physically-baseddistributed model could have been chosen but would have required data that are not always available, especially not in developing countries, and also because simple lumped bucket-type models, as the one used herein, have shown to provide as good modelling results as when using more complex models when discharge prediction is the only variable of interest (Beven, 2001; Franchini and Pacciani, 1991; Yan et al., 2016) . This work took advantage of the availability of long time series of hourly data at two small basins to investigate the effect of temporal resolution of data on parameters. With the suggested methodology, subdaily data will only be needed for simulation.
Effects of the temporal resolution of data on the distribution of behavioural parameters
When the explicit Euler method was used with a 1-h modelling time-step, data temporal-resolution dependence of the calibrated parameter values at the two basins was almost non-existent. No model-parameter dependencies on the temporal resolution of the data like those previously reported (Bastola and Murphy, 2013; Littlewood and Croke, 2008; Littlewood, 2007; Ostrowski et al., 2010; Wang et al., 2009) were found in this study. This difference might be explained by the numerical method implemented to simulate runoff at the different temporal resolutions. Here the modelling time-step was fixed to one value (i.e. 1 h), which resulted in robust numerical solutions and in temporal-resolutionindependent parameters, whereas previous studies used the temporal resolution of the calibration data as the modelling timestep. The results found herein supported the finding of that robust numerical integration reduces parameter temporal-resolution dependence. Other reasons may be related to the model structure used in this study. Therefore, it is desirable to extend our methodology to additional models with fewer or more parameters to test the generality of our results in terms of model performance and identifiability of the model parameters. Although data temporal-resolution dependencies were not found in this study, there may still be dependencies when processes at sub-hourly timescales are exposed by high temporal-resolution data .
Implicit Euler methods or exact solutions can be used to guarantee numerical robustness but numerical limitations can also be overcome by running a model with an explicit Euler scheme and with a small modelling time-step. The simplicity of the explicit scheme with a 1-h modelling time-step provided a practical and sufficiently robust integration in this case which allowed us to run a large number of Monte Carlo simulations without problems.
The slight shift of P MAXBAS values when moving from sub-daily to daily may have been caused by equifinality problems (Beven, 2009) . P MAXBAS became insensitive at lower temporal resolutions than the concentration times for Boqueron ( 6 h) and Wye ( 4 h). In fast-response basins, caution must thus be taken when defining value ranges of parameters related to fast-response processes at coarse or low temporal resolutions because unrealistic values of these parameters may turn out as behavioural at those resolutions, but when transferred to higher temporal resolutions (at which these parameters can be identified) result in poor simulations. When fast-response parameters are calibrated at coarser temporal resolutions than the timescales of the processes they represent, they may show dependencies on the temporal resolution of data even when reliable numerical methods are used (Ostrowski et al., 2010) .
In the literature, it is argued that model parameters become temporal-resolution independent when the temporal resolution of the rainfall-runoff data used for calibration approaches zero (Littlewood and Croke, 2008) , whereas our result support the idea that parameters become independent of the temporal resolution of data when the modelling time-step is sufficiently small but larger than zero. By separating modelling time-step from the temporal resolution of the data, it was possible to study data temporalresolution dependencies free from numerical errors that could otherwise corrupt sensitivity analyses, model calibration, result interpretation and model uncertainty analyses Michel et al., 2003) .
Parameter transferability across temporal resolutions
Calibrated parameter sets that were transferred across temporal resolutions in both basins showed similar behaviour in terms of changes in model performance. The cross-temporal-resolution comparison of Nash-Sutcliffe efficiencies (R eff ) showed a performance decrease when parameter sets calibrated at lower temporal resolutions than 1 h were used to model at this temporal resolution, perhaps because the model structure was too simple to represent processes at this temporal resolution and because parameter information content was too limited at lower temporal resolutions than 1 h.
When parameter sets calibrated at the daily were used to simulate runoff at sub-daily resolutions, R eff decreased only slightly in comparison to when parameter sets calibrated at those temporal resolutions were used. This slight decrease in performance may have been caused by the low sensitivity of P MAXBAS at the daily resolution in both basins, which could have caused the selection of parameter values non-representative at sub-daily resolutions.
The cross-temporal-resolution comparison of volume errors, V E showed no bias in any of the basins when parameters calibrated at one temporal resolution were used for simulations at any other temporal resolution, contrary to previous findings (Finnerty et al., 1997) . This contradiction could probably be explained by the incorporation of all behavioural parameter sets in our study instead of using a single set without considering data and model uncertainties.
The performance decrease when transferring calibrated parameter values across temporal resolutions was much smaller than previously reported (Bastola and Murphy, 2013) . This difference may have been caused by the numerical method implemented in our study.
Daily parameters could reproduce peak flows in both basins at sub-daily temporal resolutions almost as well as parameters calibrated at those sub-daily resolutions. It was difficult, however, irrespective of the calibration temporal-resolution, to reproduce the highest peak flows in the Wye River basin in the validation period. We assumed that this was related to the model structure, or the short length of the calibration period, which may not have captured the full dynamics.
Conclusions
The starting point of this study was the need for flood forecasting at sub-daily temporal resolutions in regions where data availability at these resolutions is limited. The study demonstrated that:
1. Model-parameter dependencies on the temporal resolution of data were almost non-existent when the explicit Euler method was run with a modelling time-step of 1 h regardless of the temporal resolution of the rainfall-runoff data used for calibration. 2. When parameters calibrated at one temporal resolution were transferred to other temporal resolutions without any scaling, runoff could be simulated with moderate (if any) decrease in Nash-Sutcliffe and volume-error efficiencies.
3. Parameters calibrated at the daily provided peak-flow simulations almost as good as parameters calibrated at sub-daily resolutions. 4. These findings imply that if sub-daily forcing data can be secured, flood forecasting in basins with sub-daily concentration times may be possible with model-parameter values calibrated from long time series of daily data, as long as the modelling time-step for model calibration is sufficiently small.
Finally, it must be emphasised that the results found herein are valid for two small basins and one model structure. The generality of our results can only be proven when the methodology is tested on other models and basins where other hydrological processes dominate.
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Routing routine equations:
c ðiÞ Q ðtÀiþ1Þ ðA10Þ c ðiÞ ¼ 
