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skom funkcijom . . . . . . . . . . . . . . . . . . . 12
2.1.2. Praktiqno razmatraǌe . . . . . . . . . . . . . . 20
2.1.3. Numeriqki rezultati . . . . . . . . . . . . . . . 27
2.2. Ocena grexke Gauss-ove kvadraturne formule sa pr-
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Doktorska disertacija obrauje oblast Numeriqke integracije
(u xta spadaju kvadraturne i kubaturne formule) i odnosi se na
kvadraturne formule Gauss-ovog tipa.
Quvena Gauss-ova kvadraturna formula koja slui za pribli-
no izraqunavaǌe odreenog integrala, uvedena od strane poznatog
matematiqara, tema je izuqavaǌa u posledǌa dva veka. Neke ǌene
generalizacije sa vixestrukim qvorovima su predloene sredinom
proxlog veka i intenzivno istraivane u posledǌim decenijama. U
disertaciji se analiziraju ostaci u navedenim kvadraturnim for-
mulama kada one slue za aproksimaciju integrala funkcija koje
su analitiqke u nekoj okolini koja sadri interval integracije.
Posebna paǌa je posveena Gauss-ovim kvadraturnim formulama
sa jednom priliqno xirokom i komplikovanom klasom teinskih
funkcija Bernstein-Szegő-ovog tipa. Izuqavaju se tri vrste ocena os-
tatka u navedenim kvadraturnim formulama, xto podrazumeva ana-
lizu jezgra kvadratura, tj. odreivaǌe lokacije maksimuma modu-
la jezgra, izraqunavaǌe integrala modula jezgra po konturi, kao
i razvijaǌe ostatka kvadratura u red. Pored standardnih, razma-
traju se i odgovarajue kvadrature za aproksimaciju Fourier-ovih
koeficijenata.
1.1. Uopxteno o numeriqkoj integraciji
Numeriqka integracija funkcija sastoji se u priblinom izraqu-
navaǌu odreenih integrala na osnovu niza vrednosti podinte-
gralne funkcije po odgovarajuoj formuli. Formule za numeriqko
izraqunavaǌe jednostrukih integrala nazivaju se kvadraturne for-
mule (sliqno, formule za raqunaǌe dvostrukih i vixestrukih in-
tegrala nazivaju se kubaturne formule).
Potreba za numeriqkom integracijom javǉa se u velikom broju




f(x) dx = F (b)− F (a),
gde je F primitivna funkcija funkcije f , ne moe se uvek uspex-
no primeniti (ako nije drugaqije naglaxeno podrazumevamo da je
funkcija f neprekidna na intervalu integracije). Navodimo neke
od razloga za to.
1
1. Funkcija F se ne moe predstaviti pomou konaqnog broja ele-
mentarnih funkcija (npr. f(x) = e−x
2
).
2. Primena formule (1.1) qesto dovodi do vrlo sloenog izraza,






|a+ 1| − 1
6






3. Vrednosti podintegralne funkcije f su poznate samo na disk-
retnom skupu taqaka (dobijene, npr. eksperimentalno).








gde su xk tzv. qvorovi, a Ak teinski koeficijenti. Ako pret-
postavimo da je f element izvesnog prostora X (npr.C[a, b] ili
Cm[a, b]), tada numeriqku integraciju moemo tretirati kao aproksi-

















nazivamo ostatkom kvadraturne formule (1.2) i ona predstavǉa
grexku koja se qini pri zameni integrala konaqnom sumom.
Qvorovi xk su, u opxtem sluqaju, kompleksni brojevi. Meutim,
kod veine kvadraturnih formula qvorovi xk su takvi da svi pri-
padaju [a, b], tj.
(1.3) a ≤ x1 < x2 < · · · < xn ≤ b.
Ovaj uslov je prirodan, jer se tada vrednost funkcionele Kn odre-
uje na osnovu vrednosti funkcije f na diskretnom skupu taqaka
{x1, . . . , xn} ⊂ [a, b]. Ako je x1 = a i xn = b, za kvadraturnu formulu
kaemo da je zatvorenog tipa, dok u ostalim sluqajevima kaemo da
je otvorenog tipa.









gde je p : [a, b] → R+ data teinska funkcija.
U daǉem tekstu, ako nije drugaqije naglaxeno, smatraemo da je
X = C[a, b].
1.2. Klase formula i stepen taqnosti
U prostoru funkcija X uoqimo m linearno nezavisnih elemenata
u1, . . . , um. Sa Xm(⊂ X) oznaqimo lineal nad ovim elementima.
Problem konstrukcije kvadraturnih formula sastoji se u odre-
ivaǌu parametara xk i Ak (k = 1, . . . , n), pri qemu su uobiqajena
dva pristupa.
a) Qvorovi xk se unapred fiksiraju, a parametri Ak odreuju iz
tzv. ,,uslova maksimalne taqnosti”, obzirom na izabrani potpros-
tor Xm. Naime, parametre Ak (ukoliko je to mogue) odreujemo iz
uslova
(1.5) Rn(f) = 0 za svako f iz Xn.
S obzirom na to da je Rn linearna funkcionela, uslov (1.5) je is-




ui(xk)Ak = I(ui) (i = 1, . . . , n),





Integrali I(ui) se nazivaju momentima teinske funkcije p u
odnosu na bazis B = {u1, . . . , un}. Jasno je da sistem (1.6) ima jedin-
stveno rexeǌe ako je B Chebyshev-ǉev sistem.
b) Parametri Ak i xk (k = 1, . . . , n) odreuju se iz uslova
,,maksimalne mogue taqnosti”, tj. iz uslova
(1.7) Rn(f) = 0 za sve f iz X2n,
ili, xto je ekvivalentno, iz Rn(ui) = 0 (i = 1, 2, . . . , 2n). Dakle, Ak i




ui(xk)Ak = I(ui) (i = 1, 2, . . . , 2n).
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Za kvadrature dobijene na ovaj naqin kae se da su Gauss-Christoffel-
ovog (Gauss-ovog) tipa.
Daleko najqexe se u primenama koriste kvadrature koje pose-
duju algebarski stepen taqnosti, tj. kod kojih je izabran sistem
funkcija ui(x) = xi−1 (i = 1, 2, . . . ). U tom sluqaju potprostor Xm
bie skup svih algebarskih polinoma stepena najvixe m − 1. Oz-
naqimo taj skup sa Pm−1. Prema tome, kvadraturna formula (1.4)
ima algebarski stepen taqnosti p = m − 1 ako je Rn(f) = 0 za svako
f ∈ Pm−1 (tj. Rn(xi−1) = 0, i = 1, . . . ,m), a bar za jedno f ∈ Pm
Rn(f) ̸= 0 (tj. Rn(xm) ̸= 0).
Jasno je da je algebarski stepen taqnosti kvadraturnih formu-
la dobijenih pristupom a) ne maǌi od n − 1, dok kod kvadraturnih
formula Gauss-Christoffel-ovog tipa (pristup b)) maksimalan mogui
stepen taqnosti iznosi p = 2n− 1 (videti (1.7), gde je X2n = P2n−1).
S obzirom na to da je ova disertacija posveena oceni ostatka
kvadraturnih formula Gauss-ovog tipa (i ǌihovih uopxteǌa), sle-
di detaǉniji prikaz istorije nastanka istih.
1.3. Gauss-Christoffel-ove kvadraturne
formule
Ova vrsta kvadraturnih formula zauzima centralno mesto u Nu-
meriqkoj integraciji.
Posmatrajmo opxti sluqaj integracije sa teinskom funkcijom,








qiji je algebarski stepen taqnosti p = 2n − 1. Dakle, Rn(f) ≡ 0 za
svako f ∈ P2n−1.
Prve ideje o ovakvim kvadraturama potiqu od Newton-a (1676).
Cotes je, nezavisno od Newton-a, takoe koristio sliqne ideje. Osla-
ǌajui se na ǌihove radove i svoj rad o hipergeometrijskim razvo-
jima, Gauss ([9]) je 1814. godine razvio famozni metod za inte-
graciju, koji znaqajno poboǉxava dotad poznate Newton-Cotes-ove
kvadraturne formule opisane u pristupu a) u prethodnom odeǉku.
Gauss je razmatrao sluqaj p(x) = 1 i numeriqki odredio parame-
tre za n ≤ 7. Gauss-ove rezultate je pojednostavio (po formi)
Jacobi (1826). U toku 19. veka Gauss-ove kvadrature su detaǉni-
je razraivali i daǉe razvijali Mehler (1864), Christoffel (1858)
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i drugi. Dobijene rezultate su sistematizovali i uobliqili u
teoriju Christoffel (1880) i Heine (1881). Ovaj metod integracije
danas se obiqno naziva Gauss-Christoffel-ov metod. 1966. godine po-
javila se kǌiga Stroud-a i Secrest-a ([79]), u kojoj je dat jedan op-
xiran pregled ovih formula, ukǉuqujui i veliki broj numeriq-
kih tabela. Novi znaqajan progres u konstrukciji Gauss-Christoffel-
ovih kvadraturnh formula uqiǌen je u posledǌih nekoliko deceni-
ja. Ovde treba pomenuti znaqajne rezultate do kojih su doxli
Gautschi ([10]-[12]), Golub i Welsch ([21]), Sack i Donovan ([60]) i
drugi. Takoe, u literaturi su razmatrane i trigonometrijske, ek-
sponencijalne, racionalne, splajn i druge kvadrature Gauss-ovog
tipa (npr. Crout (1929/1930), Newbery (1969), Tureckǐi (1959, 1960),
Haris i Evans (1977/1978) i drugi). Detaǉnije informacije se mogu
nai u radu Gautschi-ja [11].






gde je dλ(x) nenegativna mera na realnoj pravoj R sa kompaktnim ili




xkd λ(x) (k = 0, 1, . . . , 2n− 1).
Sluqaj (1.9) se dobija kada je dλ(x) = p(x)dx (x ∈ (a, b)). Teorija
Gauss-Christoffel-ovih kvadratura je u uskoj vezi sa teorijom orto-
gonalnih polinoma. Taqnije reqeno, glavno poǉe primene ortogo-
nalnih polinoma su Gauss-ove kvadrature. Xtavixe, konstruktiv-
na teorija ortogonalnih polinoma je proistekla iz konstrukcije
Gauss-Christoffel-ovih kvadratura za neklasiqne teinske funkcije.
Prve temeǉe uopxteǌima ove vrste kvadraturnih formula postavio
je Stancu (videti [70]-[77]), dok su ǌihove najnovije generalizacije
izloene u radovima [32], [33] i [34].
1.4. Organizacija disertacije po
poglavǉima
Disertacija se sastoji od qetiri poglavǉa (ako izuzmemo uvod-
no), od kojih je svako posveeno potpuno nezavisnoj problematici,
pri qemu se u svakom od tih poglavǉa pristup zasniva na qiǌeni-
ci da se ostatak Gauss-ove kvadraturne formule (kao i ǌenih uop-
xteǌa), ako je podintegralna funkcija analitiqka u nekoj okolini
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intervala integracije, moe prikazati u obliku kompleksnog in-
tegrala po proizvoǉnoj konturi koja sadri interval integracije
i u qijoj unutraxǌosti i na granici je podintegralna funkcija
analitiqka. Za pomenutu konturu uzima se elipsa sa centrom u ko-
ordinatnom poqetku i qije poluose pripadaju koordinatnim osama.
Takva reprezentacija ostatka omoguava da se na osnovu Cauchy-
Schwarz -ove (u nekim situacijama qak i Hölder-ove) nejednakosti za
module u kompleksnoj ravni, dobiju gorǌa ograniqeǌa modula os-
tatka za koja se kasnije ispostavǉa da su sa praktiqnog stanovixta
veoma jaka.
Drugo poglavǉe je posveeno oceni ostatka Gauss-ovih kvadratur-
nih formula u odnosu klasu Bernstein-Szegő-ovih teinskih funkci-
ja. Sastoji se od tri nezavisna odeǉka s obzirom na to da postoje
tri potklase ovih teinskih funkcija. Gautschi i Notaris su u svom
radu [16] iz 1989. godine doxli do eksplicitnog izraza za polinome
ortogonalne u odnosu na svaku od tih potklasa ove klase tein-
skih funkcija, xto omoguava izvoeǌe svih potrebnih analitiq-
kih formula. Odgovarajua izvoeǌa su u odreenom podsluqaju za
svaku potklasu teina kompletno sprovedena u radovima [68], [69]
i [65], dok su u disertaciji ista kompletno sprovedena i u opxtem
sluqaju. Deo tih rezultata je publikovan u qasopisu IMA Journal of
Numerical Analyses ([56]).
Tree poglavǉe je posveeno tvreǌu poznatom pod nazivom
,,Osma (posledǌa) Gautschi-jeva hipoteza”. Gautschi-jeve hipoteze se
odnose na tzv. Gauss-Radau i Gauss-Lobatto kvadraturne formule u
sluqaju Chebyshev-ǉevih teinskih funkcija. To su, zapravo, Gauss-
ove kvadraturne formule na intervalu [−1, 1] kod kojih se bar jedan
od krajeva intervala javǉa kao fiksiran qvor. Neke od tih hipoteza
je Gautschi dokazao samostalno, neke je dokazao Schira, dok je jed-
na od dve preostale (koje su po strukturi i formulaciji ujedno
i meusobno najsrodnije) dokazana u radu Milovanovia, Spale-
via i Prania [51] iz 2008. godine. Posledǌa preostala hipoteza
je kompletno dokazana u ovoj disertaciji. Dokaz je u obliku rada
prihvaen za xtampu u qasopisu Applied Mathematics and Computation
([57]).
Preostala dva poglavǉa posveena su poznatim klasama tzv.
kvadratura poveane taqnosti (u ciǉu poveaǌa taqnosti koriste
se vrednosti izvoda podintegralne funkcije u qvorovima integraci-
je).
Qetvrto poglavǉe se odnosi na Gauss-Turán-ove kvadraturne for-
mule sa vixestrukim qvorovima - dokazuje se da ocene grexke
analogne ocenama izvedenim u radu [40] za dva specijalna sluqaja
vixestrukosti vae i u sluqaju bilo koje vixestrukosti qvorova
integracije. Dokaz je u obliku rada prihvaen za xtampu u qa-
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sopisu FILOMAT ([36]).
Peto poglavǉe je posveeno oceni ostatka kvadraturnih formu-
la za raqunaǌe Fourier-ovih koeficijenata. Sastoji se od dva odeǉ-
ka: prvi se odnosi na Micchelli-Rivlin-ove, dok se drugi odnosi na
Micchelli-Sharma kvadraturnu formulu. U prvom odeǉku se izvode
tri razliqite vrste ocene grexaka kvadraturnih formula za raqu-
naǌe Fourier-Chebyshev-ǉevih koeficijenata - tzv. L+∞ i L1 ocene
grexke izvedene su, na ve pomenut naqin, uz upotrebu Hölder-ove
nejednakosti, dok je trea ocena dobijena na osnovu razvijaǌa odgo-
varajuih analitiqkih izraza u red. Drugi odeǉak je umnogome za-
snovan na radu Bojanova i Petrove [2], u kojem je sprovedena podrob-
na analiza kvadraturnih formula sa vixestrukim qvorovima uop-
xte i uspostavǉena jasna veza izmeu ǌih i kvadraturnih formula
za raqunaǌe Fourier-Chebyshev-ǉevih koeficijenata. Na osnovu tih
rezultata pristupa se analizi Micchelli-Sharma kvadraturne for-
mule sa vixestrukim qvorovima koju su Micchelli i Sharma konstru-
isali u radu [29] - uz odgovarajuu pretpostavku o analitiqnos-
ti izvodi se sa praktiqnog stanovixta veoma povoǉna ocena os-
tatka. Ovaj rezultat, kao i rezultati iz prvog odeǉka su veoma
znaqajni jer imaju bax direktnu primenu (izraqunavaǌe Fourier-
Chebyshev-ǉevih koeficijenata razvoja analitiqke funkcije u red
je od vixestruke vanosti).
1.5. Zahvalnost
Na kraju uvodnog teksta hteo bih, pre svega, da izrazim duboku
zahvalnost svom mentoru, dr Miodragu M. Spaleviu, redovnom
profesoru Maxinskog fakulteta u Beogradu, na neizmernoj i iskre-
noj podrxci, pomoi i naqinu na koji me je upuivao pre i za vreme
izrade doktorske disertacije.
Zahvalnost, takoe, dugujem i ostalim qlanovima Komisije za
ocenu i odbranu ove disertacije: akademiku dr Gradimiru V. Milo-
vanoviu, redovnom profesoru Matematiqkog instituta SANU u
Beogradu, na dobronamernim primedbama i sugestijama opxteg tipa,
koje su doprinele poboǉxaǌu kvaliteta disertacije; dr Mariji
Stani, docentu Prirodno - matematiqkog fakulteta u Kragujevcu,
na detaǉnoj tehniqkoj korekturi celokupnog teksta i nizu korisnih
primedbi i sugestija; dr Dejanu Bojoviu, vanrednom profesoru
Prirodno - matematiqkog fakulteta u Kragujevcu, na tome xto je de-
taǉno proqitao disertaciju i dao svoje mixǉeǌe; dr Miroslavu
Praniu, docentu Prirodno - matematiqkog fakulteta u Baǌalu-
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ci, na pismenim i usmenim diskusijama i iznetom mixǉeǌu o di-
sertaciji.
Hteo bih da se zahvalim i jednom od svojih uqiteǉa, a takoe i
kolegi i prijateǉu, dr oru Krtiniu, docentu Matematiqkog
fakulteta u Beogradu, pre svega na konstantnoj pomoi i sugesti-
jama vezanim za upotrebu paketa LATEX korixenog za izradu ove
doktorske disertacije, kao i na svim vrstama podrxke koju mi je
pruao tokom qitavog sredǌeg i akademskog xkolovaǌa.
U Beogradu, Aleksandar Pejqev
decembra 2012.
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2. OCENE GREXKE KVADRATURNIH
FORMULA SA BERSTEIN-SZEGŐ-OVIM
TEINSKIM FUNKCIJAMA





f(t)w(t) dt = Gn[f ] +Rn(f), Gn[f ] =
n∑
ν=1
λνf(τν) (n ∈ N)
za analitiqke funkcije, na eliptiqkoj konturi sa fokusima ∓1 i
zbirom poluosa jednakim ρ > 1:
(2.2) Eρ =
{





, 0 ≤ θ ≤ 2π
}
, ξ = ρ eiθ,
gde je w nenegativna i integrabilna funkcija na intervalu (−1, 1),
koje su taqne za sve algebarske polinome stepena najvixe 2n − 1.
Qvorovi τν u (2.1) su nule ortogonalnih polinoma πn u odnosu na
teinsku funkciju w.
Kada ρ → 1 elipsa (2.2) se degenerixe u interval [−1, 1], dok
sa rastom ρ dobija sve vixe oblik krunice. Prednost eliptiq-
kih kontura u odnosu na krune je u tome xto eliptiqke zahtevaju
analitiqnost funkcije f u maǌoj oblasti kompleksne ravni, posebno
kad je vrednost ρ bliska 1.
Neka je Γ prosta zatvorena kriva u kompleksnoj ravni koja
okruuje interval [−1, 1] i D = int Γ ǌena unutraxǌost. Ako je inte-
grand f analitiqka funkcija u D i neprekidna na D, ostatak Rn(f)







Tzv. jezgro je dato sa
Kn(z) ≡ Kn(z, w) =
ϱn(z)
πn(z)
, z /∈ [−1, 1],
gde je







Moduo jezgra je simetriqan u odnosu na realnu osu, tj. |Kn(z)| =
|Kn(z)|. Ako je teinska funkcija w u (2.1) parna, moduo jezgra je
simetriqan u odnosu na obe ose, tj., |Kn(−z)| = |Kn(z)| (videti [17]).














gde je sa ℓ(Γ) oznaqena duina konture Γ. Uzmimo da je Γ = Eρ, gde














Izvoeǌe adekvatnih ocena |Rn(f)| na osnovu (2.5) mogue je samo
ako su nam dostupne odgovarajue ocene za maxz∈Eρ |Kn(z)|, posebno
ako nam je poznato η ∈ Eρ za koje |Kn| dostie svoj maksimum. U tom
sluqaju, umesto traeǌa gorǌeg ograniqeǌa za maxz∈Eρ |Kn(z)| moe-
mo jednostavno pokuxati da izraqunamo |Kn(η, w)|. U opxtem sluqa-
ju, ovo moe da ne bude jednostavno, ali u sluqaju kvadraturnih
formula Gauss-ovog tipa (2.1) postoje efektivni algoritmi za
izraavaǌe Kn(z) u bilo kojoj taqki z van [−1, 1] (videti [17]).
Xtavixe, rezultat (2.5) je razmatran za Gauss-ove kvadraturne
















a kasnije ga je nemaqki matematiqar Schira proxirio na simetriqne
teinske funkcije uz neka ograniqeǌa po pitaǌu monotonosti (da
w(t)
√
1− t2 raste na (0, 1) ili da w(t)/
√
1− t2 opada na (0, 1)), ukǉuqu-
jui odreene Gegenbauer-ove teinske funkcije (videti [63]). Uop-
xteǌe Lobatto-vog sluqaja je sprovedeno od strane Hunter-a i Nikolov-
a (videti [25]). Za razliqite ocene Rn(f) videti [24].
Schira je dokazao [63, teorema 3.2.(b), str. 302] da jezgro Kn
Gauss-ove kvadraturne formule u odnosu na simetriqnu teinsku
funkciju w na (−1, 1) zadovoǉava sledee: ako w(t)/
√
1− t2 opada na





)∣∣∣∣ za ρ ≥ ρ∗n,
gde je ρ∗n := 1 +
√












Na osnovu vrednosti dobijenih za parne n u [63], tabela 1 na str.
302, ρ∗n brzo konvergira zdesna ka 1 +
√
2 sa rastom broja n.
U ovoj tezi e biti opisano istraivaǌe sprovedeno na speci-
jalnim klasama teinskih funkcija - Bernstein-Szegő-ovim tein-
skim funkcijama. Prvo emo obraditi sluqaj kada w predstavǉa




β(β − 2α) t2 + 2δ(β − α) t+ α2 + δ2
, t ∈ (−1, 1),
pri uslovima 0 < α < β, β ̸= 2α, |δ| < β − α, qiji imenilac je
proizvoǉan polinom stepena taqno 2 koji je strogo pozitivan na
intervalu [−1, 1]. Kasnije e biti razmotrene respektivno ,,prva”
i ,,trea” klasa Bernstein-Szegő-ovih teinskih funkcija:
(2.7) w1(t) =
(1− t2)−1/2
β(β − 2α) t2 + 2δ(β − α) t+ α2 + δ2





β(β − 2α) t2 + 2δ(β − α) t+ α2 + δ2
, t ∈ (−1, 1),
pri qemu parametri α, β i δ zadovoǉavaju iste uslove kao i u sluqa-
ju druge teine.
Teinske funkcije (2.6), (2.7) i (2.8) su intenzivno prouqavane
u [16], gde je odreena analitiqka forma odgovarajuih ortogonal-
nih polinoma. Takoe, u pomenutom radu izvedene su analitiqke
formule za koeficijente u troqlanoj rekurentnoj relaciji, xto
omoguava numeriqki stabilnu konstrukciju odgovarajuih Gauss-
ovih kvadraturnih formula.
Za Chebyshev-ǉeve teinske funkcije, koje se na neki naqin mogu
smatrati specijalnim sluqajevima Bernstein-Szegő-ovih teinskih
funkcija (α = 1, β = 2, δ = 0), ocene tipa (2.4) su razmatrane od



















od kojih w2γ(t) pripada klasi razmatranoj u [63] (w2γ(t)/
√
1− t2 opa-
da na (0, 1)) i koje qine potklasu klase teinskih funkcija (2.6),
(2.7), (2.8) koje razmatramo, razmatrane su detaǉno u [68], [69],
[65] respektivno, gde su naeni dovoǉni uslovi za egzistenciju
ρ∗ = ρ∗n (= ρ
∗(n, γ)) takvog da za svako ρ ≥ ρ∗n moduo odgovarajueg
jezgra dostie svoj maksimum u preseku elipse sa imaginarnom ili
realnom osom. U ovim specijalnim sluqajevima dobijene su dosta
maǌe vrednosti za ρ = ρ∗n od onih koje je dobio Schira (osim eventu-
alno kad je γ blizu 0 a n parno), posebno za velike n.
Sledi razmatraǌe u kojem e, izmeu ostalog, u sluqaju mnogo
opxtije klase teinskih funkcija (2.6), (2.7), (2.8) biti dokazana
egzistencija ρ∗ = ρ∗n (= ρ
∗(n, α, β, δ)) takvog da za svako ρ ≥ ρ∗n moduo
odgovarajueg jezgra dostie svoj maksimum u preseku elipse sa
nekom od koordinatnih osa. Ovo nas vodi ka efektivnoj oceni za
grexku kod Gauss-ovih kvadratura. Metod koji je ovde korixen, a
koji se dosta razlikuje od onog koji je korixen u [68], [69], [65],
ispostavǉa da su vrednosti ρ∗ = ρ∗n (= ρ
∗(n, α, β, δ)) dobijene vrlo
precizno (videti tabele 2.1, 2.2, 2.3, 2.8, 2.9, 2.10, 2.12, 2.13, 2.14
u tekstu koji sledi).
Konaqno, rezultati dobijeni u [63] ovde ne mogu biti korixeni
u opxtem sluqaju (δ ̸= 0), s obzirom na to da teinska funkcija koju
razmatramo nije simetriqna.
2.1. Ocena grexke Gauss-ove kvadraturne
formule sa drugom Bernstein-Szegő-ovom
teinskom funkcijom
2.1.1. Maksimum modula jezgra Gauss-ove kvadraturne formule
sa drugom Bernstein-Szegő-ovom teinskom funkcijom
Za teinsku funkciju (2.6) koju ovde razmatramo, odgovarajui
















, n ≥ 2,










(ξ + ξ−1), ξ = ρ eiθ.









1− t2 dt =
∫ π
0
sin(n+ 1)θ sin θ











· (β + 2δξ + (β − 2α)ξ
2)(ξ − ξ−1)
β(β − 2α)(ξ + ξ−1)2 + 4δ(β − α)(ξ + ξ−1) + 4(α2 + δ2)
× 1






























β(β − 2α)z2 + 2δ(β − α)z + α2 + δ2
.
Mnoeǌem (2.12) sa 2nπn(t)
√
1− t2, na osnovu (2.9), integracijom






















(β − 2α)t2 + 2δ(β − α)t+ α2 + δ2
dt.
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Ako je n ≥ 2, drugi integral u posledǌoj jednakosti je jednak nuli


















+ 2δ(β − α) ξ+ξ−12 + α2 + δ2
i onda se formula (2.11) lako dobija. Sliqan rezultat se dobija i
u sluqaju n = 1 na osnovu nekih rezultata iz [16].





j + ρ−j), j ∈ N.
Kombinujui (2.11) sa identitetima:
(2.15)∣∣β + 2δξ + (β − 2α)ξ2∣∣ = [β2 + 4δ2ρ2 + (β − 2α)2ρ4





|ξ − ξ−1| =
√
2 (a2 − cos 2θ)1/2 =
√
2c,∣∣β(β − 2α)(ξ + ξ−1)2 + 4δ(β − α)(ξ + ξ−1) + 4(α2 + δ2)∣∣ =[
2β2(β − 2α)2(a4 + cos 4θ) + 32δ2(β − α)2(a2 + cos 2θ) + (2β(β − 2α)
+4(α2 + δ2))2 + 4(2β(β − 2α) + 4(α2 + δ2))(β(β − 2α)a2 cos 2θ




kao i ∣∣β(ξn+1 − ξ−(n+1)) + 2δ(ξn − ξ−n) + (β − 2α)(ξn−1 − ξ−(n−1))∣∣
=
[
2β2(a2n+2 − cos(2n+ 2)θ) + 8δ2(a2n − cos 2nθ)
+ 2(β − 2α)2(a2n−2 − cos(2n− 2)θ)
+ 8βδ(a2n+1 cos θ − a1 cos(2n+ 1)θ)
+ 4β(β − 2α)(a2n cos 2θ − a2 cos 2nθ)
+ 8δ(β − 2α)(a2n−1 cos θ − a1 cos(2n− 1)θ)]1/2 =
√
d,








Kad je δ ̸= 0, numeriqki eksperimenti pokazuju da postoji ρ∗ =
ρ∗n = ρ
∗(n, α, β, δ) > 1 takvo da |Kn(z)| dostie svoj maksimum na real-
noj osi, i to na ǌenom negativnom delu kad je δ > 0 i na pozitivnom
delu kad je δ < 0, za svako ρ ≥ ρ∗. Formulisaemo to u obliku
sledee teoreme.
Teorema 2.1. Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa
teinskom funkcijom (2.6), 0 < α < β, β ̸= 2α, |δ| < β − α, postoji
ρ∗ ∈ (1,+∞) (ρ∗ = ρ∗n = ρ∗(n, α, β, δ)) takvo da za svako ρ ≥ ρ∗ moduo
jezgra |Kn,α,β,δ(z)| dostie maksimum na negativnom delu realne ose
(θ = π) ako je δ > 0, odnosno na pozitivnom delu realne ose (θ = 0)












ako je δ < 0.
Dokaz. Neka je n > 1. Zapravo, treba pokazati da postoji ρ∗ takvo
da za svako ρ > ρ∗, θ ∈ [0, π], δ > 0 (δ < 0), pri qemu α, β, δ ispuǌavaju







A,B,C,D su vrednosti izraza a, b, c, d za θ = π (θ = 0).
Pretpostavimo prvo da je δ > 0 i oznaqimo A1 = a−A, B1 = b−B,












A1B ≤ AB1, C1D ≤ CD1.
Da bismo ovo dokazali, dovoǉno je da uporedimo qlanove koji
sadre najvei stepen od ρ na levoj i desnoj strani.
Za θ = π imamo:
(2.18)
A = β2 + 4δ2ρ2 + (β − 2α)2ρ4 − 4ρδ(ρ2(β − 2α) + β) + 2β(β − 2α)ρ2,
C = a2 − 1,
B = 2β2(β − 2α)2(a4 + 1) + 32δ2(β − α)2(a2 + 1)
+(2β(β − 2α) + 4(α2 + δ2))2 · 4(2β(β − 2α) + 4(α2 + δ2))
+(β(β − 2α)a2 − 4δ(β − α)a1)− 16βδ(β − α)(β − 2α)(a3 + a1)
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i
D = 2β2(a2n+2 − 1) + 8δ2(a2n − 1) + 2(β − 2α)2(a2n−2 − 1)
+8βδ(−a2n+1 + a1) + 4β(β − 2α)(a2n − a2)




2(β − 2α) + β) cos2 θ2 − 4β(β − 2α)ρ
2 sin2 θ,
C1 = 2 sin
2 θ,
B1 = −4β2(β − 2α)2 sin2 2θ − 64δ2(β − α)2 sin2 θ + 8(2β(β − 2α)
+4(α2 + δ2))
(
−β(β − 2α)a2 sin2 θ + 4δ(β − α)a1 cos2 θ2
)





























Qlan koji sadri najvei stepen od ρ u A1B je
Hl =
(













Nejednakost Hl < Hr je ekvivalentna sa β(β − 2α) < 2(β − α)(β − 2α),
odnosno −(β − 2α)2 < 0, xto oqito vai.














Jasno je da ovaj drugi dominira.
Sluqaj δ < 0, θ = 0 se supstitucijom δ := −δ, θ := θ − π svodi na
prethodni s obzirom na to da je∣∣∣∣Kn,α,β,δ (12 (ρeiθ + ρ−1e−iθ)
)∣∣∣∣ = ∣∣∣∣Kn,α,β,−δ (12 (ρei(θ−π) + ρ−1e−i(θ−π))
)∣∣∣∣
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Dokaz sledi neposredno. 2
Ceo ovaj problem, za proizvoǉne α, β, δ, moe se svesti na sluqaj




















β1(β1 − 2)t2 + 2δ1(β1 − 1)t+ 1 + δ21
dt,
gde je β1 = β/α i δ1 = δ/α. Podsluqaj α = 1, β > 2, δ = 0 je kompletno
ispitan u radu [68]. Sada, delimiqno na osnovu rezultata iz tog
rada, moemo formulisati sledeu teoremu.
Teorema 2.2. (a) Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa
teinskom funkcijom (2.6), 0 < α < β, β > 2α, δ = 0, postoji ρ∗ ∈
(1,+∞) (ρ∗ = ρ∗n = ρ∗(n, α, β)) takvo da za svako ρ ≥ ρ∗ moduo jezgra
|Kn,α,β,0(z)| dostie svoj maksimum na pozitivnom delu imaginarne






(b) Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa teinskom
funkcijom (2.6), 0 < α < β < 2α, δ = 0, postoji ρ∗ ∈ (1,+∞) (ρ∗ = ρ∗n =
ρ∗(n, α, β)) takvo da za svako ρ ≥ ρ∗ moduo jezgra |Kn,α,β,0(z)| dostie
svoj maksimum na negativnom delu realne ose (θ = π) ako je β < 43α,
na pozitivnom delu imaginarne ose (θ = π/2) ako je β > 43α, a na
simetrali ugla izmeu koordinatnih osa (θ = π/4 i θ = 3π/4) ako je
















∣∣∣∣Kn,α,β,0( 12√2(ρ+ ρ−1) + i2√2(ρ− ρ−1)
)∣∣∣∣
=
∣∣∣∣Kn,α,β,0(− 12√2(ρ+ ρ−1) + i2√2(ρ− ρ−1)
)∣∣∣∣
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za β = 43α.




BD , pri qemu a, b, c, d ve imamo izraqunate, dok su A,B,C,D
vrednosti tih izraza za odreene vrednosti θ. Ista nejednakost
moe biti napisana u obliku
(2.20) I = CD(A1B −AB1) + C1BD(A+A1)−AC(B +B1)D1 ≤ 0,
gde oznake A1, B1, C1, D1 imaju isto znaqeǌe kao u ranijem razma-
traǌu.
Ako je β < 43α, za A,B,C,D imamo:
(2.21)
A = β2 + (β − 2α)2ρ4 + 2β(β − 2α)ρ2,
C = a2 − 1,
B = 2β2(β − 2α)2(a4 + 1) + (2β(β − 2α) + 4α2)2
+4(2β(β − 2α) + 4α2)β(β − 2α)a2
i
D = 2β2(a2n+2 − 1) + 2(β − 2α)2(a2n−2 − 1) + 4β(β − 2α)(a2n − a2),
a za A1, B1, C1, D1 imamo:
(2.22)
A1 = −4β(β − 2α)ρ2 sin2 θ,
C1 = 2 sin
2 θ,
B1 = −4β2(β − 2α)2 sin2 2θ − 8(2β(β − 2α) + 4α2)β(β − 2α)a2 sin2 θ
i
D1 = 4β
2 sin2(n+ 1)θ + 4(β − 2α)2 sin2(n− 1)θ
−8β(β − 2α)(a2n sin2 θ − a2 sin2 nθ).
Koeficijent uz ρM (M ovde i nadaǉe predstavǉa najvei stepen od




−16β(β − 2α) sin2 θ2 cos
2 θ
2 · 2β
2(β − 2α)2 · 12






+8 sin2 θ2 cos
2 θ
2 · 2β
2(β − 2α)2 · 122β
2 · 12 (β − 2α)
2
−(β − 2α)2 · 12 (−8β(β − 2α) ·
1
2 sin
2 θ) · 2β2(β − 2α)2 · 12




−β2 + 2β(β − 2α)
+ 4α2 + β(β − 2α) + (β − 2α)2
)




3β2 + 8α2 − 10αβ
)
= 8β3(β − 2α)3 sin2 θ2 cos
2 θ
2 · (4α− 3β)(2α− β)
= 8β3(β − 2α)4 sin2 θ2 cos
2 θ
2 · (3β − 4α) < 0
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za θ ̸= π, odakle zakǉuqujemo da e nax izraz biti negativan za
dovoǉno velike ρ.
U sluqaju β > 43α, imamo:
A = β2 + (β − 2α)2ρ4 − 2β(β − 2α)ρ2,
C = a2 + 1,
B = 2β2(β − 2α)2(a4 + 1) + (2β(β − 2α) + 4α2)2
−4(2β(β − 2α) + 4α2)β(β − 2α)a2.
Daǉe je
D = 2β2(a2n+2 + 1) + 2(β − 2α)2(a2n−2 + 1) + 4β(β − 2α)(−a2n − a2)
za parne n i
D = 2β2(a2n+2 − 1) + 2(β − 2α)2(a2n−2 − 1) + 4β(β − 2α)(−a2n + a2)
za neparne n. Takoe, imamo:
A1 = 4β(β − 2α)ρ2 cos2 θ,
C1 = −2 cos2 θ,
B1 = −4β2(β − 2α)2 sin2 2θ + 8(2β(β − 2α) + 4α2)β(β − 2α)a2 cos2 θ
i
D1 = −4β2 cos2(n+ 1)θ − 4(β − 2α)2 cos2(n− 1)θ
+8β(β − 2α)(a2n cos2 θ + a2 sin2 nθ)
za parne n, kao i
D1 = 4β
2 sin2(n+ 1)θ + 4(β − 2α)2 sin2(n− 1)θ
+8β(β − 2α)(a2n cos2 θ − a2 cos2 nθ)
za neparne n. Lako nalazimo da je odgovarajui koeficijent uz ρM
jednak
2β3(β − 2α)4 cos2 θ · (4α− 3β),
dakle, opet negativan.
Kada elimo da pokaemo da odgovarajui moduo jezgra dostie
svoj maksimum u θ = π/4 (i θ = 3π/4), A,B,C su jednaki
A = β2 + (β − 2α)ρ4,
C = a2,
B = 2β2(β − 2α)2(a4 − 1) + (2β(β − 2α) + 4α2)2,
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dok izraz D zavisi od ostatka koji broj n daje pri deobi sa 4. U
svakom sluqaju, odgovarajui qlanovi u D koji imaju uticaj na I po
pitaǌu najveeg stepena od ρ su uvek isti i pojavǉuju se u obliku
2β2a2n+2 + 2(β − 2α)2a2n−2.
Qlan a2n se ne pojavǉuje dok a2 nema nikakav uticaj, ispostavie
se da ga nema qak ni a2n−2. Sliqno kao u prethodna dva sluqaja,
zakǉuqujemo da je koeficijent uz ρM (ovde je M = 2n+ 10) opet
jednak
β3(β − 2α)4 cos 2θ · (4α− 3β),
xto je jednako 0 kada je 4α = 3β. Ovo znaqi da treba da izraqunamo
koeficijent uz ρM , gde je M ovaj put najvei stepen od ρ maǌi od
2n + 10 koji se javǉa u izrazu I. Moemo lako zakǉuqiti da je




−(β − 2α)24β2(β − 2α)2 cos2 2θ
)
− cos 2θ · 2β2(β − 2α)2 · 122β
2 · 122β(β − 2α) cos 2θ
−(β − 2α)2 · 124β(β − 2α) ·
1
2 cos 2θ
×4(2β(β − 2α) + 4α2)β(β − 2α) · 12 cos 2θ
=
(
−2β2(β − 2α)− 2β3 − 2(β − 2α)(2β(β − 2α) + 4α2)
)
×β2(β − 2α)3 cos2 2θ.
ǋegov znak je isti kao i znak izraza
2β2(β − 2α) + 2β3 + 2(β − 2α)
(
(2β(β − 2α) + 4α2
)
,






Sa praktiqne taqke gledixta, bitno nam je da ρ∗ bude blizu svo-
joj stvarnoj vrednosti i da ona bude xto blie broju 1. Na osnovu
rezultata dobijenih u radu [68], zakǉuqujemo da za δ = 0, u pod-
sluqaju 2α < β, ρ∗ neretko jeste blizu 1. Numeriqki eksperimenti
koji su naknadno sprovedeni pokazuju da je u podsluqaju 2α > β, ρ∗
blizu 1 kad je β/α blizu 1 ili 2, taqnije kad je β/α maǌe od 1.1 ili
vee od 1.7. Numeriqki eksperimenti su takoe pokazali da je, kad
je δ ̸= 0, jedini globalni sluqaj u kojem ρ∗ nije daleko od 1 - kada je
|δ|/(β − α) blizu 1.
Analizu koja se tiqe ovoga sprovodimo razmatraǌem izraza I
datog u (2.20).
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1. Prvo emo analizirati sluqaj 2α > β, δ = 0 kao prirodni
nastavak i komplement sluqaja razmatranog u [68].
(1.a) Prvo pretpostavimo da je β < 43α. Ako oznaqimo x = sin
2 θ
2 ,
dobijamo izraze A1, B1, C1 kao polinome po x:
(2.23)
A1 = − cos2 θ2 · 16β(β − 2α)ρ
2 sin2 θ2
= −(1− x) · 16β(β − 2α)ρ2x
= x(1− x)A′1,











−64β2(β − 2α)2 sin2 θ2 cos
2 θ




−64β2(β − 2α)2(1− 2x)2
−32(2β(β − 2α) + 4α2) · 4β(β − 2α)a2}
= x(1− x)B′1.
Koristei nejednakost
x2 + y2 ≥ 2|xy| ≥ ±2xy,
dobijamo
D1 ≥ −8β(2α− β) sin(n+ 1)θ sin(n− 1)θ
+8β(2α− β)(a2n sin2 θ − a2 sin2 nθ)
= −8β(2α− β)(sin2 θ − sin2 nθ)
+8β(2α− β)(a2n sin2 θ − a2 sin2 nθ)
= 8β(2α− β)
(
(a2n − 1) sin2 θ − (a2 − 1) sin2 nθ
)
.
Koristei dobro poznate nejednakosti
(2.24)
∣∣∣∣ sinnθsin θ
∣∣∣∣ ≤ n, n ∈ N,∣∣∣∣cos(n+ 1)θcos θ
∣∣∣∣ ≤ n+ 1, n parno,
dobijamo








32β(2α− β)((a2n − 1)− (a2 − 1)n2)
)
= x(1− x)D′1.
Od interesa nam je da vai nejednakost
CD(A′1B −AB′1) + C ′1BD(A+ x(1− x)A′1)
−AC(B + x(1− x)B′1)D′1 ≤ 0.
Polinom sa leve strane date nejednakosti je 4. stepena po
x. Zanima nas kada taj polinom nije pozitivan na [0, 1].
Najjednostavniji naqin da pokaemo da neki polinom
nije pozitivan na konaqnom intervalu pozitivnog dela x-
ose jeste da pokaemo da mu nijedan koeficijent nije poz-
itivan (ako je posledǌe taqno, naravno, a u sluqaju ovog
polinoma se numeriqki lako moemo uveriti da to nije
sluqaj). Ovo je mnogo jaqi uslov od negativnosti polino-
ma na konaqnom intervalu. Dakle, bilo je za oqekivati da
to ne vai u sluqaju naxeg polinoma. Ako pomenuti uslov
vai za neki polinom, onda taj polinom nee biti pozi-
tivan ni za jedno x ≥ 0. To znaqi da je smislenije da ovaj
problem pokuxamo da svedemo na pokazivaǌe da neki drugi
polinom, dobijen od polaznog odgovarajuim transforma-
cijama, nije pozitivan na [0,∞) i da onda pokuxamo da se
uverimo da mu nijedan koeficijent nije pozitivan. Naime,
polinom
P (x) = α4x
4 + α3x
3 + α2x
2 + α1x+ α0
nije pozitivan na [0, 1] ako i samo ako polinom
P1(x) = x
4P (1/x) = α0x
4 + α1x
3 + α2x
2 + α3x+ α4
nije pozitivan na [1,∞), a ovo vai ako i samo ako polinom
P2(x) = P1(x+ 1) = β4x
4 + β3x
3 + β2x
2 + β1x+ β0
nije pozitivan na [0,∞). Koeficijenti polinoma P2(x) za-
vise od α0, α1, α2, α3, α4 na sledei naqin:
β4 = α0,
β3 = 4α0 + α1,
β2 = 6α0 + 3α1 + α2,
β1 = 4α0 + 3α1 + 2α2 + α3,
β0 = α0 + α1 + α2 + α3 + α4.
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Uslov da nijedan od β-koeficijenata ne bude pozitivan je
dovoǉan uslov da polinom P2 ne bude pozitivan na inter-









1 (x) polinomi po ρ podeǉe-
ni prirodnim stepenom od ρ, takvi su α-koeficijenti,
a onda i β-koeficijenti. Kao xto se moe primetiti, u









dan qlan sadri ρ stepenovano najveim stepenom (svi
ostali koeficijenti sadre striktno maǌe stepene od
ρ). Zato α0 sadri striktno najvei stepen od ρ od svih
α-koeficijenata ako ih tretiramo kao polinome po ρ pode-
ǉene prirodnim stepenom od ρ. To e (posle eventualnog
mnoeǌa sa 4 ili 6) biti sabirak sa najveim stepenom
od ρ i u svim β-koeficijentima. Analiziramo sabirak sa
najveim stepenom od ρ jer nas zanima znak ovih izraza za
dovoǉno velike ρ. Koeficijent kojim je pomnoen najvei





16β(2α− β) · β2(2α− β)2
− (2α− β)
(
32(2β(β − 2α) + 4α2) · 12β(2α− β)
)}
= 8β3(2α− β)4(3β − 4α).
S obzirom na to da pod datim uslovima dobijeni izraz
jeste negativan, zakǉuqujemo da postoje vrednosti ρi, i ∈
{0, 1, 2, 3, 4} takve da za svako ρ > ρi vai bi ≤ 0. Dakle,
moemo uzeti
ρ∗ = max{ρ0, ρ1, ρ2, ρ3, ρ4}.
(1.b) Ako je β > 43α, posle zamene sin
2 θ = x, dobijamo
A1 = 4β(β − 2α)ρ2(1− x) = A′1(1− x),
C1 = −2(1− x) = C ′1(1− x),
B1 =
(

















−4(n+ 1)2β2 − 4(β − 2α)2(n− 1)2





(1− x) = D′1(1− x)
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ako je n parno, kao i
D1 ≥ 8β(2α− β) sin(n+ 1)θ) sin(n− 1)θ
+8β(2α− β)(a2 cos2 −a2n cos2 nθ)
= 8β(2α− β)(cos2 θ − cos2 nθ)
+8β(2α− β)(a2 cos2 θ − a2n cos2 nθ)
= 8β(2α− β)((a2 + 1) cos2 θ − (a2n + 1) cos2 nθ)
≥ −8β(2α− β)(a2n + 1) cos2 θ
= −8β(2α− β)(a2n + 1)(1− x) = D′′1 (1− x)
ako je n neparno.
Za parne n ponovo dobijamo da nam odgovara da vai
CD(A′1B−AB′1)+C ′1BD(A+(1−x)A′1)−AC(B+(1−x)B′1)D′1 ≤ 0,
gde je izraz na levoj strani polinom treeg stepena. Za
neparne n nam odgovara da vai
CD(A′1B−AB′1)+C ′1BD(A+(1−x)A′1)−AC(B+(1−x)B′1)D′′1 ≤ 0,
gde je izraz na levoj strani polinom drugog stepena, tj.
kvadratni trinom. Ostatak procedure je analogan kao u
prethodnom sluqaju. Najvei stepen od ρ koji se pojavǉuje
u slobodnom koeficijentu ovih polinoma je najvei stepen
od ρ koji se pojavǉuje u svim koeficijentima polinoma do-
bijenog preslikavaǌem prethodnog na interval [0,∞) (pri
qemu su odgovarajui najstariji koeficijenti istog zna-
ka). Koeficijent uz ρM u ovom sluqaju iznosi
2β3(2α− β)4(4α− 3β),
dakle, negativan je.
Kvadratni trinom, naravno, moe biti precizno tre-
tiran na druge poznate naqine, ali u ovom sluqaju nax
metod daje jednako dobre rezultate.
Kao xto e se videti (tabela 2.1), numeriqki rezul-
tati pokazuju da je ρ∗ veoma blizu svojoj odgovarajuoj
aktuelnoj vrednosti za sve n.
2. Neka je, konaqno, δ ̸= 0. Kao xto je ve objaxǌeno, dovoǉno je










8ρδ(ρ2(β − 2α) + β)− 16β(β − 2α)ρ2x
)
= (1− x)A′1,











−64β2(β − 2α)2 sin2 θ2 cos
2 θ − 256δ2(β − α)2 sin2 θ2
+8(2β(β − 2α) + 4(α2 + δ2))
(
−4β(β − 2α)a2 sin2 θ2








−64β2(β − 2α)2x(1− 2x)2 − 256δ2(β − α)2x
+8 (2β(β − 2α) + 4(α2 + δ2))(−4β(β − 2α)a2x+ 4δ(β − α)a1)
+32βδ(β − α)(β − 2α)(a3 + a1(1− 4x)2)
)
= (1− x)B′1.
Koristei dobro poznatu nejednakost
(2.25) x2 + y2 + z2 ≥ |xy|+ |yz|+ |zz| ≥ ±xy ± yz ± zx,
dobijamo
D1 ≥ −8βδ sin(n+ 1)θ sinnθ + 8δ(2α− β) sinnθ sin(n− 1)θ


































































Koristei (2.24), ako je 2α > β dobijamo
D1 ≥ 8βδ((2a2n+1 − 1)− (2a1 − 1)(2n+ 1)2) cos2 θ2
+4β(2α− β)((2a2n − 1)− (2a2 − 1)n2) sin2 θ
−8δ(2α− β)(2a2n−1 − 1) cos2 θ2
= cos2 θ2
[
8βδ((2a2n+1 − 1)− (2a1 − 1)(2n+ 1)2)
+ 16β(2α− β)((2a2n − 1)− (2a2 − 1)n2) sin2 θ2
− 8δ(2α− β)(2a2n−1 − 1)]
= (1− x)
[
8βδ((2a2n+1 − 1)− (2a1 − 1)(2n+ 1)2)
+ 16β(2α− β)((2a2n − 1)− (2a2 − 1)n2)x
− 8δ(2α− β)(2a2n−1 − 1)] = (1− x)D′1,
a ako je 2α < β dobijamo
D1 ≥ 8βδ((2a2n+1 − 1)− (2a1 − 1)(2n+ 1)2) cos2 θ2
+4β(2α− β)(2a2n − 1) sin2 θ
−8δ(2α− β)((2a2n−1 − 1)− (2a1 − 1)(2n− 1)2) cos2 θ2
= cos2 θ2
(
8βδ((2a2n+1 − 1)− (2a1 − 1)(2n+ 1)2)
+ 16β(2α− β)(2a2n − 1) sin2 θ2
− 8δ(2α− β)((2a2n−1 − 1)− (2a1 − 1)(2n− 1)2)
)
= (1− x)[8βδ((2a2n+1 − 1)− (2a1 − 1)(2n+ 1)2)
+16β(2α− β)(2a2n − 1)x
−8δ(2α− β)((2a2n−1 − 1)− (2a1 − 1)(2n− 1)2)] = (1− x)D′′1
Ostaje da se nae kad vai nejednakost
CD(A′1B−AB′1) +C ′1BD(A+ (1− x)A′1)−AC(B+ (1− x)B′1)D′1 ≤ 0
za 2α > β, odnosno nejednakost
CD(A′1B−AB′1)+C ′1BD(A+(1− x)A′1)−AC(B+(1− x)B′1)D′′1 ≤ 0
za 2α < β.
Oba polinoma su 5. stepena po x. Za koeficijent koji mnoi
ρM u svim koeficijentima na kraju dobijenog polinoma (pri-
meǌuje se opet ista procedura) dobijamo
β4(2α− β)2(−4δ(2α− β)) + β2(2α− β)2 · 8βδ(β − α)(2α− β)
−(2α− β)4β2 · 4βδ = δβ3(2α− β)3 (−4β + 8(β − α)
−4(2α− β)) = −8δβ3(2α− β)4 < 0
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(ako izuzmemo eventualno mnoeǌe pozitivnom konstantom pri-
likom prelaska sa α-koeficijenata na β-koeficijente, u skladu
sa prethodnim oznakama). Nax metod ponovo daje dobre rezul-
tate. Tabele 2.2 i 2.3 to potvruju.
2.1.3. Numeriqki rezultati
Posledǌe razmatraǌe je od praktiqnog znaqaja. Naime, na bazi
istog mi moemo odrediti interval [ρ∗,+∞) na kojem moduo jezgra
Kn,α,β,δ dostie svoj maksimum na realnoj ili imaginarnoj osi. Za
neke n, α, β, δ, vrednosti ρ∗ su prikazane u tabelama 2.1, 2.2 i 2.3.
Pored svake vrednosti ρ∗ prikazana je i odgovarajua minimalna
numeriqki naena vrednost ρ (nazvana ρmin), poqev od koje moduo
jezgra aktuelno poqiǌe da dostie maksimum u θ = π ili θ = π/2.
Kao xto se moe videti, ove dve vrednosti su vrlo blizu jedna
drugoj. Primetimo da rezultati postaju vrlo zadovoǉavajui sa
rastom broja n. Eksperimente smo ograniqili na sluqaj α = 1 zbog
prethodnog razmatraǌa.
(n, β/α) ρ∗, ρmin (n, β/α) ρ
∗, ρmin (n, β/α) ρ
∗, ρmin
(10, 1.99) 1.331, 1.331 (10, 1.7) 1.411, 1.410 (10, 1.05) 1.209, 1.136
(30, 1.99) 1.144, 1.142 (30, 1.7) 1.177, 1.176 (30, 1.05) 1.134, 1.128
(100, 1.99) 1.055, 1.050 (100, 1.7) 1.069, 1.064 (100, 1.05) 1.130, 1.126
(500, 1.99) 1.014, 1.010 (500, 1.7) 1.020, 1.016 (10, 1.04) 1.187, 1.097
(1000, 1.99) 1.008, 1.004 (1000, 1.7) 1.015, 1.015 (30, 1.04) 1.111, 1.103
(9, 1.99) 1.004, 1.001 (9, 1.7) 1.024, 1.001 (100, 1.04) 1.103, 1.098
(99, 1.99) 1.001, 1.001 (49, 1.7) 1.008, 1.001 (10, 1.03) 1.165, 1.066
(10, 1.9) 1.349, 1.349 (10, 1.6) 1.474, 1.473 (30, 1.03) 1.090, 1.078
(30, 1.9) 1.150, 1.149 (30, 1.6) 1.254, 1.254 (100, 1.03) 1.076, 1.069
(100, 1.9) 1.057, 1.052 (100, 1.6) 1.250, 1.250 (10, 1.02) 1.142, 1.041
(500, 1.9) 1.015, 1.011 (9, 1.6) 1.244, 1.204 (30, 1.02) 1.071, 1.053
(1000, 1.9) 1.008, 1.005 (99, 1.6) 1.250, 1.250 (100, 1.02) 1.050, 1.040
(9, 1.9) 1.013, 1.001 (10, 1.5) 1.659, 1.659 (10, 1.01) 1.126, 1.019
(99, 1.9) 1.002, 1.001 (30, 1.5) 1.623, 1.623 (30, 1.01) 1.062, 1.013
(10, 1.8) 1.375, 1.374 (500, 1.5) 1.623, 1.623 (100, 1.01) 1.028, 1.001
(30, 1.8) 1.160, 1.159 (99, 1.5) 1.623, 1.623 (200, 1.01) 1.025, 1.006
(100, 1.8) 1.060, 1.055 (10, 1.1) 1.328, 1.307 (10, 1.005) 1.125, 1.009
(500, 1.8) 1.016, 1.011 (30, 1.1) 1.286, 1.283 (30, 1.005) 1.061, 1.002
(1000, 1.8) 1.009, 1.004 (100, 1.1) 1.285, 1.283 (100, 1.005) 1.027, 1.001
(49, 1.8) 1.004, 1.001 (10, 1.08) 1.276, 1.246 (200, 1.005) 1.016, 1.001
(199, 1.8) 1.016, 1.001 (30, 1.08) 1.219, 1.217 (500, 1.005) 1.013, 1.001
Tabela 2.1: Vrednosti ρ∗, ρmin za neke n, β/α (1 < β/α < 2), δ = 0
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(n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin
(10,1.99,0.98) 1.345, 1.017 (30, 1.9, 0.7) 1.670, 1.668 (10, 1.4, 0.35) 1.352, 1.137
(30,1.99,0.98) 1.148, 1.012 (10, 1.8, 0.65) 1.509, 1.473 (30, 1.4, 0.35) 1.163, 1.129
(100,1.99,0.98) 1.057, 1.001 (30, 1.8, 0.65) 1.469, 1.467 (100, 1.4, 0.35) 1.131, 1.127
(200,1.99,0.98) 1.034, 1.006 (10, 1.8, 0.75) 1.361, 1.138 (10, 1.2, 0.1) 1.386, 1.308
(500,1.99,0.98) 1.025, 1.009 (30, 1.8, 0.75) 1.169, 1.130 (30, 1.2, 0.1) 1.287, 1.284
(10,1.9,0.85) 1.365, 1.138 (100, 1.8, 0.75) 1.132, 1.128 (100, 1.2, 0.1) 1.286, 1.284
(30,1.9,0.85) 1.170, 1.130 (10, 1.3, 0.2) 1.392, 1.308 (10, 1.02, 0.01) 1.350, 1.019
(100,1.9,0.85) 1.132, 1.128 (30, 1.3, 0.2) 1.287, 1.285 (30, 1.02, 0.01) 1.158, 1.013
(10,1.9,0.8) 1.413, 1.302 (10, 1.3, 0.25) 1.354, 1.137 (100, 1.02, 0.01) 1.063, 1.001
(30,1.9,0.8) 1.286, 1.283 (30, 1.3, 0.25) 1.161, 1.129 (200, 1.02, 0.01) 1.036, 1.006
(100,1.9,0.8) 1.285, 1.283 (100, 1.3, 0.25) 1.131, 1.127 (500, 1.02, 0.01) 1.025, 1.008
(10,1.8,0.78) 1.344, 1.040 (10, 1.3, 0.28) 1.356, 1.041 (10, 1.1, 0.08) 1.365, 1.041
(30,1.8,0.78) 1.149, 1.053 (30, 1.3, 0.28) 1.154, 1.053 (30, 1.1, 0.08) 1.159, 1.053
(100,1.8,0.78) 1.062, 1.041 (100, 1.3, 0.28) 1.059, 1.040 (100, 1.1, 0.08) 1.061, 1.040
(200,1.8,0.78) 1.050, 1.041 (200, 1.3, 0.28) 1.050, 1.040 (200, 1.1, 0.08) 1.050, 1.040
(10,1.6,0.57) 1.348, 1.065 (10, 1.5, 0.47) 1.351, 1.065 (10, 1.2, 0.18) 1.360, 1.041
(30,1.6,0.57) 1.150, 1.079 (30, 1.5, 0.47) 1.150, 1.078 (100, 1.2, 0.18) 1.156, 1.053
(100,1.6,0.57) 1.077, 1.070 (100, 1.5, 0.47) 1.077, 1.070 (30, 1.2, 0.18) 1.059, 1.040
(200,1.6,0.57) 1.076, 1.070 (200, 1.5, 0.47) 1.076, 1.070 (200, 1.2, 0.18) 1.050, 1.040
(10, 1.8, 0.7) 1.411, 1.303 (10, 1.4, 0.38) 1.354, 1.041 (10, 1.7, 0.5) 1.705, 1.699
(30, 1.8, 0.7) 1.286, 1.284 (30, 1.4, 0.38) 1.152, 1.053 (100, 1.7, 0.5) 1.700, 1.698
(100, 1.7, 0.2) 5.272, 5.270 (100, 1.4, 0.38) 1.060, 1.041 (30, 1.2, 0.15) 1.159, 1.129
(10, 1.9, 0.7) 1.676, 1.669 (200, 1.4, 0.38) 1.050, 1.041 (100, 1.2, 0.15) 1.131, 1.127
Tabela 2.2: Vrednosti ρ∗, ρmin za neke n, β/α (1 < β/α < 2), δ/α
(0 < δ/α < β/α− 1)
Ostatak kvadraturne formule se po tradiciji izraava preko
nekog od izvoda vixeg reda odgovarajue funkcije, xto je vrlo nepo-
voǉno u sluqaju kada taj izvod nije poznat, ne postoji ili je pre-
vixe komplikovano odrediti ga (i nije dovoǉno samo odrediti ga,
potrebno je kontrolisati ǌegovo ponaxaǌe).













(a+ t)k(b+ t)ℓ(c+ t)m
,
gde je c ≤ b ≤ a < −1; k ∈ N, ℓ,m ∈ N0.
Pod pretpostavkom da je funkcija f analitiqka unutar Eρmax , iz
(2.5) dobijamo ocenu za grexku
(2.27) |Rn(f)| ≤ r̃n(f),
28
(n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin
(10, 2.1, 1) 1.422, 1.298 (500, 2.01, 1) 1.025, 1.009 (100, 20, 18.9) 1.137, 1.134
(30, 2.1, 1) 1.284, 1.281 (30, 3.1, 2) 1.270, 1.266 (10, 20, 18) 1.633, 1.581
(100, 2.1, 1) 1.283, 1.281 (100, 3.1, 2) 1.268, 1.266 (30, 20, 18) 1.584, 1.583
(10, 2.7, 1.65) 1.416, 1.136 (10, 17.8, 16.77) 1.497, 1.064 (10, 100, 98.5) 1.513, 1.122
(30, 2.7, 1.65) 1.185, 1.129 (30, 17.8, 16.77) 1.213, 1.066 (30, 100, 98.5) 1.228, 1.152
(100, 2.7, 1.65) 1.131, 1.128 (100, 17.8, 16.77) 1.087, 1.066 (100, 100, 98.5) 1.155, 1.152
(10, 6.1, 5) 1.491, 1.218 (200, 17.8, 16.77) 1.085, 1.066 (10, 100, 95) 1.600, 1.511
(30, 6.1, 5) 1.245, 1.220 (10, 12.8, 11.75) 1.495, 1.082 (30, 100, 95) 1.516, 1.514
(10, 3.4, 2.33) 1.451, 1.195 (30, 12.8, 11.75) 1.213, 1.096 (10, 500, 450) 1.932, 1.929
(30, 3.4, 2.33) 1.211, 1.181 (100, 12.8, 11.75) 1.127, 1.097 (100, 500, 450) 1.930, 1.929
(100, 3.4, 2.33) 1.184, 1.181 (10, 22.8, 21.77) 1.499, 1.023 (10, 500, 490) 1.538, 1.303
(10, 10.06, 9) 1.492, 1.117 (30, 22.8, 21.77) 1.214, 1.050 (100, 500, 490) 1.322, 1.320
(30, 10.06, 9) 1.214, 1.122 (100, 22.8, 21.77) 1.083, 1.051 (10, 500, 498) 1.510, 1.067
(100, 10.06, 9) 1.153, 1.122 (200, 22.8, 21.77) 1.073, 1.051 (30, 500, 498) 1.221, 1.088
(10, 5.8, 4.79) 1.464, 1.014 (10, 22.8, 21.5) 1.519, 1.232 (100, 500, 498) 1.099, 1.092
(30, 5.8, 4.79) 1.194, 1.001 (30, 22.8, 21.5) 1.263, 1.252 (100, 1000, 800) 2.599, 2.598
(100, 5.8, 4.79) 1.072, 1.001 (100, 22.8, 21.5) 1.254, 1.252 (10, 1000, 900) 1.939, 1.936
(200, 5.8, 4.79) 1.041, 1.001 (10, 50, 48.9) 1.506, 1.068 (100, 1000, 900) 1.937, 1.936
(10, 14, 12) 1.749, 1.736 (30, 50, 48.9) 1.219, 1.081 (10, 1000, 998.9) 1.507, 1.001
(30, 14, 12) 1.738, 1.736 (100, 50, 48.9) 1.094, 1.085 (100, 100, 998.9) 1.084, 1.006
(100, 14, 12) 1.738, 1.736 (200, 50, 48.9) 1.090, 1.085 (200, 1000, 998.9) 1.058, 1.006
(10, 2.01, 1) 1.346, 1.017 (30, 10.1, 9) 1.227, 1.181 (10, 20.05, 19) 1.500, 1.067
(30, 2.01, 1) 1.148, 1.012 (100, 10.1, 9) 1.184, 1.181 (30, 20.05, 19) 1.215, 1.080
(100, 2.01, 1) 1.057, 1.001 (10, 20, 18.9) 1.503, 1.116 (100, 20.05, 19) 1.102, 1.082
(200, 2.01, 1) 1.034, 1.006 (30, 20, 18.9) 1.221, 1.133 (100, 20, 15) 2.630, 2.628
Tabela 2.3: Vrednosti ρ∗, ρmin za neke n, β/α (β/α > 2), δ/α (0 <
δ/α < β/α− 1)
gde je















a ρ∗n je dato u teoremi 2.1 ili teoremi 2.2. U naxem sluqaju e
biti |a| = 12 (ρmax + ρ
−1
max).
Duina elipse Eρ moe biti oceǌena sa (videti [61], jedn. (2.2))



















(a+ z)k(b+ z)ℓ(c+ z)m
∣∣∣∣∣ = ee
a1
|a+ a1|k |b+ a1|ℓ |c+ a1|m
,
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|a+ a1|k |b+ a1|ℓ |c+ a1|m
}
,
gde su A,B,C,D definisani ranije.
Neka je −
√
2 < a < −1, c ≤ b ≤ a. Ovaj uslov znaqi da je funkcija
f analitiqka unutar eliptiqke konture Eρmax , gde je ρmax = 1 +
√
2.
Klasiqnu ocenu grexke je u ovom sluqaju nemogue sprovesti, s
obzirom na to da je vrlo komplikovano izraziti izvode f (2n)(t) za
vee vrednosti n. Ali zato moemo sprovesti ocenu (2.27) baziranu
na rezultatima teorema 2.1 i 2.2.
Ocena grexke (2.27) je validna za integrande analitiqke u
okolini intervala integracije i moe se uporediti sa drugim oce-
nama grexke izvedenim za istu klasu integranada. Postoji neko-
liko klasiqnih ocena grexke za Gauss-ove kvadraturne formule
za analitiqke funkcije (videti teoremu 4 u [78] ili teoremu 1
u [81]), gde je kontura Γ elipsa Eρ data sa (2.2). Takoe uzi-
mamo u obzir ocenu grexke datu u [55], gde je kontura Γ kruni-
ca Cr = {z ∈ C : |z| = r} (r > 1). Dakle, ocena grexke r̂n(f)
(|Rn(f)| ≤ r̂n(f)) za Gauss-ovu kvadraturnu formulu (2.1) u odno-
su na teinsku funkciju (2.6), za dati integrand f , moe biti data











|a+ a1|k |b+ a1|ℓ |c+ a1|m
}
,











|a+ a1|k |b+ a1|ℓ |c+ a1|m
}
,











|a+ r|k |b+ r|ℓ |c+ r|m
}
,










(β − 2α)τ2 + 2δτ + β
]
,




Posmatrajmo integrand f u specijalnom sluqaju k = 1, ℓ = 5,m =
10 i
a = −1.40833333333333, b = −1.89285714285714, c = −2.40869565217391,















1.02 1.10(−20) 1.05(−20) 5.99(−21) 5.12(−21)
1.03 1.09(−20) 1.04(−20) 5.82(−21) 4.98(−21)
1.05 1.07(−20) 1.02(−20) 5.52(−21) 4.72(−21)
1.08 1.04(−20) 9.94(−21) 5.10(−21) 4.36(−21)
1.2 9.33(−21) 8.95(−21) 3.92(−21) 3.26(−21)
1.5 7.46(−21) 7.16(−21) 2.14(−21) 2.07(−21)
1.7 6.59(−21) 6.32(−21) 1.57(−21) 1.70(−21)
1.8 6.22(−21) 5.96(−21) 1.37(−21) 1.56(−21)
1.9 5.89(−21) 5.65(−21) 1.20(−21) 1.42(−21)




35 (f), r35(f) za α = 1 i








1.1, 0.05 3.28(−6) 3.25(−6) 1.47(−6) 1.51(−6)
1.3, 0.2 2.78(−6) 2.75(−6) 7.60(−7) 1.20(−6)
1.4, 0.38 2.58(−6) 2.55(−6) 5.17(−7) 1.31(−6)
1.9, 0.85 1.90(−6) 1.88(−6) 1.93(−7) 9.27(−7)
1.6, 0.5 2.26(−6) 2.23(−6) 3.49(−7) 1.01(−6)
2.01, 1 1.80(−7) 1.78(−7) 1.59(−7) 9.33(−7)
2.1, 1 1.80(−6) 1.78(−6) 1.48(−7) 7.74(−7)
3.1, 2 1.17(−6) 1.15(−6) 5.12(−8) 4.98(−7)
9, 7 4.01(−7) 3.97(−7) 4.79(−9) 6.80(−8)




15 (f), r15(f) za α = 1 i









1.1, 0.05 1.03(−20) 9.87(−21) 4.43(−21) 4.54(−21)
1.3, 0.2 8.70(−21) 8.35(−21) 2.36(−21) 3.63(−21)
1.4, 0.38 8.07(−21) 7.75(−21) 1.63(−21) 3.88(−21)
1.9, 0.85 5.95(−21) 5.71(−21) 6.27(−22) 2.71(−21)
1.6, 0.5 7.07(−21) 6.78(−21) 1.11(−21) 3.00(−21)
2.01, 1 5.62(−21) 5.40(−21) 5.19(−22) 2.70(−21)
2.1, 1 5.62(−21) 5.4(−21) 4.82(−22) 2.27(−21)
3.1, 2 3.65(−21) 3.50(−21) 1.70(−22) 1.43(−21)
9, 7 1.26(−21) 1.21(−21) 1.61(−23) 1.96(−22)




35 (f), r35(f) za α = 1 i








1.1, 0.05 8.70(−10) 7.08(−10) 1.18(−9) 3.29(−10)
1.3, 0.2 7.36(−10) 6.00(−10) 7.62(−10) 2.52(−10)
1.4, 0.38 6.83(−10) 5.56(−10) 5.99(−10) 2.37(−10)
1.9, 0.85 5.04(−10) 4.10(−10) 2.81(−10) 1.45(−10)
1.6, 0.5 5.98(−10) 4.87(−10) 1.40(−10) 1.85(−10)
2.01, 1 4.76(−10) 3.88(−10) 2.43(−10) 1.35(−10)
2.1, 1 4.56(−10) 3.71(−10) 2.25(−10) 1.21(−10)
3.1, 2 3.08(−10) 2.51(−10) 9.13(−11) 6.34(−11)
9, 7 1.06(−10) 8.64(−11) 9.65(−12) 8.25(−12)




9 (f̄), r9(f̄) za α = 1 i
neke β, δ (0 < α < β, 0 < δ < β − α)
Rezultati pokazuju efiktivnost ocene (2.27). Za α = 1 i neke
vrednosti β, δ dobijeni reultati su prikazani u tabelama 2.4, 2.5,
2.6 (brojevi u zagradama oznaqavaju decimalne eksponente).
Konaqno, razmotrimo numeriqko izraqunavaǌe integrala (2.26)
kada je
f(t) = f̄(t) = ecos t.
Funkcija f̄(z) = ecos z je cela i lako se vidi da je
max
z∈Cr
|ecos z| = ecosh(r) i max
z∈Eρ
|ecos z| = ecosh(b1), b1 = 12 (ρ− ρ
−1).





9 (f̄), r9(f̄) su prikazane u tabeli 2.7.
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2.2. Ocena grexke Gauss-ove kvadraturne
formule sa prvom Bernstein-Szegő-ovom
teinskom funkcijom
2.2.1. Maksimum modula jezgra Gauss-ove kvadraturne formule
sa prvom Bernstein-Szegő-ovom teinskom funkcijom
Za teinsku funkciju (2.7), odgovarajui (moniqni) ortogonalni















, n ≥ 2,
gde je sa Tn oznaqen Chebyshev-ǉev polinom prve vrste, dat sa
Tn(cos θ) = cosnθ, n ∈ N0.


























β + 2δξ + (β − 2α)ξ2
)








β(β − 2α)t2 + 2δ(β − α)t+ α2 + δ2
dt.
Mnoei razlagaǌe (2.12) sa 2n−1πn(t)(1−t2)−1/2 (gde su koeficijen-





















(β − 2α)t2 + 2δ(β − α)t+ α2 + δ2
dt.
33
Drugi integral u posledǌoj jednakosti je jednak nuli za n ≥ 2,
odakle se formula (2.31) lako izvodi.























































2π(β − α+ δξ)







(β − 2α)t2 + 2δ(β − α)t+ α2 + δ2
dt
= A1
2π(β − α+ δξ)








β + 2δξ + (β − 2α)ξ2
)
ξ(ξ − ξ−1) ((β − α)(ξ + ξ−1) + 2δ)
× 1
[β(β − 2α)(ξ + ξ−1)2 + 4δ(β − α)(ξ + ξ−1) + 4(α2 + δ2)]
.








gde su a, b, c dati sa (2.15) i
(2.33)
d =
∣∣β(ξn + ξ−n) + 2δ(ξn−1 + ξ−(n−1)) + (β − 2α)(ξn−2 + ξ−(n−2))∣∣2
= 2β2(a2n + cos 2nθ) + 8δ
2(a2n−2 + cos(2n− 2)θ)
+2(β − 2α)2(a2n−4 + cos(2n− 4)θ) + 8βδ(a2n−1 cos θ
+a1 cos(2n− 1)θ)
+4β(β − 2α)(a2n−2 cos 2θ + a2 cos(2n− 2)θ)
+8δ(β − 2α)(a2n−3 cos θ + a1 cos(2n− 3)θ),









∣∣(β − α)(ξ + ξ−1) + 2δ∣∣2
= 2(β − α)2(a2 + cos 2θ) + 8δ(β − α)a1 cos θ + 4δ2.
Kada je δ ̸= 0, numeriqki eksperimenti su pokazali da postoji
ρ∗ = ρ∗n = ρ
∗(n, α, β, δ) > 1 takvo da |Kn(z)| svoju maksimalnu vrednost
dostie na realnoj osi, taqnije na negativnom delu realne ose za
δ > 0 i na pozitivnom delu realne ose za δ < 0, za svako ρ ≥ ρ∗.
Dokazaemo sledeu teoremu.
Teorema 2.3. Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa
teinskom funkcijom (2.7), 0 < α < β, β ̸= 2α, 0 < |δ| < β−α, postoji
ρ∗ ∈ (1,+∞) (ρ∗ = ρ∗n = ρ∗(n, α, β, δ)) takvo da za svako ρ ≥ ρ∗ moduo
jezgra |Kn,α,β,δ(z)| dostie svoju maksimalnu vrednost na negativnom
delu realne ose (θ = π) ako je δ > 0 i na pozitivnom delu realne ose












za δ < 0.
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Dokaz. Ako je n > 1, treba pokazati da postoji dovoǉno veliko
ρ∗ takvo da za svako ρ > ρ∗, θ ∈ [0, π], δ > 0 (δ < 0), gde α, β, δ zado-







gde su A,B,C,D vrednosti izraza a, b, c, d za θ = π (θ = 0).
Pretpostavimo prvo da je δ > 0. Uvedimo ponovo oznake A1 =
a − A, B1 = b − B, C1 = c − C, D1 = d − D. Ve smo dokazali da za






Dokazaemo da vai i
1





C1D + CD1 + C1D1 ≥ 0 .
Za θ = π A,B,C su nam dati sa (2.18), dok je
D = 2β2(a2n + 1) + 8δ
2(a2n−2 + 1) + 2(β − 2α)2(a2n−4 + 1)
+βδ(−a2n−1 − a1) + 4β(β − 2α)(a2n−2 + a2)
+8δ(β − 2α)(−a2n−3 − a1).
Daǉe,



















a A1, B1, C1 su dati sa (2.19). Qlan sa najveim stepenom od ρ u




16βδ sin2 θ cos2 θ2
)
· ρ2n−1, tako da je qlan sa najveim






Sluqaj δ < 0, θ = 0, se svodi na prethodni uz pomo supstitucije
δ := −δ, θ := θ − π, s obzirom na to da vai∣∣∣∣Kn,α,β,δ (12 (ρeiθ + ρ−1e−iθ)
)∣∣∣∣ = ∣∣∣∣Kn,α,β,−δ (12 (ρei(θ−π) + ρ−1e−i(θ−π))
)∣∣∣∣
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Ovim je deo dokaza za n > 1 kompletiran. Odgovarajui deo dokaza
koji se tiqe podsluqaja n = 1 e biti izostavǉen s obzirom na to
da nema praktiqnu vanost. 2
Na isti naqin kao i u sluqaju druge teine uveravamo se da se
dati problem za proizvoǉne α, β, δ moe svesti na sluqaj 1, β1, δ1 za
β1 = β/α i δ1 = δ/α.
Sada, na osnovu rezultata iz rada Spalevia, Prania i Pejqe-
va [68] moemo formulisati sledeu teoremu.
Teorema 2.4. Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa
teinskom funkcijom (2.7), 0 < α < β, β > 2α, δ = 0, postoji ρ∗ ∈
(1,+∞) (ρ∗ = ρ∗n = ρ∗(n, α, β)) takvo da za svako ρ ≥ ρ∗ moduo jezgra
|Kn,α,β,0(z)| svoj maksimum dostie:







1) β < 3α, n = 2,
2) β < 4α, n ≥ 3,
3) β = 4α, n ≥ 5;







1) β > 2α, n = 1,
2) β > 3α, n = 2,
3) β > 4α, n ≥ 3,
4) β = 4α, n = 3, 4;




∣∣∣∣Kn,α,β,0( 12√2(ρ+ ρ−1) + i2√2(ρ− ρ−1)
)∣∣∣∣
=
∣∣∣∣Kn,α,β,0(− 12√2(ρ+ ρ−1) + i2√2(ρ− ρ−1)
)∣∣∣∣ ,
ako je β = 3α, n = 2.
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U sluqaju β < 2α, δ = 0 takoe moemo formulisati odgovara-
jue tvreǌe. Naime, vai sledea teorema.
Teorema 2.5. Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa
teinskom funkcijom (2.7), 0 < α < β < 2α, δ = 0, postoji ρ∗ ∈
(1,+∞) (ρ∗ = ρ∗n = ρ∗(n, α, β, 0)) takvo da za svako ρ ≥ ρ∗ moduo jezgra
|Kn,α,β,0(z)| svoju maksimalnu vrednost dostie na negativnom delu













gde a, b, c, d ve imamo izraqunatim a A,B,C,D su ǌihove vrednosti
za θ = π.












A1B ≤ AB1, C1D + CD1 + C1D1 ≥ 0,
kad je ρ dovoǉno veliko e ponovo vaiti za A,B,C date sa (2.21),
D = 2β2(a2n + 1) + 2(β − 2α)2(a2n−4 + 1) + 4β(β − 2α)(a2n−2 + a2)
i A1 = a−A, B1 = B − b, C1 = c− C date sa (2.22), dok je
D1 = −4β2 sin2 nθ − 4(β − 2α)2 sin2(n− 2)θ
−8β(β − 2α)(a2n−2 sin2 θ + a2 sin2(n− 1)θ).
Qlan sa najveim stepenom od ρ u A1B je
Hl = (4β




β(β − 2α) + 2α2
]
β(2α− β)3 sin2 θ) · ρ6.
Nejednakost Hl < Hr je ekvivalentna sa β2 < 2(β(β − 2α) + 2α2),
odnosno sa β2 < β2 + (2α− β)2, xto jeste taqno.
Qlan sa najveim stepenom od ρ u C1D je jednak (2β2 sin2 θ) · ρ2n,
u CD1 je jednak (2β(2α − β) sin2 θ) · ρ2n, dok je najvei stepen od ρ
u C1D1 nii od 2n, tako da je qlan sa najveim stepenom od ρ u
C1D+CD1+C1D1 jednak (4αβ sin2 θ)·ρ2n i oqigledno pozitivan. Ovim
je dokaz kompletiran. 2
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2.2.2. Praktiqno razmatraǌe
Najbitnije je da ρ∗ bude blizu svoje stvarne vrednosti i da ta
vrednost bude blizu 1. Na osnovu rezultata dobijenih u radu [69],
izvodimo zakǉuqak da za δ = 0, ako je 2α < β, ρ∗ moe biti blizu
1. Kada je δ = 0 i 2α > β, numeriqki eksperimenti pokazuju da je ρ∗
uvek blizu 1. Numeriqki eksperimenti su takoe potvrdili da je
za δ ̸= 0, ako je 2α > β, ρ∗ uvek 1, a ako je 2α < β, jedini globalni
sluqaj kad ρ∗ nije daleko od 1 jeste kad je |δ|/(β − α) blizu 1.
1. Prvo razmatramo sluqaj δ = 0, 2α > β. Ako oznaqimo sin2 θ = x,
imamo
A1 = −4β(β − 2α)ρ2x,
C1 = 2x,
B1 = −4β2(β − 2α)2 · 4x(1− x)− 8
[
2β(β − 2α) + 4α2
]
×β(β − 2α)a2x.
Koristei prvu od nejednakosti (2.24) i qiǌenicu da je
sin2 (n− 1)θ ≥ 0, dobijamo
D1 ≥ −4β2n2 sin2 θ − 4(β − 2α)2(n− 2)2 sin2 θ
+8β(2α− β)a2n−2 sin2 θ
= −4β2n2x− 4(β − 2α)2(n− 2)2x+ 8β(2α− β)a2n−2x.
Daǉe je
AB1 −A1B = x
(
−4β(2α− β)ρ2B − 16β2(2α− β)2A(1− x)
+ 8
[





Ovaj izraz je nenegativan na [0, 1] ako i samo ako je izraz u
velikim zagradama nenegativan na istom intervalu. Taj izraz
je linearna funkcija po x sa pozitivnim koeficijentom pravca,
tj.
f(x) = kx+ n,
gde je k = 16β2(β − 2α)2A ≥ 0. Dakle, f(x) ≥ 0 za x ∈ [0, 1] ako
i samo ako vai f(0) ≥ 0. Izraz za f(0) se moe predstaviti u
obliku




xto je oqigledno pozitivno.
Daǉe,
C1D1 + CD1 + C1D ≥ x
[{
−4β2n2 − 4(β − 2α)2(n− 2)2
+ 8β(2α− β)a2n−2} (a2 + 2x− 1) + 2D] = xg(x).
Ovaj izraz je nenegativan na [0, 1] ako i samo ako je g(x) nenega-
tivno na istom intervalu. Kako je g(x) linearna funkcija, ona
je pozitivna za x ∈ [0, 1] ako i samo ako je g(0) ≥ 0 i g(1) ≥ 0.
Najvei stepen od ρ (ρ2n) je u oba izraza pomnoen pozitivnim
koeficijentom 2β(2α − β) + 2β2, dakle, postojae ρ0 i ρ1 takvi
da je g(0) ≥ 0 za ρ > ρ0 i g(1) ≥ 0 za ρ > ρ1. Kao xto e
se ispostaviti, ponaxaǌe vrednosti ρ∗ = max(ρ0, ρ1) je veoma
zadovoǉavajue sa praktiqne taqke gledixta.
2. Neka je sada δ ̸= 0. Kao xto je ve ranije objaxǌeno, dovoǉno
je analizirati samo sluqaj δ > 0.
Nejednakost (2.35) moe biti data u obliku
(2.36)
I = I(ρ) = A(B +B1)(C1D + CD1 + C1D1) + CD(AB1 −A1B) ≥ 0.
U opxtem sluqaju tretiraemo izraz I, ali emo u pojedinim
sluqajevima biti u mogunosti da odreene korake sprovedemo
na maǌe komplikovan naqin.














1 dati sa (2.23).
(2.a) Neka je 2α > β. Prvo emo kompletno teorijski dokazati
sledee tvreǌe.
Lema 2.6. Deo ab izraza za moduo jezgra (2.32) (u ve
uvedenoj notaciji) dostie svoj maksimum u θ = π za svako
ρ > 1.
Dokaz. Treba dokazati da je za svako ρ > 1 vrednost izraza
A1B −AB1 uvek nepozitivna za θ ∈ [0, π], tj. da je polinom
A′1B−AB′1 uvek nepozitivan na intervalu [0, 1], gde su A′1 i
B′1 prethodno uvedeni polinomi po x. Kako je A ≥ 0, imamo
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A′1B −AB′1 ≤ B
(




−64β2(β − 2α)2x− 256δ2(β − α)2x
+ 8
(
2β(β − 2α) + 4(α2 + δ2)
)
× (−4β(β − 2α)a2x+ 4δ(β − α)a1)
+ 32βδ(β − α)(β − 2α)
(
a3 + a1(1− 4x)2
)]
.
Desna strana posledǌe nejednakosti je kvadratni trinom
po x. Oznaqimo ga f(x). ǋegov vodei koeficijent je
A · 32βδ(β − α)(2α− β) · 16a1,
xto je strogo pozitivno, dakle funkcija f(x) je konveksna
i stoga na svakom konaqnom intervalu dostie svoj maksi-




−2α+ β(ρ2 + 1)
) (




(2α− β)ρ2 − 2ρδ − β
)2 ≤ 0
jer je
2α− (ρ2 + 1)β < 2α− 2β < 0
i
f(1) = − 8
ρ3
(




2ρ2α− β − ρ2β + 2ρδ
)4 ≤ 0
poxto je
4αρβ − 2δα+ δρ2β − 2ρβ2 + βδ = βδ(ρ2 + 1) + 2βρ(2α− β)
−δ(2α− β) > 2β(2α− β)− δ(2α− β) > (2β − δ)(2α− β) > 0
Ovim je dokaz kompletiran. 2
Jox je preostalo da naemo najmaǌu vrednost ρ poqev
od koje izraz C1D1 + CD1 + C1D postaje uvek pozitivan.
Numeriqki eksperimenti su pokazali da ni ta vrednost
nije daleko od 1, posebno za vrednosti n vee od 50.
Koristei (2.24), dobijamo:
D1 ≥ −4β2n2 sin2 θ − 16δ2(n− 1)2 sin2 θ
−4(β − 2α)2(n− 2)2 sin2 θ
+16βδa2n−1 cos
2 θ










−16β2n2x− 64δ2(n− 1)2x− 16(β − 2α)2(n− 2)2x
+ 16βδa2n−1 − 32β(β − 2α)a2n−2x
+ 16δ(β − 2α)
(




Ovo znaqi da je pozitivnost polinoma
p(x) = C ′1D
′
1(1− x) + C ′1D + CD′1
na intervalu [0, 1] dovoǉan uslov za pozitivnost izraza
C1D1 + CD1 + C1D. Polinom p(x) je treeg stepena.
Postupamo na isti naqin na koji smo postupili u
situaciji poput one u odgovarajuoj sekciji koja se ticala
druge Bernstein-Szegő-ove teine. Polinom
p(x) = α3x
3 + α2x
2 + α1x+ α0
je nenegativan na [0, 1] ako i samo ako je
P1(x) = x
3P (1/x) = α0x
3 + α1x
2 + α2x+ α3
nenegativan na [1,∞), xto vai ako i samo ako je
P2(x) = P1(x+ 1) = β3x
3 + β2x
2 + β1x+ β0
nenegativan na [0,∞). Koeficijenti polinoma P2(x) zavise
α0, α1, α2, α3 na sledei naqin
β3 = α0,
β2 = 3α0 + α1,
β1 = 3α0 + 2α1 + α2,
β0 = α0 + α1 + α2 + α3.
Nenegativnost β-koeficijenata je dovoǉan uslov za nene-







1(x) slobodan qlan sadri
ρ stepenovano na najvei stepen (svi ostali ǌihovi koe-
ficijenti sadre ρ stepenovano na strogo maǌe stepene),
pa je najvei stepen od ρ u α0 strogo vixi nego u svim os-
talim α-koeficijentima (ako ih tretiramo kao polinome
po ρ) podeǉene prirodnim stepenom od ρ. Koeficijent ko-
jim je pomnoen qlan sa najveim stepenom od ρ u ko-
eficijentu α0 iznosi 4βδ, a samim tim e i u svim β-
koeficijentima iznositi 4βδ ili 12βδ. Ta vrednost je po-
zitivna, xto znaqi da postoje vrednosti ρi, i ∈ {0, 1, 2, 3},
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takve da za ρ > ρi vai βi ≥ 0. Kao xto e se ispostaviti,
vrednost
ρ∗ = max{ρ0, ρ1, ρ2, ρ3}
je vrlo bliska broju 1.
(2.b) U sluqaju 2α < β, δ > 0 tretiraemo kompletan izraz
(2.36). Lako se moemo uveriti da je J(ρ) = ρ2n+5I(ρ) poli-
nom po ρ stepena 4n+14, qiji su koeficijenti trigonomet-






Ako elimo da dokaemo da je dati polinom J nenegativan






za neke koeficijente β0, β1, ..., β4n+14, koji su takoe trigono-
metrijske funkcije od θ. Dovoǉno je dokazati da su ove
funkcije nenegativne na intervalu [0, π].
β-koeficijenti se mogu izraziti preko α-koeficijenata
uz pomo binomne formule, ali to su veoma dugaqki
izrazi, pa je praktiqnije izraqunati ih korak po korak
uz pomo Horner-ove xeme.
Metod koji emo koristiti u sluqaju 2α < β, δ ̸= 0
se, dakle, zasniva na nalaeǌu najmaǌeg ρ′ takvog da kada
polinom J(ρ) napixemo kao polinom po ρ−ρ′, svi ǌegovi ko-
eficijenti budu nenegativni. Naena vrednost ρ′ e biti
traeno ρ∗. Numeriqki rezultati potvruju da ovakav
metod daje vrlo precizne rezultate u sluqaju 2α < β, δ ̸= 0,
ali ne i u prethodnim sluqajevima, dakle, mogli smo ga
koristiti samo u ovom sluqaju.
2.2.3. Numeriqki rezultati
Za neke n, α, β, δ, odgovarajue vrednosti ρ∗ su prikazane u
tabelama 2.8, 2.9 i 2.10. Pored svake vrednosti ρ∗ data je odgovara-
jua minimalna eksperimentalno naena vrednost ρ, nazvana ρmin,
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poqev od koje moduo jezgra poqiǌe da dostie maksimum u θ = π.
Vidimo da su te dve vrednosti zaista vrlo blizu jedna drugoj, kao
i da se preciznost poveava sa rastom broja n. Dobijeno je da je
ρmin = 1.001 kad god je 2α > β, tako da u tabelama 2.8 i 2.9 ne postoji
kolona nameǌena vrednosti ρmin.
(n, β/α) ρ∗ (n, β/α) ρ∗ (n, β/α) ρ∗
(10, 1.99) 1.355 (10, 1.7) 1.342 (30, 1.3) 1.138
(30, 1.99) 1.147 (30, 1.7) 1.143 (200, 1.3) 1.029
(100, 1.99) 1.055 (100, 1.7) 1.054 (30, 1.1) 1.137
(200, 1.99) 1.031 (200, 1.7) 1.030 (200, 1.04) 1.029
(10, 1.9) 1.351 (10, 1.5) 1.334 (10, 1.01) 1.323
(30, 1.9) 1.146 (30, 1.5) 1.140 (30, 1.01) 1.137
(100, 1.9) 1.054 (100, 1.5) 1.053 (100, 1.01) 1.052
(200, 1.9) 1.031 (200, 1.5) 1.030 (200, 1.01) 1.029
Tabela 2.8: Vrednosti ρ∗ za neke 1 < β/α < 2, δ = 0
(n, β/α, δ/α) ρ∗ (n, β/α, δ/α) ρ∗ (n, β, δ) ρ∗
(10, 1.99, 0.98) 1.408 (10, 1.8, 0.65) 1.394 (10, 1.4, 0.35) 1.367
(30, 1.99, 0.98) 1.162 (30, 1.8, 0.65) 1.157 (30, 1.4, 0.35) 1.152
(100, 1.99, 0.98) 1.059 (100, 1.8, 0.65) 1.057 (100, 1.4, 0.35) 1.057
(200, 1.99, 0.98) 1.033 (10, 1.8, 0.45) 1.388 (200, 1.4, 0.35) 1.032
(10, 1.99, 0.7) 1.404 (100, 1.8, 0.45) 1.057 (10, 1.4, 0.15) 1.359
(30, 1.99, 0.7) 1.161 (200, 1.8, 0.45) 1.032 (100, 1.4, 0.15) 1.057
(200, 1.99, 0.7) 1.033 (10, 1.8, 0.1) 1.380 (10, 1.02, 0.01) 1.446
(100, 1.9, 0.3) 1.058 (30, 1.8, 0.1) 1.153 (30, 1.02, 0.01) 1.183
(10, 1.9, 0.05) 1.390 (100, 1.8, 0.1) 1.056 (100, 1.02, 0.01) 1.068
(30, 1.9, 0.05) 1.160 (200, 1.8, 0.1) 1.032 (200, 1.02, 0.01) 1.038
(100, 1.9, 0.05) 1.057 (10, 1.6, 0.3) 1.372 (10, 1.5, 0.05) 1.353
(200, 1.9, 0.05) 1.033 (100, 1.6, 0.3) 1.055 (100, 1.5, 0.05) 1.055
Tabela 2.9: Vrednosti ρ∗ za neke 1 < β/α < 2, 0 < δ < β − α








β(β − 2α) t2 + 2δ(β − α) t+ α2 + δ2
dt
za
f(t) = f0(t) = e
t2 .
Pod uslovom da je f analitiqka u unutraxǌosti Eρmax , iz (2.5)
dobijamo ocenu za grexku datu sa (2.27), (2.28), gde je ρ∗n defi-
nisano teoremom 2.3 ili teoremom 2.5. Funkcija f0(z) = ez
2
je cela
(analitiqka u celoj kompleksnoj ravni), dakle ρmax = +∞. Takoe,
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(n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ∗, ρmin
(10, 8, 3) 1.155, 1.083 (10, 50, 40) 1.212, 1.212 (10, 500, 300) 1.547, 1.546
(30, 8, 3) 1.155, 1.001 (30, 50, 40) 1.185, 1.183 (30, 500, 300) 1.547, 1.546
(100, 8, 3) 1.154, 1.001 (100, 50, 40) 1.185, 1.183 (100, 500, 300) 1.547, 1.546
(10, 10, 5) 1.118, 1.072 (10, 50, 47) 1.116, 1.116 (10, 500, 480) 1.164, 1.164
(30, 10, 5) 1.118, 1.001 (30, 50, 47) 1.059, 1.038 (30, 500, 480) 1.090, 1.088
(100, 10, 5) 1.116, 1.001 (100, 50, 47) 1.051, 1.007 (100, 500, 480) 1.089, 1.087
(10, 12, 7) 1.124, 1.124 (10, 100, 40) 2.064, 2.064 (10, 1000, 500) 1.782, 1.782
(30, 12, 7) 1.096, 1.001 (30, 100, 40) 2.064, 2.064 (30, 500, 300) 1.782, 1.782
(100, 12, 7) 1.095, 1.001 (100, 100, 40) 2.064, 2.064 (100, 1000, 500) 1.782, 1.782
(10, 20, 12) 1.281, 1.279 (10, 100, 70) 1.349, 1.349 (10, 1000, 900) 1.168, 1.168
(30, 20, 12) 1.268, 1.266 (30, 100, 70) 1.348, 1.348 (30, 1000, 900) 1.161, 1.159
(100, 20, 12) 1.268, 1.266 (100, 100, 70) 1.348, 1.349 (100, 1000, 900) 1.161, 1.159
(10, 20, 18) 1.061, 1.001 (10, 100, 96) 1.144, 1.140 (10, 1000, 975) 1.157, 1.147
(30, 20, 18) 1.059, 1.001 (30, 100, 96) 1.065, 1.052 (30, 1000, 975) 1.089, 1.071
(100, 20, 18) 1.059, 1.001 (100, 100, 96) 1.064, 1.049 (100, 1000, 975) 1.087, 1.069
Tabela 2.10: Vrednosti ρ∗, ρmin za neke β/α > 2, 0 < δ < β − α
lako se vidi da je
max
z∈Eρ
∣∣∣ez2 ∣∣∣ = ea21 , a1 = 1
2
(ρ+ ρ−1).




























gde su A,B,C,D definisani teoremama 2.3 i 2.5.














gde je µ0 = π
β−α
α[(β−α)2−δ2] . Za ocenu Stenger-a je teorijski dokazano
(kao xto se moe i primetiti u rezultatima ovakvog tipa datim
u prethodnom odeǉku) da je u sluqaju bilo koje Bernstein-Szegő-ove
teine slabija od ocene von Sidow-a, te je vixe neemo pomiǌati.
Notaris-ova ocena (videti [55], jedn. (3.28)) glasi
r̂n(f) = r̂
(Not)









gde su izrazi X i Y dati sa
45
X = 8πτ2n,
Y = [(β − 2α)τ2 + 2δτ + β] · [β(1 + τ2n) + 2δτ(1 + τ2n−2)
+(β − 2α)τ2(1 + τ2n−4)] ·
√
r2 − 1,
τ = r −
√
r2 − 1.
Za α = 1 i neke vrednosti β, δ, dobijene vrednosti r̂(Syd)55 (f0),
r̂
(Not)
55 (f0), r55(f0) su izloene u Tabeli 2.11. Kolona Error se odnosi





55 (f0) r55(f0) Error
1.01, 0 2.55(−57) 5.10(−59) 5.06(−59) 3.38(−60)
1.1, 0 2.55(−58) 4.29(−59) 4.26(−59) 2.84(−60)
1.3, 0 8.49(−59) 3.06(−59) 3.04(−59) 2.03(−60)
1.5, 0 5.09(−59) 2.29(−59) 2.28(−59) 1.52(−60)
1.6, 0 4.25(−59) 2.01(−59) 2.00(−59) 1.33(−60)
1.8, 0 3.18(−59) 1.57(−59) 1.57(−59) 1.05(−60)
1.9, 0 2.83(−59) 1.42(−59) 1.41(−59) 9.43(−61)
1.99, 0 2.57(−59) 1.30(−59) 1.29(−59) 8.59(−61)
1.1, 0.05 3.40(−58) 4.22(−59) 4.33(−59) 2.84(−60)
1.3, 0.2 1.53(−58) 2.91(−59) 3.20(−59) 2.03(−60)
1.4, 0.15 7.41(−59) 2.54(−59) 2.71(−59) 1.75(−60)
1.4, 0.38 6.53(−58) 2.41(−59) 2.87(−59) 1.76(−60)
1.52, 0.1 5.09(−59) 2.18(−59) 2.27(−59) 1.48(−60)
1.6, 0.3 5.66(−59) 1.89(−59) 2.13(−59) 1.34(−60)
1.7, 0.2 3.96(−59) 1.71(−59) 1.84(−59) 1.18(−60)
1.9, 0.65 5.92(−59) 1.27(−59) 1.59(−59) 9.52(−61)
1.95, 0.12 2.72(−59) 1.32(−59) 1.37(−59) 8.95(−61)
2.1, 0.5 2.92(−59) 1.07(−59) 1.25(−59) 7.75(−61)
3, 1 1.70(−59) 5.09(−60) 6.32(−60) 3.80(−61)
4.1, 0.2 8.25(−60) 2.98(−60) 3.06(−60) 2.01(−61)
10, 4 3.53(−60) 4.45(−61) 5.79(−61) 3.41(−62)
30, 10 9.97(−61) 5.04(−62) 6.27(−62) 3.77(−63)
30, 18 1.43(−60) 4.64(−62) 6.91(−62) 3.84(−63)
100, 40 3.07(−61) 4.44(−63) 5.77(−63) 3.40(−64)
100, 70 5.15(−61) 4.05(−63) 6.45(−63) 3.50(−64)
100, 95 3.25(−60) 3.76(−63) 7.11(−63) 3.62(−64)
Tabela 2.11: Vrednosti r̂(Syd)55 (f0), r̂
(Not)
55 (f0), r55(f0), Error za α = 1 i
neke β, δ
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2.3. Ocena grexke Gauss-ove kvadraturne
formule sa treom Bernstein-Szegő-ovom
teinskom funkcijom
2.3.1. Maksimum modula jezgra Gauss-ove kvadraturne formule
sa treom Bernstein-Szegő-ovom teinskom funkcijom
U sluqaju teinske funkcije (2.8), odgovarajui moniqni ortog-















, n ≥ 1,




, n ∈ N0.












2 cos(n+ 12 )θ cos
θ
2









β(ξn+1 − ξ−n) + 2δ(ξn − ξ−(n−1)) + (β − 2α)(ξn−1 − ξ−(n−2))
×8π
ξn
· (ξ + 1)(β + 2δξ + (β − 2α)ξ
2)
(ξ − 1)(β(β − 2α)(ξ + ξ−1)2 + 4δ(β − α)(ξ + ξ−1) + 4(α2 + δ2))
.










β(β − 2α)t2 + 2δ(β − α)t+ α2 + δ2
dt, n ∈ N.
Mnoeǌem (2.12) sa 2nπn(t)
√
1+t
1−t , koristei (2.38), integracijom na
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(β − 2α)t2 + 2δ(β − α)t+ α2 + δ2
dt.



















+ 2δ(β − α) ξ+ξ−12 + α2 + δ2
,
odakle formula (2.39) lako sledi. Sluqaj n = 1 ne razmatramo.
Notaciju (2.14), naravno, koristimo i ovde. Koristei (2.39),







gde su a i b dati u (2.15), dok su c, d, z dati sa:
|ξ − 1| =
√
2ρ (a1 − cos θ)1/2 =
√





2β2(a2n+1 + cos(2n+ 1)θ) + 8δ
2(a2n−1 + cos(2n− 1)θ)
+ 2(β − 2α)2(a2n−3 + cos(2n− 3)θ) + 8βδ(a2n cos θ + a1 cos 2nθ)
+ 4β(β − 2α)(a2n−1 cos 2θ + a2 cos(2n− 1)θ)
+8δ(β − 2α)(a2n−2 cos θ + a1 cos(2n− 2)θ)]1/2 =
√
ρd,
|ξ + 1| =
√




Eksperimenti ukazuju da postoji ρ∗ = ρ∗n = ρ
∗(n, α, β, δ) > 1 takvo
da za svako ρ ≥ ρ∗ |Kn(z)| svoj maksimum dostie na realnoj osi,
odnosno, na pozitivnom delu realne ose kad je δ < β/2 i na ne-
gativnom delu realne ose kad je δ > β/2. Odgovarajue tvreǌe
precizno formulixemo kroz sledeu teoremu.
Teorema 2.7. Za Gauss-ovu kvadraturnu formulu (2.1), n ∈ N, sa
teinskom funkcijom (2.8), 0 < α < β, β ̸= 2α, |δ| < β − α, postoji
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ρ∗ ∈ (1,+∞) (ρ∗ = ρ∗n = ρ∗(n, α, β, δ)) takvo da za svako ρ ≥ ρ∗ moduo
jezgra |Kn,α,β,δ(z)| dostie svoj maksimum na pozitivnom delu realne
ose (θ = 0) ako je δ < β/2 i na ǌenom negativnom delu (θ = π) ako je



















(A,B,C,D,Z su vrednosti a, b, c, d, z za θ = 0, odnosno θ = π), koja
dokazujemo da e vaiti za svako ρ vee od nekog ρ∗, θ ∈ [0, π], δ <
β/2, odnosno δ > β/2, pri qemu α, β, δ zadovoǉavaju uslove navedene
u teoremi, ekvivalentna je sa:
(2.42)
I = ZA(C + C1)B1D + ZA(C + C1)(B +B1)D1 +ABD(ZC1 − Z1C)
−BCDA1(Z + Z1) ≥ 0,
gde smo standardno uveli oznake A1 = a− A, B1 = b− B, C1 = c− C,
D1 = d−D, Z1 = z − Z.
1. Pretpostavimo prvo da je δ < β/2. Za θ = 0, imamo
A = β2 + 4δ2ρ2 + (β − 2α)2ρ4 + 4ρδ(ρ2(β − 2α) + β)
+2β(β − 2α)ρ2,
B = 2β2(β − 2α)2(a4 + 1) + 32δ2(β − α)2(a2 + 1)
+(2β(β − 2α) + 4(α2 + δ2))2
+4(2β(β − 2α) + 4(α2 + δ2))(β(β − 2α)a2 + 4δ(β − α)a1)
+16βδ(β − α)(β − 2α)(a3 + a1),
C = a1 − 1,
D = 2β2(a2n+1 + 1) + 8δ
2(a2n−1 + 1) + 2(β − 2α)2(a2n−3 + 1)
+8βδ(a2n + a1) + 4β(β − 2α)(a2n−1 + a2)
+8δ(β − 2α)(a2n−2 + a1),
Z = a1 + 1.
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Daǉe, izraavamo A1, B1, C1, D1, Z1:









B1 = −4β2(β − 2α)2 sin2 −2θ − 64δ2(β − α)2 sin2 θ − 8(2β(β − 2α)
+4(α2 + δ2))
(
β(β − 2α)a2 sin2 θ + 4δ(β − α)a1 sin2 θ2
)










−64β2(β − 2α)2 cos2 θ2
(
2 cos2 θ2 − 1
)2




β(β − 2α)a2 cos2 θ2 + δ(β − α)a1
)
















D1 = −4β2 sin2 (2n+1)θ2 − 16δ
2 sin2 (2n−1)θ2



























U izrazu (2.42) ocene opet sprovodimo uz pomo nejednakosti
(2.24).
(1.a) Pretpostavimo prvo da je β < 2α.
Za δ ≥ 0, imamo
D1 ≥ −4β2(2n+ 1)2 sin2 θ2 − 16δ
2(2n− 1)2 sin2 θ2








−8β(β − 2α)a2n−1 sin2 θ − 16δ(β − 2α)a2n−2 sin2 θ2
= sin2 θ2
(
−4β2(2n+ 1)2 − 16δ2(2n− 1)2





− 32β(β − 2α)a2n−1 cos2 θ2 − 16δ(β − 2α)a2n−2
)
,
dok, u sluqaju δ ≤ 0, izraz D1 odozdo oceǌujemo na sledei
naqin:
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D1 ≥ −4β2(2n+ 1)2 sin2 θ2
−16δ2(2n− 1)2 sin2 θ2 − 4(β − 2α)
2(2n− 3)2 sin2 θ2











−4β2(2n+ 1)2 − 16δ2(2n− 1)2
− 4(β − 2α)2(2n− 3)2 − 16βδa2n
− 32β(β − 2α)a2n−1 cos2 θ2
− 16δ(β − 2α)
(
a2n−2 + 4a1(n− 1)2 cos2 θ2
))
.
(2.b) Pretpostavimo sada da je 2α < β.
U ovom sluqaju, ako je 0 ≤ δ < β/2, imamo
D1 ≥ −4β2(2n+ 1)2 sin2 θ2 − 16δ
2(2n− 1)2 sin2 θ2






















−4β2(2n+ 1)2 − 16δ2(2n− 1)2









2 + a2(2n− 1)
2
)
− 16δ(β − 2α)
(
a2n−2 + 4a1(n− 1)2 cos2 θ2
))
,
dok, za δ ≤ 0, imamo
D1 ≥ −4β2(2n+ 1)2 sin2 θ2 − 16δ
2(2n− 1)2 sin2 θ2






2 θ + a2(2n− 1)2 sin2 θ2
)
−16δ(β − 2α)a2n−2 sin2 θ2
= sin2 θ2
(
−4β2(2n+ 1)2 − 16δ2(2n− 1)2





2 + a2(2n− 1)
2
)
− 16δ(β − 2α)a2n−2) .
2. Xto se tiqe sluqaja u kom treba da dokaemo da se maksimum
modula jezgra dostie u θ = π (δ > β/2), imamo
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C = a1 + 1,
D = 2β2(a2n+1 − 1) + 8δ2(a2n−1 − 1) + 2(β − 2α)2(a2n−3 − 1)
+8βδ(−a2n + a1) + 4β(β − 2α)(a2n−1 − a2)
+8δ(β − 2α)(−a2n−2 + a1),
Z = a1 − 1,
dok su A i B dati sa (2.18). Izrazi A1 i B1 su dati sa (2.19),
dok za C1, D1 i Z1 imamo
A1 = 8ρδ(ρ




8ρδ(ρ2(β − 2α) + β)− 16β(β − 2α)ρ2 sin2 θ2
)
,
B1 = −4β2(β − 2α)2 sin2 2θ − 64δ2(β − α)2 sin2 θ
+8(2β(β − 2α) + 4(α2 + δ2))
×
(
−β(β − 2α)a2 sin2 θ + 4δ(β − α)a1 cos2 θ2
)










−64β2(β − 2α)2 sin2 θ2
(
2 sin2 θ2 − 1
)2




−β(β − 2α)a2 sin2 θ2 + δ(β − α)a1
)




4 sin2 θ2 − 3
)2))
,
C1 = −2 cos2 θ2 ,
D1 = 4β
2 cos2 (2n+1)θ2 + 16δ
2 cos2 (2n−1)θ2



















Z1 = 2 cos
2 θ
2 .
Koristei (kao u sluqaju druge teine) nejednakost (2.25), do-
bijamo sledeu ocenu za D1:
D1 ≥ −8βδ cos (2n+1)θ2 cos
(2n−1)θ




























cos2 θ2 − sin
2 nθ
)
− 8δ(β − 2α)
(














































(2a2n − 1) cos2 θ2 − n








(2a2n−2 − 1) cos2 θ2 − (n− 1)






(2a2n − 1)− 4n2(2a1 − 1) sin2 θ2
)
− 16β(β − 2α)(2a2n−1 − 1) sin2 θ2
+8δ(β − 2α)
(
(2a2n−2 − 1)− 4(n− 1)2(2a1 − 1) sin2 θ2
))
.
U svim ovim sluqajevima smo izraz D1 odozdo ograniqili izra-






2), gde je D
′
1, zapravo, polinom po cos
2 θ
2








1). U izrazu (2.42) D1 se pojavǉuje
samo u sabirku ZA(B +B1)(C +C1)D1, a kako ZA(B +B1)(C +C1) ne
moe biti negativno, dobijamo da je dati izraz vei od ili jednak





















+ABD (ZC ′1 − Z ′1C)−BCDA′1
(






















+ ABD (ZC ′1 − Z ′1C)−BCDA′1
(





U sluqajevima u kojima dokazujemo da moduo jezgra dostie svoj
maksimum u θ = 0, koeficijent uz ρM (M standardno predstavǉa
najvei stepen od ρ u odgovarajuem izrazu (2.43)) jednak je
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H = 12 (β − 2α)





+ 12 (β − 2α)
2 · 122β
2(β − 2α)2 · 12 (−16βδ) ·
1
2
+(β − 2α)2 · 2β2(β − 2α)2 · 122β
2 · 12 · 2
− 122β
2(β − 2α)2 · 12 ·
1
22β
2(−8δ(β − 2α)) · 12
= β3(β − 2α)3 (−4δ(β − α)− 2(β − 2α)δ + 2β(β − 2α) + 2βδ)
= 2(β − 2α)4(β − 2δ),
xto je pozitivno upravo onda kad je δ < β/2. Kad je 2α > β, taj uslov
uvek vai jer je δ < β − α < β/2.
U sluqajevima u kojim dokazujemo da moduo jezgra dostie svoj
maksimum u θ = π, potpuno analogno dobijamo da je odgovarajui
koeficijent uz ρM jednak 2(β−2α)4(2δ−β) xto oqigledno upotpuǌuje
ovaj dokaz. 2
2.3.2. Praktiqno razmatraǌe
Kao i do sada, od praktiqne vanosti su nam sluqajevi u koji-
ma je ρ∗ blizu svojoj stvarnoj vrednosti, a ona xto blie broju 1.
Numeriqke analize su pokazale da sluqaj β > 2α, δ = β/2 nije in-
teresantan sa te taqke gledixta, tako da ga nismo analizirali ni
teorijski.
Ceo problem se za bilo koje α, β, δ na ve ustaǉen naqin moe





















β1(β1 − 2)t2 + 2δ1(β1 − 1)t+ 1 + δ21
dt,
gde je β1 = β/α i δ1 = δ/α.
Sluqaj α = 1, β > 2, δ = 0 je kompletno ispitan u radu [65]
i na osnovu rezultata iz tog rada, sada moemo izvesti zakǉuqak
da za δ = 0, u podsluqaju 2α < β, ρ∗ moe biti blizu 1. To se u
pomenutom radu dogaa onda kada je β/α relativno malo (ne vee do
5), ali metod koji ovde koristimo daje jednako dobre rezultate na
nexto xirem skupu vrednosti β/α. Sprovedene numeriqke analize
pokazuju da je, u sluqaju 2α < β, δ ̸= 0, ρ∗ blizu 1 onda kada je δ
veoma blizu β − α za δ > 0, odnosno kada je δ/(β − α) maǌe od −0.5
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za δ < 0. Pomenuti eksperimenti su takoe pokazali da je u sluqaju
2α > β ρ∗ uvek blizu 1.
Preostaje da se analiziraju izrazi (2.43), odnosno (2.42). Kao
xto je ve reqeno, izraz (2.43) moe biti tretiran kao polinom
J(x), gde je x = cos2 θ2 za β > 2δ i x = sin
2 θ









1(x) su opisani ranije). Jasno je da je stepen
polinoma I jednak 6. Zanima nas kad je ovaj polinom nenegativan
na [0, 1]. Metod koji je u sluqaju prethodne dve teine korixen u
ciǉu dokazivaǌa konstantnosti znaka polinoma na intervalu [0, 1] -
u sluqaju trenutno razmatrane teinske funkcije zahvalno je pri-
meniti u sluqajevima β/α < 2 i β/α > 2, δ > β/2, dok je u sluqaju
β/α > 2, δ < β/2 iskorixen metod koji je prezentovan u sluqaju
β > 2α prve teine (izraz (2.42) je oblika J1(ρ)/ρk za neki poli-
nom J1(ρ) i odreeni prirodan broj k, trai se najmaǌe ρ0 za koje
su svi koeficijenti razvoja polinoma J1(ρ) po ρ − ρ0 nenegativni -
upravo tu vrednost ρ0 uzimamo za ρ∗). Ta metoda je prvi put dala
dobre rezultate u radu u Gautschi-jevoj hipotezi (videti naredno
poglavǉe).
Tabele 2.12, 2.13 i 2.14 potvruju da se u svim pomenutim sluqa-
jevima vrednost ρ∗ dobija vrlo bliska svojoj aktuelnoj vrednosti.
2.3.3. Numeriqki rezultati
Za neke n, α, β, δ, odgovarajue vrednosti ρ∗ su izloene u
tabelama 2.12, 2.13 i 2.14. Pored svake vrednosti ρ∗ opet je data
odgovarajua minimalna eksperimentalno naena vrednost ρ (ρmin)
poqev od koje moduo jezgra poqiǌe da dostie maksimum u odgo-
varajuoj vrednosti ugla θ . Vidimo da su, kao i u odgovarajuim
tabelama koje se odnose na prvu i drugu teinu, dve pomenute vred-
nosti ρ zaista vrlo blizu jedna drugoj, kao i da se preciznost
poveava sa rastom broja n. Praktiqni znaqaj dotiqnih rezultata
je isti kao u prethodna odeǉka.
Sliqno kao i u sluqaju prve teine, raqunali smo r̂(Syd)n , r̂
(Not)
n ,









β(β − 2α) t2 + 2δ(β − α) t+ α2 + δ2
dt,
za nekoliko razliqitih primera funkcije f .
Ocena grexke koja proistiqe iz (2.5) je naravno ponovo data sa
(2.27), (2.28) dok je ρ∗n ovaj put definisano u teoremi 2.7.
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(n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin
(10, 1.01, 0) 1.538, 1.001 (10, 1.1, 0.8) 1.537, 1.001 (10, 1.5,−0.25) 1.429, 1.001
(30, 1.01, 0) 1.225, 1.001 (30, 1.1, 0.08) 1.223, 1.001 (30, 1.5,−0.25) 1.173, 1.001
(100, 1.01, 0) 1.085, 1.001 (100, 1.1, 0.08) 1.084, 1.001 (100, 1.5,−0.25) 1.063, 1.001
(200, 1.01, 0) 1.047, 1.001 (200, 1.1, 0.08) 1.047, 1.001 (200, 1.5,−0.25) 1.035, 1.001
(10, 1.1, 0) 1.515, 1.001 (10, 1.1− 0.03) 1.508, 1.001 (10, 1.7, 0.5) 1.538, 1.001
(30, 1.1, 0) 1.212, 1.001 (30, 1.1,−0.03) 1.208, 1.001 (30, 1.7, 0.5) 1.213, 1.001
(100, 1.1, 0) 1.078, 1.001 (100, 1.1,−0.03) 1.076, 1.001 (100, 1.7, 05) 1.076, 1.001
(200, 1.1, 0) 1.043, 1.001 (200, 1.1,−0.03) 1.042, 1.001 (200, 1.7, 0.5) 1.042, 1.001
(10, 1.35, 0) 1.473, 1.001 (10, 1.3, 0.15) 1.512, 1.001 (10, 1.7,−0.2) 1.422, 1.001
(30, 1.35, 0) 1.191, 1.001 (30, 1.3, 0.15) 1.208, 1.001 (30, 1.7,−0.2) 1.170, 1.001
(100, 1.35, 0) 1.069, 1.001 (100, 1.3, 0.15) 1.076, 1.001 (100, 1.7,−02) 1.062, 1.001
(200, 1.35, 0) 1.038, 1.001 (200, 1.3, 0.15) 1.042, 1.001 (200, 1.7,−0.2) 1.034, 1.001
(10, 1.6, 0) 1.448, 1.001 (10, 1.4,−0.3) 1.433, 1.001 (10, 1.8,−0.75) 1.401, 1.001
(30, 1.6, 0) 1.180, 1.001 (30, 1.4,−0.3) 1.175, 1.001 (30, 1.8,−0.75) 1.162, 1.001
(100, 1.6, 0) 1.065, 1.001 (100, 1.4,−0.3) 1.063, 1.001 (100, 1.8,−0.75) 1.059, 1.001
(200, 1.6, 0) 1.036, 1.001 (200, 1.4,−0.3) 1.035, 1.001 (200, 1.8,−0.75) 1.033, 1.001
(10, 1.85, 0) 1.434, 1.001 (10, 1.4, 0.1) 1.485, 1.001 (10, 1.8, 0.3) 1.480, 1.001
(30, 1.85, 0) 1.174, 1.001 (30, 1.4, 0.1) 1.195, 1.001 (30, 1.8, 0.3) 1.190, 1.001
(100, 1.85, 0) 1.063, 1.001 (100, 1.4, 0.1) 1.070, 1.001 (100, 1.8, 0.3) 1.068, 1.001
(200, 1.85, 0) 1.035, 1.001 (200, 1.4, 0.1) 1.039, 1.001 (200, 1.8, 0.3) 1.038, 1.001
(10, 1.99, 0) 1.428, 1.001 (10, 1.5, 0.48) 1.575, 1.001 (10, 1.95, 0.5) 1.504, 1.001
(30, 1.99, 0) 1.171, 1.001 (30, 1.5, 0.48) 1.233, 1.001 (30, 1.1.95, 0.5) 1.198, 1.001
(100, 1.99, 0) 1.062, 1.001 (100, 1.5, 0.48) 1.086, 1.001 (100, 1.95, 0.5) 1.071, 1.001
(200, 1.99, 0) 1.034, 1.001 (200, 1.5, 0.48) 1.048, 1.001 (200, 1.99, 0.5) 1.039, 1.001
Tabela 2.12: Vrednosti ρ∗, ρmin za neke 1 < β/α < 2, δ < |β − α|
Postoje dva karakteristiqna primera izraqunavaǌa integrala
koji se pojavǉuju u vixe radova vezanih za ovu problematiku. Veoma
su ilustrativni, tako da e i ovde takoe biti analizirani. Ali
prvo emo razmotriti numeriqko izraqunavaǌe integrala (2.44)
za funkciju f(t) = f0(t) = et
2
ve razmotrenu u sluqaju prethodne
teine.





























za odgovarajue A,B,C,D,Z iz teoreme 2.7.















(n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin
(10, 2.1, 1.07) 1.583, 1.581 (10, 50, 45) 1.888, 1.879 (10, 500, 400) 3.077, 3.075
(100, 2.1, 1.07) 1.582, 1.582 (100, 50, 45) 1.880, 1.879 (100, 500, 400) 3.077, 3.075
(10, 2.1, 1.09) 1.375, 1.099 (10, 50, 48) 1.582, 1.325 (10, 500, 460) 1.870, 1.858
(100, 2.1, 1.09) 1.119, 1.119 (100, 50, 48) 1.343, 1.341 (100, 500, 460) 1.860, 1.859
(10, 5, 3.85) 1.552, 1.348 (10, 50, 48.9) 1.547, 1.068 (10, 500, 498) 1.551, 1.066
(100, 5, 3.85) 1.378, 1.350 (100, 50, 48.9) 1.095, 1.085 (100, 500, 498) 1.099, 1.093
(10, 5, 3.96) 1.502, 1.084 (10, 100, 90) 1.969, 1.963 (10, 1000, 960) 1.641, 1.521
(100, 5, 3.96) 1.102, 1.097 (100, 100, 90) 1.965, 1.963 (100, 1000, 960) 1.528, 1.526
(10, 10, 8) 2.088, 2.085 (10, 100, 95) 1.644, 1.529 (10, 1000, 996) 1.553, 1.085
(100, 10, 8) 2.087, 2.086 (100, 100, 95) 1.535, 1.534 (100, 1000, 996) 1.121, 1.117
(10, 10, 8.96) 1.529, 1.063 (10, 100, 98.95) 1.554, 1.121 (10, 1000, 997) 1.551, 1.066
(100, 10, 8.96) 1.093, 1.086 (100, 100, 98.95) 1.156, 1.153 (100, 1000, 997) 1.100, 1.093
Tabela 2.13: Vrednosti ρ∗, ρmin za neke 2 < β/α, δ > β/2
gde je µ0 = π/(α(β − α− δ)), odnosno
r̂n(f) = r̂
(Not)















Y = [β(1 + τ2n+1)− 2δτ(1 + τ2n−1) + (β − 2α)τ2(1 + τ2n−3)]
×[(β − 2α)τ2 − 2δτ + β],
τ = r −
√
r2 − 1.
Oqigledno je da je maxz∈Cr
∣∣∣ez2∣∣∣ = er2 . Za α = 1 i odreene vrednosti
β, δ, dobijene vrednosti r̂(Syd)35 (f0), r̂
(Not)
35 (f0), r35(f0) su date u tabeli
2.15.




(a+ t)k(b+ t)ℓ(c+ t)m
,
gde je c ≤ b ≤ a < −1; k ∈ N, ℓ,m ∈ N0, razmatranom u pododeǉku





(a+ z)k(b+ z)ℓ(c+ z)m
∣∣∣∣∣ = ee
a1
|a+ a1|k |b+ a1|ℓ |c+ a1|m
,
dok se u ovom sluqaju traeni uslov analitiqnosti svodi na |a| ≥
1




(n, β/α, δ/α) ρ∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin (n, β/α, δ/α) ρ
∗, ρmin
(10, 5, 0) 1.291, 1.001 (10, 5, 1) 1.291, 1.001 (10, 50,−15) 1.532, 1.532
(100, 5, 0) 1.291, 1.001 (100, 5, 1) 1.288, 1.001 (100, 50,−15) 1.531, 1.531
(10, 7, 0) 1.184, 1.001 (10, 5,−3) 1.291, 1.001 (10, 50,−30) 1.301, 1.300
(100, 7, 0) 1.184, 1.001 (100, 5,−3) 1.291, 1.001 (100, 50,−30) 1.292, 1.292
(10, 8, 0) 1.155, 1.105 (10, 7, 2) 1.649, 1.648 (10, 50,−47) 1.103, 1.099
(100, 8, 0) 1.155, 1.001 (100, 7, 2) 1.648, 1.648 (100, 50,−47) 1.060, 1.005
(10, 10, 0) 1.390, 1.390 (10, 7,−2) 1.191, 1.001 (10, 100, 20) 2.731, 2.731
(100, 10, 0) 1.386, 1.385 (100, 7,−2) 1.191, 1.001 (100, 100, 20) 2.731, 2.731
(10, 12, 0) 1.512, 1.511 (10, 10, 4) 3.725, 3, 725 (10, 100,−90) 1.130, 1.129
(100, 12, 0) 1.511, 1.510 (100, 10, 4) 3.725, 3.725 (100, 100,−90) 1.115, 1.113
(10, 15, 0) 1.627, 1.627 (10, 10,−3) 1.118, 1.059 (10, 100,−98.9) 1.195, 1.001
(100, 15, 0) 1.626, 1.626 (100, 10,−3) 1.115, 1.001 (100, 100,−98.9) 1.191, 1.001
(10, 25, 0) 1.807, 1.807 (10, 10,−8.5) 1.118, 1.001 (10, 500,−250) 1.443, 1.442
(100, 25, 0) 1.807, 1.807 (100, 10,−8.5) 1.117, 1.001 (100, 500,−250) 1.442, 1.441
(10, 40, 0) 1.909, 1.909 (10, 20, 5) 2.571, 2.570 (10, 500,−400) 1.236, 1.235
(100, 40, 0) 1.909, 1.909 (100, 20, 5) 2.571, 2.570 (100, 500,−400) 1.224, 1.224
10, 100, 0 2.013, 2.012 (10, 20,−12) 1.185, 1.185 (10, 500,−475) 1.148, 1.147
(100, 100, 0) 2.013, 2.012 (100, 20,−12) 1.150, 1.149 (100, 500,−475) 1.100, 1.096
(10, 500, 0) 2.069, 2.069 (10, 20,−18.9) 1.199, 1.001 (10, 500,−495) 1.175, 1.078
(100, 500, 0) 2.069, 2.069 (100, 20,−18.9) 1.184, 1.001 (100, 500,−495) 1.145, 1.031
Tabela 2.14: Vrednosti ρ∗, ρmin za neke 2 < β/α, δ < β/2

























|a+ a1|k |b+ a1|ℓ |c+ a1|m
}
,
U ovom sluqaju je
r̂n(f) = r̂
(Syd)





















gde su X i Y dati sa (2.45) i rmax = |a|.
Posmatrajmo podintegralnu funkciju f pri konkretnim vrednos-
tima parametara k = 1, ℓ = 5,m = 10 i







35 (f0) r35(f0) Error
1.2, 0 1.27(−58) 2.12(−59) 2.10(−59) 1.20(−60)
1.7, 0 3.64(−59) 1.05(−59) 1.04(−59) 5.94(−61)
1.3, 0.15 1.70(−58) 1.87(−59) 1.72(−59) 1.03(−60)
1.5,−0.3 3.18(−59) 1.26(−59) 1.43(−59) 7.59(−61)
1.6, 0.5 2.55(−58) 1.32(−59) 1.06(−59) 6.89(−61)
1.6,−0.5 2.32(−59) 1.07(−59) 1.31(−59) 6.65(−61)
1.8, 0.3 5.09(−59) 9.87(−60) 8.76(−60) 5.36(−61)
1.9,−0.7 1.59(−59) 7.41(−60) 9.44(−60) 4.71(−61)
2.1, 1 2.55(−58) 8.08(−60) 5.82(−60) 4.06(−61)
3,−1.5 7.28(−60) 2.84(−60) 3.95(−60) 1.88(−61)
5,−2.9 3.69(−60) 9.93(−61) 1.46(−60) 6.77(−62)
7, 5.8 1.27(−58) 8.22(−61) 5.82(−61) 3.83(−62)
10, 8.4 4.25(−59) 4.04(−61) 2.86(−61) 1.88(−62)
10, 3.5 4.63(−60) 3.37(−61) 2.64(−61) 1.74(−62)
10,−8.7 1.44(−60) 2.27(−61) 4.06(−61) 1.72(−62)
100, 95 6.37(−60) 4.21(−63) 2.98(−63) 1.91(−64)
100, 85 1.82(−60) 4.04(−63) 2.86(−63) 1.88(−64)
100, 27 3.54(−61) 3.26(−63) 2.70(−63) 1.73(−64)
100,−35 1.90(−61) 2.65(−63) 3.33(−63) 1.67(−64)
100,−50 1.71(−61) 2.53(−63) 3.52(−63) 1.68(−64)
Tabela 2.15: Vrednosti r̂(Syd)35 (f0), r̂
(Not)
35 (f0), r35(f0), Error za α = 1 i
neke β, δ
xto znaqi da moemo uzeti ρmax = 24. U ovom sluqaju, za α = 1 i
neke vrednosti β, δ (0 < α < β, 0 ≤ δ < β − α) dobijeni rezultati su
dati u tabelama 2.16, 2.17.
Konaqno, posmatrajmo numeriqko raqunaǌe integrala (2.44) sa
f(t) = f̄(t) = ee
cos(ωt)
,
gde je ω > 0. Funkcija f̄(z) = ee
cos(ωz)
je takoe ve analizirana u
pododeǉku 2.1.3, gde smo se uverili da je
max
z∈Cr
∣∣∣eecos(ωz)∣∣∣ = eecosh(ωr) i max
z∈Eρ
∣∣∣eecos(ωz) ∣∣∣ = eecosh(ωb1) , b1 = 1
2
(ρ− ρ−1).
Za α = 1 i odreene vrednosti β, δ, vrednosti r̂(Syd)29 (f̄), r̂
(Not)
29 (f̄),
r29(f̄), kao i aktuelna ocena grexke Error dobijene za ω = 1 i ω = 1.8






15 (f) r15(f) Error
1.2, 0 5.17(−34) 1.16(−34) 1.11(−34) 5.80(−37)
1.7, 0 1.48(−34) 5.53(−35) 5.31(−35) 2.77(−37)
1.3, 0.15 6.90(−34) 1.08(−34) 8.51(−35) 4.45(−37)
1.5,−0.3 1.29(−34) 6.13(−35) 8.24(−35) 4.29(−37)
1.6, 0.5 1.03(−33) 8.33(−35) 4.71(−35) 2.48(−37)
1.6,−0.5 9.40(−35) 4.91(−35) 7.99(−35) 4.15(−37)
1.8, 0.3 2.07(−34) 5.67(−35) 4.11(−35) 2.15(−37)
1.9,−0.7 6.46(−35) 3.29(−35) 5.86(−35) 3.04(−37)
2.1, 1 1.03(−33) 5.52(−35) 2.38(−35) 1.25(−37)
3,−1.5 2.95(−35) 1.17(−35) 2.58(−35) 1.33(−37)
5,−2.9 1.50(−35) 3.92(−36) 9.80(−36) 5.08(−38)
7, 5.8 5.17(−35) 6.80(−36) 2.81(−36) 8.59(−39)
10, 8.4 1.72(−34) 3.34(−36) 1.38(−36) 4.16(−39)
10, 3.5 1.88(−35) 1.99(−36) 1.08(−36) 5.70(−39)
10,−8.7 5.84(−36) 8.07(−37) 3.32(−36) 1.71(−38)
100, 95 2.59(−35) 3.74(−38) 1.55(−38) 3.86(−41)
100, 85 7.39(−36) 3.31(−38) 1.37(−38) 4.09(−41)
100, 27 1.44(−36) 1.82(−38) 1.13(−38) 5.96(−41)
100,−35 7.72(−37) 1.12(−38) 1.88(−38) 9.80(−41)
100,−50 6.94(−37) 1.01(−38) 2.17(−38) 1.13(−40)
Tabela 2.16: Vrednosti r̂(Syd)15 (f), r̂
(Not)






50 (f) r50(f) Error
1.2, 0 8.56(−88) 1.66(−88) 1.62(−88) 4.93(−91)
1.7, 0 2.45(−88) 8.09(−89) 7.91(−89) 2.40(−91)
1.3, 0.15 1.14(−87) 1.51(−88) 1.28(−88) 3.90(−91)
1.5,−0.3 2.14(−88) 9.30(−89) 1.16(−88) 3.52(−91)
1.6, 0.5 1.71(−87) 1.11(−88) 7.48(−89) 2.27(−91)
1.6,−0.5 1.56(−88) 7.65(−89) 1.09(−88) 3.31(−91)
1.8, 0.3 3.43(−88) 7.97(−89) 6.38(−89) 1.94(−91)
1.9,−0.7 1.07(−88) 5.22(−89) 7.97(−89) 2.41(−91)
2.1, 1 8.16(−89) 7.14(−89) 3.93(−89) 1.19(−91)
3,−1.5 4.89(−89) 1.92(−89) 3.43(−89) 1.04(−91)
5,−2.9 2.48(−89) 6.57(−90) 1.29(−89) 3.90(−92)
7, 5.8 8.56(−88) 8.04(−90) 4.29(−90) 8.80(−93)
10, 8.4 2.85(−88) 3.96(−90) 2.11(−90) 4.27(−93)
10, 3.5 3.11(−89) 2.78(−90) 1.80(−90) 5.46(−93)
10,−8.7 9.68(−90) 1.41(−90) 3.96(−90) 1.19(−92)
100, 95 4.28(−89) 4.27(−92) 2.28(−92) 4.04(−95)
100, 85 1.22(−89) 3.95(−92) 2.10(−92) 4.23(−95)
100, 27 2.38(−90) 2.62(−92) 1.86(−92) 5.67(−95)
100,−35 1.28(−90) 1.82(−92) 2.70(−92) 8.19(−95)
100,−50 1.15(−90) 1.68(−92) 2.98(−92) 9.05(−95)
Tabela 2.17: Vrednosti r̂(Syd)50 (f), r̂
(Not)







29 (f̄) r29(f̄) Error
1.2, 0 4.97(−27) 1.23(−24) 2.47(−20) 3.18(−25)
1.7, 0 3.53(−25) 1.10(−20) 1.46(−25) 2.67(−27)
1.3, 0.15 1.65(−24) 2.41(−20) 2.32(−25) 3.94(−27)
1.5,−0.3 3.08(−25) 1.13(−20) 2.47(−25) 3.68(−27)
1.6, 0.5 2.47(−24) 2.02(−20) 1.19(−25) 2.12(−27)
1.6,−0.5 2.24(−25) 8.62(−21) 2.50(−25) 3.33(−27)
1.8, 0.3 4.94(−25) 1.22(−20) 1.07(−25) 2.07(−27)
1.9,−0.7 1.54(−25) 5.55(−21) 1.84(−25) 2.43(−27)
2.1, 1 2.47(−24) 1.44(−20) 5.69(−26) 9.31(−28)
3,−1.5 7.05(−26) 1.83(−21) 8.30(−26) 1.01(−27)
5,−2.9 3.58(−26) 5.87(−22) 3.19(−26) 3.66(−28)
7, 5.8 1.23(−24) 2.19(−21) 7.54(−27) 1.55(−29)
10, 8.4 4.11(−25) 1.06(−21) 3.69(−27) 6.23(−30)
10, 3.5 4.49(−26) 4.17(−22) 2.55(−27) 5.76(−29)
10,−8.7 1.39(−26) 1.12(−22) 1.27(−26) 7.63(−29)
100, 95 6.17(−26) 1.31(−23) 4.39(−29) 3.59(−32)
100, 85 1.76(−26) 1.02(−23) 3.58(−29) 4.43(−32)
100, 27 3.43(−27) 3.55(−24) 2.68(−29) 6.81(−31)
100,−35 1.84(−27) 1.72(−24) 5.29(−29) 1.04(−30)
100,−50 1.66(−27) 1.49(−24) 6.50(−29) 1.00(−30)
Tabela 2.18: Vrednosti r̂(Syd)29 (f̄), r̂
(Not)
29 (f̄), r29(f̄), Error za ω = 1,





29 (f̄) r29(f̄) Error
1.2, 0 2.22(−13) 1.42(+07) 9.09(−14) 5.29(−16)
1.7, 0 6.35(−14) 3.74(+06) 3.60(−14) 3.17(−16)
1.3, 0.15 2.96(−13) 1.68(+07) 5.80(−14) 3.56(−16)
1.5,−0.3 5.56(−14) 3.19(+06) 7.72(−14) 4.93(−16)
1.6, 0.5 4.45(−13) 1.91(+07) 2.47(−14) 8.95(−17)
1.6,−0.5 4.04(−14) 2.01(+06) 8.67(−14) 4.68(−16)
1.8, 0.3 8.89(−14) 5.56(+06) 2.33(−14) 1.76(−16)
1.9,−0.7 2.78(−14) 1.10(+06) 6.33(−14) 3.58(−16)
2.1, 1 4.45(−13) 1.69(+07) 1.04(−14) 3.40(−17)
3,−1.5 1.27(−14) 2.79(+05) 2.88(−14) 1.55(−16)
5,−2.9 6.44(−15) 7.81(+04) 1.10(−14) 5.60(−17)
7, 5.8 2.22(−13) 5.45(+06) 1.78(−15) 1.61(−17)
10, 8.4 7.41(−14) 2.04(+06) 8.38(−16) 8.27(−18)
10,−8.7 2.51(−15) 1.26(+04) 7.10(−15) 8.91(−18)
100, 95 1.11(−14) 4.28(+04) 1.19(−17) 8.86(−20)
100, 85 3.18(−15) 1.09(+04) 1.68(−15) 9.08(−20)
100,−35 3.32(−16) 2.22(+02) 1.23(−17) 2.04(−19)
100,−50 2.98(−16) 1.81(+2) 1.73(−17) 1.76(−19)
Tabela 2.19: Vrednosti r̂(Syd)29 (f̄), r̂
(Not)
29 (f̄), r29(f̄), Error za ω = 1.8,




Neka je ω teinska funkcija na intervalu [−1, 1] (integrabilna,
nenegativna funkcija na [−1, 1] koja se anulira samo u izolovanim
taqkama). U ovom poglavǉu dokazujemo hipotezu formulisanu od




f(t)ω(t) dt = Gn+1[f ] +Rn+1(f),
Gn+1[f ] = λ0f(−1) +
∑n
ν=1 λνf(τν), n ∈ N,
u odnosu na treu Chebyshev-ǉevu teinsku funkciju ω(t) = ω3(t) =√
1+t
1−t i sa fiksiranim qvorom u −1 (ili 1).
Neka je Γ prosta zatvorena kriva u kompleksnoj ravni takva da
okruuje interval [−1, 1] i D = int Γ ǌena unutraxǌost. Ako je
podintegralna funkcija f analitiqka u D i neprekidna na D, onda








Jezgro je dato sa
Kn+1(z) ≡ Kn+1(z, ω) =
ϱn+1(z)
(z + 1)πn(z)
, z /∈ [−1, 1],
gde je πn ortogonalni polinom n-tog stepena u odnosu na teinsku
funkciju ω(t) = (1 + t)3/2(1− t)−1/2, a




















gde je ℓ(Γ) duina konture Γ.
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U [13] Gautschi, je razmatrao Gauss-Radau-ove i Gauss-Lobattto-















i dobio eksplicitne izraze za odgovarajua jezgra K(z;ωj), j =
1, 2, 3, 4, u funkciji od u = ρeiθ. Za Gauss-Lobbato kvadraturne for-
mule dokazano je da na Eρ |Kn+2(z;ω1)| dostie svoj maksimum na
realnoj osi (videti [13, teorema 4.1]). Za ω2, ω3 i ω4 se doxlo do
empirijskih rezultata i hipoteza, koje je kasnije dokazao Schira u
[62].
Za Gauss-Radau-ovu kvadraturnu formulu sa fiksiranim qvorom
u −1, Gautschi je dokazao da moduo odgovarajueg jezgra Kn+1(z;ω)
u sluqaju Chebyshev-ǉevih teina ω = ω1 i ω = ω4 na Eρ dostie
svoj maksimum na negativnom delu realne ose (videti [13, teoreme
4.4 i 4.5]). Naknadno su Milovanovi, Spalevi i Prani u [51]
dokazali i potvrdili empirijske rezultate iz [13] u sluqaju ω = ω2.
Za posledǌi preostali sluqaj, ω = ω3, je do skora postojala jedino
hipoteza u [13] bazirana na empirijskim rezultatima. Sledi ǌen
detaǉan dokaz.
3.2. Maksimum modula jezgra
Gauss-Radau-ove kvadraturne formule sa
treom Chebyshev-ǉevom teinskom
funkcijom
Za ω = ω3, u Gauss-Radau-ovoj kvadraturnoj formuli (3.1) postoje
numeriqki rezultati (videti [13, str. 224, 225]) koji ukazuju na to
da se odgovarajui maksimum modula jezgra dostie na negativnom
delu realne ose za 1 < ρ < ρ0(n) i na pozitivnom delu realne ose
za ρ > ρ0(n), gde su vrednosti ρ0(n) = ρn prikazane u [13, tabela
4.3]. Kako je ρ0 = ρ0(n) veoma blizu 1, posebno kada n raste, deo
hipoteze koji se odnosi na 1 < ρ < ρ0(n) je maǌe bitan sa praktiqne
taqke gledixta jer tada odgovarajui maksimum tei beskonaqnosti
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sa rastom broja n. Dakle, razmatrana ocena grexke je beznaqajna u
tom sluqaju. Zbog toga se usredsreujemo na sluqaj ρ > ρ0(n).








un+2 + u−n−1 + 2n+32n+1 (u
n+1 + u−n)
,
gde je z = (u + u−1)/2 i u = ρeiθ. Koristei (3.5) odreujemo moduo
jezgra na Eρ. Takoe nas zanima i izraz za moduo jezgra kad je θ =
0, jer odgovarajua Gautschi-jeva hipoteza tvrdi da moduo jezgra
dostie svoj maksimum u θ = 0 za sve ρ > ρ0 (> 1), gde je ρ0 veoma
blizu 1. Lako izvodimo
|u+ 1|2 = ρ(ρ+ 2 cos θ + 1/ρ) = A+A1,
|u− 1|2 = ρ(ρ− 2 cos θ + 1/ρ) = B +B1,
∣∣∣∣u−1 + 2n+ 32n+ 1





























cos (2n+ 2)θ · ρ2n+4
+ 2
(























A = ρ2 + 2ρ+ 1 = (ρ+ 1)2,





































(cos θ − 1) · ρ4n+5 + 22n+ 3
2n+ 1
(cos (2n+ 2)θ − 1)ρ2n+4
+2
(
cos (2n+ 3)θ − 1 + (2n+ 3)
2
(2n+ 1)2






(cos (2n+ 2)θ − 1)ρ2n+2 + 22n+ 3
2n+ 1
(cos θ − 1)ρ.
Izrazi A,B,C i D su strogo pozitivne funkcije po ρ i n, a A1, B1, C1
i D1 su takoe funkcije koje zavise od ρ i n, ali i od θ i anuliraju
se za θ = 0.
Sada moemo formulisati glavno tvreǌe:
Teorema 3.1. Za Gauss-Radau-ovu kvadraturnu formulu sa n qvorova
(i fiksiranim qvorom u −1) (3.1), n ∈ N, sa treom Chebysev-ǉevom
teinskom funkcijom, postoji ρ0 ∈ (1,+∞) (ρ0 = ρ0(n)) takvo da mo-
duo jezgra |Kn+1(z;ω3)| dostie svoj maksimum na pozitivnom delu




∣∣Kn+1 ( 12 (ρ+ ρ−1), ω3)∣∣
za ρ > ρ0.









I = I(ρ) = ρ−1 [CD(A1B −AB1) + C1BD(A+A1)−AC(B +B1)D1] ≤ 0,
za svako ρ vee od nekog ρ0. Koristimo faktor ρ−1 jer izraz u sred-
ǌoj zagradi u (3.6) sadri ρ kao svoj qinilac.
Lako se uveravamo da je I polinom po ρ stepena 4n + 10, qiji
koeficijenti zavise samo od θ, tj.






Da bi se dokazalo da I(ρ) postaje nepozitivan za dovoǉno velike ρ,




· (2(cos θ − 1) + 2(cos θ − 1))




(cos θ − 1)
































odakle je negativnost koeficijenta α4n+10 oqigledna zbog nega-
tivnosti izraza cos θ − 1.
Nax zadatak je da precizno naemo ρ0. Da je polinom I nepozi-
tivan za svako ρ vee od ρ0 = ρ0(n) dokazujemo na naqin ve opisan





za neke druge koeficijente β0, β1, . . . , β4n+10, koji su takoe trigonome-
trijske funkcije po θ, tj. βi = βi(θ), i = 0, 1, . . . , 4n+ 10 i uverimo se
da su te funkcije nepozitivne kad θ pripada intervalu [0, 2π].
Za n = 1, 2, . . . , 10 imamo date vrednosti ρ0 = ρ0(n) u formulaciji
hipoteze. U svakom od ovih 10 sluqajeva, kada nacrtamo grafike
svih β-koeficijenata, vidimo da se svi ti grafici nalaze ispod
x-ose.
Kao xto se da primetiti, meu ovih 10 sluqajeva (videti [13]),
samo za n = 6, n = 9 i n = 10 vrednost dobijena ovom metodom se
kompletno ne poklapa sa ρn datim u [13, tabela 4.3].
Za ostale n treba sami da ,,uhvatimo” odgovarajuu vrednost
probaǌem (isto kao xto je bilo raeno za n = 1, 2, . . . , 10) i on-
da da proverimo da su za tu vrednost svi koeficijenti βi(θ), i =
0, 1, . . . , 4n+ 10, nepozitivni. Ovde su dati neki primeri. Raqunali
smo ρ0 na 5 znaqajnih cifara. Kada n postane vee od 20, u dobijenoj
vrednosti ρ0 prve qetiri cifre posle decimalnog zareza postaju 0.
Napomena. Izraz I(ρ) u (3.6) je, kao funkcija koja zavisi od θ ∈
[0, 2π], simetriqan u odnosu na θ = π. Ali, s obzirom na to da (i
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na graficima se to vidi) koeficijenti βi(θ), i = 0, 1, . . . , 4n + 10,
u opxtem sluqaju nisu simetriqni u odnosu na θ = π (θ ∈ [0, 2π]),
razmatraǌe koje se tiqe naxeg metoda ne moemo svesti na interval
[0, π]. Konaqno, oznaqavaǌe funkcija βi(θ), i = 0, 1, . . . , 4n + 10, na
figurama bilo bi vrlo komplikovano i nejasno, posebno za vee
n. Zato smo od toga odustali. Svrha je prikazati da svi grafici
βi(θ), i = 0, 1, . . . , 4n+ 10, postaju nepozitivni za θ ∈ [0, 2π].
Slika 1: Funkcije β0(θ), ..., β14(θ) u sluqaju n = 1 za ρ0 = 1.1339 (levo)
i funkcije β0(θ), ..., β18(θ) u sluqaju n = 2 za ρ0 = 1.0318 (desno).
























Slika 2: Funkcije β0(θ), ..., β30(θ) u sluqaju n = 5 za ρ0 = 1.0036 (levo)
i funkcije β0(θ), ..., β34(θ) u sluqaju n = 6 za ρ0 = 1.0023 (desno).


























Slika 3: Funkcije β0(θ), ..., β46(θ) u sluqaju n = 9 za ρ0 = 1.0010 (levo)
i funkcije β0(θ), ..., β50(θ) u sluqaju n = 10 za ρ0 = 1.0008 (desno).

























Slika 4: Funkcije β0(θ), ..., β90(θ) u sluqaju n = 20 za ρ0 = 1.00012
(levo) i funkcije β0(θ), ..., β130(θ) u sluqaju n = 30 za ρ0 = 1.00002
(desno).
























4. PRILOG OCENI GREXKE
GAUSS-TURÁN -OVE KVADRATURNE




Neka je standardno Γ proizvoǉna prosta zatvorena kriva u kom-
pleksnoj ravni koja okruuje interval [−1, 1] i f funkcija analitiq-
ka u ǌenoj unutraxǌosti D = int Γ i D.
U ovom poglavǉu razmatramo ostatak Rn,s(f) dobro poznate










(i)(τν) +Rn,s(f) (n ∈ N, s ∈ N0).
Za teinsku funkciju ω se podrazumeva da je nenegativna i inte-
grabilna funkcija na intervalu [−1, 1]. Gauss-Turán-ova kvadratura
(4.1) ima algebarski stepen taqnosti jednak 2n(s+1)− 1. U sluqaju
s = 0 svodi se na standardnu Gauss-ovu kvadraturnu formulu.
Qvorovi τν u (4.1) su nule ortogonalnih polinoma πn(t) ≡ πn,s(t),
poznatih kao ,,s−ortogonalni” polinomi u odnosu na teinsku
funkciju ω, koji zadovoǉavaju∫ 1
−1
[πn(t)]
2s+1tkω(t)dt = 0 (k = 0, 1, . . . , n− 1).
Koristimo istu notaciju kao u [40]. Od sad pa nadaǉe po-
drazumevamo da Γ predstavǉa eliptiqku konturu (2.2).
Na osnovu [40, jedn. (4.4)] (videti takoe [7]), kao i [40, jedn.


















Kada ω predstavǉa Chebyshev-ǉevu teinsku funkciju prve vrste,
odnosno
(4.3) ω(t) = (1− t2)−1/2,
69
eksplicitni izraz za odgovarajuu sumu u (4.2) je izveden u sluqa-
jevima s = 1 i s = 2 u [40, jedn. (4.6), (4.5)]). Pre toga je Hunter
izveo odgovarajui eksplicitni izraz za sluqaj s = 0 u [24, jedn.
(4.4)] (videti takoe [40, jedn. (4.7)]). U skladu sa tim eksplicit-
nim izrazima, nametnula se pretpostavka ([40, primedba 4.2]) u vezi
sa eksplicitnim izrazom za ovu sumu u opxtem sluqaju s ∈ N0 (vide-
ti takoe (4.5) u tekstu koji sledi). U sledeem odeǉku je izloen
ǌen dokaz.
4.2. Gorǌa granica za ostatak
Gauss-Turán-ove kvadraturne formule sa
Chebyshev-ǉevom teinskom funkcijom
prve vrste












= (−1)t 2s+ 1
m+ s+ 1
(



























Ako pretpostavimo da (4.4) vai za neko t ∈ N0, da bismo dokaza-




















= (−1)t+1 2s+ 1
m+ s+ 1
(










m+ t+ 1− s
2s+ 1
(




















m+ t+ s+ 2
2s+ 1
(











xto je ekvivalentno sa sledeim nizom jednakosti






(m+ t+ s+ 2)(2s− t)
(m+ s+ 1)(t+ 1)
,
−(m+ t+ 1− s)(t+ 1) + (2s+ 1)(m+ s+ 1)
= (m+ t+ s+ 2)(2s− t),
(−t2 + (−m+ s− 2)t−m− 1 + s)
+(2sm+ 2s2 + 2s+m+ s+ 1)
= t2 + (s−m− 2)t+ 2sm+ 2s2 + 4s,
od kojih je posledǌa oqito identitet.
Teorema 4.2. Za Gauss-Turán-ovu kvadraturnu formulu (4.1) sa
Chebyshev-ǉevom teinskom funkcijom prve vrste (4.3), ako je funkci-
ja f analitiqka u unutraxǌosti D elipse Eρ date sa (2.2) i
neprekidna na D, vai sledea ocena grexke:














Dokaz. Prvo izraavamo brojeve ε(s)n,k date sa (3.9) (i (3.7), (4.2),
(4.3)) u [40]. Na osnovu (3.7), (4.2) i (4.3) iz [40], imamo da za sve






















Ako definixemo γ(s)n,l = 0 za l < 0 i ω
(s)













































n,k−2−2nj ako i samo ako je k ≡ 0 (mod 2n) i 0 ≤ k − 2nj ≤
2sn, tj. k = 2nm za neko m ∈ N0, j ≤ m ≤ j + s.
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, k = 2nj, 2nj + 2, . . . , 2n(j + 1)− 2, j ∈ N0,
0, inaqe,






























































, k = 2nm, m ∈ N0, m ≥ j,
0, inaqe.















, k = 2nm, m ∈ N0,
0, inaqe.












i izraqunati na osnovu (4.4) iz prethodne leme. Zamenom t = s u
























, k = 2nm, m ∈ N0,
0, inaqe.




























gde je x = ρ−2n (dakle x ∈ (0, 1)) i












































































































Za 0 ≤ k ≤ s−1, koeficijent koji mnoi xs+k+1 u brojiocu posledǌeg
razlomka jednak je
(−1)k+1(s+ k + 2)
(
2s+ 1
s+ k + 2
)
− (−1)k(s+ 1 + k)
(
2s+ 1





















































s+ k + 1
))
= 0,























gde je C konstanta za koju lako zakǉuqujemo da je jednaka 0 zamenom














Ovim je dokaz teoreme kompletiran.
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5. KVADRATURNE FORMULE ZA
RAQUNAǋE FOURIER-OVIH
KOEFICIJENATA
5.1. Ocene grexke Micchelli-Rivlin-ovih
kvadraturnih formula
5.1.1. Uvod
Micchelli i Rivlin su u [27] uveli kvadraturnu formulu najvixeg
algebarskog stepena taqnosti za raqunaǌe Fourier-Chebyshev-ǉevih
koeficijenata ak(f), koja se bazira na podeǉenim razlikama funkci-
je f ′ u nulama Chebyshev-ǉevog polinoma Tn. U ovom odeǉku anali-
ziramo ostatak te vrste kvadraturnih formula u ciǉu dobijaǌa
odgovarajue ocene za grexku kada je f analitiqka funkcija.
Neka je {Pk}∞k=0 sistem ortogonalnih polinoma u odnosu na tein-
sku funkciju ω na intervalu [a, b] (nenegativna funkcija na [a, b]
koja se anulira samo na skupu izolovanih taqaka). Aproksimacija





u odnosu na dati sistem ortogonalnih polinoma {Pk}∞k=0 je klasiqan
naqin reprezentovaǌa funkcije f . Numeriqko izraqunavaǌe koefi-






zahteva upotrebu kvadraturnih formula. Primena Gauss-ove kvadra-
turne formule na osnovu n vrednosti integranta Pk(t)f(t) (pri
uslovu k < 2n − 1) e dati taqan rezultat za sve polinome stepena
2n − k − 1. Da li je mogue konstruisati formulu koja se zasniva
na n izraqunavaǌa vrednosti f ili ǌenih izvoda i koja daje taqnu
vrednost koeficijenata ak(f) za polinome f vixeg stepena? Koji je
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najvei stepen taqnosti koji se moe dostii uz pomo n izraquna-
vaǌa? Razmatrajui ovo pitaǌe za koeficijente ak(f) funkcije f u
odnosu na sistem Chebyshev-ǉevih polinoma prve vrste {Tk}∞k=0, or-
togonalnih na [−1, 1] u odnosu na teinsku funkciju ω(t) = 1/
√
1− t2,
Tk(t) = cos(k arccos t) =
1
2k−1
(t− ξ1) · · · (t− ξk), t ∈ (−1, 1),










f ′[ξ1, . . . , ξn]
taqna za sve algebarske polinome stepena ne veeg 3n − 1. Ovde
g[x1, . . . , xm] oznaqava podeǉene razlike funkcije g u taqkama x1, . . . ,
xm i stoga formula (5.1) koristi n vrednosti izvoda f ′ funkcije f














koja je taqna za sve polinome stepena 3n. Polinom
f(t) = Tn(t)(t− x1)2 · · · (t− xn)2
je standardan kontraprimer. Zato Micchelli-Rivlin-ova kvadraturna
formula ima najvei stepen taqnosti meu svim formulama tipa
(5.2). Pitaǌe jedinstvenosti ovih kvadraturnih formula se svodi
na sledei problem koje je takoe vaan sam za sebe: dokazati da
ako je Q polinom stepena n sa n nula na intervalu [−1, 1] i takav da
je |Q(ηj)| = 1 u ekstremalnim taqkama ηj = cos(jπ/n), j = 0, 1, . . . , n
Chebyshev-ǉevog polinoma Tn, onda je Q ≡ ±Tn. Ovo svojstvo je
dokazao DeVore ([5]), a samim tim je rexeno i pitaǌe jedinstveno-
sti Micchelli-Rivlin-ove kvadraturne formule (videti [28]). Za vixe
detaǉa na temu ove problematike videti takoe [1], [2].
Poglavǉe je organizovano tako da je u odeǉku 5.1.2 dobijen os-
tatak Micchelli-Rivlin-ove kvadraturne formule (5.1) za analitiqku
funkciju. U odeǉku 5.1.3 izvodimo efektivnu L∞-ocenu grexke (na
osnovu (5.7) u tekstu koji sledi) za kvadraturne formule (5.1). U
odeǉku 5.1.4 koriste se metode kompleksne analize u ciǉu dobijaǌa
razvoja grexke Micchelli-Rivlin-ove kvadraturne formule na inter-
valu [−1, 1]. Konaqno, efektivne L1-ocene grexke (na osnovu (5.10) u
tekstu koji sledi) za kvadraturnu formulu (5.1) su takoe dobijene
u odeǉku 5.1.4. Rezultati dobijeni ovde su analog nekih Gautschi-
jevih rezultata iz [17] (videti takoe [63], [25]) i Hunter-ovih rezul-
tata iz [24] u vezi sa Gauss-ovim kvadraturnim formulama.
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5.1.2. Ostatak Micchelli-Rivlin-ovih kvadraturnih formula
Neka je Γ prosta zatvorena kriva u kompleksnoj ravni koja
okruuje interval [−1, 1] i D ǌena unutraxǌost. Pretpostavimo da
je funkcija f analitiqka u D i neprekidna na D. Ako znamo vred-
nosti funkcije f i ǌenog prvog izvoda f ′ u qvorovima x1, x2, ..., xn iz
intervala [−1, 1], onda se ostatak Hermite-ove interpolacije funkci-
je f moe zapisati u obliku (videti [22])




















Ako izaberemo xν da budu nule Chebyshev-ǉevog polinoma prve
vrste, tj. xν = ξν , mnoeǌem (5.3) sa ω(t)Tn(t), gde je ω(t) = 1/
√
1− t2
i integracijom po t na intervalu (−1, 1), dobijamo integralnu







































Sada moemo dobiti razliqite vrste ocena. Integralna repre-














gde je ℓ(Γ) duina konture Γ.

































, 1 ≤ r < +∞,
max
z∈Γ
|f(z)|, r = +∞.













xto nas dovodi do ocene za grexku (5.7) (videti [17], [63], [25]), na
koju se pozivamo prilikom izvoeǌa L∞-ocene za grexku.
























Pozivamo se na (5.10) kao L1-ocenu grexke. Uzimamo Γ = Eρ, gde
je elipsa Eρ standardno data sa (2.2).
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5.1.3. L∞-ocena grexke bazirana na analizi maksimuma modula
jezgra Micchelli-Rivlin-ove kvadraturne formule sa prvom
Chebyshev-ǉevom teinskom funkcijom













z − cos θ
(cos 3nθ + 3 cosnθ) dθ,







z − cos θ





























z2 − 1)m (m ∈ N0)
iz [17]. Zamenom z = 12 (u+ u
−1) (u = z +
√

















aj = aj(ρ) =
1
2 (ρ
j + ρ−j), j ∈ N (ρ > 1),







−4n + 9 + 6ρ−2n cos 2nθ
(a2 − cos 2θ)(a2n + cos 2nθ)2
.
Sledi glavno tvreǌe.
Teorema 5.1. Za Micchelli-Rivlin-ovu kvadraturnu formulu (5.1),







za sve n > n0.
Dokaz. Nejednakost
ρ−4n + 9 + 6ρ−2n cos 2nθ ≤ ρ−4n + 9 + 6ρ−2n
je oqigledna, tako da je dovoǉno da dokaemo
1
(a2 − cos 2θ)(a2n + cos 2nθ)2
≤ 1
(a2 − 1)(a2n + 1)2
,
odnosno
(a2 − cos 2θ)(a2n + cos 2nθ)2 ≥ (a2 − 1)(a2n + 1)2
za svako n ∈ N0 vee od nekog n0 = n0(ρ). Prvo transformiximo
razliku kvadrata na levoj i desnoj strani:
(a2n + 1)
2 − (a2n + cos 2nθ)2 = (1− cos 2nθ)(2a2n + 1 + cos 2nθ)
= 2 sin2 nθ · (2(a2n + 1)− 2 sin2 nθ)
= 2 sin2 nθ ·∆,
gde je ∆ = 2(a2n + 1)− 2 sin2 nθ.
Nejednakost koju je potrebno dokazati moe biti napisana u ob-
liku
(a2 − 1 + 2 sin2 θ)((a2n + 1)2 − 2 sin2 nθ ·∆) ≥ (a2 − 1)(a2n + 1)2,
koji se svodi na
2 sin2 θ(a2n + 1)






(a2 − 1 + 2 sin2 θ)∆ ≥ 0.
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Poxto je
∆ ≥ 2(a2n + 1)− 2 sin2 nθ ≥ 2(a2n + 1)− 2 = 2a2n > 0,






(a2 − 1 + 2 sin2 θ)∆




(a2 − 1)∆− 2 sin2 nθ ·∆
≥ (a2n + 1)2 − n2(a2 − 1)∆− 2 sin2 nθ ·∆
= (a2n + 1)
2 − (2(a2n + 1)− 2 sin2 nθ)(n2(a2 − 1) + 2 sin2 nθ)
= (a2n + 1)
2 − 2((a2n + 1)− y)(n2(a2 − 1) + 2y),
gde je y = sin2 nθ (∈ [0, 1]). Dakle, sve xto treba da dokaemo je po-
zitivnost kvadratne funkcije
g(y) = (a2n + 1)
2 − 2((a2n + 1)− y)(n2(a2 − 1) + 2y)
na intervalu [0, 1] za dovoǉno velike n.
Funkciju g(y) moemo zapisati u formi
g(y) = 4y2 +By + C,
gde je
B = 2n2(a2 − 1)− 4(a2n + 1),
C = (a2n + 1)
2 − 2n2(a2n + 1)(a2 − 1).
Diskriminanta je
D = B2 − 4AC = 16n2(a2n + 1)(a2 − 1) + 4n4(a2 − 1)2 > 0,













Kako je najstariji koeficijent u g(y) pozitivan, g e biti nene-
gativna na [0, 1] ako i samo ako je y1 > 1 ili y2 < 0. Kao xto moemo
videti, prvi uslov je ispuǌen kad je n dovoǉno veliko (ρ je fiksi-
rano). Naime, taj uslov dobija oblik





(5.15) 2(a2n + 1)− n2(a2 − 1)− 4 >
√
4n2(a2n + 1)(a2 − 1) + n4(a2 − 1)2.
Primetimo da e leva strana posledǌe nejednakosti biti pozitivna
za dovoǉno veliko n, s obzirom na to da eksponencijalna funkcija
argumenta n raste dosta bre od kvadratne funkcije istog argumen-
ta. Dakle, moemo kvadrirati obe strane posledǌe nejednakosti.
Qlan sa leve strane koji raste najbre je ρ4n, dok je takav qlan
na desnoj strani n2ρ2n+2, xto znaqi da e leva strana zaista po-
stati vea za dovoǉno velike n (n > 1) (pri fiksiranom ρ). Dokaz
neposredno sledi. 2
Sa praktiqnog stanovixta, zanima nas vrednost n0 = n0(ρ) takva
da je za svako n > n0 funkcija dobijena iz (5.15),
F (n) ≡ Fρ(n) = 2(a2n + 1)− n2(a2 − 1)− 4
−
√
4n2(a2n + 1)(a2 − 1) + n4(a2 − 1)2
pozitivna. Neke od dobijenih vrednosti n0 su izloene u tabeli
5.1.
ρ 1.01 1.02 1.03 1.04 1.05 1.06 1.07 1.08 1.1 1.2
n0 160 81 54 41 33 28 24 21 17 9
Tabela 5.1: Najmaǌa mogua vrednost n0 za koju oba korena trinoma
g(y) postaju vei ili jednaki 1
Na osnovu sprovedenog dokaza, jasno je da bi bio korektan i kad
bismo fiksirali n ≥ 2 dopuxtajui da se vrednost ρ meǌa. To znaqi
da vai i sledea teorema.
Teorema 5.2. Za Micchelli-Rivlin-ovu kvadraturnu formulu (5.1),







za svako ρ > ρ0.
Neke od dobijenih vrednosti ρ0 se nalaze u tabeli 5.2.
Za n = 1 vai nexto drugaqije tvreǌe.
Teorema 5.3. Za moduo jezgra K1(z) ostatka Micchelli-Rivlin-ove





)∣∣∣∣ za svako ρ > 1.
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Dokaz. Treba da dokaemo da je
ρ−4 + 9 + 6ρ−2 cos 2θ
(a2 − cos 2θ)(a2n + cos 2θ)2
≤ ρ
−4 + 9− 6ρ−2
(a2 + 1)(a2 − 1)2
,
xto posle supstitucije cos 2θ = x, s obzirom na to da su svi izrazi
evidentno pozitivni, postaje
(a2 − x)(a2 + x)2(ρ−4 + 9− 6ρ−2)− (a2 + 1)(a2 − 1)2(ρ−4 + 9 + 6ρ−2x) ≥ 0




(−18ρ8 + 12ρ6 − 2ρ4)x2 + (−9ρ10 + 24ρ8 − 22ρ6 + 8ρ4 − ρ2)x
+ 3ρ12 + 9ρ10 − 13ρ8 + 10ρ6 − ρ4 + ρ2 − 1
)
/ρ8.
Kako je x + 1 ≥ 0 za x ∈ [−1, 1], ostaje da se dokae pozitivnost
kvadratne funkcije
h(x) = (−18ρ8 + 12ρ6 − 2ρ4)x2 + (−9ρ10 + 24ρ8 − 22ρ6 + 8ρ4 − ρ2)x
+3ρ12 + 9ρ10 − 13ρ8 + 10ρ6 − ρ4 + ρ2 − 1.
Vodei koeficijent je negativan za ρ > 1 jer je
18ρ8 + 2ρ4 > 18ρ8 > 12ρ8 > 12ρ6,
pa je funkcija h konkavna i za dokaz ǌene pozitivnosti na intervalu
[−1, 1] dovoǉno je dokazati h(1) ≥ 0 i h(−1) ≥ 0. Nalazimo
h(1) = (3ρ4 − 1)(ρ− 1)2(ρ+ 1)2(ρ2 + 1)2
i
h(−1) = (3ρ8 + 24ρ6 − 10ρ4 − 1)(ρ− 1)2(ρ+ 1)2.
Oqigledno je da su oba izraza pozitivni za ρ > 1, tako da je dokaz
kompletiran.
n 2 5 10 20 30 50 100 200
ρ0 2.5154 1.3841 1.1739 1.083 1.055 1.033 1.017 1.008
Tabela 5.2: Najmaǌa mogua vrednost ρ0 za koju oba korena trinoma
g(y) postaju vei ili jednaki 1
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5.1.4. Ocena grexke bazirana na razvoju jezgra
Micchelli-Rivlin-ove kvadraturne formule (sa prvom
Chebyshev-ǉevom teinskom funkcijom) u red i L1-ocena
grexke













Red (5.16) konvergira za svako z iz unutraxǌosti Eρ. Znak prim u
odgovarajuoj sumi oznaqava da je prvi qlan uzet sa faktorom 1/2.












4(−1)j(j + 1), k = 2jn,
0, inaqe.











xk−ν (ν = 0, 1, 2, ...).


















(−1)j(j + 1)u−2n−2nj ,
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xto upotpuǌuje dokaz.










2 , k = 0, 2, ..., 2n− 2,
2π, k = 2n, 2n+ 2, ...,
0, inaqe.
Dokaz. Poznato je da ako je ω teinska funkcija, onda je Dn(t) =
[Tn(t)]


















3Un+k(t) dt (k = 0, 1, ...).





sin (n+ k + 1)θ
sin θ
dθ,
xto moe da se izraquna uz pomo formula 1.320.5 i 1.320.7 iz [23]






′′ cos (m− 2k)x,
gde dupli prim oznaqava da se posledǌi sabirak mnoi sa 12 ako je
m paran broj. Na taj naqin dobijamo taqno xta je potrebno. 2

















gde koeficijenti ϵn,k ne zavise od f . Daǉe, ako je f parna funkcija,
onda je ϵn,2j+1 = 0 (j = 0, 1, ...).







































(ωn,k − ωn,k−2), k = 2, 3, ... .
Ako je k neparno, s obzirom na to da je ω(t) = ω(−t), iz (5.24) i
prethodne dve leme sledi da je ωn,k = 0 i stoga ϵn,k = 0.
1) Ocena grexke bazirana na razvoju u red
U opxtem sluqaju, Chebyshev-Fourier-ovi koeficijenti αk u (5.16)
su nepoznati. Elliott je u [7] predloio vixe naqina na koje se oni










Koristei (5.18), (5.21), (5.24), ako i samo ako je k = 2jn, j ∈ N0,
imamo
ωn,k = ωn,2jn = β0γ2jn + β2nγ(2j−2)n + ...+ β(2j−2)nγ2n + β2jnγ0,
ωn,k−2 = ωn,2jn−2 = β0γ2jn−2 + β2nγ(2j−4)n + ...+ β(2j−2)nγ2n−2,
xto povlaqi
ϵn,k = ωn,2jn − ωn,2jn−2 = β(2j−2)n(γ2n − γ2n−2) + β2jnγ0
= 4(−1)j−1j π
2








(−j + 3(j + 1)) = (−1)j π
2
(2j + 3).































































































gde |Kn(z)| moe biti dobijeno iz (5.14). S obzirom na to da je




a2 − cos 2θ dθ (videti [24]),
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ρ−4n + 9 + 6ρ−2n cos 2nθ





ρ−2n + 9ρ2n + 6 cos 2nθ
2ρ2n(a2n + cos 2nθ)
dθ.







ρ−2n + 9ρ2n + 6 cos 2nθ
(a2n + cos 2nθ)2
dθ.










(a2n + cos 2nθ)2























9ρ8n − 2ρ4n + 1
(ρ4n − 1)3
.
Crtali smo grafike Ln(Eρ) i ǌegovih ocena, logaritmovane za
osnovu 10, kao funkcije po ρ, za razliqite vrednosti n. Vidi se, da
su sa rastom n, odgovarajui grafici sve blii jedan drugom.




















Slika 5: log10 od vrednosti Ln(Eρ) (puna linija) i ǌihove granice
date sa (5.28) (isprekidana linija) i (5.29) (isprekidana linija sa
taqkama) za n = 10 (levo) i n = 30 (desno).
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5.2. Ocena grexke kod Micchelli-Sharma
kvadraturne formule
5.2.1. Uvod
Neka je ω teinska funkcija. Nedavno su Bojanov i Petrova u










(i)(xj), a < x1 < · · · < xn < b,
gde su νj dati prirodni brojevi (vixestrukosti) i Pk(t) moniqni
polinom stepena k. Broj ℓ je algebarski stepen taqnosti (algebraic
degree of precision - ADP ) formule (5.29) ako je (5.29) taqna za sve
polinome stepena ℓ i postoji polinom stepena ℓ+ 1 za koji ona nije
taqna. Sa e(ν) je oznaqen najmaǌi nenegativan paran ceo broj ne
maǌi od ν (jasno e(ν) = 0 za ν ≤ 0), a sa σ(Pk) broj nula neparne
vixestrukosti polinoma Pk u intervalu (a, b). Lako se vidi da ADP
formule (5.29) ne prelazi
e(ν1 − τ1) + · · ·+ e(νn − τn) + σ(Pk)− 1,
poxto formula nije taqna za polinom
(t− x1)e(ν1−τ1) · · · (t− xn)e(νn−τn)(t− t1) · · · (t− tm),
gde je m = σ(Pk), t1, . . . , tm ∈ (a, b) nule polinoma Pk neparne
vixestrukosti, τi := 1 ako xi ∈ {t1, . . . , tm} i τi := 0 inaqe.
U [2], jednostavnosti radi, Bojanov i Petrova definixu for-
mulu (5.29) tako da bude Gauss-ova ako joj je ADP maksimalan, tj.
ako je
ADP (5.29) = e(ν1 − τ1) + · · ·+ e(νn − τn) + σ(Pk)− 1.
Kompletna karakterizacija Gauss-ove formule (5.29) i ekspli-
citna konstrukcija ove vrste formula u nekoliko partikularnih








k, dk ∈ R
}
predstavǉa prostor svih polinoma jedne promenǉive stepena naj-
vixe n. Bojanov i Petrova [2, poglavǉe 2] diskutuju generalne
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primedbe vezano za Gauss-ove kvadraturne formule sa vixestrukim
qvorovima, jer ispitivaǌe formula tipa (5.29) za Fourier-ove koe-
ficijente moe biti svedeno na ispitivaǌe standardnih kvadratu-
ra sa vixestrukim qvorovima. Navodimo sledeu teoremu dokazanu
od strane Ghizzetti-ja i Ossicini-ja [20].
Teorema 5.7. Za bilo koji skup neparnih vixestrukosti ν1, . . . , νn











(i)(xj), a ≤ x1 < · · · < xn ≤ b,
sa ADP = ν1 + · · ·+ νn + n− 1, dobro poznata kao Chakalov-Popoviciu-
ova kvadraturna formula (videti [3], [59]). Qvorovi x1, . . . , xn ove






(t− xk)νkQ(t) dt = 0, za sve polinome Q iz πn−1(R).
Odgovarajui (moniqni) ortogonalni polinom
∏n
k=1(t−xk) je poz-
nat kao σ-ortogonalni polinom sa σ = (s1, . . . , sn).
Kvadrature tipa (5.30) sa meusobno jednakim vixestrukostima
ν1 = · · · = νn = ν, gde je ν neparan prirodan broj (ν = 2s+ 1, s ∈ N),
prouqavane su od strane Turán-a u [80]. U ovom sluqaju, odgo-
varajua Gauss-ova kvadraturna formula se zove Gauss-Turán-ova
kvadraturna formula tipa ν (= 2s+1), dok se odgovarajui (moniq-
ni) ortogonalni polinom
∏n
k=1(t− xk) zove s-ortogonalni polinom.
Bojanov i Petrova su u [2] opisali vezu izmeu kvadraturnih
formula sa vixestrukim qvorovima i formula tipa (5.29). Za sis-
tem qvorova x := (x1, . . . , xn) sa odgovarajuim vixestrukostima











uvode xνjj := (xj , . . . , xj) [xj se ponavǉa νj puta], j = 1, . . . , n, gde je
sa g[xν11 , . . . , x
νm
m ] oznaqena podeǉena razlika funkcije g u taqkama
xν11 , . . . , x
νm
m i formulixu i dokazuju sledeu vanu teoremu koja da-
je vezu izmeu standardnih kvadraturnih formula i kvadraturnih
formula za Fourier-ove koeficijente.
Teorema 5.8. Za svaka dva skupa vixestrukosti µ̄ := (µ1, . . . , µk)






























sa stepenom taqnosti jednakim N+µ1+ · · ·+µk. U sluqaju ym = xj za






U [37] (videti takoe i reference u okviru istog) je objaxǌena
numeriqka konstrukcija kvadraturnih formula tipa (5.29).
Pretpostavimo da su koeficijenti aji (j = 1, . . . , n; i = 0, . . . , νj −
1) u (5.32) poznati. Postupajui sliqno kao u prvom delu dokaza
teoreme 2.1 u [2], moemo odrediti koeficijente cji (j = 1, . . . , n; i =
0, . . . , νj−1) u (5.31). Naime, primeǌujui (5.32) na polinom Λµ̄(·;y)f ,


































(j = 1, 2, . . . , n; i = 0, 1, . . . , νj−1).
5.2.2 O Micchelli-Sharma kvadraturnoj formuli
U [29], za svako s > 0, Micchelli i Sharma su za izraqunava-
ǌe Fourier-Chebyshev-ǉevih koeficijenata funkcije f konstruisali

















sa ADP (5.34) = (2s + 3)n − 1, koja ima maksimalnu moguu taq-
nost. Qvorovi ǌihove formule su locirani u ekstremalnim taqkama
−1, η̃1, . . . , η̃n−1, 1 Chebyshev-ǉevog polinoma prve vrste Tn. Prime-
timo da su {η̃j}n−1j=1 istovremeno i nule Chebyshev-ǉevog polinoma
druge vrste Un−1. Jedinstvenost formule (5.34) dokazali su Bojanov
i Petrova (videti [2, Teorema 2.6]).
Micchelli-Sharma kvadraturna formula (5.34) se moe predstaviti





















(1− 4−n+1t)−1/2 − 1
]
i
M1[f ] = f [−1, η̃1, . . . , η̃n−1, 1],
M2j+1[f ] = f [(−1)j+1, η̃j1, . . . , η̃
j
n−1, 1
j+1], j = 1, . . . , s.
Koristei malopre opisanu numeriqku metodu, Micchelli-Sharma
kvadraturna formula (5.34) moe biti izvedena iz kvadraturne
formule (videti [2, dokaz Teoreme 2.6])∫ 1
−1








Ovde koristimo oblik (5.35) Micchelli-Sharma kvadraturne for-
mule i raqunamo je na sledei naqin.
Ako oznaqimo
x0 := −1, xj := η̃j , j = 1, . . . , n− 1, xn = 1,
imamo (videti [58])






gde je u(t) = (t− x0)(t− x1) · · · (t− xn),
M2j+1[f ] = f [xj+10 , x
j












V (xj+10 , x
j






za sve j ∈ {1, . . . , s}, gde je
(Wf)(xj+10 , x
j







1 x0 · · · xj0 · · · x
M−1
0 f(x0)

















1 x1 · · · xj−11 · · · x
M−1
1 f(x1)
























1 xn . . . x
j
n . . . x
M−1
n f(xn)








0 0 . . . j! . . .
∏j
k=1(M − k)xM−j−1n f (j)(xn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
(M := (n+ 1)j) i
V (xj+10 , x
j







1 x0 . . . x
j
0 . . . x
M
0









0 0 . . . j! . . . M(M − 1) · · · (M − j + 1)xM−j0
1 x1 . . . x
j−1
1 . . . x
M
1
















1 xn . . . x
j
n . . . x
M
n













5.2.3. Ostatak Micchelli-Sharma kvadraturne formule za
analitiqke funkcije
Neka je Γ prosta zatvorena kriva u kompleksnoj ravni koja
okruuje interval [−1, 1] i D ǌena unutraxǌost. Pretpostavimo
da je funkcija f analitiqka u D i neprekidna na D. Ako su nam
poznate vrednosti funkcije f i ǌenih prvih izvoda u qvorovima
x1, x2, ..., xn intervala [−1, 1], tada se ostatak Hermite-ove interpo-
lacije funkcije f moe zapisati u obliku (videti [22])
(5.36)





















gde su ℓi,ν fundamentalne funkcije Hermite-ove interpolacije i
Ωn(z) = (1− t2)s+1
n−1∏
ν=1
(z − xν)2s+1 = (1− t2)s+1(Un−1(z))2s+1.
Ako izaberemo xν da budu nule Chebyshev-ǉevog polinoma druge
vrste, tj. xν = ξν , mnoeǌem (5.36) sa ω(t)Tn(t) (ω(t) = 1/
√
1− t2) i






















































Sada moemo dobiti razliqite vrste ocena. Integralna repre-














gde je ℓ(Γ), standardno, duina konture Γ. Uzimamo, kao i obiqno
Γ = Eρ, gde je elipsa Eρ data sa (2.2).
5.2.4. Ocena grexke bazirana na analizi maksimuma modula
jezgra Micchelli-Sharma kvadraturne formule




[(sinnθ)2s+1 cosnθ sin θ]
z − cos θ
dθ.












sin (2s+ 1− k)nθ
z − cos θ










(sin (2s− 2k)nθ + sin (2s− 2k + 2)nθ)


















sin (2s− 2k)nθ sin θ


















cos ((2s− 2k)n− 1)θ

















cos ((2s− 2k)n+ 1)θ






















gde je v = z −
√
z2 − 1 (pozvali smo se na (5.12)).
Zamenom z = 12 (u+ u
−1) (u = z +
√
















































(u− u−1) (un − u−n)2s+1
.














































ρ−(2s−2k)n sin ((2s− 2k)nθ)
)2
,








Dolazimo do glavnog tvreǌa.







za sve ρ > ρ0.








I = aBC2s+1 −Abc2s+1 ≤ 0,
za svako ρ vee od nekog ρ0 = ρ0(n), gde su A,B,C vrednosti a, b, c
za θ = 0. Izraz I = I(ρ) je racionalan po ρ i bie negativan za
dovoǉno velike ρ ako i samo ako je koeficijent koji mnoi najvei












(cos θ − 1)
i oqigledno je da je negativan za svako θ ∈ (0, π). 2
Sa praktiqnog stanovixta nam je bitno da ρ0 bude xto blie
svojoj aktuelnoj vrednosti i da ona bude xto blie 1. Na osnovu nu-
meriqkih eksperimenata se vidi da je za sve n (qak poqev od 3) odgo-
varajua vrednost ρ0(n) veoma blizu 1 (skoro uvek maǌa od 1.001).
Najnii stepen od ρ koji se pojavǉuje u izrazu I(ρ) iznosi −(4s+
3)n− 2. To znaqi da je izraz J(ρ) = ρ(4s+3)n+2I(ρ) polinom po ρ, tj.





gde je d = (12s+ 4)n+ 2.
Koristei ve ustaǉenu metodu prvi put primeǌenu u dokazu
Gautschi-jeve hipoteze, dobijamo da je za sve n, s nejednakost koja
nam treba taqna za svako ρ > 1. Vrednost ρ0 smo raqunali na dve
znaqajne cifre, dakle ρ0 = 1.01.
5.2.5. Numeriqki rezultati


































(znaqi fiksirali smo n = 3), gde je T3(t) = 4t3 − 3t, dobije se:
a) u sluqaju kada je f(t) = f1(t) = e10t, ǌegova prava vrednost
I = 5524.115941518612650 . . . (+0);
97
Tabela 5.3: Vrednosti e3,s(f1T3), e3,s(f2T3) za s = 1, 2, 3.
s Error e3,s(f1T3) Error e3,s(f2T3)
1 6.562(−1) 7.715(+0) 1.489(−16) 1.458(−15)
2 4.449(−4) 5.700(−3) 1.483(−25) 1.712(−24)
3 7.253(−8) 1.011(−6) 3.036(−35) 3.970(−34)
Tabela 5.4: Vrednosti e7,s(f0T7), e7,s(f1T7), e7,s(f1T7) za s = 1, 2.
s Error e7,s(f0T7) Error e7,s(f1T7) Error e7,s(f1T7)
1 8.891(−4) 1.530(−2) 3.521(−15) 5.443(−14) 1.782(−50) 2.650(−49)
2 1.839(−12) 3.491(−11) 7.545(−28) 1.354(−26) 4.610(−77) 8.105(−76)
b) u sluqaju kada je f(t) = f2(t) = et, ǌegova prava vrednost
I = 0.6964416088393797288074950433986415366353 . . . (−1).
Stvarna (aktuelna) grexka u odnosu na Micchelli-Sharma kvadraturu








(znaqi fiksirali smo n = 7), gde je T7(t) = 64t7 − 112t5 + 56t3 − 7t,
dobije se:
a) u sluqaju kada je f(t) = f0(t) = e20t, ǌegova prava vrednost
I = 39467431.6804759993964555 . . . (+0);
b) u sluqaju kada je f(t) = f1(t) = e10t, ǌegova prava vrednost
I = 747.7794284980112467528680420352411 . . . (+0);
v) u sluqaju kada je f(t) = et, ǌegova prava vrednost
I = 0.50240922466279101524873837 . . . (−5).
Stvarna (aktuelna) grexka u odnosu na Micchelli-Sharma kvadraturu
za ove sluqajeve data je u tabeli 5.4.
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[4] A.S. Cvetković, G.V. Milovanović, The Mathematica Package ”Ortho-
gonalPolynomials”, Facta Univ. Ser. Math. Inform. 19 (2004) 17-36.
[5] R. DeVore, A property of Chebyshev polynomials, J. Approx Theory
12 (1974) 418–419.
[6] D. Elliott, The evaluation and estimation of the coefficients in the
Chebyshev series expansion of a functions, Math. Comp. 18 (1964)
82–90.
[7] D. Elliott, The evaluation and estimation of the coefficients in the
Chebyshevseries expansion of a function, Math. Comp. 18 (1968) 274–
284.
[8] H. Engels, Numerical Quadrature and Cubature, Academic Press, Lon-
don, 1980.
[9] C.F. Gauss, Methodus nova integralium valores per approxima-
tionem inveniendi, Commentataiones Societatis Regiae Scientarium
Göttingensis Recentiores, 1 (1814) [Werke III 123–162].
[10] W. Gautschi, On Generating Gaussian Quadrature Rules, In: Nu-
merische Integration ISNM 45 (Ed. by Hämmerlin, G.), 147–154,
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[40] G.V. Milovanović, M.M. Spalević, An error expansion for some Gauss-
Turán quadratures and L1-estimates of the remainder term, BIT Nu-
mer. Math. 45 (2005) 117–136.
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SUMMARY
The field of research in this dissertation is concerned with numerical inte-
gration, i.e. with the derivation of error bounds for Gauss-type quadratures
and their generalizations when we use them to approximate integrals of func-
tions which are analytic inside an elliptical contour Eρ with foci at ∓1 and
sum of semi-axes ρ > 1. Special attention is given to Gauss-type quadratures
with the special kind of weight functions - weight functions of Bernstein–Szegő
type. Three kinds of error bounds are considered in the dissertation, which
means analysis of kernels of quadratures, i.e. determination of the location
of the extremal point on Eρ at which the modulus of the kernels attains its
maximum, calculation of the contour integral of the modulus of the kernel,
and, also, series expansion of the kernel. Beyond standard, corresponding
quadratures for calculation of Fourier expansion coefficients of an analytic
function are also analysed in this dissertation.
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