Let u be a nonnegative, local, weak solution to the porous medium equation for m ≥ 2 in a space-time cylinder ΩT . Fix a point (xo, to) ∈ ΩT : if the average
Introduction
Let Ω be an open set in R N and for T > 0 let Ω T denote the cylindrical domain Ω × (0, T ], and Ω t1,t2 := Ω × (t 1 , t 2 ]. Consider the well-known porous medium equation, namely the quasilinear, degenerate parabolic partial differential equation ∂ t u − m div(|u| m−1 ∇u) = 0, m > 1, weakly in Ω T .
(1.1)
The question of sharp regularity for equation (1.1) has been a long-standing open problem, which has divided expert opinions ever since the famous counterexample by Aronson and Graveleau [24, 7] , described later, proving that solutions do not admit the C 1 m−1 -regularity of the Barenblatt fundamental solution. In this paper, we show that even in the case of the behavior represented by this counter-example, the solutions regularize instantaneously after a possible singular point at the free boundary ∂{u > 0}, where the regularity fails. This is in the spirit of the classical time-lagged Harnack estimates for the heat equation, and with completely quantified local estimates.
Moreover, the question of the sharp regularity is intimately related to the regularity of the free boundary. Caffarelli, Vázquez and Wolanski [12] proved that under suitable conditions on the initial data, and after a suitable waiting time, the global solutions defined in R N admit the behavior we now obtain from purely interior arguments. Using the optimal gradient estimates, they continue to show the Lipschitz regularity of the free boundary, again after a waiting time depending on the initial data.
Contrary to their approach, we instead only consider locally defined quantities, and prove the optimal gradient estimates. While our aim has been to study the sharp regularity of the solutions, a significant question of its own, we also believe that similarly to [12] , our result might be instrumental in concluding the regularity problem with the free boundary for this highly nonlinear equation.
When proving regularity results, at the heart of the matter lies the notion of solutions that one considers. We begin by giving the definition we will be working with. For additional discussion of the existing literature and the meaning of our results, we refer to section 1.4. Remark 1.1. A number of different notions of solutions to the porous medium equation has been proposed in the literature. For a general overview and comparison among the different definitions, see for example [37] . Here we stick to the one which has been widely used, when proving regularity estimates; see, for example, [19, 26] . The requirements in (1.2) allow the testing of the homogeneous equation only by the solution u itself, and not by u m , and lead to natural energy estimates for u in terms of ∇u m+1 2 , which in turn are instrumental in the proof of the Harnack inequality discussed in Theorem 2.1. We note, however, that the standard definition allowing testing with u m implies our assumptions on the solutions [20] .
For a local, globally bounded, weak solution u : Ω T → R + ∪{0} to (1.1), we are interested in the local boundedness of |∇u m−1 | when m ≥ 2. The case 1 < m < 2 has already been dealt with in [28] , and we will not consider it here. Whenever such a bound on the gradient holds, it yields the sharp Hölder continuity exponent of u.
In [28] Ivanov proved the boundedness of |∇u 1+κ |, for some large κ > 0. We will use the same approach, but with some proper modifications, in order to prove the sharper result κ = m − 2.
Notations
For x o ∈ R N and ρ > 0, B ρ (x o ) denotes the ball of radius ρ, centered at x o ; when x o is the origin of R N , we simply write B ρ . We consider different kinds of cylinders; for θ > 0 we define
where θ is a positive parameter that determines the length relative to ρ 2 ; for (
Moreover, for ρ, θ > 0, and (x o , t o ) ∈ R N × R we let
Finally, we define
where θ is a positive parameter that now determines the length relative to ρ;
When θ = 1, we write Q ρ (1) = Q ρ , and U ρ (1) = U ρ .
The parameters {m, N } are the data, and we say that a generic constant γ = γ(m, N ) depends upon the data, if it can be quantitatively determined a priori only in terms of the indicated parameters.
The Intrinsic Scaling
As it is always the case when dealing with degenerate equations such as (1.1), an important step is to study the problem in the correct geometry: in our situation, it turns out that the natural cylinder for our purposes will be
where c > 0 is a parameter that depends only on the data {m, N }. In the following, we will talk of intrinsic cylinders, whenever their dimensions are determined by the value of the solution u; this can occur either through the value of u at some point (x o , t o ), or through a proper integral average of u.
The Main Result
Let Q = B × I ⋐ Ω T be a cylinder where B is a ball and I is a time interval. We choose another cylinder
We also denote
Observe that d o is now controlled from below and above by dist(Q, ∂Ω T ). Moreover, note that we consider the topological boundaries of Q, Q * and Ω T , and not just their parabolic boundaries. Theorem 1.1. Let u be a local, weak solution to (1.1) in Ω T with m ≥ 2.
and define
Then there exist C o > 1, depending only on the data {m, N }, dist(Q, ∂Ω T ), and the supremum of u in Q * , andᾱ > 0, depending only on the data {m, N }, such that ess sup
Roughly speaking, for any point (x o , t o ) ∈ Ω T , provided a time-lag which depends only on the local behavior of u is considered, ∇u m−1 is bounded in a proper cylinder. As a consequence, we have the following. The gist of the previous results is that, given a point (x o , t o ) ∈ Ω T , we can conclude that the solution u achieves its optimal modulus of continuity only after a finite, precisely quantified time lag. It turns out that we have a much better situation, and u undergoes a sort of instantaneous regularisation, quantified by the next result. Theorem 1.2. Let u be a a local, weak solution to (1.1) in Ω T with m ≥ 2.
Then for every γ ≥ 1 at least one of the following holds:
1. For every r small enough we have
2. There exist a sequence δ n → 0 and a constant C > 0, depending only on the data {m, N }, and dist(Q, ∂Ω T ), such that
, whereᾱ is quantity defined in Theorem 1.1. Consequently, by Corollary 1.1, we also have that u ∈ C 1 m−1 (K), for every compact set K ⊂ Q n .
Novelty and Significance
When dealing with the porous medium equation, the optimal regularity of the pressure p given by
and consequently, by Darcy's law, of the velocity v
is a problem that has attracted a lot of interest since the very beginning. When N = 1, Aronson [3] showed that u m−1 is Lipschitz continuous with respect to x. In view of the Barenblatt fundamental solution 11) this is optimal. Still in the 1-dimensional case, under a suitable monotonicity assumption on (u m−1 ) xx , DiBenedetto [15] proved that u m−1 is Lipschitz continuous also with respect to time. Few years later, Bénilan [9] , and independently Aronson and Caffarelli [5] , proved the same Lipschitz continuity in t without extra assumptions. This settles the problem when N = 1.
When N > 1, the situation is much less clear. An overview of the results up to 1986 is in [4] . In particular, in [8] Bénilan proved that ∇u m is bounded if (m − 1)
where c is a positive parameter, which depends only on the data {m, N }. In [35] , given Q = R N × (0, ∞), Moulay and Pierre showed that there exists
for any ǫ > 0 and some r > 0, which is satisfied under suitable conditions on {m, N }. Their proof relies on classical iterative arguments of Moser type.
Once one has a result of this kind, an estimate on the Hölder continuity exponent of u, both in space and in time, can be obtained by a result due to Kruzhkov [30] , later refined by Gilding [23] . Under the point of view of the sharp Hölder continuity exponent, Jäger and Lu [29, 34] have explicit examples.
In order to prove boundedness of the gradient of a proper power of u, Ivanov and Mkrtychan [25, 28] worked the other way around, since they proved the boundedness of ∇u 1+κ , where κ depends on N , m, and α, the global Hölder continuity exponent of u. All these results are somewhat far from the natural regularity, namely that ∇u m−1 is locally bounded, as suggested by the Barenblatt fundamental solution (1.10): that this is indeed the case, provided that t ≥ T o , where T o depends only on the initial condition in R N was proved by Caffarelli, Vazquez and Wolanski [12] .
Our results show that both the waiting time T o , and that Lipschitz continuity of u m−1 with respect to x are purely local facts, independent of boundary and initial conditions, provided one works in a proper compact set K ⋐ Ω T .
It is well known that in general the result cannot hold up to the boundary: indeed, if one considers the domain
and prescribes homogeneous boundary conditions on Γ
is a stationary solution of (1.1) in Ω T and ∇u
is not bounded in a neighborhood of Γ.
Moreover, it is clear from the proof that we work with locally bounded solutions: the local boundedness of solutions to (1.1) has been proved, for example, in [2, 13] , but it is also well-known that solution can blow up in finite time, as shown by the weak solution u 2 :
with λ as in (1.11) .
Notice that our results do not contradict the famous counterexample discussed by Aronson and Graveleau [24, 7] . They build a one-parameter family of radial self-similar solutions
and a = a m ∈ (
In a neighborhood of the interface, v has a power-like behavior, whose exponent can only be numerically determined, but such that ∇u m−1 is not bounded. Far from being a contradiction, this is exactly the second alternative considered in Theorem 1.2. Indeed, assuming the behavior of this counter-example at a point (x o , t o ), in addition to giving the optimal regularity for later times t > t o , Theorem 1.2 also quantifies the blow-up of the optimal behavior around this point.
The structure of the paper is the following: in § 2 we collect some preliminary results; § 3 is devoted to the regularisation of the function u, and to presenting the original Ivanov's argument: for the sake of completeness, we have included the proof; § 4-5 deal with the regularised solution: first we prove Theorem 1.1 for such a solution, and then we present the proof of Corollary 1.1; § 6 deals with the limit, as the regularisation parameter tends to zero, and completes the proof of Theorem 1.1. Finally, § 7 concerns the Instantaneous Regularisation Theorem. The last section takes into account some possible generalizations. 
The Energy Estimate
Proof. For the proof we refer to [19, Proposition 6.1 of Chapter 3].
The Harnack Inequality
, and c ≥ 1 is a given positive constant. These cylinders are "intrinsic" to the solution, since their length is determined by the value of u at (x o , t o ). In [18, § 11] (see also [19, Chapter 5] ) the following result has been proved. 
Remark 2.1. For Theorem 2.1 to hold, the large reference cylinder (x o , t o ) + Q 4ρ (θ) needs to be contained in Ω T ; we can require a smaller reference cylinder, namely (x o , t o ) + Q kρ(θ) with 1 < k < 4, but this will affect the values of c and γ o,s . In other words, the constants depend also on d 
The Weak Harnack Inequality
There exist positive constants c and γ o,w depending only on the data {m, N }, such that we have
for all times
where
It is straightforward to see that if
for all
Therefore, we have the following.
Corollary 2.1. Let u be a nonnegative, local, weak super-solution to equation
There exist positive constants c and γ o,w depending only on the data {m, N }, such that
Sup-Estimates
Lemma 2.2. Let m > 1 and u be a nonnegative, local, weak subsolution to equation (1.1) in Ω T . There exists a constant γ that depends only on the data {m, N }, such that for all cylinders (
This is a consequence of the following result from [13, Lemma 4] . Lemma 2.3. Let u be a smooth positive subsolution to equation
where γ and η depend only on the data {m, N }.
However, it is not straightforward to obtain Lemma 2.2 from Lemma 2.3, and we could not find an explicit reference for the former. Therefore, we provide a full proof of Lemma 2.2, to keep the paper self-contained.
Proof. Without loss of generality, we can assume (x o , t o ) = (0, 0). By Remark 3.1 of [2] with λ = 1 we have
N be an open, bounded set and 
.
We have
Integrating over (0, T ) proves
Fix σ ∈ ( 1 2 , 1), and consider the increasing sequences
Let (x, t) → ζ n be a nonnegative, piecewise smooth, cut-off function in Q n+1 , that equals one in Q n , vanishes on the parabolic boundary of Q n+1 and such that
The function (uζ n ) satisfies (2.4) in Q n+1 . Therefore,
The constant γ depends only upon the data {m, N }, and it is independent of ρ, θ, n. By Lemma 2.1 we obtain
where we have used Hölder's and Young's inequality to estimate the last term. Without loss of generality, we can assume that
, otherwise the Lemma becomes trivial. Let us now set
We obtain the recursive inequality
, that is,
By the interpolation Lemma 5.2 of [19, Chapter 2]
, we conclude that there exists γ, depending only upon the data {m, N }, such that
Therefore, we conclude
The Hölder Continuity
Local, weak solutions u to equation (1.1) are locally Hölder continuous in Ω T , and permit one to exhibit a quantitative Hölder modulus of continuity.
For a wide class of equations, whose prototype is the porous medium one, this result is due to DiBenedetto and Friedman [17] . Hölder continuity for solutions to the Cauchy problem for (1.1) was established by Caffarelli and Friedman [11] ; their approach relies on the special property (of such global solutions)
Continuity of solutions to degenerate parabolic equations u t = ∆(|u| m−1 u) was proved by Caffarelli & Evans [10] , but the modulus of continuity implicit in their proof is essentially of logarithmic kind. For more details, see also [14] . Let Γ = ∂Ω T − Ω × {T } denote the parabolic boundary of Ω T , and for a compact set K ⊂ Ω T introduce the intrinsic, parabolic m-distance from K to Γ by
Theorem 2.3. Let u be a bounded, local, weak solution to equation
Then u is locally Hölder continuous in Ω T , and there exist constants γ 1 > 1 and α ∈ (0, 1) that can be determined a priori only in terms of the data {m, N }, such that for every compact set K ⊂ Ω T ,
for every pair of points (x 1 , t 1 ), and (x 2 , t 2 ) ∈ K.
Proof. Fix a point in Ω T , which up to a translation we take to be the origin of R N +1 . For ρ > 0 consider the cylinder
where ǫ ∈ (0, 1) is to be determined, and set
With ω o at hand, construct now the cylinder of intrinsic geometry
3 is then a consequence of the following (see [19] ): Proposition 2.1. There exist constants γ > 1, and ǫ, ε, δ ∈ (0, 1), that can be quantitatively determined only in terms of the data {m, N } and independent of u and ρ, such that, if ω o ≥ ρ ǫ , setting ρ o = ρ and
we have Q n+1 ⊂ Q n , and osc
A consequence of the previous Proposition is:
Lemma 2.4. There exist constants γ 1 > 1 and α ∈ (0, 1), that can be determined a priori only in terms of the data {m, N }, such that for all cylinders Q − r (ω 1−m ) with 0 < r ≤ ρ, we have
where ω is such that osc
The Comparison Principle
The comparison principle for solutions to the porous medium equation is due to [6, 13, 39] . For a full account of this result, see also [37] . Here we give the statement, which we will use in the following.
Let Ω ⊂ R N be a smooth, bounded domain, and consider the following boundary value problems 
A Stability Result
In addition to the comparison principle, which gives the local uniqueness of solutions, we also have the following stability result.
Proposition 2.3. Under the same assumptions of Proposition 2.2, suppose for non-negative g 1 and u 1,o and for ǫ > 0 that
for all x ∈ Ω.
Denoting u def = u 1 and u ǫ def = u 2 , there exists a subsequence u ǫ k such that
We postpone the proof of this stability proposition to § 6 and proceed with the proof of the main result. For a similar statement, see also [1] .
and d o is the quantity introduced in (1.7). Consider (x o , t o ) ∈ Q and choose ρ > 0 such that
Observe that the choice of ρ guarantees that U ⋐ Q * . Moreover, σ o takes into account the size of u in a neighborhood of (x o , t o ), and the distance of (x o , t o ) from the parabolic boundary of Q * . As it is well-known, when dealing with the regularity of ∇u, the heart of the matter lies in the study of the free boundary of the solution, that is, the set where u vanishes. Now, a difficulty appears at points where the value of the function u is zero, since at such points the intrinsic cylinder shrinks at its upper vertex.
In order to avoid the problems with such a degeneracy, we study a regularised Cauchy-Dirichlet problem. Namely, if u is a local, weak solution to (1.1) with m ≥ 2 in Ω T , we let u ǫ be the weak solution to
where ∂ p Q * is the parabolic boundary of Q * , and ǫ is the positive parameter we have just fixed.
Since u ≥ 0, by Proposition 2.2 we have that u ǫ ≥ ǫ everywhere in Q * . Therefore, in Q * equation ( Thus, we now avoid the problem with the degeneracy of the intrinsic cylinder and we may also differentiate the equation to obtain a priori estimates. In particular, the equation may now be written in non-divergence form as
(3.5)
We will prove suitable estimates for u ǫ , which are stable with respect to the regularisation parameter ǫ. Eventually, in § 6 we will pass to the limit, as ǫ → 0.
A First Estimate
For the sake of notation, in what follows we will drop ǫ from the subscript of u, and denote u ǫ with u. We recall an argument, which is originally due to Ivanov [28] . 
where ϕ is the cut-off function defined by
Then, there exists a constant C = C(m, N ) > 0 such that for every θ > 0 we have that either the function w attains its maximum in U at an interior point (x * , t * ) ∈ U , and at this point we have that
Proof. Let u k = ∂ x k u; by applying u k ∂ x k to equation (3.5) we obtain the fol-
Next we introduce the cut-off function defined in (3.6). Denote w def = vϕ and multiply the above inequality by ϕ to obtain for w that
Let z and w be as in the statement of the lemma. We obtain
(3.8)
We start estimating the different terms one by one. First of all, Young's inequality and Jensen's inequality give
where B(u) = 64N m 3 u m−3 . Next, a repeated use of Cauchy-Schwarz inequality yields
Thus, again by Young's inequality we obtain that
On the other hand, since u is a solution to the regularised equation, similarly as above we obtain that
where we used Young's inequality to estimate the right-hand side. Moreover, by Young's inequality,
Notice also that
Inserting the above estimates into (3.8) gives We use these estimates to control the terms containing ϕ in (3.9). We obtain
as well as
Finally, plugging these estimates into (3.9) yields
(3.10)
Assume (x * , t * ) is the point of maximum for the function w in the set U and let
, as well as w * := w(x * , t * ) and z * := z(x * , t * ). Due to the choice of our cut-off function ϕ, (x * , t * ) ∈ U , that is, it is an interior point of U .
Given a θ > 0, we have the following alternative: either 11) or one of these two inequalities does not hold. Assume first that both hold. In such a case, we have that
Since |∇u(x * , t * )| > 0, we have at this point that A(u)vw > 0. As the left-hand side of (3.10) is nonpositive at (x * , t * ), we may use (3.10) to conclude (3.7). On the other hand, if |∇u(x * , t * )| = 0, we have directly that w(x * , t * ) = 0, that is, w vanishes at its maximum point in U . Since this point lies in the interior of U , we have that ϕ(x * , t * ) > 0, which yields
Finally, if w * ≤ θ 2 , we obtain directly that
Altogether, we obtain in any case that either (3.7) holds, or
A Second Estimate
In [28] Ivanov uses Lemma 3.1 to conclude that |∇u κ | is bounded, where κ ≈ 1/α with α ∈ (0, 1) being the known Hölder exponent of u given by (2.5) (see also [16, Chapter III] , and [17] ). After a clever choice of z(u) in Lemma 3.1, the problem concerning the boundedness of the gradient actually reduces to proving an oscillation estimate for u. By relying on the known Hölder regularity of u, one may then conclude.
We will proceed in a similar way; however, instead of merely using the Hölder continuity of u, we aim at proving a new oscillation estimate in an intrinsic cylinder with a scaling similar to Q u introduced in (1.6). Then, in the next sections, we will use this estimate to conclude the required regularity result.
Let u ǫ be the classical solution to (3.4), and for δ ∈ (0, 1] consider the cylinder
where σ o is the quantity defined in (3.1). By Proposition 2.3 (see also Remark 2.2) we fix ǫ o ∈ (0, 1] small enough so that for every ǫ ≤ ǫ o we have
For the sake of notation, in what follows we will drop ǫ from the subscript of u, and denote u ǫ with u. We now follow the argument of [28] , with some important modifications, and prove a second lemma. 
for every (x, t) ∈ Q u,δ , we have that
In particular, the constant C does not depend on the regularisation parameter ǫ of (3.4).
Proof. We need to show that by assuming
for some small ν > 0, quantitatively determined in terms of N and m, we are able to show the boundedness of the gradient of u m−1 . The proof will determine how ν can be estimated below by a quantitatively determined ν o = ν o (m, N ).
In order to simplify the notation, we denote u(x o , t o ) with u o , and let A(u) and B(u), w and J (θ), be as in Lemma 3.1.
We consider in Q u,δ the estimates we proved in Lemma 3.1 for the general cylinder U . Suppose w attains its maximum in Q δ,u at (x * , t * ). By Lemma 3.1 we know that there exists a constant C = C(m, N ) > 0 such that for every θ > 0 either
Observe that here we used ρ = σ o [δu o ] m−1 in the definition of J (θ). This choice of ρ might not satisfy the lower bound of (3.3), but since (3.7) always implies the same estimate with smaller ρ, we in particular obtain (3.15) .
We start by estimating J (θ). For this purpose, we assume that (3.14) holds with ν = ν 1 = 1/2. With this assumption we have
for every (x, t) ∈ Q u,σ . On the other hand, since δ, σ o ≤ 1, we have
Notice that if (3.14) holds with another ν * < 1 2 , the previous estimates continue to hold.
Let ω def = 2ν 2 u(x o , t o ), where 0 < ν 2 ≤ 1 2 is to be chosen, and now assume that (3.14) holds with ν = ν 2 . Our task is to show that ν 2 can be chosen quantitatively. Now the aim is to use Lemma 3.1 and for that purpose we choose
where m 2 is as introduced in (3.14) . Observe that by the assumption that (3.14) holds for ν = ν 2 , we obtain that m 2 − u ≤ ω. Now using (3.15) and plugging in the choice of z and the above estimates, we obtain
Finally, we choose
Plugging these into (3.16) yields 11 30 ≤ 0, and thus (3.15) cannot hold. By Lemma 3.1 we conclude that
1/2 θ which gives the claim, due to our choice of θ, provided we let ν o def = min{ν 1 , ν 2 }. Notice that in the last estimate we used the fact that 5ω 2 ≤ z(u) ≤ 6ω 2 .
The Local Bound for the Gradient of the Regularised Solution After a Waiting Time
The key point in Lemma 3.2 is the oscillation control on u ǫ given by (3.13). We now proceed with showing how this control can be obtained after a quantifiably determined waiting time. For the sake of notation, in what follows we will drop ǫ from the subscript of u, and denote u ǫ with u. Suppose u is the positive, bounded solution to (3.4) in Q * . Let
where γ o,s and γ o,w are the constant respectively in (2.1) and (2.2). We have 
We have the following theorem. Theorem 4.1. Let m ≥ 2, and suppose that u is the ǫ-regularised solution of (3.4) 
Then there exists a positive constant C o , depending only on the data {m, N }, d o , and M , but independent of the regularisation parameter ǫ, such that ess sup
(4.1) is scaling invariant directly by definition.
Fix the radius r ∈ 0, do 2 , and let η ∈ (0, 1) be such that
With this notation we have the following lemma.
, and let ν o be the constant of Lemma 3.2. Under the same notation and assumptions of Theorem 4.1, fix a point (x * , t
and let u * def = u(x * , t * ). Then, for the constant
we have that
Proof. As we mentioned before, without loss of generality, we may assume σ o ∈ (0, 1). By the weak Harnack inequality of Theorem 2.2 we have inf
Choose a point (x * , t * ) ∈ (x o , t 1 ) + Q r 2 (θ 1 ), and let
Observe that since
we havet ≤ t * + 1 4 θ 1 r 2 . We consider the intrinsic cylinder (x * ,t)+Q
The Hölder continuity of u stated in Lemma 2.4, together with the weak Harnack inequality (4.4), now yields
. Due to the choice of u * , we may apply the weak Harnack inequality (4.4) once more, to deduce for γ 1 ≥ 2 that
This allows us to conclude that
Therefore, we finally obtain
Remark 4.2. The solution u is now bounded above and below in a neighbourhood of (x * , t * ), whose size depends only on u * . Equivalently, we can say that u is uniformly small in a neighbourhood of (x * , t * ), whose dimensions are quantitatively known. In principle, this would not rule out the possibility for the gradient to be large, as u might wildly oscillate close to (x * , t * ), independently of its size. However, since the largeness of ∇u is controlled by the largeness of u due to Lemma 3.2, this implies that no large oscillation can actually occur.
We can now conclude. we have the proper bounds required by Lemma 3.2. Hence, there exists a positive constant C, which depends only on the data {m, N }, such that
Plugging in the choices of σ o and c 1 allows us, due to the arbitrariness of (x * , t * ) ∈ (x o , t 1 ) + Q r 2 (θ 1 ), to conclude the proof.
The Optimal Hölder Continuity Exponent
We now show how the local boundedness of |∇u m−1 | can be used to prove a local C 1 m−1 -Hölder estimate for u. The proof of Theorem 5.1 below is originally due to Gilding [23] ; here we modify it, in that we state it in intrinsic terms, in the spirit of Theorem 2.3, although not exactly in the same way, as explained in Remark 5.1 below. Notice that by C 
Remark 5.1. When dealing with the interior Hölder continuity of solutions to (1.1), the statement is usually written as in Theorem 2.3, namely in terms of the dimensionless, parabolic distance
Unfortunately, this is not possible here, since typically the quantity at the denominator of (5.3) is included in the constant C o . A clean statement could be given, if one were to accurately trace all the dependencies affecting C o in the arguments leading to the gradient bound.
Proof. Without loss of generality, we can assume M > 1. In order to simplify the exposition, we will study a rescaled solution, namelỹ
It is easy to check that this is, indeed, another solution of equation (1.1). We also begin with the auxiliary assumption that Ω T is simply connected. 
Consider (x o , t o ) and (x o , t 1 ) two arbitrary points in K T , with t o < t 1 , where
It remains to show the Hölder condition in time, namely
By using the earlier notation A(ũ) = mũ m−1 , we define an operator L by setting
Recall that the porous medium equation can now be written as
Notice also that in Ω T we have
and moreover, we also know by (5.4) that
be as defined earlier, and denote by µ o = µ o (m, C o ) the maximum of the above upper bounds,
where the radius r ∈ (0, d 1 ) is to be chosen later. Observe that for such an r we always have N ⊂ Ω T . Let
We need to show that κ is bounded by
where K is a constant which depends only on the data {m, N }, C o , and d 1 , and in particular, is independent of x o . We introduce the polynomial comparison functions
and show that these functions are super-solutions for the operator L in N , while they attain non-negative values on the parabolic boundary ∂ p N . By definition, in N we have
Next, we study v ± on the parabolic boundary of N . For t = t o and |x − x o | < r, by the Hölder estimate (5.5) we have that
and for |x − x o | = r and t o < t ≤ t 1 we obtain
where in the last step, we used the definition of κ.
Therefore, by the maximum principle for linear parabolic equations (see, for example, [22] , page 34), we deduce that v ± ≥ 0 in N . In particular, this implies v ± (x o , t) ≥ 0; in other words,
Taking the supremum over t ∈ [t o , t 1 ] yields
We choose r o = r to be the positive root of
We need to have r o ∈ (0, d 1 ), which is true if
Inserting these in (5.6) yields
Therefore, for every t o , t 1 , with |t o − t 1 | < δ o , we obtain that
Since the constant K does not depend on x o , and K T is a compact set in time, we may now cover the set with a finite number of t k , k ≥ 0 for which Finally, if Ω is not simply-connected, the result still follows by a standard covering argument for every compact K ⋐ Ω.
6 The Proofs of Theorem 1.1 and Corollary 1.1 Concluded
We will now conclude the proofs of our main results. First of all, notice that Proposition 2.3 is a direct consequence of Proposition 6.1 below. Therefore, we limit ourselves to it. The argument is quite standard: we will only provide a sketch of the proof, giving detailed references for the missing arguments. We employ the following proposition due to Ivanov [27] . Proposition 6.1. Let α ∈ (0, 1) be the Hölder exponent of u and suppose u ǫ is the classical solution to problem (3.4) in Q * . Then, there exists a subsequence
and ∇u
, by the setup of the regularised problem we have that
for a constant M > 0, uniformly for all ǫ > 0. By the Arzelà-Ascoli theorem, there exists a uniformly convergent subsequence 
For simplicity we drop the subscript k i and denote this subsequence by u ǫ . Since the convergence in C α -norm is pointwise uniform, we necessarily have v 1 = v 2 . Due to the uniform bounds that we have in the above function spaces, a tedious but straightforward argument shows that v is a weak solution of the Dirichlet problem in Q * with boundary values given by u. By the local uniqueness of the solution to the equation, a direct consequence of Proposition 2.2, we obtain v = u. This finishes our sketch of the proof. For a rigorous treatment with all the details we refer to [27, Theorem 6.1 and Theorem 7.1].
Proof of the Main Results
We can finally prove our main results concerning the boundedness of |∇u m−1 |, the consequent sharp Hölder estimate, and the instantaneous regularisation. On the other hand, by Proposition 6.1 we know that u ǫ → u in C α (Q * ), which implies v = u. This finishes the proof. for some constant γ > 0, and for every r small enough. We now fix such an r. Notice that, by the local continuity of u, we have u(x o , t o ) = 0.
We consider the ǫ-regularisation u ǫ,r (x, t) dx, 
and, thus, (x o , t o ) + Q r (θ) ⊂ Q * .
In order to control the right-hand side of (7.2) we estimate This yields (1.8), for the r fixed in the beginning. Since r was chosen arbitrarily, apart from being small, we conclude (1.8) for all r small enough.
Suppose now that there exists a sequence r kn → 0 such that 
Generalizations
The argument we presented relies on the intrinsic Harnack and weak Harnack inequalities, on the Hölder continuity of solutions in the interior, on a quantitative L ∞ estimate, and on Lemma 3.1, but otherwise it is purely real analytic -apart from passing to the limit ǫ → 0 in § 6. The Hölder continuity of Lemma 2.4, the Harnack inequalities of Theorems 2.1-2.2, the quantitative L ∞ estimate of Lemma 2.2, hold also for doubly nonlinear equations of the form u t − div A(x, t, u, ∇u) = 0 weakly in Ω T , For the precise statements and proofs of these result, we refer to [36, 26, 21, 38] . The Barenblatt fundamental solution for equation ( suggests that in this case the optimal Hölder continuity exponent should be
An approach like the one we developed here, in principle should allow to check, whether this is indeed the case or not. However, we will not pursue this issue any further here.
