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Abstract
First, a new sufficient condition for uniqueness of weak solutions
is proved for the system of 2D viscous Primitive Equations. Second,
global existence and uniqueness are established for several classes of
weak solutions with partial initial regularity, including but not limited
to those weak solutions with initial horizontal regularity, rather than
vertical regularity. Our results and analyses for the problem with phys-
ical boundary conditions can be extended to those with other typical
boundary conditions. Most of the results were not available before,
even for the periodic case.
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1 Introduction
Consider as in [21] the system of 2D viscous Primitive Equations (PE) for
three dimensional Geophysical Fluid Dynamics in the two dimensional spa-
tial domain:
D :=
{
(x, z) ∈ R2
∣∣ 0 < x < 1,−h < z < 0} ,
where h is a positive constant.
Horizontal momentum equations:
∂u
∂t
+ (u,w) · ∇u =−
∂p
∂x
+ v +∆u,
∂v
∂t
+ (u,w) · ∇v =− u+∆v.
Hydrostatic balance:
∂p
∂z
+ θ = 0.
Continuity equation:
∂u
∂x
+
∂w
∂z
= 0.
Heat equation:
∂θ
∂t
+ (u,w) · ∇θ = ∆θ +Q.
In the above equations, the gradient ∇ and the Laplacian ∆ are defined as:
∇ := (∂x, ∂z) = (∂1, ∂2), ∆ := ∂
2
x + ∂
2
z = ∂
2
1 + ∂
2
2 .
The unknowns in the above system of 2D viscous PE are the fluid velocity
(u, v, w) ∈ R3, the pressure p and the temperature θ. The heat source Q is
given. For issues concerned in this article and for simplicity of presentation,
Q is assumed to be independent of t. Upon minor modifications, all the re-
sults obtained in this article can be extended to the case for time-dependent
Q under suitable assumptions for Q. Some of the coefficients in the above
system are already simplified for conciseness of presentation. In particu-
lar, viscosity constant, diffusivity constant and Coriolis rotational frequency
from β-plane approximation are set as 1. The effect of salinity is omitted
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for simplicity of presentation. All these simplifications lose no mathematical
generality.
The boundary ∂D of D is partitioned into three parts Γi∪Γb∪Γl, where
Γi := {(x, 0) ∈ D}, Γb := {(x,−h) ∈ D}, Γl := {(x, z) ∈ D
∣∣x = 0, 1}.
The following boundary conditions of the PEs are used:
on Γi : uz + α1u = vz + α2v = w = θz + α3θ = 0,
on Γb : u = v = w = θz = 0,
on Γl : u = v = θx = 0,
where αi > 0 for i = 0, 1, 2 and uz, vz, θx and θz are the corresponding partial
derivatives of u, v and θ. For convenience of reference, this set of boundary
conditions is called physical boundary conditions here, following [5]. See [19]
and [21] for geophysical background of these boundary conditions.
Integrating the continuity equation and the hydrostatic balance equation
and using the boundary condition w(x, 0, t) = 0, one can express w and p
as:
w(x, z, t) =
∫ 0
z
ux(x, ζ, t)dζ, (1.1)
p(x, z, t) = q(x, t) +
∫ 0
z
θ(x, ζ, t)dζ, (1.2)
where q(x, t) = p(x, 0, t) is the pressure on Γi. Eliminating w and p from
the previous system of 2D viscous PE results in the following equivalent
formulation:
ut −∆u+ uux +
(∫ 0
z
ux(x, ζ, t)dζ
)
uz
+ qx +
∫ 0
z
θx(x, ζ, t)dζ = v, (1.3)
vt −∆v + uvx +
(∫ 0
z
ux(x, ζ, t)dζ
)
vz = −u, (1.4)
θt −∆θ + uθx +
(∫ 0
z
ux(x, ζ, t)dζ
)
θz = Q; (1.5)
N. Ju Viscous Primitive Equations 4
with the following boundary conditions:
uz + α1u
∣∣
z=0
= u
∣∣
z=−h
= u
∣∣
x=0,1
= 0, (1.6)
vz + α2v
∣∣
z=0
= v
∣∣
z=−h
= v
∣∣
x=0,1
= 0, (1.7)∫ 0
−h
ux(x, ζ, t)dζ = 0, (1.8)
θz + α3θ
∣∣
z=0
= θz
∣∣
z=−h
= θx
∣∣
x=0,1
= 0. (1.9)
The above system of 2D viscous PE will be solved with suitable initial
conditions:
u(x, z, 0) = u0(x, z), v(x, z, 0) = v0(x, z), θ(x, z, 0) = θ0(x, z). (1.10)
Notice that the boundary condition w(x, 0, t) = 0 is already embedded in
the expression (1.1). The other boundary condition for w is given in (1.8).
It follows from (1.6) and (1.8) that∫ 0
−h
u(x, z, t) dz = 0. (1.11)
The mathematical framework of the viscous primitive equations for large
scale ocean flow in three dimensional spatial domain (3D viscous PE) was
formulated in [19], where the notions of weak and strong solutions were
defined and existence of weak solutions was proved. Existence of strong
solutions local in time and their uniqueness were proved in [7] and [24].
Existence of strong solutions global in time was proved in [4] and [13] for
the case when u and v satisfy Neumann boundary condition at the bottom.
Existence of strong solutions global in time was proved in [15] for the case
when u and v satisfy physical boundary conditions. See also the results
in [8]. Uniform boundedness in H1 of strong solutions global in time was
proved in [9] and [16]. Uniform boundedness in H2 of H2 solutions global
in time was proved in [10] and [12]. Global uniform boundedness in Hm
(m > 2) of Hm solutions was recently proved in [11].
One of the outstanding unresolved mathematical problems for 3D viscous
PE is about uniqueness of weak solutions. Global existence and uniqueness
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of z-weak solutions to 3D viscous PE were proved in [22] for initial data in
L6. A “z-weak” solution is a weak solution (u, v, θ) such that
(uz, vz, θz) ∈ L
∞(0, T ; (L2)3) ∩ L2(0, T ; (H1)3).
Recently, global existence and uniqueness of z-weak solutions was proved in
[10]. Uniqueness of weak solutions was proved in [14] for continuous initial
data as well. See also [17] for a result on uniqueness of weak solutions for a
class of discontinuous initial data.
Indeed, the problem of uniqueness of weak solution is still open even
for 2D viscous PE. In [2], existence and uniqueness of z-weak solutions, in
the name of “weak vorticity solutions”, for 2D hydrostatic Navier-Stokes
equations (2D hNSE) were proved for the case when u satisfies a Robin type
friction boundary condition at the bottom of spatial domain. The system of
2D hNSE is somewhat simplified from that of 2D PE (1.3)-(1.5). It includes
only u, w and q as the unknown variables without v or θ. Existence and
uniqueness of z-weak solution u for 2D hNSE were also proved in [3] for the
case with Dirichlet boundary condition at the bottom. For the case when the
spatial domain is a rectangle, existence and uniqueness of the weak solution
u of the 2D hNSE were proved in [3] with even less demanding regularity:
u ∈ L∞(0, T ;L2xH
1
2
z ) ∩ L
2(0, T ;H1xH
3
2
z ),
for both the cases of Dirichlet and Neumann boundary conditions at the
bottom. See [3] for notational details. Finally, we mention that existence
and uniqueness of z-weak solution (u, v, θ) for 2D viscous PE were proved
in [20] for the case with periodic boundary conditions on (u, v, θ).
This paper will focus on the problem of uniqueness of weak solutions and
uniform boundedness of norms of partial regularity for given initial partial
regularity of weak solutions to the 2D viscous PE. It studies existence and
uniqueness of weak solutions of the system (1.3)-(1.5) in D under physical
boundary conditions (1.6)-(1.9).
First, a new sufficient condition for uniqueness of weak solutions is
proved. Second, global existence of several classes of weak solutions with
initial partial regularity is also proved. Finally, as an application of our
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new sufficient condition, uniqueness of these classes of weak solutions with
initial partial regularity is also proved. These results are valid as well for
other typical boundary conditions for 2D viscous PEs, since our proofs can
be easily extended to those cases.
To present our analysis in complete details, we first give the definition
of a weak solution carefully and then prove several important results about
properties of weak solutions and strong solutions of 2D viscous PEs. These
results are included in Theorems 3.1-3.4. Closely related important discus-
sions are also presented in Remarks 3.1-3.3. This section, Section 3, shares
some similarity with [17] in terms of strategy. However, the definition of
a weak solution of the viscous PE used in this paper is somewhat different
from those used in [2], [17] and [19] for viscous PE. The set of boundary
conditions used in this paper is also different from those used in [2] and
[17]. Hence, many of our detailed arguments and ideas of the proofs are also
different from those of [17]. Therefore, we choose to present the full proofs
of all these results, which will provide fundamental technical support for our
analysis in the rest sections of this paper. Some of these results might also
be new in the presented forms.
The main results for existence and uniqueness of weak solutions with
initial partial regularity to be presented are Theorem 4.1, Theorem 5.1,
Theorem 5.2 and Theorem 6.1. Except that the results for z-weak solu-
tions were proved in [20] for periodic case, all of our main results were not
previously known even for periodic case. Especially, global existence and
uniqueness are proved for weak solutions with initial partial regularity in
horizontal direction, rather than vertical direction. The same is proved for
several other mixed cases as well. The main ideas of our analysis are careful
manipulations of anisotropic inequalities in Sobolev spaces.
The rest of this article is organized as follows:
In Section 2, we give the notations and some definitions, briefly review
the background and recall some facts and known results which are important
for later analysis. In Section 3, we first give the definition of weak solutions
and strong solutions of 2D viscous PE with physical boundary conditions.
Then, prove Theorem 3.1-3.4 about important properties of weak solutions
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and strong solutions of 2D viscous PE. These theorems will provide help-
ful technical support for our analysis in the sequel. In Section 4, we prove
Theorem 4.1. It gives a new sufficient condition for uniqueness of weak so-
lutions and generalizes an already known one. It is a crucial observation
which will be used later in proving our new uniqueness results. In Section 5,
we prove Theorem 5.1 and Theorem 5.2. These global existence results, for
weak solutions in specific partial regularity classes, not only give correspond-
ing global-in-time uniform bounds and absorbing sets, but also prepare our
proof of uniqueness in next section. In Section 6, we prove Theorem 6.1 for
uniqueness of the weak solutions with the specific initial partial regularity.
2 Preliminaries
In this paper, C denotes a positive absolute constant, the value of which
might vary from line to line. Similarly, Cε denotes a positive constant de-
pending on ε > 0, the value of which may also vary at different occurrence.
The following notations are used for real numbers A and B:
A 4 B if and only if A 6 C · B,
and
A ≈ B if and only if c · A 6 B 6 C ·A,
for some positive constants c and C independent of A and B.
Denote by Lr(D), Lr((0, 1)) and Lr((−h, 0)) (1 6 r < +∞) the classic
Lebesgue Lr spaces with the norm:
‖ϕ‖r =

(∫
D
|ϕ(x, z)|r dxdz
) 1
r , ∀ϕ ∈ Lr(D);(∫ 1
0 |ϕ(x)|
r dx
) 1
r
, ∀ϕ ∈ Lr((0, 1));(∫ 0
−h
|ϕ(z)|r dz
) 1
r
, ∀ϕ ∈ Lr((−h, 0)).
Standard modification is used when r = ∞. When there is no confusion,
index r = 2 is omitted:
‖ϕ‖ := ‖ϕ‖2.
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Denote by Hm(D) (m > 1) the classic Sobolev spaces for square-integrable
functions on D with square-integrable weak derivatives up to order m. Do-
mains of the functions spaces will be omitted from notations without con-
fusion.
Some anisotropic Lebesgue spaces and Sobolev spaces will be used. For
example, for r, s ∈ [1,∞), Lrx(L
s
z) denotes the standard function space of
(classes of) Lebesgue measurable functions on D such that
‖ϕ‖Lrx(Lsz) :=
(∫ 1
0
‖ϕ(x, ·)‖rLszdx
) 1
r
:=
[∫ 1
0
(∫ 0
−h
|ϕ(x, z)|sdz
) r
s
dx
] 1
r
<∞,
with stand modifications when r or s is ∞.
We will also use CB([α,∞)) to denote the set of uniformly bounded
functions in C([α,∞)), for an interval [α,∞) ⊂ R.
Following [21], the following function spaces are defined:
H := H1 ×H2 ×H3, V := V1 × V2 × V3,
where
H1 :=
{
ϕ ∈ L2(D)
∣∣∣ ∫ 0
−h
ϕ(x, z)dz = 0, ϕ
∣∣
Γl
= 0
}
,
V1 :=
{
ϕ ∈ H1(D)
∣∣∣ ∫ 0
−h
ϕ(x, z)dz = 0, ϕ
∣∣
Γl∪Γb
= 0
}
,
H2 := L
2(D), V2 :=
{
ϕ ∈ H1(D)
∣∣∣ ϕ∣∣Γl∪Γb = 0} ,
H3 := L
2(D), V3 := H
1(D), if α3 > 0,
and
H3 :=
{
ϕ ∈ L2(D)
∣∣∣ ∫
D
ϕ = 0
}
, V3 := H3 ∩H
1(D), if α3 = 0.
Define the bilinear form: ai : Vi × Vi → R for i = 1, 2, 3, such that
ai(φ,ϕ) =
∫
D
∇φ · ∇ϕ dxdz + αi
∫ 1
0
φ(x, 0)ϕ(x, 0) dx,
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and the corresponding linear operator Ai : Vi 7→ V
′
i , such that
〈Aiv, ϕ〉 = ai(v, ϕ), ∀v, ϕ ∈ Vi,
where V ′i is the dual space of Vi and 〈·, ·〉 denotes scalar product between
V ′i and Vi and the inner product in Hi. Define:
D(Ai) =
{
φ ∈ Vi
∣∣ Aiφ ∈ Hi} , i = 1, 2, 3.
Define: A : V 7→ V ′ as A(u, v, θ) := (A1u,A2v,A3θ), for (u, v, θ) ∈ V . Then,
D(A) = D(A1)×D(A2)×D(A3).
Since A−1i is a self-adjoint compact operator in Hi, by the classic spectral
theory, the power Asi can be defined for any s ∈ R. Then,
D(Ai)
′ = D(A−1i )
is the dual space of D(Ai) and
Vi = D(A
1
2
i ), V
′
i = D(A
−
1
2
i ).
Moreover,
D(Ai) ⊂ Vi ⊂ Hi ⊂ V
′
i ⊂ D(Ai)
′,
and the embeddings above are all continuous and compact and each space
above is dense in the one following it. Define the norm of Vi as
‖ϕ‖2Vi = ai(ϕ,ϕ) = 〈Aiϕ, ϕ〉 = 〈A
1
2
i ϕ,A
1
2
i ϕ〉, i = 1, 2, 3.
Then, for ϕ ∈ Vi and i = 1, 2, 3,
‖ϕ‖ 4 ‖ϕ‖Vi ≈ ‖ϕ‖H1 .
By the above discussion and elliptic regularity for linear 3D stationary PE
(see e.g. [24]), we also have for ϕ ∈ D(Ai) and i = 1, 2, 3,
‖ϕ‖Vi 4 ‖Aiϕ‖ ≈ ‖ϕ‖H2 .
Next, we introduce the following anisotropic estimate which will be very
useful for our later discussion:
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Lemma 2.1 Let ψ,ψx, φ, φz , ϕ ∈ L
2(D). Then,∣∣∣∣∫
D
ψφϕ
∣∣∣∣ 4 ‖ψ‖ 12 (‖ψ‖ + ‖ψx‖) 12 ‖φ‖ 12 (‖φ‖ + ‖φz‖) 12‖ϕ‖.
Proof:∣∣∣∣∫
D
ψφϕ
∣∣∣∣ 6 ∫ 1
0
‖φ‖L∞z ‖ψ‖L2z‖ϕ‖L2z dx
4
∫ 1
0
‖φ‖
1
2
L2z
(‖φ‖L2z + ‖φz‖L2z)
1
2‖‖ψ‖L2z‖ϕ‖L2zdx
4‖ψ‖L∞x (L2z)
∫ 1
0
‖φ‖
1
2
L2z
(‖φ‖L2z + ‖φz‖L2z )
1
2‖ϕ‖L2z dx
4‖ψ‖L2z (L∞x )‖φ‖
1
2 (‖φ‖ + ‖φz‖)
1
2 ‖ϕ‖
4‖ψ‖
1
2 (‖ψ‖ + ‖ψx‖)
1
2 ‖φ‖
1
2 (‖φ‖+ ‖φz‖)
1
2 ‖ϕ‖.
Notice that, in the last step of the above derivations, we have used the
following estimate:
‖ψ‖2L2z(L∞x ) =
∫ 0
−h
‖ψ‖2L∞x dz
4
∫ 0
−h
‖ψ‖L2x(‖ψ‖L2x + ‖ψx‖L2x)
4‖ψ‖(‖ψ‖ + ‖ψx‖).
✷
An immediate application of Lemma 2.1 is the following result:
Lemma 2.2 The following statements are valid:
(a) Suppose (u, v, θ) ∈ V and w is given by (1.1). Then, for ϕ ∈ V1,
|〈uux, ϕ〉| 4‖u‖‖ux‖
1
2‖uz‖
1
2 ‖ϕx‖, (2.1)
|〈wuz , ϕ〉| 4‖u‖‖ux‖
1
2‖uz‖
1
2 ‖ϕx‖+ ‖u‖
1
2 ‖ux‖
3
2 ‖ϕz‖; (2.2)
for ϕ ∈ V2, with i, j = 1, 2, i
′ = 3− i and j′ = 3− j,
|〈uvx, ϕ〉| 4 ‖ux‖‖v‖
1
2 ‖∂iv‖
1
2‖ϕ‖
1
2‖∂i′ϕ‖
1
2
+‖u‖
1
2 ‖∂ju‖
1
2 ‖v‖
1
2 ‖∂j′v‖
1
2 ‖ϕx‖, (2.3)
|〈wvz , ϕ〉| 4 ‖ux‖‖v‖
1
2 ‖∂iv‖
1
2‖ϕ‖
1
2‖∂i′ϕ‖
1
2
+ ‖ux‖‖v‖
1
2 ‖vx‖
1
2‖ϕz‖; (2.4)
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for ϕ ∈ V3, with i, j = 1, 2, i
′ = 3− i and j′ = 3− j,
|〈uθx, ϕ〉| 4 ‖ux‖‖θ‖
1
2‖∂iθ‖
1
2‖ϕ‖
1
2‖∂i′ϕ‖
1
2
+‖u‖
1
2‖∂ju‖
1
2‖θ‖
1
2 ‖∂j′θ‖
1
2 ‖ϕx‖, (2.5)
|〈wθz, ϕ〉| 4 ‖ux‖‖θ‖
1
2‖∂iθ‖
1
2‖ϕ‖
1
2‖∂i′ϕ‖
1
2
+ ‖ux‖‖θ‖
1
2‖θx‖
1
2‖ϕz‖. (2.6)
Therefore,
uux, wuz ∈ V
′
1 , uvx, wvz ∈ V
′
2 , uθx, wθz ∈ V
′
3 . (2.7)
(b) Suppose (u, v, θ) ∈ L∞(0, T ;H) ∩ L2(0, T ;V ). Then,
uux ∈ L
2(0, T ;V ′1), wuz ∈ L
4
3 (0, T ;V ′1),
uvx, wvz ∈ L
4
3 (0, T ;V ′2), uθx, wθz ∈ L
4
3 (0, T ;V ′3).
Proof: For u, ϕ ∈ V1, Lemma 2.1 yields
|〈uux, ϕ〉| 4 ‖u‖
1
2‖ux‖
3
2 ‖ϕ‖
1
2 ‖ϕz‖
1
2 ,
∣∣〈u2, ϕx〉∣∣ 4 ‖u‖‖ux‖ 12‖uz‖ 12‖ϕx‖.
Then, a density argument using Lemma 2.1 again, along with the above two
inequalities, proves
〈uux, ϕ〉 = −
1
2
〈
u2, ϕx
〉
,
from which (2.1) follows. Similarly, Lemma 2.1 yields
|〈wuz , ϕ〉| 4 ‖w‖
1
2‖wz‖
1
2 ‖ϕ‖
1
2 ‖ϕx‖
1
2‖uz‖ 6 ‖ux‖‖uz‖‖ϕ‖
1
2 ‖ϕx‖
1
2 ,
and
|〈wu, ϕz〉| 4 ‖u‖
1
2 ‖ux‖
3
2‖ϕz‖. (2.8)
The above two inequalities plus (2.1), along with Lemma 2.1, then imply
via a density argument that
〈wuz, ϕ〉 = 〈uxu, ϕ〉 − 〈wu, ϕz〉 ,
from which, we immediately prove (2.2) by (2.1) and (2.8).
Similarly, we can prove (2.3)-(2.6). Then, it is easy to prove (2.7) and
part (b) using (2.1)-(2.6).
✷
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3 Weak Solutions and Strong Solutions
In this section, some important properties about weak solutions and strong
solutions will be discussed. These will provide important technical support
in the proofs of the main results of this paper to be presented in the next
few sections.
The following definitions of weak and strong solutions of the initial
boundary value problem (1.3)-(1.10) for the 2D viscous PEs will be used
in this paper:
Definition 3.1 Suppose Q ∈ L2(D), (u0, v0, θ0) ∈ H and T > 0. The triple
(u, v, θ) is called a weak solution of the viscous PEs (1.3)-(1.10) on the time
interval (0, T ) if it satisfies (1.3)-(1.5) in weak sense, that is, if
(u, v, θ) ∈ L∞(0, T ;H) ∩ L2(0, T ;V ), (3.1)
satisfies the follow equations in the sense of distribution on (0, T ):
〈ut, ϕ〉+ a1(u, ϕ) +
〈
(u,w) · ∇u− v +
∫ 0
z
θx, ϕ
〉
= 0, ∀ϕ ∈ V1, (3.2)
〈vt, ϕ〉+ a2(v, ϕ) + 〈(u,w) · ∇v − u, ϕ〉 = 0, ∀ϕ ∈ V2, (3.3)
〈θt, ϕ〉+ a3(θ, ϕ) + 〈(u,w) · ∇θ −Q, ϕ〉 = 0, ∀ϕ ∈ V3, (3.4)
where w is given by (1.1) in weak sense. Moreover,
lim
t→0+
(u(t), v(t), θ(t)) = (u0, v0, θ0), (3.5)
in weak topology of H, and the following energy inequalities are satisfied for
almost every t0 ∈ [0, T ) and almost every t ∈ (t0, T ):
‖u(t)‖2 + 2
∫ t
t0
(
‖u(s)‖2V1 +
〈
−v +
∫ 0
z
θx, u
〉)
ds 6 ‖u(t0)‖
2, (3.6)
‖v(t)‖2 + 2
∫ t
t0
(
‖v(s)‖2V2 + 〈u, v〉
)
ds 6 ‖v(t0)‖
2, (3.7)
‖θ(t)‖2 + 2
∫ t
t0
(
‖θ(s)‖2V3 − 〈Q, θ(s)〉
)
ds 6 ‖θ(t0)‖
2. (3.8)
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Further more, the above energy inequalities (3.6)-(3.8) are also satisfied for
t0 = 0 and for almost every t ∈ (0, T ).
If (u0, v0, θ0) ∈ V , then (u, v, θ) is called a strong solution of (1.3)-(1.10)
on the time interval [0, T ) if it satisfies (3.2)-(3.5) and
(u, v, θ) ∈ L∞(0, T ;V ) ∩ L2(0, T ;D(A)). (3.9)
If T > 0 in the above can be arbitrarily large, then the corresponding weak
or strong solution is global. ✷
Remark 3.1 There are somewhat different ways to define weak solutions
of the PE. For examples, see [1],[2], [17], [19], [21] and [24]). Especially,
to define a weak solution of the 3D PE with physical boundary conditions,
the domain of ϕ in (3.2)-(3.4) was chosen as D(Ai) in [19], [21] and [24],
for i = 1, 2, 3 respectively instead of Vi. Definition 3.1 is formally more
restrictive than the one given in [19], [21] and [24]. However, D(Ai) is dense
in Vi and, by Lemma 2.2, the nonlinear terms of the 2D PE are in V
′
i for
(u, v, θ) ∈ V and in L
4
3 (0, T ;V ′i ) for (u, v, θ) ∈ L
∞(0, T ;H) ∩ L2(0, T ;V ).
Thus, for 2D case, a weak solution defined in [19], [21] and [24], if satisfying
(3.6)-(3.8), is also a weak solution in the sense of Definition 3.1. ✷
We first state and prove the following theorem on some basic properties
satisfied by every weak solution.
Theorem 3.1 There exists at least one global weak solution of (1.3)-(1.10)
in the sense of Definition 3.1. If (u, v, θ) is a weak solution on (0, T ), then1
〈u, ϕ1〉 , 〈v, ϕ2〉 , 〈θ, ϕ3〉 ∈ C([0, T ]), ∀ (ϕ1, ϕ2, ϕ3) ∈ H. (3.10)
Moreover, there exists a zero measure set E ⊂ (0,∞), such that
lim
Ec∋t→0+
‖(u(t), v(t), θ(t)) − (u0, v0, θ0)‖H = 0, (3.11)
where Ec := (0,∞) \ E.
1If T = ∞, the space C([0, T ]) in (3.10) is replaced by CB([0,∞)).
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Proof: It is proved in [19] that there exists at least one global weak
solution (in their sense) for 3D PE and it satisfies energy inequalities (3.6)-
(3.8). Moreover, any weak solution as defined in [19] is weakly continuous
from [0, T ] into H if T is finite and weakly continuous from [0, T ) into H if
T =∞. By Remark 3.1, these results imply existence of at least one global
weak solution (u, v, θ) of (1.3)-(1.10) in the sense of Definition 3.1 and that
(3.10) is satisfied by any weak solution (u, v, θ) in the sense of Definition 3.1.
By Lemma 2.1 and Lemma 2.2, we can also prove existence of at least one
global weak solutions (u, v, θ) of the 2D problem (1.3)-(1.10) using Defini-
tion 3.1 directly, by following the standard approach of [23] for Navier-Stokes
equations. Moreover, we can prove that any weak solution (u, v, θ) satisfies
(3.10).
Finally, due to the fact that a weak solution satisfies the energy inequal-
ities (3.6)-(3.8) for t0 = 0 and for almost every t ∈ [0, T ] by Definition 3.1,
there exists a zero measure set E ⊂ (0,∞) such that, for all t ∈ Ec,
‖u(t)‖2 + 2
∫ t
0
(
‖u(s)‖2V1 +
〈
−v +
∫ 0
z
θx, u
〉)
ds 6 ‖u0‖
2, (3.12)
‖v(t)‖2 + 2
∫ t
0
(
‖v(s)‖2V2 + 〈u, v〉
)
ds 6 ‖v0‖
2, (3.13)
‖θ(t)‖2 + 2
∫ t
0
(
‖θ(s)‖2V3 − 〈Q, θ(s)〉
)
ds 6 ‖θ0‖
2. (3.14)
Notice that, by definition, (u, v, θ) ∈ L2(0, T ;V ). Therefore, taking lim sup
on both sides of (3.12) for t(∈ Ec)→ 0+, we have
lim sup
Ec∋t→0+
‖u(t)‖2 6 ‖u0‖
2.
By (3.10) and weak lower semi-continuity, we also have
‖u0‖
2
6 lim inf
Ec∋t→0+
‖u(t)‖2.
Thus,
lim
Ec∋t→0+
‖u(t)‖2 = ‖u0‖
2.
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Hence,
lim
Ec∋t→0+
‖u(t)− u0‖
2 = lim
Ec∋t→0+
(‖u(t)‖2 − 2 〈u(t), u0〉+ ‖u0‖
2)
= lim
Ec∋t→0+
(‖u(t)‖2 − ‖u0‖
2) = 0.
The second equality above is due to weak continuity (3.10). This weak
continuity argument was also used in [17] to prove (3.11).
✷
Different proofs of existence of global weak solutions of 3D PE can also
be found in [1] and [24]. Different sets of boundary conditions and different
definitions of weak solution were used in [1], [2] and [17].
Remark 3.2 Existence and uniqueness of global strong solution for 3D PE
with Neumann boundary condition for (u, v) at bottom was proved in [4].
See also [13] for a different proof of existence of global strong solution with
the same boundary conditions when initial data is in H2. Existence and
uniqueness of global strong solution was proved in [15] and [16] for 3D vis-
cous PE with physical boundary condition. The strong solutions are uni-
formly bounded in V and a bounded absorbing set for the solutions exists
in V . These results apply to the 2D case as well. See also [21] for a di-
rect proof of global existence of the strong solution of the 2D viscous PE
(1.3)-(1.10). Moreover, following the argument of [9] for the case of 3D PE
with Neumann boundary conditions, we can prove (see [5]) for the 3D PE
with physical boundary conditions that, if (u0, v0, θ0) ∈ V , then the strong
solution (u, v, θ) satisfies
(ut, vt, θt) ∈ L
2(0, T ;H), ∀T > 0, (3.15)
and
(u(t), v(t), θ(t)) ∈ CB([0,∞);V ). (3.16)
✷
The next theorem shows that energy equalities are satisfied by every
strong solution. Therefore, the strong solution is also a weak solution.
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Theorem 3.2 Let (u, v, θ) be the unique global strong solution of (1.3)-
(1.10) with (u0, v0, θ0) ∈ V . Then, for every t0 ∈ [0,∞) and t ∈ (t0,∞),
‖u(t)‖2 + 2
∫ t
t0
(
‖u(s)‖2V1 +
〈
−v(s) +
∫ 0
z
θx(s), u(s)
〉)
ds = ‖u(t0)‖
2,
(3.17)
‖v(t)‖2 + 2
∫ t
t0
(
‖v(s)‖2V2 + 〈u(s), v(s)〉
)
ds = ‖v(t0)‖
2, (3.18)
‖θ(t)‖2 +
∫ t
t0
(
‖θ(s)‖2V3 − 〈Q, θ(s)〉
)
ds = ‖θ(t0)‖
2. (3.19)
Therefore, the strong solution is also a weak solution.
Proof: By (3.9), (3.15) and a lemma of Lions and Magenes (see [18] and
[23]), we have in the sense of distribution on (0,∞)
d
dt
‖u‖2 = 2 〈ut, u〉 ,
d
dt
‖v‖2 = 2 〈vt, v〉 ,
d
dt
‖θ‖2 = 2 〈θt, θ〉 . (3.20)
Therefore, by (3.16), (3.20) and Definition 3.1, we have in classic sense on
[0,∞),
1
2
d
dt
‖u‖2 + ‖u‖2V1 +
〈∫ 0
z
θx, u
〉
= 〈v, u〉 , (3.21)
1
2
d
dt
‖v‖2 + ‖v‖2V2 + 〈u, v〉 = 0, (3.22)
1
2
d
dt
‖θ‖2 + ‖θ‖2V3 = 〈Q, θ〉 . (3.23)
In the above derivation, we have also used the cancellation property for
(u, v, θ) ∈ V :
〈(u,w) · ∇u, u〉 = 〈(u,w) · ∇v, v〉 = 〈(u,w) · ∇θ, θ〉 = 0, (3.24)
which can be justified by Lemma 2.1, as shown in the proof of Lemma 2.2.
Integrating (3.21)-(3.23) finishes the proof.
✷
Weak-strong uniqueness was proved in [17]. That is, a weak solution
with initial data in the space of strong solutions V is the strong solution
with the same initial data, and is thus the unique weak (and strong) so-
lution. The definition of weak solution used in [17] is somewhat different
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from Definition 3.1. In the following, we give a completely different proof
of weak-strong uniqueness result. Our prove is a direct proof using Defini-
tion 3.1 and properties of weak and strong solutions. The argument of our
proof is also different from that of [23] for a related uniqueness result.
Theorem 3.3 Let (u, v, θ) be a weak solution of (1.3)-(1.10) on (0, T ) in
the sense of Definition 3.1 with (u0, v0, θ0) ∈ V . Then, (u, v, θ) is the strong
solution of (1.3)-(1.10). Thus, (u, v, θ) is the unique weak (and strong)
solution.
Proof: Let (u1, v1, θ1) be the global strong solution and (u2, v2, θ2) be
a weak solution on (0, T ) for some T > 0, with the same initial value
(u0, v0, θ0) ∈ V . For convenience of presentation, assume T is finite. The
case of T =∞ is then an easy consequence.
Use wi and qi, for i = 1, 2, to denote corresponding vertical velocity and
surface pressure. Denote:
(u˜, v˜, θ˜, w˜, q˜) := (u1 − u2, v1 − v2, θ1 − θ2, w1 − w2, q1 − q2).
Notice that, by (3.15) and (3.16), for the strong solution,
u1 ∈ C([0, T ];V1) ∩ L
2(0, T ;D(A1)), u1,t ∈ L
2(0, T ;H1).
For a weak solution u2,
u2 ∈ L
∞(0, T ;H1) ∩ L
2(0, T ;V1), u2,t ∈ L
1(0, T ;V ′1).
Therefore, by standard regularization approximation on (0, T ), we can ob-
tain sequences of functions {u1,m}
∞
m=1 and {u2,m}
∞
m=1 such that
u1,m ∈ C
∞([0, T ];D(A1)), u2,m ∈ C
∞([0, T ];V1), ∀ m > 1,
and as m→∞,
u1,m → u1 in L
2
loc(0, T ;D(A1)) and C([0, T ];V1),
(u1,m)t → u1,t in L
2
loc(0, T ;H1),
u2,m → u2 in L
2
loc(0, T ;V1)
(u2,m)t → u2,t in L
1
loc(0, T ;V
′
1),
(3.25)
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It is obvious that, for any m > 1,
d
dt
〈u1,m, u2,m〉 = 〈(u1,m)t, u2,m〉+ 〈(u2,m)t, u1,m〉 . (3.26)
As m→∞, we have by (3.25) that, in L1loc(0, T ),
〈u1,m, u2,m〉 → 〈u1, u2〉 ,
〈(u1,m)t, u2,m〉 → 〈u1,t, u2〉 ,
〈(u2,m)t, u1,m〉 → 〈u2,t, u1〉 .
(3.27)
These convergences are also valid in the distribution sense. Therefore, we
can take the limit m→∞ in (3.26) in the sense of distribution to obtain
d
dt
〈u1, u2〉 = 〈u1,t, u2〉+ 〈u2,t, u1〉 , (3.28)
in the sense of distribution. Notice that
〈u1,t, u2〉 ∈ L
2(0, T ), 〈u2,t, u1〉 ∈ L
1(0, T ).
Therefore, 〈u1, u2〉 ∈ W
1,1(0, T ). Thus, it is absolutely continuous in t and
for any t0 ∈ [0, T ) and t ∈ (t0, T ],
〈u1(t), u2(t)〉 = 〈u1(t0), u2(t0)〉+
∫ t
t0
(〈u1,t(s), u2(s)〉+ 〈u2,t(s), u1(s)〉) ds.
(3.29)
By the regularity of (ui, vi, θi), i = 1, 2, we have as well
ui,t = −A1ui − (ui, wi) · ∇ui + vi −
∫ 0
z
θi,x, i = 1, 2. (3.30)
From (3.29)-(3.30), we obtain, for any t0 ∈ [0, T ) and t ∈ (t0, T ],
〈u1(t), u2(t)〉+2
∫ t
t0
a1(u1(s), u2(s))ds
+
∫ t
t0
(〈
(u1, w1) · ∇u1 − v1 +
∫ 0
z
θ1,x, u2
〉)
ds
+
∫ t
t0
(〈
(u2, w2) · ∇u2 − v2 +
∫ 0
z
θ1,x, u1
〉)
ds
= 〈u1(t0), u2(t0)〉 .
(3.31)
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Similarly, we can also obtain, for any t0 ∈ [0, T ) and t ∈ (t0, T ],
〈v1(t), v2(t)〉+2
∫ t
t0
a2(v1(s), v2(s))ds
+
∫ t
t0
(〈(u1, w1) · ∇v1 + u1, v2〉) ds
+
∫ t
t0
(〈(u2, w2) · ∇v2 + u2, v1〉) ds
= 〈v1(t0), v2(t0)〉 ,
(3.32)
and for any t0 ∈ [0, T ) and t ∈ (t0, T ],
〈θ1(t), θ2(t)〉+2
∫ t
t0
a3(θ1(s), θ2(s))ds
+
∫ t
t0
〈(u1, w1) · ∇θ1, θ2〉 ds
+
∫ t
t0
〈(u2, w2) · ∇θ2, θ1〉 ds
= 〈θ1(t0), θ2(t0)〉+
∫ t
t0
〈Q, θ1 + θ2〉 ds.
(3.33)
By Defintion 3.1, (u2, v2, θ2) satifies the energy inequalities (3.6)-(3.8) for
almost every t ∈ (0, T ]. By Theorem 3.2, (u1, v1, θ1) satifies the energy
equalities (3.17)-(3.19) for any t0 ∈ [0, T ) and t ∈ (t0, T ]. Combining these
with (3.31)-(3.33), we obtain, for almost every t ∈ (0, T ],
‖u˜(t)‖2 + 2
∫ t
0
‖u˜‖2V1ds 6 −2
∫ t
0
〈
u˜u1,x + w˜u1,z +
∫ 0
z
θ˜xdζ + v˜, u˜
〉
ds,
(3.34)
‖v˜(t)‖2 + 2
∫ t
0
‖v˜‖2V2ds 6 −2
∫ t
0
〈u˜v1,x + w˜v1,z − u˜, v˜〉 ds, (3.35)
‖θ˜(t)‖2 + 2
∫ t
0
‖θ˜‖2V3ds 6 −2
∫ t
0
〈
u˜θ1,x + w˜θ1,z, θ˜
〉
ds. (3.36)
Notice that some cancellations are used in the derivation of the above in-
equalities, which can be justified using Lemma 2.1. We omit justification
of these cancellations here, since we have done similar justifications before.
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Now, we estimate the terms on the right-hand side of equations (3.34)-(3.36).
By Lemma 2.1, we have
|〈u˜u1,x, u˜〉| 4‖u1,x‖‖u˜‖‖u˜‖V1 ,
|〈w˜u1,z, u˜〉| 4‖u1,z‖‖u˜‖
1
2‖u˜‖
3
2
V1
,
|〈u˜v1,x, v˜〉| 4‖v1,x‖‖u˜‖
1
2 ‖u˜‖
1
2
V1
‖v˜‖
1
2‖v˜‖
1
2
V2
,
|〈w˜v1,z, v˜〉| 4‖v1,z‖‖u˜‖V1‖v˜‖
1
2 ‖v˜‖
1
2
V2
,∣∣∣〈u˜θ1,x, θ˜〉∣∣∣ 4‖θ1,x‖‖u˜‖ 12‖u˜‖ 12V1‖θ˜‖ 12 ‖θ˜‖ 12V3 ,∣∣∣〈w˜θ1,z, θ˜〉∣∣∣ 4‖θ1,z‖‖u˜‖V1‖θ˜‖ 12 ‖θ˜‖ 12V3 .
(3.37)
Summing up (3.34)-(3.36), applying the estimates in (3.37) and using Cauchy-
Schwartz inequality, we get for almost every t ∈ (0, T ],
‖(u˜(t), v˜(t), θ˜(t))‖2H +
∫ t
0
‖(u˜(t), v˜(t), θ˜(t))‖2V
4
∫ t
0
(1 + ‖(u1, v1, θ1)‖
4
V )‖(u˜, v˜, θ˜)‖
2
Hds.
Applying a generalized version of Gronwall lemma to the above inequality
yields
‖(u˜(t), v˜(t), θ˜(t))‖H = 0, for a.e. t ∈ [0, T ].
Therefore, (u1, v1, θ1) = (u2, v2, θ2), for almost every t ∈ [0, T ].
✷
Remark 3.3 We have in fact proved, for general (u˜(0), v˜(0), θ˜(0)) ∈ H
and (u1(0), v1(0), θ1(0)) ∈ V , the following Lipschitz continuity property for
every2 t ∈ [0, T ],
‖(u˜(t), v˜(t), θ˜(t))‖2H
4‖(u˜(0), v˜(0), θ˜(0))‖2H exp
{∫ t
0
(1 + ‖(u1, v1, θ1)‖
4
V )ds
}
.
(3.38)
✷
2See (3.42).
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The following theorem gives a much deeper description of a weak solution
than Definition 3.1 and Theorem 3.1 combined.
Theorem 3.4 Let (0, T ) be the largest interval of existence for a weak solu-
tion (u, v, θ) of the problem (1.3)-(1.10) with (u0, v0, θ0) ∈ H. Then, T =∞.
Moreover,
(u, v, θ) ∈ C((0,∞), V ), (3.39)
(u(t), v(t), θ(t)) ∈ D(A), for a.e. t > 0, (3.40)
and, for any t0 ∈ [0,∞), t ∈ (t0,∞), the energy equalities (3.17)-(3.19) are
valid. Moreover,
lim
t→0+
‖(u(t), v(t), θ(t)) − (u0, v0, θ0)‖H = 0. (3.41)
Therefore,
(u, v, θ) ∈ CB([0,∞),H). (3.42)
Proof: Let (0, T ) be the largest interval of existence for a weak solution
(u, v, θ) of (1.3)-(1.10). Since (u, v, θ) ∈ L2(0, T ;V ), we have
(u(t), v(t), θ(t)) ∈ V, for a.e. t ∈ (0, T ].
Choose τ ∈ (0, T ) such that (u(τ), v(τ), θ(τ)) ∈ V and that (3.6)-(3.8) are
satisfied with t0 = τ . Then, by Remark 3.2, there is a strong solution
(u1, v1, θ1) of (1.3)-(1.10) on [τ,∞) such that
(u1(τ), v1(τ), θ1(τ)) = (u(τ), v(τ), θ(τ)).
By Definition 3.1, (u, v, θ) is a weak solution on [τ, T ]. Therefore, by Theo-
rem 3.3, (u1, v1, θ1) = (u, v, θ) on [τ, T ]. By Theorem 3.2, (u1, v1, θ1) is also
a weak solution on [τ,∞). By Theorem 3.3 again, (u1, v1, θ1) is the unique
weak solution on [τ,∞). This proves T =∞.
Notice that the above τ can be chosen arbitrarily small. Therefore, (3.39)
follows from continuity property (3.16) for a strong solution, (3.40) follows
from the definition of a strong solution, and by Theorem 3.2, for any t0 > 0
and all t ∈ (t0,∞), the energy equalities (3.17)-(3.19) are satisfied.
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Next, we prove validity of (3.17)-(3.19) for t0 = 0 and all t > 0. By
Theorem 3.1, there exists a set E ⊂ (0,∞) such that (3.11) is valid. So, we
can choose a sequence
{tn}
∞
n=1 ⊂ (0,∞) \ E,
which is monotonically decreasing to 0 as n→∞ and
lim
n→∞
‖(u(tn), v(tn), θ(tn))− (u0, v0, θ0)‖H = 0. (3.43)
Since tn > 0 for every n > 1, we have just proved, for any t > tn,
‖u(t)‖2 + 2
∫ t
tn
(
‖u(s)‖2V1 +
〈
−v(s) +
∫ 0
z
θx(s), u(s)
〉)
ds = ‖u(tn)‖
2,
(3.44)
‖v(t)‖2 + 2
∫ t
tn
(
‖v(s)‖2V2 + 〈u(s), v(s)〉
)
ds = ‖v(tn)‖
2, (3.45)
‖θ(t)‖2 +
∫ t
tn
(
‖θ(s)‖2V3 − 〈Q, θ(s)〉
)
ds = ‖θ(tn)‖
2. (3.46)
Now, take the limit n→∞ in (3.44)-(3.46) and using the continuity property
(3.43) and the fact that (u, v, θ) ∈ L2(0,∞;V ), we have, for any t > 0,
‖u(t)‖2+2
∫ t
0
(
‖u(s)‖2V1 +
〈
−v(s) +
∫ 0
z
θx(s), u(s)
〉)
ds = ‖u0‖
2, (3.47)
‖v(t)‖2 + 2
∫ t
0
(
‖v(s)‖2V2 + 〈u(s), v(s)〉
)
ds = ‖v0‖
2, (3.48)
‖θ(t)‖2 +
∫ t
0
(
‖θ(s)‖2V3 − 〈Q, θ(s)〉
)
ds = ‖θ0‖
2. (3.49)
These are (3.17)-(3.19) for t0 = 0 and all t > 0.
Moreover, by (3.47) and that (u, v, θ) ∈ L2(0,∞;V ), we obtain
lim sup
t→0+
‖u(t)‖2 6 ‖u0‖
2.
By (3.10), we also have
‖u0‖
2
6 lim inf
t→0+
‖u(t)‖2.
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Thus,
lim
t→0+
‖u(t)‖2 = ‖u0‖
2.
Using (3.10) again, we obtain
lim
t→0+
‖u(t)− u0‖
2 = 0.
Similarly, we have
lim
t→0+
‖v(t) − v0‖
2 = lim
t→0+
‖θ(t)− θ0‖
2 = 0.
This proves (3.41).
Finally, by definition, as a weak solution,
(u, v, θ) ∈ L∞(0, T0;H), ∀T0 > 0.
As a strong solution, the uniform boundedness in V is valid:
(u, v, θ) ∈ L∞(T0,∞;V ).
Therefore,
(u, v, θ) ∈ L∞(0,∞;H).
Then, (3.42) follows form the above uniform boundedness in H, (3.39) and
(3.41).
✷
4 A Sufficient Condition for Uniqueness
In this section, we present a new sufficient condition for uniqueness of weak
solutions of 2D viscous PE (1.3)-(1.10). First, we mention the following
result for a sufficient condition for uniqueness of weak solutions of (1.3)-
(1.10):
Proposition 4.1 Let (ui, vi, θi), for i = 1, 2, be weak solutions of (1.3)-
(1.10). Suppose (u0, v0, θ0) ∈ H and for some T > 0,
(u1,z , v1,z, θ1,z) ∈ L
4(0, T ; [L2(D)]3).
Then, (u1, v1, θ1) ≡ (u2, v2, θ2) for t ∈ [0, T ].
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Proposition 4.1 was proved in [7] for the 2D hydrostatic Navier-Stokes
equations, where v, θ are neglected. In [7], the definition of weak solution is
somewhat different from Definition 3.1 and the boundary condition is also
somewhat different.
As the first main result of this section, the following Theorem 4.1 gen-
eralizes Proposition 4.1 and allows one to find new classes of weak solutions
of the system of (1.3)-(1.10), within which the weak solutions are unique.
Especially, it is crucial for proving our main uniqueness result in Section 6.
Theorem 4.1 Let (ui, vi, θi), for i = 1, 2, be weak solutions of (1.3)-(1.10).
Suppose (u0, v0, θ0) ∈ H and for some T > 0,
(u1,z, v1,z , θ1,z) ∈
[
L4(0, T ;L2(D)) ∪ L2(0, T ;L∞x (L
2
z))
]3
. (4.1)
Then, (u1, v1, θ1) ≡ (u2, v2, θ2) for all t ∈ [0, T ].
Proof:
We will prove Lipschitz continuity of the weak solutions with respect
to initial data in L2, assuming (u1, v1, θ1) satisfies the regularity condition
(4.1).
Denote:
u˜ = u1 − u2, v˜ = v1 − v2, θ˜ = θ1 − θ2,
u˜0 = u1,0 − u2,0, v˜0 = v1,0 − v2,0, θ˜0 = θ1,0 − θ2,0,
and
w˜ = w1 − w2, q˜ = q1 − q2.
Let t0 ∈ (0, T ). Then (u1, v1, θ1) and (u2, v2, θ2) are both strong solutions
on [t0, T ]. Therefore, we can follow the proof of Theorem 3.3 and apply it
to (u1, v1, θ1) and (u2, v2, θ2) on [t0, T ] to obtain, for every t ∈ [t0, T ],
‖u˜(t)‖2 + 2
∫ t
t0
‖u˜‖2V1ds
=‖u˜(t0)‖
2 − 2
∫ t
t0
〈
u˜u1,x + w˜u1,z +
∫ 0
z
θ˜xdζ + v˜, u˜
〉
ds,
(4.2)
N. Ju Viscous Primitive Equations 25
‖v˜(t)‖2 + 2
∫ t
t0
‖v˜‖2V2ds = ‖v˜(t0)‖
2 − 2
∫ t
t0
〈u˜v1,x + w˜v1,z − u˜, v˜〉 ds, (4.3)
‖θ˜(t)‖2 + 2
∫ t
t0
‖θ˜‖2V3ds = ‖θ˜(t0)‖
2 − 2
∫ t
t0
〈
u˜θ1,x + w˜θ1,z, θ˜
〉
ds. (4.4)
Notice that equalities (4.2)-(4.4) are obtained similarly to inequalities (3.34)-
(3.36). Since (u1, v1, θ1) and (u2, v2, θ2) are both strong solutions on [t0, T ],
we indeed have above equalities and they are valid for every t ∈ [t0, T ].
By Theorem 3.4, (ui, vi, θi) ∈ C([t0, T ], V ) for i = 1, 2. Thus, (4.2)-(4.4)
along with Lemma 2.1 imply ‖u˜‖, ‖v˜‖, ‖θ˜‖ ∈ C1([t0, T ]). Therefore, we have
in classic sense for every t ∈ [t0, T ] that
1
2
d
dt
‖u˜‖2 + ‖u˜‖2V1 = −
〈
u˜u1,x + w˜u1,z +
∫ 0
z
θ˜xdζ + v˜, u˜
〉
, (4.5)
1
2
d
dt
‖v˜‖2 + ‖v˜‖2V2 = −〈v1,xu˜+ w˜v1,z − u˜, v˜〉 , (4.6)
1
2
d
dt
‖θ˜‖2 + ‖θ˜‖2V3 = −
〈
u˜θ1,x + w˜θ1,z, θ˜
〉
. (4.7)
Summing up (4.5)-(4.7) yields, for every t ∈ [t0, T ],
1
2
d
dt
(
‖u˜‖2 + ‖v˜‖2 + ‖θ˜‖2
)
+ ‖u˜‖2V1 + ‖v˜‖
2
V2
+ ‖θ˜‖2V3
=−
〈
u˜u1,x + w˜u1,z +
∫ 0
z
θ˜xdζ, u˜
〉
− 〈v1,xu˜+ w˜v1,z, v˜〉 −
〈
u˜θ1,x + w˜θ1,z, θ˜
〉 (4.8)
Now, we estimates all the terms on the right side of (4.8). The bilinear term
is easily estimated by Cauchy-Schwartz inequality:∣∣∣∣〈∫ 0
z
θ˜xdζ, u˜
〉∣∣∣∣ 6 ‖θ˜x‖‖u˜‖ 6 Cε‖u˜‖2 + ε‖θ˜x‖2. (4.9)
Next, by Agmon’s inequality, we have
|〈u˜u1,x, u˜〉| 6
∫ 1
0
‖u˜‖L∞z
(∫ 0
−h
|u1,xu˜|dz
)
dx
6
∫ 1
0
‖u˜‖
1
2
L2z
‖u˜z‖
1
2
L2z
‖u1,x‖L2z‖u˜‖L2zdx
6‖u˜‖L∞x (L2z)
∫ 1
0
‖u˜‖
1
2
L2z
‖u˜z‖
1
2
L2z
‖u1,x‖L2zdx
6‖u˜‖L∞x (L2z)‖u˜‖
1
2 ‖u˜z‖
1
2‖u1,x‖,
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where Ho¨lder’s inequality is applied in the last step. Then, by Minkowski’s
inequality:
‖u˜‖L∞x (L2z) 6 ‖u˜‖L2z(L∞x ),
we get
|〈u˜u1,x, u˜〉| 6‖u˜‖L2z(L∞x )‖u˜‖
1
2‖u˜z‖
1
2‖u1,x‖
6 (Agmon’s inequality)
6‖u1,x‖‖u˜‖
1
2‖u˜x‖
1
2‖u˜‖
1
2 ‖u˜z‖
1
2
=‖u1,x‖‖u˜‖‖u˜x‖
1
2 ‖u˜z‖
1
2
6Cε‖u1,x‖
2‖u˜‖2 + ε‖∇u˜‖2.
(4.10)
It follows similarly that
|〈u˜v1,x, v˜〉| 6‖v1,x‖‖u˜‖
1
2‖u˜x‖
1
2 ‖v˜‖
1
2‖v˜z‖
1
2
6Cε‖v1,x‖
2(‖u˜‖2 + ‖v˜‖2) + ε(‖u˜x‖
2 + ‖v˜z‖
2),
(4.11)
and ∣∣∣〈u˜θ1,x, θ˜〉∣∣∣ 6‖θ1,x‖‖u˜‖ 12 ‖u˜x‖ 12‖θ˜‖ 12 ‖θ˜z‖ 12
6Cε‖θ1,x‖
2(‖u˜‖2 + ‖θ˜‖2) + ε(‖u˜x‖
2 + ‖θ˜z‖
2).
(4.12)
Finally, similar to above estimates, we have
|〈w˜u1,z, u˜〉| 6
∫ 1
0
‖w˜‖L∞z
(∫ 0
−h
|u1,zu˜|dz
)
dx
6
∫ 1
0
‖w˜‖
1
2
L2z
‖w˜z‖
1
2
L2z
‖u1,z‖L2z‖u˜‖L2zdx
4
∫ 1
0
‖u˜x‖L2z‖u1,z‖L2z‖u˜‖L2zdx.
The right-hand side of the above inequality can be further estimated in two
different ways:
|〈w˜u1,z, u˜〉| 6C‖u˜‖L∞x (L2z)
∫ 1
0
‖u˜x‖L2z‖u1,z‖L2zdx
6C‖u˜‖L2z(L∞x )‖u1,z‖‖u˜x‖
6C‖u˜‖
1
2 ‖u˜x‖
1
2‖u1,z‖‖u˜x‖
6Cε‖u1,z‖
4‖u˜‖2 + ε‖u˜x‖
2
(4.13)
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and
|〈w˜u1,z, u˜〉| 6C‖u1,z‖L∞x (L2z)
∫ 1
0
‖u˜x‖L2z‖u˜‖L2zdx
6C‖u1,z‖L∞x (L2z)‖u˜x‖‖u˜‖
6Cε‖u1,z‖
2
L∞x (L
2
z)
‖u˜‖2 + ε‖u˜x‖
2.
(4.14)
In the above estimates (4.13) and (4.14), we have used ideas similar to those
used in (4.10). It now follows, similar to (4.13) and (4.14), that
|〈w˜v1,z, v˜〉| 6C‖v˜‖L∞x (L2z)
∫ 1
0
‖u˜x‖L2z‖v1,z‖L2zdx
6C‖v˜‖L2z(L∞x )‖v1,z‖‖u˜x‖
6C‖v˜‖
1
2‖v˜x‖
1
2 ‖v1,z‖‖u˜x‖
6Cε‖v1,z‖
4‖v˜‖2 + ε(‖u˜x‖
2 + ‖v˜x‖
2),
(4.15)
|〈w˜v1,z, v˜〉| 6C‖v1,z‖L∞x (L2z)
∫ 1
0
‖u˜x‖L2z‖v˜‖L2zdx
6C‖v1,z‖L∞x (L2z)‖u˜x‖‖v˜‖
6Cε‖v1,z‖
2
L∞x (L
2
z)
‖v˜‖2 + ε‖u˜x‖
2,
(4.16)
and ∣∣∣〈w˜θ1,z, θ˜〉∣∣∣ 6Cε‖θ˜1,z‖4‖u˜‖2 + ε(‖u˜x‖2 + ‖θ˜x‖2), (4.17)∣∣∣〈w˜θ1,z, θ˜〉∣∣∣ 6Cε‖θ1,z‖2L∞x (L2z)‖θ˜‖2 + ε‖u˜x‖2. (4.18)
Plug the estimates (4.9)-(4.12), (4.13) or (4.14), (4.15) or (4.16), and (4.17)
or (4.18) into (4.8) and choose sufficiently small ε > 0 to absorb the dissipa-
tion terms. Then, assume that (u1, v1, θ1) satisfies (4.1) and apply Gronwall
lemma to finish the proof. Notice that global regularity result of weak so-
lutions of (1.3)-(1.10) is also used in justifying applicability of Gronwall
lemma. As an example to demonstrate the details, we now finish the proof
for a special case of (4.1) when (u1, v1, θ1) satisfies:
(u1,z, v1,z, θ1,z) ∈
[
L2(0, T ;L∞x (L
2
z))
]3
. (4.19)
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Plug (4.9)-(4.12), (4.14), (4.16) and (4.18) into (4.8) and choose sufficiently
small ε > 0, we obtain, for t ∈ [t0, T ],
d
dt
‖(u˜, v˜, θ˜)‖2H + ‖(u˜, v˜, θ˜)‖
2
V
4
[
1 + ‖(u1, v1, θ1)x‖
2
H + ‖(u1, v1, θ1)z‖
2
(L∞x (L
2
z))
3)
]
‖(u˜, v˜, θ˜)‖2H .
(4.20)
Noticing (4.19), we can use Gronwall inequality to obtain, for t ∈ [t0, T ],
‖(u˜(t), v˜(t), θ˜(t))‖2H
4‖(u˜(t0), v˜(t0), θ˜(t0))‖
2
H
× exp
{∫ t
0
[
1 + ‖(u1, v1, θ1)x‖
2
H + ‖(u1, v1, θ1)z‖
2
(L∞x (L
2
z))
3)
]
ds
}
.
Now, take the limit t0 → 0
+ and use Theorem 3.4, we get
‖(u˜(t), v˜(t), θ˜(t))‖2H
4‖(u˜0, v˜0, θ˜0)‖
2
H
× exp
{∫ t
0
[
1 + ‖(u1, v1, θ1)x‖
2
H + ‖(u1, v1, θ1)z‖
2
(L∞x (L
2
z))
3)
]
ds
}
.
Since the above inequality is independent of t0 and t0 can be chosen arbi-
trarily small, it is valid for all t ∈ (0, T ]. This proves that (u1, v1, θ1) ≡
(u2, v2, θ2), if (u˜0, v˜0, θ˜0) = (0, 0, 0). The other cases covered by (4.1) can be
similarly proved.
✷
5 Global Existence
In this section, we prove global in time uniform boundedness of the norms
of some partial derivatives of the weak solutions. These results are also
important for proving our uniqueness result in Section 6.
Let us mention first that it is not immediately clear whether or not the
global uniform L2xH
1
2
z boundedness for the solutions of the 2D hydrostatic
Navier-Stokes equations as obtained in [3] can be extended to the problem of
(1.3)-(1.10). This is due to the fact that the boundary conditions (1.6) and
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(1.7) for (u, v) are different from the boundary condition (1.9) for θ and the
possibility that α1 and α2 may be different. This problem will be studied
elsewhere.
We begin with a theorem for global in time uniform boundedness of
(uz, vz , θz) in [L
2(D)]3 for (1.3)-(1.10). Recall that global existence and
uniqueness of z-weak solutions were proved in [20] for 2D viscous PE in the
case of periodic boundary conditions; and in [10] for 3D viscous PE in case
of Neumann boundary condition for horizontal velocity at bottom of the
physical domain. However, these analyses do not apply to the system (1.3)-
(1.10) due to different boundary conditions. A possible approach might be
a proper modification of that of [3] in obtaining boundedness for z-weak
solutions of the simplified 2D hydrostatic Navier-Stokes equations, where v
and θ were omitted. Nevertheless, new issues will come up again due to
boundary conditions. Instead, we will take advantage of a result of [21]
directly in our proof of the following Theorem 5.1.
Theorem 5.1 Suppose Q ∈ L2(D), (u0, v0, θ0) ∈ H and (u, v, θ) is a weak
solution of (1.3)-(1.10). The following statements are valid:
(a) If ∂zu0 ∈ L
2(D), then there exists a weak solution (u, v, θ) of (1.3)-
(1.10), such that
uz ∈ L
∞(0,∞;L2(D)) ∩ L2(0,∞;H1(D)).
Moreover, there exists a bounded absorbing set for uz in L
2(D).
(b) If (∂zu0, ∂zv0) ∈ (L
2(D))2, then there exists a weak solution (u, v, θ)
of (1.3)-(1.10), such that
(uz, vz) ∈ L
∞(0,∞; [L2(D)]2) ∩ L2(0,∞; [H1(D)]2).
Moreover, there exists a bounded absorbing set for (uz , vz) in [L
2(D)]2.
(c) If (∂zu0, ∂zθ0) ∈ (L
2(D))2, then there exists a weak solution (u, v, θ)
of (1.3)-(1.10), such that
(uz, θz)) ∈ L
∞(0,∞; [L2(D)]2) ∩ L2(0,∞; [H1(D)]2).
Moreover, there exists a bounded absorbing set for (uz, θz) in [L
2(D)]2.
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Remark: Quite unexpectedly, it seems to be a non-trivial problem
whether or not global in time uniform boundedness of ‖(uz, vx)‖[L2(D)]2 or
‖(uz , θx)‖[L2(D)]2 is still valid when (u0,z, v0,x) ∈ [L
2(D)]2 or (u0,z, θ0,x) ∈
[L2(D)]2.
✷
Proof:
Step 1. Proof of part (a) of Theorem 5.1.
By Theorem 3.4, we can choose a monotonically decreasing sequence
{tn}
∞
n=1 ⊂ (0,∞), such that lim
n→∞
tn = 0,
and
(u, v, θ) ∈ C([tn,∞), V ) ∩ L
2(tn,∞;D(A)), ∀ n > 1. (5.1)
Moreover, there exists an absorbing set for (u, v, θ) in V , when the time
interval [t1,∞) is considered. Therefore, what is still needed to be proved is
just the following:
uz ∈ L
∞(0, t1;L
2(D)) ∩ L2(0, t1;H
1(D)). (5.2)
By the estimate of ‖uz‖ in §3.3 of [21] for a strong solution (u, v, θ) on [tn,∞)
with initial data (u(tn), v(tn), θ(tn) ∈ V and by Theorem 3.3, we have for
almost every t ∈ [tn,∞),
d
dt
(
‖uz(t)‖
2 + α1‖u(t)|z=0‖
2
)
+ ‖∇uz‖
2 + α1‖ux|z=0‖
2
4 ‖∇u‖2 + ‖v‖2 + ‖θx‖
2.
(5.3)
Notice that (5.1) is used in deriving (5.3). Therefore, we have for t ∈ [tn, t1]
with n > 1,
‖uz(t)‖
2 + α1‖u(t)|z=0‖
2 +
∫ t
tn
(
‖∇uz‖
2 + α1‖ux|z=0‖
2
)
ds
6‖uz(tn)‖
2 + α1‖u(tn)|z=0‖
2 + C
∫ t
tn
[
‖∇u‖2 + ‖v‖2 + ‖θx‖
2
]
ds.
(5.4)
Since u(tn) ∈ V1, we have
‖u(tn)|z=0‖ =
∥∥∥∥∫ 0
−h
uz(tn)dz
∥∥∥∥ 4 ‖uz(tn)‖. (5.5)
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Due to the fact that (u, v, θ) is a weak solution on (0,∞), we also have, for
t ∈ [tn, t1],∫ t
tn
(‖∇u‖2 + ‖v‖2 + ‖θx‖
2)ds 6
∫ t1
0
(‖∇u‖2 + ‖v‖2 + ‖θx‖
2)ds, (5.6)
the upper bound of which depends only on ‖(u0, v0, θ0)‖H , ‖Q‖ and t1.
Combining (5.4)-(5.6), we have, for t ∈ [tn, t1],
‖uz(t)‖
2 + α1‖u(t)|z=0‖
2 +
∫ t
tn
(
‖∇uz‖
2 + α1‖ux|z=0‖
2
)
ds
4‖uz(tn)‖
2 +
∫ t1
0
[
‖∇u‖2 + ‖v‖2 + ‖θx‖
2
]
ds.
(5.7)
Now, choose any φ ∈ C∞0 (D). Then, φz ∈ V1. Thus, by weak continuity of
(u, v, θ) on [0,∞) (see Theorem 3.1), we have
lim
n→∞
〈uz(tn)− ∂zu0, φ〉 = − lim
n→∞
〈u(tn)− u0, φz〉 = 0.
Since C∞0 (D) is dense in L
2(D), we have weak convergence:
uz(tn)⇀ ∂zu0, in L
2(D).
Therefore, {uz(tn)}
∞
n=1 is bounded in L
2(D). Now, taking the limit tn → 0
in (5.7), we have, for all t ∈ (0, t1),
‖uz(t)‖
2 + α1‖u(t)|z=0‖
2 +
∫ t
0
(
‖∇uz‖
2 + α1‖ux|z=0‖
2
)
ds
4 sup
n>1
‖uz(tn)‖
2 +
∫ t1
0
[
‖∇u‖2 + ‖v‖2 + ‖θx‖
2
]
ds.
(5.8)
This proves (5.2) and thus finishes Step 1.
Step 2. Proof of Theorem 5.1 part (b).
For simplicity of presentation, in the proof of part (b) of Theorem 5.1, we
will only provide the key estimate of ‖vz‖ under the assumption that (u, v, θ)
is a strong solution on [0,∞). The justification that this estimate is sufficient
for a rigorous proof of part (b) of Theorem 5.1 is almost the same as the
one we provided in Step 1 for our proof of part (a) of Theorem 5.1. Thus,
it is omitted for conciseness.
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Taking inner product of (1.4) with −vzz yields:
1
2
d
dt
(
‖vz‖
2 + α2‖v(z = 0)‖
2
)
+‖∇vz‖
2 + α2‖vx(z = 0)‖
2
= 〈uvx + wvz − u, vzz〉 .
(5.9)
The following computations are used in deriving (5.9):
−
∫
vtvzz =−
∫ 1
0
(
vtvz
∣∣∣0
z=−h
−
∫ 0
−h
vztvz
)
dx
=
1
2
d
dt
‖vz‖
2 +
∫ 1
0
vtα2v
∣∣∣
z=0
=
1
2
d
dt
‖vz‖
2 +
α2
2
d
dt
‖v(z = 0)‖2,
∫
D
vzzvxx =
∫ 0
−h
(
vzzvx
∣∣∣1
x=0
−
∫ 1
0
vxzzvxdx
)
dz
=−
∫
D
vxzzvxdxdz
=−
∫ 1
0
(
vxzvx
∣∣∣0
z=−h
−
∫ 0
−h
v2xzdz
)
dx
=‖vxz‖
2 + α2‖vx(z = 0)‖
2.
The two tri-linear terms on the right-hand side of (5.9) will be estimated in
the following.
First, we have ∫
D
wvzvzz =
1
2
∫
D
w∂z(v
2
z)
=
1
2
∫ 1
0
(
wv2z
∣∣∣0
−h
−
∫ 0
−h
wzv
2
z
)
dx
=
1
2
∫
D
uxv
2
z
6C‖ux‖‖vz‖‖vzx‖
1
2 ‖vzz‖
1
2
6Cε‖ux‖
2‖vz‖
2 + ε‖∇vz‖
2.
(5.10)
Contrary to the common intuition from experience, the other tri-linear term
is more complicated to deal with. Integrating by parts and applying bound-
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ary conditions, one has∫
D
uvxvzz =
∫ 1
0
[
uvxvz
∣∣∣0
z=−h
−
∫ 0
−h
(uzvxvz + uvxzvz)dz
]
dx
=− α2
∫ 1
0
uvxv
∣∣∣
z=0
dx−
∫
D
uzvxvzdxdz −
∫
D
uvxzvzdxdz
=:I0 + I1 + I2.
In the following, we estimate I0, I1 and I2 respectively. First, we have
|I1| 6C‖uz‖‖vx‖
1
2‖vxz‖
1
2‖vz‖
1
2 ‖vzx‖
1
2
=C‖uz‖‖vx‖
1
2‖vz‖
1
2 ‖vxz‖
6Cε(‖uz‖
4 + ‖vx‖
2‖vz‖
2) +
ε
2
‖vxz‖
2,
and
|I2| 6C‖vxz‖‖u‖
1
2 ‖uz‖
1
2 ‖vz‖
1
2‖vxz‖
1
2
=C‖u‖
1
2‖uz‖
1
2‖vz‖
1
2 ‖vxz‖
3
2
6Cε‖u‖
2‖uz‖
2‖vz‖
2 +
ε
2
‖vxz‖
2.
Noticing that u(0, z, t) = 0, we have
u2(x, 0, t) = 2
∫ x
0
u(ξ, 0, t)ux(ξ, 0, t)dξ.
Thus,
‖u(z = 0)‖2∞ 6 2‖u(z = 0)‖‖ux(z = 0)‖.
So, we can estimate I0 as following:
|I0| 6α2‖u(z = 0)‖∞‖v(z = 0)‖‖vx(z = 0)‖
6
α2
2
‖u(z = 0)‖2∞‖v(z = 0)‖
2 +
α2
2
‖vx(z = 0)‖
2
6α2‖u(z = 0)‖‖ux(z = 0)‖‖v(z = 0)‖
2 +
α2
2
‖vx(z = 0)‖
2.
(5.11)
Due to the boundary condition u(z = −h) = 0, it holds that,
u(z = 0) =
∫ 0
−h
uz(x, ζ, t)dζ,
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and thus
‖u(z = 0)‖ =
[∫ 1
0
(∫ 0
−h
uzdζ
)2
dx
] 1
2
6
[∫ 1
0
(∫ 0
−h
|uz|dζ
)2
dx
] 1
2
6 (Minkowski inequality)
6
∫ 0
−h
(∫ 1
0
u2zdx
) 1
2
dz
6h
1
2 ‖uz‖.
(5.12)
Similar to (5.12), we also have ‖ux(z = 0)‖ 6 h
1
2 ‖uxz‖. Therefore,
I0 6 α2h‖uz‖‖uxz‖‖v(z = 0)‖
2 +
α2
2
‖vx(z = 0)‖
2.
Combining the above estimates of I1, I2 and I0, we have∣∣∣∣∫
D
uvxvzzdxdz
∣∣∣∣ 6Cε(‖u‖2‖uz‖2 + ‖vx‖2)‖vz‖2
+ α2h‖uz‖‖uxz‖‖v(z = 0)‖
2 + Cε‖uz‖
4
+ ε‖vxz‖
2 +
α2
2
‖vx(z = 0)‖
2.
(5.13)
Finally, it follows from (5.9), (5.10) and (5.13) that, for ε > 0 chosen suffi-
ciently small,
d
dt
(
‖vz‖
2 + α2‖v(z = 0)‖
2
)
+ ‖∇vz‖
2 + α2‖vx(z = 0)‖
2
4(‖ux‖
2 + ‖vx‖
2 + ‖u‖2‖uz‖
2)‖vz‖
2
+ α2‖uz‖‖uxz‖‖v(z = 0)‖
2 + ‖uz‖
4 + ‖u‖2
4(‖ux‖
2 + ‖vx‖
2 + ‖u‖2‖uz‖
2 + ‖uz‖‖uxz‖)
× (‖vz‖
2 + α2‖v(z = 0)‖
2) + ‖uz‖
4 + ‖u‖2.
(5.14)
Notice that, by (5.12), for v0,z ∈ L
2,
‖v0(z = 0)‖ 6 h
1
2‖v0,z‖ <∞.
N. Ju Viscous Primitive Equations 35
By, Theorem 5.1 (a), (5.14) and Gronwall lemma, we have local in time
boundedness of ‖vz‖ on some interval [0, t0], with t0 > 0. This yields global
uniform boundedness and an absorbing set for ‖vz‖, since we have uniform
boundedness and an absorbing set for (u, v, θ) in V when considered in
[t0,∞) as a strong solution.
Finally, with (5.14) we can justify as in our proof of part (a), that The-
orem 5.1 (b) is valid for a weak solution (u, v, θ) when ∂zu0,∂zv0 ∈ L
2(D).
Proof of Theorem 5.1 (c) is similar to that for (b).
✷
Notice that vertical regularity (uz, vz, θz) ∈ L
2 of weak solutions of 2D
and 3D viscous PE played a very prominent or even crucial role in almost all
previous analytic works in dealing with solution regularity and uniqueness
properties, for example, as shown in (4.1). However, to the contrary of this
intuitive impression, we see next that horizontal regularity might actually
force weak solutions to behave somewhat better, at least for the 2D problem.
This is manifested in the following Theorem 5.2, which is our second main
result of this section.
Theorem 5.2 Suppose Q ∈ L2(D), (u0, v0, θ0) ∈ H and (u, v, θ) is a weak
solution of (1.3)-(1.10). The following statements are valid:
(a) If ∂xu0 ∈ L
2(D), then
ux ∈ L
∞(0,+∞;L2(D)) ∩ L2(0,∞;H1(D)).
Moreover, there exists a bounded absorbing set for ux in L
2(D).
(b) If (∂xu0, ∂xv0) ∈ [L
2(D)]2, then
(ux, vx) ∈ L
∞(0,+∞; [L2(D)]2) ∩ L2(0,∞; [H1(D)]2).
Moreover, there exists a bounded absorbing set for (ux, vx) in [L
2(D)]2.
(c) If (∂xu0, ∂xθ0) ∈ [L
2(D)]2, then
(ux, θx) ∈ L
∞(0,+∞; [L2(D)]2) ∩ L2(0,∞; [H1(D)]2).
Moreover, there exists a bounded absorbing set for (ux, θx) in [L
2(D)]2.
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(d) If (∂xu0, ∂zv0) ∈ [L
2(D)]2, then
(ux, vz) ∈ L
∞(0,+∞; [L2(D)]2) ∩ L2(0,∞; [H1(D)]2).
Moreover, there exists a bounded absorbing set for (ux, vz) in [L
2(D)]2.
(e) If (∂xu0, ∂zθ0) ∈ [L
2(D)]2, then
(ux, θz) ∈ L
∞(0,+∞; [L2(D)]2) ∩ L2(0,∞; [H1(D)]2).
Moreover, there exists a bounded absorbing set for (ux, θz) in [L
2(D)]2.
Proof:
Again, for simplicity of presentation, in the proof of Theorem 5.2, we
will only provide the key estimates of ‖ux‖, ‖vx‖, ‖θx‖, ‖vz‖ and ‖θz‖ under
the assumption that (u, v, θ) is a strong solution on [0,∞). The justification
that these estimates are sufficient for a rigorous proof of Theorem 5.2 is
almost the same as the one we provided in our proof of Theorem 5.1 (a).
Thus, it is omitted for conciseness.
We provide these key estimates in three steps.
Step 1. Estimate for ‖ux‖2.
Taking inner product of (1.3) with −uxx yields
1
2
d
dt
‖ux‖
2+‖∇ux‖
2 + α1‖ux(z = 0)‖
2
=
〈
uux + wuz + v + qx +
∫ 0
z
θx(x, ζ, t)dζ, uxx
〉
.
(5.15)
The following computations, along with the boundary conditions (1.6)-(1.9)
and the constraint (1.11), are used in the derivation of (5.15):
−
∫
D
utuxxdxdz = −
∫ 0
−h
(
utux
∣∣∣1
x=0
−
∫ 1
0
uxtux
)
=
1
2
d
dt
‖ux‖
2,
∫
D
uxxuzzdxdz =
∫ 0
−h
(
uxuzz
∣∣∣1
x=0
−
∫ 1
0
uxuxzzdx
)
dz
=−
∫
D
uxuxzzdxdz
=−
∫ 1
0
(
uxuxz
∣∣∣0
z=−h
−
∫ 0
−h
|uxz|
2dz
)
dx
=α1‖ux(z = 0)‖
2 + ‖uxz‖
2,
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∫
D
qxuxxdxdz =
∫ 1
0
qx
(∫ 0
−h
uxxdz
)
dx =
∫ 1
0
qx∂x
(∫ 0
−h
uxdz
)
dx = 0.
Now, we estimate the two tri-linear terms on the right-hand side of (5.15)
as following:
〈uux, uxx〉 =
∫ 0
−h
∫ 1
0
u∂x
(
u2x
2
)
dxdz = −
1
2
∫
D
u3x
6C‖ux‖
2‖uxx‖
1
2 ‖uxz‖
1
2
6Cε‖ux‖
4 + ε‖∇ux‖
2.
〈wuz, uxx〉 6C‖w‖
1
2 ‖wz‖
1
2‖uz‖
1
2 ‖uzx‖
1
2 ‖uxx‖
6C‖ux‖‖uz‖
1
2‖uzx‖
1
2‖uxx‖
6Cε‖uz‖
2‖ux‖
4 + ε‖∇ux‖
2.
Therefore, it follows from (5.15) that
1
2
d
dt
‖ux‖
2+‖∇ux‖
2 + α1‖ux(z = 0)‖
2
62ε‖∇ux‖
2 + Cε(1 + ‖uz‖
2)‖ux‖
4 + (‖v‖+ ‖θx‖)‖uxx‖
63ε‖∇ux‖
2 + Cε(1 + ‖uz‖
2)‖ux‖
4 + Cε(‖v‖
2 + ‖θx‖
2)
Thus, if ε > 0 is chosen sufficiently small, then
d
dt
‖ux‖
2+‖∇ux‖
2 + α1‖ux(z = 0)‖
2
4(1 + ‖uz‖
2)‖ux‖
4 + ‖v‖2 + ‖θx‖
2.
(5.16)
A local in time upper bound of ‖ux‖ can be obtained from (5.16) as follows.
By (5.16),
d
dt
‖ux‖
2
6 C(1 + ‖uz‖
2 + ‖v‖2 + ‖θx‖
2)(‖ux‖
2 + 1)2.
Denote:
y(t) := ‖ux‖
2 + 1, g(t) := C(1 + ‖uz‖
2 + ‖v‖2 + ‖θx‖
2).
Then
y′(t) 6 g(t)y2(t).
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Notice that y(t) > 1, g(t) > C(> 0) and g ∈ L1(0,+∞). Therefore,
y(t) 6
y(0)
1− y(0)
∫ t
0 g(s)ds
,
for t ∈ (0, t∗) where t∗ is decided by the following equation:
y(0)
∫ t∗
0
g(s)ds = 1.
Thus, for t ∈ (0, t∗)
‖ux‖
2 + 1 6
‖u0,x‖
2 + 1
1− (‖u0,x‖2 + 1)
∫ t
0 g(s)ds
.
This finishes the proof of local in time boundedness of ‖ux‖.
One the other hand, there exists t0 ∈ (0, t∗), such that
(u(t0), v(t0), θ(t0)) ∈ V.
Therefore, by the result of uniform boundedness of strong solutions (see
§3.3 of [21] and [16]) and its uniqueness on [t0,+∞), there exists a bounded
absorbing set for (u, v, θ) in V for t ∈ [t0,∞), thus a bounded absorbing set
for ux in L
2 for t ∈ [0,∞). It also proves the uniform boundedness:
ux ∈ L
∞(0,+∞;L2).
Then, integrating (5.16) for t from 0 to ∞ proves
∇ux ∈ L
2(0,+∞;L2).
This finishes proof of Theorem 5.2 (a).
Step 2. Estimate of ‖vx‖2 and ‖θx‖.
Similar to Step 1, taking inner product of (1.4) with −vxx yields:
1
2
d
dt
‖vx‖
2 + ‖∇vx‖
2 + α2‖vx(z = 0)‖
2 = 〈uvx + wvz − u, vxx〉 . (5.17)
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The tri-linear terms on the right-hand side of (5.17) can be estimated as
following: ∫
D
uvxvxx =
1
2
∫
D
u∂x(v
2
x)dxdz
=−
1
2
∫
D
uxv
2
xdxdz
6C‖ux‖‖vx‖‖vxx‖
1
2‖vxz‖
1
2
6Cε‖ux‖
2‖vx‖
2 + ε‖∇vx‖
2.∫
D
wvzvxx 6C‖w‖
1
2 ‖wz‖
1
2 ‖vz‖
1
2‖vxz‖
1
2‖vxx‖
6C‖ux‖‖vz‖
1
2 ‖vxz‖
1
2 ‖vxx‖
6Cε‖ux‖
4‖vz‖
2 + ε‖∇vx‖
2.
Thus, if ε > 0 is chosen sufficiently small, then
d
dt
‖vx‖
2+‖∇vx‖
2 + α2‖vx(z = 0)‖
2
6C(‖ux‖
2‖vx‖
2 + ‖ux‖
4‖vz‖
2 + ‖u‖2).
(5.18)
Similarly, we have
d
dt
‖θx‖
2+‖∇θx‖
2 + α0‖θx(z = 0)‖
2
6C(‖ux‖
2‖θx‖
2 + ‖ux‖
4‖θz‖
2 + ‖Q‖2).
(5.19)
Notice the fact that vz, θz ∈ L
2(0,∞;L2). Thus, as argued in Step 1,
Theorem 5.2 (b) follows from Theorem 5.2 (a) and (5.18); Theorem 5.2 (c)
follows from Theorem 5.2 (a) and (5.19).
Step 3. Estimate of ‖vz‖2 and ‖θz‖.
Recall (5.9). The two tri-linear terms on the right-hand side of (5.9) can be
estimated in the following.
First, we have ∫
D
uvxvzz 6C‖u‖
1
2 ‖ux‖
1
2 ‖vx‖
1
2‖vxz‖
1
2‖vzz‖
6Cε‖u‖
2‖ux‖
2‖vx‖
2 + ε‖∇vz‖
2
(5.20)
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Next, the estimate (5.10) will be used again. Thus, if ε > 0 is chosen
sufficiently small, then
d
dt
(
‖vz‖
2 + α2‖v(z = 0)‖
2
)
+‖∇vz‖
2 + α2‖vx(z = 0)‖
2
4‖u‖2‖ux‖
2‖vx‖
2 + ‖ux‖
2‖vz‖
2 + ‖u‖2.
(5.21)
Similarly, we have
d
dt
(
‖θz‖
2 + α0‖θ(z = 0)‖
2
)
+‖∇θz‖
2 + α2‖θx(z = 0)‖
2
4‖u‖2‖ux‖
2‖θx‖
2 + ‖ux‖
2‖θz‖
2 + ‖Q‖2.
(5.22)
Now, Theorem 5.2 (d) and (e) follow from (5.21) and (5.22) respectively as
in Step 1 and Step 2.
✷
6 Uniqueness
In this section, we state and prove our last main result, Theorem 6.1, on
uniqueness of weak solutions of 2D viscous PE (1.3)-(1.10) when some initial
partial regularity is assumed.
Theorem 6.1 Suppose Q ∈ L2(D), (u0, v0, θ0) ∈ H and (u, v, θ) is a weak
solution of (1.3)-(1.10). Suppose further that one of the following initial
regularity is valid:
(∂xu0, ∂xv0, ∂xθ0) ∈ (L
2(D))3, or (∂xu0, ∂xv0, ∂zθ0) ∈ (L
2(D))3,
or (∂xu0, ∂zv0, ∂xθ0) ∈ (L
2(D))3, or (∂xu0, ∂zv0, ∂zθ0) ∈ (L
2(D))3,
or (∂zu0, ∂zv0, ∂zθ0) ∈ (L
2(D))3.
Then, the following are valid:
(a) The norm for the corresponding solution regularity is uniformed bounded
for all time t > 0 and an absorbing set exists for the norm of the cor-
responding solution regularity.
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(b) The weak solution is unique.
Proof:
The claim (a) for solution regularity is an immediate consequence of
Theorem 5.1 and Theorem 5.2. Moreover, assuming any one of the above
five initial conditions, we have
(uxz, vxz, θxz) ∈
[
L2(0,∞;L2(D))
]3
. (6.1)
Notice that
‖uz‖L∞x (L2z) =
∥∥∥∥∥
(∫ 0
−h
|uz|
2
) 1
2
∥∥∥∥∥
L∞x
6 (Minkowski inequality)
6
(∫ 0
−h
‖uz‖
2
L∞x
)1
2
6 (Agmon’s inequality)
6C
(∫ 0
−h
‖uz‖L2x‖uxz‖L2x
) 1
2
6C‖uz‖
1
2 ‖uxz‖
1
2 .
Therefore, for any T > 0,∫ T
0
‖uz‖
2
L∞x (L
2
z)
dt 6C
∫ T
0
‖uz‖‖uxz‖dt
6C
(∫ T
0
‖uz‖
2 dt
) 1
2
(∫ T
0
‖uxz‖
2 dt
) 1
2
.
(6.2)
Notice that for any weak solution (u, v, θ),
(uz, vz, θz) ∈ L
2(0, T ;L2(D)).
Thus, by (6.1) and (6.2), we have
uz ∈ L
2(0, T ;L∞x (L
2
z)).
Similarly,
(uz, vz, θz) ∈
[
L2(0, T ;L∞x (L
2
z))
]3
.
Thus, Theorem 6.1 (b) is proved by Theorem 4.1.
✷
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