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Abstract
Blind source separation (BSS) techniques have the aim of separating original source sig-
nals from their mixtures without having or with a little knowledge about the source signals
or the mixing process. Tensor based source separation techniques have become increas-
ingly popular for various applications since they exploit different inherent diversities of
the sources. Therefore, they can improve the estimation of desired sources and the identi-
fication of the mixing system. The proposed techniques in this thesis are the extensions of
conventional tensor factorisation techniques. Our proposed methods can be categorised
in two groups; single and multichannel source separation techniques.
For single channel source separation a tensor based singular spectrum analysis (SSA)
is proposed followed by a way to select the desired subspaces automatically. The proposed
method is compared with conventional methods using both synthetic and real electroen-
cephalography (EEG) sleep data to track different sleep stages. Another proposed method
is symmetric tensor decomposition. The method has been applied to detect the beta re-
bound, as an indicator of movement related brain responses, in brain computer interfacing
(BCI).
In addition to single channel source separation, several multichannel BSS techniques
have been proposed. The first method is a constrained BSS technique which uses the spa-
tial information of data to improve the performance. This approach is particularly useful
in separation of weak intermittent signal components. The results show that the proposed
method performs better than the existing methods in terms of accuracy and quality. Com-
plex tensor factorisation of correlated brain sources is attempted as well. The electrical
brain responses due to motory, sensory, or cognitive stimuli, i.e. event related potentials
(ERPs), particularly P300, have been used for cognitive information processing. P300 has
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two subcomponents, P3a and P3b, which are correlated, and therefore, the traditional BSS
approaches fail in their separation. A complex-valued tensor factorisation of EEG signals
is introduced with the aim of separating P300 subcomponents. The proposed method uses
complex-valued statistics to exploit the data correlation. In this way, the variations of P3a
and p3b can be tracked for the assessment of the brain state. The results of this work are
compared with those of spatial principle component analysis (SPCA) method.
Communication signals such as quadrature-phase shift keying (QPSK) often pose as
complex waveforms and suffer from multipath and clutter problems. In this thesis there-
fore, a new convolutive complex tensor factorisation system is proposed to recover such
signals in the receiver and estimate the communication channels. The proposed method is
evaluated using simulated data with multiple multi-paths and various non-circularity and
noise levels. Simulation results confirm the superiority of the proposed method over the
existing popular techniques.
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Chapter 1
Introduction
Blind source separation (BSS) refers to separation of a set of mixed signals into their
constituent sources without having or with a little knowledge about the source signals or
the mixing process. It has attained much attention over the past two decades for its ap-
plication to signal processing, including speech, image, communication, and biomedical
signals [1, 2, 3, 4].
In BSS, we consider that there are a number of signals coming from different sources
and a number of receivers each recording a combination (the observation or measurement
signals) of these source signals. Therefore, the aim is to identify the source signals from
their recorded mixtures.
To keep the uniqueness and accuracy of source separation, some a priori information
about the sources or the mixing medium is required. Several methods have been proposed
with different assumptions about the source matrix. For example, independent component
analysis (ICA) [2, 5], is a common technique for separating the independent sources from
the data matrix X. ICA separates the sources by assuming statistical independence be-
tween the sources. Statistical independency requires p(x1,x2, ...,xN) =ΠNi=1 p(xi), where
p(·) refers to either joint or marginal distribution and N refers to the number of sources.
It has been however shown that the independency can also be achieved by maximisation
of non-Gaussianity and minimisation of mutual information. The non-Gaussianity algo-
rithms uses kurtosis and negentropy [6]. Many different constraints have also been added
to the original ICA formulation to improve the separation [6]. However, it needs the inde-
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pendency of the sources and stationarity of the data which do not hold in all applications.
BSS algorithms can be divided into two classes by considering the number of mix-
tures (Nx) and the number of sources (Ns); (1) exact-determined or overdetermined source
separation where Nx ≥ Ns and (2) under-determined source separation where Nx < Ns.
BSS has traditionally assumed the case where each source manifests itself as an indepen-
dent entity of varying amplitude, originating from fixed locations, and overdetermined or
exact-determined cases.
There are a limited number of electrode measurements especially in the case of biomed-
ical signals. For instance, each electroencephalogram (EEG) electrode records simultane-
ous activities of many sources in the brain. Therefore, in general, separation of the EEG
source signals is an under-determined problem. Furthermore, there are several applica-
tions where just one channel is used, for instance, restoring the electromyogram (EMG)
signal from electrocardiogram (ECG) artefact [7, 8], in deep brain recordings for separat-
ing neuronal spikes from noise [9], and identification of different sleep stages with vari-
ous dominant frequency bands where each frequency band prevails in a separate recorded
channel [10, 11].
In addition, the EEG signals contain the effect of eye blinks, eye movements, and
other physiological signals, effect of adjacent electric devices, and conductivity changes
in the electrodes as a result of subject movements, which is referred to as background
activities. Moreover, the numerous pathways that a source can take to different parts of
the brain imply that the morphology of the source is likely to be affected not only by the
interference from other sources, but also due to the changes introduced by these pathways.
Synaptic currents, existence of a large number of sources including deep brain discharges
in seizure or sleep, non-homogeneity of the head, synchronisation or desynchronisation,
and transient artefacts and event-related responses often make the assumptions invalid and
the separation process difficult.
Moreover, in some applications the data can be inherently complex such as in com-
munication signal processing. Quadrature amplitude modulation (QAM) or those of other
constellations are of this kind. Phase rotation, noise, and multipath including time delay,
are the major causes of signal distortion. Furthermore, in the case of complex signals the
traditional BSS methods ignore any possible correlation between the real and imaginary
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components of the complex values. In such methods therefore, the signals are considered
circular and invariant to rotation of their probability distribution. The major problems
with such methods are ignoring the full statistical information (correlation of the complex
components) and stability problem when the sources are non-circular.
Therefore, we face with different problems in source separation, including under-
determined situations where the number of sources is more than the number of electrodes
which cover both the single and multichannel source separation, non-stationary and noisy
environments, and in places where a strong background activity exists. In this work, the
aim is to improve the separation process with application to various data in order to have
a much better performance in such situations.
1.1 Aims and Objectives
Tensor factorisation has become popular in many applications such as antenna array pro-
cessing and signal processing [12, 13]. Especially, tensor factorisation has been found
very effective in solving the BSS problems. Tensor factorisation can be used for both
non-stationary and under-determined cases. It can be used to track the general signal
changes in time, frequency, and space. Tensor decompositions have several advantages
over two-way decomposition techniques such as uniqueness of the optimal solution.
This thesis introduces some novel tensor factorisation methods based upon BSS. The
main aim is to improve the BSS performance and identification of real/complex, sin-
gle/multichannel, and instantaneous/convolutive mixtures of sources. The objectives can
be listed as:
1. Reviewing state of the art BSS techniques that can be categorised in (i) single chan-
nel source separation, (ii) multichannel instantaneous source separation, and (iii)
multichannel convolutive source separation.
2. Illustrating tensor concept and common tensor factorisation techniques.
3. Developing two effective tensor based methods for single channel source separation
with application to two real EEG signals; (i) sleep EEG signal staging and (ii) beta
rebound detection.
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4. Improving source separation procedure for multichannel EEG signals by consider-
ing some spatial constraints.
5. Exploiting source dependency and develop a tensor based technique to model highly
correlated brain sources such as event related potentials (ERPs).
6. Proposing a tensor based convolutive BSS method with application to complex-
valued signals to restore the desired source from noise and multipath including time
delay.
7. Improving the performance of complex-valued BSS by exploiting the complete sec-
ond order information.
1.2 Thesis Outline
The work and the main references are described here. It is organised in 8 chapters. Chap-
ter 2 focuses on the BSS and tensor factorisation concepts. Firstly, the BSS concept is
reviewed. Then, state of the art techniques related to our work are explained. Finally, the
concept of tensor factorisation is described.
In chapter 3, a new supervised approach for decomposition of single channel mixtures
is introduced. This method is a generalisation of a subspace based method called singular
spectrum analysis (SSA). As another contribution, the inherent frequency diversity of the
data has been effectively exploited to highlight the subspace of interest. Sleep EEG has
been selected and the stages of sleep for the subjects in normal condition, with sleep
restriction, and with sleep extension have been estimated and compared with the manual
scoring results by clinical experts.
In chapter 4, another single channel method is presented. In this work, the single
channel data is converted to a symmetric tensor and decomposed. Consequently, the effect
of model order is analysed for simulated narrowband data. As a useful application, the
method has been applied to detect the beta rebound for use in brain computer interfacing
(BCI).
In chapter 5, a constrained source separation technique, which uses the spatial infor-
mation of data, is introduced. Common spatial patterns (CSP) filter has been combined
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with the conventional tensor decomposition. This approach is particularly useful in sep-
aration of weak intermittent signal components such as interictal discharges originated
from deep brain sources.
Chapters 6 and 7 are based on complex-valued source separation. In chapter 6, com-
plex tensor factorisation of correlated brain sources is developed. ERPs that are the elec-
trical brain responses to sensory or motory stimuli, have several subcomponents including
P300. P300 has two subcomponents, P3a and P3b, which are correlated and therefore, the
traditional BSS approaches cannot solve this type of separation problem. The proposed
method is based on complex-valued statistics to exploit the data correlation. The results
of this work are compared with those of spatial principal component analysis (SPCA)
method. On the other hand, communication signals such as QPSK often pose as com-
plex waveforms and suffer from multipath and noise problems. Therefore, in chapter
7, a new convolutive complex tensor factorisation system is proposed to recover such
signals in the receiver and estimate the communication channels. Furthermore, to con-
sider non-circularity as the result of correlation between the real and imaginary parts of
a complex-valued signals, augmented statistics that exploit the complete second order
information are considered. The method has been examined for various conditions and
compared with a number of recent and well-established approaches.
Finally, in chapter 8, the presented work in this thesis is summarised and concluded,
and some future work is suggested.
5
Chapter 2
Blind Source Separation and Tensor
Factorisation
BSS can be divided into two main groups; instantaneous and convolutive source separa-
tion methods that have different mixing systems as summarised in Table 2.1.
In Table 2.1, xi(t) and ei(t) show the ith mixture and additive noise respectively at
time sample t, s j(t) indicates the jth source element at time sample t, and ai j is the
mixing matrix. Moreover, Ns is the number of sources and M+ 1 is the total number of
time lags.
In this chapter, firstly, the instantaneous source separation concept is presented. Next,
both single and multichannel instantaneous source separation are considered and the re-
lated state of the art methods are illustrated as the way forward for presenting a new
and more robust approach. Our aim is to exploit the inherent spatial, delay, multipath,
Table 2.1: Mixing models for instantaneous and convolutive source separation methods.
Mixing Model Mathematical Model
Instantaneous xi(t) = ∑Nsj=1 ai js j(t)+ ei(t)
Convolutive xi(t) = ∑Nsj=1∑
M
τ=1 ai j(τ)s j(t− τ)+ ei(t)
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and non-stationarity diversities of the signals in order to outperform the benchmark BSS
techniques.
2.1 Instantaneous BSS
In instantaneous BSS field, often the following linear mixture model is considered to
describe the relation between the signal mixture matrix X and the source matrix S
X= AS+E, (2.1)
where E indicates noise and A is the mixing matrix. A BSS solution should include
estimation of unmixing matrix such as W and the constituent sources from the observa-
tions only. In general, the estimated sources are subject to permutation and scaling and
therefore,
W= PDA−1, (2.2)
where P is an orthonormal permutation matrix and D is a diagonal scaling matrix.
Many algorithms with different assumptions on signal characteristics have been pro-
posed for solving the BSS problems. ICA based on statistical independency of the sources
is the most popular approach. Two random processes x1 and x2 are independent if the in-
formation about the x1 does not give any information about x2, and vice versa. This can
be expressed in terms of joint and marginal probabilities. If we consider p(x1,x2) as joint
probability density function (pdf) of x1 and x2, then they are independent if and only if
p(x1,x2) = p(x1)p(x2). (2.3)
This definition can be extended to include any number of random variables as described
in the previous chapter.
ICA concept was applied to BSS problem in 1985. After that, many ICA extensions
have been proposed to improve its performance in different situations. For example, In-
foMax [14] received much attention for exact-determined or overdetermined BSS. On the
other hand, for under-determined case, sparse component analysis (SCA) was proposed
to separate the sparse sources [15]. SCA assumes only a few source is active at each time
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instant.
Fast fixed-point algorithm for ICA (FastICA) is another ICA extension that is based
on maximising non-Gaussianity [16]. It is motivated by the central limit theorem (the
distribution of the sum of independent random variables tends to be a Gaussian distribu-
tion) [2]. It means that any recorded mixture has a distribution that is closer to Gaussian
distribution compared to the sources distribution. Therefore, it can be used to model the
statistical independency. However, using this system, only one of the sources can have
Gaussian distribution. To indicate how much a random variable deviates from a Gaussian
distribution, Negentropy [2] can be used. It is a non-negative function often formulated
as
N (y) =H (xg)−H (y), (2.4)
whereH (·) stands for entropy and xg indicates a Gaussian random variable of the same
variance as that of random variable y. To improve the computational complexity, the
following approximation is suggested in [2]
N (y) ∝ [E(g(y))−E(g(xg))], (2.5)
where g(·) is a non-quadratic function that does not grow fast and therefore, adds more
robustness. This method has been applied to many biomedical signals [17, 18, 19] be-
cause of the fact that most of natural signals do not have Gaussian distribution. Although
this algorithm is used commonly, it is not optimal theoretically since it is based on a
Negentropy approximation.
Cumulant based techniques are another group of methods which are based on statis-
tical measurement of independence. Joint approximate diagonalisation of eigenmatrices
(JADE) is one of such methods [20]. JADE is an algebraic method that is based on diago-
nilisation of a set of eigenmatrices of the fourth order cumulant tensor using an orthogonal
transformation. Cumulant tensors are the generalisation of the second order covariance
matrices to higher orders. The key concept of using fourth order statistics in JADE is that
all the comulants with at least two different indices are zero for two independent sources.
In this thesis, FastICA is used for comparison to show the effectiveness of the pro-
posed methods.
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2.2 Single Channel Source Separation
Single channel source separation (SCSS) refers to separating original sources from a mix-
ture of two or more source signals. SCSS can be considered an under-determined problem
as two or more sources need to be separated from a single channel data. Therefore, BSS
techniques such as ICA cannot be directly applied. In recent years, a number of methods
have been proposed for SCSS. These methods can be categorised into two main groups;
supervised and unsupervised SCSS methods. A summary of SCSS methods are illustrated
in Table 2.2.
Supervised or model based SCSS methods commonly exploit the hidden Markov
models (HMMs) [21, 22]. In these techniques, the sources are modelled by the mix-
ture of Gaussians. However, their performance depends on precise source models that
might need thousands of states. In addition, training the prior parameters takes long time
in these techniques.
On the other hand, some unsupervised SCSS are available as well. Single channel
ICA (SCICA) which is based on basic ICA is proposed in [23]. SCICA is an extension
of ICA method to single channel data [23]. In this method, the single channel signal x
is broken up into a sequence of contiguous blocks to be treated as a sequence of vector
observations
x(k) = [x(kτ), ...,x(kτ+ l−1)]T, (2.6)
where k is the block index and l is the length of each vector obtained by overlapping
windows of the original signal with length kτ + l− 1, and τ indicates the time delay.
Then, matrix X is formed by stacking these data segments. Actually, the performance of
this algorithm significantly depends on the segment length. Next, in this method, FastICA
algorithm [24] is applied to this matrix to derive the mixing and unmixing matrices as A
and W. Finally, the particular source of interest can be extracted by filtering the signal
with the corresponding row of the unmixing matrix W.
FastICA is used to estimate the ummixing matrix W as an inverse or the pseudo-
inverse of the mixing matrix A. Therefore, the multiplication of the extracted source si(t)
using the ith column of A produces the ith source waveform. The other sources can
then be estimated by deflation of the previously estimated source. The method steps are
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Table 2.2: SCSS techniques that are categorised into two main groups; supervised and
unsupervised.
SCSS System Common Technique Shortcoming
Supervised HMMs Their performance depends on pre-
cise source models. Training the
prior parameters is a time consum-
ing process.
Unsupervised SCICA It needs stationarity of the data, in-
dependency of the sources, and also
disjoint frequency domain.
WT-ICA The extracted components vary
significantly with changes in the
mother wavelet.
EMD-ICA The extracted components do not
necessarily correspond to any
meaningful data.
STFT-NMF It needs a way to find the related
components obtained from each
subsignal. Moreover, the STFT re-
sult is dependent on the window
length.
SSA It cannot work in non-stationary en-
vironments and needs a strategy to
reconstruct the desired information.
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Algorithm 1 SCICA method
Step 1 : Break up a time series into a sequence of contiguous signal segments.
Step 2 : Apply FastICA method to estimate the unmixing matrix W.
Step 3 : Produce the ith source waveform using the ith column of the mixing matrix (inverse
of unmixing matrix).
Step 4 : Subtract the effect of this source and go to Step 1.
Algorithm 2 EMD-ICA method
Step 1 : Add white and zero mean noise to the original signal.
Step 2 : Apply EMD method and extract IMFs.
Step 3 : repeat Steps 1 and 2 to have an ensemble of IMFs.
Step 4 : Average to have an average IMFs set.
Step 5 : Apply FastICA to estimate the unmixing matrix W.
Step 6 : Select the desired components and back project it to the IMF space.
Step 7 : Sum the derived IMFs to reconstruct the desired source.
illustrated in Algorithm 1. This algorithm needs stationarity of the data, independency of
the sources, and also a disjoint frequency domain to perform well. These conditions do
not always meet in all applications.
Creating a multichannel data from a single channel signal can be considered as another
approach for SCSS. Then, ICA or other factorisation technique such as non-negative ma-
trix factorisation (NMF) is employed to decompose the signal into its independent com-
ponents. In several methods, a single channel data is decomposed into multiple spectral
modes using wavelet transform (WT) [25], empirical mode decomposition (EMD) [26],
or short-time Fourier transform (STFT) [27].
The WT-ICA is one of the suggested SCSS techniques where first, the data are de-
composed using WT and then, ICA is applied to that [28]. The problem with WT is that
the extracted components vary significantly with changes in the mother wavelet. Another
method replaced WT with EMD [29]. The summary of the steps can be seen in Algorithm
2.
EMD factorises a time series into its intrinsic oscillatory modes [26]. A time series
is decomposed into a number of subsignals with well-defined instantaneous frequencies
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called intrinsic mode functions (IMFs). Therefore, each time series x can be decomposed
as a sum of its IMFs, fi
x=
z
∑
i=1
fi+ ez, (2.7)
where z is the number of IMFs, fi is the ith IMF, and ez is the residual obtained for zth
IMF. The EMD procedure is as
1. Set z = 0 and e0 = x.
2. Set hi = ez and i = 0.
3. Construct the lower and upper envelope for hi by fitting a cubic spline interpolation
on all the local extrema.
4. If the mean value of the envelopes is determined as gi, then, the ith component is
defined as
hi+1 = hi−gi. (2.8)
5. If hi+1 is not an IMF, then increment i and return to 3. Otherwise, the zth IMF is
defined as fz = hi+1 and the residual ez = ez−1− fz. If a convergence criterion has
not been reached, increment z and return to 2.
One property of the extracted IMFs is that they are ordered in terms of their frequen-
cies.
EMD has several extensions to improve its performance. In order to add more ro-
bustness against noise, ensemble EMD (EEMD) was introduced in [30]. The algorithm
generates a number of ensembles from noisy version of the signal (white noise) to help
EMD to extract all the possible solutions. Then, it extracts their IMF sets. In this way,
we expect the noise components to be cancelled out in the case of enough number of tri-
als. However, adjusting EEMD parameter to cancelling the noise out is not very easy and
depends on the noise level and frequency content of the signal.
EMD automatically decomposes the signal to its constituent components intrinsically
matched the signal’s structure. Moreover, EMD does not use any fixed or predefined func-
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Figure 2.1: Supervised SSA where some specific criteria should be used to have a good
result.
tion in the decomposition stage. However, the extracted components do not necessarily
correspond to any meaningful data.
STFT-NMF also has been proposed for SCSS where STFT applied to data and then,
NMF applied to each channel separately [31]. However, it needs a way to find the related
components obtained from each subsignal for the final decomposition. For example, the
method suggested in [31] used k-means clustering technique to find the related compo-
nents of one source signal. Moreover, the STFT result is dependent on the window length.
SSA is another powerful method for analysing real-valued time series [32]. The initial
idea of SSA is associated with the work of Broomhead [33, 34]. It combines the multi-
variate statistics, classical time series analysis, dynamical systems, and signal processing.
SSA is becoming an effective method in various areas such as mathematics, eco-
nomics, biomedical engineering, and biology. Basically, SSA decomposes a data into a
number of interpretable elements with different subspaces, such as noise and trend, and
can be used for any time series with complex structure [35]. For instance, for decades,
SSA has been used for both trend detection and prediction in financial data [32, 35]. SSA
can be used in several applications including trends fitting, extraction of cycles with vari-
ous periods and amplitudes, smoothing, and finding some structures in short time series.
Recently, SSA has been employed in biomedical signal processing applications like
separation of EMG and ECG [36] and restoring lung sound from heart sound [37]. A su-
pervised SSA has been attempted in [38] to detect spikes from noisy signals. This method,
however, does not exploit the narrowband property of cyclic data. The overall strategy is
depicted in Fig. 2.1. In EEG, the brain rhythms manifest themselves as narrow frequency
band components. As a good example, sleep is a dynamic process which consists of dif-
ferent stages with different neural activity levels. Each stage is characterised by a distinct
set of physiological and neurological features and dominant frequency band. In the study
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of epileptic seizures, the signals recorded before seizure have predictable chaotic trend
and are the mixtures of cortical potentials, noise, and some discharges that can be the clue
for seizure prediction. As another application, hand movement is related to the changes
in certain frequency bands. Tracking of these changes has application to brain computer
interfacing (BCI) systems. Therefore, the method can be effectively applied to BCI
However, the traditional SSA has some drawbacks. First, it cannot work in non-
stationary environments. Many real signals, particularly physiological signals such as
EEG are non-stationary. Sleep EEG has a non-stationary structure since its statistical
properties in both time and frequency change during the stages of sleep. Furthermore,
in SSA, selecting the desired subgroup of eigenvalues is still an open problem. As the
grouping procedure plays an important role in the reconstruction stage, some techniques
should be developed for proper subspace grouping. Hence, the purpose of our work is
to extend the basic SSA algorithm developed in [32] to separate the single channel data
more effectively through an automatic grouping of the signal subspaces.
2.3 Constrained/Semi-Blind Source Separation
Multichannel data, such as EEG signals, contain some information which cannot be seen
easily in the recorded measurements due to the effect of activity of several sources and
noise. In the case of scalp EEG, the components are usually cloaked by background brain
activity. In addition, we face with under-determined source separation. Moreover, the
recorded scalp EEG data usually has low signal to noise ratio. Therefore, blind separation
may not be efficient for such data.
Practical applications of BSS techniques, particularly for biomedical signals, are often
motivated by some prior knowledge about some aspects of the data such as spatial or
temporal characteristics of certain sources of interest. In such cases, it may be desirable
to incorporate such prior information into the source mixture model and estimate the
sources in a semi-blind fashion. The available prior information can be incorporated as a
constraint to source separation formulation.
CSP is one of the most successful methods for spatial filtering (SF) [39, 40]. It is a
supervised technique for classification of the two class models. It makes a linear spatial
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filter that maximises the ratio of extracted EEG sources’ class-conditional variances. In
fact, CSP is estimated by simultaneous diagonalisation of the covariance matrices of the
two classes.
In general, supervised algorithms only perform well in the absence of noise. There are
some unsupervised SF methods that use the knowledge about the region of interest (ROI)
which act much better in noisy environments. For example, given that medial temporal
discharges happen just before seizure onset and their sources are from special areas of the
brain, a linear spatial filter can be designed that uses this knowledge by attenuating the
variance of all the sources not initiating from the desired ROIs within the brain. Therefore,
by applying such spatial constraint the spatial filtered version of the data can be used for
separation.
2.4 Convolutive Source Separation
In some cases, the sources can be convolutively mixed. This is common in the receiver
side of communication systems with signals of various amplitude-phase constellations.
Similar to the instantaneous BSS, convolutive BSS (CBSS) aim is to recover the sources
from the observed convolutive mixtures. Nonetheless, as many parameters should be
estimated, CBSS problems are more challenging compared to the instantaneous case.
The convolutive mixing model in Table 2.1 can be considered as a general formulation
for CBSS.
A number of methods have been proposed to solve the CBSS problem. They are
usually classified to time and frequency domain methods [41]. Table 2.3 shows a summary
of each group. In frequency domain techniques, a time domain signal is transformed into
the frequency domain using a time-frequency method like STFT. Therefore, instead of
having a convolutive problem in the time domain with a large number of parameters,
instantaneous BSS is applied to each frequency bin. The BSS is performed independently
and with less parameters for each frequency bin. One example is the method suggested
by Parra and Spence [42]. This method uses a least squares (LS) optimisation and non-
stationarity assumption to estimate the convolutive sources and is based on a multiple
decorrelation approach. It is quite similar to the other techniques by Kawamoto [43] and
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Table 2.3: CBSS techniques that are categorised into two main groups; time and frequency
domain methods.
CBSS Approach Advantage Shortcoming
Frequency Domain Applying instantaneous BSS
to each frequency bin instead
of having a convolutive prob-
lem with a large number of
parameters.
The arbitrary permutation
ambiguity.
Time Domain Good performance compared
with that of frequency domain
methods.
The need for estimation of
larger set of parameters es-
pecially in the case of long
demixing filter.
Murata et al. [44] for the frequency domain and Wee and Principe [45] method for the
time domain.
However, the main shortcoming of frequency based algorithms is the arbitrary permu-
tation ambiguity. Although several methods have been suggested to address this problem
[46], they still suffer from a poor performance in many applications especially where there
are not enough a priori information about the sources or the mixing matrix.
On the other hand, time domain methods can be applied to design the umixing IIR or
FIR filters. The main problem of time domain approaches is their need for estimation of
larger set of parameters especially in the case of long demixing filter. Nonetheless, time
domain methods have usually good performance compared with that of frequency domain
methods.
2.4.1 Convolutive Speech Source Separation
BSS of audio signals has application to several areas, including human/machine interac-
tion and distant-talking speech communication. Several methods have been suggested for
retrieving a number of audio sources from their recorded convolutive mixtures.
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A group of techniques is based on ICA methods. Generally speaking, these techniques
introduce some kinds of constrained ICA optimisations [47, 48]. Such methods usually
assume a special structure for the decomposition matrix such as block-Toeplitz or block-
Sylvester [49, 50, 51]. The constraint based ICA methods consider the same dimension
for all the independent subspaces and may limit the performance due to the finite length
of the data [52]. Unconstrained ICA for convolutive speech mixtures has been suggested
by Koldovsky and Tichavsky [52]. This time domain method is based on clustering inde-
pendent components. Then, components within each cluster are combined to reconstruct
the desired sources.
Another group of methods are based on minimising some contrast functions such as
higher order cumulants based contrast function and quadratic and cubic contrast functions
[53, 54, 55]. The main shortcoming of such methods is the dependency of their results
on the parameters. In some cases the rank-1 tensor factorisation and optimisation is per-
formed to extract the sources. Some of such techniques are the extension of ICA based
techniques to tensor optimisation.
Frequency based methods have been also proposed to separate mixed speech signals.
The method suggested in [42] is one of the benchmark techniques as explained before.
Another method which has better performance compared to Parra’s method is the method
suggested by Pham et al. [56]. This method is based on joint diagnolization of spectral
matrices and continuity of the filter frequency response to solve the permutation ambigu-
ity. The method performs well for the signals where there are no strong reverberations.
However, it does not perform well in the presence of noise and strong reverberations.
Several tensor based methods have been also suggested for convolutive source sepa-
ration. The method presented in [57] is based on tensor decomposition and a dimension
reduction technique. Another method is based on the correlation of adjacent frequency
bins and incorporate it in a tensor factorisation model [58].
2.5 Tensor Decomposition
Tensor decompositions was introduced by Hitchcock in 1927 [59, 60] and the multi-way
model by Cattell in 1944 [61, 62]. These concepts did not receive much attention until the
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Figure 2.2: A third-way tensor with its modes.
(a) (b)
Figure 2.3: Representation of (a) rows, columns, and tubes and (b) horizontal, vertical,
and frontal slabs of a tensor.
work of Tucker in the 1960s [63, 64, 65] and Harshman [66] and Carroll and Chang [67]
in 1970. After that, tensor factorisation has been used in several applications [68, 69, 13].
Tensor decompositions have several advantages over two-way decomposition techniques
such as uniqueness of the optimal solution.
Tensor is a multi-way representation of data or a multidimensional array. Each direc-
tion in tensors is called mode or way. A vector or a first order tensor may be considered as
a tensor with only one-way and a matrix as a two-way tensor. A three-way tensor can be
illustrated as a box. A third-way tensor can be seen in Fig. 2.2. Three-way tensors have
fibers/tubes and slices/slabs similar to two-way arrays which have rows and columns as
can be seen in Fig. 2.3. Each slab/slot can be obtained by fixing one mode of the tensor.
For instance, by fixing the third mode in a three-way tensor, one slab is obtained that
called frontal slab of the tensor. By fixing other modes, other slabs called horizontal and
vertical slabs are retrieved.
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Figure 2.4: Unfolding of a tensor along its second mode.
Similar to matrix space, there are some special tensor structures, including symmetric,
cubic, and superdiagonal tensors. A cubic tensor has the same size in all the modes, i.e.
X ∈ RI×I×...×I [13]. A symmetric tensor is a cubic tensor which is invariant under the
permutation of its indices. For example, for a three-way tensor X∈RI×J×K , the following
is held for all i, j, and k
xi jk = xik j = x jik = x jki = xki j = xk ji. (2.9)
Furthermore, a superdiagonal tensor X ∈ RI×J×K is a cubic tensor that has only non-
zero elements xi jk solely for i = j = k.
A tensor can be transferred to a matrix. This process is called unfolding or matrici-
sation. It is done by concatenating the matrices in various dimensions [70]. The mode
n matricisation of a tensor (X(n)) can be achieved by arranging the mode n slabs as the
columns of a matrix. In other words, each element xi1,i2,...,iN of a tensor X ∈ RI1×I2×...×IN
is mapped to a matrix element ( j, in) where
j = 1+
N
∑
k=1,k 6=n
(ik−1)Jk, Jk =
k−1
∏
kˆ=1,kˆ 6=n
Ikˆ. (2.10)
The unfolding procedure along the second dimension of a three-way tensor can be
seen in Fig. 2.4.
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2.5.1 Useful Matrix Products
Khatri-Rao, Kronecker, and Hadamard products are some of useful matrix products that
are used in tensor factorisation techniques. Here, we provide an explanation of them.
Kronecker Product
The Kronecker product of two matrices X ∈ RI1×I2 and Y ∈ RJ1×J2 is a matrix of size
I1J1× I2J2 and is calculated as
X⊗Y=

x11Y x12Y . . . x1I2Y
x21Y x22Y . . . x2I2Y
...
... . . .
...
xI11Y xI12Y . . . xI1I2Y

=
(
x1⊗y1 x1⊗y2 x1⊗y3 ... xI2⊗yJ2−1 xI2⊗yJ2
)
,
(2.11)
where xi and y j are respectively I1×1 and J1×1 vectors.
Khatri-Rao Product
The Khatri-Rao product of two matrices X ∈ RI1×K and Y ∈ RJ1×K is a matrix of size
I1J1×K and is calculated as
XY=
(
x1⊗y1 x2⊗y2 x3⊗y3 ... xK⊗yK
)
. (2.12)
Hadamard product
The Hadamard product of two matrices X and Y ∈ RI×J is a matrix of size I× J and is
calculated as
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X∗Y=

x11y11 x12y12 . . . x1Jy1J
x21y21 x22y22 . . . xx2Jy2J
...
... . . .
...
xI1yI1 xI2yI2 . . . xIJyIJ
 . (2.13)
2.5.2 Tensor Notations
Norm
Norm of an N-way array X ∈ RI1×I2×...IN is the square root of sum of square of tensor
elements
||X||=
√√√√ I1∑
i1=1
I2
∑
i2=1
...
IN
∑
iN=1
x2i1i2...iN . (2.14)
Inner Product of Two Tensors
The inner product of two tensors X and Y ∈ RI1×I2×...IN can be obtained similar to matrix
inner product as
< X,Y>=
I1
∑
i1=1
I2
∑
i2=1
...
IN
∑
iN=1
xi1i2...iN yi1i2...iN . (2.15)
Regarding the inner product definition, norm of a tensor can be calculated as
||X||=< X,X> . (2.16)
Outer Product of Two Tensors
The outer product of two tensors X ∈ RI1×I2×...IN and Y ∈ RJ1×J2×...JNˆ can be obtained as
(X◦Y)i1i2...iN j1 j2... jNˆ = xi1i2...iN y j1 j2... jNˆ . (2.17)
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Contracted Product
Contracted product includes multiplication of a multi-way array and a vector or matrix
[13]. The product of an N-way tensor X ∈ RI1×I2×...IN and a matrix Y ∈ RJ×In is a tensor
of size I1× ...× In−1× J× In+1× ....× IN and is shown asX×nY. The contracted product
can be calculated as
(X×nY)I1...In−1JIn+1....IN =
In
∑
in=1
xi1i2...iN u jin. (2.18)
The product of an N-way tensor X ∈ RI1×I2×...IN and a vector v ∈ RIn has one mode
less than original tensor and can be defined as
(X×n v)I1...In−1In+1....IN =
In
∑
in=1
xi1i2...iN vin. (2.19)
Rank of a Tensor
Rank of an N-way tensor can be defined as the minimum number of rank one tensors
where the linear combination of them yields the tensor elements
X=
R
∑
r=1
a(1)r a
(2)
r ...a
(N)
r , (2.20)
where a(i)r shows the rth column of loading factor A(i).
Rank One Tensor
If an N-way tensor can be written as an outer product of N vectors (a(i)), then, it is a rank
one tensor, which means each tensor element is obtained by product of the corresponding
vector elements [13]. For example, each element of a multi-way tensor X ∈ RI1×I2×...IN
can be written as
X= a(1) ◦a(2) ◦ ...a(N),
xi1i2...iN = a
(1)
i1 a
(2)
i2 ...a
(N)
iN , 1≤ in ≤ In.
(2.21)
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Figure 2.5: Tensor factorisation techniques as illustrated in [1].
2.5.3 Common Tensor Factorisation Techniques
There are several multi-way modelling such as non-negative tensor factorisation (NTF)
[71] and multi-block component analysis [1]. Important tensor factorisation techniques
and their extensions are illustrated in Fig. 2.5. However, parallel factor analysis (PARAFAC)
[66, 67, 72] and Tucker [63, 73] are the most common tensor factorisation techniques. In
the following subsections their detailed explanation and theory are explained.
Tucker Decomposition
The Tucker factorisation was introduced in [63] and later refined in [74]. It is a generalisa-
tion of singular value decomposition (SVD) to higher dimensions. Each matrix X ∈ RI×J
with R components can be decomposed as xi j ≈ ∑Ri1=1b
(1)
ii1 b
(2)
ji1 gi1i1 using SVD where gi1i1
is related to the matrix X eigenvalues.
As an example, Tucker3 [63] models a tensor X ∈ RI×J×K with R1, R2, and R3 factors
in first, second, and third modes respectively similar to the SVD as
xi jk ≈∑R1i1=1∑
R2
i2=1∑
R3
i3=1
b(1)ii1 b
(2)
ji2 b
(3)
ki3
gi1i2i3. (2.22)
Eq. (2.22) can be rewritten in tensor form as
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Figure 2.6: Tucker Model; it factorises a tensor into a core tensor and a matrix along each
mode.
XI×J×K ≈∑R1i1=1∑
R2
i2=1∑
R3
i3=1
gi1i2i3b
(1)I
i1 b
(2)J
i2 b
(3)K
i3 ,
XI×J×K ≈GR1×R2×R3×1B(1)I×R1×2B(2)J×R2×3B(3)K×R3.
(2.23)
As can be seen, Tucker decomposes a tensor into a core tensor (G) multiplied by a
matrix (B(1), B(2), or B(3)) along each mode. Fig. 2.6 illustrates Tucker decomposition
graphically [1].
Some of important Tucker extensions are summarised in Table 2.4. Tucker3 has more
parameters or degrees of freedom to model a tensor compared to Tucker2 or Tucker1
models. However, as it has more degrees of freedom, it cannot be modelled uniquely.
This problem can be explained by considering three orthonormal matrices Bˆ(1), Bˆ(2), or
Bˆ(3) as
XI×J×K ≈ (G×1 Bˆ(1)×2 Bˆ(2)×3 Bˆ(3))×1B(1)Bˆ(1)−1×2B(2)Bˆ(2)−1×3B(3)Bˆ(3)−1. (2.24)
However, by imposing some strong constraints such as non-negativity or sparsity on
the model, the optimisation of the parameters converges to a unique solution [70].
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Table 2.4: Common Tucker models and their mathematical representations.
Model Mathematical Representation
Tucker 3 xi jk ≈ ∑R1i1=1∑
R2
i2=1∑
R3
i3=1b
(1)
ii1 b
(2)
ji2 b
(3)
ki3
gi1i2i3 + ei jk
Tucker2 xi jk ≈ ∑R1i1=1∑
R2
i2=1b
(1)
ii1 b
(2)
ji2 gi1i2k + ei jk
Tucker1 xi jk ≈ ∑R1i1=1bii1gi1 jk + ei jk
Using the unfolded version of tensor X, Tucker3 model can be shown as
X(1) = B(1)G(1)(B(3)B(2))T +E(1),
X(2) = B(2)G(2)(B(3)B(1))T +E(2),
X(3) = B(3)G(3)(B(2)B(1))T +E(3).
(2.25)
The Tucker3 model parameters can be optimised using alternating least squares (ALS)
by considering all except the parameter at each optimisation step [75] as
B(1) = X(1)(G(1)(B(3)B(2))T )†,
B(2) = X(2)(G(2)(B(3)B(1))T )†,
B(3) = X(3)(G(3)(B(2)B(1))T )†,
G= X×1B(1)†×2B(2)†×3B(3)†.
(2.26)
By imposing the orthogonality constraint on all the modes, SVD can be used to update
Tucker3 parameters as
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B(1) = LSing(X(1)(B(3)B(2))T ),
B(2) = LSing(X(2)(B(3)B(1))T ),
B(3) = LSing(X(3)(B(2)B(1))T ),
G= X×1B(1)T ×2B(2)T ×3B(3)T ,
(2.27)
where LSing(·) stands for left singular vectors of the input matrix. Eq. (2.27) is called
higher order orthogonal iteration (HOOI) and may converge to a local optimum solution.
There is another orthonormal version of Tucker model that updates the model parameters
using the unfolded version of the tensor as
B(1) = LSing(X(1)),
B(2) = LSing(X(2)),
B(3) = LSing(X(3)),
G= X×1B(1)T ×2B(2)T ×3B(3)T .
(2.28)
This model is called higher order SVD (HOSVD) and usually used for data compres-
sion or initialisation of Tucker fitting process [75].
PARAFAC Decomposition
PARAFAC (also called CANDECOMP) is one of decomposition techniques for tensor
factorisation [67, 66]. It is a multilinear decomposition method, which decomposes a
multi-way array into sum of some rank one tensors as can be seen in Fig. 2.7. PARAFAC
is a decomposition for N-way arrays (N ≥ 3) in analogy to SVD for matrices. PARAFAC
model is based on the decomposition of an N-way array to N matrices of same number
of column size (equal number of components in all the modes). Hence, it is a specific
case of Tucker decomposition with a diagonal core tensor. For example, each element of
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Figure 2.7: 3D tensor and its rank-R PARAFAC decomposition.
a third-way tensor X ∈ RI×J×K can be written as
xijk =
R
∑
r=1
airbjrckr+ eijk,
XI×J×K =
R
∑
r=1
aIr ◦bJr ◦ cKr +EI×J×K,
XI×J×K =GR×R×R×1AI×R×2BJ×R×3CK×R,
(2.29)
where R is the model order, xi jk is the (i, j, k)th element in the third-way tensor, air, b jr,
and ckr are the elements in A, B and C respectively, and E= {ei jk} indicates the residual
term.
An important point of the PARAFAC decomposition is that it has unique solution (as
proven in [76]) if
kA+ kB+ kC ≥ 2R+2, (2.30)
where R is the model order and kA, kB, and kC are the Kruskal ranks of PARAFAC factors
[76]. The Kruskal rank of a matrix is the largest value of k where all the matrix subsets of
k columns are linearly independent. Moreover, for an N-way data as proven in [77], the
following can be written as
N
∑
n=1
kn ≥ 2R+(N−1), (2.31)
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where kn shows the Kruskal rank of the nth factor. A three-way tensor that has unique
solution is called a trilinear tensor. In practice, PARAFAC sometimes cannot find the
right fitting of the model factors. Consequently, the estimated factors are not reliable.
This situation is called degeneracy problem where the solution is degenerate solution.
The reason is not exactly known and may occur if too many components are extracted.
Adding constraints such as orthogonality and non-negativity can help avoid degenerate
solutions.
Using matrix notation, Eq. (2.29) can be rewritten as
Xk = BDkAT +Ek, k = 1,2, ...,K, (2.32)
where (·)T stands for transpose and Xk demonstrates the transposed version of kth frontal
slice of a three-way tensor. The tensor components in the first and second modes are
respectively A and B. Dk is a diagonal matrix with diagonal elements equal to the kth row
of matrix C (third matrix). Moreover, Ek is the error term of kth frontal tensor slice. By
using the unfolded version, the following equations can be considered as
X(1) = A(CB)T +E(1),
X(2) = B(CA)T +E(2),
X(3) = C(BA)T +E(3).
(2.33)
PARAFAC factorisation includes an ALS optimisation method for estimating its com-
ponents [78]. Therefore, the factorisation procedure contains estimating three matrices A,
B, and C. In ALS iteratively, B, and C are fixed to solve for A; then, A and C are fixed to
solve for B, and next, A and B are fixed to solve for C in alternating manor until reaching
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to some convergence
A= X(1)((CB)T )†,
B= X(2)((CA)T )†,
C= X(3)((BA)T )†.
(2.34)
If I ≥ J ≥ K, the following optimisation can be used that is less computationally
expensive [75]
A= X(1)(CB)T ((CTC)∗ (BTB)))−1,
Xˆ(1) = ATX(1),
B= Xˆ(2)((CA)T )((CTC)∗ (ATA)))−1,
C= Xˆ(3)((BA)T )((BTB)∗ (ATA)))−1.
(2.35)
Further details related to PARAFAC optimisation and performance can be checked in
[13, 79].
PARAFAC2
PARAFAC has several extensions, including shifted PARAFAC (S-PARAFAC), PARAFAC2,
and parallel factors with linear dependency (PARALIND). Table 2.5 provides a summary
of them [1].
PARAFAC2 is one of the PARAFAC extensions which is proposed to work with non-
trilinear data while preserving uniqueness in the solution [80]. PARAFAC2 is one com-
mon tensor factorisation method used for BSS as it allows a certain freedom in the shape
of each slab. Matrix notation for PARAFAC2 that is quite similar to PARAFAC is
Xk = BkDkAT , k = 1,2, ...,K subject to BHk Bk =Φ, (2.36)
where Bk corresponds to the kth frontal tensor slice and (·)H stands for conjugate trans-
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Table 2.5: Common PARAFAC model and its extensions [1].
Model Mathematical Representation
PARAFAC xi jk = ∑Rr=1 airb jrckr + ei jk
PARAFAC2 Xk = BkDkAT +Ek
S-PARAFAC xi jk = ∑Rr=1 a(i+s jr)rb jrckr + ei jk
PARALIND Xk = AHDkBT +Ek
pose. As can be seen in Eq. (2.36), the component in the second tensor mode can vary
across slices. Φ should be invariant for all k slices. Fixed Φ helps keeping the unique-
ness of the solution. In addition, Bk can be written as a multiplication of a columnwise
orthonormal matrix Pk and an arbitrary matrix F as Bk = PkF. Hence, Eq. (2.36) can be
rewritten as
Xk = PkFDkAT +Ek,
subject to PkPHk = I, k = 1,2, ...,K.
(2.37)
ALS can be used to optimise PARAFAC2 parameters. As proposed in [81] the direct
model is more advantageous compared to the indirect optimisation as it allows considering
some constraints in the model. Moreover, it can be generalised to N-way arrays [81].
Uniqueness of PARAFAC2
PARAFAC2 is unique subject to some assumptions and the results have indicated its
uniqueness can be verified the same way as for PARAFAC [70, 81]. For indirect PARAFAC2
optimisation, several results have been proposed [81]. They show that under some circum-
stances, PARAFAC2 is unique. The PARAFAC2 estimation is unique if Dk, A, and Φ are
obtained up to
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1. Joint permutation of the rows and columns of Dk and Φ and the columns of A.
2. Arbitrary scaling of the inverse of rows and columns of Φ, the columns of A, and
the matrix obtained by stacking Dks.
If R > 2, to have unique solution, the following equation has been shown to be suf-
ficient in practice. However, in some cases, even lower K results in a unique solution
[80, 81].
K ≥ R(R+1)(R+2)(R+3)/24. (2.38)
2.5.4 Application of Tensor Factorisation to BSS
As mentioned, tensor factorisations have found application to many BSS techniques, in-
cluding biomedical, audio, and communication signal processing.
PARAFAC and its extensions have been increasingly attracted in communication data
processing. Tensor factorisation is used in identification and detection of various systems
such as orthogonal frequency division multiplexing (OFDM), code division multiple ac-
cess (CDMA), and multiple-input multiple-output (MIMO) systems [75, 82, 83]. Tensor
based methods also have been applied to complex and convolutive mixtures for audio sig-
nal processing [84, 85]. Tensor based methods perform well in non-stationary and some
under-determined cases.
Moreover, tensor factorisation particularly PARAFAC has been employed in biomed-
ical applications especially in the removal of artefacts such as eye blinks, brain rhythms
localisation, and extracting ERP components [36, 75].
Tensor methods have also been considered in other areas, including unsupervised clus-
tering with application to tracking behavioural changes of different subjects and in various
conditions [86], face recognition by extracting common pasterns [69, 87], and separation
of chemical compounds [68]. In this work, our aim is to propose some tensor based
decomposition techniques especially based on PARAFAC2 method.
31
Figure 2.8: The 10-20 system for scalp EEG recording.
2.6 Human Brain and EEG
Human brain comprises of a number of regions each controls some specific functions. A
person with brain injury may have problem in a certain region which in turn the related
functions are affected. In the brain, the neurons communicate by means of electrical
discharges or neurotransmitters. EEG was introduced by Hans Burger in 1929. It plays
an important role in clinical diagnosis of many brain abnormalities, mental disorders,
and even physical abnormalities. Dementia, seizure, and sleep disorder are among many
diseases diagnosed and monitored using EEG.
There are invasive and noninvasive EEG systems which record signals from inside the
brain or from over the scalp respectively. In the scalp recording, a number of electrodes
are used to acquire the electric signals from the scalp. The most common setting for elec-
trode positioning is the international 10-20 system where each electrode site is specified
with a letter and number which indicate lobe and hemisphere respectively. For instance,
C stands for central, F for frontal, O for occipital, T for temporal, and P for parietal lobes.
Fig. 2.8 shows the electrode positions in a 10-20 system with 21 electrodes.
Scalp EEG activity contains oscillations at a variety of frequency bands. The most
familiar classification of EEG waveforms are according to their frequency bands (alpha,
beta, theta, and delta). Different frequency bands are associated with different brain func-
tioning states such as awake and the various stages of sleep. For instance, alpha waves
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(8-13 Hz) have relatively large amplitude during a relaxed state but delta waves (up to 4
Hz) are associated with deep sleep state.
While by using the raw EEG we can distinguish between such state changes, there
is no proof if that is specific or sensitive enough to distinguish between small changes
in mental activity. Therefore, the study of ERP which is the brain response to a specific
sensory, cognitive, or motor event, may be more effective. ERP waveforms have a series
of negative and positive peaks. ERPs are time locked to the stimulus onset where each
component reflects the brain activation. ERPs, particularly P300, can be used to distin-
guish psychological and neural subprocesses related to the corresponding stimulus. The
next subsection provides an overview of P300 subcomponent extraction from the EEG
signals.
2.6.1 P300 Subcomponent Extraction
ERPs are electrical brain responses that result from motory or sensory stimuli [88, 89].
ERP analysis can be used in detection of several neurological disorders. ERPs have dif-
ferent subcomponents with different scalp distributions such as P300. P300 has two sub-
components; P3a and P3b. P300 subcomponents are highly correlated in both time and
space. P3a shows the attention to the stimuli regardless of the task. However, P3b is
due to infrequent task relevant events. P3a has a frontal-central distribution while P3b
has central-parietal one. Several methods have been proposed for P300 subcomponent
extraction.
One conventional technique for ERP component extraction is by averaging the single-
trial signals. This method is mainly based on the assumption that the ERP happens at a
fixed time instant after the stimulus cue for all the trials so the averaging process attenuates
the background EEG signal. However, this assumption is not true in many applications
due to the changes in attention level, mental fatigue, and habituation. Moreover, the trial
to trial ERP variability can be used to investigate some mental or physical abnormalities.
Therefore, analysis of a single-trial ERP can be very useful in many applications.
Several methods have been suggested for single-trial ERP detection such as statistical
methods, including Wiener and Kalman filtering approaches [90, 91]. There is another
group of techniques based on principal component analysis (PCA) [92]. PCA has mainly
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two variations for separation of spatially uncorrelated signals i.e. spatial PCA (SPCA)
and temporally uncorrelated signals i.e. temporal PCA (TPCA) [93]. Moreover, some
other approaches are based on source sparsity such as SCA [94]. These methods, how-
ever, are not able to solve the problem of separation of temporally or spatially correlated
sources because of inter trial variability of the ERPs especially in low signal to noise ratios
(SNRs).
BSS methods can also be used in ERP subcomponent extraction [95]. BSS approaches
are usually based on some prior assumption such as, uncorrelatedness, statistical indepen-
dence, or sparsity of sources. However, in many applications the sources are correlated
and such methods cannot work for their separation. Table 2.6 provides a summary of
popular ERP detection methods. In a later chapter of this thesis, a novel method for ERP
subcomponent detection has been suggested.
Table 2.6: Common techniques for P300 subcomponent detection.
Common Technique Shortcoming
Averaging It needs a constant ERP wave across
all the trials where in many appli-
cations is not true due to intra-trial
changes.
PCA, i.e. SPCA and TPCA All of these techniques have prob-
lems detecting ERP subcomponents
especially in low SNRs.
Sparsity
BSS They are usually based on some
prior assumptions such as, uncorre-
latedness, statistical independence,
or sparsity of the sources. How-
ever, in P300 subcomponent detec-
tion the sources are correlated.
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2.7 Conclusions
In this chapter, the concept of BSS and its common techniques were explained. More-
over, the difference between instantaneous and convolutive source separation was pro-
vided with a review of some techniques related to each one. Furthermore, single channel
source separation techniques and their aim were reviewed. Finally, tensor decomposition
models, including PARAFAC and Tucker were explored with a brief overview of their
applications to several areas. In the next chapter, a new supervised approach for decom-
position of single channel signal mixtures is introduced with application to sleep EEG
analysis. This method is a generalisation of subspace based method SSA. As another
contribution, the inherent frequency diversity of the data has been effectively exploited to
highlight the subspace of interest.
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Chapter 3
Single Channel Source Separation using
Tensor based Singular Spectrum
Analysis
In the case of multichannel data, several separation methods have been proposed. Nonethe-
less, only a few algorithms have been suggested for single channel signals and all have
some limitations. In this chapter, a single channel source separation of EEG data namely,
tensor based singular spectrum analysis (TSSA) and also a way to select the desired sub-
spaces automatically have been introduced. The proposed method is compared with some
conventional methods using both real and synthetic data. Sleep EEG data is selected as
real application and the proposed method applied to track different sleep stages. The
results show that the proposed TSSA method performs better than the other methods es-
pecially where the sources are narrowband and in non-stationary situations.
This chapter is structured as follows: Firstly, SSA and other related techniques are
explained and the proposed method is introduced. Next, the results of applying the pro-
posed method to both real and synthetic data are shown. Finally, last section concludes
the chapter.
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3.1 SSA and its Variants
The basic SSA is a subspace decomposition algorithm with two stages; decomposition
and reconstruction. The first step involves embedding step followed by SVD. In the em-
bedding stage, a vector x of length n is mapped to an l1× l2 matrix
Y= [x1,x2, ...,xl2]
=

x1 x2 ... xl2
x2 x3 ... xl2+1
...
... . . .
...
xl1 xl1+1 ... xl2+l1−1
 ,
(3.1)
where xk = [xk, xk+1, . . . , xk+l1−1]
T∈ Rl1 , l1 = n− l2+1, and l1 is the window length. To
have enough information about the data variation, l1 is set large enough.
Next, the matrix Y is decomposed using the SVD method
Y=
d
∑
i=1
Yi =
d
∑
i=1
√
λiuiviT , (3.2)
where λ i is the ith eigenvalue of sample covariance matrix YYT , ui is the corresponding
eigenvector, d is the total number of eigenvalues, and vi = YTui/
√
λi.
In the next stage, first, the elementary matrices from the previous stage are grouped
into several submatrices
Y=
Q
∑
q=1
Yˆq, (3.3)
where Q determines the total number of groups, index q refers to qth subgroup of eigen-
values, and Yˆq indicates the sum of Yi within group q. Finally, the desired subgroup is
selected and transformed into a Hankel matrix. Using Hankelisation, the desired time se-
ries can be reconstructed. The Hankelisation operator H for an l1× l2 matrix Y is defined
as
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HY=

y˜1 y˜2 ... y˜l2
y˜2 y˜3 ... y˜l2+1
...
... . . .
...
y˜l1 y˜l1+1 ... y˜l1+l2−1
 ,
y˜k = 1/num(Dk) ∑
i, j∈Dk
yi,j,
Dk = {(i, j) : 1≤ i≤ l1, 1≤ j≤ l2, i+ j = k+1},
(3.4)
where num(·) is the number of combinations of (i, j) where i+ j = k+1.
If the time series is not stationary, the results produced by SSA, may not be correct. As
SSA uses SVD, it has the bi-orthogonality. However, its drawback is the non-uniqueness
of the SVD expansion if there are coinciding singular values. Therefore, some other
techniques have been proposed to improve the SSA performance [96, 97]. Most of these
methods refine the grouping procedure by using ICA or non-orthogonal transformations in
the grouping stage. In these methods, after the grouping stage, each YI again subgrouped.
Then, the last step of basic SSA is applied to obtain a refined reconstruction. In the next
sections, the proposed method which is an extension of SSA and an automatic grouping
are explained. This method can work in non-stationary environments and reconstruct the
desired signal automatically exploiting frequency diversity.
3.2 Tensor based SSA
As the SSA method does not consider the inherent non-stationarity of real data, it may fail
in real data decomposition. The proposed TSSA is a robust solution to non-stationarity
problem. Similar to SSA, the first stage of TSSA consists of an embedding stage followed
by a tensor decomposition method instead of SVD. The embedding stage consists of con-
verting a 1D time series x of length n to a tensor X. To do that, first x is segmented using
non-overlapping window of size l and a bn/lc × l matrix Xˆ is obtained from x
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Figure 3.1: I×K matrix X is converted to tensor X where J is the number of segments
obtained by window size l1 and overlapping interval l1−o.
Xˆ=

x1 x2 ... xl
xl+1 xl+2 ... x2l
...
... . . .
...
x(I−1)l+1 x(I−1)l+2 ... xIl
 ,
I = bn/lc.
(3.5)
Then, this matrix is converted to tensor X as demonstrated in Fig. 3.1. It is done by
considering each tensor slab as a windowed version of Xˆ. In this work, the segmentation
is performed only along temporal direction, but it can be extended to move the window
in both directions. Our way of converting a matrix to tensor can be explained by the
following equation
Xi:: = Xˆ(:,(j−1)o+1 : (j−1)o+ l1),
j = 1,2, ...,J, J = b(l− l1))/o+1c,
i = 1,2, ..., I,
(3.6)
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where l1 is the window size and l1− o is the overlapping size between the successive
windows.
At this stage, we have a third-way tensor and the PARAFAC model is applied to
decompose this tensor
xijk =
R
∑
r=1
airbjrckr+ eijk. (3.7)
Next, m disjoint subsets of indices Ik are specified. Selecting a proper subgroup of
components is an important step as it affects the final result. Here, as explained in the
next part, the desired subgroup is selected automatically using an adaptive procedure. If
Iks for k = 1, ...,m show the group labels, we have
I1∪ I2∪ ...∪ Im = {1,2, ...,R},
X=
m
∑
i=1
XIi,
XK = ∑
k∈Ik
Ak ◦Bk ◦Ck,
(3.8)
where Xk shows the tensor obtained from the Ikth subgroup. Finally, the reconstruction
stage to have the desired source is performed using Hankelisation procedure that is per-
formed by converting the signal segments to Hankel matrix
XˆIi:: =HXIi::. (3.9)
Then, the data is reconstructed by one-to-one correspondence.
3.2.1 TSSA-EMD to Exploit Frequency Diversity
The corresponding subspace of the desired signal should be determined for BSS using
SSA or TSSA. The grouping process is the crucial part in SSA algorithm and has a sig-
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Figure 3.2: Block diagram of the proposed TSSA source separation system using an
adaptive procedure for selecting the desired subspace. This is performed by tuning a set
of weights using the result governed by the EMD process.
nificant effect on the extracted source. The desired group can often be characterised by
its physical or statistical properties. In application to real EEG data, the brain rhythms in
some situations can be characterised by their frequency properties. Therefore, a frequency
based factorisation such as EMD can be used to supervise the subspace selection of the
TSSA method. EMD provides a good way to determine the number of frequency compo-
nents within each subspace. Hence, EMD is employed to choose the desired subgroup as
illustrated in Fig. 3.2. In other words, a set of IMFs within particular frequency band are
selected according to some pre-set criteria. For example, the IMF with maximum power
in the desired frequency band can be selected and used to more accurately select the sub-
group of interest. Next, by considering its Hankel tensor as F = {fijk}, the correct group
is selected by minimizing the following objective function
J(wijk) = ||fijk−
R
∑
r=1
wijkairbjrckr||2, (3.10)
where ||.|| denotes Frobenius norm (except when mentioned explicitly), R is the number
of common components, air, b jr, and ckr are the extracted PARAFAC factors, and W=
{wi jk} is a superdiagonal tensor of adaptive weights.
A real-valued function J is convex if for any two points w and wˆ and any t ∈ [0,1]
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J(ηw+(1−η)wˆ)≤ ηJ(w)+(1−η)J(wˆ). (3.11)
Therefore, by considering our objective function and by adding and subtracting η fijk
and using the norm properties
||fijk−η
R
∑
r=1
wijkairbjrckr− (1−η)
R
∑
r=1
wˆijkairbjrckr||
≤η ||fijk−
R
∑
r=1
wijkairbjrckr||+(1−η)||fijk−
R
∑
r=1
wˆijkairbjrckr||,
(3.12)
which shows the convexity of J in Eq. (3.10).
As the objective function is convex, it can be minimised using different optimisation
methods. Here, a subgradient method which is an iterative approach for solving convex
optimisation problems is employed to obtain the optimal value of wijk as
wnewijk = w
old
ijk −µ∇woldijk J, (3.13)
where
∇woldijk J =−2(fijk−
R
∑
r=1
woldijk airbjrckr)
R
∑
r=1
airbjrckr (3.14)
and µ is the step size and can be empirically set to a fixed small value or can decrease with
the iteration number. Other optimisation methods with negligible performance change can
also be considered.
3.3 Experimental Results and Discussion
To evaluate the proposed method and compare its performance with the other available
methods, as outlined in previous sections, a number of experiments were performed us-
ing both simulated and real data. The first section explains the parameter setting and
evaluation criterion; then, different methods are tested on synthetic data and the results
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are discussed. Finally, real sleep EEG data is considered and the results are discussed in
comparison with two popular methods for sleep analysis.
3.3.1 Applications to Simulated Data
The simulated data is a mixture of two signals
x(t) = s(t)+βe(t), (3.15)
where s(t) shows the desired signal. x(t) is the input or mixture being examined, e(t)
indicates the unwanted signal or normalised noise, and β is the noise level.
Here, in the first part, a noisy sinusoid and also a narrowband signal are generated
where the noise variance changes with time in order to add non-stationarity to the data. In
other words, a narrowband signal is mixed with non-stationary noise to see the effect of
non-stationarity. Moreover, several signals, which are mixtures of different narrowband
or sinusoidal signals with different noise levels are generated. Signal to noise ratio (SNR)
in terms of root mean square (RMS) is used as a measure for noise level which is adjusted
by changing β
SNR = RMS(s(t))/β 2. (3.16)
One real example for narrowband data is EEG sleep data. The brain goes through sev-
eral psychophysiological states with different frequency bands during sleep and the EEG
signal is corrupted by noise as well.
To evaluate the simulation performance, the evaluation criteria in terms of RMS is
considered as
RMSE =
RMS(s(t)− sˆ(t))
RMS(s(t))
, (3.17)
where sˆ(t) is the estimated source and RMSE is the RMS error.
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Table 3.1: Comparison between average RMSE(%) of the proposed method (TSSA),
SSA, SCICA, and EEMD-ICA obtained by Eq. (3.17) for simulated sinusoidal and nar-
rowband data.
XXXXXXXXXXXXRMSE (%)
Method
Proposed SCICA EEMD-ICA SSA
Oscillation Data 1.9 58.9 17.6 6.4
Narrowband Signal 8.40 87.13 56.83 24.3
Parameter Settings for different Methods
The number of independent components was set to 5. τ and K were set respectively to
1 and 10 in SCICA. The number of ensembles in EEMD was set to 2 and between 9 to
12 IMFs were usually produced in the EMD procedure. The SSA window length l was
set to 1000 in the first experiment and 100 in the second one. In addition, l and l1 were
considered respectively as 1000 (100) and 500 (25) in the TSSA.
Oscillatory and Narrowband Simulated Data in the Presence of Non-stationary Noise
Several N = 4000 sample sinusoids of 1 volt amplitude and narrowband signals were
generated. Next, in order to add non-stationarity to each signal, Gaussian noise was
added to each generated signal in a way that its variance changes during time. Then,
TSSA-EMD, SSA, EEMD-ICA, and SCICA were applied to extract the original signal.
A sinusoid signal, a narrowband signal, and the results can be seen in Figs. 3.3 and 3.4.
The average RMSE of each method is brought in Table 3.1. Moreover, the extracted IMF
sets of the simulated noisy oscillatory data are shown in Fig. 3.5.
Furthermore, the performance of the methods were analysed by adding different noise
levels; the RMSE after applying the mentioned methods can be seen in Fig. 3.6.
Many signals in nature have cyclo-stationary or oscillatory property. Hence, this ap-
plication of the proposed method is very significant. In Section 3.3.3, the importance of
the proposed method is further studied and verified by applying it to sleep EEG data.
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Figure 3.3: The results of separation (denoising) of the simulated oscillatory signal in (a)
from its non-stationary noisy version in (b) by having noisy mixture with SNR ' 0 dB in
(c) using (d) SCICA, (e) EEMD-ICA, (f) SSA, and (g) TSSA-EMD.
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Figure 3.4: The results of separation (denoising) of the simuated narrowband signal in (a)
from non-stationary noise in (b) by having noisy mixture with SNR ' 0 dB in (c) using
(d) SCICA, (e) EEMD-ICA, (f) SSA, and (g) TSSA-EMD.
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Figure 3.5: All the IMFs extracted by applying EMD to the noisy oscillatory data.
Figure 3.6: The effect of noise level on SCICA, EEMD-ICA, SSA, and TSSA-EMD.
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3.3.2 Simulations Discussion
As the results confirm, TSSA performs best for non-stationary and narrowband data in
comparison with other methods in our simulations. EEMD-ICA algorithm performs quite
well for narrowband sources. However, it has several shortcomings. First, adjusting
its parameter especially in the case of low SNR should done properly to have the best
result. If we do not have any knowledge about the noise power, regular EMD can be used
instead or EEMD should be run several times until the best separation is achieved [29].
Furthermore, it uses ICA and therefore, it has problem with non-stationary data.
The SCICA algorithm performs worse than other algorithms used in this study. This
approach has two major limitations: (1) it needs stationarity of the data and (2) it cannot
extract sources with overlapping spectra. In simulations, SCICA didn’t perform well
because of spectral overlapping and also non-stationarity of the data.
The standard SSA has poor performance in non-stationary environments too. In other
words, in SSA the data is initially divided into stationary segments before the decom-
position stage. Therefore, the length of the signal segments is limited by the stationar-
ity requirement while the proposed method can perform in such environments as it uses
PARAFAC. Moreover, multi-way methods such as PARAFAC are less sensitive to noise
[72]. Furthermore, unlike in PCA, PARAFAC does not have the rotation problem and
it can recover the pure spectra of data [72]. Thus, as seen in the results, the proposed
method performs better than other methods used for comparison here.
3.3.3 Applications to Sleep EEG
Sleep is a highly complex physiological body and a sensitive indicator of the changes in
brain function such as those occur in many psychiatric and neurological conditions. Sleep
is characterised by a reduction in body movements, reduced responsiveness to external
stimuli, and changes in metabolic rate [88]. Hence, it is a state of unconsciousness from
which a person can be aroused. Brain states during sleep and wakefulness are identified
through interactions of activating and inhibiting systems within the brain. There are two
distinct states with different levels of neuronal activity; nonrapid eye movement (NREM)
and rapid eye movement (REM) sleep. Each stage has a distinct set of physiological and
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neurological features and also dominant frequency band [88]. Most prominently, the alpha
rhythm (8-13Hz) is attenuated and delta (up to 4Hz) waves evolve as the NREM sleep
deepens. Other features of NREM sleep are sleep spindles (12-14 Hz) and K complexes.
It has been assumed that K complexes are due to continuous sensory activation and it can
be considered as a building block of slow wave (SW) sleep which has more power than
usual delta waves [98]. As manual sleep staging is a time consuming process, automatic
sleep scoring methods hold promise in diagnosing alterations in the sleep process and the
sleep EEG more efficiently.
Thirty-six healthy men and women each participated in two laboratory sessions, one
involving a sleep extension protocol and the other a sleep restriction protocol. During each
session polysomnography (PSG) measures were recorded at a sampling rate of 256Hz for
a baseline (BL) night (8 hours), seven condition nights (sleep extension (SE), 10 hours
and sleep restriction (SR), 6 hours) and a recovery night (12 hours) following a period of
total sleep deprivation. In this work, the proposed method and also two commonly used
methods for EEG sleep processing, Morlet wavelet and power spetra analysis using fast
Fourier transform (FFT), were applied to sleep data to extract different frequency bands
(alpha and delta). FFT is used to present the signal spectrum. This refers to application
of a bandpass filter. Here, this is performed by multiplication of the signal by the filter
impulse response in Fourier domain. It is shown that Morlet wavelet can be used for sleep
signal analysis for example, for detection of sleep spindles and abnormalities [99, 100].
In this work, Morlet wavelet is used for signal decomposition.
Delta rhythm is a slow brain wave, which tends to have its highest amplitude during
deep sleep in adults and is usually prominent frontally. Alpha can be seen on both sides in
the posterior regions of the head and emerges with eyes closing and relaxation. Therefore,
only one channel for which more variations in alpha and another one with more variations
in delta were chosen. Then, by applying the proposed method the average power was
determined for each 2s time segment. Thus, each point i in Figs. 3.7 and 3.8 corresponds
to ith 2s frame of the signal starting at i× 2× 256 sample in the original signal. The
results of these methods for one subject in BL night are depicted in Fig. 3.7. In addition,
the result of applying the proposed method to BL, SE, and SR nights is seen in in Fig
3.8. The results for other available signals follow quite the same structure for different
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Figure 3.7: Changes in alpha and delta band power during one cycle of sleep for baseline
night with respect to time segments obtained using respectively TSSA-EMD, wavelet,
and FFT; (a)-(c) the changes in delta power and (aˆ)-(cˆ) the power changes for alpha band.
Manual scoring outcome is indicated by a bold solid line and those estimated by dotted
lines.
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Figure 3.8: Changes in alpha and delta band power during one cycle of sleep for BL,
SR, and SE with respect to time segments obtained using TSSA-EMD; (a) and (aˆ) BL
night, (b) and (bˆ) SR, and (c) and (cˆ) SE. (a)-(c) the changes in delta power and (aˆ)-(cˆ) the
power changes for alpha band. Manual scoring outcome is indicated by a bold solid line
and those estimated by dotted lines.
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Table 3.2: Start of second and SW stages for BL, SE, and SR nights for the examined
subject obtained by manual scoring and the proposed method.
XXXXXXXXXXXXCondition
Scoring
Manual Proposed Automatic
Second SW Second SW
BL 660 990 638 980
SR 150 390 120 380
SE 1350 1650 1321 1600
methods. Table 3.2 indicates the start of second and SW stages according to a precise
hand scoring and the proposed method by a simple thresholding of the outputs.
3.3.4 Results and Discussion
EEG data potentially contains many transient events and movement related sources and
artefacts. Additionally, sleep signals are non-stationary and corrupted by noise. Tensor
factorisation can be considered as one possible solution to restoration of such data and
separating the desired components. The aim here is to analyse the performance of TSSA.
As indicated in Fig. 3.7, the proposed method can determine the transitions between
the stages of sleep by more accurately evaluating the variations in alpha and delta (SW)
brain activity. This significant achievement complies with an accurate manual scoring
the sleep data by clinical experts which can be seen in Table 3.2. Moreover, the agree-
ment between the scorers was determined using intraclass correlation coefficients (ICC)
estimated using a 2-way analysis of variance [101]. The higher numbers in ICC repre-
sent better agreement between the scorers. We obtained ICC = 0.99 which shows almost
complete agreement between them.
The proposed method performs well for detecting the stage changes. WT performs
satisfactory for detecting the start of the first stage. However, it cannot show the deep sleep
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stage very well according to Fig. 3.7(b). Simple filtering using FFT also cannot reveal
the necessary information about the sleep stages mainly due to non-stationarity of the
sleep EEG (Fig. 3.7(c)). Therefore, based on the illustrated results, the proposed method
performs better than the conventional methods i.e. WT and FFT, for sleep processing.
Another important result of our method is extraction of the K complexes from the sleep
signal. K complexes are seen in EEG sleep data after finishing the first stage of sleep
which have the same frequency band as delta but with significantly higher amplitude.
Therefore, as can be seen in Fig. 3.7(a) the sudden increases in the signal amplitudes can
show the locations of these sudden changes in sleep. Fig. 3.8 also confirms the results of
some previous experiments in which a fast transition from alpha to slow waves is shown
in SR condition and the reverse in SE condition.
3.4 Conclusions
Traditional SSA has been extended to tensor based SSA in this work using PARAFAC in
the decomposition stage of the algorithm. Furthermore, an adaptive supervised approach
using EMD has been introduced and implemented in the reconstruction stage of TSSA to
accurately select the desired subspace when the frequency band of the signal of interest
is known a priori. In this way, the desired subspace could be chosen automatically. The
results of applying the method to synthetic and real sleep EEG data show that this method
can produce much better results. In addition, the proposed method paves the way for better
understanding and analysis of sleep EEG data, as discussed and examined in this chapter.
In the next chapter, another single channel BSS method is presented where the single
channel data is converted to a symmetric tensor and decomposed. The main advantage of
this method is that it provides a way to select the tensor model order.
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Chapter 4
Symmetric Tensor Factorisation for
Narrowband Single Channel Source
Decomposition
In many subspace signal decomposition methods such as PCA or its extension, SSA, there
is need for a robust determination and validation of the number of sources. Here, we at-
tempt to find a relation between the number of sources within single channel mixtures
and the rank of a symmetric tensor constructed from such mixtures by adjusting the em-
bedding dimension. This leads to a new approach for decomposition of single channel
mixtures using tensor factorisation. Consequently, the effect of model order is analysed
for simulated narrowband data. The inherent frequency diversity of the time series has
also been effectively exploited in selection of the desired subspace. The proposed method
has been applied to both simulated and real data. The results have been discussed and
compared with those of a number of benchmark algorithms.
In this chapter, we rely on some properties of symmetric tensors based on which the
tensor rank can be determined. With regards to the above concept, we first convert the
single channel signal to a symmetric tensor. Here, we use the method proposed in [102]
which is based on Hankel matrix linear algebra. This method provides an efficient way
for decomposition of symmetric tensors. Using this technique, we analyse the effect of
increasing the rank of the Hankel matrix on the resulted decomposition.
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The remainder of the chapter is structured as follows: first, symmetric tensor decom-
position used here is illustrated. Then, the procedure for converting a single channel data
to a symmetric tensor is introduced with an explanation on the decomposition technique
used here. The next two sections explain respectively the model order estimation tech-
nique and how to reconstruct the source of interest. Finally, the results of applying the
proposed method to both real and synthetic data are shown and discussed.
4.1 Symmetric Tensor Decomposition
The algorithm used here generalises the Sylvester algorithm [103] for decomposing a
symmetric tensor into sum of rank 1 tensors. This decomposition suggested by Brachat
et al. is based on forming a quasi-Hankel matrix using tensor elements and extracting
two r× r matrices called principal minor and its shifted version (more explanation can be
seen in [102]). A symmetric tensor T with elements t j0 j1... jg of order O and rank g can be
associated with a homogeneous polynomial f (z) as
f(z) = ∑
j0+ j1+...+ jg=O
t j0 j1... jgz
j0
0 z
j1
1 ...z
jg
g . (4.1)
The aim of this algorithm is to decompose f (z) into a linear form of sum of powers
f(z) =
r
∑
i=1
λi (1+ ki,1z1+ · · ·+ ki,gzg)O
=
r
∑
i=1
λiki(z)O ,
(4.2)
where r is the model order, ki and λi indicate the decomposition coefficients, and O is the
polynomial order.
In this algorithm it is assumed that the value of r is known and is the minimum possi-
ble number for which the tensor decomposition algorithm still converges. Then, by solv-
ing the generalised eigenvector problem and solving a linear system, the decomposition
coefficients are obtained [103, 102]. The decomposition procedure can be summarised as
1. Convert the symmetric tensor to a homogeneous polynomial.
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2. Compute the desired number of variables (r).
3. Form a
(
g+O−1
O
)
×
(
g+O−1
O
)
matrix using the coefficients of the obtained
polynomial
(
t j0 j1... jg
(
O
j0 j1... jg
))
. This matrix is called quasi-Hankel matrix
[104].
4. Extract a full rank principal minor (the rank r should be estimated) [102]. The
extracted matrix is indicated by M0.
5. Determine another matrix M1 using the shifted version of M0. The M0 and M1 can
be extracted by following the example provided in [102].
6. Calculate the generalised eigenvalue decomposition of two matrices M0 and M1.
To perform an optimum decomposition of the tensor, the model order needs to be
determined. Next section provides our analysis on the model order.
4.2 Tensor Rank
Tensor rank is the minimum number r based on which the decomposition can be per-
formed. Therefore, for tensor T
rank(T) = min{r|||T−
r
∑
i=1
λiki(z)O ||< ε}, (4.3)
where ε is a small positive number. It has been shown that the following relation can be
considered for the rank of a symmetric tensor [105]
rank(T)≤
(
g+O−1
O
)
=
(g+O−1)!
O!(g−1)! . (4.4)
Therefore, in the decomposition stage, the size of quasi-Hankel matrix is considered
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as
(
g+O−1
O
)
×
(
g+O−1
O
)
. By considering [102] and the explanation in Section
4.1, the symmetric tensor decomposition can be obtained using the following generalised
eigenvalue decomposition
(M1−λiM0)vi = 0, (4.5)
where M0 is an r× r quasi-Hankel matrix (r indicates the model order), M1 is its shifted
version, and vi indicates a vector of size r. To check the effect of rank estimation, we
change the tensor rank by one and compare the performance. Next, we explain how the
tensor rank is selected for our experiments.
4.2.1 Sensitivity of the Algorithm to Tensor Rank
As illustrated in Eq. (4.5), the algorithm used here is based on eigenvalue decomposition
of M0 and M1. Therefore, by considering their rank as r and since they are symmetric
matrices, we can rewrite M0 as a sum of r exponentials [106], i.e., for k = 1,2, ...,r. In
this case each element of M0 can be given as
m0k =
r
∑
i=1
bki di, (4.6)
where bis are complex numbers. Therefore, the following relations can be deduced [107]
M0 = VrDVTr = Vrdiag(d1, ...,dr)V
T
r ,
M1 = VrDAVTr = Vrdiag(b1d1, ...,brdr)V
T
r ,
(4.7)
where D is a diagonal matrix with di as its diagonal elements, diag refers to a matrix with
diagonal elements, Vr is a Vandermonde matrix, A is described w.r.t. {bi}, i.e the ith
generalised eigenvalue of Eq. (4.5), and
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Vr =

1 1 ... 1
b1 b2 ... br
...
... . . .
...
br−11 b
r−1
2 ... b
r−1
r
 . (4.8)
Vandermonde matrix is a matrix with geometric progression in each row as in Eq. (4.8).
It has application to some areas such as interpolation. For more information on Vander-
monde matrix, see [106]. From the above equations, ||M0|| = ||VrDVTr || and ||M1|| =
||VrDAVTr || where ||.|| refers to l2-norm, ||A|| = 1, and ||D|| = ||(d1,d2, ...,dr)||∞ (for a
diagonal matrix the infinity norm is equivalent to l2-norm). Moreover, ||Vr|| ≤ r as all of
its elements have absolute value of one. Therefore, Eq. (4.7) implies that
||M0|| ≤||Vr||2||D|| ≤ r2||(d1,d2, ...,dr)||∞,
||M1|| ≤||Vr||2||D||||A|| ≤ r2||(d1,d2, ...,dr)||∞.
(4.9)
If Mˆ0 and Mˆ1 show respectively the same matrices as M0 and M1 but with rank equal to
r−1 obtained by omitting the last columns and rows of M0 and M1. Then, Eq. (4.5) can
be rewritten as
(Mˆ1−λiMˆ0)vˆi+o1vi+
r
∑
j=1
(o1 j−λio0 j)v jr = 0, (4.10)
where o0 and o1 are respectively the last rows of M0 and M1 and vˆi = vi1:r−1. By rear-
ranging Eq. (4.10) and deriving λi
λi =
Mˆ1vˆi+o1vi+∑rj=1 o1 jv jr
Mˆ0vˆi+∑rj=1 o0 jv jr
. (4.11)
Finally, by considering Eq. (4.9)
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||λi|| ≤
||Mˆ1||||vˆi||+ ||o1||||vi||+∑rj=1 |o1 j||v jr|
||Mˆ0||||vˆi||+∑rj=1 |o0 j||v jr|
≤ 2r
2||(d1,d2, ...,dr)||∞
(r−1)2||(dˆ1, dˆ2, ..., dˆr−1)||∞
+1,
(4.12)
where dˆ1, dˆ2, ..., dˆr−1 indicate the eigenvalues of matrix Mˆ0 if we consider a similar fac-
torisation as in Eq. (4.5). The right hand side of Eq. (4.12) represents the sensitivity of
the algorithm to the tensor rank. It indicates how increasing the ranks of M0 and M1 or
the model order r by one affects the eigenvalue decomposition results. As we will see in
the next sections and as presented in Fig. 4.3 later, after certain level, further increase in
r results in achieving approximately the same outputs and the performance of algorithm
does not change significantly. This figure shows the outcome of Eq. (4.12) after simulat-
ing a signal and creating M0 and M1 for different r and calculating Eq. (4.12) for each r.
Hence, to have enough information about the desired sources in single channel data, the
model order should be estimated. The following subsection explains a way to select the
model order.
4.2.2 Model Order Analysis
In the case of single channel data and by considering the formulation in [102], we can
conclude that the generalised eigenvalue problem can be obtained from the Hankel matrix
of data x and its shifted version. Therefore, one way to have an estimation of tensor
rank is by using the Hankelisation procedure. Here, we construct a Hankel matrix by
augmenting the overlapping segments of the original signal. The sample covariance of
the Hankel matrix is then analysed in order to estimate the model order as well as the
embedding dimension. We first convert a single channel data x to matrix
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Xˆ= [s1,s2, ...,sl2],
Xˆ=

x1 x2 ... xl2
x2 x3 ... xl2+1
...
... . . .
...
xl1 xl1+1 ... xl2+l1−1
 ,
(4.13)
where sk = [xk, xk+1, . . . , xk+l1−1]
T∈ ℜl1 , l1 = n− l2 + 1, and l1 is the window length.
Several methods have been proposed for estimating the model order from a data matrix
[108, 109, 110]. When the signal is a combination of several narrowband sources, SVD
can be used for this estimation. For such signals, we calculated all the eigenvalues of
Xˆ using SVD and by examining the pattern of eigenvalues, the proper model order is
determined [111]. As we are converting a single channel data to a matrix, the window
length, also called embedding dimension, affects the estimated rank. The embedding
dimension should be large enough to include the data variation. It is considered less than
half of the signal length and its selection depends on the frequency content of the signal.
A window size is equivalent to two times the fundamental period of the signal (inverse of
the fundamental frequency) is often appropriate.
4.3 Single Channel Source Separation
This section is to describe the first part or the decomposition stage of the proposed method
which can be divided into two parts; the embedding procedure which converts one dimen-
sional data to a symmetric third order tensor, and the tensor decomposition stage by using
the algorithm introduced in Section 4.1.
Here, the embedding procedure maps a one-dimensional vector x of length n to an
l× l× l symmetric tensor Y where l is called window length or embedding dimension
Y= [H0|H1|...|Hl], (4.14)
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where l = bn/3c+1. Hi is obtained from x by
Hi =

xi xi+1 ... xi+l−1
xi+1 xi+2 ... xi+l
...
... . . .
...
xi+l−1 xi+l ... xi+2l−2
 . (4.15)
Then, the symmetric tensor is decomposed using the procedure explained in Section 4.1.
The next stage is to extract the desired information from the obtained factors and recon-
struct the source of interest.
4.4 Reconstruction of Desired Single Channel Source
Finally, after the decomposition and selecting the proper subspace, we need to return to
single channel data which is likely to be our desired component.
The same Hankelisation procedure should be followed to obtain the desired single
channel data from the tensor. It can be obtained by Hankelisation that is performed by
converting the signal segments to a Hankel matrix. This is done by first Hankelising
matrices across the first slab or block Hankelising the tensor by diagonal averaging
Yˆ= [HYˆ0|HYˆ1|...|HYˆl]. (4.16)
Eq. (4.16) explains that we need to Hankelise each slab of the final tensor first. Then,
the obtained tensor is Hankelised again by diagonal averaging. Finally, the data is recon-
structed by one-to-one correspondence.
As explained in previous section, EMD can be used to help the reconstruction of
desired components. Therefore, by considering the embedding procedure explained in
the previous section and having the tensor version of the extracted component from the
EMD procedure c as C the correct group of eigenvalues is selected by minimising the
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following cost function
J(wijk) = ||cijk−
r
∑
q=1
wijkviqvjqvkq||2, (4.17)
where r is the model order, viq are the tensor factors, C = {cijk}, and W = {wijk} is a
diagonal tensor of adaptive weights. Using the same procedure as in the previous chapter,
the weights can be obtained by minimising
∇woldijk J =−2(cijk−
r
∑
q=1
woldijk virvjrvkr)
r
∑
q=1
virvjrvkr. (4.18)
In our case we only refer to diagonal components where i = j = k.
4.5 Experimental Results and Discussion
To evaluate the performance of the proposed method, a number of experiments were per-
formed using both simulated and real data. The first section below explains the evaluation
criterion; then, the effect of model order on the final results is tested using simulated data.
Next, the effect of non-stationary noise and its level is analysed and the results of the pro-
posed technique are compared to those of EEMD-ICA, SCICA, and SSA-EMD. Finally,
the results of the proposed method for the extraction of beta rebound from single channel
EEG, used in BCI, are shown.
4.5.1 Simulations
The simulated data is a mixture of some sources and additive noise as explained in Chap-
ter 3. A simulated signal and its two components can be seen in Fig. 4.1 and the EMD
components extracted from the noisy mixture can be seen in Fig 4.2. Another signal
which is a combination of a narrowband signal and non-stationary noise is generated as
well. Moreover, a number of mixtures of this signal with different noise levels are gen-
erated. SNR in terms of RMS is used as a measure for noise level. Then, the simulation
performance is expressed in terms of RMSE.
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Figure 4.1: The results of separation of the narrowband signals in (a) and (b) from their
noisy mixture in (d); (c) the noiseless mixture and (e) and (f) the results.
4.5.2 Parameter Settings for Different Methods
In the SCICA, the number of independent components was set to 5, and K and τ were set
respectively to 10 and 1. The number of ensembles in EEMD was set to 2 and between
7 to 13 IMFs were produced using the EMD. These parameters are selected according to
[29]. The SSA window length was set to 100. The embedding length for the proposed
method was considered 80. This window length is selected to keep the data variations
bounded and avoid large values to prevent high computational complexity.
4.5.3 Model Order Selection
To select a proper order for the decomposition stage, and in order to see the effect of
model order on the estimated components, the method mentioned in the Model Order
Analysis section is applied to the data with different embedding dimensions. Then, we
tried to decompose the signal with r = 1, ...,R,R+ 1 where R is the number we selected
using the procedure. Our analysis for different signals shows that if the order is set to any
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Figure 4.2: The results of applying EMD to the noisy mixture shown in Fig. 4.1(d).
Figure 4.3: Sensitivity (right hand side of Eq. (4.12)) of the proposed algorithm versus
the variation in the model order for the data shown in Fig. 4.1(d).
number less than the number that we obtain from this procedure, the decomposition does
not converge to a unique global solution or the performance is significantly poorer than
the case where r = R. However, when r > R the result is similar or not significantly better
than the case where r = R. Moreover, this is robust against various noise levels. Table 4.1
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Figure 4.4: The results of separation (denoising) of the narrowband signal in (a) from non-
stationary noise in (b) by having noisy mixture in (c) using (d) SCICA, (e) EEMD-ICA,
(f) SSA, and (g) the proposed method.
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Table 4.1: Comparison between RMSE(%) values of the proposed method for different
model orders for the simulated data. Here, r = 4 is selected using the procedure explained
in the chapter.
hhhhhhhhhhhhhhhhhhRMSE (%)
Model Order (r)
2 3 4 5
Narrowband Signal 38.40 25.13 6.83 5.92
provides one example of how the model order affects the performance. The reconstructed
components with r=R can be seen in Fig. 4.1. It is evident that, the extracted components
are indeed close to the original signal while it is not possible to obtain such result using
r < R and the performance does not significantly change by choosing r > R. Additionally,
Fig. 4.3 shows the final result of Eq. (4.12) to compare with those obtained from the
SVD procedure. Fig. 4.3 verifies the results by experiment. It is seen in Table 4.1 that
increasing the order to above a certain value does not have any significant impact on the
final result.
4.5.4 Narrowband Simulated Data at the Presence of Non-stationary
Noise
An N = 1000 sample narrowband signal was generated. Non-stationary Gaussian noise
was added to this signal in a way that its variance changes during time. In this way, the
effect of non-stationarity when different methods are used can be compared. This is useful
since many real signals in nature are non-stationary. Then, the proposed method, EEMD-
ICA, SSA-EMD, and SCICA were applied to extract the original signal. The original
signal and the results can be seen in Fig. 4.4 and the corresponding RMSEs are brought
in Table 4.2.
Furthermore, Fig. 4.5 demonstrates the system performance versus the changes in
noise level for different methods. As can be seen, the proposed method performs best for
non-stationary and narrowband data.
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Table 4.2: Comparison between RMSE(%) values of the proposed method, SCICA, SSA-
EMD, and EEMD-ICA for the simulated data.
XXXXXXXXXXXXRMSE (%)
Method
Proposed EEMD-ICA SSA SCICA
Narrowband Signal 12.35 27.13 19.97 64.3
Figure 4.5: The effect of noise level on SCICA, EEMD-ICA, SSA, and the proposed
method.
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(i) Segment 1
(ii) Segment 2
Figure 4.6: The results and time-frequency plots for two segments of the BCI data after
applying EEMD-ICA, SCICA, SSA-EMD, and the proposed method to real EEG BCI
data; (a) original EEG signal, (b), (c), (d), and (e) detected beta rebound using EEMD-
ICA, SCICA, SSA-EMD, and the proposed method respectively. The movement onsets
are at time samples n = 80 and n = 49 for (i) and (ii) respectively. The sudden increase in
beta bound can be seen clearly using the proposed method after the movement imagination
onset from the time-frequency plot. 68
4.5.5 Real BCI Data and Beta Rebound Detection
Normal or event related brain rhythms such as event related desynchronisation or synchro-
nisation (ERD/ERS) called beta rebound appear immediately before or after a voluntary
body or hand movement. Such events are important in BCI systems as they appear after
motor imagery movement as well [112]. Unlike ERPs, this kind of events are only time-
locked and not phased-locked. Therefore, they cannot be easily extracted by techniques
such as averaging. However, they have specific frequency bands which can be analysed
using frequency based techniques such as the proposed method. Beta rebound is one of
such events seen as a short-lasting oscillation immediately after the movement [88]. They
develop in fronto-lateral parts of the brain around motor cortex in the frequency range of
14-20 Hz.
In this chapter, the BCI Competition III dataset was selected as the real data [113].
The proposed method was used to detect the beta rebound from single channel single-trial
data. The data was recorded using the extended international 10/20 system with sampling
frequency of 100Hz and bandpass filtered between 0.05 and 40Hz. We considered two
data segments where the movement imagination happened respectively at samples n = 49
and n = 80. The result of applying the proposed method to one channel of the selected
data can be seen in Fig. 4.6. It is seen that the proposed method can be used for detecting
the beta rebound accurately as an increase in beta band signal amplitude is detected after
the imaginary movement onset. In order to show the effectiveness of our method, the
single channel methods explained above were applied to the signal as well and the beta
bound obtained and depicted in Fig. 4.6. Evidently, their achieved beta rebound is not
as clear as the result of the proposed method after the imagination onset. Applying the
proposed method to other data segments shows similar results. To verify our results, the
time-frequency plot of the resulted signals from the proposed method and other mentioned
single channel methods can be seen in Fig 4.6. S-transform is used for time-frequency
plotting [114]. S-transform can be considered as a hybrid of short-time Fourier transform
(STFT) and continuous wavelet transform (CWT) which preserves the phase information
and at the same time has a good time and frequency resolutions. As can be seen, there is
a clear high amplitude beta rebound after movement imagination.
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4.6 Conclusions
In many applications, it is highly desirable to decompose a single channel data into its
meaningful constituent components. In EEG signal processing, narrowband source (such
as alpha and beta) extraction is often required for BCI design. In this work, the single
channel data is converted to a symmetric tensor and decomposed using tensor factorisa-
tion method. By analysing some simulated data, it is seen that it is more useful to have
an estimation of the number of components in the decomposition stage to have a better
outcome. One advantage of this method is that the number of subspaces can be adjusted
or even optimised by varying the embedding dimension. This is really important in the
case of single channel EEG data which often consists of more than one source signal as
it includes event related, movement related, and normal brain rhythms as well as noise
signals. Changing the embedding dimension has impact on the model order. In other
words, by increasing the embedding dimension, the model order may increase. In this
work, we adjusted the embedding dimension to a value in order to both track the data
variation and avoid unnecessary computational complexity at the same time. Moreover,
our analysis indicates that increasing the model order to above a threshold does not have
much impact on the final result. It confirms that selecting a proper model order can lead
to a more robust solution.
Moreover, an adaptive supervised method has been used in the reconstruction stage of
the proposed method. Using this procedure, we are able to accurately select the desired
subspace when the frequency band of the signal of interest is known a priori. The results
of applying the proposed method to synthetic and real BCI data show that the proposed
method can separate the single channel signal components automatically and precisely. In
the next chapter, a constrained source separation technique, which uses the spatial infor-
mation of data to improve the performance, is introduced. CSP filter has been combined
with a conventional tensor decomposition to improve the performance and reduce the
effect of undesired components.
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Chapter 5
Spatially Constrained Source
Separation using Tensor Decomposition
Multichannel EEG signals contain some information which cannot be seen easily in the
recorded measurements due to the effect of activity of several sources and noise. In
this chapter, a tensor factorisation based constrained source separation technique is in-
troduced. CSP has been combined with conventional PARAFAC2 tensor decomposition
in the design of a new spatially constrained source separation system. This approach is
particularly useful in separation of weak intermittent signal components such as interictal
discharges originated from deep brain sources. The results of applying the method to syn-
thetic data show that it outperforms conventional BSS methods, which are often unable to
separate weak intermittent non-stationary sources.
The remainder of this chapter is structured as follows: First, CSP is described and the
separation method including the underlying assumptions are explained. Next, the results
of applying the proposed method to synthetic data are presented with discussion of the
results and the final section concludes the chapter.
5.1 CSP for Spatial Filtering
In this section, a spatial filter for optimally attenuating the source variances outside a pre-
defined region of interest (ROI) is explained. The main idea is to project a multidimen-
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sional data to a lower dimension spatial subspace. By this projection the source effect will
be suppressed outside the ROI. Due to the ill-posed nature of the EEG inverse problem,
it is not always possible to completely remove the effect of sources outside the ROI. Esti-
mating the EEG sources within a specified ROI can be considered as an under-determined
problem. The optimal attenuation can be determined by maximizing the ratio of variances
of EEG sources initiating from within and outside of the ROI [115]. Formally, the spatial
filters W in CSP maximises the following function
J(W) =
WTCROIW
WTCOUTW
, (5.1)
where CROI is the spatial covariance matrix of EEG components inside the ROI and COUT
is the spatial covariance matrix of EEG components outside the ROI. Therefore, the spatial
filtered data is equal to
Xˆ=WTX, (5.2)
where X is the original signal and Xˆ is the CSP filtered version of X.
Because Eq. (5.1) is in the form of Rayleigh quotient, which is used for optimum
estimation of eigenvalues, its solution is given by the eigenvectors of the generalised
eigenvalue problem
CROIW= ΛCOUTW, (5.3)
where Λ= {λi j} is a diagonal matrix which contains the eigenvalues corresponding to the
eigenvectors W. The desired solution involves the eigenvectors of Eq. (5.3) corresponding
to the largest eigenvalues.
The covariance matrix of the EEG recordings by considering uncorrelatedness of the
sources inside and outside a certain ROI, can be written as
CX = COUT +CROI. (5.4)
Inserting Eq. (5.4) in Eq. (5.3) results in
CROIW= ΛˆCXW, (5.5)
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where Λˆ= {λˆi j} is a diagonal matrix whose diagonal elements are obtained from λi in Λ
by λˆii = λii1+λii .
5.2 PARAFAC2 and Source Separation
If we consider the instantaneous mixing model as explained before, tensor decomposition
can help in non-stationary environments to jointly diagonalise the data segments. To
convert a data matrix to tensor, the signals X are divided into K segments resulting in Xk
for k = 1, ..., K. Then, each slab of the tensor is one segment of the original data (Xk). We
can consider segments with or without overlap and use the following assumptions:
1. All Sk matrices are orthogonal.
2. The Sks’ columns are uncorrelated.
3. The source variance is considered different for different segments k where these
changes are independent for various sources.
4. In this definition, the mixing channels matrix A is full rank and remain the same for
all the segments k.
5. The temporally uncorrelated noise is also uncorrelated with the source signals.
where the index k refers to kth segments.
The covariance matrices of all the sources, i.e. SkTSk, are diagonal with non-negative
elements for all k = 1, ..., K.
Therefore, after this temporal segmentation, the following instantaneous source model
can be written as
Xk = SkAT +Ek subject to SkTSk = D2k , (5.6)
whereD2k is a diagonal matrix. No overlap is considered between the segments for the sake
of simplicity. Based on orthogonality of Sk (assumption 1), each Sk can be decomposed
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into a column-wise orthonormal matrix Pk and diagonal matrix Dk (that contains the norm
of Sk’s columns at each segment k) and therefore,
Sk = PkDk,
PTk Pk = INk,
(5.7)
where INk is an Nk×Nk identity matrix. The orthogonality of the segments are met in this
decomposition. We assume the sources are temporally uncorrelated in each segment and
non-zero lagged covariance of S is close to a matrix of all zeros (assumption 2). Thus,
just the zero-lagged covariance of Sks can be used here. Therefore, by decomposing Sk
and ignoring the additive noise, Eq. (5.6) can be rewritten as
Xk = PkDkAT subject to PkTPk = INk . (5.8)
For achieving the uniqueness of the solution, several constraints such as diagonality
of Dk, orthogonality of Pk, independence between column vectors of A, and also having
a fixed A can be considered in Eq. (5.8). In this model, the final source signals can
be estimated by remerging the estimated PkDks. Hence, we use the following objective
function which is defined between Xk and its estimated version
C =
K
∑
k=1
‖Xk−PkDkAT‖2. (5.9)
We use ALS method in order to estimate each factor of the tensor alternatively. First, by
considering fixed A and Dk, Pk is estimated as
Pk = YkUkT , (5.10)
where Uk and Yk are the left and right singular value matrices of DkATXkT [116]. Then,
by fixing Dk and Pk, A is determined as
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A=
K
∑
k=1
DkPkTXk. (5.11)
Dk is estimated by
Dk = diag(ATXkTPk). (5.12)
Finally, given Dk and Pk, the sources can be obtained. In Section 5.4, we examine this
approach using a set of synthetically mixed signals.
5.3 CSP for Exploiting Spatial Diversity in Tensor Fac-
torisation
In order to improve the separation, the spatial filtered version of data can be used in Eq.
(5.9) instead of the original version of Xk. Therefore, it can be rewritten as
C =
K
∑
k=1
‖Xˆk− PˆkDˆkAˆT‖2 =
K
∑
k=1
‖WTXk− PˆkDˆkAˆT‖2, (5.13)
where Xˆk =WTXk and Pˆk, Dˆk, and Aˆ
T
are the new matrices that should be optimised
using the filtered version of the data. In this way, such a prior knowledge helps us to
improve the performance of separation as can be seen in the next section.
5.4 Experimental Results
To evaluate the proposed method and compare its performance with those of the other
available methods, a number of experiments were performed using some simulated data.
The first section explains the parameter setting and evaluation criterion; then, different
methods are tested for synthetic data and the results are discussed.
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5.4.1 Applications to Simulated Data
The simulated data is a linear mixture of some sources and additive noise
x(t) = AT s(t)+βe(t), (5.14)
where s(t) shows the source vector at time t including the desired one. x(t) is the multi-
channel input or the mixture being examined, e(t) indicates the unwanted signal or nor-
malised noise, and β is the noise level.
To show the benefit of using the proposed separation algorithm a number of experi-
ments were carried out using synthetic data. For synthetic data, four sources were consid-
ered and mapped to the electrodes space. Two of these sources were normal EEG signals,
while the other two were spikes simulating the discharges during pre-ictal period. More-
over, several other signals were generated with different number of sources, various spike
locations, and different levels of background normal EEG signal activity.
One real example for such data is real EEG signal recorded before focal seizure (pre-
ictal stage). Pre-ictal discharges stem from the brain hippocampus and can be an indicator
of the start of seizure in human. Detecting them from the EEG signal can be useful in the
seizure diagnosis and monitoring.
To evaluate the simulation performance the evaluation criterion in terms of RMSE is
considered as explained in Section 3.3.1.
5.4.2 Parameter Settings for Different Methods
l and l1 were considered respectively as 100 and 25 in PARAFAC2 and the proposed
method. The FastICA algorithm can run in two modes; symmetric and deflation modes.
As the deflation mode is faster and has better performance, it is considered for compari-
son.
5.4.3 Simulated EEG Signal having Pre-Ictal Discharges
Four N = 1000 sample signals (two represent pre-ictal discharges and the other two nor-
mal EEG signals) were generated and linearly mixed using a linear mixture. The mixing
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Figure 5.1: Four simulated sources; the first two represent pre-ictal discharges and the
other two normal EEG signals.
matrices are generated randomly and also the effect of distance between the sources and
electrodes were considered. Two mixtures were generated to examine the methods in dif-
ferent mixing systems (overdetermined and under-determined). Fig. 5.1 shows the gener-
ated sources and their projections to the electrodes space are respectively brought in Figs.
5.2 and 5.3 for overdetermined and under-determined BSS systems. The spike sources,
only present in some parts of the signal, are from a special area of the brain while the
other sources originate from a different region. Then, the proposed method, PARAFAC2
without spatial filtering, and FastICA were applied to the generated mixtures. The results
can be seen in Figs. 5.4 and 5.5.
It is evident that the proposed method separates the desired sources much better than
the two other methods. In addition, the average results of applying the proposed method,
PARAFAC2, and FastICA for different generated simulated signals is illustrated in Table
5.1. As can be seen in Table 5.1, the proposed method has a better approximation of the
sources.
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Figure 5.2: Simulated overdetermined signal mixtures obtained by projection of the
sources to the electrodes space (16 electrodes).
78
0 200 400 600 800 1000
−1
0
1
0 200 400 600 800 1000
−2
0
2
A
m
p
lit
u
d
e
 (
v
)
0 200 400 600 800 1000
−1
0
1
Time Samples
Figure 5.3: Simulated under-determined mixtures obtained by projection of the sources
to the electrodes space (3 electrodes).
Table 5.1: Comparison in terms of RMSE between the original sources and the sources
estimated by the proposed method, FastICA, and PARAFAC2.
Method Proposed FastICA PARAFAC2
RMSE (%) 5.3 49.34 53.86
5.4.4 Discussion on the results for Simulated Data
In this work, CSP has been combined with conventional PARAFAC2 tensor decompo-
sition in the design of a new spatially constrained source separation system. Due to
activation of multiple neurons simultaneously, the analysis of EEG data is often diffi-
cult. Therefore, it is desirable to decompose the data into components representing the
behaviour of the original neurons. This often requires solving an under-determined BSS
problem. Spatial filtering (SF) is a useful method in separation of weak intermittent signal
components such as interictal discharges originated from deep brain sources. Specially,
in places where we have some prior knowledge about the sources, this method amplifies
the desired sources while attenuating the effect of other sources. The results of applying
the method to synthetic data show that it outperforms those methods which do not involve
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Figure 5.4: Separated sources using different methods in the case of having less sources
than the number of electrodes; (a) FastICA, (b) PARAFAC2, and (c) the proposed method.
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Figure 5.5: Separated sources using different methods in the case of having more sources
than the number of electrodes; (a) FastICA, (b) PARAFAC2, and (c) the proposed method.
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spatial filtering. FastICA can extract some of the spikes in overdetermined simulated
signals. However, in the case of under-determined mixtures, it fails to extract the simu-
lated spikes. Furthermore, EEG signals are non-stationary. Therefore, PARAFAC2, when
applied to the segments of the signal, exploits the non-stationarity and therefore, better
separates such signals. Most of conventional BSS methods such as FastICA, however, do
not work desirably for non-stationary data.
5.5 Conclusions
A semi-BSS using PARAFAC2 and CSP has been introduced in this chapter. Considering
some assumptions on the underlying sources and mixing system, a separation procedure
has been considered. Then, CSP has been used to improve the performance. Several
data has been generated to model epileptic discharges in three mixing systems; overde-
termined, exact-determined, and under-determined. The proposed method has been com-
pared with traditional PARAFAC2 and also FastICA. The results confirm that the pro-
posed method outperforms traditional PARAFAC2 and also FastICA especially in the case
of under-determined mixing systems. In the next chapter, a complex tensor factorisation
approach for separation of correlated sources is developed and applied to separation of
correlated event related brain sources from EEG signals. The proposed method is based
on complex-valued statistics which exploits the data correlation. The results of this work
will be compared with those of SPCA method.
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Chapter 6
Complex Tensor based Blind Source
Separation of EEG for Tracking P300
Subcomponents
Complex tensor factorisation of correlated signals with application to brain sources is
addressed in this chapter. Significant simplification can be achieved by expressing each
recorded 2-dimensional real-valued data as a complex vector and analysing the new data
in the complex domain. It also provides a way to consider the correlation between 2-
dimensional data.
The electrical brain responses due to motory, sensory, or cognitive stimuli, i.e. ERPs,
particularly P300, have been used for cognitive information processing. P300 has two
subcomponents, P3a and P3b which are correlated and therefore, the traditional BSS ap-
proaches cannot solve this type of separation problem. In this work, a complex-valued
tensor factorisation of EEG signals is introduced with the aim of separating P300 sub-
components. The proposed method uses complex-valued statistics to exploit the data
correlation. In this way, the variations of P3a and p3b can be tracked for the assessment
of the brain state. The results of this work is also compared with those of SPCA method.
The remainder of this chapter is structured as follows. In Section 6.1, the proposed
method is described followed by parameter estimation. Next, the experimental results and
discussion are provided. Finally, in the last section the chapter is concluded.
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6.1 Proposed Method Formulation
The proposed method is based on tensor factorisation. Tensor factorisation has become
popular in many applications as explained before. Tensor factorisation approaches are
often meant for separation of disjoint sources. Here, their potential in separation of corre-
lated sources (i.e. when the sources are not orthogonal) is demonstrated. In the method,
the correlation between the sources is exploited in the formulation. PARAFAC or more
specifically PARAFAC2 [66, 81] with time, space, and segment dimensions has been ex-
tended to model the mixing and demixing of the correlated sources. A suitable ALS based
procedure is then developed to estimate the model parameters. As a result, the correlation
between the right and left side electrodes and also between the sources are considered in
the proposed method.
The general linear instantaneous mixing system is modelled as
X= SAT +E, (6.1)
where X ∈ RN×Nx , S ∈ RN×Ns , and A ∈ RNx×Ns are the recoded mixtures, the source
matrix, and the mixing matrix, respectively. E ∈ RN×Nx is the artefact and Nx and Ns
respectively represent the number of recording channels and sources.
In this study, the BSS model is presumed to be overdetermined or exact-determined,
i.e., Nx ≥ Ns. The data is segmented and the segments are used to construct a tensor
X. The slabs k of S and X in the segment direction were called Xk and Sk with/without
overlap and segment size of Nk. In order to exploit the correlation between the sources
for each segment, a novel constraint has been developed in [117] as
Xk = SkAT +Ek subject to STk Sk = RkD
2
k , k = 1, . . . ,K, (6.2)
where Xk ∈ RNk×Nx and Sk ∈ RNk×Ns represent the mixture and the source signals; Rk is
the normalised source covariance matrix andD2k is a positive diagonal matrix including the
power of each source signal for individual segment k. Observe that the proposed model
differs from the conventional tensor based BSS in which STk Sk = D
2
k . It it trivial that for
orthogonal or independent sources, the matrix Rk is an identity matrix. For simplicity, the
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noise term Ek was set to zero.
To formulate the BSS in a tensor way, considering PARAFAC2 formulation, each Sk is
rewritten as multiplication of an orthonormal matrix by an arbitrary matrix and a diagonal
matrix for an individual segment k. Thus, Eq. (6.2) is expanded to
Xk = PkFkDkAT subject to PTk Pk = INs, (6.3)
in which, Rk = FTk Fk, k = 1, . . . ,K, and INs ∈ RNs×Ns is an identity matrix.
Therefore, the BSS model is finalised as a tensor factorisation problem which may be
considered as a generalisation of the conventional PARAFAC2 model. Hence, the cost
function used for BSS can be defined via
J = ||Xk−PkFkDkAT ||2. (6.4)
6.1.1 Augmented Statistics
To exploit the power difference or the correlation between the data channels, widely lin-
ear modelling of signals is commonly used [118]. For this purpose, “augmented” statis-
tics have been established to exploit the complete second order information [119, 120].
In complex domain, the augmented form is defined by considering Xa = [X,X∗]T ∈
C2∗Nx×Ns . Thus, in order to exploit the second order information, we have altered the
optimisation technique as
J = ||Xk− (SkAˆT1 +S∗kAˆT2 )||2 = ||Xk−SakAT ||2, (6.5)
where Sak = [Sk,S
∗
k ]
T , A = [AˆT1 , Aˆ
T
2 ]
T , and Aˆ1 and Aˆ2 show respectively the mixing ma-
trices of Sk and S∗k . Here, ALS optimisation is utilised to estimate an individual model
parameter at a time by considering the rest fixed. Once the augmented source and mixing
matrices are estimated, the original source is obtained using the first part of the Sak . The
parameter optimisation procedure is fully explained in the following part. Based on the
above assumption, Pk, F, and Dk are changed to augmented matrices Pak , F
a, and Dak .
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6.1.2 Estimation of Pak
Assume that all the parameters except Pak are pre-defined constant values. Thus, the ob-
jective function in Eq. (6.5) can be rewritten as
JPak = tr(X
H
k Xk)+ tr(A
∗DaHk F
aH
k F
aDakA
T )
− tr(2A∗DaHk FaHk PaHk Xk),
(6.6)
where tr(·) and (·)∗ indicate the matrix trace and conjugate respectively. Note that in
Eq. (6.6), the last term depends on Pak and the remaining terms are positive semi-definite
(PSD) matrices. Therefore, the following objective function can be used to estimate Pak
JPk = tr(F
a
kD
a
kA
TXHk P
a
k). (6.7)
To solve the above equation, a new variable Zk is defined and its SVD is calculated [121]
Zk = FakD
a
kA
T = UkΣkVHk , (6.8)
in which Σk is a diagonal matrix with non-negative diagonal elements and Uk and Vk are
two orthonormal matrices. Hence, Pks are obtained as
Pak = VkU
H
k , P
aH
k P
a
k = I2Ns×2Ns. (6.9)
6.1.3 Estimation of A
To estimate A, consider the following matrix multiplication
Xk =GkAT , Gk = PakF
a
kD
a
k . (6.10)
Therefore, by stacking Xk and Gk, a set of linear equations can be obtained as
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Xˆ=

X1
X2
· · ·
XK−1
 , Gˆ=

G1
G2
· · ·
GK−1
 , Xˆ= GˆAT , (6.11)
and A is calculated as
AT = Gˆ†Xˆ, (6.12)
where (·)† exhibits Moore-Penrose pseudo-inverse (pinv) of a complex matrix that satis-
fies the following conditions
G†G= (G†G)H ,
GG† = (GG†)H ,
G†GG† =G†,
GG†G=G,
(6.13)
where (·)† denotes pinv. The pinv is unique and always exists. It can be computed using
the SVD or the Gram-Schmidt factorisation techniques. Using the SVD, the pinv can be
computed as
G= UΣVH ,
G† = VΣ†UH ,
(6.14)
where the pinv of Σ= diag(σ1,σ2, ...,σr,0,0, ...,0), σr > 0, is
Σ† = diag(σ−11 ,σ
−1
2 , ...,σ
−1
r ,0,0, ...,0). (6.15)
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6.1.4 Estimation of Dak and F
a
k
In order to obtain Faks and D
a
ks, estimation of G is simply defined as
G= A†Xˆ. (6.16)
However, here, we need symmetric PSD Rk matrices as it shows a covariance matrix (Eq.
(6.2)). Therefore, a new variable Qk is defined to deal with the covariance matrix of each
Gk as
Qk = sqrt(GTk Gk), (6.17)
where sqrt(·) denotes square root of a square matrix (for more information refer to [122]).
Eq. (6.17) tries to obtain Qk as the nearest (or one of the nearest) PSD matrix to Gk. After
calculating Qk, Fak and D
a
k are estimated as
Fak =Qkdiag(vk)
†, (6.18)
Dak = diag(vk), (6.19)
where vk is a vector which contains the column vector norm of Qk and diag(·) builds a
diagonal matrix with diagonal elements of the input vector. Note that Fak has normalised
columns and its covariance Rk = FaTk F
a
k constructs a correlation matrix. Moreover, the
diagonal values of Dak illustrate the norm of each source vector in segment k. Finally, the
augmented source is obtained and the desired source matrix is achieved by considering
the first part of the augmented source matrix or Sa. The steps for the proposed augmented
correlated tensor factorisation BSS (ACTF-BSS) technique are summarised in Algorithm
3.
A unique result is expected after solving the optimisation problem particularly when
several constraints, including the symmetric structure of the core tensor and non-negativity
of the mixing matrix, are taken into account. In some applications such as ERP source
separation the non-negativity of the mixing matrix may not be valid. Hence, the final sepa-
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Algorithm 3 Parameter estimation of the proposed ACTF-BSS
Step 1 : Initialise all the model parameters using random matrices.
Step 2 : Estimate Pak using Eq. (6.10) for all k = 1, ...,K.
Step 3 : Solve Eq. (6.12) and estimate the rows of A.
Step 4 : Compute Fak and D
a
k for k = 1, ...,K using Eqs. (6.18) and (6.19).
Step 5 : Check the convergence rate σ = ||Jnew− Jold||/||Jold||, if σ > ε , go to Step 2
till convergence. ε is a small number greater than 0.
rated sources in this case may be a mixture of P3a and P3b subcomponents. In many brain
source separation or localisation algorithms the brain sources are considered as dipoles
and the mixing matrices may be categorised into two groups; some with positive gains
and others with negative gains. The polarity is determined based on the directions and
locations of the dipoles in the brain. Hence, spatially neighbouring electrodes have the
same mixing gain polarity. Using this fact, the results of the constrained algorithm can be
used as the initial value for an unconstrained algorithm as suggested in [117].
6.2 Experimental Results
Each of the generated signals is a mixture of some sources as indicated in the former chap-
ter. To examine the effect of correlation level on the final result, the procedure explained
in [123] is used to generate the correlated sources before mixing them. This algorithm
can be used to exactly set the correlation level between two sources where 1 refers to
perfect correlation and 0 to no correlation. We consider the real and imaginary parts as
two signal vectors l1 and l2 and perform the following stages to have a correlation value
of C between them
L = [l1;l2],
C =LL T ,
[V,Λ] = svd(C ),
(6.20)
where we obtain the SVD of the original data vector. In order to produce a pair of corre-
lated sources with the correlation matrix equal to a desired matrix Cd
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Lˆ = sqrt(Λ−1)VTL ,
Cd =
(
1 C
C 1
)
,
[Vd,Λd] = svd(Cd),
S= Vdsqrt(Λd)Lˆ ,
(6.21)
where S contains the non-circular signals from l1 and l2 with the correlated value C which
can be used as the simulated correlated source. Also, the simulated signals are mixed with
different noise levels resulting in various SNR values. Then, the performance is expressed
in terms of RMSE. Hence, the lower the performance (RMSE), the better the system is.
6.2.1 Effect of Correlation on Noisy Narrowband Simulated Data
Two N = 500 sample narrowband signals were generated and their projection to the elec-
trodes on the scalp with 12 channels was considered for processing. Fig. 6.1 shows
one example of the generated narrowband sources with a correlation level of 0.7, which
means they are highly correlated. Six EEG pairs F4-F3, C4-C3, P4-P3, F8-F7, T8-T7,
and P8-P7, where each pair is a complex-valued channel, are considered. Then, both the
proposed method and SPCA were applied to the data with different correlation and noise
levels. The results of the signal with SNR = 0 dB can be seen in Fig. 6.1. Furthermore,
the effect of noise and correlation level on both methods can be seen respectively in Figs.
6.2 and 6.3.
Fig. 6.1 shows that the sources obtained by the proposed method are more similar to
the desired components than those obtained by applying SPCA. Moreover, as can be seen
in Fig. 6.2, the proposed method is more robust against the changes to the correlation level
as by increasing the correlation the performance does not change significantly whereas at
the same time its result outperforms the SPCA. Finally, the effect of noise level for two
different correlation levels 0.4 and 0.8 indicates that SPCA has problem with low SNR
while the proposed method is more robust to the changes in noise level.
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Figure 6.1: Separation of two correlated sources with correlation level 0.7 using the pro-
posed method and SPCA; (a) and (b) show two narrowband uncorrelated signals, (c) and
(d) are the correlated versions of the sources, (e) and (f) are obtained by applying SPCA,
and (g) and (h) indicate the results of the proposed method.
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Figure 6.2: The effect of correlation level on the performance of the proposed method and
SPCA.
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Figure 6.3: The effect of SNR on the performance of the proposed method and SPCA for
two correlation levels where (a) and (b) are the results obtained respectively by setting the
correlation level as 0.4 and 0.8.
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Figure 6.4: P3a and P3b locations; (a) transverse and (b) sagittal views.
6.2.2 Simulated ERP Signal
Gamma waveforms best model the ERP subcomponents [95]. Two Gamma waves were
generated as ERP subcomponents (P3a and P3b). The Gamma waves were used here
as the ERP subcomponents can be simulated by adjusting its parameters. P3a is usually
generated within anterior temporal, prefrontal, and frontal regions where P3b is generated
within centro-parietal region [89, 124]. Here, P3a and P3b were located in frontal and
posterior parts of the brain as can be seen in Fig. 6.4. Next, the projection of P3a and P3b
to the electrodes on the scalp was considered for processing. Here, each channel contains
20 trials where the latencies of P3a and P3b were fixed respectively at 150 ms and 180 ms
with different amplitudes at different trials.
The results of estimation of amplitudes and latencies of P3a and P3b obtained from
the proposed method and SPCA for different noise levels in different trials can be seen in
Tables 6.1 and 6.2.
The proposed method has scaling ambiguity of the sources. Hence, we have the result
upto a scaling factor. Since in the ERP detection, it is important to estimate the amplitude
of each separated components precisely, we need to solve this ambiguity problem. A
number of methods have been proposed for solving the scaling ambiguity problem [125,
126, 127]. One way is to back project the sources to the electrode space [127]. In this
method, instead of using the mixing matrix columns, the scale deformation is solved in
the original electrode space. As in our model we estimated the sources directly. So, the
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Table 6.1: Comparison between the estimated and original simulated source amplitudes
obtained from the proposed method and SPCA.
SNR (dB) P3a Amplitude P3b Amplitude
SPCA Proposed SPCA Proposed
-4 1.15±0.12 1.16±0.08 1.34±0.11 1.18±0.09
-2 1.12±0.09 1.10±0.07 1.34±0.08 1.16±0.08
0 1.14± 0.04 1.10±0.06 1.30±0.07 1.16±0.06
2 1.11± 0.06 1.08±0.04 1.28±0.06 1.14±0.05
4 1.08± 0.07 1.08±0.05 1.24±0.06 1.10±0.05
6 1.09± 0.04 1.07±0.03 1.21±0.05 1.08±0.04
8 1.06± 0.05 1.04±0.03 1.19±0.06 1.07±0.04
10 1.04± 0.05 1.03±0.04 1.16±0.04 1.07±0.04
12 1.04± 0.03 1.03±0.03 1.15±0.04 1.06±0.03
norm of the corresponding columns of the mixing matrix can be used to solve the scaling
ambiguity problem of an estimated source
sˆi = si.||ai|| ∀ i = 1, . . . ,Ns, (6.22)
where sˆi indicates the estimated source and ai is the estimated corresponding column of
the mixing matrix. This method is used here and Tables 6.1 and 6.2 show the correspond-
ing results.
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Table 6.2: Comparison between the estimated and original simulated source latencies (set
at 150 ms and 180 ms) obtained from the proposed method and SPCA.
SNR (dB) P3a Latency (ms) P3b Latency (ms)
SPCA Proposed SPCA Proposed
-4 144.23±9.87 148.02±1.73 199.83±19.01 181.97±1.69
-2 147.57±8.36 149.47±1.27 198.94±17.01 181.27±1.24
0 149.41±5.97 149.22±0.97 200.01±15.01 180.90±1.02
2 149.55±5.26 149.49±0.98 197.32±11.91 180.84±0.99
4 150.75±4.26 149.54±0.64 195.01±11.76 180.67±0.73
6 149.48±4.32 149.62±0.51 194.29±10.87 180.62±0.66
8 149.59±3.35 149.65±0.47 193.32±10.45 180.59±0.61
10 149.65±3.04 149.77±0.42 191.01±10.23 180.32±0.54
12 149.41±2.96 149.71±0.38 190.89±9.76 180.32±0.50
In Table 6.1, the ratio between the actual and estimated amplitudes in 20 trials are
estimated and their mean and variance are shown. Table 6.2 shows the mean and variance
of estimated latency using both the proposed and SPCA methods. It is evident that, the
variance of estimation decreases when the SNR increases. Regarding amplitude and la-
tency estimation, the proposed method performs better than the SPCA especially in the
case of low SNR. Although the proposed method outperforms SPCA, it is more precise in
latency estimation. It can be seen in Table 6.2 that the mean of estimation is really close
to the P3a and P3b latencies with a low variance even in the case of low SNR. However,
SPCA is not robust for latency estimation.
95
6.2.3 Real EEG Data
To evaluate the benefits of the proposed method, it was applied to 8 EEG recorded signals
from healthy subjects during an auditory two-stimuli oddball experiment. An infrequent
target randomly occurs in a frequent queue of standard stimuli and the subject is told
to press a button when the target appears [128]. Data were previously recorded and used
in [129] and [130]. The original EEG was recorded with a sampling frequency of 2000Hz
and downsampled to 200Hz for this study. In order to increase the chance of P3a gener-
ation for the first target, standard stimuli were continually repeated for about 50 seconds
and the first target appeared after to attract the subjects’ attention [130]. Thereafter, all
stimuli, including target and standards, occurred every 2 seconds. Single-trials used in
this study were analysed over a moving window of 2 target stimuli with 50% temporal
overlap.
To extract the P300 subcomponents, some experiments were performed on six EEG
pairs F4-F3, C4-C3, P4-P3, F8-F7, T8-T7, and P8-P7 where each pair was considered
as a complex-valued channel. The three main reasons for selecting the aforementioned
electrodes are; (i) they provide a full coverage of the frontal to posterior brain regions.
Thus, the effects of both P3a and P3b are considered, (ii) each pair includes a bi-lateral
set so that it reflects P300 wave even for cases with uni-lateral brain difficulties, and (iii)
the selected electrodes construct a multichannel complex-valued scenario in which the
real and imaginary parts are inherently correlated.
Note that P300 subcomponents have the predefined duration ranges. However, there is
no specific narrowband frequency range to discriminate them from the alpha wave. In this
regard, one of the main advantages of the proposed method, compared to the conventional
filtering algorithms, is that the proposed method does not depend on frequency. Thus, it
does not require any prior knowledge of the frequency range for P300 subcomponent
extraction and it can be applied for different patients regardless of their P300 frequency
contents or features.
In order to track the changes in P300 subcomponents, single-trials were constructed
over the moving window of 2 target stimuli. The results of applying the proposed method
and SPCA were depicted in Fig. 6.5. This figure shows the proposed method provides a
clear representation of P3a and P3b. In order to further evaluate the performance of the
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Figure 6.5: Time representation of (a) the recorded EEG signal and the results of (b) the
proposed method and (c) SPCA.
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proposed method, the P3a and P3b subcomponents (represented in Fig. 6.5) were back
projected into the electrode space and plotted using EEGlab [131]. In addition, the back
projection is shown for another time frames. Consequently, Fig. 6.6 represents the brain
topoplots of a single subject for the recorded EEG and the outputs of the proposed method
and SPCA.
It can be seen that P3a has more fronto-central distribution and P3b has more posterior
distribution using the proposed method. Evidently, the result of the SPCA is not as clear
as that of the proposed method. In other words, using the proposed method, the extracted
subcomponents are more localised compared to the case when SPCA is used. Similar
results were observed for the other trials, indicating consistency of our method.
Complex-valued data can be used to have cross-information between the electrodes.
Here, the right and left side electrodes were selected as the real and imaginary parts. The
electrodes can be paired in several ways. By altering the electrodes involved in pairing
the correlation and power differences between the real and imaginary parts change. Such
changes in power difference and correlation have been considered in the formulation using
augmented statistics. Our simulation shows that if the selected pairs have more correla-
tion for example, by pairing them as suggested here, the proposed method performs quite
similar and therefore it is robust to such variations. In other words, although the pro-
posed method can extract the P300 subcomponents by pairing various real-valued EEG
data, when augmented statistics are considered, the best performance is obtained when
the electrodes are paired in the suggested manner or if adjacent electrodes are paired in
unilateral subcomponent extraction. Pairing adjacent electrodes may lead to a better per-
formance if more electrodes are available for the unilateral activities.
Remark#1: Note that the extracted mixing matrix and the reconstructed sources could
accurately distinguish P300 subcomponent; compare Fig. 6.6(a) with 6.6(c) and 6.6(d).
Remark#2: As the subject gets used to the stimulus (habituation), the P3a amplitude
decreases and the P3b amplitude increases. However, Fig. 6.6 represents the first target
events in which both the P3a and P3b are clearly observed. The subjects were of the same
sex and similar results were observed for 5 subjects. The comparisons were performed by
visual inspection.
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Figure 6.6: Topoplots for two recorded EEG signals (a and b) and the results of the
proposed method (c-f) and SPCA (g-j).
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6.3 Conclusions
In this work, a new method for separation of correlated sources from their observed mix-
tures is proposed. The method is based on a PARAFAC2 tensor model that considers the
correlation of the sources in its structure. The proposed method has been applied for sep-
aration of P300 ERP subcomponents. The proposed method is robust against the changes
in the temporal correlation between the ERP subcomponents. It considers the correlation
between the signals of different electrodes using complex-valued and augmented statistics
in the model. The estimated scalp projections were used for more detailed localisation of
P300 subcomponents in the brain too. The results were consistent with the expected P300
subcomponent locations which confirms high performance of the proposed method. In
the next chapter, the tensor based complex BSS method is extended to the CBSS system
mainly to estimate the communication signals and identify their corresponding channels.
The method has been examined for various conditions and compared with a number of
recent and well-established approaches.
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Chapter 7
Tensor based Convolutive Blind Source
Separation for Non-circular
Complex-Valued Signals
Tensor factorisation has become increasingly popular in solving a variety of problems
including BSS of speech signals from their recorded mixtures. On the other hand, in
many areas such as communication signals, radar, sensor array processing, and magnetic
resonance imaging the data is often inherently in complex waveforms. Hence, there is an
increasing demand for complex-valued signal processing techniques in engineering and
physics.
Processing complex-valued data is a challenging area due to the correlation between
the real and imaginary parts. Multipath and clutter artefacts make the process more chal-
lenging. In this paper, therefore, a new convolutive complex tensor factorisation is pro-
posed to estimate the underlying sources. Augmented ALS (AALS) approximation has
been used for optimisation. The method has been examined for various source circularity
levels and the results compared with a number of recent and well-established approaches.
The outcomes confirm the superiority of the proposed method especially in the case of
non-circular sources.
In this chapter, having a multichannel signal, a tensor is built using temporal segmen-
tation. The proposed method is formulated as a tensor factorisation method and called
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augmented tensor factorisation for CBSS (ATF-CBSS). The proposed method is an ex-
tension of our early work [132] to complex non-circular sources. In the proposed convo-
lutive model the parameters are obtained for different time lags. The ATF-CBSS is tested
for different channel conditions and also various noise levels. Moreover, the dependency
between the imaginary and real parts are analysed and the proposed method is compared
with other conventional methods.
The remainder of this chapter is structured as follows: first, the procedure of convert-
ing a data matrix to a tensor is explained. Then, our ATF-CBSS method and the decom-
position technique used here are described. Finally, the results of applying the ATF-CBSS
to synthetic data are shown and discussed.
7.1 Problem Formulation
The following convolutive mixing system can be considered as a general formulation for
CBSS
xq(t) =
Ns
∑
i=1
M
∑
τ=0
si(t− τ)aqi(τ)+ eq(t),
q = 1,2, ...,Nx,
(7.1)
where xq indicates the recorded signal at the qth sensor and time t, Nx and Ns are respec-
tively the number of sensors and sources, aqi(τ) is the mixing matrix at a time lag τ , M+1
is the number of time lags, and eq(t) is the noise added to the recorded signal. Eq. (7.1)
can be written in matrix form as
X=
M
∑
τ=0
θτ(S)ATτ +E, θτ(S) = ΞτS, (7.2)
where θτ(S) denotes a shift operator that can be implemented by multiplying a shift matrix
Ξτ by the source matrix [133]. Here, Ξτ represents up (down)-shift elements of each
row by τ samples. It is a binary matrix with only 1’s on its subdiagonal elements. For
instance, to achieve a shift up, the shift matrix can be obtained from the identity matrix as
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I(:, [Nx,1 : Nx−1]). The following equation shows one example of Ξ1 of size 5×5
Ξ1 =

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0

. (7.3)
The matrices of observed signals, source signals, and noise are considered as complex-
valued signals. Here, a tensor is built up from our measurements using temporal segmen-
tation. Each segment is presented as follows by considering that the mixing matrix Aτ is
the same for all the segments and it is full rank
Xk =
M
∑
τ=0
ΞτSkATτ +Ek, (7.4)
where K is the number of segments and shows the tensor frontal slabs. As the sources
are convolutively mixed, the effect of sources in one segment may exist in the adjacent
segment. Therefore, the segment size and the overlaps between different segments are
considered equal or greater than the number of lags regarding this effect.
If we assume that the columns of each source matrix (Sk) are independent, SHk Sk will
be close to a diagonal matrix. Therefore, each Sk can be replaced by one orthonormal
matrix Pk and one diagonal matrix Dk. To remove the independency constraint, an ar-
bitrary matrix F is considered as well. Introducing the multiplication of two matrices
Pk and F helps us having different sources across different segments where they do not
need to be independent. Therefore, each sources matrix is formulated as Sk = PkFDk. In
the case of having independent sources, F is close to the identity matrix. Therefore, the
sample covariance matrix of the sources (SHk Sk) reflects this independency. Fixed F helps
keeping the uniqueness of the solution as mentioned before. The only restriction it can
cause is that the correlation between the factors are kept invariant. Hence, Eq. (7.4) can
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be rewritten as
Xk =
M
∑
τ=0
ΞτPkFDkATτ +Ek,
PHk Pk = INs×Ns,
(7.5)
where INs×Ns indicates the identity matrix. Obviously, Eq. (7.5) can be considered as an
extension of PARAFAC2. In other words, Eq. (7.5) can be converted to a PARAFAC2
model by considering M = 0. Hence, the following cost function is used in this work for
BSS
J = ||Xk−
M
∑
τ=0
ΞτPkFDkATτ ||2. (7.6)
ALS optimisation is used here to estimate each model parameter by fixing the rest. There-
fore, the optimisation consists of three steps of parameter updating. In the first step, the or-
thonormal matrices Pk are estimated to find the best fit of each data segment by extending
the direct PARAFAC2 fitting algorithm [81] to the case of different time lags. Secondly,
the mixing matrices for various time lags are optimised by converting the model into a
linear model. Next, the PARAFAC optimisation method is used to estimate the remaining
parameters. Finally, we have an estimation of the source matrix using Pk, F, and Dk. In
addition, all the model parameters are initialised randomly. The detailed explanation of
the ATF-CBSS optimisation procedure is brought in the following subsections.
To analyse the uniqueness of the proposed method, Eq. (7.5) is rewritten by defining
Bˆk ∈ Cb
Nx
K c×(M+1)bNxK c = [Ξ0PkF,Ξ1PkF, ...,ΞMPkF],
Dˆk ∈ C(M+1)b
Nx
K c×(M+1)bNxK c = Diag[Diag(Dk), ...,Diag(Dk)],
Aˆ ∈ CNs×bNxK c = [A0,A1, ...,AM].
(7.7)
Therefore, ignoring the noise, Eq. (7.5) can be rewritten as
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Xk = BˆkDˆkAˆT . (7.8)
Similar to the steps for solving PARAFAC2, the same uniqueness condition can be
considered for this model [80, 81]. However, instead of stacking the matrices, the optimi-
sation procedure is done for each time lag separately as explained later.
To exploit the power difference or the correlation between the data channels, widely
linear modelling of complex systems is commonly used [118]. For this purpose, aug-
mented statistics is used to exploit the complete second order information [119, 120].
Thus, in order to exploit the second order information, we change the cost function in Eq.
(7.6) to
J = ||Xk−
M
∑
τ=0
Ξτ(SkAˆT1τ +S
∗
kAˆ
T
2τ)||2
= ||Xk−
M
∑
τ=0
ΞτSakA
T
τ ||2,
(7.9)
where Sak = [Sk,S
∗
k ]
T , Aτ = [AˆT1τ , Aˆ
T
2τ ]
T , and Aˆ1τ and Aˆ2τ show respectively the mixing
matrices of Sk and S∗k . After estimating the augmented source and mixing matrices, the
original source is obtained using the first part of Sak . The detailed parameter optimisation
procedure is explained in the following subsection. Based on the above assumption, Pk,
F, and Dk are changed to augmented matrices Pak , F
a, and Dak .
7.1.1 Estimation of Pak
Assume Aτ , Fa, and Dak are all known for all k and τ . Thus, the only parameters to
estimate are the orthonormal Pak matrices. To estimate P
a
k , the objective function in Eq.
(7.9) can be rewritten as
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JPak =tr(X
H
k Xk)+
M
∑
τ=0
tr(A∗τD
aH
k F
aHFaDakA
T
τ )
−
M
∑
τ=0
tr(2A∗τD
aH
k F
aHPaHk Ξ
H
τ Xk).
(7.10)
Obviously, in Eq. (7.10) only the last part depends on Pak and the remaining terms are
PSD matrices. As a result, to maximise the cost in Eq. (7.10) it is enough to consider the
following cost function
JPak = tr(
M
∑
τ=0
FaDakA
T
τ X
H
k ΞτP
a
k). (7.11)
By defining a new variable Zk and calculating its SVD, Paks can be estimated [121]
Zk =
M
∑
τ=0
FaDakA
T
τ = UkΣkV
H
k , (7.12)
where Σk is a diagonal matrix with non-negative diagonal elements and Uk and Vk are
two orthonormal matrices. Then, Paks can be obtained as
Pak = VkU
H
k ,
PaHk P
a
k = I2Ns×2Ns,
Pak =
(
Pk
P∗k
)
.
(7.13)
7.1.2 Estimation of Aτ
To estimate Aτ , we assume that all the parameters except Aτs are fixed. Then, ∑Mτ=0(·) is
converted to the matrix multiplication form as
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Xk = (Ξ0PakF
aDak ,Ξ1P
a
kF
aDak , ...,ΞMP
a
kF
aDak)

AT0
AT1
· · ·
ATM
 . (7.14)
For Convenience, we define two new variables
Gk = (Ξ0PakF
aDak ,Ξ1P
a
kF
aDak , ...,ΞMP
a
kF
aDak),
A=

AT0
AT1
· · ·
ATM
 .
(7.15)
Therefore, for each k, Xk = GkA. By stacking Xk and Gk, a set of linear equations is
obtained as
Xˆ=

X1
X2
· · ·
XK−1
 , Gˆ=

G1
G2
· · ·
GK−1
 ,
Xˆ= GˆA.
(7.16)
Then, A can be calculated as
A= Gˆ†Xˆ. (7.17)
Consequently, Aτ is updated using the A estimation. pinv (Gˆ) is calculated using the
method explained in Section 6.2.3 of the former chapter.
107
7.1.3 Estimation of Dak and F
a
In this part, the update equations for Dak and F
a, which are independent of τ , are discussed.
The following equation can be considered for arbitrary matrices Y, L, and W
vec(YLW) = (WT ⊗Y)vec(L), (7.18)
where ⊗ shows Kronecker product and vec indicates the vectorised version of the input
matrix. Regarding this equation and Eq. (7.5), we define Yτ = Ξτ , Lk = PakF
aDak , Wτ =
ATτ . Consequently, the vectorised version of Xk can be considered as
vec(Xk) = vec(
M
∑
τ=0
ΞτPakF
aDakA
T
τ ) =
M
∑
τ=0
(Aτ ⊗Ξτ)vec(Lk). (7.19)
Then, Lk can be estimated as
vec(Lk) = (
M
∑
τ=0
(Aτ ⊗Ξτ))†vec(Xk). (7.20)
After estimating Lk, without loss of generality we can add an identity matrix I and
consider Lk = PakF
aDakI
T to enable the application of the normal PARAFAC optimisation
technique to estimate Dak and F
a considering the following cost function
J = ||PaTk Lk−FaDakIT ||2. (7.21)
Therefore, the following equations can be used to update Fa and Dak
X˜k = PaTk Lk,
Fa =
K
∑
k=1
X˜Tk I
∗Da∗k (G
†)T , G= (IHI)∗ (CaHCa),
Ca =

diag(X˜1Fa∗)T
diag(X˜2Fa∗)T
· · ·
diag(X˜KFa∗)T
(O†)T , O= (IHI)∗ (FaHFa).
(7.22)
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Algorithm 4 Parameter estimation of the proposed ATF-CBSS
Step 1 : Initialise all the model parameters using random matrices.
Step 2 : Estimate Pak using Eq. (7.13) for all k = 1, ...,K.
Step 3 : Solve Eq. (7.17) and estimate all the rows of A for all the τ = 1, ...,M.
Step 4 : Compute Fa and Daks for k = 1, ...,K using Eq. (7.22).
Step 5 : Check the convergence rate σ = ||Jnew− Jold||/||Jold||, if σ > ε , go to Step 2
till convergence. ε is a small number greater than 0 that controls the convergence.
Dak is obtained from C
a as explained in Section 2.5.3 of Chapter 2. Hence, all the model
parameters can be updated as explained. A summary of the optimisation procedure for all
the model parameters is shown in Algorithm 4. The convergence criterion here is based on
the changes of the objective function in each step and comparing it with a small number
(ε). The algorithm may converge to a local minimum of the cost function. To have the
global solution, the algorithm can be run several times using different initial values.
7.2 Experimental Results
To evaluate the performance of the ATF-CBSS and compare it with the other available
methods, a number of experiments were performed using some simulated data. The
results were obtained for both PSK simulated sources and real recorded audio signals.
Therefore, two subsections are considered; (1) PSK source separation and (2) audio
source separation. In each part, the parameter setting and evaluation criterion are ex-
plained as well.
The proposed tensor based method is compared with three other methods; NCICA
[134], Parra’s method [126], and the method introduced in [57] which is a multilinear
method called adaptive PARAFAC based CBSS (AP-CBSS). NCICA extends the circular
complex ICA method to work with non-circular sources. In NCICA, square root non-
linearity is used. Parra’s is a frequency based BSS method for separation of complex
convolutive sources. AP-CBSS is based on PARAFAC decomposition and a dimension
reduction technique. It has been suggested for convolutive audio mixtures and shown to
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have better results in comparison with other technique such as [126, 135].
7.2.1 Separation of PSK Signals
The input or transmitted signal generator consists of a finite number of taps with tunable
delays. Each tap signal is modulated in phase or amplitude using a baseband tap-gain
function. Then, the output or received signal is obtained by adding up the modulated and
delayed signals. Multiple paths can be considered for each model component. Therefore,
the transmitted signal can be expressed as
x(t) =
M
∑
τ=0
s(t− τ)A(τ)T +βe(t), (7.23)
where x(t) is the complex mixture or sensor signals at time instant t, s(t) is the complex
input, A(τ) is the mixing matrix or the time varying transversal filter, M+1 is the number
of time lags, e is additive zero mean circular symmetric complex noise, and β indicates
the noise level. For each run, the mixing matrix and the transmitted sequence are drawn
from unit variance and zero mean i.i.d. complex distribution. Therefore, the source sig-
nal is convolved with different mixing matrices and summed to form the multichannel
convolutive mixtures.
In this work, the separation of quadrature-phase shift keying (QPSK) sources with
varying settings has been performed. Then, the intersymbol interference (ISI) has been
estimated as the performance measure
ISI =
Ns
∑
i=1
Ns
∑
j=1
|gi j|2−maxk|gik|2
maxk|gik|2 , (7.24)
where G is the combined separation-mixing matrix and gi j is the (i, j)th entry of G. There-
fore, less ISI shows better results. In addition, SNR in terms of RMS is used as an indi-
cator of the noise level which is adjusted by changing β .
Here, different signals are generated using various situations and the performance of
the ATF-CBSS is compared with those of the above mentioned methods. The following
subsections explain each generated signal, show the performance, and discuss the results.
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Figure 7.1: Scatter plots of the results of the proposed method using 500 symbols (QPSK
(left) and 8PSK (right)); (a), (b), and (c) the results of the proposed method with the
number of delays equal to M = 0, 5, and 10 respectively.
Different Number of Delay Paths
In this part, firstly, signals with different number of time lags M + 1 are generated and
the performance of the proposed ATF-CBSS is analysed. In this case, M in the proposed
ATF-CBSS is set exactly equal to the number of delay paths used to generate the data.
The result for the instantaneous case (M = 0) and two other different number of delays
(M = 5 and M = 10) can be seen in Fig. 7.1. Moreover, the performance of the proposed
method is brought in Fig. 7.2 for both QPSK and 8PSK. Each plot is an average obtained
over 100 runs for each point.
To test the effect of considering M not be equal to exact number of multi-paths in the
generated data, some simulated data with different delay paths were generated. Then, the
ATF-CBSS with M = 1,2, ...,100 was applied to the generated signals. The results are
depicted in Fig. 7.3. Each plot is an average obtained over 100 runs for each point. As
illustrated in Fig. 7.3, having M in the proposed method equal to the exact number of
multi-paths in the simulated signal, the best result is obtained. However, there is no need
to estimate the exact number of delay paths in the data. The performance of the system for
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Figure 7.2: The effect of having different number of delays on the ATF-CBSS method.
different M is reasonably good though an exact value of M often leads to the best result.
Complex Non-circular Sources
In this part, the effects of non-circularity on both instantaneous (M = 0) and convolutive
mixtures (M > 0) are considered. To check the non-circularity effect on the final result,
the procedure explained in [123] is used to generate sources with different correlation
levels between the real and imaginary parts. As explained before, this algorithm can be
used to exactly set the correlation or non-circularity level between two signals (here, real
and imaginary parts) where 0 refers to no correlation and 1 to perfect correlation between
the sources.
The average results of applying the ATF-CBSS, NCICA, Parra’s, and AP-CBSS to M
= 0 and M = 5 delay paths can be seen in Fig. 7.4. The results show that the ATF-CBSS
is more robust against the changes in non-circularity level. The results indicate that even
with small circularity level, the ATF-CBSS performs better than the other techniques. For
M = 5 mixtures, the AP-CBSS method performs better than NCICA although it does not
consider non-circularity in its formulation and its results are slightly better than Parra’s
method. However, NCICA performs better than the AP-CBSS and Parra’s method in case
of M = 0. The main reason is that it has been designed for instantaneous mixtures.
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Figure 7.3: The effect of considering various number of delays in the proposed model on
several simulated data with various delay paths for the proposed ATF-CBSS method; (a)
QPSK and (b) 8PSK.
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Figure 7.4: The effect of non-circularity level on ATF-CBSS, NCICA, Parra’s, and AP-
CBSS; (a) M = 0 and (b) M = 5.
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Figure 7.5: The effect of various M values and two circularity levels; (a) 0.1 and (b) 0.7
on the convergence rate of the ATF-CBSS method. Average ISI can be seen per each
iteration.
Convergence Speed and Sample Size Effect
To analyse the convergence of the proposed ATF-CBSS algorithm, several mixtures have
been generated by considering M = 0, M = 5, and M = 10 and two non-circularity levels
equal to 0.1 and 0.7. The average ISIs over 100 runs have been shown per each iteration.
Fig. 7.5 shows the convergence speed and the linear convergence patterns of the proposed
method. As illustrated in Fig. 7.3, the algorithm has quite similar convergence patterns
for various values of M and non-circularity levels. The only difference is the final average
ISI level that the ATF-CBSS method converges to it.
Moreover, the effect of sample size on the convergence is considered in this section.
Fig. 7.6 illustrates the average convergence curves with different sample sizes. As it can
be seen, in all the methods, the convergence rate increases as the sample size increases.
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Figure 7.6: The effect of sample size and circularity level as low as 0.1 and two M = 0
and M = 5 on the convergence rate of the ATF-CBSS, NCICA, AP-CBSS, and Parra’s
methods. Average ISI can be seen per each sample size.
Most of the techniques have problem with a small sample size as the sources cannot be
well separated. It can be seen from the average ISIs in Fig. 7.6. The proposed method has
the same problem but still performs better than others in the case of small sample size as
illustrated in Fig. 7.6.
Noise Effect
Different noise levels have been added to the signal with different time lag values M+1
and the performance is obtained from the ATF-CBSS, NCICA, Parra’s, and AP-CBSS
methods. The average results for SNR levels from -6dB to 10dB are depicted in Fig.
7.7. The ATF-CBSS performance is robust against different noise levels. Moreover, it
outperforms all other methods in the case of M > 0. However, NCICA performs better
than other techniques in case of M = 0. For M = 5, the performance of the AP-CBSS and
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Figure 7.7: The effect of noise level on the ATF-CBSS, NCICA, AP-CBSS, and Parra’s
methods; (a) M = 0 and (a) M = 5.
Parra’s are quite similar.
7.2.2 Simulations using Real Audio Signals
The performance of the developed algorithm is tested by considering some experiments
on the real recorded audio signals. The performance of the proposed method is compared
with AP-CBSS and Parra’s as explained before. The audio signals used here were down-
loaded from World Telcommunication/ICT Indicators database [136]. The signals from
one male and one female are selected and shown in Fig. 7.8. The signal to distortion ratio
(SDR) is used as a measure of performance to compare various methods
SDR =
∑Nxt=1 s
2(t)
∑Nxt=1(s(t)− sˆ(t))2
. (7.25)
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Figure 7.8: Two audio sources selected for our processing.
Table 7.1: Comparison between the estimated and original sources obtained from the
proposed ATF-CBSS, AP-CBSS, and Para’s methods on the simulated mixtures with
complex-valued mixing matrix and M = 0.
Method ATF-CBSS AP-CBSS Parra’s
SDR (dB) 20.34 17.53 13.17
In the following subsections, the effect of complex mixtures and also various values
of M on the SDR are tested. Several comparisons between AP-CBSS and some other
common techniques for audio source separation have been provided. It has been shown in
[57] that AP-CBSS is a more reliable quality measure. Therefore, we used it to compare
our results for audio signals.
Complex-Valued Mixtures
In this part, the sources are mixed using a complex-valued mixing matrix generated ran-
domly (unit variance and zero mean i.i.d. complex Gaussian distribution). The average
results are illustrated in Table 7.1. The results were averaged over 500 runs. The results
confirm that the proposed method can be applied for the separation of real audio data.
AP-CBSS has a good performance as well compared to the Parra’s method.
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Convolutively Mixed Audio Data
In this part, the sources are mixed using a 2 × 2 × M+ 1 mixing matrix generated ran-
domly. The average results of all the methods are brought in Fig. 7.9 that shows the
average SDRs of various time lags in which the maximum 60ms delay time is considered.
The results were averaged over 500 runs. The results show that the proposed method
performs better than the other two techniques. The main advantage of the ATF-CBSS
method is that it does not need sparsity of the sources and therefore, it can perform well
even with large values of delay time.
7.3 Conclusions
In this chapter, convolutive tensor factorisation of complex signals has been investigated
and a new model for mixing-separation of such signals presented. During the separation
process using ALS the effect of non-circularity of the sources has been appreciated and
exploited by augmentation of second order statistics of the complex signals. The sim-
ulation results show that the proposed ATF-CBSS method is robust against variation of
multipath which requires large number of filter taps for the separating filter. In addition,
the system outperforms the existing benchmark designs for the separation of complex and
convolutive mixtures. In the next chapter, the presented work in this thesis is summarised
and some suggestions for future work are made.
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Chapter 8
Summary, Conclusions, and Future
Work
Separation of physically or physiologically meaningful information from a noisy mix-
ture has been a popular research agenda in the past more than two decades. However,
physiological information can be in single channel form. Even some multiple channel
systems, such as EEGs, are not easily accurately identifiable as the number of (often
non-stationary) sources is variable, various sources of noise are involved, and the system
suffers from non-linearity.
Application of tensor factorisation for source separation has become popular recently.
A tensor is a multi-way data representation. Tensor factorisation is applicable to both
non-stationary and under-determined cases. The signal which in general changes in time,
frequency, and space can be tracked using tensor factorisation. Therefore, it can be use-
ful in the case of bio-signals, such as EEG, where many transient events and movement
related sources and artefacts are involved and the sources are inherently non-stationary.
Several tensor based techniques have been suggested by extending conventional tensor
factorisation methods. The techniques categorised in two groups and explained; single
and multichannel source separation techniques.
The first two approaches proposed for decomposition of single channel signal mix-
tures. Firstly, the performance of the traditional SSA algorithm is significantly improved
by applying tensor decomposition instead of traditional SVD. As another contribution to
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this subspace analysis method, the inherent frequency diversity of the data has been effec-
tively exploited to highlight the subspace of interest. As an important application, sleep
EEG has been used and the stages of the sleep for the subjects in normal condition, with
SR, and with SE have been accurately estimated and compared with the results of manual
sleep scoring by clinical experts. Another proposed method was based on symmetric ten-
sor decomposition. As an important stage of this development, estimation of the model
order has been analysed. The method has been applied to detect the beta rebound which
is the most important movement related cue in BCI.
In addition to single channel source separation, several multichannel source separation
techniques have been proposed. The first method is a constrained source separation tech-
nique that is useful when we have some prior knowledge about the data. This approach
is particularly useful in separation of weak intermittent signal components. The results of
applying the method to synthetic data show that it outperforms conventional BSS meth-
ods. Another technique works with correlated sources using complex tensor factorisation.
The proposed method uses complex-valued statistics to exploit the data correlation. In this
way, the variations of P300 subcomponents tracked for the assessment of the brain state.
The results of this work were compared with those of SPCA method. Finally, a convo-
lutive source separation has been suggested for communication and speech separation.
The proposed method was evaluated using simulated data with multiple multi-paths and
various non-circularity and noise levels. The simulation results confirm the superiority of
the proposed method over the existing popular techniques.
Tensor factorization methods can help us to work in both non-stationary and under-
determined cases. Also, they enable us to consider several diversities such as frequency,
time, and space. Therefore, they can have many applications. As demonstrated in this
thesis, we can have better performance in many real applications. The applications are
not limited to the ones discussed here. In future work, many other applications can be
considered including biomedical signals. Therefore, the proposed techniques directly or
with some changes can be applied to them.
As another aspect of EEG analysis, localization of EEG sources can be considered.
Source localization of the brain signal sources from recorded scalp data is an ill-posed and
under-determined problem, the same distribution can be obtained from an infinite number
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of internal electrical currents. Therefore, in the localization problems like decomposition,
tensor factorization techniques can improve the localization. Hence, in the next step, the
EEG source localization using tensor factorization can be examined.
Tensor factorisation can exploit sparsity of the sources in time, frequency, or space.
This allows for detection of sharp intermittent signals such as seizure spikes, detection of
periodic or semi-periodic sources which have sparse representation in frequency domain,
and also when the sources are located sparsely in space. A future work in this area can
address these issues in the context of brain signals as well as for sound separation and
localisation of speakers in a cocktail problem party.
Dictionary learning methods are another way to estimate sparse sources particularly
in image processing. However, they are usually based on vector or matrix operations.
Therefore, high dimensional data needs to be converted to vector or matrix. By exploiting
the inherent properties of tensor factorisation it is possible to work directly with multi-way
data and at the same time overcome the under-determinacy problem of source separation.
Advance technologies such as new medical diagnostic techniques, provide large datasets.
As a result, in many applications, several datasets from multiple sources are available.
Moreover, recording signals with multi-modalities can help improving the data analysis
as well as modelling. In such cases, the available data need to be jointly analysed to ex-
tract the relation between them and their common features. The available data may be
in different dimensions and a combination of higher order data and matrices of different
modalities. Hence, a model to analyse the relation between different recording modalities
is indeed effective. Therefore, another future work can be considered as joint separation of
multi-modal data using available multilinear algebra and tensor factorisation techniques.
Quantification of functional and structural connectivity is important in analysing and
diagnosis of neurodegenerative and psychiatric disorders such as dementia, seizure, and
alzheimer. Various modalities such as magnetic resonance imaging (MRI) and EEG are
usually available that can be well described by a multi-way representation of data. Tensor
factorisation can help to have a better and more differentiated view on brain functionality.
The last but not the least, complex tensor factorisation can be extended to quaternion
tensor factorisation. Quaternion domain generalises the complex domain to four dimen-
sions to consider cochannels information and the correlations between channels.
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