We present an information-theoretic framework for sequential adaptive compressed sensing, Info-Greedy Sensing, where measurements are chosen to maximize the extracted information conditioned on the previous measurements. We lower bound the expected number of measurements for a given accuracy, and derive various forms of Info-Greedy Sensing algorithms under different signal and noise models, as well as under the sparse measurement vector constraint. We also show the Info-Greedy optimality of the bisection algorithm for k-sparse signals, as well as that of the iterative algorithm which measures using the maximum eigenvector of the posterior Gaussian signals. Numerical examples demonstrate the good performance of the proposed algorithms using simulated and real data.
I. INTRODUCTION
A path to efficient sensing of big data is compressed sensing. Early compressed sensing work mainly focuses on non-adaptive and one-shot measurement schemes. Recently there has also been much interests in designing measurements sequentially. Sequential adaptive compressed sensing (different from the direct adaptive sensing, which measures signal entries directly, such as in [1] ) measures noisy linear combination of the entries. Various sequential adaptive compressed sensing algorithms have been developed: compressive binary search [2] , which considers a problem of determining the location of a single non-zero entry; [3] , which chooses the compressed sensing vectors randomly. Recently, the CASS algorithm [4] , also based on bisection search to locate multiple non-zero entries, is claimed to be near-optimal in the number of measurements needed sequentially to achieve small recovery errors.
In the seminal work of [5] , it was shown under fairly general assumptions that "adaptivity does not help much", i.e., sequential adaptive compressed sensing does not improve the order of the min-max bounds obtained by algorithms. However, these limitations are restricted to certain performance metrics, and it has been recognized (see, e.g., [4] ) that adaptive compressed sensing offers several benefits with respect to other performance metrics, such as the reduction in the required signal-to-noise ratio (SNR) to recover the signal. Moreover, larger performance gain can be achieved by adaptive compressed sensing if we Gabor This work is partially supported by NSF grant CMMI-1300144. The authors are listed alphabetically and they contributed equally to the paper. aim at recovering a family of signals with known statistical prior information. Such a statistical prior is available for many types of signals, such as wireless spectrum occupation, natural images and video sequences.
We will study sequential adaptive compressed sensing using information theoretical metrics. The combination of these two is rather natural, as compressed sensing is ultimately about recovery of information, and information theory provides the necessary tools to understand both the opportunities and limits of algorithms and it may be used to incorporating prior information into the formulation. Mutual information has been used in a plethora of designs including data communication, classification, theoretical computer science in unifying data-structure probing lower bounds, as well as one-shot (non-sequential) compressed sensing design [6] . In sequential compressed sensing, the idea of sequentially maximizing conditional mutual information has been spelled out in various places. In Chapter 6.2 of book [7] and [8] , it is referred to as the "the expected information", which is essentially the mutual information. Using such a formulation, a general strategy is presented in [7] without further exploration, and a scheme for sensing low-rank Gaussian mixture model (GMM) is discussed in [6] about their empirical performance without further theoretical analysis. A general belief, though, is that it is difficult to devise quantitative error bounds for such sequential mutual information maximizing algorithms (see, e.g., Section 6.2.3 of [7] ).
In this paper, we study two specific and closely related interactions between information theory and adaptive compressed sensing: (1) establishing lower bounds for sequential adaptive compressed sensing schemes using informationtheoretic lower bounds, and (2) design sequential measurements, where the subsequent measurements maximize the conditional mutual information between the signal and the measurement, the so-called Info-Greedy Sensing. We will present various forms of Info-Greedy Sensing algorithms under different signal and noise models, including k-sparse signals and low-rank Gaussian signals. Our contributions include the following: (1) Present a unified framework, Info-Greedy Sensing, for sequential adaptive compressed sensing using information theoretic criteria and considering more general signal and noise models (e.g. "noise-folding" [9] ). (2) Quantify performance: we use information theory to derive lower bounds on the number of measurements, by drawing a connection between compressed sensing and blackbox complexity of sequential query algorithms [10] and realizing that recovering a signal is equivalent to learning an ✏-ball that it is contained in. (3) Provide a new interpretation and/or optimality proof of existing algorithms. (4) Develop new sensing algorithms; for instance, when the sensing vector is desired to be sparse.
The proofs for all the theorems can be found in [11] . The notation in this paper is standard. In particular, the column vector e 1 has one on the first entry and zero otherwise, and 2 n be the quantile function of the chi-squared distribution with n degrees of freedom.
II. FORMULATION
A typical compressed sensing setup is follows. Let x 2 R n be the unknown signal, and y 2 R m be the measurement vector depending linearly on the signal x and subject to an additive noise:
where A 2 R m⇥n is the sensing matrix, and w 2 R m is the noise vector. Here, each coordinate y i of y corresponds to one measurement by computing a | i x plus some additive noise w i . In the setting of sequential compressed sensing, the unknown signal x is measured sequentially
. . , m. In high-dimensional problems, various low-dimensional signal models for x include (1) sparse signal model and in particular the canonical sparse signal model, i.e., x has k ⌧ n non-zero entries 1 ; and (2) low-rank Gaussian model. Compressed sensing exploits the low dimensional structure of the signal, to use much fewer measurements than the dimension of the signal, i.e., m ⌧ n and yet still recover the signal with high accuracy. Two central and interrelated problems in compressed sensing include signal recovery and designing a sensing matrix A. Early compressed sensing work usually assumes A to be random, which does have benefits for universality regardless of the signal distribution. However, when there is prior knowledge about the signal distribution, one can optimize A to minimize the number m of measurements subject to a total sensing power constraint P m i=1 ka i k 2 2  P , for some constant P > 0. We will consider a methodology where A is chosen to extract the most information about the signal and the metric is mutual information. In the non-sequential setting this means that A maximizes the mutual information between the signal x and the measurement vector y = Ax + w, i.e., A ⇤ = argmax A I [x; Ax + w]. In sequential compressed sensing, the subsequent measurement vectors can be designed using the already acquired measurements and, hence, the sensing matrix A can be designed row by row. Optimal sequential design of A can be defined recursively and viewed as dynamic programming [7] . However, this formulation is usually intractable in all but the most simple situation (one such example is the sequential probabilistic bisection algorithm in [8] ). Instead, the usual approach operates in a greedy fashion. The core idea is that based on the information that the previous measurements have extracted, the new measurement should probe in the "direction" that maximizes the conditional information as much as possible. We formalize this idea as the Info-Greedy Sensing, which is described in Algorithm 1. Conditional mutual information is a natural metric, as it counts only useful new information between the signal and the potential result of the measurement disregarding noise and what has already been learned from previous measurements. The algorithm is initialized with a prior distribution of signal x, and returns the Bayesian posterior mean as an estimator for signal
x. Note that, however, the optimization problem in Info-Greedy Sensing:
, is non-concave in general [12] . Hence, we will discuss various heuristics and establish their theoretical performance in terms of the following metric:
Definition II.1 (Info-Greedy optimality). We call an algorithm Info-Greedy optimal if the measurements in each iteration i maximize I [x; y i | y j : j < i] / i , where x is the unknown signal, y j is the result of measurement in iteration j, and i is the amount of resource used up in iteration i.
Algorithm 1 Info-Greedy Sensing
Require: distributions of signal x and noise w, error tolerance " or maximum number of iterations M 1: i
III. GENERAL PERFORMANCE LOWER BOUNDS
In the following we establish a general lower bound for the number of sequential measurements needed to obtain certain small recovery error kx xk 2 2 , similar to the approach in [10] . We consider the following model: sequentially perform measurements and performance is measured by the number m of measurements required to obtain a reconstruction of the signal with a prescribed accuracy. Assume the sequential measurements a i are linear and the measurement returns a | i x. Formally, let F be a family of signals of interest, and F 2 F be a random variable with uniform distribution on F. Denote by A = (a 1 , a 2 , . . . ) the sequence of measurements, and y = (y 1 , y 2 , . . . ) the sequence of measurement values:
In a broader setup, we may regard the a i as queries and the y i as answers. Let ⇧ = (A, y) denote the transcript of the measurement operations and ⇧ i = (a i , y i ) a single measurement/value pair. Note that ⇧ is a random variable of the picked signal F . Assume that the accuracy " is high enough to ensure a one-to-one correspondence between signal F and the "-ball it is contained in. Thus we can return the center of such an "-ball as the reconstruction
x of x. In this regime, an "-recovery of a signal x is (information-theoretically) equivalent to learning the "-ball that x is contained in, and we can invoke the reconstruction principle
i.e., the transcript has to contain the same information as F and in fact uniquely identify it. With this model it was shown in [10] that the total amount of information acquired,
, is equal to the sum of the conditional information per iteration:
and m is the random variable of required measurements.
We will use Theorem III.1 in the next section to establish Lemma IV.4 the Info-Greedy optimality of the bisection algorithm for k-sparse signal. A priori, Theorem III.1 does not give a bound on the expected number of required measurements, and it only characterizes how much information the sensing algorithm learns from each measurement. However, if we can upper bound the information acquired in each measurement by some constant, this leads to a lower bound on the expected number of measurements, as well as a high-probability lower bound:
Corollary III.2 (Lower bound on number of measurements). Suppose that for some constant C > 0,
A crucial difference to traditional bounds is Corollary III.2 is a statement for a given family of signals rather than the entire signal space; these bounds can potentially be much stronger than the worst-case bounds such as those in [5] .
IV. k-SPARSE SIGNAL
In this section, we consider the Info-Greedy Sensing for k-sparse signal in two scenarios (1) when the nonzero elements all have the same amplitude, and (2) when the non-zero elements have non-uniform and positive amplitudes. We show that in the first scenario, the bisection algorithms correspond to Info-Greedy Sensing under a certain probabilistic model, and it is optimal for 1-sparse signals as well as optimal up to a log k factor for k-sparse signals. To simplify the problem, we assume the sensing matrix A consists of binary entries as well: a ij 2 {0, 1} and the measurements are noiseless. The results can be generalized to the case with Gaussian noise (for instance, when combined with techniques to bound tails of Gaussian noise used in [4] ).
A. Bisection for x with uniform amplitudes
Consider a signal with each element x i 2 {0, 1} with up to k non-zero entries which are distributed uniformly at random. Since all the non-zero amplitudes are known to be 1, to recover x we only need to recover its support. The following lemma gives an upper bound on the number of measurements m for the bisection algorithm, Algorithm 2, to recover such x. The basic idea of Algorithm 2 is to recursively estimate a tuple (S,`) that consists of a set S with contains locations of the non-zero elements, and`the number of non-zero elements in that set (which is possible to estimate since all non-zero amplitudes of x are 1).
Lemma IV.1 (Upper bound for bisection algorithm, k-sparse x with uniform amplitude). Let x 2 R n , x i 2 {0, 1} be a k-sparse signal. Then the bisection algorithm, Algorithm 2, recovers the signal x exactly with at most kdlog ne measurements.
We can also show that Algorithm 2 is optimal with respect to the number of measurements, up to a log k factor, using an information-theoretic argument:
Lemma IV.2 (Lower bound for all algorithms, k-sparse x with uniform amplitude). Let x 2 R n , x i 2 {0, 1} be a k-sparse signal. Then to recovers x exactly, the expected number of measurements m required for any algorithm is at least k log k+1 ( 1 + log n). Finally, we can also show that the bisection algorithm corresponds to the Info-Greedy Sensing when k = 1, i.e., it is Info-Greedy optimal, and in general when k > 1, it is Info-Greedy optimal up to a log k factor. Lemma IV.3 (Info-Greedy optimality of bisection Algorithm 2 for k = 1). For k = 1 the bisection algorithm, Algorithm 2, is Info-Greedy optimal.
In the general case the simple analysis that leads to Lemma IV.3 fails. However, using Theorem III.1 we can estimate the expected amount of information obtained from a measurement:
Lemma IV.4 (Info-Greedy optimality of bisection Algorithm 2 up to log k). Let k  n 2 N. Then expected information of a measurement of the bisection algorithm is at least
log k log n . Remark: Observe that Lemma IV.4 establishes that Algorithm 2 for a sparse signal with log k = o(log n) acquires Algorithm 2 Bisection for k-sparse signals, uniform amplitude Require: ambient dimension n and sparsity k of
4:
for all (S,`) 2 L do 5: o(1) fraction of the maximum possible mutual information, which in expectation is roughly 1 bit per measurement.
B. Bisection for x with non-uniform positive amplitudes
For a k sparse vector x with non-uniform positive amplitudes, x i 2 R + , Algorithm 2 no longer applies, because the number of non-zeros in a subset of the signal cannot be estimated. Moreover, we need to estimate the support of x as well as the unknown non-zero amplitudes. This task can be broken down into two stages: estimate the support, followed by estimating the amplitudes by solving a least square problem on the estimated support.
To recover the support S of x, we use a modified version of the CASS algorithm [4] as described in Algorithm 3. In terms of recovery of the signal support, we can establish similarly a lower bound and Info-Greedy optimality for the CASS type algorithm.
Lemma IV.5 (Upper bound for CASS-type algorithm for k-sparse x with non-uniform positive amplitude). Let x 2 R n + be a k-sparse signal. Then the CASS-type method, Algorithm 3, recovers the support of the signal x exactly with at most 2k(dlog ne 1) measurements.
Lemma IV.6 (Info-Greedy optimality of CASS-type algorithm for k-sparse x with non-uniform positive amplitude). Let x 2 R n + be a k-sparse signal. Then the CASStype algorithm, Algorithm 3, is Info-Greedy optimal in recovering the support of the signal x.
Remarks: 1. The proof of Lemma IV.5 comes from the design of the algorithm. It takes dlog ne 1 stages of measurements, and in each stage 2k measurements are taken by breaking each candidate segment into roughly equal length smaller segments, and then calculates the total sum of that smaller segment. Then k segments with maximum measurement magnitude are selected out of 2k segments measured and kept as candidate for the next stage. The proof of Lemma IV.6 is similar to Lemma IV.3 and combined with the "pigeonhole principle". 2. As expected, the number of measurements required for non-uniform positive amplitude x is O(2k log n) (established in Lemma IV.5), which is potentially higher than that required for a uniform amplitude x: O(k log n) (established in Lemma IV.1). 3. Performance analyses of recovering a k-sparse x 2 R n with compressed sensing measurements contaminated with Gaussian noise, using the CASS algorithm, are established in [4] . To recover a k-sparse x with non-uniform positive amplitude with high probability, the number of measurements m is on the order of 2k log(n/k), which is similar to the order we obtain here. However, the result in [4] is with high probability and here we establish the minimax result.
V. LOW-RANK GAUSSIAN MODELS
Consider a Gaussian signal x ⇠ N (µ, ⌃ x ) with known parameters µ and ⌃
x . The covariance matrix ⌃ x has rank r  n. We will consider three typical noise models: (a) white Gaussian noise added to measurement, the most common model in compressed sensing:
Let i = ka i k 2 2 represent the power we allocated to the ith measurement. Higher power i allocated to a measurement increases SNR of that measurement. Hence, i represents the amount of resources we allocate to the ith measurement. (b) white Gaussian noise added to signal, a model that appears in some applications such as reduced dimension multi-user detection in communication systems [13] and also known as the"noise folding" model [9] :
Higher power i allocated to a measurement will not increase the SNR of that measurement. Hence, in this case, the actual number of repeated measurements in the same "direction" can be used as proxy for resource allocation and leads to noise reduction because of averaging. (c) colored Gaussian noise with covariance ⌃ w is added either prior to the measurement: y = A(x + w), w ⇠ N (0, ⌃ w ). or after the measurement: y = Ax + w, w ⇠ N (0, ⌃ w ). In the following, we will establish upper bounds on the amount of resources (either the minimum power or the number of measurements) needed for the Info-Greedy Sensing algorithm to achieve a recovery error kx x ⇤ k  ✏.
1) White noise added prior to measurement or "noise folding": We start our discussion with this model as the result for the common white Gaussian noise model can be derived thereafter. As the power i does not affect SNR, we set i = 1 and let ka i k 2 2 = 1. Note that conditional distribution of x given y 1 is a Gaussian random vector with adjusted parameters
Therefore, to find a Info-Greedy Sensing scheme for a single Gaussian signal, it suffices to characterize the mutual information maximizing measurement for the first measurement: a 1 = arg max a I [x; y 1 ] and from there on iterate with adjusted distributional parameters. For noisy measurement > 0, we have
Clearly, with ka 1 k 2 2 = 1, the mutual information (9) is maximized when a 1 corresponds to the largest eigenvalue of ⌃
x . From the above computation, the Info-Greedy Sensing algorithm for a single Gaussian signals is to choose a 1 , a 2 , . . . to be the orthonormal eigenvectors of ⌃ x in a decreasing order of eigenvalues, as described in Algorithm 5. The following theorem establishes error bounds.
Theorem V.1 (White Gaussian noise added prior to measurement or "noise folding"). Let x ⇠ N (µ, ⌃ x ) be a Gaussian signal and let 1 , . . . , k be the eigenvalues of ⌃ x with multiplicities. Further let " > 0 be the accuracy and let the measurement noise be a Gaussian distribution N 0, 2 . Then Algorithm 5 computes a reconstructionx satisfying kx xk 2 < " with probability at least p with at most the following number of measurements by unit vectors ka i k 2 2 = 1:
provided > 0. If 2  " 2 / 2 n (p), i.e., the noise is small, the number of measurements simplifies to ⇢
.
(8b)
This also holds if = 0. The total power requirement is at most P = m.
2) White noise added after measurement: A key insight in the proof for Theorem V.1 is repeated measurements in the same eigenvector direction corresponds to a single measurement in that direction with all the power summed together. This insight leads to the algorithm and performance bound for the model with white noise added after the measurement. The only difference that it is possible to apply power in fractions (for the "noise folding" model, we could only apply an integer number of measurements in a certain direction to allocation resource), so the rounding up in (10b) is no longer needed.
Theorem V.2 (White Gaussian noise added after measurement). Let x ⇠ N (µ, ⌃ x ) be a Gaussian signal and let 1 , . . . , k be the eigenvalues of ⌃ x with multiplicities. Further let " > 0 be the accuracy and let the measurement noise be a Gaussian distribution N 0, 2 . Then Algorithm 5 computes a reconstructionx with kx xk 2 < " with probability at least p with at most the following power requirement
provided > 0, and the total number of measurements is at most k.
An intuition of measuring with power allocation
i on a Gaussian signal x is that it reduces the "uncertainty" ellipsoid of the Gaussian signal. After measuring in the direction of a unit norm eigenvector with eigenvalue , and using power , the conditional covariance matrix takes the form of
where ⌃ ?a
x is the component of ⌃ x in the orthogonal complement of a. Thus, the only change in the spectral decomposition of ⌃ x is the update of the eigenvalue of a from to 2 /( + 2 ). Informally, the uncertainty in direction a is reduced.
3) Colored noise: When a colored noise w ⇠ N (0, ⌃ w ) is added either prior to, or after the measurement, similar to the white noise cases, the conditional distribution of x given the first measurement y 1 is again a Gaussian random variable with adjusted parameters (although the adjustment will be different from those for the white noise cases). Hence, as before, the measurement vectors can be derived iteratively. In the following, we assume the noise covariance matrix ⌃ w is full rank. First consider the case when colored noise is added after the measurement: y = Ax + w, w ⇠ N(0, ⌃ w ). Note that we can write w 1 = e | 1 w. Let the eigendecomposition of the noise covariance matrix be ⌃ w = U w ⇤ w U | w , and define a constant vector b , ⇤
Re-parameterize a 1 by introducing a unitary matrix R:
Also let the eigendecomposition of ⌃
Then the mutual information of x and y 1 can be written as
and the maximum is achieved when R = U x . Hence, the Info-Greedy Sensing vector is
Note that the solution (15) for a 1 has the interpretation of "mode matching", i.e., aligning of eigenspaces of the signal and the noise similar to that in for the non-adaptive setting [6] .
For the "noise folding" model with colored noise, y =
A(x + w), w ⇠ N (0, ⌃ w ), since the power of a i does not affect the SNR, we assume ka
and, hence,
where ⌃ 0
, and the maximum is achieved when d is the eigenvector for the largest eigenvector of ⌃ 0
x . Equivalently a 1 is an eigenvector for the largest eigenvalue of
Note that in contrast to (15), in this case the "mode matching" is not possible because the noise covariance depends on a i as well. The Info-Greedy Sensing algorithms for all Gaussian models are summarized in Algorithm 5.
Algorithm 4 Update Gaussian distribution parameters
Require: signal mean µ and covariance ⌃ x , noise variance 2 , measurement vector a and result a unit norm eigenvector of ⌃ x for eigenvalue 10: measure: y = a | (x + w) 11: else if colored noise added after measurement then 12: The following version of Theorem V.1 is for the required number of measurements for the case with colored noise in the "noise folding" model: Theorem V.3 (Colored Gaussian noise added prior to measurement or "noise folding"). Let x ⇠ N (µ, ⌃ x ) be a Gaussian signal, and let 1 , . . . , n denote the eigenvalues of ⌃ 1 w ⌃ x with multiplicities. Assume that the measurement noise has a Gaussian distribution N (0, ⌃ w ). Furthermore, let " > 0 be the required accuracy. Then Algorithm 5 reconstructs an estimatex of the signal x satisfying kx xk 2 < " with probability at least p and the number of measurements m at most
Remarks:
1. Under these noise models, the posterior distribution of the signal is also Gaussian, and the measurement outcome y i affects only its mean and but not the covariance matrix (see (8) ). In other words, the outcome does not affect the mutual information of posterior Gaussian signal. In this sense, for Gaussian signals adaptivity brings no advantage as the measurements are pre-determined by the eigenspace of ⌃
x . 2. Note that measuring several times in the same direction of a, and thereby splitting power into 1 , . . . , m 0 for the measurements, has the same effect as making one measurement with total the power P m 0 i=1 i . Since the eigenvalue reduces to 2 /( + 2 ) (12) after the first measurement. Now iterating this we see by induction that after m 0 measurements in direction a, the eigenvalue reduces to
, which is the same as measuring once in direction a with power m 0 .
3. Info-Greedy Sensing algorithm for Gaussian signal can be implemented efficiently. In particular, for a sparse ⌃
x 2 R n⇥n with v non-zero entries, the computation of the largest eigenvalue and associated eigenvector can be implemented in O(t(n + v)) using sparse power's method, where t is the number of power iterations. In many highdimensional applications, ⌃
x is sparse if the variables (entries of x) are not highly correlated.
The algorithm for Gaussian signal can also be generalized to low-rank Gaussian mixture model (GMM) and more details can be found in [11] .
VI. SPARSE MEASUREMENT VECTOR
In various applications, we are interested in finding a sparse measurement vector a. With such requirement, we can add a nonlinear cardinality constraint on a in the Info-Greedy Sensing formulation: kak 0  k 0 , where k 0 is the number of non-zero entries we allowed for a vector. This is a non-convex integer program with non-linear cost function, which can be solved by outer approximation. The idea of outer approximation is to generate a sequence of cutting planes to lower bound the cost function via its subgradient and iteratively include these cutting planes as constraints in the original optimization problem. In particular, we initialize by solving the following optimization problem maximize a,y,z
where y and z are introduced auxiliary decision variables, and c is an user specified upper bound that bounds the cost function over the feasible region. The constraint to the above optimization problem can be casted into matrix vector form as follows: such that F 0 ⇥ y a z ⇤ >  g 0 . The mixed-integer linear program formulated in (18) can be solved efficiently by a standard software such as GUROBI. In the next iteration, solution a ⇤ to this optimization problem will be used to generate a new cutting plane, and being included in the original problem by appending a row to A and adding an entry to b as follows
where f is the non-linear cost function in the original problem. For Gaussian signal x, the cost function and its gradient take the form of:
x a. By repeating the above iteration, we can find a solution with sparsity k 0 as an approximation to the Info-Greedy Sensing solution.
VII. NUMERICAL EXAMPLES First, we examine the performance of Info-Greedy Sensing for Gaussian signal. The dimension of the signal is n = 100, and we set the probability of recovery p = 0.95, the noise standard deviation = 0.01. The signal mean vector µ = 0, where the covariance matrix ⌃ is generated as ⌃ = T 0.7 (⌃ 0 ⌃ | 0 /k⌃ 0 ⌃ | 0 k 2 ), ⌃ 0 2 R n⇥n has each entry i.i.d. N (0, 1), and the operator T 0.7 (X) thresholds eigenvalues of a matrix X that are smaller than 0.7 to be zero. The error tolerance ✏ = 0.1 (represented as dashed lines in the figures). For the white noise case, we set w ⇠ N (0, 2 I), and for the colored noise case, w ⇠ N (0, ⌃ w ) and the noise covariance matrix is generated randomly as⌃ | 0⌃ 0 /k⌃ | 0⌃ 0 k 2 for a random matrix⌃ 0 with entries i.i.d . N (0, 1) . The number of measurements is determined from Theorem V.1 and Theorem V.2. We run the algorithm over 1000 random instances. Fig. 1 demonstrated the ordered recovery error kx x ⇤ k, as well as the ordered number of measurements calculated from the formula, for the white and colored noise case, respectively. Note that in both the white noise and colored noise case, the errors for Info-Greedy Sensing is almost two orders of magnitude lower than errors obtained from random measurement A, and the error fall below our desired tolerance ✏ using the theoretically calculated m. Next consider designing a sparse Info-Greedy Sensing vector for a single Gaussian signal with n = 10, desired sparsity of measurement vector k 0 = 5, and the low-rank covariance matrix is generated as before by thresholding eigenvalues. Fig. 2(a) shows the pattern of non-zero entries from measurement 1 to 5. Fig. 2(b) compares the performance of randomly selecting 5 non-zero entries. The sparse Info-Greedy Sensing algorithm outperforms the random approach and does not degrade too much from the non-sparse Info-Greedy Sensing solution.
Finally, we also apply Info-Greedy Sensing on real data. We consider the recovery of a power consumption vector for 58 counties in California (http://www.ecdms.energy.ca.gov/elecbycounty.aspx). Data for power consumption in these counties from year 2006 to year 2012 are available. We first fit a single Gaussian model using data from year 2006 to 2011 ( Fig. 3(a) , the probability plot demonstrates that Gaussian is fairly good fit to the data), and then test the performance of the Info-Greedy Sensing in recovering the data vector of year 2012. Fig. 3(b) shows that even from using a coarse estimate of the covariance matrix from limited data (5 samples), Info-Greedy Sensing can have better performance than the random algorithm. This example has practical implications: the compressed measurements here correspond to collecting the total power consumption over a region of the power network. This collection process can be achieved automatically by new technologies such as the wireless sensor network platform using embedded RFID in [14] and, hence, our Info-Greedy Sensing may be an efficient solution to monitoring of power consumption of each node in a large power network. 
