A parameter estimation procedure was established to extract physical parameters related to chemical vapor deposition ͑CVD͒ processes, which consists of in situ experimental data collection and computational analysis. Specifically, mass-transport behavior in an up-flow cold-wall CVD reactor was monitored using in situ Raman spectroscopy. A two-dimensional axisymmetric model of the reactor was developed and combined with genetic and simplex algorithms for property estimation. The numerical procedure was unambiguously able to extract binary mass diffusivities and Raman cross sections from the same data set for the methane/ nitrogen and ammonia/nitrogen cases. The procedure developed in this study is general and expected to be particularly useful in extracting diffusivities and cross sections for reaction intermediate species and kinetic parameters for complex reacting systems. © 2005 The Electrochemical Society. ͓DOI: 10.1149/1.1885366͔ All rights reserved. Metallorganic chemical vapor deposition ͑MOCVD͒ is widely used to deposit thin semiconductor films with good crystalline quality and electrical properties.
Metallorganic chemical vapor deposition ͑MOCVD͒ is widely used to deposit thin semiconductor films with good crystalline quality and electrical properties. 1 However, MOCVD processes are influenced by several factors such as the choice of carrier gas, 2 substrate material and its surface preparation, 3 and the gas dynamics inside the reactor including the thermal boundary conditions. 4 Obtaining a realistic reactor model based on a fundamental understanding of the process would be useful, e.g., for optimizing an existing process or designing a new reactor.
Accurate reaction kinetic information about homogeneous and heterogeneous chemical reactions in the reactor and the thermophysical properties of the gas and solid phases are required in developing a realistic model. Previously reported kinetic data on the decomposition of metallorganic sources have most often been obtained from simple flow cell or flow tube experiments. [5] [6] [7] In those analyses, homogeneous conditions are usually assumed to be established in the cell, which simplifies the subsequent data analysis, although conditions in a real MOCVD process are not truly homogeneous. The kinetic data inferred from flow cell or flow tube experiments could be confounded with other process-specific influences such as flow instability in the reactor and memory effects. 8 As an example, the pyrolysis of trimethylindium, first studied by Jacko and Price, 9 has since been examined in a flow cell experiment by several investigators. [10] [11] [12] [13] The reported activation energy for the first-order decomposition reaction ranges from 35.9 to 54.0 kcal/mol, while frequency factors range from 10 12.0 to 10 17.9 s −1 . This wide range of values reflects the uncertainties associated with the determination of decomposition rate constants of metallorganic sources, even though some of the variation could be interpreted by the chemical effects of carrier gas on the decomposition reactions. Accurate transport properties of the gas mixture in an MOCVD reactor are also required for developing a realistic process model, but they are not well reported and usually have been estimated using the Chapman-Enskog equation. 14, 15 A well-designed experiment can reduce or minimize the experimental uncertainties by removing complicating phenomena or simplifying model development. An up-flow cold-wall CVD reactor configuration is well suited to study transport and kinetic parameters in CVD because it can be operated so that reactive species are isolated from the reactor walls by incorporating a sweeping flow 16 and the stabilizing density gradient reduces complexity in the flow pattern. 17 With this configuration and its validated model, homogeneous and heterogeneous reactions can be effectively investigated. Consideration of both homogeneous and heterogeneous reactions is important in understanding the MOCVD process because gas and surface reaction components are usually coupled in the experimental data, and neglecting either of them without careful consideration could give rise to incorrect or inconsistent results. 13, 18, 19 Experimental errors caused by the sampling mechanism can be reduced by using nonintrusive, in situ optical probing methods. 20 Raman spectroscopy has been used as an in situ technique to characterize the MOCVD process, 17, [21] [22] [23] because it can simultaneously provide temperature and composition information with good spatial resolution. However, it requires a priori Raman scattering crosssectional data of the observed chemical species to quantitatively obtain the species concentration information from the measured scattering intensities. Although Raman scattering cross sections of many common gases are well tabulated, 24 those of metallorganic sources are rarely available and must be determined prior to quantitative treatment of Raman data taken from an MOCVD process.
As a first step toward developing a realistic MOCVD reactor model, a parameter estimation procedure was established to extract physical parameters of the CVD process from experimental observations. Among physical parameters, the Raman cross section of a specific chemical species is a crucial parameter for determining concentrations of the species from observed intensities. Cross sections of stable species are usually determined from controlled experiments with a known concentration of the gas mixture. Given cross sections, other properties such as the mass diffusivity in a carrier gas can be estimated from measured composition profiles. However, reaction intermediates of metallorganic precursors are often not sufficiently stable to maintain their concentration constant during the measurement, and thus to independently measure cross sections and other properties. For these species, it would be convenient to simultaneously estimate the cross section along with other physical parameters ͑e.g., reaction kinetic constants, diffusivity͒ from a set of measurement results. An up-flow cold-wall CVD reactor was used in this study, and experimental observation of composition profiles was made using in situ Raman spectroscopy. A detailed reactor model was combined with optimization algorithms to establish the estimation procedure. As test cases, binary diffusivities of CH 4 /N 2 and NH 3 /N 2 mixtures as well as Raman cross sections of the constituents in the gas mixture were estimated by the procedure. These species were chosen to test the current parameter estimation procedure because they are stable and their physical properties are well established.
Experimental
An up-flow, cold-wall CVD reactor interfaced with a highresolution Raman spectrometer was used for this study. The reactor incorporated an axisymmetric design to simplify the modeling work. Gases were introduced through three concentric inlets at the bottom of the reactor, and labeled center, annulus, and sweep inlets, respectively, in Fig. 1 . Entering gases impinged upon a susceptor, which is the bottom of a quartz envelope and faces down toward the inlets at an adjustable distance. A Ramanor U1000 Raman spectrometer ͑Jobin-Yvon͒ was used to collect Raman scattering signals from the chemical species in the reactor, and the signal collection was made along the centerline of the reactor. The 488 nm line of an argon ion laser ͑Coherent Laser, Inc.͒ was focused at a variable position on the centerline, and Raman signals were gathered in a right angle configuration to the incident laser beam. The experimental setup has been described elsewhere in more detail. 17, 25 Methane or ammonia diluted in nitrogen was used as a test gas and introduced into the reactor through the annulus inlet, while pure nitrogen was introduced through the other two inlets. Test gas concentrations at the annulus inlet were controlled by mass flow controllers. Each experiment in this study was conducted at room temperature ͑23°C͒ and at 1 atm pressure, and a single value of the gas velocity was set at the three inlets. Methane dispersion experiments were carried out at three different gas velocities: 2.5, 3.5, and 4.5 cm/s, and, in those experiments, the methane concentration at the annulus inlet was maintained at 1.91, 1.36, and 1.06 mol %, respectively. The Raman scattering intensity of the symmetric CuH stretching vibration from methane at 2916 cm −1 was monitored to determine the methane concentration profile in the reactor. In the ammonia dispersion experiments, 4.0 and 8.0 mol % NH 3 in N 2 were used, and the gas velocities at the inlets were set at 2.5 cm/s. The ammonia signal was observed at 3335 cm −1 , which corresponds to the symmetric stretching of NuH. The intensity of the nitrogen Q-branch at 2331 cm −1 was also monitored at the same spatial position in the reactor and used as an internal standard for quantitative concentration measurement.
24

Numerical Details
Problem formulation.-Solution of the parameter estimation problem ͑the "inverse problem"͒ is based on the method of maximum likelihood. 26 To extract physical parameters from the experimental observations, i.e., Raman intensities, an optimization scheme is required as well as a validated reactor model. The solution procedure is to locate a parameter vector that minimizes the difference between experimental data ͑ f i ͒ and model-produced values ͑ f i ͒ in the least-squares sense. In general, the objective function ͑S͑k͒͒ to be minimized can be written as follows
where E i ͑k͒ = f i − f i , M is the total number of observations, and k is a parameter vector, which generally consists of transport properties, reaction kinetic constants, relative Raman cross sections, and other process parameters. Here, f i and f i represent the observed and estimated species mole fractions, respectively. The parameter vector k has two elements: the binary diffusivity ͑D͒ and relative Raman cross section ͑⌺ j ͒ of species j. The relative Raman cross section is defined as the ratio of the Raman cross section of a species j to that of the nitrogen Q-branch. 24 In the optimization, the cross section is directly used, whereas the binary diffusivity ͑D in m 2 /s͒ is reparameterized ͑D ͒ to render it more tractable
The relative Raman cross section is implicitly included in f i because scattering intensities, not mole fractions ͑ f i ͒, were recorded in the mass dispersion experiments, and the binary diffusivity is included in the model side ͑ f i ͒. This type of parameter separation is an approach to avoid complex formulation. Finally, the mathematical form of the objective function in this study becomes
where ṽ, h, c, k B , T, I, and ⌺ j represent the wavenumber, Planck constant ͑=6.626 ϫ 10 −34 Js͒, speed of light ͑=2.998 ϫ 10 8 m/s͒, Boltzmann constant ͑=1.381 ϫ 10 −23 J/K͒, thermodynamic temperature, scattering intensity, and the relative Raman cross section of species j, respectively. Subscripts 0, j, and Q denote the incident light, species j, and nitrogen Q-branch, respectively. Among these quantities, the scattering intensity and temperature are measured experimentally.
To evaluate the model side ͑ f i ͒ in Eq. 3, a two-dimensional, axisymmetric model was developed based on the previous gas dynamics study of similar reactor geometry. 17 Coupled balance equations in the model were numerically solved by using the Galerkin finite element method. It is well known for finite element formulations that the explicit presence of the incompressibility constraint in a problem introduces numerical difficulties in matrix manipulations. 27, 28 With the penalty function formulation employed in this study, the pressure term and the continuity constraint are removed from the balance equations ͑but implicitly included͒ to calculate the momentum transport more efficiently. The detailed description of the solution method has been explained previously. 17 With a set of estimated parameters obtained by minimizing the objective function ͑Eq. 3͒, it is informative to know the level of confidence of the estimates. A confidence region of the estimates, 26, 29 in which the true parameter values are expected to reside, can be shown as a contour of the value ͑S͑k͒͒ given in Eq. 4. Correlation among the estimates can also be revealed in the contour
where k is the estimated parameter vector, and p and M represent the number of parameters in the model and the number of observed points, respectively. F is the value of the F-distribution 26 with p, M, and ␣. The contour of S͑k͒ shows the 100͑1 − ␣͒% confidence region for the estimates of parameters. Otherwise, given an estimated parameter vector ͑k ͒, the objective function can be linearized 
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around the estimates and the variance-covariance matrix ͑A͒ for the estimates is obtained
The quantity i 2 is the variance of measurements for the ith observation, and it can be approximated with the residual mean square. A confidence interval of a parameter is calculated from the corresponding diagonal element of the inverse of matrix A, and the Pearson coefficient of correlation between any two parameters is also evaluated from the inverse. 30 It is difficult to illustrate a confidence region in three or higher parameter cases; therefore, a confidence interval is presented for each parameter.
Optimization scheme.-A genetic algorithm was implemented for the parameter estimation procedure as an optimization scheme ͑i.e., the minimization of Eq. 3͒. The reactor model in this study contains a set of nonlinear partial differential equations; therefore, it is likely that the parameter space is highly nonlinear. Experimental errors included in the objective function ͑Eq. 3͒ also make the problem more difficult. Genetic algorithms have been shown to be successful in solving optimization problems of nonlinear systems, 31, 32 and they are especially efficient for full domain searches. However, genetic algorithms are sometimes not successful in locating the global optimum value without proper fitness scaling and advanced operators to expedite the convergence. 33, 34 The simplex algorithm was combined with a simple genetic algorithm to expedite the convergence because it is robust 35 and does not require evaluation of derivatives of the objective function.
In the current implementation of a genetic algorithm, the Gray coding scheme 36 was adopted to evade the Hamming wall, a linearly scaled fitness approach 33 to prevent premature convergence, and elitism to preserve the best parameter set of each generation. A two-point crossover scheme was also incorporated, as it is generally more efficient than the one-point crossover approach. 37 There are a few control parameters for the genetic algorithm ͑e.g., population size, crossover probability, mutation probability͒, and they were determined with the assistance of reported guidelines 37, 38 and by solving test problems. A population size of 30, crossover probability of 0.95, and initial mutation probability of 0.023 were used in this study. The mutation probability was adjusted throughout generations to maintain diversity in population. 39 The performance of the genetic algorithm implemented in this study was explored with test problems, one of which has multiple local optima
where n = 9, 2 = 0.15, and r 2 = ͑x − 0.3͒ 2 + ͑y − 0.3͒ 2 for x,y ͓0,1͔. The objective function of this test problem has its global maximum at 1.0, a second maximum at 0.92, as well as other maxima. The performance of the genetic algorithm for this problem is shown in Fig. 2 , where the first and second maxima values are denoted with the dashed lines. It is apparent that a better fitness to the first maximum than to the second one was reached in 14 generations, while the remainder of generations was used in fine-tuning the parameters. In addition, the reactor model in the current study consists of a set of nonlinear partial differential equations, and evaluation of the objective function ͑Eq. 3͒ costs considerably more computational time than this test problem. Therefore, it is a reasonable strategy to determine the neighborhood of the global optimum using the genetic algorithm and then to locate the global optimum using a locally convergent, more efficient algorithm. Calculus-based deterministic methods 40 usually show fast convergence, because they take advantage of extra information about the objective function, e.g., derivatives of the objective function. However, the number of required evaluations of derivatives usually increases dramatically as the number of parameters increases. In addition, derivatives evaluated from experimental data are prone to be unstable, 41 and this instability can make the Hessian matrix uninvertible. Therefore, the simplex algorithm is chosen to expedite a local convergence in this study, which only needs evaluation of the objective function itself.
Applications
The parameter estimation procedure developed in this study was applied to extracting physical properties from experimentally measured Raman scattering intensities in a cold-wall CVD reactor ͑Fig. 1͒. The gas diffusivity and Raman cross section of methane and ammonia in nitrogen were determined from gas dispersion experiments at room temperature.
Results of the dispersion experiments for CH 4 /N 2 and NH 3 /N 2 are represented in Fig. 3 and 4 , respectively. These figures plot the concentration of a species introduced in the annulus as measured along the reactor centerline as a function of distance from the susceptor. The vertical dashed lines in these figures denote the position of the inlets. The measured centerline mole fractions represented by the symbols are very low near the inlet and increase as the gas flows toward the susceptor due to mass transport at the high annulus concentration to the initially CH 4 -or NH 3 -free center inlet stream. If the distance traveled by the gas is sufficiently long, the mole fraction decreases after it reaches a maximum value because mass transport 
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Journal of The Electrochemical Society, 152 ͑5͒ C334-C339 ͑2005͒ C336 in the direction of the larger radius is also occurring. The experimental results shown in Fig. 3 and 4 were calculated from intensities of Raman scattering signals with estimates of the relative Raman cross sections. The solid lines in these figures were produced by the reactor model with estimated values of the gas diffusivities. The same values of control parameters for the genetic algorithm were used as in the test problem. The search space for the diffusivity ranged from 10 −6 to 10 −4 m 2 /s and that for the relative Raman cross section ranged from 1 to 10. These ranges are reasonably wide for common gases.
The performance of the combined optimization procedure is shown in Fig. 5 for methane with an inlet velocity of 2.5 cm/s. With the genetic algorithm, the neighborhood of the optimum diffusivity was found in five generations ͑Fig. 5a͒ and that good estimate of the Raman cross section was found after the first generation ͑Fig. 5b͒. The fitness behavior in Fig. 5a clearly shows that most of the generations were used for fine-tuning the estimates as the simplex algorithm was engaged. The open symbols in the figure represent values of the parameter with the medium performance in each generation. These show that diversity in the population is still maintained even after the neighborhoods of optimum parameter values are found. The mutation probability was adjusted throughout the generations to maintain the diversity in the population ͑Fig. 5b͒. Performance behaviors of the estimation procedure for the 3.5 and 4.5 cm/s inlet velocity cases were as efficient as that for the 2.5 cm/s case. The optimization procedure was also successful for the ammonia dispersion cases, yet slower than the methane cases, e.g., a neighborhood was found after 15 generations for the 4 mol % cases.
The estimated values of the parameters are summarized in Tables  I and II , and the ranges given in the tables for the two parameters are the confidence intervals with 95% confidence, which were obtained by numerically evaluating Eq. 5, while the contour of Eq. 4 gives a more precise confidence region. The Pearson coefficient of correlation between the two parameters was evaluated as previously explained. The correlation is stronger if the absolute value of the coefficient is closer to one. For the methane cases, the average estimated diffusivity was ͑2.37 ± 0.11͒ ϫ 10 −5 m 2 /s and that of the Raman cross section was 8.28 ± 0.18. The Chapman-Enskog theory gives the binary diffusivity of methane in nitrogen as 2.14 ϫ 10 −5 m 2 /s, which is widely used for diffusivity estimation of species commonly used in MOCVD reactors 14 and is valid for nonpolar gases. 15 The current estimate agrees within less than 10% error with this value. Reported values of the relative cross section of methane range from 6.8 to 9.2, 24 and the current estimate lies in this range as well. Therefore, it is concluded that the parameter estimation procedure developed in this study provides accurate estimates of physical parameters. For the ammonia cases, the average values of the estimates were ͑2.85 ± 0.29͒ ϫ 10 −5 m 2 /s and 4.26 ± 0.07 for the diffusivity and relative Raman cross section, respectively. A reported diffusivity value of NH 3 /N 2 is 2.33 ϫ 10 −5 m 2 /s at 25°C, 42 and reported values of the relative cross section as measured in room-temperature gas cells range from 4.5 to 6.4. 24 The wide range of the reported values of relative Raman cross section suggests that experiments are sensitive to the measurement setup. The current estimate of the relative Raman cross section is close to the Figure 5 . Performance of parameter estimation procedure for ͑a͒ diffusivity ͑b, ᭺͒ and ͑b͒ relative Raman cross section ͑ࡗ, छ͒ of methane at 23°C. The fitness ͑᭡͒ and mutation probability ͑͒ are also shown for each generation. Filled and empty symbols, respectively, denote best and medium performance parameters at each generation. To further substantiate the effectiveness of the parameter estimation procedure and to obtain more precise information about trusted regions, an exhaustive search was conducted near the estimates for NH 3 /N 2 , and the result is shown in Fig. 6 . The contour at the center represents the 95% confidence region in the parameter space, which is apparently wider than the confidence intervals given in the previous paragraph: 3.92-4.78 for the cross section and ͑2.14-4.17͒ ϫ 10 −5 m 2 /s for the diffusivity. However, confidence regions in three or more dimensions are difficult to visualize, whereas the confidence interval for each parameter is easily calculated ͑Eq. 5͒. The objective function seems to have a distinctive minimum in the physically meaningful parameter space. Note in Fig. 6 that the objective function has a narrow, deep minimum for the reparameterized diffusivity at around the estimates, even though a wide range ͑10 −6 to 10 −4 m 2 /s͒ was searched in the actual diffusivity space. Therefore, it is considered that the proposed parameter estimation procedure is effective for estimating parameters from experimental observations.
For a quantitative analysis of spectroscopic data, a value of the cross section of a species of interest is required. For stable species, cross sections can be independently determined by measuring the scattering intensity of the species in a gas mixture of a known concentration. However, it is very difficult to determine cross sections of unstable species ͑e.g., reaction intermediates of metallorganic precursors͒ using the conventional methods, because their concentration is affected by chemical and/or transport processes and thus not readily known. In this respect, it is significant that the estimation procedure developed in this study can simultaneously extract cross sections and other physical parameters ͑e.g., diffusivity͒, which plays a major role in species transport in the reactor.
Conclusions
A parameter estimation procedure that combines in situ Raman probing, detailed reactor modeling, and optimization algorithms has been established in this study. Two widely studied gas species, CH 4 and NH 3 , were used to test the numerical procedure. The parameter estimation procedure was able to simultaneously extract physical parameters of test systems, i.e., relative Raman cross section and diffusivity, from experimental data for these two species. The estimated values were in good agreement with those reported in the literature.
Although gas phase diffusivities can be reasonably estimated ͑e.g., Chapman-Enskog theory͒ and the Raman cross section of a stable species can be experimentally probed in simpler reactor designs, this analysis is anticipated to be particularly valuable in extracting Raman cross sections of reaction intermediates. Values for the cross sections of intermediates are necessary for quantitative analysis of their concentration in in situ experiments. Note that a realistic reactor model can incorporate relevant transport phenomena as well as chemical reactions that control concentrations of the species under investigation. Therefore, it is anticipated that the parameter estimation procedure developed in this study can be effectively applied to studying gas phase reaction kinetics of metallorganic precursors in actual flow conditions, providing reaction kinetic data with less ambiguity. This procedure also has the potential to extract multiple parameters from a single experiment.
