Notice that these equations are recursive in the partial derivatives since terms on the right-hand side correspond to delayed versions of the left-hand side. From (13), the component of r) corresponding to ak (which we denote 1 1 3 is
Recursive expressions for the other components of r) and $, denoted by qbk, +ak, and $&, are obtained in a similar way; they are Observe that (23) and (24) do not depend upon the input x or the output y . Consequently, they correspond to unforced difference equations. Since vUk and r)bk are initially zero, they will remain zero for all n. (If they were initially nonzero, then they would decay to zero because we have assumed that (1) is stable.) We will therefore assume that vak and qbk are precisely zero for all n. This leads to the result of (1 5). From the forced difference equations of (25) and (26), we can compactly write $ as
We can therefore replace (27) with
where, from (25), (26), and (28), we have
The superscript f indicates that y and x correspond to filtered versions of y and x, respectively. The resuiting simplified GN algorithm is thus (18) and (19) coupled with (29) and (30), which clearly requires less computation and storage than that of (27).
CONCLUSION
We have presented a Gauss-Newton (GN) algorithm for adaptive IIR filters with complex coefficients. Although the gradient estimate appears to have two separate components [see (13) and (14)], it was shown that one component is essentially zero. Consequently, the complex-coefficient GN algorithm is a straightforward generalization of the real-coefficient GN algorithm. The algorithm is stable provided the pole polynomial o f the adaptive filter is kept minimum phase after each coefficient update. This requires the same stability-checking and pole-projection methods used by the real-coefficient GN algorithm [5] . where A* and are given by (2) and (3), respectively. The complete Gauss-Newton (GN) algorithm is finally given by (18) and (19) where $ is recursively computed by (27). Unconstrained linear prediction models have their poles located Observe, however, that computation of the components of inside the unit circle (see, e.g., [11-[31) . If the coefficients of the
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$ok and $bk. Fortunately, the approximation of (21) 
with the Department of Electrical Engineering, Yale Uni- 11. MAIN RESULT Theorem: Let the symmetric polynomial'
where y(t) is a stationary process, q-' denotes the unit delay operator, and E is the expectation operator. Then
In other words, A(z) has all its roots on the unit circle. Proof: Let +(w) denote the spectral density of y(t).
where the minimum is over {ai) ?= it follows that the inequality
where A"(@ is any other symmetric monic polynomial of degree 2m, cannot hold for all w E (-7r, n]. A general factor of A(z) that may give roots which do not lie on the unit circle is the following:
where a is either real or complex. If a is not real, then 1 + u*z + z2, where a* is the complex conjugate of a , also is a factor of A(z).
Since
( 1 + aeio + ezi*I = le-'* + a + e'*( = I e-'w + a* + e'*/ (5) it follows that the inequality (4) holds if there exists some a such that l e -i w + a + e i~l < l e -i u + a + e'*( = la + 2 cos w J for w E (-n, T I . (6) Let us assume that a is not real. Then a = Real { a } satisfies (6).
Since (6) implies (4) which is a contradiction to (3), it follows that a must be real.
Next let us assume that a > 2, say, a = 2 + a where a > 0.
Then, we get
6) is satisfied for a = 2 and, therefore, a cannot be larger than 2. Finally, note that for a < -2, say, a = -2 -a with a > 0, we get
'For the sake of conciseness, we consider symmetric polynomials of even order which occur more frequently in applications. The case of oddorder symmetric polynomials can be treated similarly.
which implies that (6) holds for a = -2. Therefore, a must belong to the interval [-2, 21 . which means that 1 + az + z2 has its roots on the unit circle at e *jw0, where w, = arc cos (-a/2). Next we consider the case of practical interest where only a finite-length sample { y ( l ) , * * . , y ( N ) } of the observed process is available. For the "standard" least-squares method
it is not necessarily true that A(z) has all the roots on the unit circle.
For example, let n = 2 and N = 3. Then (7) becomes [y(3) + ay(2) + y(1)12 = min r = n + 1 which gives (assuming that y(2) # 0)
This value of a does not necessarily lie in the interval [ -2, 21 .
Let us consider the following modified least-squares method:
where the extended sequence { y(t)} :2{-,,, which is needed in (8), is obtained by padding the initial sequence with zeros in the following way (observe that a similar padding was implicitly done also in [4]):
For N much larger than n , it may be expected that the estimates of { a } in (7) and, respectively, (8) are quite close to one another. The estimate of (8) (14) The. proof of the theorem applies mutatis mutandis to (14) con- (3) and (14)].
t= 1 2 n --R III. CONCLUSION The above result is relevant to fitting linear prediction models to sinusoids-in-noise processes.
At high signal-to-noise ratios (SNR's), such a process may be well approximated by a symmetric linear prediction model with all its poles lying on the unit circle. The angular positions of'these poles are equal to the sinusoidai frequencies. As shown in [4] and [ 5 ] , and in this correspondencc, when fitting a symmetric linear prediction model to a sequence 01' data, the complicated constraint that the poles of the model be on the unit circle is automatically satisfied under weak conditions. This property considerably simplifies the task of fitting linear prediction models with all the poles on the unit circle for a sinusoid-in-noise process. At medium or low SNR's, this approach to sinusoidal frequency estimation may, however, give severely biased estimates, and other approaches such as those of [6]-[8] should be used in such cases.
In [9] we discuss some computational aspects of the symmetric linear prediction models, including an elementary algebraic proof of the corresponding fast computation procedure designed in [4j. The conversion from RNS numbers to natural integers is commonly performed by use of the Chinese remainder theorem (CRT) or the mixed radix conversion (MRC) [3j, [4] . The decoding ac- Manuscript received February 28, 1985; revised February 20, 1986 . The author is with the Raytheon Company, Lexington, MA 02173. IEEE Log Number 8609041.
On Residue Number System Decoding
cording to the CRT is given by where and xi is as before the residue modulo mi.
The formula for the MRC can be expressed as
where 0 This correspondence describes an alternative method for the conversion of an RNS number X into natural integers which is based on the solution of the following Diophantine equations without invoking Fermat's theorem:
where all the y i , mi, and xi are either zero or positive integers.
Again, X E ( 0 , M,) with M , = n;==, mi. Equation Each subsequent iteration of these equations reduces the number of unknowns by one, and a total of (n -1) iterations is required to obtain all coefficients needed to solve for X by substitution. To combine (6) and (8) as well as (7) and (9) 
