Abstract. Assume that X, Y are continuous-path martingales taking values in R ν , ν ≥ 1, such that Y is differentially subordinate to X. The paper contains the proof of the maximal inequality sup
Introduction
Let (Ω, F , P) be a complete probability space, filtered by a nondecreasing rightcontinuous family (F t ) t≥0 of sub-σ-fields of F . In addition, we assume that F 0 contains all the events of probability 0. Let X, Y be two adapted martingales, taking values in R ν (where ν is a fixed positive integer) with norm |·| and scalar product ·, · .
As usual, we assume that paths of the processes are right-continuous, with limits from the left. The symbol [X, X] will stand for the quadratic covariance process of X, given by [X, X] = Throughout the paper we assume that the process Y is differentially subordinate to X. This concept was originally introduced by Burkholder [3] in the discrete-time case: a martingale g = (g n ) n≥0 is differentially subordinate to f = (f n ) n≥0 , if for any n ≥ 0 we have |dg n | ≤ |df n |. Here df = (df n ) n≥0 , dg = (dg n ) n≥0 are the difference sequences of f and g, respectively, given by the equations f n = n k=0 df k and g n = n k=0 dg k , n = 0, 1, 2, . . . .
This domination was extended to the continuous-time setting by Bañuelos and Wang [2] and Wang [16] . We say that Y is differentially subordinate to X, if the process ([X, X] t − [Y, Y ] t ) t≥0 is nondecreasing and nonnegative as a function of t. If we treat given discrete-time martingales f , g as continuous-time processes (via X t = f ⌊t⌋ and Y t = g ⌊t⌋ , t ≥ 0), we see this domination is consistent with the original definition of Burkholder.
To illustrate this notion, consider the following example. Suppose that X is an R ν -valued martingale, H is a predictable process taking values in the interval [−1, 1] and let Y be given as the stochastic integral Y t = H 0 X 0 + t 0+ H s dX s , t ≥ 0. Then Y is differentially subordinate to X: we have
Another example for stochastic integrals, which plays an important role in applications (see e.g. [1] , [2] , [8] ), is the following. Suppose that B is a Brownian motion in R ν and H, K are predictable processes taking values in the matrices of dimensions m × ν and n × ν, respectively. For any t ≥ 0, define
H s · dB s and
If the Hilbert-Schmidt norms of H and K satisfy ||K t || HS ≤ ||H t || HS for all t > 0, then Y is differentially subordinate to X: this follows from the identity
The differential subordination implies many interesting inequalities comparing the sizes of X and Y . A celebrated result of Burkholder gives the following information on the L p -norms ||X|| p = sup t≥0 ||X t || p , ||Y || p = sup t≥0 ||Y t || p (see [3] , [4] , [5] and [16] ). Theorem 1.1. Suppose that X, Y are Hilbert-space-valued martingales such that Y is differentially subordinate to X. Then
where p * = max{p, p/(p − 1)}. The constant is the best possible, even if H = R.
For p = 1, the above moment inequality does not hold with any finite constant, but we have the corresponding weak-type and logarithmic estimates; see [3] , [10] and [15] . These bounds above have found numerous applications in many areas of mathematics (consult, for instance, [1] , [2] , [8] and [9] ). There is a general method, invented by Burkholder, which enables one not only to establish various estimates of this type, but is also very efficient in determining the optimal constants in such inequalities. The technique rests on the construction of an appropriate special function (usually, quite complicated) and a careful use of its properties. See the survey [5] for the detailed description of the technique in the discrete-time setting and consult Wang [16] for the modification in the continuous case.
There is another, very interesting direction in which the results can be extended. In [6] Burkholder modified his technique so that it could be used to study maximal inequalities for stochastic integrals. As an application, he proved the following result, which can be regarded as a version of (1.1) for p = 1. The precise description of the above constant involves an analysis of a complicated system of ODE's. For the details, we refer the reader to [11] .
We would like to point out here that both theorems above are valid for real-valued martingales X, Y such that Y is differentially subordinate to X. However, this is no longer true when X, Y are assumed to take values in R 2 (cf. [13] ).
We will be interested in the sharp version of Theorem 1.3 for continuous-path martingales. In general, the best constants in non-maximal inequalities for differentially subordinated martingales do not change when we pass to this more restrictive setting. See e.g. Section 15 in [3] for the justification of this phenomenon. However, if we study the maximal estimates, the best constants may be different: for example, the passage to continuous-time martingales reduces the constant γ in (1.2) to √ 2 (see [12] ).
Our main result can be stated as follows. and the constant is the best possible.
In fact, the constant 2 is optimal even in the one-dimensional setting of stochastic integrals. More precisely, we will prove that for any κ < 2 there is a stopped Brownian motion X in R and a predictable process H with values in {−1, 1} such that the stochastic integral
The paper is organized as follows. Our approach exploits Burkholder's method; in the next section we introduce the special function corresponding to (1.3), and in Section 3 we complete the proof of this estimate. Section 4 concerns the optimality of the constant 2, and in the final part of the paper we sketch some steps which lead to the discovery of the special function.
A special function
A key role in the proof of Theorem 1.4 is played by a special function U defined on the set
To introduce this function, we distinguish the subdomains
Lemma 2.1. The function U enjoys the following properties.
(i) It is continuous on D. Furthermore, for a fixed w and z, the function
(ii) For any (x, y, z, w) ∈ D we have the majorization
(iii) For any w, z > 0 satisfying w = z and any x, y ∈ R ν such that |x| < z we
Proof. (i) This is straightforward and reduced to a tedious verification that the appropriate limits of U and its partial derivatives match at the common boundaries of
We leave the details to the reader.
(ii) If (x, y, z, w) ∈ D 1 , then we use the bounds |y| ≥ 0 and |x| ≤ z to obtain
If (x, y, z, w) lies in D 2 , then the majorization follows immediately from the obvious estimate
Finally, for (x, y, z, w) ∈ D 4 it suffices to apply the inequalities (|y| − w + z) 2 ≥ 0 and |x| ≤ z to get the assertion.
(iii) It is easy to check that the assumptions on x, y, z and w imply the existence of the partial derivative U z . If (x, y, z, w) belongs to D 1 , then
is nonpositive. When (x, y, z, w) ∈ D 2 , then we derive that
Finally, when (x, y, z, w) ∈ D 4 , then
and we are done.
To prove the next property, let us introduce an auxiliary function c :
Lemma 2.2. Let x = (x, y, z, w) be a point belonging to the interior of one of the sets
Proof. If x belongs to the interior of D 1 or D 2 , the claim is evident; in fact, then both sides of (2.3) are equal. The most technical part corresponds to the domain D 3 . A little computation gives that the left-hand side of (2.3) is equal to c(x)(|k| 2 − |h| 2 ) + I + II, where
and it suffices to note that both terms above are nonpositive. Finally, if (x, y, z, w) lies in the interior of D 4 , then we rewrite the definition of U (x, y, z, w) in the form
If the term −2(w −z)|y| was absent in the numerator, then we would have equality in (2.3). However, the function (x, y) → −(w − z)|y|/z is concave on R ν × R ν , because of the inequality w > z. This yields (2.3) and completes the proof.
The final fact concerning the function U is the following.
Lemma 2.3. For any (x, y, z, w) ∈ D such that 0 < |y| ≤ |x| we have
Proof. This is straightforward: for x, y as above, we have (x, y, |x|, |y|) ∈ D 1 and hence U (x, y, |x|, |y|) = (|y|
3. Proof of (1.3)
For the reader's convenience, we have split this section into two parts. In the first part we present a slight modification of the function U , and then, in the second part, we use its properties to establish the inequality (1.3).
3.1.
A mollified function. The general idea of the proof of (1.3) is to prove that the process U (X, Y, X * , Y * ) is a supermartingale. To show this, it is natural to try to apply Itô's formula and use the inequality (2.3) together with the differential subordination to control the finite variation term. However, things are a little bit more complicated since the function U does not have the necessary smoothness and the direct application of Itô's formula is not permitted. To overcome this difficulty, we use a standard mollification argument. Pick a radial function g :
For a fixed δ > 0 and (x, y, z, w) ∈ D such that |x| > δ and w > 3δ, define
This function is of class C ∞ and inherits all the crucial properties of U . First of all, the somewhat surprising summand 2δ on the third coordinate guarantees that U δ is well-defined: we have |x + δu| ≤ |z + 2δ + δr| and hence (x + δu, y + δv, z + 2δ + δr, w − 2δ + δs) falls into the domain of U . By (2.1), we have the majorization
where in the last line we have used the fact that g is radial and has integral 1. Furthermore, we have
on the domain of U δ , which follows directly from (2.2) and integration by parts.
There is a version of this inequality for the partial derivative U w : if δ is sufficiently small, then for any (x, y, z, w) ∈ D such that |x| > 3δ and |y| = w > 3δ we have
To show this, we use integration by parts to get 
where c δ is a nonnegative function given by
c(x + δu, y + δv, z + 2δ + δr, w − 2δ + δs)g(u, v, r, s) dudvdrds.
Equipped with the function U δ , we turn to the assertion of Theorem 1.4.
3.2. Proof of (1.3). With no loss of generality we may and do assume that ||X * || 1 is finite, since otherwise there is nothing to prove. Furthermore, we may restrict ourselves to the setting in which X and Y are bounded away from 0. Indeed, if this is not the case, then we fix a small positive number a and consider the R ν+1 -valued martingalesX,Ȳ given byX t = (X t , a)Ȳ t = (Y t , a) for t ≥ 0. These new processes are bounded away from 0 and inherit the differential subordination. Having proved (1.3) forX andȲ , we let a → 0 and obtain the desired estimate for the initial pair. Thus, from now on, we assume that inf t≥0 |X t | and inf t≥0 |Y t | are larger than a certain deterministic constant ε > 0. Fix a large positive integer N and consider the stopping time τ N = inf{t ≥ 0 :
, and apply Itô's formula (cf. Revuz and Yor [14] ) to U δ composed with the process Z = (X, Y, X * , Y * ) to get
where
Let us analyze the terms I 1 -I 3 . We have EI 1 = 0, since both the stochastic integrals are martingales. Next, I 2 ≤ 0: by (3.2), we have U z (Z s ) ≤ 0 and hence the first integral in I 2 is nonpositive. Furthermore, for any ω ∈ Ω, the second summand in I 2 is the Lebesgue-Stieltjes integral of U δ w (Z s (ω)) with respect to the continuous nondecreasing function s → Y * s (ω). Clearly, the support of the measure generated by this function is supported on the set {s : |Y s (ω)| = Y * s (ω)}, on which the integrand is nonpositive (see (3.3) ). This shows that the second integral, and hence the whole I 2 , is nonpositive. To deal with I 3 , fix 0 ≤ s 0 < s 1 ≤ t. For any ℓ ≥ 0, let (η 
where the last inequality is due to the differential subordination. Thus I 3 ≤ 0, using a standard approximation of integrals by discrete sums. Plugging all the above facts into (3.5) and taking expectation of both sides, we obtain
An application of (3.1) gives
By the continuity of U , if we let δ → 0, then
, which is nonpositive (see (2.4)). Therefore, by Lebesgue's dominated convergence theorem,
Finally, letting N go to infinity yields (1.3), in light of Lebesgue's monotone convergence theorem.
Sharpness
Now we will construct an appropriate example to show that the constant 2 is optimal in (1.3) . The construction consists of two steps. Let K be a large even integer and assume that B is a standard one-dimensional Brownian motion starting from 1.
Step 1. Introduce a nondecreasing sequence (τ n ) K n=0 of stopping times given by τ 0 ≡ 0 and, inductively, τ n+1 = inf t ≥ τ n : B t ∈ {0, n + 2} , n = 0, 1, 2, . . . , K − 1.
Define X and Y by
We see that (X, Y ) starts from the point (1, 0) and moves along the line segment of slope 1, joining the points (0, −1) and (2, 1 Step 2. Define another nondecreasing sequence (σ n ) n≥0 of stopping times, given by σ 0 ≡ τ K and, by induction,
for n = 0, 1, 2, . . .. Clearly, (σ n ) n≥0 converges almost surely to σ = inf{t ≥ τ K : |B t | ≥ |Y τK |}, which is finite with probability 1. For t > τ K , put X t = B σ∧t and
The understand what happens during the second stage, observe first that the process (X, Y ) does not evolve at all when X τK = 1 + K: indeed, then we have Calculation. We start with some observations which follow from the above construction. First, X is a stopped Brownian motion, Y is an integral with respect to X, of a predictable process with values in {−1, 1} and both these martingales are uniformly integrable. Second, we have
Next, a closer look at the second stage shows that the process Y does not change its sign on the interval [τ K , ∞), so E |Y σ | F τK = |Y τK | by the martingale property. Finally, if Y τK = 0, then
which combined with the preceding observation yields
However, on {Y τK =0 } we have |Y τK | ≥ X * τK − 1 (see the last line in the description of Step 1) and hence
Now, directly from the elementary properties of Brownian motion, we deduce that
and hence
. Plugging these identities into (4.2) and applying (4.1) yields
, which can be made arbitrarily close to 2 by taking sufficiently large K. This proves the desired sharpness.
On the search of the suitable function
Let us sketch some steps which led to the right choice of the optimal constant 2, and the right guess of the special function U used in the proof of (1.3). We would like to stress here that the reasoning we present is informal and rests on several intuitive assumptions. For the sake of clarity, we have split this section into three parts.
5.1. Assumptions. Suppose that β is the best constant in the inequality
where (X, Y ) runs over the class of all pairs of continuous-path real-valued martingales such that Y is differentially subordinate to X. Of course, this is equivalent to saying that for such (X, Y ) we have
where V (x, y, z, w) = w − βz. The general idea of Burkholder's method is to find a function U , defined on the set {(x, y, z, w) ∈ R×R×[0, ∞)×[0, ∞) : |x| ≤ z, |y| ≤ w} and satisfying the following two conditions: first,
and second, that for all X, Y as above,
Clearly, the existence of such U yields the desired bound: indeed, then
How to find the right function? To avoid technical problems, we assume that U is of class C 2 . The first observation is that the function V is homogeneous of order 1 and satisfies V (±x, ±y, z, w) = V (x, y, z, w); it is reasonable to expect that U also should have these properties. Thus, the problem of finding U is reduced to that of finding (x, y, w) → U (x, y, 1, w), 0 ≤ x ≤ 1, 0 ≤ y ≤ w. The next step is to look at (5.2). In contrast with (5.1), which is of nice analytic form, this condition is more difficult to capture and thus it is plausible to replace it with possibly weaker set of pointwise estimates. A glimpse at the proof of (1.3) above suggests to impose the following requirements. First, for any x, y, z, w such that |x| ≤ z, |y| ≤ w,
The second assumption is the existence of a nonnegative function c such that for all x = (x, y, z, w) and all h, k ∈ R,
This is just the one-dimensional version of (2.3). If we apply it with z = 1 and h = ±k, we obtain the following consequence: for any fixed w, the function (x, y) → U (x, y, 1, w) is concave along any line segment of slope ±1 contained in the rectangle
Such concavity is a typical property of Burkholder's functions (see the survey [5] ); actually, much more can be said. Namely, usually for most (x, y) there is a (small) line segment of slope 1 or −1, passing through (x, y), such that the corresponding restriction is linear. Motivated by the properties of the special function constructed in [11] (where Theorem 1.3 was proved), we assume that (x, y) → U (x, y, 1, w) is linear along the line segments of slope −1
The next step is to look at the set D = {(x, y, z, w) : U (x, y, z, w) = V (x, y, z, w)}. Since β is the best constant in the maximal inequality, there is t ≥ 0 and a pair (X, Y ) of differentially subordinate martingales for which ||Y * t || 1 and β||X * t || 1 are almost equal. This, in view of (5.3), leads to the natural conjecture that the set D is nonempty (we expect to have "almost" equality throughout in (5.3), which combined with (5.1) enforces
with overwhelming probability). What can be said about the structure of D? No point of the form (x, y, 1, |y|) can belong to it: otherwise, we exploit (5.4) and find, for any ε > 0, a number w > |y| such that U (x, y, 1, w) ≤ U (x, y, 1, |y|) + ε(w − |y|) = |y| − β + ε(w − |y|) < w − β, a contradiction with (5.1). Furthermore, D cannot contain any point of the form (x, y, 1, w) with |x| < 1 and |y| < w. Indeed, otherwise, by (5.1) and the aforementioned concavity of U along the line segments of slope ±1 (combined with the fact that V is constant along these segments) we would obtain that the whole rectangle [−1, 1] × [−|y|, |y|] × {1} × {|y|} would belong to D. In particular, the point (x, y, 1, |y|) would lie in D, which is impossible, as we have shown above. Therefore, the set D can only contain the points of the form (x, y, |x|, w) with |y| < w. The crucial assumption, coming from experimentation, is as follows: By (5.6), this is equivalent to
Since U satisfies the symmetry condition U (x, y, z, w) = U (−x, y, z, w) (this is one of the assumptions), we get U x (0, y, 1, w) = 0 and hence, for 1 ≤ y ≤ w we have A y (y, w) − A(y, w) + w − β = 0. This differential equation can be easily solved: we get that
for some function C to be found. An application of (5.7) yields C ′ (w)e w + 1 = 0, so C(w) = e −w + K for some constant K, and hence (5.8) gives
In particular, we have U (0, w, 1, w) = 1 + Ke w + w − β, so K ≥ 0, since otherwise (5.1) is violated for large w. On the other hand, we derive that U z (1, w − 1, 1, w) = 1 + Ke w − β, which implies K ≤ 0, since otherwise (5.4) does not hold for large w.
Thus K = 0, and on D 3 the function U is given by U (x, y, z, w) = (z − |x|) exp |x| + |y| − w z + w − βz. Now we will derive the formula for U on D 2 . For x ∈ [0, 1], define B(x, w) = U (x, 0, 1, w). Pick x, y ≥ 0 with x + y ≤ 1 and apply (5.5) to get that U (x, y, 1, w) = x x + y B(x + y, w) + y x + y A(x + y, w).
By the symmetry condition U (±x, ±y, 1, w) = U (x, y, 1, w), we have U x (0, y, 1, w) = U y (x, 0, 1, w) = 0, which gives the following system of partial differential equations: It is straightforward to solve this: we get A(y, w) = γy 2 + α/2 for some constant γ. Since A is of class C 1 , comparing this formula with (5.9) yields A(1, w) = γ + α 2 = e 1−w + w − β, A y (1, w) = 2γ = e 1−w . We guess that this formula holds true for all (x, y, z, w) ∈ D 1 . Then for w < 1 we have U z (1, 0, 1, w) = 2 − β and hence (5.4) implies β ≥ 2. Assuming equality, we obtain the function which coincides with the special function of Section 2 on the sets D 1 , D 2 and D 3 . Finally, to get the formula on D 4 , the author experimented with the expression of the form (y − F (w, z)) 2 − x 2 − κ 1 z 2 κ 2 z + w − 2z, with the function F and the parameters κ 1 , κ 2 to be found. Expressions of this type appear in many Burkholder's functions (see [11] , [12] and [13] ); actually, the formulas on D 1 and D 2 are also of similar type. The unknown parameters can be derived from the fact that U is of class C 1 ; the luck is with us, we are led precisely to the right formula.
This completes the search.
