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Abstract
In this paper we study the theory of translating solitons of the mean curvature
flow of immersed surfaces in the product space H2 × R. We relate this theory
to the one of manifolds with density, and exploit this relation by regarding these
translating solitons as minimal surfaces in a conformal metric space. Explicit ex-
amples of these surfaces are constructed, and we study the asymptotic behavior of
the existing rotationally symmetric examples. Finally, we prove some uniqueness
and non-existence theorems.
1 Introduction
Let M be an orientable, immersed surface in the product space H2×R. We will say
that M is a translating soliton if the mean curvature HM of M satisfies at each p ∈M
HM(p)ηp = ∂
⊥
z . (1.1)
Here, (·)⊥ denotes the normal component, ∂z is the unit vertical Killing vector field in
H2×R and η is a unit normal vector field defined on M . Throughout this paper we will
denote by 〈·, ·〉 = gH2 + dz2 to the product metric in H2 × R; here gH2 is the metric in
H2 of constant curvature −1. Notice that the above equation can be rewritten as
HM(p) = 〈ηp, ∂z〉, (1.2)
where the scalar quantity 〈η, ∂z〉 is the angle function of the surface M computed with
respect to η and the e3 direction, and will be denoted by ν(p) := 〈ηp, ∂z〉 for all p ∈M .
Mathematics Subject Classification: 53A10, 53C42
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Our objective in this paper is to take as a starting point the well studied theory of
translating solitons of the mean curvature flow (MCF for short) in the Euclidean space
R3, and use some of the known examples of translating solitons in H2 × R to obtain
uniqueness and non-existence theorems, see [6, 10, 11, 12, 16, 17, 21, 22] for relevant
works regarding translating solitons of the MCF in R3. First, recall some basic notions
about the MCF in R3. Let ψ : M → R3 be an immersion of an orientable surface M in
the Euclidean space R3. Define by ψt(·) = ψ(·, t) : M × [0, T )→ R3 a smooth variation
of M , where T > 0. We say that the variation ψt evolves by MCF if(
∂ψt
∂t
(p, t)
)⊥
= Ht(ψt(p))(ηt)ψt(p), ∀p ∈M, t ∈ [0, T ), (1.3)
where ηt : Mt → R3 is a unit normal vector field of Mt = ψt(M) and Ht is the mean
curvature of the surface Mt computed with respect to ηt. A surface M in R3 is a
translating soliton of the MCF if it is a solution of Equation (1.3) for the particular
variation given by Euclidean translations ψt(p) = ψ(p) + tv, where v ∈ R3 is a fixed
vector named the translating vector. As a matter of fact, ηt = η and Ht = HM , and
thus Equation (1.3) reduces to
HM(p) = 〈ηp, v〉. (1.4)
In [11] the authors proved that translating solitons in R3 appear in the singularity
theory of the MCF as the equation of the limit flow by a proper blow-up procedure near
type II singular points. Since R3 is isotropic and no direction at all is in some sense
privileged, after an Euclidean change of coordinates which leaves the problem invariant
we may suppose that v is the vertical vector e3. Equation (1.4) shows us that translating
solitons of the MCF in R3 can be seen as a prescribed curvature problem, only involving
the measurement of the angle that makes a unit normal field defined on the surface with
a unit Killing vector field in the space.
Among the most recognized examples of translating solitons in R3, the ones invariant
under the SO(2) action of rotations around a fixed axis parallel to the direction of the
flow have special interest in themselves. The complete, rotational translating solitons
are classified as follows: there exists a complete, strictly convex translating soliton which
is an entire graph over R2, called the bowl soliton; and there exists a 1-parameter family
of properly embedded annuli called the translating catenoids or wing-like solitons, see
[1, 6, 17, 22] for relevant works regarding asymptotic behavior at infinity as well as
characterizations of these examples. Concretely, in [6] the authors proved that the bowl
soliton and the translating catenoids are asymptotic at infinity when expressed as graphs
outside a compact set.
In recent years, the space H2×R has been considered as a major framework to extend
the classical theory of minimal surfaces and non-vanishing constant mean curvature
surfaces in the Euclidean space R3. Many geometers have focused on this space in the
last years, developing a fruitful theory of immersed surfaces in H2 × R. See [18, 19] for
some remarkable works regarding this space.
The structure of this paper is the following: in Section 2, we will study the first
properties of translating solitons in H2 ×R, taking as main motivation the well studied
2
theory of translating solitons of the MCF in R3. We introduce the two models of
the space H2 × R that we are going to work with. In Theorem 2.1 we characterize
translating solitons in H2×R as minimal surfaces in a conformal space, and in a density
space. In particular, we show that these solitons are critical points for the weighted area
functional, as introduced by Gromov in [8]. This point of view of translating solitons as
minimal surfaces allows us to prove the tangency principle in Theorem 2.2, and to solve
the Dirichlet problem in Proposition 2.3.
The simplest examples of surfaces to study are those invariant under the 1-parameter
action of isometries of H2 × R. In Section 3, the considered uniparametric group of
isometries are rotations around a vertical axis, and the examples arising are quite similar
to the ones in the translating solitons of the MCF theory. These rotationally symmetric
examples were constructed by E. Kocakusakli, M. A. Lawn and M. Ortega, see [13, 14] in
the semi-Riemannian setting, and in particular in the spaces Hn×R. Here we will prove
the existence of such examples by using a phase space analysis in same fashion as in [3],
where the authors studied immersed surfaces in R3 whose mean curvature is given as a
prescribed function in the sphere S2 depending on its Gauss map. The main idea is that
the ODE satisfied by the coordinates of the generating curve of a rotationally symmetric
translating soliton, can be expressed as a first order autonomous system. With these
tools, in Section 3.1 we prove the existence of the bowl soliton, and in Section 3.2 we
prove the existence of the translating catenoids, also called wing-like examples. Both the
bowl soliton and the family of translating catenoids are the analogous to the rotationally
symmetric translating solitons of the MCF in R3.
In Section 4, motivated by the graphical computations of the rotationally symmet-
ric solitons, we study the behavior at infinity of the bowl soliton and the translating
catenoids. In Lemma 4.1 we will obtain the behavior that a rotational, graphical trans-
lating soliton has when approaching to infinity. In particular, the bowl soliton and the
ends of each translating catenoid have the same asymptotic behavior when expressed as
graphs outside a compact set.
Lastly, in Section 5 we use the examples defined in Section 2, their asymptotic
behavior at infinity exposed in Section 4, and Theorem 2.2 to prove some uniqueness
and non-existence theorems. Most of the theorems obtained in this Section, motivated by
the thesis manuscript in [20], are proved by comparing with a proper translating soliton
of the previously introduced, and then invoking Theorem 2.2 in order to arrive to a
contradiction. The main result here is Theorem 5.2, where we prove that an immersed
translating soliton with finite topology and one end which is C1-asymptotic to the bowl
soliton has to be a vertical translation of the bowl. This similar characterization of the
bowl soliton of the MCF in R3 was first obtained in [17].
Acknowledgements The author is grateful to the referee for helpful comments that
highly improved the final version of the paper.
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2 Preliminaries on translating solitons in the prod-
uct space H2 × R
Throughout this paper we will use two models of the hyperbolic plane H2:
• Let L3 denote the usual Lorentz-Minkowski flat space with global coordinates
(x1, x2, x3) and endowed with the metric dx
2
1 + dx
2
2 − dx23. The hyperbolic plane
can be regarded as the hypercuadric defined as
H2 = {(x1, x2, x3) ∈ L3; x21 + x22 − x23 = −1, x3 > 0},
endowed with the restriction of the ambient metric.
• Consider the disk D = {(x1, x2) ∈ R2; x21 + x22 < 1} endowed with the metric
ds2 = λ2(dx21 + dx
2
2), where
λ =
2
1− x21 − x22
. (2.1)
Then, the space (D, ds2) is isometric to H2 and its known as the Poincare` disk
model of H2. In this model we have global coordinates (x1, x2, z), where (x1, x2) ∈
D and z ∈ R, and a global orthonormal frame given by
E1 =
1
λ
∂x1 , E2 =
1
λ
∂x2 , E3 = ∂z.
The product space H2 × R is defined as the Riemannian product of the hyperbolic
plane H2 and the real line R, endowed with the usual product metric which we will
denote by 〈·, ·〉.
In the space H2×R there are defined the two usual projections pi1 : H2×R→ H2 and
pi2 : H2 × R→ R. The height function of H2 × R is defined to be the second projection
pi2, and is commonly denoted as h(p) := pi2(p) for all p ∈ H2 × R. The gradient of the
height function is a vertical, unit Killing vector field and is commonly denoted in the
literature by ∂z.
Let us point out two key properties that translating solitons in R3 satisfy. One of
the main tools in this theory is the fact that they can be regarded as minimal surfaces
in the conformal space
(
R3, ex3geuc
)
, where x3 stands for the third coordinate of a point
and geuc is the usual Euclidean metric. The conformal metric e
x3geuc is known in the
literature as the Ilmanen metric, see [12] for more details. Consequently, every translator
in R3 is a minimal surface in
(
R3, ex3geuc
)
and vice versa.
The theory of translating solitons in the Euclidean space is also related with the
one of manifolds with density as follows: Let (N , g, φ) be a manifold with a density
function φ ∈ C∞(N ). For manifolds with density, Gromov [8] defined the weighted
mean curvature of an oriented hypersurface M ⊂ (N , g, φ) by
Hφ := HM − g(∇φ, η), (2.2)
4
where HM is the mean curvature of M in (N , g), η is a unit normal vector field along
M and ∇ is the gradient computed in the ambient space (N , g), see also [4].
For the particular case when we consider the weighted space
(
R3, geuc, x3
)
, from (2.2)
we obtain
Hx3 = H − geuc(η,∇x3) = H − geuc(η, e3).
Thus, an immersed surface in R3 is a translating soliton if and only if it is a minimal
surface in R3 measured with the density x3.
The next theorem proves that the translating solitons in H2×R inherits these same
properties.
Theorem 2.1 Let M be an immersed surface in H2 × R. Then, are equivalent:
1. The surface M is a translating soliton in H2 × R.
2. The surface M is minimal in the conformal space
(
H2 × R, eh〈·, ·〉).
3. The surface M is weighted minimal in the density space
(
H2 × R, 〈·, ·〉, h).
Proof: 1.⇐⇒ 2. A wide-known formula states that given a three dimensional Rieman-
nian manifold (N , g) and a conformal metric g = e2φg, where φ is a smooth function
on N , the mean curvatures HM and HM of M with respect to the metrics g and g
respectively, are related by the formula
HM = e
−φ(HM − 2g(∇φ, η)),
where ∇ is the gradient operator with respect to the metric g.
In our situation, the conformal factor is just the exponential of the height function
h. As the gradient of the height function in H2×R is no other than the vertical Killing
vector field ∂z, we obtain
HM = e
−h/2(HM − 〈∂z, η)〉) = e−h/2(HM − ν).
Thus, M is a translating soliton if and only if the mean curvature HM vanishes identi-
cally, proving the equivalence between the first items.
1.⇐⇒ 3. From Equation (2.2) for the density space (H2 × R, 〈·, ·〉, h), we obtain
Hh = HM − 〈∂z, η〉 = HM − ν.
This proves that M is a translating soliton in (H2×R, 〈·, ·〉) if and only if M is weighted
minimal in
(
H2 × R, 〈·, ·〉, h). 2
The importance of Item 3 in the previous theorem is that translating solitons can be
characterized as critical points of the weighted area functional in the following way: Let
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(N , g, φ) a density manifold. For a measurable subset Ω ⊂ N with boundary M = ∂Ω
and inward unit normal η, we can define the weighted area of M as
Aφ(M) =
∫
M
eφdvM ,
where dvM stands for the area element with respect to the metric g. Consider a com-
pactly supported variation {Ψt} of a immersed surface M with Ψ′(0) = V + ωη, where
V is a tangent vector field along M and ω is a smooth function with compact support
on M . By Bayle’s variational formula in [2], we have
d
dt
∣∣∣∣
t=0
Aφ(Ψt(M)) =
∫
M
Hφωe
φdvM ,
and thus weighted minimal surfaces in density spaces are critical points of the weighted
area functional.
In particular, Item 3 in Theorem 2.1 ensures us that translating solitons are
critical points for the weighted area functional under compactly supported
variations.
The minimality of a translating soliton in the conformal space (H2 × R, eh〈·, ·〉)
given by Item 2 in Theorem 2.1 allows us to formulate the tangency principle, which
resembles us to the case of minimal surfaces in R3 and is just a consequence of the
maximum principle for elliptic PDE’s due to Hopf.
Theorem 2.2 (Tangency principle) Let M1 and M2 be two connected translating
solitons in H2 ×R with possibly non-empty boundaries ∂M1, ∂M2. Suppose that one of
the following statements holds
• There exists p ∈ int(M1) ∩ int(M2) with (η1)p = (η2)p, where ηi : Mi → S2 is the
unit normal of Mi, respectively.
• There exists p ∈ ∂M1 ∩ ∂M2 with (η1)p = (η2)p and (ξ1)p = (ξ2)p, where ξi is the
interior unit conormal of ∂Mi.
Assume that M1 lies locally around p at one side of M2. Then, in either situation,
both surfaces agree in a neighbourhood of p. Moreover, if both surfaces Mi are complete,
then M1 = M2.
We also focus our attention on solving the Dirichlet problem for graphical translating
solitons. The next result is a consequence of Theorem 1.1 in [5], and gives conditions
for the existence of graphical translating solitons in H2 × R.
Proposition 2.3 Let Ω ⊂ H2 be a bounded C2 domain with C2,α boundary, and consider
ϕ ∈ C2,α(∂Ω) for α ∈ (0, 1). Suppose that H∂Ω ≥ 2, where H∂Ω stands for the inward
curvature of ∂Ω. Then, the Dirichlet problem 2HM =
2√
1 + |∇u|2 = div
(
∇u√
1 + |∇u|2
)
in Ω
u = ϕ on ∂Ω
(2.3)
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has a unique solution u ∈ C2,α(Ω).
Proof: We will check that our hypothesis agree with the hypothesis in Theorem 1.1
in [5], which is formulated in a more general setting; there, Ω is an open subset of a
complete, non-compact manifold M , and Equation (2.3) has the expression
div
(
∇u√
1 + |∇u|2
)
= 〈∇f, η〉,
where η is the unit normal of the graph, f is a smooth function defined in the product
manifold M × R, and ∇ is the gradient operator computed with respect the product
metric. In our setting, the function f defined on H2 × R is just f(p) = 2h(p), where h
denotes as usual the height function of a point p ∈ H2 × R, and thus ∇f = 2∂z. In the
same spirit as in Theorem 1.1, we define F = sup
Ω×R
|∇f |. In our particular case, F = 2.
Now, for applying Theorem 1.1, three conditions must hold:
1. F <∞, which is trivial in our case.
2. RicΩ ≥ −F . In our case, Ω ⊂ H2, which has constant curvature equal to −1. The
Ricci curvature of the hyperbolic plane is equal to −2, and thus this result also
holds trivially.
3. H∂Ω ≥ F . This is just the hypothesis stated at the formulation of Proposition 2.3.
In this situation, Theorem 1.1 in [5] ensures that there exists a function u ∈ C2,α(Ω),
such that the graph defined by u solves Equation (2.3). This completes the proof of
Proposition 2.3. 2
To end this section, we will give the first examples of solutions of Equation (1.1),
which are minimal surfaces of H2×R. If a translating soliton is also a minimal surface,
then the translating vector ∂z that defines the movement of the translating soliton must
satisfy
∂⊥z = HM(p)ηp = 0, (2.4)
that is, ∂z has to be tangential to the translator M at each p ∈ M . This happens for
vertical planes γ×R, where γ ⊂ H2 is a geodesic, which are minimal surfaces of H2×R
everywhere tangential to ∂z, and thus translating solitons.
3 Rotationally symmetric translating solitons
This section is devoted to the study of translating solitons which are invariant under
the isometric SO(2)-action of rotations around a vertical axis. These examples were
already obtained in [13, 14] for translating solitons immersed in semi-Riemannian man-
ifolds. An alternative proof will be given in this paper, and the existence, uniqueness
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and properties of these rotationally symmetric translators will be analysed by means of
a phase space study, inspired by the ideas developed in Section 3 in [3].
Throughout this section, the model used for the space H2 will be the
Lorentz-Minkowski hyperboloid in L3.
After an ambient translation, we may suppose that the vertical axis is the one passing
through the origin. Let α(t) = (sinh r(t), 0, cosh r(t), w(t)), t ∈ I ⊂ R be an arc-length
parametrized curve in the space H2×R. In this situation, we can make α rotate around
the vertical axis passing through the origin under the isometric SO(2)-action of a circle
φ(s) = (cos s, sin s). Bearing this in mind, the parametrization given by
ψ(t, θ) = (sinh r(t) cos θ, sinh r(t) sin θ, cosh r(t), w(t)) (3.1)
generates an immersed surface M , rotationally symmetric with respect to the vertical
axis passing through the origin. With this parametrization the angle function is given,
up to a change of the orientation, by ν(ψ(t, θ)) = r′(t). The principal curvatures of M
at each ψ(t, s) are given by
κ1 = κα = r
′(t)w′′(t)− r′′(t)w′(t), κ2 = w′(t) coth r(t), (3.2)
where κα is the geodesic curvature of α(t). The mean curvature of a rotationally sym-
metric surface in H2 × R has the expression
2HM = r
′(t)w′′(t)− r′′(t)w′(t) + w′(t) coth r(t).
By hypothesis, M is a translating soliton and thus HM(ψ(t, θ)) = r
′(t). This implies that
the coordinates r(t), w(t) of an arc-length parametrized curve, generating a rotationally
symmetric translating soliton given by Equation (3.1), satisfy the system
r′(t) = cos θ(t)
w′(t) = sin θ(t)
θ′(t) = 2 cos θ(t)− sin θ(t) coth r(t).
(3.3)
From now on, we will suppress the dependence of the variable t and just write r ≡ r(t),
and so on. The arc-length parametrized condition r′2 +w′2 = 1 implies that the function
r is a solution of the autonomous second order ODE
r′′ = (1− r′2) coth r − 2εr′
√
1− r′2, ε = sign(w′), (3.4)
on every subinterval J ⊂ I where w′ 6= 0.
The change r′ = y transforms (3.4) into the first order autonomous system(
r′
y′
)
=
(
y
(1− y2) coth r − 2εy√1− y2
)
= F (r, y). (3.5)
We define the phase space of (3.5) as the half-strip Θε := (0,∞) × (−1, 1), with
coordinates (r, y) denoting, respectively, the distance to the rotation axis and the angle
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function. It will be also useful to define the sets Θ+ε := (Θε ∩ {y > 0}) and Θ−ε :=
(Θε ∩ {y < 0}). The equilibrium points, if they exist, correspond to points at constant
distance to the axis of rotation. They can be characterized by the fact that F (r0, y0) = 0.
In this case no equilibrium points exist, and thus there are no translating solitons that
can be considered as rotational vertical cylinders.
A straightforward consequence of the uniqueness of the Cauchy problem is that the
orbits γ(t) := (r(t), y(t)) are a foliation by regular proper C2 curves of Θε. This
properness condition will be applied throughout this paper, and should be interpreted
as follows: any orbit γ(t) cannot have as endpoint a finite point of the form (x0, y0)
with x0 6= 0 and y0 6= ±1, since at these points Equation (3.5) has local existence and
uniqueness, and thus any orbit around a point (x0, y0) can be extended.
This properness condition implies that any orbit γ(t) is a maximal curve inside Θε
which has its endpoints at the boundary Θε = {0} × {1,−1}.
The points in Θε where y
′ = 0 are those lying at the horizontal graph
r = Γε(y) = arctanh
(√
1− y2
2εy
)
. (3.6)
We will denote by Γε the intersection Θε∩Γε(y). It is immediate to observe that the
values t ∈ J where the profile curve α has vanishing geodesic curvature are those where
y′ = 0, i.e. the points where (r(t), y(t)) ∈ Γε.
Notice that, as the function arctanh is defined only for values lying in the interval
(−1, 1), Γε(y) is only defined for values y satisfying the bound
−1 <
√
1− y2
2y
< 1⇐⇒ |y| > 1√
5
.
That is, the curve Γε has an asymptote at the lines y = ±1/
√
5. As Γε only appears at
Θε when εy ≥ 0, then for ε = 1 (resp. ε = −1) Γ1 only appears at Θ1 for y ∈ (1/
√
5, 1]
(resp. only appears at Θ−1 for y ∈ [−1,−1/
√
5)). This implies that Γε and the axis y = 0
divide Θε into three connected components where both r
′ and y′ are monotonous and
α has non-vanishing geodesic curvature. It will be useful for the sake of clarity to name
each of these monotonicity regions : we define Θ+ε = Θε∩{y > 0} and Θ−ε = Θε∩{y < 0}.
When ε = 1, then Γ1 is contained entirely in Θ
+
1 . We define
Λ−1 =
(
Θ+1 ∩ {y ≤ 1/
√
5}) ∪ {(r, y); y > 1/√5, r < Γ1(y)},
Λ+1 = {(r, y); y > 1/
√
5, r > Γ1(y)}.
(3.7)
which are, along with Θ−1 the three monotonicity regions in Θ1, see Fig. 1, left. Likewise,
if ε = −1 then Γ−1 is contained in Θ−−1. Now we define
Λ−−1 =
(
Θ−−1 ∩ {y ≥ 1/
√
5}) ∪ {(r, y); y < −1/√5, r < Γ1(y)},
Λ+−1 = {(r, y); y < −1/
√
5, r > Γ1(y)}.
(3.8)
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In this situation the three monotonicity regions of Θ−1 are Θ+−1, Λ
−
−1 and Λ
+
−1, see Fig.
1, right.
Figure 1: Left: phase space Θ1. Right: phase space Θ−1. The monotonicity regions
described in Equation (3.7) and (3.8) are shown in each phase space.
We should emphasize that the signs of the principal curvatures given by Equation
(3.2) at each point α(t) are given by
sign(κ1) = sign(−εy′(t)), sign(κ2) = sign(ε). (3.9)
In each of these monotonicity regions we can view the orbits as functions y = y(r)
wherever possible, i.e. at points with y 6= 0, and thus we have
y
dy
dr
= (1− y2) coth r − 2εy
√
1− y2. (3.10)
In particular, in each monotonicity region the sign of yy′ is constant. As a consequence,
the signs of y0 and r0 − Γε(r0) (for y0 6= 0) determine the behavior of the orbit of (3.5)
seen as a function (r, y(r)) in each component. The possible behaviors are summarized
in the following Lemma:
Lemma 3.1 In the above setting, for any (r0, y0) ∈ Θε with y0 6= 0, the following
properties hold:
• If r0 > Γε(y0) (resp. r0 < Γε(y0)) and y0 > 0, then y(r) is strictly decreasing
(resp. increasing), at r0.
• If r0 > Γε(y0) (resp. r0 < Γε(y0)) and y0 < 0, then y(r) is strictly increasing (resp.
decreasing), at r0.
• If y0 = 0, then the orbit passing through (r0, 0) is orthogonal to the r-axis.
• If r0 = Γε(y0), then y′(r0) = 0 and y(r) has a local extremum at r0.
For any (x0, y0) ∈ Θ1ε we ensure the existence and uniqueness of the Cauchy problem
of an orbit passing through (x0, y0) that is a solution of system (3.5). However, Equation
(3.5) has a singularity at the points with x0 = 0, and thus we cannot apply the existence
10
and uniqueness of the Cauchy problem in order to guarantee the existence of an orbit
having as endpoints either (0,±1).
To overcome this difficulty we may solve the Dirichlet problem by Proposition 2.3
in order to ensure the existence of a translating soliton in H2 × R which is rotational
around the vertical axis passing through the origin and that meets this axis orthogonally
at some point.
Lemma 3.2 There exists a disk Ω ⊂ H2 centered at the origin of H2 and a function
u : Ω → R such that the surface defined by M = graph(u) is a translating soliton in
H2 ×R which is rotationally symmetric with respect to the vertical axis passing through
the origin and that meets this axis in an orthogonal way at some p ∈M .
Moreover, M is unique among all the graphical translating solitons over Ω with con-
stant Dirichlet data.
Proof: We will expose the argument for upwards-oriented graphs, since it is similar to
downwards-oriented graphs.
By Proposition 2.3, we can solve the Dirichlet problem in Equation (2.3) for upwards-
oriented graphs in a small enough disk Ω ⊂ H2 centred at the origin with constant
Dirichlet data on the boundary, obtaining a C2,α function u : Ω → R that solves
Equation (2.3).
Let us define M := graph(u). As the mean curvature HM is given by the angle
function, and it is rotationally symmetric, the translating soliton M has the same sym-
metries as the prescribed function and thus M is a rotational surface. The uniqueness
of M comes from the maximum principle, as the divergence equation is invariant up to
additive constants. 2
3.1 The bowl soliton
The following theorem proves the existence of the analogous to the bowl soliton in
R3.
Theorem 3.3 There exists an upwards-oriented, rotational translating soliton in H2×R
that is an entire, vertical graph.
Proof: According to Lemma 3.2, we ensure the existence of an upwards-oriented, rota-
tional translating soliton M , generated by rotating an arc-length parametrized curve
α(t) which is solution of (3.3). As M is upwards-oriented, then at p0 = M ∩ l, where
l is the vertical line passing through the origin, we have HM(p0) = ν(p0) = 1 > 0.
By the mean curvature comparison principle, the height function w(t) of α(t) satisfies
w′(t) > 0, for t > 0 close enough to zero, and thus the orbit γ(t) := (r(t), y(t)) starts
at the point (0, 1) in Θ1 for t > 0 small enough. Moreover, for t > 0 small enough the
curve α(t) has positive geodesic curvature, and thus the orbit γ lies in Λ+ for points
near to (0, 1) in Θ1. The monotonicity properties imply that the whole γ is contained in
Λ+ and κα(t) > 0 for all t > 0. By monotonicity and properness, we can see γ as a graph
y = f(r), for a certain f ∈ C2([0,∞)) satisfying f(0) = 1, f ′(0) = 0, f(r) > 1/√5
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and f ′(r) < 0 for all r > 0, see Fig. 2. This implies that the translating soliton M
generated by rotating α with respect to the axis l, is an entire, vertical graph in H2×R,
concluding the proof.
0.2 0.4 0.6 0.8
0.5
1.0
1.5
2.0
Figure 2: Left: the phase space with the solution corresponded to the bowl soliton
plotted in red. Right: the profile of the bowl soliton in the model D× R. Here we just
plotted a compact piece of the bowl soliton.
2
This entire graph is called the bowl soliton, and will be denoted throughout this
paper by B (see Fig. 3). The vertex is the lowest point of B, which is also the unique
point in B that intersects the axis of rotation.
Figure 3: The bowl soliton in the Poincare´ model D× R.
12
The main difference with the bowl soliton in the theory of translating solitons in R3
is that although the bowl soliton has angle function tending to zero (and thus mean
curvature tending to zero), here the bowl soliton has angle function tending to 1/
√
5,
and thus the mean curvature at infinity is non-zero. However, in the space H2 × R
no constant mean curvature spheres exist for values of the mean curvature H ≤ 1/2.
In particular, this behavior of B does not contradict the mean curvature comparison
theorem for constant mean curvatures spheres whose mean curvature approach to 1/2.
3.2 A one parameter family of immersed annuli: the translat-
ing catenoids
The following theorem proves the existence of the analogous to the wing-like catenoids
in R3.
Theorem 3.4 There exists a one parameter family of properly immersed translating
solitons, each one with the topology of an annulus. Each end of the annulus points to
the ∂z direction, and is a vertical graph outside a compact set. These examples, denoted
by {Cr}r>0, are called the translating catenoids, or wing-like solutions.
Proof: Let M be the rotational translating soliton in H2 ×R generated by the rotation
of an arc-length parametrized curve α(t) given by Equation (3.1), with initial conditions
r(0) = r0, w
′(0) = 1, for an arbitrary r0 > 0. The orbit γ = (r(t), y(t)) passing through
(r0, 0) belongs to the phase space Θ1 for t close enough to zero, i.e. ε = 1 in (3.5). In
this situation, we know that there are three monotonicity regions in Θ1. For t > 0 small
enough, γ stays in Λ−1 , and by Lemma 3.1 we can see the second coordinate of γ, y(t), as
an increasing function y(r) until γ intersects Γ1, where y(r) attains a maximum. Then,
γ lies inside Λ+1 and stays at it, and the coordinate y(t) can be seen as a decreasing
function y(r) converging to y = 1/
√
5, see Fig. 4, left. With this procedure we obtain
the first component M+, which is a graph over the exterior of the disk D(0, r0) of H2;
indeed, the only point with y′(0), i.e. with vertical tangency, occurs at t = 0. This
component has the topology of S1 × [0,∞), and S1 × {0} is just the circumference at
t = 0. The height function w(t) satisfies w′(t) > 0 for every t > 0. If we denote t0 > 0
to the instant where γ intersects Γ1, then as γ ⊂ Λ+1 for all t > t0, we conclude hat M+
is a graph outside a compact set. By properness, the height of M+ is unbounded as
t→∞.
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Figure 4: Phase space Θ1. Left, the first component plotted in red. Right, the second
component plotted in orange.
Now we decrease the parameter t from t = 0, and the orbit γ now lies in the region Θ−1
and the coordinate y(t) can be expressed a decreasing graph y(r). Now we let t decrease
until γ intersects the line y = −1 at a point (r1,−1), where r1 > r0, see Fig. 4 right.
This implies that the generating curve α(t) has a point of horizontal tangency away from
the axis of rotation. Then then the phase space changes to Θ−1, and γ starts from the
point (r1,−1) contained in Λ+−1. Decreasing again t, and by Lemma 3.1 we ensure that
the coordinate y of γ can be seen as an increasing graph y(r) that lies entirely in Λ+−1
and converges to y = −1/√5, see Fig. 5, obtaining the second component M−. Similar
arguments ensure us that M− is a graph for all t < 0, homeomorphic to S1 × [0,∞).
For t → −∞, the height function w(t) is an increasing function. Again, by properness
the height of M− is unbounded. By uniqueness of the solution of the Cauchy problem
for graphs, we can deduce that both components can be smoothly glued together along
their planar boundaries, where their unit normals agree, obtaining a complete surface
M .
Figure 5: Phase space Θ−1 for the second component M−.
These examples are the translating catenoids, also known as wing-like solutions.
They are characterized as a one parameter family of immersed annuli {Cr}r, where the
parameter r denotes the distance of each Cr to the axis of rotation. From the above
discussions, for each r0 > 0 the vertical cylinder C(0, r0) of radius r0 and centred at
the axis of rotation, intersects Cr0 at an unique circumference with radius r0, which will
be called the neck of the translating catenoid. Moreover, each Cr0 lies entirely inside
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the non-compact component of
(
H2 × R− C(0, r0)
)
. In Fig. 6 we can see on the left
the profile of one translating catenoid, and on the right that catenoid rotated around
the vertical axis passing through the origin, both plotted in the Poincare´ disk model of
H2×R. The points located at the circumference where the minimum height is achieved
and have horizontal tangent plane, are those where the phase plane changes from Θ1 to
Θ−1. 2
0.2 0.4 0.6 0.8
0.5
1.0
1.5
2.0
Figure 6: Left: the profile of a translating catenoid, with each component plotted in red
and orange, respectively. Right: the translating catenoid in the Poincare´ model D×R.
The neck is plotted in black.
4 The asymptotic behavior of the rotational exam-
ples
Inspired by the ideas developed in [6], this section is devoted to study the behavior
of the bowl soliton B and the translating catenoids Cr at infinity.
Let M be a rotational translating soliton in H2 ×R that is a vertical graph. Such a
surface can be parametrized by
ψ(r, θ) =
(
sinh r cos θ, sinh r sin θ, cosh r, f(r)
)
, t ∈ I, θ ∈ (0, 2pi), (4.1)
for a C2 function f : I → R. The angle function ν of a surface parametrized by Equation
(4.1) is constant in θ, and is given by
ν(r) =
1√
1 + f ′(r)2
. (4.2)
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As M is a translating soliton, the mean curvature of M satisfies HM(ψ(r, θ)) = ν(r).
This condition writes as
2√
1 + f ′(r)2
= 2HM(ψ(r, θ)) =
f ′′(r)
(1 + f ′(r)2)3/2
+
f ′(r)√
1 + f ′(r)2
coth r, (4.3)
and after the change f ′(r) = ϕ(r),
ϕ′(r) = (1 + ϕ(r)2)(2− ϕ(r) coth r). (4.4)
An exhaustive analysis of Equation (4.4) allows us to study the asymptotic behavior at
infinity of a rotational soliton.
Lemma 4.1 For any R > 0 and ϕ0 > 0, there exists a unique smooth solution, ϕ(r) on
[R,∞) to the boundary value problem{
ϕ′(r) = (1 + ϕ(r)2)(2− ϕ(r) coth r)
ϕ(R) = ϕ0.
(4.5)
Moreover, limr→∞ ϕ(r) = 2.
Proof: The proof is an adaptation of Lemma 2.1 in [6] and for the sake of clarity a simi-
lar notation will be used. First, notice that fixing (R,ϕ0) is just fixing initial conditions
(x0 = R, y0), where y0 = 1/
√
1 + ϕ20, in the phase space Θ
+
1 . Thus, existence and unique-
ness of the Cauchy problem ensures us the existence of an orbit γ(t) = (r(t), y(t)) ⊂ Θ+1 ,
with the property that if s → ∞, then y(t) ↘ 1/√5. This gives us the existence of a
translating soliton, which is a rotational graph outside a compact set. In particular, the
condition y(t)↘ 1/√5 implies that for s big enough the angle function of the solution
decreases to the value 1/
√
5.
This translating soliton M can be parametrized by Equation (4.1) for a C2 function
f : [R,∞) → R. In particular, as the angle function ν(r) is given by Equation (4.2),
for r > r0 with r0 > R big enough, ν(r) > 1/
√
5, and thus ϕ(r) < 2. Moreover, as the
angle function is a decreasing function, Equation (4.2) implies that ϕ(r) is an increasing
function converging to the value 2. This implies that for r > r0, ϕ
′(r) > 0, and according
to Equation (4.5), 2−ϕ(r) coth r is positive and remains so. Therefore, we may assume
ϕ(r) ≤ 2 tanh r for r > r0. In particular, the solution exists for all r > R, and by
properness of the orbit γ the solution cannot become infinite at a finite point.
Now we claim that for every ε > 0 and Λ > 0, there exists r1 > Λ such that
ϕ(r1) ≥ 2(1− ε) tanh(r1). (4.6)
If not, then we substitute the inequality in (4.4) and obtain for r > r0
ϕ′(r) ≥ (1 + ϕ(r)2)2ε,
which yields after integration
ϕ(r) ≥ tan(2εr).
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For r close enough to pi/(4ε) the function ϕ(r) tends to infinity, a contradiction since
ϕ(r) is defined for all values of r > R.
Let be ε > 0 and consider the function ξ(r) = 2(1− ε) tanh r. It is a straightforward
fact that the function ξ(r) satisfies
ξ′(r) ≤ (1 + ξ2(r))(2− ξ(r) coth r), (4.7)
for r > r2 and r2 sufficiently large.
Now, Equation (4.6) ensures us the existence of some r3 > r2 such that ϕ(r3) = ξ(r3).
Substituting in (4.7) yields ξ′(r3) ≤ ϕ′(r3). In this situation we have ϕ(r) and ξ(r) two
increasing functions with ξ(r3) = ϕ(r3) and ϕ
′(r) ≥ ξ′(r) for r > r3. This implies that
ϕ(r) ≥ ξ(r) for all r > r3. In particular, for r close enough to infinity the function ϕ(r)
has the bound
2(1− ε) tanh r ≤ ϕ(r) ≤ 2 tanh r.
Since this is true for every ε > 0 and every r large enough, we conclude that ϕ(r)
has the asymptotic behavior
ϕ(r) = 2 tanh r + o(tanh r). (4.8)
Because tanh r is a bounded function, the term o(tanh r) in Equation (4.8) can be
substituted by a negative function ψ(r) tending to zero. Moreover, as we are only
interested in asymptotic behavior we can suppose without losing generality that ψ′(r) >
0 for r > r4 and r4 big enough.
Now let us figure out the asymptotic expression of ψ(r). First of all, observe that
because ψ(r) is a negative function tending to zero, then ψ′(r) also tends to zero as
r → ∞; if not, ψ(r) would become positive, a contradiction. If we substitute ϕ′(r) =
2/ cosh2 r + ψ′ in the ODE given in Equation (4.5) we get that ψ′(r) satisfies
ψ′(r) = − ψ(r)
tanh r
(
1 + (2 tanh r + ψ(r))2
)− 2
cosh2 r
. (4.9)
As for r > r4, ψ
′(r) > 0, we get the first bound
− ψ(r) > 2 tanh r
cosh2 r(1 + 4 tanh2 r)
, ∀r > r4. (4.10)
On the other hand, −ψ(r) decreases and tends to zero and thus −ψ′(r) is a negative
function tending to zero. This implies that for every ε0 > 0, there exists r5 > 0 large
enough such that for every r > r5 we have
−ε0 < −ψ′(r) = ψ(r)
tanh r
(
1 + (2 tanh r + ψ(r))2
)
+
2
cosh2 r
,
which yields
−ψ(r)(1 + (2 tanh r + ψ(r))2) < ε0 tanh r + 2 tanh r
cosh2 r
.
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As ψ(r) > −ε0 for r > r5 big enough, we also obtain
−ψ(r)(1 + (2 tanh r − ε0)2) < −ψ(r)(1 + (2 tanh r + ψ(r))2),
which yields the other bound for ψ
− ψ(r) < 2 tanh r
cosh2 r
(
1 + (2 tanh r − ε0)2
) + ε0 tanh r(
1 + (2 tanh r − ε0)2
) . (4.11)
As inequality (4.11) holds for every ε0 > 0, and because tanh r/
(
1 + (2 tanh r− ε0)2
)
is a bounded function, joining (4.10) and (4.11) we ensure that −ψ(r) is asymptotic to
the function
2 tanh r
cosh2 r(1 + 4 tanh2 r)
.
As we defined ϕ(r) = f ′(r), we conclude once and for all that a rotational translating
soliton that is a graph tending to infinity, is asymptotic to the rotational translating
soliton generated by the graph
f(r) = 2 log cosh r +
1
4
log
cosh2 r
5 cosh(2r)− 3 , r > max{ri}i=1,...,6.
On the one hand, the function log cosh r satisfies
lim
r→∞
log cosh r
r
= 1.
On the other hand, the function log cosh2 r/(5 cosh(2r)−3) is bounded; in fact, its limit
is − log 10. Thus, the function f has the asymptotic expansion at infinity
f(r) = 2r + k, k ∈ R.
As Equation (4.3) is invariant up to additive constants to the function f(r), we
conclude that up to vertical translations, the function f(r) has the asymptotic expression
f(r) = 2r at infinity. 2
We want to finish this section by remarking some similarities and differences between
the asymptotic behavior that translating solitons and minimal surfaces in H2×R have.
Consider the family of translating catenoids {Cr}r in H2 × R. Then, it can be proved
that if r → 0, {Cr}r smoothly converges to a double covering of B−{v}, where v is the
vertex of B.
This also happens in the minimal surface theory in H2 × R: if consider a vertical
axis of rotation L, then the minimal surfaces of revolution around L are totally geodesic
copies of H2, and thus minimal, orthogonal to L and a one parameter family of rota-
tionally symmetric properly embedded annuli, the minimal catenoids {Cλ}λ. Here, the
parameter λ also indicates the distance to L, and corresponds to the smallest circum-
ference contained in each catenoid, which is also known as the neck. These minimal
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catenoids are symmetric bi-graphs over a minimal plane Π orthogonal to L, and when
their neck-sizes converge to zero they converge to a double covering of Π− (Π ∩ L). In
this situation, it is natural to relate minimal planes with the bowl soliton, and minimal
catenoids with translating catenoids.
Both the translating catenoids and the minimal catenoids stay at bounded distance
to the bowl soliton and the minimal plane, respectively. In particular, this bound on
the distance from the translating catenoids to the bowl disables us to apply the same
ideas as in [9] in order to obtain half-space theorems for properly immersed translating
solitons lying at one side of the bowl.
5 Uniqueness and non-existence theorems for trans-
lating solitons
Most of the results obtained in this section will be proved with the same method: we
will use the translating solitons studied in Section 3 as canonical surfaces to compare
with, and Theorem 2.2 to arrive to contradictions if some interior tangency point exists.
5.1 The uniqueness of the bowl soliton
The aim of this first theorem is to give an analogous result to Theorem A in Section
3 in [17]: a complete, embedded translating soliton in the Euclidean space Rn, with a
single end smoothly asymptotic to the translating bowl must be a vertical translation
of the bowl. Their proof uses Alexandrov reflection technique with respect to vertical
planes coming from infinity, and the asymptotic behavior at infinity of the bowl to
ensure that Alexandrov reflection technique can start from points close to infinity.
In this section we consider the Poincare´ disk model of H2, as introduced in the
beginning of Section 2. The hyperbolic distance from a point (x1, x2, 0) to the origin
(0, 0, 0) will be denoted by r(x1, x2)
We also give next the following definition:
Definition 5.1 Let M be a properly immersed translating soliton. We say that M is
C1-asymptotic to the bowl soliton B if for all ε > 0 there exists R > 0 big enough
such that M ∩ (H2 × R − B3(0, R)) can be expressed as the graph of a function gR :(
H2 −B2(0, R))→ R such that
|gR(x1, x2)−2r(x1, x2)| < ε, |DvgR(x1, x2)−2Dvr(x1, x2)| < ε, ∀ r(x1, x2) > R, ∀ v ∈ H2, |v| = 1.
(5.1)
Notice that in Lemma 4.8 we already proved that the radial graph defined by the function
f(r) = 2r converges asymptotically the bowl soliton. Thus, Equation (5.1) implies not
only that M converges in distance to B, but also in its first derivative.
Theorem 5.2 Let M be a properly immersed translating soliton with a single end, that
is C1-asymptotic to the bowl soliton B. Then, M is a vertical translation of B.
19
Proof: Let M be a properly immersed translating soliton with a single end that is C1-
asymptotic to the bowl soliton B. Given a unit vector v ∈ H2 and the horizontal direction
(v, 0) in H2 × R, the vertical plane orthogonal to v passing through the origin is the
totally geodesic surface of H2×R given by the product γ×R, where γ = γ(s) ⊂ H2×{0}
is the arc-length parametrized, horizontal geodesic of H2 × R such that γ(0) = (0, 0, 0)
and γ′(0)⊥v. This surface will be denoted by Πv.
Let σ(s) be the horizontal geodesic such that σ(0) = (0, 0, 0) and σ′(0) = v; recall
that σ and γ differ one from the other by a rotation, and thus their arc-length parameter
coincides. Consider the 1-parameter family of hyperbolic translations {Ts} along the
geodesic σ such that Ts(σ(0)) = σ(s) for all s. We define {Πv(s) := Ts(Πv)}s as
the family of vertical planes in H2 × R at distance s to Πv and orthogonal to σ′(s)
at σ(s). We denote by Πv(s)
+ (resp. Πv(s)
−) to the closed half-space
⋃
λ≥s Πv(λ)
(resp.
⋃
λ≤s Πv(λ)), and by M+(s) (resp. M−(s)) to the intersection M ∩Πv(s)+ (resp.
M ∩ Πv(s)−). The reflection of M+(s) with respect to the plane Πv(s) will be denoted
by M∗+(s). If p ∈M and p∗ ∈M∗ denote the reflected point of p in the reflected surface
of M , then ν∗(p∗) = ν(p), where ν∗ is the angle function of M∗. In particular, reflections
with respect to vertical planes are isometries of H2 × R that send translating solitons
into translating solitons.
Denote by p the projection onto the plane Πv defined as follows: Let be x ∈ H2 ×R
and consider the curve αx(s) = Ts(x) given as the flow of Ts passing through x. Then,
we define p(x) as the intersection of αx(s) with the plane Πv. This intersection is unique,
and thus p(x) is well defined. Moreover, after a translation in the arc-length parameter
of αx(s), we will suppose henceforth that αx(0) = p(x).
For a point x ∈ H2 × R, let us denote by I(x) to the instant of time s0 such that
αx(s0) = x. We say that A is on the right hand side of B if for every x ∈ Πv such that
p−1(x) ∩ A 6= ∅, and p−1(x) ∩B 6= ∅,
we have
inf
{
I
(
p−1(x) ∩ A)} ≥ sup{I(p−1(x) ∩B)}.
The condition A is on the right hand side of B is denoted by A ≥ B, see Figure 7.
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x = αx(I(x))
p(x) = αx(0) ∩ Π
αx(s)
Πb x
B
A
p−1(x) ∩B
p−1(x) ∩A
αx(s)
b
b
sup{I(p−1(x) ∩ B)}
inf{I(p−1(x) ∩ A)}
Figure 7: Left: the definition of the projection p. Right: an example of one set A on
the right hand side of other set B.
Now we define the set
A = {s ≥ 0; M+(s) is a graph over Πv, and M∗+(s) ≥M−(s)}.
First, we show that A 6= ∅. As M is C1-asymptotic to B, for an arbitrary small ε > 0
we can choose s0 > R big enough so the intersection M ∩ {z > s0} has the topology of
an annulus and has distance at most ε to B. The reflection M∗+(s0) is also asymptotic to
B∗+(s0) with distance less than ε, and thus does not intersect the surface M−(s0) at any
interior or boundary point. Moreover, as B+(s0) is a graph onto the plane Πv and M is
C1-asymptotic to B, by Equation (5.1) there exists r0 > R such that DvgR(x1, x2) > 0,
for any (x1, x2) ∈ H2 such that r(x1, x2) > r0. Consequently, and increasing s0 > r0
if necessary, if η is a unit normal vector field on M then 〈η, v〉 > 0 for any point in
M+(s0). This implies that M+(s0) is a graph onto Πv.
As B∗+(s0) lies inside the interior domain bounded by B, increasing s0 again if nec-
essary, we can suppose that the distance between B∗+(s0) and B−(s0) ∩ {z > s0} is
greater than 2ε. This implies that M∗+(s0) is on the right hand side of M−(s0) and thus
s0 ∈ A, proving that A is a non-empty set. Moreover, we ensure that if s0 ∈ A, then
[s0,∞) ⊂ A. If the assertion fails, then there exists s∗ > s0 such that s∗ /∈ A, and
this holds necessary because either M∗+(s∗) and M−(s∗) have non-empty intersection,
or M+(s∗) is not a graph onto the plane Πv. Thus, there exists s1 ∈ (s0, s∗] such that
M∗+(s1) intersects M−(s1) for the first time in an interior point, or M+(s1) and M
∗
+(s1)
have unit normal agreeing at the boundary. The tangency principle in Theorem 2.2
ensures in its interior or boundary version that M∗+(s1) and M−(s1) agree, and so the
plane Πv(s1) would be a plane of reflection symmetry of M . But B∗+(s1) and B−(s1)
stay one to each other at a positive distance, since Πv(s1) is not a plane of reflection
symmetry of B. This is a contradiction to the fact that M is C1-asymptotic to B, since
the reflected component M∗+(s1), which agrees with M−(s1), stays at positive distance
to B−(s1) . This concludes the proof that [s0,∞) ⊂ A.
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The next step is proving that A is a closed subset of the interval [0,∞). Indeed, let
{sn} be a sequence of points in A converging to some s0. According to the previous
discussion, we have (s0,∞) ⊂ A. First, suppose that M+(s0) is not a graph onto
the plane Πv. Then there exists points p 6= q ∈ M+(s0) such that p(p) = p(q) and
I(q) > I(p). Notice that I(p) = s0, since s ∈ A for all s > s0. Let be I(q) = s1 > s0.
If we consider the plane Πv
((
3s0 + s1
)/
4
)
, then M∗+
(
(3s0 + s1)/4
)
cannot be on the
right hand side of M−
(
(3s0 + s1)/4
)
since I(q∗) < I(p), contradicting the fact that s0 <(
3s0 + s1
)
/4 ∈ A. The continuity of the graphical condition yields M∗+(s0) ≥ M−(s0)
and hence s0 ∈ A.
Now we will prove that the minimum of the set A is 0. To prove this, we suppose
that minA = s∗ > 0, and will arrive to a contradiction. Indeed, if s∗ > 0 then one of
the following items must hold:
• There exists a point p ∈M ∩Πv(s∗) such that M+(s∗) is not a graph at p onto the
plane Πv. This implies that 〈ηp, v〉 = 0, where η is a unit normal for the surface
M .
• There exists a point p ∈ M such that M∗+(s∗) and M−(s∗) have no empty inter-
section at some p, and M∗+(s∗) lies at the right hand side of M−(s∗).
Notice that in the second item, the intersection between M∗+(s∗) and M−(s∗) must
be tangential; otherwise for ε > 0 small enough M∗+(s∗ + ε) and M−(s∗ + ε) would still
have a transversal intersection, contradicting that s∗ = minA.
In any case, Theorem 2.2 in its interior or boundary version ensures us that the plane
Πv(s∗) is a plane of reflection symmetry of M . As the z-axis is the axis of rotation of
the bowl soliton B, and every plane of reflection symmetry of B contains the z-axis, the
symmetrized B∗+(s∗) is on the right hand side of B−(0) and lies at a positive distance
d > 0. By hypothesis M∗+(s∗) = M−(s∗) has distance to B∗+(s∗) tending to zero. Thus,
M−(s∗) has distance to B−(0) bounded from below, contradicting the fact that M is C1-
asymptotic to B. This implies that minA = 0 and thus we have that M∗+(0) ≥ M−(0).
If we repeat this argument by defining
A− = {s ≤ 0; M−(s) is a graph over Πv and M∗−(s) ≤M+(s)},
then we conclude that M∗−(0) ≤ M+(0). By symmetrizing again we obtain M−(0) ≥
M∗+(0), and so M−(0) = M
∗
+(0); that is, the plane Πv is a plane of reflection symmetry
of the surface M . As v was chosen as an arbitrary horizontal vector, we conclude that M
is rotationally symmetric around the z-axis. By uniqueness, M is a vertical translation
of the bowl soliton B, completing the proof. 2
The following proposition concerning the height function of a translating soliton will
be useful:
Proposition 5.3 Let M be a compact translating soliton with boundary. Then, the
height function of M cannot attain a local maximum in any interior point of M .
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Proof: The proof will be done by contradiction. Suppose that in some p ∈M , the height
function has a local maximum. This implies that there exists a neighbourhood Up of p in
M such that h(Up) ≤ h(p) = p3, where h is the height function of M . In this situation,
Up lies below the horizontal plane H2 × {p3}. Let η : M → S2 be a unit normal vector
field to M . By hypothesis, ηp = ±1. If ηp = 1, then M has positive mean curvature
equal to 1 at p. But M lies locally below H2×{p3} which is a minimal surface and can
be oriented upwards without changing the mean curvature. This is a contradiction with
the mean curvature comparison principle. If ηp = −1, we orient H2 × {p3} downwards
to arrive to the same contradiction. 2
Notice that the height function of a translating soliton can achieve a local (or global)
minimum, see for example the bowl soliton or the translating catenoids.
The last theorem in this section has also a counterpart for constant mean curvature
surfaces in R3, and is an important open problem in this theory. It is known that if a
compact surface M ⊂ R3 with constant mean curvature H and boundary ∂M a circle,
lies at one side of the plane P containing the boundary, then M is invariant under
rotations around the axis centred at the center of ∂M and orthogonal to P , and thus is
a part of a sphere of radius 1/H. However, if the hypothesis on the surface lying at one
side of the plane that contains the boundary fails, then the theorem is not known to be
true or not. According to Proposition 5.3 this cannot happen for translating solitons,
and thus compact pieces of the bowl soliton are unique in the following sense:
Theorem 5.4 Let Γ ⊂ H2×{t0} be a closed, embedded curve invariant under rotations
around a vertical axis l of H2 × R. Let M be a compact, embedded translating soliton
with boundary ∂M = Γ. Then, M is rotationally symmetric and, up to translations, is
a piece of the bowl soliton.
Proof: The proof will be done by using Alexandrov reflection technique with respect to
vertical planes. Without losing generality, after a translation that sends the vertical axis
l to the vertical axis (0, 0, t), t ∈ R, we may suppose that Γ is a circumference centred
at the origin with a certain radius. From Proposition 5.3, the translating soliton M lies
below the horizontal plane H2 × {t0}. This consideration is the key that allows us to
apply Alexandrov reflection technique, since in the constant mean curvature framework
the first contact point may be between an interior and boundary points.
The same notation as in the proof of Theorem 5.2 will be used here. Let v be
an arbitrary, unit horizontal vector, and Πv the vertical plane orthogonal to v passing
through the origin. For s big enough, Πv(s)∩M = ∅. We start decreasing s until Πv(s0)
intersects M for the first time at a point p ∈ M ∩ Πv(s0), for some s0 > 0. Decreasing
the parameter s, for s close enough to s0 the reflection M
+
∗ (s) lies inside the interior
domain enclosed by M . Alexandrov reflection technique stops at some instant s1 ≥ 0
such that either M+∗ (s1) is tangent to M at an interior point with the same unit normal;
or the intersection between M+∗ (s1) and M occurs at a boundary point, where their inner
conormals agree. In any case, Theorem 2.2 ensures us that the plane Π(s1) is a plane
of reflection symmetry of the surface M . As the boundary is a circle, the plane Πv(s1)
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has to be a plane of reflection symmetry of ∂M as well, and thus Πv(s1) passes through
the center of ∂M , which yields s1 = 0 and Πv(s1) ≡ Πv. Repeating this procedure with
all the horizontal directions v we obtain that the surface M is rotationally symmetric
around the line passing through the origin, and intersects this axis in an orthogonal way.
By uniqueness, M is a compact piece of the translating bowl, as desired. 2
5.2 Non-existence theorems for translating solitons
In this last section we prove non-existence theorems for translating solitons, assum-
ing some geometric obstructions. The first non-existence result is a straightforward
consequence of the divergence theorem, see [15]:
Proposition 5.5 There do not exist closed (compact without boundary) translating soli-
tons.
Proof: Suppose that M is a closed translating soliton, and we will arrive to a contradic-
tion.
It is known that the height function h : M → R on an immersed surface M in H2×R
satisfies the PDE ∆Mh = 2HMν, where ∆M is the Laplace-Beltrami operator in M . As
M is a translating soliton, the mean curvature is equal to HM = ν. Integrating and
applying the divergence theorem yields
0 =
∫
M
∆Mh = 2
∫
M
ν2,
and thus ν(p) = 0 for every p ∈M . This implies that M is contained in a vertical plane,
contradicting the fact that M is closed. 2
Observation 5.6 The previous Proposition can be also proved by considering the closed
soliton and a vertical plane tangent to the soliton (such a plane exists by compactness)
as minimal surfaces in the conformal space
(
H2 × R, eh〈·, ·〉), and then arriving to a
contradiction by applying Theorem 2.2. However, for applying this theorem we have to
invoke Hopf’s maximum principle, which is a more powerful theorem than the divergence
theorem.
Now we prove a height estimate for compact translating solitons with boundary
contained in a horizontal plane. Before announcing the result, we will introduce some
previous notation that will be useful. Let σ be a positive constant. We will denote
by B(σ) to the compact piece of the bowl soliton that has the circumference C(0, σ),
centred at the origin and with radius σ, as boundary. It suffices to intersect B with
a solid vertical cylinder with axis passing through the origin and radius σ, and then
translate that compact piece in a way that the boundary lies inside the horizontal plane
H2 × {0}. The distance from the vertex of B(σ) to that horizontal plane H2 × {0} will
be denoted by τ(σ). Denote by Zs to the flow of the vertical Killing vector field ∂z,
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which consists on the vertical translations, and let us write by B(σ, s) to the image of
B(σ) under Zs.
Also, we state a proposition that has interest on itself, and for the sake of clarity we
expose its proof outside the main theorem.
Proposition 5.7 Let M be a compact translating soliton with boundary Γ = ∂M . If Γ
lies between two vertical planes, then the whole soliton M lies between those planes.
Proof: Suppose that M has points outside one of the parallel planes, name it P . Denote
by P+ the component such that Γ ⊂ P+, and by P− the other component. As M and
Γ ⊂ P+, then M− = M ∩ P− is a compact surface with boundary in P . Let p ∈ M−
be the point with further distance from M− to Π. On the one hand, it is clear that
ν(p) = 0 and thus HM(p) = 0. On the other hand, consider vertical planes Pλ parallel
to P contained in P− and such that Pλ ∩M− = ∅. Then we move the parameter λ in
such a way that the planes Pλ move towards P until there exists a first instant λ0 such
that Pλ0 intersects M
− precisely at p. This contradicts Theorem 2.2 since both Pλ0 and
M are minimal surfaces in the conformal space
(
H2 × R, eh〈·, ·〉) and thus they should
agree, contradicting the fact that M is compact. 2
Now we stand in position to formulate the height estimate for compact translating
solitons.
Theorem 5.8 Let Γ be a closed curve of diameter σ contained in a horizontal plane
H2×{t0} and let M be a compact, connected translating soliton whith boundary ∂M = Γ.
Then, for all p ∈M , the distance from p to H2×{t0} is less or equal than τ(2σ), where
τ(σ) is the constant defined above.
Proof: Let σ be the diameter of Γ. We can apply a translation T to Γ such that
T
(
Γ
)
lies inside the disk D
(
0, 2σ
)
. For saving notation we will just denote T
(
Γ
)
by
Γ. Consider now the compact piece B(2σ). By Proposition 5.3 we know that M lies
below the horizontal plane H2 × {0}. As Γ ⊂ D(0, 2σ), initially the surface M is inside
the mean convex region enclosed by B(2σ). We assert that the entire surface M lies
strictly in this region. Indeed, suppose that B(2σ) and M have non-empty intersection.
This intersection has to be transversal since otherwise we would have by Theorem 2.2
that M = B(2σ) and thus Γ = C(0, 2σ), contradicting the fact that Γ has diameter
σ. Translate downwards the graph B(2σ) until B(2σ, t0) ∩M = ∅, for t0 small enough.
Then move upwards B(2σ, t0) by increasing t0 until we reach a first contact point, which
has to be an interior point at some horizontal plane H2 × {t1}. Then, Theorem 2.2
ensures us that M and B(2σ, t1) must agree, and thus Γ = C
(
(0, 0, t1), 2σ
)
. But in
the instant of time that both surfaces coincide, their boundaries are in different planes,
which is absurd. Thus, M lies inside the mean convex side of B(2σ, 0) and we obtain
the desired height estimate. 2
The two last theorems give geometric obstructions for the existence of certain trans-
lating solitons.
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Theorem 5.9 There do not exist properly immersed translating solitons in H2 × R
contained inside a compact vertical cylinder.
Proof: Suppose that M is a properly immersed translating soliton lying inside a vertical
cylinder of radius r0, and denote it by C(r0). After a translation we can suppose that
the axis of the cylinder is the straight line l = (0, 0, t), t ∈ R. Consider the family
of translating catenoids {Cr}r rotated around l. For r > r0 each Cr lie inside the non-
compact component of H2 × R− C(r0). Now we start decreasing the parameter r until
we reach an interior tangency point between M and Cr1 , for some r1 ≤ r0. This is a
contradiction with Theorem 2.2 since M and Cr1 would agree, but none Cr lies inside a
vertical cylinder. 2
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