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Введение
Многочисленные исследования синхронизации в системах различной
природы позволяют заключить, что явление синхронизации может рас-
сматриваться с общих и единых позиций [2, 10, 27]. Установление этого
факта привело к созданию целой междисциплинарной области, основу ко-
торой заложил ряд научных дисциплин. В частности, к таким дисциплинам
относятся биология и медицина.
В природе существует большое количество биологических систем, де-
монстрирующих различные синхронные режимы функционирования. В ка-
честве примеров таких систем можно привести скоординированную актив-
ность сердечных клеток, позволяющую сердцу сокращаться; птиц, летящих
стаей; рой светлячков, синхронно вспыхивающий в ночном лесу [13, 26].
Кроме того, важнейшим примером таких систем являются популяции ней-
ронов в мозге человека или животного. Хорошо известно, что синхрони-
зация большого количества нейронов нервной системы играет ключевую
роль в формировании макроколебаний в мозге [27, 38]. Также было уста-
новлено, что ряд заболеваний центральной нервной системы (например:
эссенциальный тремор, эпилепсия, болезни Паркинсона и Альцгеймера, а
также различные когнитивные расстройства) напрямую связан с аномаль-
ной синхронизацией некоторых нейронных популяций [33, 39]. Сегодня в
терапии данных заболеваний активно внедряются методы, основанные на
использовании электрических импульсов для подавления патологической
синхронизации в определенных зонах мозга [15]. Кроме того, такие методы
могут включать в себя принцип биологической обратной связи, благода-
ря которому эффективность такой терапии может возрасти [8, 36]. Однако
такие методы пока находятся на раннем этапе развития и требуют каче-
ственного математического описания. Такое описание возможно получить,
если построить математическую модель популяции биологических нейро-
нов и исследовать условия их синхронизации внутри данной популяции.
Одним из подходов к построению математических моделей популяции
биологических нейронов является представление популяции в виде слож-
ной динамической сети, узлами которой являются модели единичных ней-
ронов. Первой единичной моделью является модель Ходжкина-Хаксли [21],
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представляющая собой динамическую систему и описывающая динамику
распространения спайков1 вдоль мембраны клетки. На настоящий момент
существуют модели, близкие к модели Ходжкина-Хаксли. К таким моде-
лям относятся: модель Моррис-Лекара, система ФитцХью-Нагумо, система
Хиндмарш-Роуз и другие. Все эти модели также способны демонстриро-
вать различные режимы активности нейрона, в том числе и режимы спай-
ковой активности. [18, 22]. Таким образом, спайковая нейронная сеть — это
динамическая сеть, узлы которой представляют собой математические мо-
дели нейронов, способные демонстрировать спайковую активность нервной
клетки.
На сегодняшний день существует множество научных работ, посвящен-
ных теме синхронизации в спайковых нейронных сетях. Однако до недав-
него времени практически все исследования ограничивались случаем иден-
тичных узлов в сети [14, 37]. На практике же сети биологических нейронов
гетерогенны, поскольку нейроны сети могут обладать различными физио-
логическими особенностями, т. е. являются неидентичными между собой.
Этот факт побудил проведение ряда исследований, в которых были по-
лучены условия синхронизации в гетерогенных сетях ФитцХью-Нагумо
[28–31]. Кроме проблемы гетерогенности в нейронных популяциях, суще-
ствует проблема определения характеристик нейронов, необходимых для
управления ими в их популяции. В настоящей работе предпринята попытка
решения приведенных выше проблем методами адаптивной теории управ-
ления [1, 3, 4, 23]. В качестве исследуемой модели нейронной популяции
выбрана гетерогенная спайковая нейронная сеть Хиндмарш-Роуз.
Работа состоит из четырех частей. В первой части работы приводятся
необходимые сведения для решения перечисленных выше проблем. Вто-
рая часть посвящена синхронизации сети, состоящей из двух связанных
неидентичных систем Хиндмарш-Роуз при наличии возмущений, действу-
ющих на каждый узел. В третьей части исследуется случай адаптивной
синхронизации для сети с аналогичной топологией. Четвертая часть посвя-
щена адаптивной синхронизации в гетерогенной сети Хиндмарш-Роуз. Все
полученные теоретические результаты согласуются с результатами ком-
пьютерного моделирования, проведенного в среде MATLAB.
1Спайк (англ. spike) — одна из фаз потенциала действия биологического нейрона, включающая себя
процессы деполяризации и реполяризации мембранного потенциала клетки.
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1 Предварительные сведения
1.1 Устойчивость нелинейных систем
Рассмотрим систему однородных дифференциальных уравнений:
?̇? = 𝑓(𝑡, 𝑥), (1.1)
где 𝑓 : R+ × R𝑛 → R𝑛 непрерывна и локально липшицева по аргументу 𝑥.
Далее будем предполагать, что все рассматриваемые решения 𝑥(𝑡, 𝑡0, 𝑥0) с
начальными данными 𝑥(𝑡0, 𝑡0, 𝑥0) = 𝑥0 определены на интервале [𝑡0,+∞).
Определение 1.1. Будем говорить, что решение 𝑥(𝑡, 𝑡0, 𝑥0) системы (1.1)
устойчиво по Ляпунову, если ∀𝜀 > 0 ∃𝛿𝜀 = 𝛿𝜀(𝜀, 𝑡0) > 0 такое, что для
всех 𝑥′0, удовлетворяющих неравенству |𝑥0−𝑥′0| 6 𝛿𝜀, выполняется соот-
ношение
|𝑥(𝑡, 𝑡0, 𝑥0)− 𝑥(𝑡, 𝑡0, 𝑥′0)| 6 𝜀 ∀𝑡 > 𝑡0.
Определение 1.2. Если решение 𝑥(𝑡, 𝑡0, 𝑥0) устойчиво по Ляпунову и
∃𝛿 = 𝛿(𝑡0) > 0 такое, что для всех 𝑥′0, удовлетворяющих неравенству
|𝑥0 − 𝑥′0| 6 𝛿 выполняется соотношение
lim
𝑡→+∞
|𝑥(𝑡, 𝑡0, 𝑥0)− 𝑥(𝑡, 𝑡0, 𝑥′0)| = 0,
то говорят, что решение 𝑥(𝑡, 𝑡0, 𝑥0) асимптотически устойчиво.
Приведем одно замечание, которое является важным для случая, когда
система (1.1) нестационарна.
Замечание 1.1. Если в определениях 1.1 и 1.2 величины 𝛿𝜀 и 𝛿 не зави-
сят от 𝑡0, то говорят, что решение 𝑥(𝑡, 𝑡0, 𝑥0) равномерно устойчиво по
Ляпунову и равномерно асимптотически устойчиво.
Наиболее распространенным средством анализа устойчивости нелиней-
ных систем является прямой (второй) метод Ляпунова. Метод основан на
использовании скалярных функций, обладающих на решениях динамиче-
ской системы некоторыми специальными свойствами и получивших назва-
ние функций Ляпунова.
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Далее будем предполагать, что рассматриваемое решение 𝑥(𝑡, 𝑡0, 𝑥0) си-
стемы (1.1) является нулевым, а функциями Ляпунова будем называть
непрерывно дифференцируемые скалярные функции 𝑉 (𝑥) и 𝑉 (𝑡, 𝑥), ко-
торые в некоторой окрестности точки 𝑥 = 0 являются положительно опре-
деленными. Ознакомиться с определением положительной определенности
для функций 𝑉 (𝑥) и 𝑉 (𝑡, 𝑥) можно в работе [4].
Перейдем к формулировкам теорем прямого метода Ляпунова, предла-
гающих достаточные условия устойчивости и асимптотической устойчиво-
сти нелинейных систем.
Теорема 1.1 (об устойчивости). Нулевое решение системы (1.1) устойчи-
во по Ляпунову, если в некоторой окрестности точки 𝑥 = 0 существует
функция Ляпунова 𝑉 (𝑡, 𝑥) такая, что ∀𝑡 > 𝑡0, 𝑡0 ∈ R+ выполняется нера-
венство
?̇? (𝑡, 𝑥) 6 0.
Теорема 1.2 (об асимптотической устойчивости). Нулевое решение си-
стемы (1.1) асимптотически устойчиво, если в некоторой окрестности
точки 𝑥 = 0 существует функция Ляпунова 𝑉 (𝑡, 𝑥) такая, что ∀𝑡 > 𝑡0,
𝑡0 ∈ R+ выполняются следующие условия:
1) 𝑉 (𝑡, 𝑥) 6 𝑊0(𝑥),
2) ?̇? (𝑡, 𝑥) < −𝑊 (𝑥),
где 𝑊0(𝑥) и 𝑊 (𝑥) — положительно определенные функции.
Приведем важное замечание, которое позволяет ослабить условия тео-
ремы 1.2 на случай, когда система (1.1) стационарна.
Замечание 1.2. Если система (1.1) стационарна и в качестве функции
Ляпунова рассматривается функция 𝑉 (𝑥), то условие 1 теоремы 1.2 вы-
полняется по определению.
Доказательства теорем 1.1 и 1.2 приведены в [3, 4].
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1.2 Определение и некоторые виды синхронизации
В данном разделе приводится общее определение синхронизации, а так-
же рассматриваются некоторые ее виды, такие как координатная синхро-
низация и обобщенная (частичная) координатная синхронизация.
Под синхронизацией принято понимать согласованное во времени функ-
ционирование двух или нескольких процессов или объектов [5, 10]. В част-
ности, это может быть согласованное изменение некоторых количественных
характеристик двух или нескольких систем, или сближение переменных со-
стояния рассматриваемых систем.
В некоторых случаях синхронизация может проявляться в силу есте-
ственных свойств взаимодействующих систем. Тогда говорят о самосинхро-
низации. В других случаях для согласованного поведения объектов необ-
ходимо вводить в систему дополнительные связи и воздействия. Такая син-
хронизация называется принудительной или управляемой синхронизацией.
Для рассмотрения различных вопросов синхронизации с единых пози-
ций приведем общее определение синхронизации процессов и объектов раз-
личной природы.
Определение 1.3. Будем говорить, что имеет место синхронизация
процессов (объектов) 𝑥𝑖(𝑡) ∈ 𝑋, 𝑖 = 1, 2, . . . , 𝑁, относительно характе-
ристики 𝐶𝑡 и функций сравнения 𝐹𝑖, если существуют числа 𝜏𝑖 ∈ R,
𝑖 = 1, 2, . . . , 𝑁 такие, что ∀𝑡 > 0 выполняются соотношения
𝐹1 (𝐶𝑡+𝜏1[𝑥1]) = 𝐹2 (𝐶𝑡+𝜏2[𝑥2]) = . . . = 𝐹𝑁 (𝐶𝑡+𝜏𝑁 [𝑥𝑁 ]) . (1.2)
В определении 1.3 под 𝑋 понимается некоторое функциональное про-
странство. Характеристика 𝐶𝑡 называется показателем синхронизации или
индексом синхронизации и определяется как 𝐶𝑡 : 𝑋 → 𝐶, где 𝐶 есть множе-
ство возможных значений 𝐶𝑡. Важно, что характеристика 𝐶𝑡 предполагает-
ся одинаковой для всех процессов или объектов. Значение характеристики
𝐶𝑡 может быть скаляром, вектором, матрицей, а также функцией. Для
сравнения значений характеристики различных процессов вводится набор,
не зависящих от времени, вектор-функций 𝐹𝑖 : 𝐶 → R𝑚, 𝑖 = 1, 2, . . . , 𝑁 ,
называемых функциями сравнения.
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Определение 1.4. Приближенной синхронизацией (𝜀-синхронизацией) на-
зывается случай, когда соотношения (1.2) выполняются лишь прибли-





6 𝜀 ∀𝑖, 𝑗, 𝑡 > 𝑡*.
Определение 1.5. Асимптотической синхронизацией называется слу-









= 0 ∀𝑖, 𝑗.
В определениях 1.4 и 1.5 под ‖ · ‖ следует понимать евклидову норму в
пространстве R𝑚.
Общее определение синхронизации 1.3 охватывает большое число ви-
дов синхронного поведения процессов или объектов. Однако в настоящей
работе далее будут рассмотрены только два: координатная синхронизация
и обобщенная (частичная) координатная синхронизация. Рассмотрим дан-
ные виды синхронизации более подробно.
Определение 1.6. Координатной синхронизацией процессов или объек-
тов 𝑥𝑖(𝑡), 𝑖 = 1, 2, . . . , 𝑁, называется вид синхронизации, при котором
координаты векторов состояний рассматриваемых процессов (объектов)
совпадают.
Очевидно, что координатная синхронизация укладывается в общее опре-
деление 1.3, если ввести показатель синхронизации 𝐶𝑡(𝑥𝑖) = 𝑥𝑖(𝑡), а функ-
ции сравнения взять тождественными: 𝐹𝑖(𝑥) = 𝑥, 𝑖 = 1, 2, . . . , 𝑁 .
Определение 1.7. Обобщенной (частистной) координатной синхрони-
зацией называют координатную синхронизацию, при которой совпадает
лишь часть фазовых координат 𝑦𝑖 = ℎ(𝑥𝑖), 𝑖 = 1, 2, . . . , 𝑁 .
Обобщенная координатная синхронизация также укладывается в опре-
деление 1.3, если взять 𝐶𝑡(𝑥𝑖) = 𝑥𝑖(𝑡) и 𝐹𝑖(𝑥) = ℎ(𝑥), 𝑖 = 1, 2, . . . , 𝑁 .
1.3 Вспомогательные сведения из теории графов
Графом (ориентированным) называется упорядоченная пара𝐺 = (𝑁,𝐸)
из двух конечных множеств 𝑁 = {1, 2, . . . , 𝑛} (множество узлов или вер-
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шин графа) и 𝐸 ⊂ 𝑁 ×𝑁 (множество дуг графа). Узел 𝑖 соединен с узлом
𝑗 в графе 𝐺, если (𝑖, 𝑗) ∈ 𝐸. Граф называется простым, если отсутствуют
петли и между узлами может быть максимум одна дуга. Пара (𝑁,𝐸 ′), где
𝐸 ′ ⊂ 𝐸, называется частичным графом графа (𝑁,𝐸).
Дуга (𝑖, 𝑗) графа 𝐺 представляется в виде стрелки с началом в 𝑖 и
концом в 𝑗. Говорят, что дуга (𝑖, 𝑗) — исходящая по отношению к узлу 𝑖 и
входящая по отношению к узлу 𝑗; узел 𝑖 называется родительским, а узел
𝑗 — дочерним.
Полустепенью захода вершины 𝑖 называется количество входящих в нее
дуг, а полустепенью исхода вершины 𝑖 — количество выходящих дуг.
Множеством соседей узла 𝑖 называется множество 𝑁 𝑖 = {𝑗 : (𝑗, 𝑖) ∈ 𝐸},
т. е. множество узлов с дугами, входящими в 𝑖. Число соседей |𝑁 𝑖| узла 𝑖
равно его полустепени захода.
Если (𝑖, 𝑗) ∈ 𝐸 ⇒ (𝑗, 𝑖) ∈ 𝐸 ∀𝑖, 𝑗, то граф называется двунаправленным
(неориентированным), иначе граф называется ориентированным (или ор-
графом). Для неориентированных графов дуги обычно называют ребрами.
Если полустепень захода совпадает с полустепенью исхода ∀𝑖 ∈ 𝑁 , то граф
называется сбалансированным.
Направленный путь из узла 𝑖1 в узел 𝑖𝑠 состоит из последовательности
узлов 𝑖1, . . . , 𝑖𝑠, 𝑠 > 2 таких, что (𝑖𝑘, 𝑖𝑘+1) ∈ 𝐸, 𝑘 ∈ {1, 2, . . . , 𝑠− 1}.
Говорят, что узел 𝑖 связан с узлом 𝑗, если есть направленный путь из
𝑖 в 𝑗. Расстояние от 𝑖 до 𝑗 — это длина кратчайшего пути из 𝑖 в 𝑗. Граф
называется сильно связным, если 𝑖 и 𝑗 связаны для всех различных узлов
𝑖, 𝑗 ∈ 𝑁 . Для двунаправленных графов, если есть направленный путь из 𝑖 в
𝑗, тогда есть направленный путь из 𝑗 в 𝑖. Такой граф называется связным.
Сопоставим каждому ребру (𝑖, 𝑗) ∈ 𝐸 вес 𝛼𝑖 𝑗. Предположим, что все
веса положительны. Граф может быть представлен матрицей смежности
(связности) 𝐴 = [𝛼𝑖 𝑗] с весами 𝛼𝑖 𝑗 > 0, если (𝑖, 𝑗) ∈ 𝐸, и 𝛼𝑖 𝑗 = 0 в против-
ном случае. Также отметим, что 𝛼𝑖 𝑖 = 0, т. e. в графе отсутствуют петли.
Определим взвешенную полустепень захода вершины 𝑖 как сумму 𝑖-го
столбца матрицы 𝐴: 𝑑𝑖𝑖𝑛(𝐴) =
∑︀𝑁
𝑗=1 𝛼𝑗 𝑖 и взвешенную полустепень исхода
вершины 𝑖 как сумму 𝑖-ой строки матрицы : 𝑑𝑖𝑜𝑢𝑡(𝐴) =
∑︀𝑁
𝑗=1 𝛼𝑖 𝑗.
Если 𝛼𝑖 𝑗 = 𝛼𝑗 𝑖 ∀𝑖, 𝑗 ∈ 𝑁 , т. е. веса ребер (𝑖, 𝑗) и (𝑗, 𝑖) совпадают, то граф
является неориентированным (двунаправленным). При этом матрица его
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смежности симметрична.
Граф называется сбалансированным по весам, если взвешенная полу-
степень захода совпадает с взвешенной полустепенью исхода для всех уз-
лов 𝑖. Если все ненулевые веса ребер равны 1, это то же самое, что и опре-
деление сбалансированного графа. Неориентированный граф является сба-
лансированным, так как 𝐴 = 𝐴𝑇 и сумма 𝑖-ой строки равна сумме по 𝑖-му
столбцу. В дальнейшем, говоря о полустепени захода или исхода, а также о
сбалансированности графа, будем подразумевать взвешенные полустепени
захода или исхода и сбалансированность по весам.





из полустепеней исхода. Тогда матрицей Лапласа




𝑗=1 𝛼1 𝑗 −𝛼1 2 . . . −𝛼1𝑁
−𝛼2 1
∑︀𝑁
𝑗=1 𝛼2 𝑗 . . . −𝛼2𝑁
... ... . . . ...




Заметим, что суммы по строкам элементов матрицы Лапласа равны ну-
лю. Следовательно, любой вектор, составленный из одинаковых констант,
является правым собственным вектором, соответствующим нулевому соб-
ственному значению 𝐿(𝐴).
Обозначим через 1𝑁 вектор-столбец размерности 𝑁 , состоящий из еди-
ниц. Известно, что матрица 𝐿(𝐴) обладает следующими свойствами [5]:
1) матрица 𝐿(𝐴) имеет нулевое собственное число, которому соответству-
ет правый собственный вектор 1𝑁 : 𝐿(𝐴)1𝑁 = 0;
2) кратность нулевого собственного числа 𝐿(𝐴) неориентированного гра-
фа равна количеству компонент связности;
3) нулевое собственное число лапласовской матрицы 𝐿(𝐴) имеет единич-
ную кратность, если соответствующий орграф сильно связен;
4) все собственные числа лапласовской матрицы имеют неотрицательные
вещественные части;
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5) для сбалансированного графа вектор 1𝑁 является левым собственным
вектором, соответствующим нулевому собственному числу: 1𝑇𝑁𝐿(𝐴) = 0.
Второе собственное число 𝜆2 матрицы 𝐿(𝐴) называют числом Фидле-
ра (Fiedler) или алгебраической связностью графа 𝐺 [16]. Алгебраическая
связность графа 𝜆2 обладает одним важным свойством: она положительна
в том и только в том случае, когда соответствующий ей неориентированный
граф 𝐺 связен [12, 16, 24, 32].
1.4 Метод скоростного градиента
Кратко опишем метод скоростного градиента, который мы в дальней-
шем будем использовать для решения задач адаптивной синхронизации.
Метод скоростного градиента впервые был предложен в конце 70-х го-
дов прошлого века для решения задач адаптивного управления [11]. Метод
опирается на использование функций Ляпунова и требует определения це-
ли управления как минимизации некоторой скалярной целевой функции
(функционала) до заданной величины.
Рассмотрим следующую динамическую систему:
?̇? = 𝑓(𝑡, 𝑥, 𝜃), (1.3)
где 𝑥 ∈ R𝑛 — вектор состояния системы; 𝜃 ∈ R𝑚 — вектор настраиваемых
параметров; 𝑓(𝑡, 𝑥, 𝜃) — вектор-функция, которая является кусочно-непре-
рывной по 𝑡 и непрерывно дифференцируемой по 𝑥 и 𝜃. Цель управления
может быть сформулирована одним из двух следующих способов:
𝑄𝑡 → 0, при 𝑡→ ∞ (𝑄𝑡 6 Δ, ∀𝑡 > 𝑇 ), (1.4)
где𝑄𝑡 > 0 — целевой функционал; Δ, 𝑇 — некоторые постоянные, значения
которых зависят от конкретной задачи.
Далее будем рассматривать только случай, когда 𝑄𝑡 является локаль-
ным функционалом, т. е. 𝑄𝑡 = 𝑄(𝑡, 𝑥(𝑡)), где 𝑄(𝑡, 𝑥(𝑡)) — скалярная функ-
ция 𝑛+1 переменных. В качестве такого функционала для решения задачи
синхронизации можно выбрать квадратичную форму
𝑄(𝑥) = (𝑥1 − 𝑥2)𝑇𝑃 (𝑥1 − 𝑥2),
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где 𝑃 = 𝑃 𝑇 > 0 и 𝑥 = {𝑥1, 𝑥2} — расширенный вектор состояний обобщен-
ной системы.
Для построения алгоритма управления найдем скалярную функцию
?̇?𝑡 = 𝜔(𝑡, 𝑥, 𝜃), которая представляет собой скорость изменения 𝑄𝑡 в си-
лу системы (1.3):
𝜔(𝑡, 𝑥, 𝜃) =
𝜕𝑄(𝑡, 𝑥)
𝜕𝑡
+ [∇𝑥𝑄(𝑡, 𝑥)]𝑇 𝑓(𝑡, 𝑥, 𝜃). (1.5)
Затем вычислим градиент 𝜔(𝑡, 𝑥, 𝜃) по входным переменным 𝜃:











Наконец, определим алгоритм изменения 𝜃 в дифференциальной форме:
?̇? = −Γ∇𝜃𝜔(𝑡, 𝑥, 𝜃), (1.7)
где Γ = Γ𝑇 > 0 — симметричная положительно определенная матрица,
например, Γ = diag {𝛾1, . . . , 𝛾𝑚}, 𝛾𝑖 > 0.
Основную идею алгоритма (1.7) можно объяснить следующим образом.
Для того, чтобы достигнуть цели управления (1.4), нужно изменять 𝜃 в
направлении убывания 𝑄𝑡. Однако это проблематично, поскольку 𝑄𝑡 не
зависит явно от 𝜃. Вместо этого, мы можем попробовать уменьшать ?̇?𝑡,
стремясь к выполнению неравенства ?̇?𝑡 < 0, которое, в свою очередь, при-
водит к уменьшению 𝑄𝑡. Теперь функция ?̇?𝑡 = 𝜔(𝑡, 𝑥, 𝜃) явно зависит от 𝜃,
что и позволяет записать алгоритм (1.7).
Сходимость метода скоростного градиента зависит от выполнения ряда
условий. Теорему о достаточных условиях сходимости метода скоростного
градиента можно найти в работе [17].
1.5 Спайковая модель Хиндмарш-Роуз
Система Хиндмарш-Роуз представляет собой спайковую модель биоло-
гического нейрона и описывается нелинейной системой дифференциальных
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уравнений 3-го порядка:
?̇?(𝑡) = 𝑦(𝑡)− 𝑎𝑥3(𝑡) + 𝑏𝑥2(𝑡)− 𝑧(𝑡) + 𝑢(𝑡),
?̇?(𝑡) = 𝑐− 𝑑𝑥2(𝑡)− 𝑦(𝑡),
?̇?(𝑡) = 𝑟
[︀




Здесь переменная 𝑥(𝑡) описывает динамику мембранного потенциала ней-
рона, а переменные 𝑦(𝑡) и 𝑧(𝑡) описывают работу натрий-калиевого насоса.
Поскольку скорость изменения переменной 𝑧(𝑡) определяется параметром
𝑟 таким, что 0 < 𝑟 < 1, то 𝑧(𝑡) описывает динамику медленного ионного
тока, а 𝑦(𝑡) – быстрого ионного тока [19, 20, 35]. Внешнее воздействие на
нейрон определяется переменной 𝑢(𝑡). Все параметры системы являются
положительными, кроме параметра 𝑥rest, отвечающего за потенциал покоя
нервной клетки.
Изначально система Хиндмарш–Роуз описывалась нелинейной систе-
мой дифференциальных уравнений 2-го порядка и являлась упрощенным
вариантом модели Ходжкина–Хаксли [19]. Однако дальнейшие экспери-
менты, проводимые над нервными клетками пресноводной улитки Lymnaea
stagnalis, позволили обнаружить новые режимы функционирования ней-
ронов, которые не учитывались в модели [20]. Потому авторы модели,
Джеймс Хиндмарш и Мальком Роуз, приняли решение о включении в мо-
дель третьего уравнения. Это уравнение позволило учесть большинство ре-
жимов поведения биологического нейрона. В частности, модель (1.8) спо-
собна демонстрировать пачечную активность и посттормозную отдачу, а
также адаптироваться к воздействию внешними стимулами [20, 35].
В дальнейшем будем предполагать, что решения системы (1.8) явля-
ются глобально предельно ограниченными по переменной 𝑡. С определе-
нием глобальной предельной ограниченности можно ознакомиться в рабо-
тах [23, 25].
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Рассмотрим гетерогенную динамическую сеть с возмущениями, состоя-
щую из двух связанных моделей Хиндмарш-Роуз:
ẋ1(𝑡) = 𝑓1(x1(𝑡)) + 𝜙(x1(𝑡),x2(𝑡)) + 𝜉1(𝑡) +𝐵𝑢(𝑡),




𝑖 (𝑡) + 𝑏𝑥
2
𝑖 (𝑡)− 𝑧𝑖(𝑡)
𝑐− 𝑑𝑥2𝑖 (𝑡)− 𝑦𝑖(𝑡)
𝑟
[︀









где 𝑖, 𝑗 = 1, 2. Здесь x𝑖(𝑡) = col (𝑥𝑖(𝑡), 𝑦𝑖(𝑡), 𝑧𝑖(𝑡)) — вектор состояния 𝑖-ой
модели; 𝐵 = col (1, 0, 0); 𝑢(𝑡) — управление; 𝜎 > 0 — сила связи между
моделями; 𝜉𝑖(𝑡) = col (𝜉𝑥 𝑖(𝑡), 𝜉𝑦 𝑖(𝑡), 𝜉𝑧 𝑖(𝑡)) — вектор-функция, описываю-
щая возмущения 𝑖-ой модели; 𝑎, 𝑏, 𝑐, 𝑑, 𝑟, 𝑠 — параметры, принимающие
положительные значения; 𝑥rest 𝑖, 𝑖 = 1, 2 — параметры, значения которых
отрицательны.
Далее будем предполагать, что параметры моделей (2.1) известны и
могут быть использованы при построении управления 𝑢(𝑡). Также пред-
полагается, что вектор-функции 𝜉1(𝑡) и 𝜉2(𝑡), описывающие возмущения,




, |𝜉𝑦 𝑖(𝑡)| 6
Δ𝑦
2
, |𝜉𝑧 𝑖(𝑡)| 6
Δ𝑧
2
, 𝑖 = 1, 2, ∀𝑡 > 0, (2.2)
где Δ𝑥, Δ𝑦, Δ𝑧 — некоторые положительные постоянные.
Теперь остановимся подробнее на постановке задачи управляемой коор-
динатной 𝜀-синхронизации моделей (2.1). Для этого введем в рассмотрение
некоторые обозначения, которые в дальнейшем будут использованы в ходе
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решения данной задачи:
𝛿(𝑡) = x1(𝑡)− x2(𝑡), 𝜂(𝑡) = 𝜉1(𝑡)− 𝜉2(𝑡), Δrest = 𝑥rest 1 − 𝑥rest 2,
𝜓1(𝑡) = 𝑥
2
1(𝑡) + 𝑥1(𝑡)𝑥2(𝑡) + 𝑥
2
2(𝑡), 𝜓2(𝑡) = 𝑥1(𝑡) + 𝑥2(𝑡),
где 𝛿(𝑡) = col (𝛿𝑥(𝑡), 𝛿𝑦(𝑡), 𝛿𝑧(𝑡)) — вектор отклонений между координата-
ми состояний систем (2.1); 𝜂(𝑡) = col (𝜂𝑥(𝑡), 𝜂𝑦(𝑡), 𝜂𝑧(𝑡)) — вектор разности
функций 𝜉1(𝑡) и 𝜉2(𝑡), причем из неравенств (2.2) следует, что
|𝜂𝑥(𝑡)| 6 Δ𝑥, |𝜂𝑦(𝑡)| 6 Δ𝑦, |𝜂𝑧(𝑡)| 6 Δ𝑧, ∀𝑡 > 0. (2.3)
Основываясь на приведенных выше обозначениях, сформулируем зада-
чу управляемой координатной 𝜀-синхронизации моделей (2.1) в виде сле-
дующей цели управления:
|𝛿𝑥(𝑡)| 6 𝜀, |𝛿𝑦(𝑡)| 6 𝜀, |𝛿𝑧(𝑡) + 𝑠Δrest| 6 𝜀, ∀𝑡 > 𝑡*. (2.4)
Таким образом, решение задачи управляемой координатной 𝜀-синхрони-
зации сводится к поиску такого управления 𝑢(𝑡), которое бы обеспечивало
достижение цели управления (2.4).
2.2 Основной результат
Для решения поставленной задачи, в динамической сети (2.1) последо-
вательно вычтем уравнения второй модели из уравнений первой и запишем
следующую систему нелинейных дифференциальных уравнений:
?̇?(𝑡) = 𝐹 (𝛿(𝑡), 𝜓(𝑡)) + 2𝜙(x1(𝑡),x2(𝑡)) + 𝜂(𝑡) +𝐵𝑢(𝑡),
𝐹 (𝛿(𝑡), 𝜓(𝑡)) =






Здесь 𝜓(𝑡) = col (𝜓1(𝑡), 𝜓2(𝑡)) — вектор-функция, описывающая нелиней-
ную часть системы.
Перейдем к координатам 𝑒𝑥(𝑡) = 𝛿𝑥(𝑡), 𝑒𝑦(𝑡) = 𝛿𝑦(𝑡), 𝑒𝑧(𝑡) = 𝛿𝑧(𝑡)+𝑠Δrest.
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Тогда цель управления (2.4) примет вид
|𝑒𝑥(𝑡)| 6 𝜀, |𝑒𝑦(𝑡)| 6 𝜀, |𝑒𝑧(𝑡)| 6 𝜀, ∀𝑡 > 0, (2.6)
а система (2.5) запишется как
?̇?(𝑡) = 𝐹 (𝑒(𝑡), 𝜓(𝑡)) + 2𝜙(x1(𝑡),x2(𝑡)) + 𝜂(𝑡) +𝐵𝑢(𝑡),
𝐹 (𝑒(𝑡), 𝜓(𝑡)) =






Здесь 𝑒(𝑡) = col (𝑒𝑥(𝑡), 𝑒𝑦(𝑡), 𝑒𝑧(𝑡)) — вектор состояния системы (2.7).
Опираясь на цель управления (2.6), выполним переход от задачи управ-
ления синхронизацией в системах (2.1) к задаче поиска управления 𝑢(𝑡),
гарантирующего устойчивость нулевого решения системы (2.7). Для поис-














Тогда производная ?̇? (𝑒(𝑡)) вдоль траекторий системы (2.7) примет следу-
ющий вид:




+ (1− 𝑑𝜓2(𝑡))𝑒𝑥(𝑡)𝑒𝑦(𝑡) + 𝑠Δrest𝑒𝑥(𝑡) + 𝑢(𝑡)𝑒𝑥(𝑡)+





Введем следующий закон управления:
𝑢(𝑡) = −(𝛾0 + 𝑏𝜓2(𝑡))𝛿𝑥(𝑡) + 𝑑𝜓2(𝑡)𝛿𝑦(𝑡)− 𝑠Δrest, (2.10)
где 𝛾0 — коэффициент усиления. В новых координатах 𝑒𝑥(𝑡), 𝑒𝑦(𝑡) и 𝑒𝑧(𝑡),
управление (2.10) примет вид:
𝑢(𝑡) = −(𝛾0 + 𝑏𝜓2(𝑡))𝛿𝑥(𝑡) + 𝑑𝜓2(𝑡)𝛿𝑦(𝑡)− 𝑠Δrest. (2.11)
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Подставляя закон управления (2.11) в производную (2.9), получаем следу-
ющее выражение:









Теперь полученное выражение (2.12) будем оценивать сверху. Во-пер-
вых, исключим из рассмотрения слагаемое, содержащее функцию 𝜓1(𝑡),
поскольку оно неположительно ∀𝑡 > 0. Тогда имеет место неравенство:









Во-вторых, слагаемые, содержащие функции 𝜂𝑥(𝑡), 𝜂𝑦(𝑡) и 𝜂𝑧(𝑡), можно оце-
нить сверху модулями от этих слагаемых. Таким образом, получим следу-
ющую оценку сверху для правой части неравенства (2.13):

















































где 𝜈𝑥, 𝜈𝑦, 𝜈𝑧 — некоторые положительные постоянные.
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Далее представим правую часть неравенства (2.15) в следующем виде:
?̇? (𝑒(𝑡)) 6 −
(︂










































В неравенстве (2.16) выделим квадратичную форму, а 𝜈𝑥, 𝜈𝑦, 𝜈𝑧 положим
равными 1/2, 1/2 и 𝑟/2 соответственно. Отсюда получаем неравенство:














⎡⎢⎣−(𝛾0 + 2𝜎 − 1/2) 1/2 01/2 −1/2 0
0 0 −1/2𝑠
⎤⎥⎦ .
Теперь найдем такие 𝛾0 и 𝜎, при которых квадратичная форма 𝑒𝑇 (𝑡)𝑊𝑒(𝑡)
в неравенстве (2.17) является отрицательно определенной. Используя кри-
терий Сильвестра, получим следующее условие:
𝛾0 + 2𝜎 − 1 > 0. (2.18)
Если условие (2.18) выполнено, тогда квадратичная форма в неравенстве
(2.17) является отрицательно определенной. Кроме того, функции 𝜂𝑥(𝑡),
𝜂𝑦(𝑡) и 𝜂𝑧(𝑡) являются равномерно ограниченными. Поэтому правую часть
неравенства (2.17) можно вновь оценить сверху:
?̇? (𝑒(𝑡)) 6 −𝑟
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Наконец, применяя известные теоремы сравнения дифференциальных









Следовательно, траектории систем (2.5) и (2.7) ограничены эллипсоидом:













Ограниченность траекторий в системах (2.5) и (2.7) свидетельствует
о достижении цели управления (2.4), а значит и 𝜀-синхронизации между
связанными системами (2.1). Следует отметить, что точность такой син-
хронизации прямо пропорциональна величинам Δ𝑥, Δ𝑦 и Δ𝑧. Полученный
результат сформулируем в виде следующей теоремы.
Теорема 2.1. Пусть условие (2.18) выполнено. Тогда закон управление 𝑢(𝑡)
в форме (2.10) гарантирует достижение цели управления (2.4) при 𝜀 рав-
ном 2
√︀
ℎ/𝑟 и ∀x1(0),x2(0) систем (2.1).
Таким образом, теорема 2.1 является достаточным условием для до-
стижения 𝜀-синхронизации связанных систем (2.1). Данный результат был
опубликован в работах [6, 7].
2.3 Компьютерное моделирование
Проведем компьютерное моделирование с целью подтверждения резуль-
татов, полученных в разделе 2.2. Для этого предварительно определим па-
раметры моделирования динамической сети (2.1). Их значения будут сле-
дующие:
𝑎 = 1, 𝑏 = 3, 𝑐 = 1, 𝑑 = 5, 𝑟 = 3 · 10−3,
𝑠 = 4, 𝑥rest 1 = −1, 𝑥rest 2 = −0.99, 𝜎 = 1 · 10−3, 𝛾0 = 10.
Кроме того, предполагается, что в динамической сети (2.1) присутству-
ют возмущения, описываемые равномерно ограниченными функциями от
20










































Рис. 2.1: Поведение двух связанных неидентичных моделей
Хиндмарш-Роуз при наличии возмущений без управления: (а) динамика
переменных 𝑥1(𝑡) и 𝑥2(𝑡); (б) разница между переменными 𝑥1(𝑡) и 𝑥2(𝑡);
(в) динамика переменных 𝑦1 и 𝑦2; (г) разница между переменными 𝑦1 и 𝑦2;
(д) динамика переменных 𝑧1 и 𝑧2; (е) разница между переменными 𝑧1 и 𝑧2
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Рис. 2.2: Управляемая синхронизация двух связанных неидентичных
моделей Хиндмарш-Роуз при наличии возмущений: (а) динамика
переменных 𝑥1(𝑡) и 𝑥2(𝑡); (б) разница между переменными 𝑥1(𝑡) и 𝑥2(𝑡);
(в) динамика переменных 𝑦1 и 𝑦2; (г) разница между переменными 𝑦1 и 𝑦2;
(д) динамика переменных 𝑧1 и 𝑧2; (е) разница между переменными 𝑧1 и 𝑧2
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Рис. 2.3: Динамика закона управления 𝑢(𝑡)
времени. Для моделирования таких возмущений были выбраны следующие
функции:
𝜉𝑥,1 = 0.01𝑟 sin(100𝑡), 𝜉𝑥,2 = −0.01𝑟 sin(100𝑡),
𝜉𝑦,1 = 0.01𝑟 sin(𝑡), 𝜉𝑦,2 = −0.01𝑟 sin(𝑡),
𝜉𝑧,1 = 0.02𝑟
2 sin(0.01𝑡), 𝜉𝑧,2 = −0.02𝑟2 sin(0.01𝑡)
Теперь перейдем непосредственно к результатам моделирования. Для
начала рассмотрим случай, когда на сеть (2.1) не оказывается никакого
управляющего воздействия (рис. 2.1). Можно видеть, что в данном случае
узлы динамической сети ведут себя асинхронно и в их динамике наблюда-
ется некоторый временной сдвиг друг относительно друга.
Далее рассмотрим случай, когда динамическая сеть (2.1) находится под
управлением (2.10). Поскольку значения параметров 𝛾0 и 𝜎 удовлетворяют
условию теоремы 2.1, то закон управления (2.10) гарантирует достижение
𝜀-синхронизации между узлами сети (2.1), что и проиллюстрировано на
рис. 2.2. Динамика же самого закона управления изображена на рис. 2.3.
Таким образом, можно заключить, что результаты проведенного ком-
пьютерного моделирования полностью согласуются с полученными теоре-
тическими результатами.
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Рассмотрим гетерогенную динамическую сеть, состоящую из двух свя-
занных моделей Хиндмарш-Роуз:
ẋ1(𝑡) = 𝑓1(x1(𝑡)) + 𝜙(x1(𝑡),x2(𝑡)) +𝐵𝑢(𝑡),




𝑖 (𝑡) + 𝑏𝑥
2
𝑖 (𝑡)− 𝑧𝑖(𝑡)
𝑐− 𝑑𝑥2𝑖 (𝑡)− 𝑦𝑖(𝑡)
𝑟
[︀









где 𝑖, 𝑗 = 1, 2. Здесь x𝑖(𝑡) = col (𝑥𝑖(𝑡), 𝑦𝑖(𝑡), 𝑧𝑖(𝑡)) — вектор состояния 𝑖-
ой модели; 𝐵 = col (1, 0, 0); 𝑢(𝑡) — управление; 𝜎 > 0 — сила связи меж-
ду моделями; 𝑎, 𝑏, 𝑐, 𝑑, 𝑟, 𝑠 — параметры, принимающие положительные
значения; 𝑥rest 𝑖, 𝑖 = 1, 2 — параметры, значения которых отрицательны.
Далее будем предполагать, что параметры моделей (3.1) неизвестны и
не могут быть использованы при построении управления 𝑢(𝑡). Следова-
тельно, управление 𝑢(𝑡) должно настраиваться самостоятельно, т. е. быть
адаптивным.
Управляемую синхронизацию будем назвать адаптивной синхрониза-
цией, если она обеспечивается управляющим воздействием 𝑢(𝑡), которое, в
свою очередь, является адаптивным.
Остановимся подробнее на постановке задачи адаптивной координатной
синхронизации моделей (3.1). Для этого введем в рассмотрение некоторые
обозначения, которые в дальнейшем будут использованы в ходе решения
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данной задачи:
𝛿(𝑡) = x1(𝑡)− x2(𝑡), Δrest = 𝑥rest 1 − 𝑥rest 2,
𝜓1(𝑡) = 𝑥
2
1(𝑡) + 𝑥1(𝑡)𝑥2(𝑡) + 𝑥
2
2(𝑡), 𝜓2(𝑡) = 𝑥1(𝑡) + 𝑥2(𝑡),
где 𝛿(𝑡) = col (𝛿𝑥(𝑡), 𝛿𝑦(𝑡), 𝛿𝑧(𝑡)) — вектор отклонений между координатами
состояний систем (2.1).
Основываясь на приведенных выше обозначениях, сформулируем за-




𝛿𝑥(𝑡) = 0, lim
𝑡→∞
𝛿𝑦(𝑡) = 0, lim
𝑡→∞
𝛿𝑧(𝑡) = −𝑠Δrest. (3.2)
Таким образом, решение задачи адаптивной координатной синхрони-
зации сводится к поиску такого адаптивного управления 𝑢(𝑡), которое бы
обеспечивало достижение цели управления (3.2).
3.2 Основной результат
Для решения поставленной задачи, в динамической сети (3.1) последо-
вательно вычтем уравнения второй модели из уравнений первой и запишем
следующую систему нелинейных дифференциальных уравнений:
?̇?(𝑡) = 𝐹 (𝛿(𝑡), 𝜓(𝑡)) + 2𝜙(x1(𝑡),x2(𝑡)) +𝐵𝑢(𝑡),
𝐹 (𝛿(𝑡), 𝜓(𝑡)) =






Здесь 𝜓(𝑡) = col (𝜓1(𝑡), 𝜓2(𝑡)) — вектор-функция, описывающая нелиней-
ную часть системы.
Перейдем к координатам 𝑒𝑥(𝑡) = 𝛿𝑥(𝑡), 𝑒𝑦(𝑡) = 𝛿𝑦(𝑡), 𝑒𝑧(𝑡) = 𝛿𝑧(𝑡)+𝑠Δrest.
Тогда цель управления (3.2) примет вид
lim
𝑡→∞
𝑒𝑥(𝑡) = 0, lim
𝑡→∞
𝑒𝑦(𝑡) = 0, lim
𝑡→∞
𝑒𝑧(𝑡) = 0. (3.4)
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а система (3.3) запишется как
?̇?(𝑡) = 𝐹 (𝑒(𝑡), 𝜓(𝑡)) + 2𝜙(x1(𝑡),x2(𝑡)) +𝐵𝑢(𝑡),
𝐹 (𝑒(𝑡), 𝜓(𝑡)) =






Здесь 𝑒(𝑡) = col (𝑒𝑥(𝑡), 𝑒𝑦(𝑡), 𝑒𝑧(𝑡)) — вектор состояния системы (3.5).
Опираясь на цель управления (3.4), выполним переход от задачи адап-
тивного управления синхронизацией в системах (3.1) к задаче поиска адап-
тивного управления 𝑢(𝑡), гарантирующего устойчивость нулевого реше-














Тогда производная ?̇?(𝑒(𝑡)) вдоль траекторий системы (3.5) примет следу-
ющий вид:




+ (1− 𝑑𝜓2(𝑡))𝑒𝑥(𝑡)𝑒𝑦(𝑡) + 𝑠Δrest𝑒𝑥(𝑡) + 𝑢(𝑡)𝑒𝑥(𝑡).
(3.7)
Введем следующий закон управления:
𝑢(𝑡) = −(𝛾0 + 𝜃1(𝑡)𝜓2(𝑡))𝛿𝑥(𝑡) + 𝜃2(𝑡)𝜓2(𝑡)𝛿𝑦(𝑡) + 𝜃3(𝑡), (3.8)
где 𝛾0 — коэффициент усиления; 𝜃1(𝑡), 𝜃2(𝑡) и 𝜃3(𝑡) — настраиваемые пара-
метры. В новых координатах 𝑒𝑥(𝑡), 𝑒𝑦(𝑡) и 𝑒𝑧(𝑡), управление (3.8) примет
вид:
𝑢(𝑡) = −(𝛾0 + 𝜃1(𝑡)𝜓2(𝑡))𝑒𝑥(𝑡) + 𝜃2(𝑡)𝜓2(𝑡)𝑒𝑦(𝑡) + 𝜃3(𝑡). (3.9)
Подставляя закон управления (3.9) в производную (3.7), получаем следу-
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ющее выражение:




+ (𝜃1(𝑡) + 𝑏)𝜓2(𝑡)𝑒
2
𝑥(𝑡) + (𝜃2(𝑡)− 𝑑)𝜓2(𝑡)𝑒𝑥(𝑡)𝑒𝑦(𝑡)+
+ (𝜃3(𝑡) + 𝑠Δrest).
(3.10)
Теперь полученное выражение (3.10) будем оценивать сверху. Заметим,













∀𝑡 > 0. А значит
имеет место неравенство (3.11).
?̇?(𝑒(𝑡)) 6 −𝑟
2
𝑄(𝑒(𝑡)) + 𝑒𝑇 (𝑡)𝑊𝑒(𝑡) + (𝜃1(𝑡) + 𝑏)𝜓2(𝑡)𝑒
2
𝑥(𝑡)+




⎡⎢⎣−(𝛾0 + 2𝜎 − 1/2) 1/2 01/2 −1/2 0
0 0 −1/2𝑠
⎤⎥⎦ .
Теперь найдем такие 𝛾0 и 𝜎, при которых квадратичная форма 𝑒𝑇 (𝑡)𝑊𝑒(𝑡)
в неравенстве (3.11) является отрицательно определенной. Используя кри-
терий Сильвестра, получим следующее условие:
𝛾0 + 2𝜎 − 1 > 0. (3.12)
Если условие (3.12) выполнено, то неравенство (3.11) примет вид:
?̇?(𝑒(𝑡)) 6 −𝑟
2
𝑄(𝑒(𝑡)) + 𝜔 (𝑒(𝑡), 𝜃(𝑡)) , (3.13)
где 𝜃(𝑡) = col (𝜃1(𝑡), 𝜃2(𝑡), 𝜃3(𝑡)) и
𝜔 (𝑒(𝑡), 𝜃(𝑡)) = (𝜃1(𝑡) + 𝑏)𝜓2(𝑡)𝑒
2
𝑥(𝑡)+
+ (𝜃2(𝑡)− 𝑑)𝜓2(𝑡)𝑒𝑥(𝑡)𝑒𝑦(𝑡) + (𝜃3(𝑡) + 𝑠Δrest).
Настройку параметров 𝜃1(𝑡), 𝜃2(𝑡) и 𝜃3(𝑡) будем осуществлять при по-
мощи метода скоростного градиента. Для этого сначала найдем градиент
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функции 𝜔 (𝑒(𝑡), 𝜃(𝑡)) по переменным вектора 𝜃(𝑡):







а затем зададим алгоритм изменения 𝜃(𝑡) в форме следующего диффере-
нециального уравнения:
𝜃(𝑡) = −𝛾∇𝜃𝜔 (𝑒(𝑡), 𝜃(𝑡)) , (3.15)
где 𝛾 — коэффициент усиления. Алгоритм настройки параметров 𝜃1(𝑡),
𝜃2(𝑡) и 𝜃3(𝑡) обеспечивает неположительность функции 𝜔 (𝑒(𝑡), 𝜃(𝑡)), а зна-




Наконец, применяя известные теоремы сравнения дифференциальных




𝑄(𝑒(𝑡)) = 0. (3.17)
Из последнего выражения следует, что цель управления (3.2) достигается,
что, в свою очередь, свидетельствует о достижении синхронизации между
связанными системами (3.1). Полученный результат сформулируем в виде
следующей теоремы.
Теорема 3.1. Пусть условие (3.12) выполнено. Тогда закон управления 𝑢(𝑡)
в форме (3.8) гарантирует достижение цели управления (3.2) ∀x1(0),x2(0)
и ∀𝜃(0) систем (3.1), (3.15).
Следовательно, теорема 3.1 является достаточным условием для дости-
жения синхронизации связанных систем (3.1). Данный результат был опуб-
ликован в статье [34].
3.3 Компьютерное моделирование
Проведем компьютерное моделирование с целью подтверждения резуль-
татов, полученных в разделе 3.2. Для этого предварительно определим
параметры моделирования для рассматриваемой динамической сети (3.1).
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Рис. 3.1: Поведение двух связанных неидентичных моделей
Хиндмарш-Роуз без управления: (а) динамика переменных 𝑥1(𝑡) и 𝑥2(𝑡);
(б) разница между переменными 𝑥1(𝑡) и 𝑥2(𝑡); (в) динамика переменных
𝑦1 и 𝑦2; (г) разница между переменными 𝑦1 и 𝑦2; (д) динамика
переменных 𝑧1 и 𝑧2; (е) разница между переменными 𝑧1 и 𝑧2
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Рис. 3.2: Адаптивная синхронизация двух связанных неидентичных
моделей Хиндмарш-Роуз: (а) динамика переменных 𝑥1(𝑡) и 𝑥2(𝑡);
(б) разница между переменными 𝑥1(𝑡) и 𝑥2(𝑡); (в) динамика переменных
𝑦1 и 𝑦2; (г) разница между переменными 𝑦1 и 𝑦2; (д) динамика
переменных 𝑧1 и 𝑧2; (е) разница между переменными 𝑧1 и 𝑧2
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Рис. 3.3: Динамика закона управления 𝑢(𝑡)
Значения данных параметров будут следующие:
𝑎 = 1, 𝑏 = 3, 𝑐 = 1, 𝑑 = 5, 𝑟 = 3 · 10−3, 𝑠 = 4,
𝑥rest 1 = −1, 𝑥rest 2 = −0.99, 𝜎 = 1 · 10−3, 𝛾0 = 5, 𝛾 = 10.
Теперь перейдем непосредственно к результатам моделирования. Для
начала рассмотрим случай, когда на сеть (3.1) не оказывается никакого
управляющего воздействия (рис. 3.1). Можно видеть, что в данном случае
узлы динамической сети ведут себя асинхронно и в их динамике наблюда-
ется некоторый временной сдвиг друг относительно друга.
Далее рассмотрим случай, когда динамическая сеть (3.1) находится под
управлением (3.8). Поскольку значения параметров 𝛾0 и 𝜎 удовлетворя-
ют условию теоремы 3.1, то закон управления (3.8) гарантирует достиже-
ние синхронизации между узлами сети (3.1), что и проиллюстрировано на
рис. 3.2. Динамика же самого закона управления изображена на рис. 3.3.
Таким образом, можно заключить, что результаты проведенного ком-
пьютерного моделирования полностью согласуются с полученными теоре-
тическими результатами.
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4 Адаптивная синхронизация гетерогенной
спайковой нейронной сети Хиндмарш-Роуз
4.1 Постановка задачи
Рассмотрим гетерогенную динамическую сеть, состоящую из 𝑁 связан-
ных моделей Хиндмарш-Роуз:







𝑖 (𝑡) + 𝑏𝑥
2
𝑖 (𝑡)− 𝑧𝑖(𝑡)
𝑐− 𝑑𝑥2𝑖 (𝑡)− 𝑦𝑖(𝑡)
𝑟
[︀









где 𝑖, 𝑗 = 1, . . . , 𝑁 . Здесь x𝑖(𝑡) = col (𝑥𝑖(𝑡), 𝑦𝑖(𝑡), 𝑧𝑖(𝑡)) — вектор состояния
𝑖-го узла в сети; 𝐴 = [𝛼𝑖 𝑗] — матрица смежности графа 𝐺, задающего
топологию сети; 𝐵 = col (1, 0, 0); 𝑢𝑖(𝑡) — управляющее воздействие, дей-
ствующее на 𝑖-ый узел сети; 𝜎 > 0 — сила связи между узлами сети; 𝑎, 𝑏,
𝑐, 𝑑, 𝑟, 𝑠 — параметры , принимающие положительные значения; 𝑥rest 𝑖,
𝑖 = 1, . . . ,𝑁 — параметры, значения которых отрицательны.
Теперь определим среднюю динамику сети (4.1). Для этого сложим все,
соответствующие между собой, уравнения динамической сети и разделим
на 𝑁 . Кроме того, в силу произвольности выбора управляющего воздей-
ствия 𝑢𝑖(𝑡) для каждого узла, будем считать, что 1𝑁
∑︀𝑁
𝑗=1 𝑢𝑖(𝑡) = 0. Таким
образом, получим следующую систему дифференциальных уравнений:
˙̄x(𝑡) = 𝑓m(x̄(𝑡), 𝜓m(𝑡)),
𝑓m(x̄(𝑡), 𝜓m(𝑡)) =








































Здесь x̄(𝑡) = col (?̄?(𝑡), 𝑦(𝑡), 𝑧(𝑡)) — вектор состояния системы средней дина-
мики; 𝜓m(𝑡) = col (𝜓1m(𝑡), 𝜓2m(𝑡)) — вектор-функция, описывающая нели-
нейную часть системы средней динамики.
Далее сформулируем некоторые предположения относительно рассмат-
риваемой динамической сети. Во-первых, будем предполагать, что граф 𝐺,
определяющий топологию сети (4.1), является неориентированным. Во-вто-
рых, предполагается, что значения параметров динамической сети (4.1)
неизвестны и не могут быть использованы при построении законов управ-
ления 𝑢𝑖(𝑡), 𝑖 = 1, . . . ,𝑁 . Следовательно, каждый закон управления 𝑢𝑖(𝑡)
должен настраиваться самостоятельно, т. е. быть адаптивным. И нако-
нец, будем предполагать, что значения всех параметров 𝑥rest 𝑖 принадлежат
некоторому интервалу, т. е. |𝑥rest 𝑖 − 𝑥rest 𝑗| 6 Δ, 𝑖, 𝑗 = 1, . . . ,𝑁 .
Управляемую синхронизацию будем назвать адаптивной синхрониза-
цией, если она обеспечивается управляющим воздействием 𝑢(𝑡), которое, в
свою очередь, является адаптивным.
Остановимся подробнее на постановке задачи адаптивной координатной
синхронизации динамической сети (4.1). Для этого введем в рассмотрение
некоторые обозначения, которые в дальнейшем будут использованы в ходе
решения данной задачи:
𝛿𝑖(𝑡) = x𝑖(𝑡)− x̄(𝑡), Δrest 𝑖 = 𝑥rest 𝑖 − ?̄?rest 𝑖,
𝜓1 𝑖(𝑡) = 𝑥
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𝑖 (𝑡)− 𝜓1m(𝑡), 𝜓2 𝑖(𝑡) = 𝑥2𝑖 (𝑡)− 𝜓2m(𝑡),
где 𝛿𝑖(𝑡) = col (𝛿𝑥 𝑖(𝑡), 𝛿𝑦 𝑖(𝑡), 𝛿𝑧 𝑖(𝑡)) — вектор отклонений координат узлов
сети (4.1) от координат средней динамики, 𝑖 = 1, . . . ,𝑁 .
Основываясь на приведенных выше обозначениях, сформулируем за-





𝛿𝑥 𝑖(𝑡) = 0, lim
𝑡→∞
𝛿𝑦 𝑖(𝑡) = 0, lim
𝑡→∞
𝛿𝑧 𝑖(𝑡) = −𝑠Δrest 𝑖, 𝑖 = 1, . . . , 𝑁.
(4.3)
Таким образом, решение задачи адаптивной координатной синхрони-
зации сводится к поиску такого адаптивного управления 𝑢(𝑡), которое бы
обеспечивало достижение цели управления (4.3).
4.2 Основной результат
Для решения поставленной задачи последовательно вычтем уравнения
средней динамики (4.2) из уравнений динамической сети (4.1) и запишем
следующую систему нелинейных дифференциальных уравнений:





⎡⎢⎣𝛿𝑦,𝑖(𝑡)− 𝑎𝜓1 𝑖(𝑡) + 𝑏𝜓2 𝑖(𝑡)− 𝛿𝑧 𝑖(𝑡)−𝑑𝜓2 𝑖(𝑡)− 𝛿𝑦 𝑖(𝑡)
𝑟
(︀
𝑠𝛿𝑥 𝑖(𝑡)− 𝛿𝑧 𝑖(𝑡)− 𝑠Δrest 𝑖
)︀
⎤⎥⎦ , (4.4)
где 𝑖 = 1, . . . ,𝑁 . Здесь 𝜓𝑖(𝑡) = col (𝜓1 𝑖(𝑡), 𝜓2 𝑖(𝑡)) — вектор-функция, опи-
сывающая нелинейную часть 𝑖-го узла системы (4.4).
Перейдем к новой системе координат 𝑒𝑥 𝑖(𝑡) = 𝛿𝑥 𝑖(𝑡), 𝑒𝑦 𝑖(𝑡) = 𝛿𝑦 𝑖(𝑡),
𝑒𝑧 𝑖(𝑡) = 𝛿𝑧 𝑖(𝑡) + 𝑠Δrest 𝑖. Тогда цель управления (4.3) примет вид
lim
𝑡→∞
𝑒𝑥 𝑖(𝑡) = 0, lim
𝑡→∞
𝑒𝑦 𝑖(𝑡) = 0, lim
𝑡→∞
𝑒𝑧 𝑖(𝑡) = 0, 𝑖 = 1, . . . ,𝑁. (4.5)
а система (4.4) запишется как





⎡⎢⎣𝑒𝑦 𝑖(𝑡)− 𝑎𝜓1 𝑖(𝑡) + 𝑏𝜓2 𝑖(𝑡)− 𝑒𝑧 𝑖(𝑡) + 𝑠Δrest 𝑖−𝑑𝜓2 𝑖(𝑡)− 𝑒𝑦 𝑖(𝑡)
𝑟(𝑠𝑒𝑥 𝑖(𝑡)− 𝑒𝑧 𝑖(𝑡))
⎤⎥⎦ , (4.6)
где 𝑖 = 1, . . . ,𝑁 . Здесь 𝑒𝑖(𝑡) = col (𝑒𝑥 𝑖(𝑡), 𝑒𝑦 𝑖(𝑡), 𝑒𝑧 𝑖(𝑡)) — вектор состояния
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𝑖-го узла в системе (4.6).
Опираясь на цель управления (4.5), выполним переход от задачи адап-
тивного управления синхронизацией в сети (4.1) к задаче поиска адаптив-
ных законов управления 𝑢𝑖(𝑡), 𝑖 = 1, . . . ,𝑁 , гарантирующих устойчивость
нулевого решения для каждого узла системы (4.6). Для поиска таких за-















где e(𝑡) = col
(︀




. Тогда производная ?̇? (e(𝑡)) вдоль траекто-


























Выполним некоторые преобразования над слагаемыми, находящимися
в правой части равенства (4.8). Во-первых, основываясь на определении






































𝛼𝑖 𝑗𝑥𝑖(𝑡)𝑥𝑗(𝑡) = −𝑥𝑇 (𝑡)𝐿𝑥(𝑡),
(4.9)
где 𝑥(𝑡) = col (𝑥1(𝑡), . . . ,𝑥2(𝑡)); 𝐿 — матрица Лапласа; 𝑛𝑖 — степень 𝑖-ой
вершины графа 𝐺. Во-вторых, сумму
∑︀𝑁





𝜓2 𝑖(𝑡)𝑒𝑥 𝑖(𝑡) =
𝑁∑︁
𝑖=1




𝑥2𝑖 (𝑡)(𝑥𝑖(𝑡)− ?̄?(𝑡))− 𝜓2m(𝑡)
𝑁∑︁
𝑖=1




















Наконец, выполняя преобразования над суммой
∑︀𝑁
𝑖=1 𝜓2 𝑖(𝑡)𝑒𝑦 𝑖(𝑡), получим:
𝑁∑︁
𝑖=1
𝜓2 𝑖(𝑡)𝑒𝑦 𝑖(𝑡) =
𝑁∑︁
𝑖=1




𝑥2𝑖 (𝑡)(𝑦𝑖(𝑡)− 𝑦(𝑡))− 𝜓2m(𝑡)
𝑁∑︁
𝑖=1













(𝑥2𝑖 (𝑡)− ?̄?2(𝑡))(𝑦𝑖(𝑡)− 𝑦(𝑡)) =
𝑁∑︁
𝑖=1
(𝑦𝑖(𝑡) + 𝑦(𝑡))𝑒𝑥 𝑖(𝑡)𝑒𝑦 𝑖(𝑡).
(4.11)






𝑒𝑦 𝑖(𝑡)− 𝑎𝜓1 𝑖(𝑡) + 𝑏(𝑥𝑖(𝑡) + ?̄?(𝑡))𝑒𝑥 𝑖(𝑡)− 𝑒𝑧 𝑖(𝑡)+



















Введем управление в виде следующих управляющих воздействий:
𝑢𝑖(𝑡) = −
[︀









𝛿𝑦 𝑖(𝑡) + 𝜃3 𝑖(𝑡), 𝑖 = 1, . . . ,𝑁,
(4.13)
где 𝛾0 — коэффициент усиления; 𝜃1 𝑖(𝑡), 𝜃2 𝑖(𝑡) и 𝜃3 𝑖(𝑡), 𝑖 = 1, . . . ,𝑁 — на-
страиваемые параметры. В новой системе координат 𝑒𝑥 𝑖(𝑡), 𝑒𝑦 𝑖(𝑡) и 𝑒𝑧 𝑖(𝑡),
управляющие воздействия (4.13) примут вид:
𝑢𝑖(𝑡) = −
[︀









𝑒𝑦 𝑖(𝑡) + 𝜃3 𝑖(𝑡), 𝑖 = 1, . . . ,𝑁.
(4.14)
















− 𝑎𝜓1 𝑖(𝑡)𝑒𝑥 𝑖(𝑡) + 𝜔(𝑒𝑖(𝑡), 𝜃𝑖(𝑡))
]︂
− 𝜎𝑥𝑇 (𝑡)𝐿𝑥(𝑡),
𝜔(𝑒𝑖(𝑡), 𝜃𝑖(𝑡)) = (𝜃1 𝑖(𝑡) + 𝑏)(𝑥𝑖(𝑡) + ?̄?)𝑒
2
𝑥 𝑖(𝑡)+
+ (𝜃2 𝑖(𝑡)− 𝑑)(𝑥𝑖(𝑡) + ?̄?)𝑒𝑥 𝑖(𝑡)𝑒𝑦 𝑖(𝑡)+
+ (𝜃3 𝑖(𝑡)− 𝑠Δrest 𝑖)𝑒𝑥 𝑖(𝑡),
(4.15)
где 𝜃𝑖(𝑡) = col (𝜃1 𝑖(𝑡), 𝜃2 𝑖(𝑡), 𝜃3 𝑖(𝑡)) и 𝑖 = 1, . . . ,𝑁 .










𝑒2𝑥 𝑖(𝑡) + 𝑒
2























Во-вторых, покажем, что сумма −
∑︀𝑁
𝑖=1 𝜓1 𝑖(𝑡)𝑒𝑥 𝑖(𝑡) не является положи-




𝜓1 𝑖(𝑡)𝑒𝑥 𝑖(𝑡) =
𝑁∑︁
𝑖=1




𝑥3𝑖 (𝑡)(𝑥𝑖(𝑡)− ?̄?(𝑡)) + 𝜓1m(𝑡)
𝑁∑︁
𝑖=1













(𝑥𝑖(𝑡)− ?̄?(𝑡))2(𝑥2𝑖 (𝑡) + 𝑥𝑖(𝑡)?̄?(𝑡) + ?̄?2(𝑡)).
(4.17)
Далее найдем такое 𝜇 > 0, для которого верно неравенство
𝑥2𝑖 (𝑡) + 𝑥𝑖(𝑡)?̄?(𝑡) + ?̄?
2(𝑡) > 𝜇(𝑥𝑖(𝑡)− ?̄?(𝑡))2.
Выполнив простейшие преобразования, получим
(1− 𝜇)𝑥2𝑖 (𝑡) + (1 + 2𝜇)𝑥𝑖(𝑡)?̄?(𝑡) + (1− 𝜇)?̄?2(𝑡) > 0.
Данное неравенство выполняется, когда соответствующее ему квадратное
уравнение не имеет корней, т. е. когда дискриминант (1+2𝜇)2−4(1−𝜇)2 < 0.











Следовательно, рассматриваемая сумма −
∑︀𝑁
𝑖=1 𝜓1 𝑖(𝑡)𝑒𝑥 𝑖(𝑡) не является по-














В-третьих, покажем, что квадратичная форма 𝑥𝑇 (𝑡)𝐿𝑥(𝑡) положительно
полуопределена, т. e. 𝑥𝑇 (𝑡)𝐿𝑥(𝑡) > 0. В самом деле, поскольку 𝐿 являет-
ся матрицей Лапласа графа 𝐺, то 𝐿 имеет нулевое собственное число 𝜆1.
Кроме того, все собственные числа имеют неотрицательную вещественную
часть, а значит могут быть упорядочены следующим образом:
0 = 𝜆1 6 𝜆2 6 . . . 6 𝜆𝑁 .
Из приведенных выше отношений порядка для собственных чисел матри-
цы 𝐿 следует положительная полуопределенность квадратичной формы







𝑒𝑇𝑖 (𝑡)𝑊𝑒𝑖(𝑡) + 𝜔(𝑒𝑖(𝑡), 𝜃𝑖(𝑡))
)︂
. (4.19)




𝑖 (𝑡)𝑊𝑒𝑖(𝑡) в нера-
венстве (4.19) отрицательно определена, а именно когда каждая 𝑖-я квадра-
тичная форма 𝑒𝑇𝑖 (𝑡)𝑊𝑒𝑖(𝑡) является отрицательно определенной. Исполь-
зуя критерий Сильвестра, получим следующее условие:
𝛾0 − 1 > 0. (4.20)







Настройку параметров 𝜃1 𝑖(𝑡), 𝜃2 𝑖(𝑡), 𝜃3 𝑖(𝑡), 𝑖 = 1, . . . , 𝑁 будем осуществ-
лять при помощи метода скоростного градиента. Для этого сначала найдем
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градиент функции 𝜔 (𝑒𝑖(𝑡), 𝜃𝑖(𝑡)) по переменным вектора 𝜃𝑖(𝑡):
∇𝜃𝜔 (𝑒𝑖(𝑡), 𝜃𝑖(𝑡)) = (𝑥𝑖(𝑡) + ?̄?(𝑡))
[︁
𝑒2𝑥 𝑖(𝑡) 𝑒𝑥 𝑖(𝑡)𝑒𝑦 𝑖(𝑡) 𝑒𝑥 𝑖(𝑡)
]︁𝑇
, (4.22)
Далее зададим алгоритм изменения для каждого 𝜃𝑖(𝑡) в форме следующего
дифференциального уравнения:
𝜃𝑖(𝑡) = −𝛾𝑖∇𝜃𝜔 (𝑒𝑖(𝑡), 𝜃𝑖(𝑡)) , (4.23)
где 𝛾𝑖 — коэффициент усиления в алгоритме настройки параметров 𝑖-го
управляющего воздействия, 𝑖 = 1, . . . , 𝑁 . Алгоритм настройки парамет-
ров 𝜃1 𝑖(𝑡), 𝜃2 𝑖(𝑡) и 𝜃3 𝑖(𝑡) для управляющего воздействия 𝑢𝑖(𝑡) обеспечивает
неположительность функции 𝜔 (𝑒𝑖(𝑡), 𝜃𝑖(𝑡)), а значит правую часть нера-




Теперь, применяя известные теоремы сравнения дифференциальных




𝑄(𝑒(𝑡)) = 0. (4.25)
Из последнего выражения следует, что цель управления (4.3) достигает-
ся, что, в свою очередь, свидетельствует о достижении синхронизации в
сети (4.1). Полученный результат сформулируем в виде теоремы.
Теорема 4.1. Пусть условие (4.20) выполнено. Тогда управляющие воз-
действия 𝑢𝑖(𝑡), 𝑖 = 1, . . . ,𝑁 в форме (4.13) гарантируют достижение це-
ли управления (4.3) ∀x1(0), . . .x𝑁(0) и ∀𝜃1(0), . . . , 𝜃𝑁(0) систем (4.1), (4.23).
Следовательно, теорема 4.1 является достаточным условием для дости-
жения синхронизации в гетерогенной динамической сети (4.1).
4.3 Компьютерное моделирование
Проведем компьютерное моделирование с целью подтверждения резуль-
татов, полученных в разделе 4.2. Для этого предварительно определим
параметры моделирования для динамической сети (4.1). Значения данных
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Рис. 4.1: Поведение гетерогенной динамической сети из 200 моделей
Хиндмарш-Роуз без управления: (а), (в) и (д) динамика узлов сети по
соответствующим переменным; (б), (г) и (е) среднеквадратическое





























Рис. 4.2: Адаптивная синхронизация гетерогенной динамической сети
из 200 моделей Хиндмарш-Роуз: (а), (в) и (д) динамика узлов сети по
соответствующим переменным; (б), (г) и (е) среднеквадратическое




𝑎 = 1, 𝑏 = 3, 𝑐 = 1, 𝑑 = 5, 𝑟 = 3 · 10−3, 𝑠 = 4, 𝜎 = 1 · 10−3, 𝑁 = 200,
𝛾0 = 5, 𝛾1 = . . . = 𝛾𝑁 = 10, 𝑥rest 𝑖 ∼ 𝑈 [−1,−0.99], 𝑖 = 1, . . . ,𝑁.
Теперь перейдем непосредственно к результатам моделирования. Для
начала рассмотрим случай, когда на сеть (4.1) не оказывается никакого
управляющего воздействия (рис. 4.1). Можно видеть, что в данном случае
узлы динамической сети ведут себя асинхронно и в их динамике наблюда-
ется некоторый временной сдвиг друг относительно друга.
Далее рассмотрим случай, когда динамическая сеть (4.1) находится под
управлением (4.13). Поскольку значение параметра 𝛾0 удовлетворяет усло-
вию теоремы 4.1, то управляющие воздействия (4.13) гарантируют дости-
жение синхронизации между узлами динамической сети (4.1), что и про-
иллюстрировано на рис. 4.2.
Таким образом, можно заключить, что результаты проведенного ком-




В настоящей работе рассмотрена задача управления синхронизацией в
спайковых нейронных сетях Хиндмарш-Роуз для трех случаев: при нали-
чии ограниченных возмущений в сети; при отсутствии априорной информа-
ции о значениях параметров сети; при отсутствии априорной информации
как о значениях параметров сети, так и о топологии сети. В первых двух
случаях топология сети является фиксированной и представляет собой две
связанные модели Хиндмарш-Роуз. В третьем случае топология сети явля-
ется произвольной. Во всех трех случаях предполагается неидентичность
узлов сети по параметрам, т. е. сети являются гетерогенными.
В ходе работы для каждого случая был предложен свой закон управле-
ния и математически доказана достижимость синхронизации в рассматри-
ваемой сети, посредством предложенного закона. Для каждого из рассмат-
риваемых в работе случаев было проведено компьютерное моделирование,
результаты которого полностью соответствуют полученным теоретическим
выводам.
Направлением дальнейших исследований, в первую очередь, является
введение нелинейных связей между узлами сети, т. е. между нейронами.
Эта необходимость вызвана, прежде всего, физиологическими особенностя-
ми механизма взаимодействия нервных клеток между собой. Кроме того,
в дальнейшем необходимо разработать алгоритмы управления, обеспечи-
вающие условия синхронизации сети Хиндмарш-Роуз даже при наличии
временных задержек при передаче сигналов между нейронами.
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Приложение
Код MATLAB программы для моделирования
сети Хиндмарш-Роуз
main.m




4 % Adaptive synchron i za t i on o f Hindmarsh−Rose networks





9 %% Dec la ra t i on
10 node = @(x ) 6∗( x − 1) + 1 ; % Node po in t e r
11
12
13 %% De f i n i t i o n
14 g l oba l cal lNetHR_Plotting ;
15 cal lNetHR_Plotting = 0 ;
16
17 numNodes = 201 ; % number o f network ’ s nodes
18
19 % Network Generation
20 % graph adjacency matrix
21 param . Adj = ze ro s (numNodes ) ;
22 f o r i = 1 : numNodes
23 f o r j = i+1 : numNodes
49
24 param . Adj ( i , j ) = randi ( [ 0 1 ] ) ;
25 end
26 end
27 param . Adj = param . Adj + param . Adj ’ ;
28
29
30 % Common parameters
31 param . sigma = 1e−3;
32 param . gamma0 = 5 ;
33 param . gamma1 = 10∗ ones (numNodes , 1 ) ;
34
35 f o r i = 1 : numNodes
36 % System parameters
37 sysParam ( i , 1 ) . a=1; sysParam ( i , 1 ) . b=3;
38 sysParam ( i , 1 ) . c=1; sysParam ( i , 1 ) . d=5;
39 sysParam ( i , 1 ) . eps1=3e−3; sysParam ( i , 1 ) . s=4;
40 sysParam ( i , 1 ) . r= −random( ’ Uniform ’ , 0 . 9 9 , 1 . 0 ) ;
41
42 %I n i t i a l system s t a t e s
43 % x0_i va r i a b l e
44 x0 ( node ( i ) , 1 ) = random( ’ Uniform ’ ,−2 , 2) ;
45 % y0_i va r i a b l e
46 x0 ( node ( i ) +1 ,1) = random( ’ Uniform ’ ,−10 , 1) ;
47 % z0_i va r i a b l e
48 x0 ( node ( i ) +2 ,1) = random( ’ Uniform ’ ,−0.25 , 0 . 2 5 ) ;
49 % theta0_1i v a r i a b l e
50 x0 ( node ( i ) +3 ,1) = random( ’ Uniform ’ ,−0.1 , 0 . 1 ) ;
51 % theta0_2i v a r i a b l e
52 x0 ( node ( i ) +4 ,1) = random( ’ Uniform ’ ,−0.1 , 0 . 1 ) ;
53 % theta0_3i v a r i a b l e
54 x0 ( node ( i ) +5 ,1) = random( ’ Uniform ’ ,−0.1 , 0 . 1 ) ;
55 end
56
57 di sp ( ’ Ca l cu l a t i on s in progres s , p l e a s e wait . . . ’ ) ;
50
58 di sp ( ’ ’ ) ;
59
60 %% Main body
61 % The systems without c on t r o l
62
63 c on t r o l = f a l s e ;
64 [ t1 , x1 ] = ode45 (@( t1 , x1 ) HRNetwork( t1 , x1 , param ,
sysParam , . . .
65 numNodes , c on t r o l ) , [ 0 2005 ] , x0 ) ;
66
67 % The systems under c on t r o l
68 c on t r o l = true ;
69 [ t2 , x2 ] = ode45 (@( t2 , x2 ) HRNetwork( t2 , x2 , param ,
sysParam , . . .
70 numNodes , c on t r o l ) , [ 0 2005 ] , x0 ) ;
71
72 di sp ( ’ Ca l cu l a t i on s completed ! . . .
73 Data p ro c e s s i ng has s t a r t ed . . . ’ ) ;
74 %% Plo t t i ng
75 % Plot o f the system dynamics without c on t r o l
76 NetHR_Plotting ( t1 , x1 , param , numNodes ) ;
77 c l e a r t1 x1 ;
78
79 % Plot o f the system dynamics under c on t r o l
80 NetHR_Plotting ( t2 , x2 , param , numNodes ) ;
81 di sp ( ’Data p ro c e s s i ng completed . ’ ) ;
82 c l e a r a l l ;
51
HRsystem.m




4 % Adaptive synchron i za t i on o f Hindmarsh−Rose networks




8 % Desc r ip t i on :
9 % Hindmarsh−Rose system
10 %
11 % x i s a vec to r s t a t e s
12 % param i s a s t r u tu r e o f the parameters
13 % l i n k i s a connect ion between systems





18 a = param . a ; b = param . b ; c = param . c ; d = param . d ;
19 eps1 = param . eps1 ; s = param . s ; r = param . r ;
20
21 %% Body o f the func t i on
22
23 i f ( narg in == 2)
24 F(1 , 1 ) = x (2 , 1 )−a∗x (1 , 1 )^3+b∗x (1 , 1 )^2−x (3 , 1 ) ;
25 F(2 , 1 ) = c−d∗x (1 , 1 )^2−x (2 , 1 ) ;
26 F(3 , 1 ) = eps1 ∗( s ∗( x (1 , 1 )−r )−x (3 , 1 ) ) ;
27 e l s e
52
28 e r r o r ( ’ I n c o r r e c t number o f the arguments in . . .





1 f unc t i on F = HRNetwork( t , x , param , sysParam , numNodes ,




4 % Adaptive synchron i za t i on o f Hindmarsh−Rose networks





9 %% Desc r ip t i on
10 % Overa l l system
11 %
12 %% Dec la ra t i on
13 l i n k = ze ro s (numNodes , 1 ) ;
14 u = ze ro s (numNodes , 1 ) ;
15
16 node = @(x ) 6∗( x − 1) + 1 ; % Node po in t e r
17
18 %% De f i n i t i o n
19 B = [ 1 ; 0 ; 0 ] ;
20
21 % Common parameters
22 sigma = param . sigma ;
53
23 A = param . Adj ;
24 gamma0 = param . gamma0 ;
25 gamma1 = param . gamma1 ;
26
27 % Mean−f i e l d dynamics
28 x_mean = mean(x ( node ( 1 : numNodes ) , 1) ) ;
29 y_mean = mean(x ( node ( 1 : numNodes )+1, 1) ) ;
30
31 phi ( 1 : numNodes , 1 ) = x( node ( 1 : numNodes ) ,1 ) + x_mean ;
32 delta_x ( 1 : numNodes , 1 ) = x( node ( 1 : numNodes ) ,1 ) − x_mean ;
33 delta_y ( 1 : numNodes , 1 ) = x( node ( 1 : numNodes ) +1 ,1) − y_mean ;
34
35 %% Main body
36
37 % Connection between nodes
38 f o r i = 1 : numNodes
39 f o r j = 1 : numNodes
40 l i n k ( i , 1 ) = l i n k ( i , 1 ) + . . .
41 sigma∗A( i , j ) ∗( x ( node ( j ) , 1 ) − x ( node ( i ) , 1 ) ) ;
42 end
43 end
44 % Cont r o l l e r
45 i f ( c on t r o l == true )




50 f o r i = 1 : numNodes
51 F( node ( i ) : node ( i ) +2 ,1) = . . .
52 HRsystem(x ( node ( i ) : node ( i ) +2 ,1) , . . .
53 sysParam ( i , 1 ) )+B∗ l i n k ( i , 1 )+B∗u( i , 1 ) ;
54
55 i f ( c on t r o l == true )
56 F( node ( i ) +3:node ( i ) +5 ,1) = . . .
54
57 −gamma1( i , 1 ) ∗delta_x ( i , 1 ) . . .
58 ∗ [ phi ( i , 1 ) ∗delta_x ( i , 1 ) ; . . .
59 phi ( i , 1 ) ∗delta_y ( i , 1 ) ; 1 ] ;
60 e l s e




65 % End o f the Function
66 end
ControlFcn.m




4 % Adaptive synchron i za t i on o f Hindmarsh−Rose networks




8 % Desc r ip t i on :





13 gamma0 = netParam . gamma0 ;
14
15 node = @(x ) 6∗( x − 1) + 1 ; % Node po in t e r
16
55
17 % Mean−f i e l d dynamics
18 x_mean = mean(x ( node ( 1 : numNodes ) , 1) ) ;
19 y_mean = mean(x ( node ( 1 : numNodes )+1, 1) ) ;
20
21 phi ( 1 : numNodes , 1 ) = x( node ( 1 : numNodes ) ,1 ) + x_mean ;
22 delta_x ( 1 : numNodes , 1 ) = x( node ( 1 : numNodes ) ,1 ) − x_mean ;
23 delta_y ( 1 : numNodes , 1 ) = x( node ( 1 : numNodes ) +1 ,1) − y_mean ;
24
25 u = −(gamma0−x ( node ( 1 : numNodes ) +3 ,1) . ∗ . . .
26 phi ( 1 : numNodes , 1 ) ) .∗ delta_x ( 1 : numNodes , 1 ) . . .
27 +x( node ( 1 : numNodes ) +4 ,1) .∗ phi ( 1 : numNodes , 1 ) . ∗ . . .
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9 % Desc r ip t i on :






14 %% Preparat ion
15 g l oba l cal lNetHR_Plotting ; %number o f c a l l i n g " P lo t t i ng " .
16 N = length ( t ) ; % length o f time s e r i e s
17
18 node = @(x ) 6∗( x − 1) + 1 ; % Node po in t e r
19
20
21 index = 1 ;
22 whi le ( index <= N)
23 % Standard Deviat ion
24 e_x( index , 1 ) = std (x ( index , node ( 1 : numNodes ) ) ) ;
25 e_y( index , 1 ) = std (x ( index , node ( 1 : numNodes )+1) ) ;
26 e_z ( index , 1 ) = std (x ( index , node ( 1 : numNodes )+2) ) ;
27
28 %Mean con t r o l
29 u ( : , index ) = ControlFcn (x ( index , : ) ’ , param , numNodes ) ;
30 mean_u( index , 1 ) = mean(u ( : , index ) ) ;
31 index = index + 1 ;
32 end
33
34 node = @(x ) 6∗( x − 1) + 1 ; % Node po in t e r
35
36
37 %% Main body
38 s e t (0 , ’ d e f a u l t t e x t i n t e r p r e t e r ’ , ’ none ’ ) ;
39 [T,X] = meshgrid ( t , 1 : numNodes ) ;
40 % Plot x1 x2
41 f i g 1 = f i g u r e ;
42 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
43 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
44 plotWidth = p l o tPo s i t i o n (3 ) ;
45 plotHe ight = p l o tPo s i t i o n (4 ) ;
46 s e t ( f i g1 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
57
47 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
48 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
49
50 contour f (T,X, x ( : , node ( 1 : numNodes ) ) ’ , ’ L ineSty l e ’ , ’ none ’ ) ;
51 t i t l e ( ’ ’ , ’ FontSize ’ , 36) ;
52 colormap hot ;
53 cbar=co l o rba r ;
54 t i t l e ( cbar , ’ $x ( t ) $ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 20) ;
55 cbarMaxTick = max( cbar . YTick ) ;
56 cbarMinTick = min ( cbar . YTick ) ;
57 stepTick = ( cbarMaxTick − cbarMinTick ) /3 ;
58 cbar . YTick=round ( cbar . YTick : stepTick : cbarMaxTick , 2) ;
59 ax1 = gca ;
60 s e t ( ax1 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
61 s e t ( ax1 , ’ box ’ , ’ on ’ , ’ TickLength ’ , [ 0 0 ] ) ;
62 XTickMin = 1000 ;
63 XTickMax = 2000 ;
64 stepXTick = (XTickMax − XTickMin ) /5 ;
65 ax1 . XTick = XTickMin : stepXTick : XTickMax ;
66 ax1 . YTick = 2 : numNodes ;
67 YTickLabel = ax1 . YTickLabel ;
68 temp = st r2doub l e ( s t r i n g ( YTickLabel ( : , 1 ) ) ) − 1 ;
69 index = 1 ; base = 50 ;
70 whi le ( index <= numNodes−1)
71 i f (mod( index , base ) == 0)
72 ax1 . YTickLabel ( index , 1 ) = num2cel l ( temp( index , 1 ) ) ;
73 e l s e
74 ax1 . YTickLabel ( index , 1 ) = { ’ ’ } ;
75 end
76 index = index + 1 ;
77 end
78 axYTickLabel = ax1 . YTickLabel ;
79 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,18 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
80 y l ab e l ( ’ node ’ , ’ FontSize ’ ,18 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
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81 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ 1 numNodes ] ) ;
82 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
83 [ ’ x ’ num2str ( cal lNetHR_Plotting + 1) ’ _var iable . pdf ’ ] ) ;
84 c l o s e ( f i g 1 ) ;
85 c l e a r f i g 1 ax1 ;
86
87 % Plot y1 y2
88 f i g 2 = f i g u r e ;
89 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
90 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
91 plotWidth = p l o tPo s i t i o n (3 ) ;
92 plotHe ight = p l o tPo s i t i o n (4 ) ;
93 s e t ( f i g2 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
94 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
95 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
96
97 contour f (T,X, x ( : , node ( 1 : numNodes+1) ’ , ’ L ineSty l e ’ , ’ none ’ ) ;
98 t i t l e ( ’ ’ , ’ FontSize ’ , 36) ;
99 colormap hot ;
100 cbar=co l o rba r ;
101 t i t l e ( cbar , ’ $y ( t ) $ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ , 20) ;
102 cbarMaxTick = max( cbar . YTick ) ;
103 cbarMinTick = min ( cbar . YTick ) ;
104 stepTick = ( cbarMaxTick − cbarMinTick ) /3 ;
105 cbar . YTick=round ( cbar . YTick : stepTick : cbarMaxTick , 2) ;
106
107 ax2 = gca ;
108 s e t ( ax2 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
109 s e t ( ax2 , ’ box ’ , ’ on ’ , ’ TickLength ’ , [ 0 0 ] ) ;
110 XTickMin = 1000 ;
111 XTickMax = 2000 ;
112 stepXTick = (XTickMax − XTickMin ) /5 ;
113 ax2 . XTick = XTickMin : stepXTick : XTickMax ;
114 ax2 . YTick = 2 : numNodes ;
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115
116 ax2 . YTickLabel = axYTickLabel ;
117
118 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,18 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
119 y l ab e l ( ’ node ’ , ’ FontSize ’ ,18 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
120 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ 1 numNodes ] ) ;
121 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
122 [ ’ y ’ num2str ( cal lNetHR_Plotting + 1) ’ _var iable . pdf ’ ] ) ;
123 c l o s e ( f i g 2 ) ;
124 c l e a r f i g 2 ax2 ;
125
126 % Plot z1 z2
127 f i g 3 = f i g u r e ;
128 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
129 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
130 plotWidth = p l o tPo s i t i o n (3 ) ;
131 plotHe ight = p l o tPo s i t i o n (4 ) ;
132 s e t ( f i g3 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
133 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
134 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
135
136 contour f (T,X, x ( : , node ( 1 : numNodes+2) ’ , ’ L ineSty l e ’ , ’ none ’ ) ;
137 t i t l e ( ’ ’ , ’ FontSize ’ , 36) ;
138 colormap hot ;
139 cbar=co l o rba r ;
140 t i t l e ( cbar , ’ $z ( t ) $ ’ , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ , ’ FontSize ’ ,20) ;
141 cbarMaxTick = max( cbar . YTick ) ;
142 cbarMinTick = min ( cbar . YTick ) ;
143 stepTick = ( cbarMaxTick − cbarMinTick ) /3 ;
144 cbar . YTick=round ( cbar . YTick : stepTick : cbarMaxTick , 2) ;
145
146 ax3 = gca ;
147 s e t ( ax3 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
148 s e t ( ax3 , ’ box ’ , ’ on ’ , ’ TickLength ’ , [ 0 0 ] ) ;
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149 XTickMin = 1000 ;
150 XTickMax = 2000 ;
151 stepXTick = (XTickMax − XTickMin ) /5 ;
152 ax3 . XTick = XTickMin : stepXTick : XTickMax ;
153 ax3 . YTick = 2 : numNodes ;
154 ax3 . YTickLabel = axYTickLabel ;
155
156 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,18 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
157 y l ab e l ( ’ node ’ , ’ FontSize ’ ,18 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
158 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ 1 numNodes ] ) ;
159 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
160 [ ’ z ’ num2str ( cal lNetHR_Plotting + 1) ’ _var iable . pdf ’ ] ) ;
161 c l o s e ( f i g 3 ) ;
162 c l e a r f i g 3 ax3 ;
163
164 i f ( cal lNetHR_Plotting == 0)
165
166 % Plot x1 − x2
167 f i g 4 = f i g u r e ;
168 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
169 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
170 plotWidth = p l o tPo s i t i o n (3 ) ;
171 plotHe ight = p l o tPo s i t i o n (4 ) ;
172 s e t ( f i g4 , ’ PaperUnits ’ , . . .
173 ’ i n che s ’ , ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
174 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
175
176 p lo t ( t , e_x ( : , 1 ) , ’ LineWidth ’ , 2 . 5 , . . .
177 ’ Color ’ , [ 0 . 8 5 0 0 , 0 .3250 , 0 . 0 9 8 0 ] ) ;
178 hold on ;
179 g r id on ;
180 ax4 = gca ;
181 s e t ( ax4 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
182 s e t ( ax4 , ’ box ’ , ’ on ’ , ’ TickDir ’ , ’ in ’ , ’ LineWidth ’ , 2) ;
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183 YTickMax = 2 ;
184 YTickMin = 0 ;
185 stepTick = (YTickMax − YTickMin ) /4 ;
186 ax4 . YTick = YTickMin : stepTick : YTickMax ;
187 XTickMin = 1000 ;
188 XTickMax = 2000 ;
189 stepXTick = (XTickMax − XTickMin ) /5 ;
190 ax4 . XTick = XTickMin : stepXTick : XTickMax ;
191 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ YTickMin YTickMax ] ) ;
192 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
193 y l ab e l ( ’$S_x( t ) $ ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
194 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
195 [ ’ x ’ num2str ( cal lNetHR_Plotting + 1) ’ Error . pdf ’ ] ) ;
196 c l o s e ( f i g 4 ) ;
197 c l e a r f i g 4 ax4 ;
198
199
200 % Plot y1 − y2
201 f i g 5 = f i g u r e ;
202 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
203 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
204 plotWidth = p l o tPo s i t i o n (3 ) ;
205 plotHe ight = p l o tPo s i t i o n (4 ) ;
206 s e t ( f i g5 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
207 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
208 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
209 hold on ;
210 p lo t ( t , e_y ( : , 1 ) , ’ LineWidth ’ , 2 . 5 , . . .
211 ’ Color ’ , [ 0 . 8 5 0 0 , 0 .3250 , 0 . 0 9 8 0 ] ) ;
212 g r id on ;
213 ax5 = gca ;
214 s e t ( ax5 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
215 s e t ( ax5 , ’ box ’ , ’ on ’ , ’ TickDir ’ , ’ in ’ , ’ LineWidth ’ , 2) ;
216 YTickMax = 8 ;
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217 YTickMin = 0 ;
218 stepTick = (YTickMax − YTickMin ) /4 ;
219 ax5 . YTick = YTickMin : stepTick : YTickMax ;
220 XTickMin = 1000 ;
221 XTickMax = 2000 ;
222 stepXTick = (XTickMax − XTickMin ) /5 ;
223 ax5 . XTick = XTickMin : stepXTick : XTickMax ;
224 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ YTickMin YTickMax ] ) ;
225 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
226 y l ab e l ( ’$S_y( t ) $ ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
227 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
228 [ ’ y ’ num2str ( cal lNetHR_Plotting + 1) ’ Error . pdf ’ ] ) ;
229 c l o s e ( f i g 5 ) ;
230 c l e a r f i g 5 ax5 ;
231
232
233 % Plot z1 − z2
234 f i g 6 = f i g u r e ;
235 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
236 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
237 plotWidth = p l o tPo s i t i o n (3 ) ;
238 plotHe ight = p l o tPo s i t i o n (4 ) ;
239 s e t ( f i g6 , ’ PaperUnits ’ , . . .
240 ’ i n che s ’ , ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
241 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
242
243 hold on ;
244 p lo t ( t , e_z ( : , 1 ) , ’ LineWidth ’ , 2 . 5 , . . .
245 ’ Color ’ , [ 0 . 8 5 0 0 , 0 .3250 , 0 . 0 9 8 0 ] ) ;
246 g r id on ;
247 ax6 = gca ;
248 s e t ( ax6 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
249 s e t ( ax6 , ’ box ’ , ’ on ’ , ’ TickDir ’ , ’ in ’ , ’ LineWidth ’ , 2) ;
250 YTickMax = 0 . 3 ;
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251 YTickMin = 0 ;
252 stepTick = (YTickMax − YTickMin ) /4 ;
253 ax6 . YTick = YTickMin : stepTick : YTickMax ;
254 XTickMin = 1000 ;
255 XTickMax = 2000 ;
256 stepXTick = (XTickMax − XTickMin ) /5 ;
257 ax6 . XTick = XTickMin : stepXTick : XTickMax ;
258 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ YTickMin YTickMax ] ) ;
259 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
260 y l ab e l ( ’ $S_z( t ) $ ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
261 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
262 [ ’ z ’ num2str ( cal lNetHR_Plotting + 1) ’ Error . pdf ’ ] ) ;
263 c l o s e ( f i g 6 ) ;
264 c l e a r f i g 6 ax6 ;
265
266 e l s e
267
268 % Plot x1 − x2
269 f i g 4 = f i g u r e ;
270 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
271 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
272 plotWidth = p l o tPo s i t i o n (3 ) ;
273 plotHe ight = p l o tPo s i t i o n (4 ) ;
274 s e t ( f i g4 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
275 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
276 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
277
278 p lo t ( t , e_x ( : , 1 ) , ’ LineWidth ’ , 2 . 5 , . . .
279 ’ Color ’ , [ 0 . 8 5 0 0 , 0 .3250 , 0 . 0 9 8 0 ] ) ;
280 hold on ;
281 g r id on ;
282 ax4 = gca ;
283 s e t ( ax4 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
284 s e t ( ax4 , ’ box ’ , ’ on ’ , ’ TickDir ’ , ’ in ’ , ’ LineWidth ’ , 2) ;
64
285 YTickMax = 7 .5 e−5;
286 YTickMin = −7.5e−5;
287 stepTick = (YTickMax − YTickMin ) /4 ;
288 ax4 . YTick = YTickMin : stepTick : YTickMax ;
289 XTickMin = 1000 ;
290 XTickMax = 2000 ;
291 stepXTick = (XTickMax − XTickMin ) /5 ;
292 ax4 . XTick = XTickMin : stepXTick : XTickMax ;
293 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ YTickMin YTickMax ] ) ;
294 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
295 y l ab e l ( ’$S_x( t ) $ ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
296 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
297 [ ’ x ’ num2str ( cal lNetHR_Plotting + 1) ’ Error . pdf ’ ] ) ;
298 c l o s e ( f i g 4 ) ;
299 c l e a r f i g 4 ax4 ;
300
301
302 % Plot y1 − y2
303 f i g 5 = f i g u r e ;
304 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
305 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
306 plotWidth = p l o tPo s i t i o n (3 ) ;
307 plotHe ight = p l o tPo s i t i o n (4 ) ;
308 s e t ( f i g5 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
309 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
310 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
311 hold on ;
312 p lo t ( t , e_y ( : , 1 ) , ’ LineWidth ’ , 2 . 5 , . . .
313 ’ Color ’ , [ 0 . 8 5 0 0 , 0 .3250 , 0 . 0 9 8 0 ] ) ;
314 g r id on ;
315 ax5 = gca ;
316 s e t ( ax5 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
317 s e t ( ax5 , ’ box ’ , ’ on ’ , ’ TickDir ’ , ’ in ’ , ’ LineWidth ’ , 2) ;
318 YTickMax = 1 .5 e−4;
65
319 YTickMin = −0.5e−4;
320 stepTick = (YTickMax − YTickMin ) /4 ;
321 ax5 . YTick = YTickMin : stepTick : YTickMax ;
322 XTickMin = 1000 ;
323 XTickMax = 2000 ;
324 stepXTick = (XTickMax − XTickMin ) /5 ;
325 ax5 . XTick = XTickMin : stepXTick : XTickMax ;
326 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ YTickMin YTickMax ] ) ;
327 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
328 y l ab e l ( ’$S_y( t ) $ ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
329 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
330 [ ’ y ’ num2str ( cal lNetHR_Plotting + 1) ’ Error . pdf ’ ] ) ;
331 c l o s e ( f i g 5 ) ;
332 c l e a r f i g 5 ax5 ;
333
334
335 % Plot z1 − z2
336 f i g 6 = f i g u r e ;
337 s e t ( gcf , ’ un i t s ’ , ’ i n che s ’ ) ;
338 p l o tPo s i t i o n = get ( gcf , ’ Po s i t i on ’ ) ;
339 plotWidth = p l o tPo s i t i o n (3 ) ;
340 plotHe ight = p l o tPo s i t i o n (4 ) ;
341
342 s e t ( f i g6 , ’ PaperUnits ’ , ’ i n che s ’ , . . .
343 ’ PaperSize ’ , [ plotWidth p lotHe ight ] , . . .
344 ’ PaperPos i t ion ’ , [ 0 0 plotWidth p lotHe ight ] ) ;
345
346 hold on ;
347 p lo t ( t , e_z ( : , 1 ) , ’ LineWidth ’ , 2 . 5 , . . .
348 ’ Color ’ , [ 0 . 8 5 0 0 , 0 .3250 , 0 . 0 9 8 0 ] ) ;
349 g r id on ;
350 ax6 = gca ;
351 s e t ( ax6 , ’ t i c k l a b e l i n t e r p r e t e r ’ , ’ none ’ , ’ FontSize ’ ,18) ;
352 s e t ( ax6 , ’ box ’ , ’ on ’ , ’ TickDir ’ , ’ in ’ , ’ LineWidth ’ , 2) ;
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353 YTickMax = 20e−3;
354 YTickMin = 0 ;
355 stepTick = (YTickMax − YTickMin ) /4 ;
356 ax6 . YTick=round (YTickMin : stepTick : YTickMax , 3) ;
357 XTickMin = 1000 ;
358 XTickMax = 2000 ;
359 stepXTick = (XTickMax − XTickMin ) /5 ;
360 ax6 . XTick = XTickMin : stepXTick : XTickMax ;
361 xlim ( [ XTickMin XTickMax ] ) ; yl im ( [ YTickMin YTickMax ] ) ;
362 x l ab e l ( ’ $t$ (ms) ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
363 y l ab e l ( ’ $S_z( t ) $ ’ , ’ FontSize ’ ,20 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
364 pr i n t ( ’−dpdf ’ , ’−r500 ’ , . . .
365 [ ’ z ’ num2str ( cal lNetHR_Plotting + 1) ’ Error . pdf ’ ] ) ;
366 c l o s e ( f i g 6 ) ;
367 c l e a r f i g 6 ax6 ;
368 end
369
370 cal lNetHR_Plotting = callNetHR_Plotting + 1 ;
371 end
67
