In this paper, we determine the necessary conditions for a non-horizontal submanifold of sub-Riemannian Heisenberg group H n to be of minimal (spherical) Hausdorff measure. We give the first variation of the (spherical) Hausdorff measure for a non-horizontal submanifold, and find that the minimality implies the tensor equation H + L = 0, where H is analogous to the mean curvature and L is a mean Lie bracket. The theorem is stated in the more general setting of a stratified Lie group with a constant metric factor.
with τ , we define the metric factor θ(τ ) = H for X, Y sections of T M . In the same way, given ξ ∈ T M ⊥ and X ∈ T M , we decompose
where A ξ (X) ∈ T M ∩ D and ∇ ⊥ X ξ ∈ T M ⊥ . Then, A : T M × T M ⊥ → T M is a bilinear form, and ∇ ⊥ : ξ ∈ T M ⊥ → Dξ ∈ T * M ⊗ T M ⊥ is a linear connection on T M ⊥ .
Our second result is the following corollary. Corollary 1.1 If M is a non-horizontal submanifold of G with minimal µ-measure, then
The first term is analogous to the mean curvature. The second term is new, and we call this the mean Lie bracket. Our equation generalizes the results in other papers that studied submanifolds of minimal Hausdorff volume in sub-Riemannian spaces, such as in [2] , [3] , [4] , [5] , [12] , [13] . For a more complete list of references, see these publications.
The remainder of this paper is organized as follows. Section 2 describes the construction of the scalar product h and properties of the covariant derivative ∇ in a basis adapted to a variation of a submanifold. Section 3 defines non-horizontal submanifolds and the covariant derivative ∇ obtained by the horizontal projection of ∇. Section 4 contains the proof of Theorem 4.1, which gives a new representation of the µ-measure as the exterior product of one form, suitable for constructing the first variation. Section 5 defines basic compatibility equations for non-horizontal submanifolds of the second fundamental form and Weingarten operators associated with ∇. Section 6 contains the calculus of the first variation of the µ-measure, which leads to Theorem 6.1. Finally, Section 7 contains the proof that the metric factor is constant in the Heisenberg group H n , and discusses applications to non-horizontal submanifolds in this group.
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Stratified Lie groups
Let G be a graded Lie group, i.e., G is a connected, simply connected, nilpotent Lie Group whose Lie Algebra may be decomposed as a direct sum of subspaces g = g 1 ⊕ g 2 ⊕ · · · ⊕ g l such that
[g i , g j ] ⊂ g i+j and [g i , g j ] = 0 if i + j > l. A stratified Lie group is a graded Lie group whose Lie algebra satisfies the stronger condition [g i , g j ] = g i+j . We denote d i = dim g i , and choose a basis e 1 , · · · , e n of g such that e d j−1 +1 , · · · , e d j is a basis of g j . We define the degree of an index k as
and denote the dual basis by e 1 , · · · , e n .
We define a linear connection ∇ on T G by
where [e i , e j ] = n i,j,k=1 c k ij e k . It follows from the stratification of g that c k
where
The curvature K of G is null:
Consider a positive definite scalar product , on D such that e 1 , ..., e d 1 are orthonormal. With this scalar product, (M, D, , ) is a sub-Riemannian manifold.
Proposition 2.1 There is a canonical extension of , on D to a scalar product on T G.
Proof. The proof is by induction. Suppose we have extended the scalar product to g k . Then, we have a scalar product on g 1 ⊕ · · · ⊕ g k , and can consider
The scalar product of both g 1 and g k induces a scalar product on g 1 ⊗g k . Thus, B : (ker B) ⊥ → g k+1 is an isomorphism, by which we can transport the scalar product on (ker B) ⊥ to g k+1 .
We denote this scalar product on T G by h, or utilize the same symbol , . This scalar product has another property:
Proposition 2.2 Suppose f : g → g is a graded automorphism of Lie algebras such that
is an isometry, i.e., for x, y ∈ g 1 , we have
Then, f is an isometry of g, or, for all X, Y ∈ g, we get
Proof. The proof is by induction. Suppose we have shown that f :
As before, let B :
For X, Y ∈ T G, we have
In the sequence, we choose the basis e 1 , · · · , e n of g to be orthonormal.
To perform the first variation of volume, we will need to change basis on T G. For convenience, let
The inverse relations are
, and
1 and
The connection ∇ in the basis f j is given by
Therefore,
and
It follows from the above equations that
for i = 1, · · · , d 1 , and
The structure equations in this new basis are
for i = p + 1, · · · , d 1 , and finally
where we write the torsion as T = n i=1T
i ⊗ f i , with
It follows from these structure equations that
3 Non-horizontal submanifolds
we write (4),
The relations are given in Section 2, where
horizontal projection of ∇ is the connection on T M defined by
and it follows from (12) 
It follows from (5) and (6) that
In a similar way, it follows from (9), (10) , and (11) that,
4 The µ-measure of non-horizontal submanifolds
Let τ M (x) be a unit (n − p)-tangent vector of M at x with respect to the extended metric h at 
We consider the measure on M with density
is the density of a spherical Hausdorff measure on G as a sub-Riemannian metric space, vol h M := (v vol h )| M , denotes the contraction (or interior product) of a differential form with a vector, and |.| is the norm induced by the fixed Riemannian metric h. For more details, see [10] or Section
Proof. First, we denote
Let us now calculate v. To this effect, project f 1 , · · · , f p on T M ⊥ h . These are
where we choose x j α such that w α , f j = 0 for α = 1, · · · , p and
Thus, the vectors w α , α = 1, · · · , p, are linearly independent and orthogonal to T M , so
is a square p-matrix with
If C kj are entries of the inverse matrix C of B, it follows from (16) that
and therefore
Let us now find τ d M . First,
This is an application of the matrix determinant lemma, which we prove here for simplicity. Taking determinants of
we have det(B) det(W ) = 1.
The second fundamental form and Weingarten operator
We denote by T M ⊥ the subvector bundle of T G on M generated by
From the equation
and a bilinear form S :
is the second fundamental form associated with M .
The second fundamental form is not generally symmetric. In fact, for X, Y ∈ T M ,
In the same way, given ξ ∈ T M ⊥ and X ∈ T M , we decompose
It follows from the fact that D is invariant under ∇ that A ξ : T M → T M ∩ D. As above, we can
Let us introduce
as P (X, ξ) =< X, ξ >, and
Proposition 5.1 For X, Y ∈ T M and ξ ∈ T M ⊥ , we have
Proof. In fact,
We define∇
Theorem 5.1 The curvature K, curvature K ⊥ of ∇ ⊥ , second fundamental form S, and Weingarten operator A satisfy:
Proof. By applying the definition of curvature, we obtain
Applying the definition of curvature again, we obtain
Taking the orthogonal part, we get
In terms of coordinates, it follows from taking the tangential component of (5) and (6) that
for X, Y ∈ T M . In the same way, taking the horizontal orthogonal component of (5) and (6), we get
In coordinates, we have that
6 Variation of µ-measure
and on i(M ), the volume elementΓ 
where A is the Weingarten operator associated with f (M ), T is the torsion of G, H is the mean curvature, and L is the mean Lie bracket.
Proof. Let W = d du F | u=0 be the variation vector field, and choose a point p 0 ∈ M such that W (f (p 0 )) is not tangential to f (M ). Then, in a neighborhood V of p 0 (and decreasing ǫ if necessary), we can suppose
an open setṼ of G containing the image of (−ǫ, ǫ) × V by F , we can choose a basis of vector fields f 1 , · · · , f n such that:
we getΓ(u) = Φ| Vu , and
We also denote by W = d du F the vector field defined on F ((−ǫ, ǫ) × V ), as the variation vector field is the restriction of this W along V 0 . We can further extend W to a vector fieldW defined on the open setṼ . Associated withW , there is a local 1-parameter group ρ u of diffeomorphisms such
Following [14] , page 289, we havė
By the property of Lie derivatives, we then obtain
It follows from this equality that
and so
The other term is dW Φ = dW ⊤ Φ.
Replacing both equalities in (21), we get
Setting u = 0, we obtain the proof of this theorem at any point p 0 for which W (p 0 ) is not tangential to f (M ).
For the general case, we will use the same technique as in [14] . Let G = G × R be the Lie group whose Lie algebra g = g ⊕ R (where g is the Lie algebra of G) admits a stratification
Let D be the distribution on G generated by g 1 . Therefore, (G, D, , ) is a sub-Riemannian stratified Lie group, where we also denote by , the product metric defined on G. Now, define
The new variation field W is
where 1 denotes the unit vector field on R. Observe that W is not tangent to F 0 (M), so the theorem holds for F. On the other hand, observe that
Thus, the result for F implies the result for F .
Corollary 6.1 If M is a non-horizontal submanifold of G with minimal µ-measure, then
for all ξ ∈ T M ⊥ .
Corollary 6.2
If M is a non-horizontal submanifold of G of codimension 1 with minimal µ-measure, then
Proof. Observe that
and, as c j ij = 0, we get
In particular, if M is a hypersurface of G, then p = 1 and we
Definition 6.1 We say that a non-horizontal submanifold is H-minimal if
7 The Heisenberg group H n Let H n be the Lie algebra generated by e 0 , e 1 , · · · , e 2n , with [e i , e i+n ] =
e 0 for i = 1, · · · , n and other products equal to 0. We have H n = g 1 ⊕ g 2 , where g 1 is generated by e 1 , · · · , e 2n and g 2 by e 0 . Suppose a scalar product on g 1 such that e 1 , · · · , e 2n is an orthonormal basis.
Then, ker L ⊂ g 1 ⊗ g 1 is generated by e i ⊗ e j , e i+n ⊗ e j+n , e i ⊗ e i+n + e j+n ⊗ e j for i, j = 1, · · · , n and e i ⊗ e j+n , e i+n ⊗ e j , for i, j = 1, · · · , n, i = j. ker L ⊥ is generated by the unitary vector
and L(v) = e 0 , so e 0 is unitary in the extended scalar product.
If H n is the Heisenberg group in exponential coordinates, then the product is given by
and the left-invariant vector fields are
Then, the Carnot-Caratheodory geodesics c(t) through the identity are solutions of (cf. [1] ,
It follows that
) .
The unitary ball B 1 defined by homogeneous distance ρ is parameterized by the Carnot-Caratheodory
where α = α(µ 0 ). If we introduce the change of variables
then we can parameterize B 1 by
Theorem 7.1 If M is a non-horizontal submanifold of H n , then the µ-measure on M is a constant multiple of the spherical Hausdorff measure.
Proof. The proof follows from parameterization (22).
Example 7.1 Let M ⊂ R 2n be a minimal submanifold, and let N = {(x, t) ∈ H n : x ∈ M, t ∈ R}.
Then, N is H-minimal.
Let π : H n → R 2n be the natural projection, and let ∇ R be the canonical Riemannian connection on R 2n . Let g 1 , · · · , g p and g p+1 , · · · , g 2n be orthonormal bases of T M ⊥ and T M , respectively. Let we have that π * ̟ i α = ω i α . It follows from (19) that
Because M is minimal, we know 2n j=p+1 A gα (g j ), g j = 0. Therefore, A fα (f j ), f j = 0.
For the second term of Proposition 6.1, we know that T (e α , e j ), so we obtain A j 2n+1 = 0 for all j = 1, · · · , 2n. Therefore, γ ′ = e 2n+1 and γ(t) = γ(0) + (0, · · · , 0, t).
Example 7.3
If a non-horizontal surface S in H 1 is non-horizontal at all points and H-minimal, then S is ruled.
In fact, by Corollary 6.1, we have
It follows that ∇ f 2 f 2 , f 1 = 0, and therefore ∇ f 2 f 2 = 0. Let π : H 1 → R 2 be the natural projection, and let ∇ R be the usual Riemannian connection on R 2 . Let γ be a characteristic curve of S, with γ ′ (t) = f 2 (γ(t)) and g(t) = π(γ(t)) the projection of γ on R 2 . Then, |g ′ (t)| = |π * γ ′ (t)| = 1 and
Therefore, the curvature of curve g is 0. It follows that g is a line in R 2 . If g(t) = (x 0 + at, y 0 + bt), then γ(t) = (x 0 + at, y 0 + bt, z 0 + 1 2 √ 2 (bx 0 − ay 0 )t) is a line, and it follows that S is ruled.
