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Abstract— Error Concealment (EC) techniques use either 
spatial, temporal or a combination of both types of information 
to recover the data lost in transmitted video. In this paper, 
existing EC techniques are reviewed, which are divided into three 
categories, namely Intra-frame EC, Inter-frame EC, and Hybrid 
EC techniques. We first focus on the EC techniques developed 
for the H.264/AVC standard. The advantages and disadvantages 
of these EC techniques are summarized with respect to the 
features in H.264. Then, the EC algorithms are also analyzed. 
These EC algorithms have been recently adopted in the newly 
introduced H.265/HEVC standard. A performance comparison 
between the classic EC techniques developed for H.264 and 
H.265 is performed in terms of the average PSNR. Lastly, open 
issues in the EC domain are addressed for future research 
consideration. 
Keywords—Error concealment; Spatial; Temporal; 
H.264/AVC; H.265/HEVC 
I. INTRODUCTION 
Nowadays, compressed data communication is very 
common because of the limitations on available bandwidth. 
Some applications, e.g. video conferencing, require a large 
bandwidth to transmit high-quality videos. To cope with the 
problem of available limited bandwidth, videos are usually 
compressed before transmission. The compressed format of 
videos, which is called a bit stream, is very sensitive to single 
or multiple bit errors. Such errors are very common in wireless 
communication channels and have become a major challenge 
to deal with. In IP-based packet networks, delays are usual, 
which disturbs synchronization at the decoder side, leading to 
unsettled visual quality in both  subjective and objective ways. 
Video coding standards, such as MPEG-X and H.26X, usually 
use prediction and hybrid coding methods to encode a video, 
and generate a compressed bit stream. If errors occur in some 
frames during transmission, there will be a quality loss in all of 
the subsequent frames; this requires prediction to be performed 
for the damaged frames [1]. Motion compensation in the 
temporal domain plays an important role in error propagation 
in the future frames, because these frames obtain the motion-
compensation information from their previous or reference 
frames. 
To deal with errors, which cause packet loss in video 
transmission over wireless communication channels, the 
Forward Error Correction (FEC) and Automatic 
Retransmission Request (ARQ) techniques were used initially 
[2]. These techniques require the availability of high bandwidth 
and are vulnerable to residual losses. The ARQ technique 
demands a feedback channel between an encoder and a 
decoder. Both FEC and ARQ techniques are time-consuming 
and are not suitable for real-time communication because of 
their operating nature [3]. The error resilient schemes based on 
Distributed Source Coding (DSC) play an important role 
against propagation errors in predictive video coding. Channel-
aware video coding based on DSC is proposed to eliminate 
propagation errors [4]. Such techniques are used useful against 
propagation errors but cannot deal with hardware errors, e.g. 
buffer overloading, hardware and power failures. Intensive 
research has been undertaken to develop EC techniques that are 
compatible with real-time communication and do not demand 
high bandwidth. EC techniques work as a post-process at the 
decoder side, and utilize spatial and/or temporal information 
from video sequences. This paper focuses on recent 
developments in EC techniques. 
The rest of this paper is organized as follows. Section II 
categorizes the classic EC schemes into three categories based 
on the information being utilized. Section III discusses the 
latest EC algorithms developed in terms of the new features in 
H.265. Section IV concludes the paper and discusses future 
research directions. 
II. CLASSIC ERROR CONCEALMENT TECHNIQUES 
This section summarizes some classic EC techniques. 
These techniques are then discussed and compared in terms of 
their features and applicable environments. 
A. Intra-Frame Error Concealment Techniques 
Intra-frame EC is also known as Spatial EC. Spatial EC 
techniques are pixel-based, i.e. the information from the 
surrounding group of pixels in the same frame is used to 
estimate those lost/damaged pixels. Such EC techniques use 
either texture features or edge/object-shape information. A 
special case occurs when most of the surrounding pixels are 
also damaged or lost, and cannot provide useful information 
for prediction. In such a case, previously processed frame(s) 
can be used to estimate the lost information. A summary of 
Intra-frame EC techniques, along with their advantages and 
disadvantages, can be found in Table I. 
The textures-based techniques, which usually use statistical 
methods, can be classified into statistical, structural and model-
based techniques. In the statistical approach, the statistical 
results of selected features are merged and processed to predict 
the features of a missing region. In the structural approach, 
textures are classified as visually strong or weak textures. This 
categorization of structure helps in estimating the texture of 
foreground and background regions. In texture modeling, the 
texture of an image or a texture image is modeled as a linear 
combination of basis functions or a probability model. The 
coefficients of such models help in categorizing different 
textures [5]. A texture model based on geometric interpolation 
is used to recover damaged pixels by using image textures 
from neighboring pixels in [6]. This technique produces 
defined number of computations. However, it works well with 
larger block sizes and requires feedback interaction with the 
encoder. Spatial EC based on convex optimization is used to 
reconstruct missing Macro Blocks (MBs) by using a weighted 
set of templates from neighborhood blocks in [7]. This 
technique works well in both the spatial and temporal domains. 
In addition, the computational complexity of this technique can 
be minimized by using several approximations. The Probability 
Density Function (PDF) from Kernel Density Estimation 
(KDE) and the minimum Mean Error Square Estimator 
(MESE) are used to reconstruct the lost portion of an Intra-
frame with vector formalism in [8]. This approach requires 
more computational complexity to improve reconstruction 
quality. The approaches presented in [6-8] produce better 
reconstruction quality but are not suitable for real-time 
processing. 
There are certain points in images where the brightness 
changes rapidly. Such points are grouped into curved lines, 
known as edges. Mathematical techniques to detect edges are 
called edge or contour or boundary detection techniques [9]. 
Directional edge analysis is used to locate edges of missing 
areas, and the weighted average of the two corresponding 
edges is used to conceal missing areas in [10]. This approach 
produces a defined number of computations, and is suitable for 
images having significant edges with details. The Canny edge 
detector is used to detect relevant edges in order to conceal 
digital dropout errors for the content of digital video tapes in 
[11]. This technique can restore complex edges and non-linear 
features with controlled computational complexity. However, it 
relies on Pathological Motion (PM). Relevant edges are found 
by using the Hough Transform, and fine concealment is 
achieved through repeated interpolations in [12]. This approach 
can reconstruct complex textures, but is computationally 
complex and requires accelerated hardware. The approaches 
presented in [10-12] produce a better reconstruction 
performance with simple operations and are suitable for the 
random loss of data. 
Disparity matching is performed between two images on a 
pixel-by-pixel basis to recover lost MBs in [13]. This technique 
works well for the random loss of MBs. Binary decision tree is 
used to select suitable EC algorithm along with a reference 
frame to conceal missing MBs in [14]. This technique is 
adaptive in nature, but causes a high computational 
complexity. The approaches presented in [13-14] produce 
better reconstruction quality, but are not suitable for real-time 
processing. 
 
TABLE I. Intra-frame error concealment technique 
 
B.  Inter-Frame Error Concealment Techniques 
 Inter-Frame EC is also known as Temporal EC. Temporal 
EC techniques are usually used to recover lost Motion Vectors 
(MVs), which are used to recover damaged MBs by 
considering the MVs of corresponding MBs in a reference 
frame. However, these techniques can also use algorithms from 
other domains of image processing to refine or filter out 
estimated MVs. Temporal EC techniques perform better than 
spatial EC techniques when the motion is continuous in the 
consecutive frames. Such EC techniques are used in both 2-D 
and 3-D video domains. Table II summaries current Inter-
frame EC techniques along with their advantages and 
disadvantages. 
 A 2-D image is an image, captured through a camera with 
the height and width information. Videos made up of a 
combination of such images are called 2-D videos [15]. In [16], 
object detection, the boundary matching score, and MVs from 
a reference frame are used to recover the lost MBs of variable 



















Suitable for large block sizes, 
Iterative processing, 
Unsuitable with Consecutive 
errors, Sometimes unsuitable 































Dependent on significant 
edges details, Depends upon 
PM, Iterative processing, 
Unsuitable for consecutive 
errors,  Sometimes unsuitable 




























frames having multiple objects. An iterative Dynamic 
Programming (DP)-based approach is used to estimate the lost 
MVs of corrupted MBs in [17]. This technique works well with 
both Intra and Inter-frames. In [18], the MVs from 20 nearby 
sub-blocks are used to restore the MVs of a lost MB within the 
same frame. This technique can be applied to real-time 
applications, but is not suitable for videos having slow motion 
and a consecutive loss of MBs. The MVs of a lost MB are 
derived from a reference MB by using any recovery algorithm, 
and are then refined by auto-regressive modeling in [19].  This 
approach works well with a consecutive loss of MBs. The MVs 
of missing MBs are predicted by using a Kalman filter in 
combination with modified bilinear motion field interpolation 
(MFI) in [20]. This approach works well with heavily 
corrupted videos, but is suitable only for videos having linear 
motion. Slow and fast-moving regions in a current frame are 
identified to estimate the missing region in [21]. This method is 
suitable for whole-frame loss, but unsuitable for consecutive 
loss. The approaches presented in [16-21] produce a better 
reconstruction quality. The approaches presented in [16-17, 19-
21] are computationally expensive and unsuitable for real-time 
processing. 
 
TABLE II. Inter-frame error concealment techniques 
 
 A 3-D image includes the perception of depth, as compared 
with a 2-D image. Videos made up of such images are called 3-
D videos. In the past, dual cameras were used to produce such 
videos. However, nowadays this is usually done by using 
software technology, which transforms 2-D videos to 3-D 
videos [15]. An analysis of 3-D video compression, 
transmission and quality evaluation is summarized in [22]. The 
depth-image information is used to estimate the lost MVs in 3-
D videos [23]. This approach works well with whole-frame 
loss and real-time streaming. Another similar approach 
considers past Intra-frames as a reference in 3-D videos to 
recover the lost MVs in a current Intra-frame in [24]. This 
method can reduce the computational complexity. In [25], the 
MV variances and texture histograms from nearby MBs are 
used to estimate the similarity between the lost and nearby 
MBs in 3-D videos. This technique is less computationally 
complex. In [26], the lost frames of a 3-D video are recovered 
by using Inter and Intra-MV Extrapolation (MVE), ignoring 
the depth information in multimedia wireless sensor networks. 
The approaches presented in [23-26] produce a better 
reconstruction quality, but are only suitable for 3-D/multi-view 
video transmission. 
C.  Hybrid Error Concealment Techniques 
 The EC techniques proposed in the Intra and Inter domains 
have their own advantages and disadvantages. Sometimes, it is 
better to combine established EC techniques from the Intra and 
Inter domains or to combine techniques from other domains of 
signal and image processing to perform EC. Table III 
summaries the Hybrid EC techniques along with their 
advantages and disadvantages. 
 
TABLE III. Hybrid error concealment techniques 
 
 In [27], an analysis of established EC techniques for H.264 
encoded videos is presented to consider possible further 
improvements. Joint spatio-temporal EC combined with 
Multiple Descriptive Coding (MDC) is used to estimate lost 
information in [28]. A similar approach in [29] combines 
temporal and spatial EC techniques without using MDC to 
estimate lost information. The techniques proposed in [28-29] 
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less computational overhead, but they do not support the 
consecutive loss of data. 
 In [30], adaptive non-stationary kernels in Gaussian 
processes are combined with signal extrapolation to restore 
corrupted data in images and videos. This approach 
reconstructs sensitive edges well but requires kernel training 
which makes it unsuitable for real-time applications. The MDC 
is used in combination with Set Partitioning in Hierarchical 
Trees (SPIHT) to perform EC on corrupted videos in [31]. 
High and low-resolution versions of the same video are 
streamed together to perform EC for Regions of Interest (ROI) 
in [32]. The techniques presented in [30-32] support 
consecutive loss of data with a high bandwidth demand. 
III. ERROR CONCEALMENT SCHEMES FOR H.265/HEVC 
There are a number of new features introduced in 
H.265/HEVC, such as the quad-tree structure, prediction and 
transform units, increased prediction directions, spatio-
temporal-based MV prediction, and extra filters along with the 
de-blocking filter. With the help of these new features, H.265 
is said to require half of the bit rate that H.264 needs, with the 
same visual quality. This promised bit rate makes H.265 an 
eye-catching development for wired and wireless transmission 
networks. However, the compressed bit stream generated by 
H.265 is very sensitive to single and multiple bit errors. This 
section summarizes those EC techniques based on the different 
features in H.265. Details of the video sequences and the 
features used are summarized in Table IV. 
TABLE IV. Error concealment algorithms based on H.265 features 
 
The performance comparison of those algorithms 
implemented in H.264 and H.265, in terms of average PSNR 
and Packet Loss Ratio (PLR), is tabulated in Table V. It is very 
clear from Table IV that these proposed techniques cannot be 
directly compared with each other. In order to compare the 
performances of different approaches, two criteria must be met: 
the same input video sequences and the same reference 
software/test model. Furthermore, computational complexity 
should be considered, but none the algorithms were discussed 
in this context. Moreover, different video sequences and 
different versions of the test models have been used. As shown 
in Table V, better PSNRs are achieved when those techniques 
for H.264 are re-implemented by combining them with the 
improved features of H.265. 
TABLE V. Performance comparison based on average PSNR 
  
A.  Video Error Concealment Based on Data Hiding 
 In [33], Data-Hiding-based Error Concealment (DHEC) 
was proposed, which uses information embedded in DCT 
coefficients during the encoding process. H.265 has introduced 
parallel processing features, which can speed-up this 
embedding process at the encoder side by using processors 
with a parallel processing capability. Unlike the MBs concept 
of H.264, a newly introduced quad-tree structure is adopted in 
H.265. Large Coding Units (LCUs) and Prediction Units (PUs) 
from the quad-tree structure of related regions are embedded to 
help reconstruction during concealment procedures. The 
embedding process is multi-level. This structure requires 
categorization of information based on its importance. The 
information of those most relevant regions is stored at the first 
level, while the least significant information is either stored at 
the last level or is discarded so as to reduce the storage 
requirement. There can be a situation where either the 
embedded information is lost or no information has been 
embedded. In such a situation, the information about the 
required blocks is extracted before the de-quantization process 
at the decoder side. The DHEC technique can recover both the 
Intra and Inter-encoded information. This proposed technique 
attempts to recover the lost information at its best and uses a 





















































































































































The drawbacks of this approach are its increased bit rate and its 
unsuitability for consecutive data-loss situation. 
B. Motion-Compensated Error Concealment Based on Block 
Merging 
 In [34], Motion Compensation-based Error Concealment 
(MCEC) was proposed, which utilizes the residual energy of 
MVs from a related Coding Unit (CU). One of the positive 
points of H.265 is that the information about CUs and PUs is 
kept safe during the encoding process. The proposed approach 
utilizes this saved information about CUs and PUs. The 
proposed technique uses two major assumptions. The first 
assumption is linear motion, which means that a lost or 
corrupted CU will follow the foot prints of its co-located CUs. 
The second assumption is that a lost or corrupted CU has the 
same partition structure as its nearby CUs. These assumptions 
lead to the usage of MVs of co-located CUs. To find out 
whether the selected MVs are reliable or not, the residual 
energy (E) of the selected CU is calculated as the absolute sum 
of luma values by dividing the CU into PUs of size 4×4. If E is 
smaller than a certain threshold, the selected PU is reliable and 
its MVs can be used; otherwise it is unreliable. The unreliable 
PUs are merged together and their corresponding MVs are 
replaced by a single MV. This single MV is the average of the 
MVs of those reliable PUs in the same CU. This algorithm 
maintains the useful information about object structure and 
produces a better reconstruction performance. It relies totally 
on nearby CUs, which makes it very vulnerable to consecutive 
data loss. 
C. Error Concealment for Whole-Frame Loss 
There is a possibility that a given frame of a video sequence 
can be encoded as a single packet or multiple packets, usually 
known as slices. Encoding a frame as a single slice makes it 
very vulnerable to bit errors. If even a single bit error occurs, 
the decoder will drop the entire frame. In [35], Motion Vector 
Extrapolation (MVE) [36] combined with variable block-size 
coding was proposed to recover the loss of a whole frame. In 
the proposed approach, the source of information is LCUs and 
PUs. Those regions of a frame with more motion are encoded 
with a smaller block size, while the remaining regions of the 
same frame are encoded with a larger block size. To detect the 
sizes of the different blocks in a lost frame, the block sizes and 
their corresponding MVs are analyzed during the concealment 
process. This decision is based on the temporal correlation (R) 
among the MVs of different blocks in the same frame. If the 
value of R is higher than a threshold, the corresponding blocks 
need to be subdivided; otherwise a larger block size is used. 
After detecting a suitable block size, texture and motion 
information about the reference frame is analyzed to predict the 
lost data. This method is computationally simple process and 
provides satisfactory results. One of the limitations of this 
approach is that it is suitable for linear motion only. 
Furthermore, it may produce blocky artifacts, and the estimated 
MVs may be inconsistent and not smooth. 
 
D. Error Concealment based on Block Partitioning 
In [37], block-partition decisions-based EC was proposed. 
In this approach, block-partitioning information is used in 
combination with MVE to segment the different objects in a 
reference frame. The block-partitioning information is obtained 
from the CUs and PUs of the referenced frame. This object 
segmentation helps in gathering MVs related to the same 
objects. After gathering related MVs and object segmentation 
information, those missing MVs and their corresponding 
objects can be estimated in the lost frame. Large-sized objects 
are given preference over smaller ones due to their consistent 
motion in nearby blocks. This approach is very similar to the 
approach presented in [35]. The only difference between these 
approaches is that the approach in [37] considers object 
segmentation for EC purpose. Because of their similarity, both 
approaches share the same advantages and disadvantages. 
IV. CONCLUSION AND FUTURE RESEARCH DIRECTIONS 
In this paper, firstly, the need for EC techniques has been 
discussed. Secondly, three categories of EC techniques, i.e. 
Intra-frame EC, Inter-frame EC, and Hybrid EC, have been 
discussed. After that, the newly proposed EC schemes for 
H.265 were principally analyzed. For those techniques 
described in Section III, we have focused only on their visual 
qualities in terms of PSNR, and ignored their computational 
complexities. A possible reason for ignoring the computational 
complexity can be due to the fact that the HEVC standard is 
already very complex, and research to reduce its complexity is 
still ongoing. All of the newly proposed techniques are applied 
to HEVC to form a test-bed. Reducing the computational 
complexity of HEVC is another domain of research. According 
to the current research and the existing problems of the EC 
schemes, more attention should be paid to the following 
research issues: 
 Intra frame-based EC techniques are usually not suitable 
for inter-frames. However, their importance cannot be 
ignored, as they help in estimating the structure of complex 
shapes, objects and sudden motion changes, and still need 
to be explored in H.265. 
 The Intra frame-based EC methods rely on nearby MBs 
information. Such techniques face lots of difficulties when 
there is a continuous data loss. This research needs to be 
carried on, in order to deal with situations having 
continuous data loss or of less information by virtually 
utilizing MVs from previous frames. 
 If Hybrid methods used for EC depend on the features of 
the referenced and surrounding MBs. If consecutive frames 
loss occurs, these methods will produce poor performance 
and will become difficult to detect required information. 
  The object-based EC methods should attract more research 
effort because in real-time video processing, e.g., video 
conferencing, moving objects, are more important and 
should be visually clear. 
 H.265 demands a higher computational complexity and is 
not suitable for devices with low-processing power. The 
complexity issue becomes more critical for consecutive 
frame loss in Inter-encoded video sequences. 
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