Abstract. This article investigates the long-time behavior of conservative affine processes on the cone of symmetric positive semidefinite d × d-matrices. In particular, for conservative and subcritical affine processes on this cone we show that a finite log-moment of the stateindependent jump measure is sufficient for the existence of a unique limit distribution. Moreover, we study the convergence rate of the underlying transition kernel to the limit distribution: firstly, in a specific metric induced by the Laplace transform and secondly, in the Wasserstein distance under a first moment assumption imposed on the state-independent jump measure and an additional condition on the diffusion parameter.
Introduction
An affine process on the cone of symmetric positive semidefinite d×d-matrices S + d is a stochastically continuous Markov process taking values in S + d , whose log-Laplace transform depends in an affine way on the initial state of the process. Affine processes on the state space S + d are first systematically studied in the seminal article of Cuchiero et al. [11] . In their work, the generator of an S + d -valued affine process is completely characterized through a set of admissible parameters, and the related generalized Ricccati equations are investigated. Subsequent developments complementing the results of [11] can be found in [30, 36, 37, 38] . Note that the notion of affine processes is not restricted to the state space S + d . For affine processes on other finite-dimensional cones, particularly the canonical one R m + × R n , we refer to [2, 5, 6, 12, 13, 14, 26, 30, 32] . We remark that the above list is, by far, not complete.
The importance of S + d -valued affine processes has been demonstrated by their rapidly growing applications in mathematical finance. In particular, they provide natural models for the evolution of the covariance matrix of multi-asset prices that exhibit random dependence, for instance, the Wishart process [9] , the jump-type Wishart process [34] , and a certain class of matrix-valued Ornstein-Uhlenbeck processes driven by Lévy subordinators [7] . Among them, the Wishart process is the most popular one, and it has been successfully applied to generalize the well-known Heston model [24] to multi-asset setting, see also [3, 8, 10, 15, 19, 20, 21, 22, 23] . The jump-type Wishar process as introduced by Leippold and Trojani [34] allows jumps which help the model to fit better to real world interest rates or volatility of multi-asset prices. In [34] the jump-type Wishart process is used in multi-variate option pricing, fixed-income models and dynamic portfolio choice. For a more detailed review on financial application of affine processes on S + d we refer to the introduction of [11] , see also the references therein. In this article we investigate the long-time behavior of affine processes on S + d . First, we study the existence of limit distributions for these processes. This problem was studied for particular S + d -valued affine models by Alfonsi et al. [1] in the case of Wishart processes, while Barndorff-Nielsen and Stelzer [7] studied matrix-valued Ornstein-Uhlenbeck processes driven by Lévy subordinators. Our main result (see Theorem 2.5 below) is applicable to general conservative, subcritical affine processes on S + d , and therefore covers the aforementioned results. Having established the existence of a unique limit distribution for affine processes on S + d , our next aim is to study the convergence rate of the underlying transition probability to the limit distribution in a suitably chosen metric, for instance, the Wasserstein or total variation distance. While exponential ergodicity in total variation has been investigated very recently by Mayerhofer et al. [38] , we use two other metrics in the present article: the Wasserstein-1-distance 1 and a metric induced by the Laplace transform. We also provide sufficient conditions for exponential ergodicity with respect to these two metrics.
The long-time behavior of general affine processes has previously been studied in many different settings, see, e.g., [4, 18, 27, 29, 31, 35, 40] . One application of such a study is towards the calibration of affine models. In the case of the Wishart process, the maximum-likehood estimator for the drift parameter was recently studied by Alfonsi et al. [1] . As demonstrated in their article, ergodicity helps to derive strong consistency and asymptotic normality of the estimator.
This paper is organized as follows: In Section 2, we introduce S + d -valued affine processes, formulate and discuss our main results. The proofs are then given in Sections 3 -7. Finally, Section 8 is dedicated to applications of our results to specific affine models often used in finance.
Main results
In terms of terminology, we mainly follow the coordinate free notation used in Mayerhofer [36] and Keller-Ressel and Mayerhofer [30] .
Let d ≥ 2 and denote by S d the space of symmetric d × d matrices equipped with the scalar product x, y = tr(xy), where tr(·) denotes the trace of a matrix. Accordingly, · is the induced norm on S d , that is, x := x, x 1/2 . Note that · is the well-known Frobenius norm. We list some properties of the trace and its induced norm in Appendix A which are repeatedly used in the remainder of the article. Denote by S 
In the following we introduce the notion of admissible parameters first introduced in Cuchiero et al. [11, Definition 2.3] . Here we mainly follow the one given in Mayerhofer [36, Definition 3.1] , with a slightly stronger condition on the linear jump coefficient.
1 Also known as the Kantorovich-Rubinstein distance. According to our definition, a set of admissible parameters does not contain parameters corresponding to killing. In addition, our definition involves a first moment assumption on the linear jump coefficient µ.
Theorem 2.1 ( [11] ). Let (α, b, B, m, µ) be admissible parameters in the sense of Definition 2.1. Then there exists a unique stochastically continuous transition kernel p t (x, dξ) such that p t (x, S + d ) = 1 and
where φ(t, u) and ψ(t, u) in (2.1) are the unique solutions to the generalized Riccati differential equations, that is, for u ∈ S
3)
and the functions F and R are given by
Here, B ⊤ denotes the adjoint operator on S d defined by the relation u, B(ξ) = B ⊤ (u), ξ for u, ξ ∈ S d . Under the additional moment condition (iv) of Definition 2.1, we will show in Lemma 3.2 below that R(u) is continuously differentiable and thus locally Lipschitz continuous on S + d . This fact, together with the absence of parameters according to killing, implies that the affine process under consideration is indeed conservative (see [11, Remark 2.5] ).
2.1. First moment. Our first result provides existence and a precise formula for the first moment of conservative affine processes on S + d . For this purpose, we define the effective drift
Then note that B : S d → S d is a linear map. We define the corresponding semigroup (exp(t B)) t≥0 by its Taylor series exp(t B)(u) = 
Then, for each t ≥ 0 and
In particular, the first moment exists.
Based on methods of stochastic calculus similar results were obtained for affine processes with state space R m ≥0 in [5, Lemma 3.4] and on the canonical state space R m ≥0 × R n in [17, Lemma 5.2]. For affine processes on R ≥0 , i.e., continuous-state branching processes with immigration, and also for the more general class of Dawson-Watanabe superprocesses an alternative approach based on a fine analysis of the Laplace transform is provided in [35] . The latter approach has clearly the advantage that it is purely analytical and does not rely on the use of stochastic equations and semimartingale representations for these processes. We provide in Section 3 a purely analytic proof for Theorem 2.2 as well. 
Here (F t ) t≥0 is the natural filtration generated by X and F = t≥0 F t . For x ∈ S + d , the probability measure P x on Ω represents the law of the Markov process X given X 0 = x. With this notation, under the conditions of Theorem 2.2, formula (2.5) reads
where E x denotes the expectation with respect to P x .
2.2.
Existence and convergence to the invariant distribution. In this subsection we formulate our main result. Let p t (x, ·) be the transition kernel of an affine process on S Under condition (2.6), it is well-known that there exist constants M ≥ 1 and δ > 0 such that
The next remark provides a sufficient condition for (2.7). 
) be the space of all Borel probability measures on S
The following is our main result.
Theorem 2.5. Let p t (x, dξ) be the transition kernel of a subcritical affine process on S + d with admissible parameters (α, b, B, m, µ). Suppose that the measure m satisfies
Then there exists a unique invariant distribution π. Moreover, p t (x, ·) → π weakly as t → ∞ for each x ∈ S + d and π has Laplace transform
The proof of Theorem 2.5 is postponed to Section 5. Let us make a few comments. Note that in dimension d = 1 it holds S + 1 = R ≥0 and affine processes on this state space coincide with the class of continuous-state branching processes with immigration introduced by Kawazu and Watanbe [28] . In this case, the long-time behavior has been extensively studied in the articles [33 . This is why we restrict ourselves to the case d ≥ 2. Theorem 2.5 establishes sufficient conditions for the existence, uniqueness, and convergence to the invariant distribution. For affine processes on the canonical state space R m ≥0 × R n a similar statement was recently shown in [27] . For dimension d = 1 it is known that (2.8) is not only sufficient, but also necessary for the convergence to some limiting distribution, see, e.g., [35, In order to prove Theorem 2.5 and Proposition 2.6 we first establish in Section 4 precise lower and upper bounds for ψ(t, u). Since in dimension d ≥ 2 different components of the process interact through the drift B in a nontrivial manner on S + d , the proof of the lower bound is deduced from the additional conditions α = 0 and (2.10), which guarantees that these components are coupled in a well-behaved way.
We close this section with a useful moment result regarding the invariant distribution.
Corollary 2.7. Let p t (x, dξ) be the transition kernel of a subcritical affine process on S + d with admissible parameters (α, b, B, m, µ) satisfying (2.4). Let π be the unique invariant distribution. Then
2.3. Study of convergence rate. Noting that δ defined by (2.7) is supposed to be strictly positive, we will see that it appears naturally in the rate of convergence towards the invariant distribution. In order to measure this rate of convergence we introduce
Note that this supremum is not necessarily finite. However, it is finite for elements of
Then it is easy to see that d L is a metric on
Using well-known properties of Laplace transforms, it can be shown that convergence with respect to d L is stronger than weak convergence. The next result provides an exponential rate in d L distance. 
The proof of this result is given in Section 6. Although under the given conditions p t (x, ·) and π do not necessarily belong to
We turn to investigate the convergence rate from the affine transition kernel to the invariant distribution in the Wasserstein-1-distance introduced below. Given ̺, ̺ ∈ P 1 (S
which has marginals ̺ and ̺, respectively. We denote by H(̺, ̺) the collection of all such couplings. We define the Wasserstein distance
Since ̺ and ̺ belong to P 1 (S + d ), it holds that W 1 (̺, ̺) is finite. According to [42, Theorem 6 .16], we have that (P(S + d ), W 1 ) is a complete separable metric space. Exponential ergodicity in different Wasserstein distances for affine processes on the canonical state space R m + × R n was very recently studied in [17] . Below we provide a corresponding result for affine processes on S 
The proof of Theorem 2.9 is given in Section 7 which largely follows some ideas of [17] . In contrast to the latter work, for the study of affine processes on S + d we encounter two additional difficulties:
• It is still an open problem whether each affine process on S + d can be obtained as a strong solution to a certain stochastic equation driven by Brownian motions and Poisson random measures. We refer the reader to [37] for some related results. In addition, we do not know if a comparison principle for such processes would be available.
• Following [17] , one important step in the proof of Theorem 2.7 therein is based on the decomposition p t (x, ·) = r t (x, ·) * p t (0, ·), where r t (x, ·) is the transition kernel of an affine process on S + d whose Laplace transform is given by 
Proof of Theorem 2.2
In this section we study the first moment of a conservative affine process on S + d . In particular, we prove Theorem 2.2. Essential to the proof is the space-differentiability of the functions F and R as well as φ and ψ. To simplify the notation we introduce L(S d
Similarly, we denote the derivative of H :
and L(S d , R) with the corresponding norm
and
DH(u)(x) .
Let F and R be as in 
Proof. Let µ = (µ ij ) and µ ij = µ
Since the ij-th entry of S
which is finite, we must have
The lemma is proved.
Lemma 3.2. The following statements hold:
d . An easy calculation shows that
Let us prove that lim 0 = h →0 r(u, h) / h = 0. Assume h = 0. First, note that
where we used that u + sh, ξ ≥ 0 and the Lipschitz continuity of [0, ∞) ∈ x → exp(−x) to get the last inequality. Similarly, for ξ > M ,
Combining (3.3), (3.4) and applying Lemma 3.1, we get
Note that S + d \{0} ξ tr(µ)(dξ) < ∞ by virtue of Definition 2.1 (iv). Let ε > 0 be arbitrary and fix some M = M (ε) > 0 large enough so that { ξ >M } ξ tr(µ)(dξ) < ε/4. Define
Then, for h ≤ δ, we see that
This proves (3.1) for u ∈ S (b) Similarly as before, we derive
By essentially the same reasoning as in (a), we obtain that
and the second integral on the right-hand side is now finite by (2.4). Hence, we may follow the same steps as in (a) to see that r(u, h) / h → 0 as h → 0 and the continuity of DF (u) in S 
Further, we then define the extension of Dψ onto R ≥0 × ∂S + d simply by Dψ(t, u) = f u (t), (t, u) ∈ R ≥0 × ∂S We estimate the first term on the right-hand side of (3.5) by 
where a T (v, u) := T 0 DR(ψ(r, u)) − DR(ψ(r, v)) dr. Using once again Gronwall's inequality, we deduce
Noting that R ∈ C 1 (S + d ) and ψ(r, 0) = 0 by [11, Remark 2.5], by dominated convergence theorem, we see that a T (v, u) tends to zero as v → u. Consequently, the right-hand side of (3.7) tends to zero as v → u. Combining (3.5) with (3.6) and (3.7), we conclude that Dψ extended in this way is jointly continuous in (t, u) ∈ R ≥0 × S (2.4) , the chain rule combined with the dominated convergence theorem implies the assertion.
We are ready to prove Theorem 2.2.
Proof of Theorem 2.2. Let ε > 0. We have
where we used that the functions Dφ and Dψ have a jointly continuous extension on
in accordance with Proposition 3.3. On the other hand, noting | u, ξ exp(− εu, ξ )| ≤ ε −1 e −1 and applying dominated convergence theorem, we get
Note that the limit on the right-hand side is finite. Indeed, using Fatou's lemma, we obtain
In what follows, we compute the derivatives Dφ(t, 0) and Dψ(t, 0) explicitly. By means of the generalized Riccati equation (2.3), we have
According to Lemma 3.2 and Proposition 3.3 we are allowed to differentiate both sides of the latter equation with respect to u ∈ S + d and evaluate at u = 0, thus, using the dominated convergence theorem,
where Id denotes the identity map on S We use Lemma 3.2 to get that
Finally, combining this with (3.8) yields
ξm(dξ) , u ds + e t B x, u .
Since the equality holds for each u ∈ S + d , the assertion is proved.
Estimates on ψ(t, u)
We fix an admissible parameter set (α, b, B, m, µ) and let ψ be the unique solution to (2.3). In this section we study upper and lower bounds for ψ. Let us start with an upper bound for ψ(t, u). 
where M and δ are given by (2.7).
Proof. The proof is divided into three steps.
Step 1 : Denote by q t (x, dξ) the unique transition kernel of an affine process on S 
Applying Jensen's inequality to the convex function t → exp(−t) yields
where the last identity is a special case of Theorem 2.2. Using (4.2) we obtain
Step 2 : Let α ∈ S + d be fixed. We claim that (4.3) holds not only for b (d − 1)α but also for any b ∈ S + d . Aiming for a contradiction, suppose that there exist t 0 > 0 and ξ, x 0 , u 0 ∈ S + d such that
We now take an arbitrary but fixed b 0 (d − 1)α. Noting that
is finite, we find a constant K > 0 large enough so that KI + ∆ > 0, i.e., Step 3 : According to Step 2, we are allowed to choose b = 0 in (4.3), which implies x, ψ(t, u) ≤ x, e t B ⊤ u for all t ≥ 0 and x, u ∈ S + d . This completes the proof. We continue with a lower bound for ψ(t, u). Proposition 4.2. Let ψ be the unique solution to (2.3) and suppose that α = 0 and (2.10) is satisfied. Then, for each u, ξ ∈ S
Since W 0 (u) = 0, the latter implies
In the following we estimate the integrand. For this, we write ξ, R(ψ(s, u)) = I 1 + I 2 , where
and estimate I 1 and I 2 separately. For I 1 , by (2.10) we get
where we used the self-duality of the cone S + d (see [25, Theorem 7.5.4] ). Turning to I 2 , we simply have
Collecting now the estimates for I 1 and I 2 , we see that (K ξ, ψ(s, u) + ξ, R(ψ(s, u)) ) ≥ 0 and, thus, ξ, W t (u) ≥ 0 by (4.6) . This proves the assertion.
Proof of the main results
In this section we will prove Theorem 2.5, Proposition 2.6, and Corollary 2.7. Let p t (x, dξ) be the transition kernel of a subcritical affine process on S + d with admissible parameters (α, b, B, m, µ) and δ > 0 be given by (2.7).
We note that F (u) ≥ 0 for all u ∈ S + d . Based on the estimates on ψ(t, u) that we derived in the previous section, we easily obtain the following lemma.
Lemma 5.1. Suppose that (2.8) holds. Then there exists a constant C > 0 such that
Proof. We know that
Now, first note that, by (4.1),
We turn to estimate I(u). Using once again (4.1), we obtain
For all a ≥ 0 it holds 1 ∧ a ≤ log(2) −1 log(1 + a), hence
Let C > 0 be a generic constant which may vary from line to line. Since m(dξ) integrates ξ ½ { ξ ≤1} by definition, we have
Moreover, noting that m(dξ) integrates log ξ ½ { ξ >1} by assumption, for J 2 (u) we use the elementary inequality (see [17, Lemma 8.5]) log(1 + a · c) ≤ C min {log(1 + a), log(1 + c)} + C log(1 + a) log(1 + c)
for a = u exp(−sδ) and c = ξ to get
Combining the estimates for J 1 (u) and J 2 (u) yields
So, by (5.3) and (5.4), we have (5.1) which proves the assertion.
We are now able to prove Theorem 2.5. 
Noting that ψ satisfies the semi-flow equation 2 due to [11, Lemma 3.2] and using that the Laplace transform of π is given by (2.9), for each u ∈ S + d , we obtain
Consequently, π is invariant. Uniqueness. Let π ′ be another invariant distribution. For fixed u ∈ S + d and t ≥ 0 we have
Letting t → ∞ shows that π ′ also satisfies (2.9). By uniqueness of the Laplace transforms, it holds that π ′ = π.
Proof of Proposition 2.6. Let x ∈ S + d and π ∈ P(S + d ) be such that p t (x, ·) → π weakly as t → ∞. It follows that
and we obtain from (2.1)
In particular, this implies (1 − exp(− u, ξ ))m(dξ) and thereby
where we used (4.5). Integrating over [0, ∞) and using a change of variable r := exp(−Ks) ξ, u with ds = −1/K · dr/r yields
where we used in the last inequality that 1 − exp(−r) ≥ 1 − exp(−1) > 0 for r ≥ 1. This leads to the estimate
This completes the proof. yπ(dy). To do so, we can proceed similar to the proof of Theorem 2.2. Indeed, by Lemma A.1, we estimate
Therefore, applying the Lemma of Fatou yields
. Now, let ε > 0. By dominated convergence theorem, we see that
Moreover, Noting that, by Proposition 4.1,
we can use once again the dominated convergence theorem to obtain 
Let C > 0 be a generic constant that may vary from line to line. Using then (5.1), we have, for each t ≥ 0,
which when plugged back into (6.1) implies (2.11).
Proof of Theorem 2.9
Proof of Theorem 2.9. Note that π ∈ P 1 (S + d ) by Corollary 2.7. Let q t (x, dξ) be transition kernel for the conservative, subcritical affine processes with admissible parameters (α = 0, b = 0, B, m = 0, µ). Using the particular form of the Laplace transform for p t (x, ·) (see (2.1)) it is not difficult to see that p t (x, ·) = q t (x, ·) * p t (0, ·), where ' * ' denotes the convolution of measures. Let H be any coupling with marginals δ x and π, i.e., H ∈ H(δ x , π). Using the invariance of π, together with the convexity of W 1 (see [42, Theorem 4.8] ) and [16, Lemma 2.3], we find
The integrand can now be estimated as follows
where G is any coupling of (q t (y, ·), q t (y ′ , ·)) and we have used Lemma A.1 to obtain
Combining these estimates, we obtain
which yields (2.12).
Applications
Let (W t ) t≥0 be a d × d-matrix of independent standard Brownian motions. Denote by (J t ) t≥0 an S + d -valued Lévy subordinator with Lévy measure m. Suppose that these two processes are independent of each other. Following [37] , the stochastic differential equation We end this section by considering the following examples. Example 8.2 (Matrix-variate Ornstein-Uhlenbeck type processes). For b = 0 and Σ = 0, we call the solutions to the stochastic differential equation (8.1) matrix-variate Ornstein-Uhlenbeck (shorted OU) type processes, see [7] . Properties of the stationary matrix-variate OU type processes were investigated in [39] . Provided { ξ ≥1} ξ m(dξ) < ∞, Theorem 2.9 implies that the matrix-variate OU type process is also exponentially ergodic in the Wasserstein-1-distance. 
