Abstract. We consider smooth complete solutions to Ricci flow with bounded curvature on manifolds without boundary in dimension three. Assuming an open ball at time zero of radius one has curvature bounded from below by -1, then we prove estimates which show that compactly contained subregions of this ball will be smoothed out by the Ricci flow for a short but well defined time interval. The estimates we obtain depend only on the initial volume of the ball and the distance from the compact region to the boundary of the initial ball. Versions of these estimates for balls of radius r follow using scaling arguments.
Introduction
In this paper we consider smooth solutions (M, g(t) ) t∈[0,T ) to Ricci flow ∂ ∂t g = −2 Ric(g)
as introduced and first studied in R.Hamilton's paper [HaThree] . The solutions (M, g(t) ) t∈[0,T ) we consider are smooth (in space and time), connected, complete for all t ∈ [0, T ), and M has no boundary. We usually assume that the solution (M, g(t) ) t∈[0,T ) has bounded curvature, that is that sup M×[0,T ) | Riem(x, t)| < ∞. The value k 0 := sup M×[0,T ) | Riem(x, t)| < ∞ will play no role in the estimates we obtain.
In the paper [Per] , G.Perelman proved a Pseudolocality Theorem for solutions of the type described above : if a ball 0 B r (x 0 ) in (M, g(0) ) at time zero is almost Euclidean (see Section 10 in [Per] ), and (M, g(t) ) t∈[0,T ) is a complete solution to the Ricci flow with bounded curvature, then for small times t ∈ [0, ε(n, r)), we have estimates on how the curvature behaves on balls t B εr (x 0 ). There are a number of versions of this theorem: see the introduction in the paper [SimSmoo] for references and further remarks. In the paper [SimSmoo] we generalised this result in the two dimensional setting. In particular we allow regions at time zero which are not necessarily almost Euclidean : see Theorem 1.1 in [SimSmoo] and the remarks before and after the statement of Theorem 1.1 there. The purpose of this paper is to generalise this result to the three dimensional setting. We show the following. Theorem 1.1. Let r, v 0 > 0 and 0 < σ < 1 be given. Let (M 3 , (g(t) ) t∈[0,T ) be a smooth complete solution to Ricci flow with bounded curvature, ∂M = ∅, and let x 0 ∈ M be a point such that as long as t ≤ r 2 N 2 and t ∈ [0, T ). Remark 1.2. By scaling it suffices to prove the theorem for r = 1 Remark 1.3. The regions which are considered are not necessarily almost Euclidean at time zero (see the introduction in the paper [SimSmoo] for further remarks and comments).
Remark 1.4. This localises the global results of Theorem 1.7 of [SimThree] and Theorem 1.9 of [SimColl] which proved a similar result for the case that the curvature operator is bounded from below by minus one on the whole manifold, and that the solution has bounded curvature and vol( 0 B 1 (x)) ≥ v 0 > 0 for all x in the manifold at time zero.
The above result (Theorem 1.1) is obtained as a corollary of the following theorem (Theorem 1.5) combined with Theorem 2.1 (which is a modified version of Theorem 2.2 of [SimSmoo] ), as we explain in the last section of this paper. Then there exists a (large) K = K(v 0 ) and a (small) σ = σ(v 0 ) > 0 such that
)(x, x 0 ) is the distance from x to x 0 measured using g(t). Remark 1.6. We may change the result of the theorem to the statement 'Then there exists a (large) N = N (v 0 ) and a (small) σ = σ(v 0 ) > 0 such that
σ . This is the statement that we shall prove.
A local result
Here we prove a modified version of Theorem 2.2 of [SimSmoo] , which we require for the proof of Theorem 1.1. The result of the theorem below and that of Theorem 2.2 of [SimSmoo] differ in the following way. In Theorem 2.2 of [SimSmoo] condition (a) there was '[a] : vol( t B r (x 0 )) ≥ v 0 r n for all t ∈ [0, T )'. Here we only require vol( 0 B r (x 0 )) ≥ v 0 r n at time zero.
Theorem 2.1. Let r, V, v 0 > 0, 1 > σ > 1/2 and (M n , g(t)) t∈[0,T ) be a smooth complete solution to Ricci-flow with no boundary which satisfies
2. Note that here we do not require that (M n , g(t)) t∈[0,T ) is a solution with bounded curvature.
Proof. Scale so that r = 1. Let v 0 , V > 0, 1 > σ > 1/2 be fixed, and (d) be the condition vol( t B 1/100 (x 0 )) > v where 0 < v << v 0 is to be specified later in the proof. Many constants which appear in this argument depend on the fixed constants σ, V, n, v 0 : we sometimes suppress this fact in our notation in order to make this explanation more readable. Clearly (d) must hold for some maximal short time interval [0, S max ) with T ≥ S max > 0 due to smoothness, and the fact that vol( 0 B 1/800 (x 0 )) ≥ m 0 (v 0 , V, n) > 0 due to the Bishop-Gromov volume comparison principle (assuming v < m 0 (v 0 , V, n)). Theorem 2.2 of [SimSmoo] then gives us the estimate (c) for all
is from that theorem. If we can always show for some 0 < v << v 0 that either S max = T or S max ≥ S(n, v, V, σ) > 0, for some S(n, v, V, σ) > 0, then we are finished. So assume we can't do this. So for any v > 0 we can find solutions as above where S(v) := S max (v) < T is as small as we like. Without loss of generality, we have S(v) < 1 10N 2 (v) . From the definition of S(v) we have vol( t B 1/100 (x 0 )) > v for all t < S but vol( S B 1/100 (x 0 )) = v. From (c) and (b) and [HaForm] (Lemma 17.3 combined with Theorem 17.4) we know that c(n
for all x, y ∈ t B 1/200 (x 0 ) in the sense of forward difference quotients (see section 3 of [HaFour] ), since any geodesic at time t between such x and y must lie in t B 1/2 (x 0 ), due to the triangle inequality. Hence, after integrating in time and using that S is as small as we like, we see that (without loss of generality)
for all t ≤ S, where ε(v) > 0 is as small as we like. We assume ε(v) ց 0 as v ց 0.
In particular, we have d GH ( S(v) B 1/800 (x 0 ), 0 B 1/800 (x 0 )) → 0 as v ց 0, R ≥ −V on both spaces, and vol(
is an arbitrary point with d 0 (x,x) ≤ 10ε: such a point exists in view of the inequalities (2.1)). This cannot be : the collapsing sequence (with vol → 0) converges to some Alexandrov space of dimension ≤ (n − 1), and the non-collapsing sequence converges to the same Alexandrov space with dimension n, which is a contradiction. A short explanation of this fact (with the relevant references) can be found in the Appendix. Hence we have obtained a contradiction and the theorem is proved.
3. Proof of Theorem 1.5
In order to obtain local estimates we introduce the following distance function for balls which are evolving in time under the Ricci flow. Let (M, g(t)) t∈[0,T ) be a solution to Ricci flow. Let t B r (p 0 ) be the open ball of radius r at time t centred at
where d t (p 0 , x) is the distance from x to p 0 measured using the evolving metric g(t). Cut-off functions of this type were used in the papers [Chen] , [SimLoc] and [SimHab] in combination with Ricci flow to prove that local estimates hold, if one a priori assumes that the curvature satisfies a bound of the type | Riem(·, t)| ≤ c/t.
is a measure of how far the point x at time t is from the boundary of t B r (p 0 ). In the case that g(t) = δ the Euclidean metric on R n , then we see that dist t (x) := (r−d t (p 0 , x)) = (r−|x−p 0 |) is the distance from x to the boundary of B r (p 0 ). Due to scaling it will be sufficient to consider the case r = 1. Let 0 B 1 (p 0 ) be a ball at time zero with curvature bounded from below by minus one. The following theorem implies a lower bound on the curvature at x ∈ t B 1 (p 0 ) depending on dist t (x) at later times for a well defined time interval, as long as dist
is sufficiently large, and v 0 is a lower bound (at time zero) on the volume quotient of balls contained in the ball we are considering. Combining this theorem with the results of Section 2 will imply the result of Theorem 1.1 stated in the introduction (see Section 4 for the proof of Theorem 1.1). Here we restate Theorem 1.5 for the case r = 1 using the notation that we introduced at the beginning of this section (see also Remark 1.6).
) t∈[0,T ) be a smooth complete solution to Ricci flow with bounded curvature and no boundary and v 0 > 0. Let p 0 ∈ M be a point such that
, and r > 0 which satisfy
Proof. v 0 is fixed throughout the proof. σ(v 0 ) > 0 is fixed and small ( to be determined in the proof).
Take a solution satisfying the initial conditions. Let N (N is large and will be determined in the proof) be given. Assuming the theorem is false, then there must be a first time t 0 ≤ 1 20N 2 < T where the theorem fails. That is (i) is violated at t 0 . So we can find a z 0 ∈ t0 B 1 (p 0 ) and 0
2 , and the conclusions of the theorem are
We scale our solution by an appropriate constant, so that the new solution has dist 2 t0 (z 0 ) = N 2 at the new timet 0 which corresponds to the old time
. This solution is defined for
is the distance measured with respect tog(t).
This value is positive since x ∈tB L (p 0 ) if and only ifdt(x, p 0 ) < L. Using the definition oft andd istt we see that
Notice that
in view of the definition ofdistt and the way curvature changes under scaling.
For ease of reading we will denote the solutiong(x,t) by g(x, t). Hence, we have (forg which is now denoted by g: alsot 0 is now denoted by t 0 ,d istt now denoted by dist t and so on)
The first two inequalities are scale invariant (if they hold for some solution, then they hold for a scaling of the Ricci flow after adjusting the delimiters, assuming that we have defined the new dist t for the scaled solution as in (3.1): see (3.3) and (3.5)).
In the third equality we used the fact that (after scaling) dist
after scaling, we still have R(g(t 0 ))(z 0 ) dist 2 t0 (z 0 ) = −σN 2 (the left hand side of this equality is a scale invariant quantity) and hence R(g(t 0 ))(
The last inequality, (d), follows since we are scaling by L 2 and we showed L ≥ N . For all 0 ≤ t ≤ t 0 define
We have
Let ε 0 = ε 0 (v 0 ) > 0 be small, to be determined in the proof, and let
We denote the set of such x 0 by
for any x 0 ∈ G, in view of the triangle inequality (we are using that ε 0 << 1): x 0 ∈ G and y ∈ 0 B ε0N (x 0 ) implies
We sketch the proof idea first before giving the details. The proof is broken up into three main steps.
Step 1 For an arbitrary x 0 ∈ G we show that t B ε0N (x 0 ) ⊆ Ω t for all t ≤ 1−10ε 0 as long as t ≤ t 0 , ε 0 << 1, σ = ε 4 0 and N is sufficiently large. σ = ε 4 0 is fixed for the rest of the argument. Using the estimates of Theorem 2.1, we see that this guarantees that
. This implies a bound from below on the injectivity radius at time t for all such x 0 for all 1/2 ≤ t ≤ min(1 − 10ε 0 , t 0 ), in view of estimates of J. Cheeger, M. gromov, J. Taylor (Theorem 4.3 of [CGT] ). In
Step 2 we use the estimates from Step 1 and the (second) Pseudolocality result of G.Perelman to show that | Riem(·, t)| ≤c (v0) t on t B r0 (x 0 ) for all 0 ≤ t ≤ t 0 , for some small r 0 = r 0 (v 0 ) > 0 if N is large enough and ε 0 = ε 0 (v 0 ) > 0 is small enough. ε 0 = ε 0 (v 0 ) > 0 is now fixed for the rest of the argument. That is, the estimate of Step 1 for 0 ≤ t ≤ min(1 − 10ε 0 , t 0 ) can be extended to 0 ≤ t ≤ t 0 on a small time dependent neighbourhood of x 0 (if necessary : it is only necessary to do this if t 0 > 1 − 10ε 0 ). Using these estimates, we show that on the set (y 0 ) for all 0 ≤ t ≤ t 0 for all y 0 ∈Ĝ.
In
Step 3 we use the estimates from above to show that any pointẑ 0 ∈ t0 B L (p 0 ) with dist 2 t0 (ẑ 0 ) = N 2 must in fact satisfyẑ 0 ∈Ĝ. This leads to a contradiction (if N is large enough) due to the facts that (Step 2) R(ẑ 0 , t 0 ) ≥ − 1 N for such points and R(z 0 , t 0 ) = −σ = −σ(v 0 ) (with σ(v 0 ) > 0 being fixed but small) from (c) above
is the point occuring at the beginning of the argument (i.e. the choiceẑ 0 := z 0 leads to a contradiction). Now we present the details.
Step 1 Let ε 0 << 1 be small (it will be determined in the proof and will be positive and small, and depend only on v 0 ), and
We know that x 0 ∈ Ω t is valid, if and only if
in view of the definition, given in (3.6), of Ω t . In the following we only consider t such that 0 ≤ t ≤ t 0 , where t 0 ≤ 1 was defined at the beginning of the proof. Hence, as long as x 0 ∈ Ω t is valid, any length minimising geodesic (with respect to the metric at time t) from p 0 to x 0 must also completely lie in
At all points y on such a geodesic we have (3.10) in view of inequality (3.7). Using dist t (y) = L − d t (y, p 0 ) and (3.10) we see that this means
for such y.
Using this inequality in the evolution equation for the distance (Lemma 17.3 of [HaFour] ) we see (as long as x 0 ∈ Ω t remains valid)
where X t is the set of distance minimising geodesics from p 0 to x 0 at time t (that is, measured with respect to the metric g(t) at time t) parameterised by arclength, and the last inequality follows from the inequality (3.9). Here, ∂ ∂t is to be understood in the sense of forward difference quotients : see chapter 17 of [HaFour] for more details. Integrating in time, we see that for σ := ε 4 0 this means
for all t ≤ t 0 as long as x 0 ∈ Ω t remains true, in view of the fact that
The value σ = ε 4 is now fixed for the rest of the argument. Restrict now only to t ≤ 1 − 10ε 0 in the above argument. Using the fact that −(1 − 2ε 0 ) ≤ − √ t − ε 0 (*) for such t, and inequality (3.11) , we see that
for all t ≤ min(t 0 , 1 − 10ε 0 ) as long as x 0 ∈ Ω t remains true, and hence x 0 ∈ Ω t will not be violated as long as t ≤ min(t 0 , 1 − 10ε 0 ) , in view of the definition of will not be violated as long as t ≤ min(1 − 10ε 0 , t 0 ): y ∈ t B ε0N (x 0 ) implies
for such t, in view of the inequality (3.12)
The lower bound on the curvature, (3.7) , is therefore valid on t B ε0N (x 0 ) as long as t ≤ 1−10ε 0 and t ≤ t 0 , and hence, for x in the ball of half the radius,
(3.13) (σ > 0 was chosen small σ = ε 4 0 ≤ ε 2 0 ) for all t ≤ 1 − 10ε 0 ,t ≤ t 0 in view of (3.12) : Here we used
, in view of the definition of dist t (x), the triangle inequality and inequality (3.12). Choosing V = 16, σ = 1/2, r = 2 ε0 in Theorem 2.1 (this gives us − V r 2 = −4(ε 2 0 )), we see that
if N is large enough: without loss of generality,
, and so t B 2 ε 0
and so the conditions of Theorem 2.1 are satisfied in view of (3.13) and (a). We may also further assume that ε
in view of the fact that t 0 ≤ 1. We also have [CGT] , and the Bishop-Gromov comparison principle. Assume 1/2 ≤ t ≤ min(1 − 10ε 0 , t 0 ). From (3.15), we know that | Riem(y, t)| ≤ c 2 (v 0 ) for all y ∈ t B 1 (x 0 ) and such t, for some c 2 (v 0 ), and we also just showed that inj(g(t))(x 0 ) ≥ i 0 (v 0 ) > 0. Hence, using Riemannian normal coordinates (see Theorem 1.53 and the proof thereof in [Aub] ), we see that
for all r ≤ R 0 (c 0 (v 0 )) = R 0 (v 0 ), R 0 small enough, where ω 3 is the volume of the unit ball in Euclidean three space and δ = δ(n = 3) > 0 is a small constant determined in the next step. Without loss of generality, we also have
, for such t, since without loss of generality
Combining (3.18) with (3.17) we see that we have
Step 2 Let ε(n), δ(n) with n = 3 be the constants appearing in the second Pseudolocality Theorem of G. Perelman, Theorem 10.3 in [Per] . Assume t 0 ≥ 1 − 10ε 0 . We know t 0 ≤ 1. Using Theorem 10.3 of [Per] , combined with the estimates (3.20), and (3.19), we get
as long as ε 0 = ε 0 (v 0 ) > 0 is chosen small enough, so that the length of the time interval [0, R 2 0 ε 2 (n)) (appearing in Theorem 10.3 of [Per] ) is larger than that of the time interval (1 − 10ε 0 , t 0 ). This is the point where ε 0 (v 0 ) > 0 is fixed. Combining this with (3.15) we see that
for some small r 0 = r 0 (v 0 ) > 0 for all x 0 ∈ G. That is, we have extended the estimates (3.15) up to time t 0 on a small time dependent ball of fixed radius with middle point x 0 , for arbitrary x 0 ∈ G. We define the setĜ ⊆ G as follows. Let
We wish to show that 
for all 0 ≤ t ≤ t 0 from the estimates (3.13) and (3.21) above. In particular, 
32
(y 0 )). Then, using the estimate (3.21), we know that | Riem(·, t)| ≤c t on t B r0 (z) for all 0 ≤ t ≤ t 0 for some small fixed r 0 (v 0 ) > 0, and the same is true on t B r0 (y 0 ). Hence using Lemma 8.3 (b) of [Per] we see (if N is large enough) that
where a = a(v 0 ) < ∞ and hence, as z was arbitrary,
for all 0 ≤ t ≤ t 0 in the sense of forward difference quotients, and then integrate with respect to time ]. This implies that
for all x ∈ t B ε 0 N 64 (y 0 ) for all y 0 ∈Ĝ in view of (3.21) and (3.13) and the fact that
at time zero on 0 B r (y 0 ) since, without loss of generality,c400 ≤ N and
. Now using Theorem 5.1 of the paper [SimSmoo] , we see that
since N is as large as we like), and | Riem(·, t)| ≤c t on t B √ N (y 0 ) in view of equation (3.22), since without loss of generality
is as large as we like). To apply Theorem 5.1 of [SimSmoo] here, scale so that r = 1 and then scale the conclusion back to the case r = √ N .
Step 3 Consider once again elements y 0 ∈Ĝ ⊆ G, whereĜ is the set of [Per] , show that for y in ∂Ĝ, that is for
for all t ≤ t 0 , as long as N is large enough, where we used that p 0 is also contained inĜ. This implies that
for all y ∈ (Ĝ) c , for all 0 ≤ t ≤ t 0 (every length minimising geodesic which joins p 0 to y, where y is outside ofĜ, must intersect ∂Ĝ since p 0 is inĜ), and hence
c . In particular z 0 is not in (Ĝ) c since dist t0 (z 0 ) = N (we scaled so that this is true), and hence z 0 ∈Ĝ. Now using the fact (inequality (3.25) 
for all t ≤ t 0 we obtain a contradiction to (c), R(z 0 , t 0 ) = −σ, if N is chosen large enough. This proves that estimate (i) from the statement of the theorem will not be violated if we choose σ(v 0 ) = ε Proof of Theorem 1.1. Scale so that r = 1. Then we have due to the Bishop-Gromov volume comparison theorem,
Hence, Theorem 1.5 is valid, and we find that there exists K = K(v 0 , α) and
2 ) with t ∈ [0, T ). Now we may use Theorem 2.1 to further conclude that, | Riem(x, t)| ≤ c(α,v0) t ( * * ) for all x ∈ t B 1−4α (x 0 ), t ≤ S(α, v 0 ), and vol( t B 1−α (x 0 )) ≥ṽ(1 − α) 3 ( * * * ) for all t ≤ S(α, v 0 ), for someṽ(v 0 ) > 0. The estimates (*),(**) and (***) are the desired estimates.
Appendix A. Dimension of Gromov-Hausdorff limits of collapsing and non-collapsing spaces
We explain why some certain well known properties of collapsing, respectively noncollapsing manifolds, with curvature bounded from below hold. These properties follow from the results contained in [BGP] (see also [BBI] ). Note that the definition of Alexandrov space with curvature bounded from below in [BGP] (Definition 2.3) and [BBI] ( Proposition 10.1.1) agree.
, i ∈ N be balls which are contained in smooth complete Riemannian manifolds of dimension n ∈ N fixed. Assume that sec ≥ −V on these balls and that
Proof. Assume the theorem is false. We know that (B 1 (p i ), g i , p i ) and (B 1 (q i ), h i , q i ) Gromov-Hausdorff converge, after taking a subsequence, to the same space (X = B 1 (p), d, p) by the theorem of M. Gromov, and that (X, d, p) is an Alexandrov space (see Notes on Alexandrov Spaces below). Without loss of generality, we may assume that sec ≥ −k 2 on the balls we are considering, where k 2 > 0 is as small as we like. This can be seen as follows. Without loss of generality (renumber the indices i), we have vol(
Scaling both Riemannian metrics by i 2 , we have (we also call the rescaled metrics g i and
Let B a (y) ⊆ B 1−10a (p) and let {B R/3 (s j )} j∈{1,...,N } be any maximally pairwise disjoint collection of balls with R << a < 1/(10) and centres s j in B a (y). By maximally pairwise disjoint we mean, that if we try and add a ball B R/3 (z) to the collection, where z ∈ B a (y), then the new collection is not pairwise disjoint. Then clearly {B R (s j )} j∈{1,...N } must cover B a (p). Lets j respectivelyp = p i ,ỹ be the corresponding points in (B 1 (p i ), g i , p i ) which one obtains by mapping s j respectively p,y back to (B 1 (p i ), g i , p i ) using the Gromov-Hausdorff approximation
we write p i =p, and so on, suppressing the dependence of the points on i sometimes, in order to make this explanation more readable. For i large enough, {B 2R (s j )} j∈{1,...N } must cover B a (ỹ) and {B R/4 (s j )} j∈{1,...,N } must be pairwise disjoint in B 1 (p). The Bishop-Gromov volume comparison principle implies that
, for some fixed 0 < c 0 (v 0 , V, a, n), c 1 (v 0 , a, V, n) < ∞ and hence the rough dimension of B a (y) (see Definition 6.2 in [BGP] ) must be n.
This means that the Hausdorff-dimension and burst index of B s (p) is also n for all s < 1 (see Lemma 6.4 and Definition 6.1 in [BGP] ). Assume ε ≤ 1 1000n in all that follows. Now let z ∈ B 1/4 (p) be a point for which there is an (n, ε) explosion (Definition 5.2 in [BGP] : an (n, ε) explosion is called an (n, ε) strainer in [BBI] , see Definition 10.8.9 there). Note that for any 1 1000n ≥ ε > 0 such a point exists (see Corollary 6.7 in [BGP] ). Let (a k , b k ) k∈{1,...n} be such an (n, ε) explosion at z and assume that a k , b k ∈ B s (z) for all k = 1, . . . , n with s << 1: as pointed out in [BGP] (just after Definition 5.2), we can always make this assumption, see also Proposition 10.8.12 in [BBI] . Then there exists a small ball B r (z) such that (a k , b k ) k∈{1,...n} is an (n, ε) explosion at x for all x ∈ B r (z) and (a k , b k ) k∈{1,...n} is in B s (p)\B 2r (z) where s >>r >> r > 0 : distance is continuous in X and comparsion angles (which are measured in M 2 (−V ) := hyperbolic space with curvature equal −V ) change continuously as distances change continuously and stay away from zero (see [Mey] , equation (44)). With s >>r >> r, we meanr s << 1 and r r << 1. Going back to (B 1 (q i ), h i , q i ) with our Gromov-Hausdorff approximation, we see (once again dropping dependence on i for readability) that there exists a ball B r (z) ⊆ B 1/2 (q i ) and an explosion (ã k ,b k ) k∈{1,...n} in B 2s (z)\Br(z) (if i is large enough) such that (ã k ,b k ) k∈{1,...n} is an (n, 4ε) explosion at x for all x ∈ B r (z) : once again, this follows from the fact that angle comparisons change continuosly as distances change continuously and stay away from zero, and distance changes at most by δ(i), with δ(i) → 0 as i → ∞, under our Gromov-Hausdorff approximation. There are no ((n + 1), ε) explosions in (B 1 (q i ), h i , q i ), as the Hausdorff dimension of the manifold (and hence the burst index) is n (see Theorem 5.4 in [BGP] or Proposition 10.8.15 in [BBI] ). Fix 0 < ε(n) << 1 2000n . But then, using Theorem 5.4 in [BGP] , see also Theorem 10.8.18 in [BBI] , (more explicitly, using the proofs thereof) we see that there is ar =r(n, r) > 0 and a bi-Lipschitz homeomorphism from f : Br(z) → f (Br(z)) ⊆ R n , where the bi-Lipschitz constant may be estimated by 1 c(n) d i (x, y) ≤ |f (x) − f (y)| ≤ c(n)d i (x, y) for some c(n) > 0, and hence vol(B 1 (q i ), h i , q i ) ≥ ε(n, r) > 0 for i large enough, as r, n do not depend on i. This shows, that after taking a subsequence, we must have vol(B 1 (q i ), h i , q i ) ≥ ε(n, r) > 0.
Notes on Alexandrov Spaces
The fact that (B 1 (p i ), g i , p i ) and (B 1 (q i ), h i , q i ) Gromov-Hausdorff converge to some metric space (X = B 1 (p), d) after taking a subsequence follows from Gromov's Convergence Theorem (we apply the theorem to the closed balls B 1− 1 i (p) ⊆ B 1 (p) with i ∈ N, and then take a diagonal subsequence). See 10.7.2 in [BBI] . The limit space has the property that B s (p) is complete for all 0 < s < 1 (by construction), and B s (p) is compact for all 0 < s < 1, since it is also totally bounded (due to the Bishop-Gromov comparison principle : see the argument on the rough dimension of B a (y) at the beginning of the proof above).
In order to guarantee that (X = B 1 (p), d, p) is an Alexandrov space, a local version of the Globalisation Theorem of Alexandrov-Toponogov-Burago-Gromov-Perelman (Theorem 3.2 in [BGP] ) is necessary, as the spaces we are considering are not complete. Such a local version of the theorem exists, as pointed out in Remark 3.5 in [BGP] . Proofs of the Globalisation Theorem can be found in the book [AKP] and a similar proof, obtained independently, is given in the paper [LS] . Examining the proofs of the Globalisation Theorem ( in the case sec ≥ −1 ) in any of the proofs mentioned above, we see that the proofs are local. Examining any of the proofs mentioned above, we see that the following is true : if (B 1 (x 0 ), g) is compactly contained in a smooth manifold, and sec ≥ −1 on (B 1 (x 0 ), g) and z ∈ B 1 (x 0 ) has d(x 0 , z) = 1 − r, then the quadruple condition (or the hinge condition , or any of the other equivalent conditions, see section 2 in [BGP] or 8.2.1 in [AKP] , or the discussion on page 3 of [LS] to see why these conditions are equivalent) holds on the ball B rc (z) ⊆ B 1 (x 0 ) for some fixed constant 0 < c << 1 independent of z or r. Note that the space (X = B 1 (p), d) we obtain this way is locally intrinsic: for all x ∈ X, for all z, q ∈ B ε (x) for all B 5ε (x) ⊆ B 1−σ (p) for all 1 > σ, ε > 0 there exists a length minimising geodesic between z and q which is contained in B 5ε (x) : see the proof of Theorem 2.4.16 in [BBI] .
