Introduction
Many wireless sensor network applications involve the estimation of a time-varying vector field at a destination node. Sensor samples are forwarded, often via multihop networking, to the destination or fusion center where the samples are processed into an estimate of the field. The estimate is formed under severe resource constraints, the primary constraint being the energy available to each node. This, along with economic pressure to limit node costs, reduces communication reliability. The goal is an estimate with the best precision possible given limited energy and This paper views the problem from a distributed signal processing perspective, and integrates tools normally separated into distinct layers of the network protocol stack.
Source coding, and, for networks, distributed source coding (see the review [1] ) is a presentation-or applicationlayer technique that approaches the problem as one of minimizing uncoded communication rates. Channel coding, an essential link layer technique, plays a role as well due to the poor link quality in practical sensor networks [2] . It is wellknown that the separation theorem justifying independent design of source and channel codes breaks down (i) for the small block sizes often found in sensor networks and (ii) when multiple access (not just a collection of point-to-point links) exists. Clearly, source-channel coding should playa role. This is true in both distributed fusion problems (e.g., the consensus problem, where all nodes form an estimate of the entire field) and the centralized fusion problem-where samples are funneled to the destination-considered here. This latter problem is not a special case of the distributed fusion problem, since the distributed fusion problem can be solved with gossiping algorithms [3] leading to uniform traffic loads across the network. In centralized fusion without source coding, traffic, and hence congestion, rapidly increases as the samples merge on their way to the fusion center. The problem is not limited to the highest and lowest layers, but directly challenges medium-access design as well. A recent paper [4] treats congestion at the MAC layer in isolation; our cross-layer approach tackles the root cause of congestion and energy efficiency. This paper is organized as follows. Section 2 discusses our philosophy of reducing energy consumption in the network. Section 3 presents related work, and Section 4 presents the source model used for this paper. Section 5 discusses combined source-channel (SC) decoding/estimation at the fusion center, and Section 6 proposes censoring within the network. Section 7 presents the simulation model used in this paper. Section 8 discusses a relay network, and shows results for combined SC decoding/estimation without transmission censoring in a relay network. Section 9 presents results for combined SC decoding/estimation with censoring. Section 10 concludes this paper.
Approach
We assume that a prior model for the measured field exists in the form of a multivariate distribution over a defined set of samples in space and/or time. This model represents knowledge about the field that can be used in a Bayesian inference model, often implemented as a simple MAP estimator. This assumption is completely general in that the prior model may be uninformative. More generally, bounds can usually be established with high confidence in the absence of a completely specified distribution. It was shown in [5] how the channel-coded samples received at the destination form a SC product codeword (formed from stacking the received samples) that combines deterministic parity constraints of the channel codes with probabilistic constraints encoding the correlation of the prior model for the measured field. This paper extends [5] to every node in the network serving as a relay. Relaying nodes can exploit the redundancy in the information they receive (and collect themselves) to make informed decisions on whether to forward samples, or censor a portion of them. Our algorithm spans layers since it employs SC decoding to evaluate proposed censoring decisions. Censoring is a form of distributed adaptive signal processing, as the decision is a function of the model, the data, and the targeted fidelity. From a coding perspective, the algorithm progressively punctures a dynamic SC product codeword as it is shuttled to the destination. The resulting benefits are two-fold. First, the amount of data transmitted, and hence energy consumption, is reduced. Congestion is also relieved: as the samples travel to the destination, more redundant information may be available, so transmission rates are naturally throttled where most needed.
Related Work
Several researchers have addressed the question of what tools to use in getting the required information from a sensor network with the minimum expenditure of energy. The problem is complex because it touches almost every traditional layer of wireless networking. Our adaptive SC censoring algorithm shares a goal of estimate and forward (EF) techniques (see [6] and the references therein) studied in cooperative communication: maximizing the amount of information recoved at the destination. However, our approach is different: we take into account the limited capabilities of low-cost radios for which sophisticated physicallayer strategies (such as maximal-ratio combining detec-tion) are not possible, and our goal is energy efficiency, not capacity. In our strategy a node does not relay in the sense of cooperative communication; it instead makes a decision on what information to send-if any-based in part on received multicasts from neighboring nodes. Applicationlayer Bayesian inference techniques have been explored in [7, 8] and [9] ; [10] describes a technique that combines channel coding and opportunistic listening. Our approach also couples the application and logical link layers in that we exploit prior knowledge of the sensed environment jointly with channel coding.
An error recovery approach in wireless sensor networks was proposed in [11] that progressively increases the code rate as data nears the fusion center, reflecting the fact that the overall source-destination channel is a composition of single-hop channels. Their criterion is throughput instead of energy efficiency, and the proposed algorithm treats only channel coding. Related work includes correlated data gathering [12] and censoring in detection [13] .
Model
Many wireless sensor network (WSN) applications, particularly environmental monitoring, involve multi-node deployments that measure multiple environmental processes correlated in space and time. The goal is a faithful representation of the data with respect to a model at minimum energy cost. In some applications (e.g., camera networks), bandwidth may also be limited. However, in this paper we assume the low data rates found in many environmental sensing applications, and neglect bandwidth efficiency.
Let Xi be a sample computed from some physical process measured by a transducer of a sensor node. Here i is a general index subsuming sensor node, transducer, and time indices. The measurement mi of Xi is corrupted by transducer noise and then quantized into the information word Ui, which is encoded into a codeword Vi. The codeword is forwarded to the destination, which receives Yi == Vi + Zi where Zi is a binary error vector with addition mod 2.
The entire collection of data samples is X, and similarly for m, u, V, and y. From Bayes' theorem, we have
where p(x) is the prior information included in the source model as p(V, x) or p(u).
But the mapping of the per-measurement channel code from m to V is deterministic, so we can use
The model can be simplified depending on the sensing scenario. For example, in most cases of interest transducer noise and channel error processes are independent.
Due to space limitations, this paper emphasizes the effects of channel errors and hence focuses on inference of the collection of quantized samples u. We thus re-define u to incorporate the properties of the source statistics and measurement noises in a symbol-or bit-level probabilistic model. Then the MAP estimate of the transmitted SC product codeword is
There is a direct mapping from vto it; the most likely measurements mare then found directly from it.
Processing at the Fusion Center
The fusion center receives y and estimates the samples v. In the most general, computationally expensive case, it computes the posterior probability law according to equation (3), or an approximation thereof. For reduced complexity, an iterative inference algorithm coupling source and channel estimator/decoders [5] can be used to compute a point estimate. Iterative source-channel decoders were first explored in [14] , and later for a single first-order correlated source over an AWGN (additive white Gaussian noise) channel in [15] . Both the full Bayesian search and the iterative algorithm incorporate prior knowledge of the source statistics, channel code structure, network reliability, as well as missing (censored) samples. Note that the symbols of censored codewords are treated as completely ambigious.
The iterative decoder is comprised of component decoders for both the channel codes and the source model. Probabilities are exchanged between soft-decision channel decoders and source decoder, similar to turbo decoding [16] , allowing for multiple iterations of decoding to improve performance. The source model decoder takes in the a posteriori channel decoder output, and converts bit probabilities p(Vij IYij) for bit j of codeword Vi to symbol probabilities on mi for its a priori input. These a priori symbol probabilities p(mi) are further combined to form product symbol probabilities p(M jk), where M jk is the combined message word for all samples, excluding k. These product symbol probabilities are assumed symmetric for all k, i.e., invariant with respect to measurement ordering. Finally, the source decoder combines these product symbol probabilities p(M jk) with conditional probabilities p(mi == MIMjk) from the source model as
The source decoder then outputs these (hopefully) improved symbol probabilities p(mi), which are then converted back to bit probabilities p(Vij) for a priori input to each channel decoder i. A reduced set of conditional 487 bitwise probabilities could be used instead of symbol probabilities, but would introduce further suboptimality. This simplification was used in [5] , which did not include results for a source decoder using symbol probabilities.
In contrast, the full Bayesian search algorithm is noniterative. This decoder chooses the most-likely product codeword v with the MAP decision of (3), and is termed the MAP decoder. The a priori product codeword probabilities p(v) may be found from the source model. The MAP decoder is used as a performance benchmark, as it provides optimal decoding results. The iterative decoder is slightly suboptimal, as it is composed of separate decoders for channel codes and source model. The ability to iteratively improve its performance allows the iterative decoder to approach the optimal performance of the MAP decoder.
In-Network Processing
The potential for recovering censored samples motivates the question: What information should be sent to the fusion center? More specifically, given a limited energy supply in each node of the network, what samples should any node forward toward the fusion center, and for what samples should transmission be censored?
We propose an adaptive censoring algorithm: it weighs the value of the data in terms of its "informativeness" in the context of the prior model and transmission cost. Large excursions from the model are clearly more useful in characterizing the process than samples near expected values, and their transmission is a better use of energy.
At a receiving node, the censoring decision of a sender is viewed as a puncturing of the SC product codeword. Individual samples are encoded using an (n, k, d) channel code. If a node has N potential samples to send but L are sent (and thus N -L are censored), then the formal source-product code rate is~~' assuming the decoder infers all N samples. Note that the code rate is not fully descriptive since some samples are more valuable. For example, communication of two product codewords of the same rate corresponding to two censoring decisions have the same energy cost, but may not be equally informative. For this reason the censoring decision must rely on the data itself in addition to the rate.
The algorithm begins when a node receives a noisy product codeword y. The censoring decisions made by the transmitters are known, since it is assumed that every measurement is associated with a unique label (for example, the node/transducer ID and time). In practice, the label (suitably defined, compressed, and code-protected) can apply to all the information in the transmitted product codeword.
The node performs the inference computation of section 5 on the received product codeword to generate an estimate of the samples. Once computed, this a posteriori distribution becomes the prior distribution for the node's censoring algorithm. While the complete APP distribution p(vly, c) could be used, in this paper computational energy cost is limited by using the singleton MAP decision Vo == arg max v p(vly, c) as an approximation.
The censoring algorithm has two steps: (1) computing an estimate of the fidelity and energy cost of a set of censoring proposals, and (2) choosing one proposal as the censoring decision based on a censoring policy.
How should the estimate be computed? Here is where the algorithm's model of the network becomes important. The simplest approach is to use the data as-is; this implicitly assumes that the data communicated as a result of the estimation/decision algorithm will arrive without error. In our algorithm, the estimate is predictive in the sense that the node accounts for the unreliability of channel to the next node, and beyond that, to the fusion center. In this paper, we assume a model of local (one-hop) collaboration: the transmitting node requires only knowledge of the quality of the hop to the next node in the data gathering tree, and assumes that the next node will take appropriate action based on its local knowledge.
The overall goal of the censoring policy is to decide which codewords in the product codeword to censor. Each N(Xi, a; ). In all simulation t results, a;=O to clearly show the effect of channel noise.
The channel code used for encoding each sensor measurement is a (n, k, d min ) = (7,4,3) Hamming code. This low-complexity, short block-length code was used to minimize sensing node computational load and assess usefulness of the approach.
All simulations model a single hop as a binary symmetric channel (BSC) with crossover probability p. The BSC models the hard-decision output of most available singlechip radio transceivers for sensor networks.
The fusion center decodes the received noisy product codeword y. Both an iterative SC decoder, described in [5] , and a MAP decoder, also described in [5] , are examined in the simulations. The individual channel decoders used in the iterative decoder are trellis decoders implementing the BCJR [17] algorithm on the (7,4,3) Hamming paritycheck trellis. Our figure of merit is the mean-squared error
between the measurements and the estimated measurements at the hub. Each MSE value is calculated using 50,000 Monte Carlo simulations.
Relay Network
In a relay or line network, the sensor nodes form a relay chain or line that forwards messages to the fusion center. Each node takes its own measurements and transmits them along with messages it receives from the preceding node.
Relay Network without Transmission Censoring
A relay network with N =3 forwarding nodes and a fusion center is considered. Each node takes M =2 measurements of its own, and forwards those as well as any received messages on to the next node. The fusion center receives a correlated product codeword of size 6 x 7, where the channel code length is 7. This section examines performance when each forwarding node simply forwards all measurements to the next node, with no transmission censoring, and only the destination node performs any decoding. This provides us with a baseline performance for maximal energy cost.
Results
Each relay node encodes its own data with a (7,4,3) Hamming code. MSE results for MAP decoding of the SC product code, the iterative SC decoder after 5 decoding iterations' and channel decoding alone (with ML decoding of each received codeword) are compared to an uncoded system with hard-decision decoding. Two different iterative decoders are examined, one using conditional symbol probabilities, and a suboptimal version using bitwise-only conditional probabilities. policy, where it considers proposals that censor only subsets of its own samples; all data received from other nodes is forwarded. Proposals are considered in order of energy cost from least to most, so the proposal that censors all of the node's own samples is considered first. Each proposal Cl is evaluated by computing the predicted codeword vgenerated by the receiving node's decoder/estimator when the proposal's associated product codeword Vl is transmitted.
If v == v* (where v* is the node's true, in-hand product codeword), the search is terminated and the Vl is sent. To minimize complexity, the full MAP prediction is not computed; instead, the node uses one iteration of the source decoder. Since the effect of channel errors is considered, but the gain of the channel code is not, our results are pessimistic but simplicity is gained.
A 3-node relay network is examined; each relay node encodes its own data with a (7, 4, 3) Hamming code, and each hop modeled as a BSC with crossover probability p. Figure 2 compares MSE performance with and without censoring for two inference algorithms at the fusion center: the MAP SC decoder, and the iterative SC decoder using symbol probabilities. As expected, MAP decoding without censoring (-0-) provides an upper performance bound, but MAP decoding with censoring (-0-) is surprisingly close. At most channel reliabilities, iterative decoding without censoring (-+-) is better than with censoring (-<]-), as expected. However, when using the iterative decoder in very poor channels (p=0. 4) , it is better to censor. It is well-known that most channel codes perform worse than uncoded communication in poor channels. This is exactly what is occurring here: the bit LLRs of censored samples input to the channel decoder are set to zero. The resulting channel decoder output LLRs are also zeros in the first iteration; in effect, no decoding is performed.
The effect of censoring on both MSE performance and energy efficiency is shown in Figure 3 , where the MSE is plotted against the fraction of messages censored for different decoders at p == .05. These decoders include the MAP SC decoder, the iterative SC decoder using bitwise conditional probabilities,and the iterative SC decoder using conditional symbol probabilities. The uncoded case is also shown for comparison. MSE results without censoring are also shown; these fall on the y-axis, as the fraction of censored messages is zero for no censoring.
For the optimum MAP SC decoder at the fusion center, the MSE performance loss due to censoring is negligible, with a huge gain in energy efficiency-80% of the messages are censored. As expected, the iterative SC decoder has poorer fidelity than the MAP decoder; but its energy efficiency is similar despite lower complexity. Note that the MAP SC decoder is likely to be feasible in terms of computational load and energy consumption.
In this section we assess the performance of inferencebased censoring in the relay network. With an eye toward minimum energy cost for computations, we consider a highly constrained censoring policy with a simple decision criterion. Each relay node uses a self-only censoring
The performance improvement possible with either the iterative or MAP SC decoders on the relay network is significant, as shown in Figure 1 . The bottom curve (-0-) displays the performance of the optimum MAP SC decoder. The iterative SC decoder with conditional symbol probabilities (-*-) shows some loss due to the suboptimality of separate decoders for source and channel. A lower complexity approach [5] uses bitwise-only conditional probabilities in the iterative source decoder, eliminating the need for word assembly and disassembly at each iteration. This approach (-x-) shows noticeable performance loss compared to the iterative decoder with conditional symbol probabilities. All SC decoders perform much better than channel decoding alone (-0-) or the uncoded system (-0-). 
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In a range of important applications, wireless sensor networks are tasked to gather correlated data with minimum energy expenditure. We have proposed an approach that integrates channel coding of samples and an adaptive strategy of data sample censoring. The in-network progressive prediction of the fidelity and energy cost of censoring proposals exploits decoding/estimation using intra-codeword redundancy of channel coding and inter-codeword redundancy of the information, and allows the explicit tradeoff of energy cost and fidelity that can be chosen in the context of the data gathering application. A related benefit of censoring is the management of congestion as data flows toward the fusion center. The significant performance improvement and energy-efficiency of this approach was demonstrated in simulations.
