Experiments with metadata-derived initial values and linesearch bundle adjustment in architectural photogrammetry by Börlin, Niklas (author) & Grussenmeyer, Pierre (Pierre Grussenmeyer (pierre.grussenmeyer@insa-strasbourg.fr)) (author)
EXPERIMENTS WITH METADATA-DERIVED INITIAL VALUES AND LINESEARCH
BUNDLE ADJUSTMENT IN ARCHITECTURAL PHOTOGRAMMETRY
Niclas Bo¨rlin∗,a and Pierre Grussenmeyerb
a Department of Computing Science, Umea˚ University, Sweden, niclas.borlin@cs.umu.se
b ICube Laboratory UMR 7357, Photogrammetry and Geomatics Group, INSA Strasbourg, France
KEY WORDS: Bundle adjustment, convergence, initial values, metadata, architectural photogrammetry
ABSTRACT:
According to the Waldha¨usl and Ogleby (1994) “3x3 rules”, a well-designed close-range architectural photogrammetric project should
include a sketch of the project site with the approximate position and viewing direction of each image. This orientation metadata is
important to determine which part of the object each image covers. In principle, the metadata could be used as initial values for the
camera external orientation (EO) parameters. However, this has rarely been used, partly due to convergence problem for the bundle
adjustment procedure.
In this paper we present a photogrammetric reconstruction pipeline based on classical methods and investigate if and how the linesearch
bundle algorithm of Bo¨rlin et al. (2004) and/or metadata can be used to aid the reconstruction process in architectural photogrammetry
when the classical methods fail. The primary initial values for the bundle are calculated by the five-point algorithm by Niste´r (Stewe´nius
et al., 2006). Should the bundle fail, initial values derived from metadata are calculated and used for a second bundle attempt.
The pipeline was evaluated on an image set of the INSA building in Strasbourg. The data set includes mixed convex and non-convex
subnetworks and a combination of manual and automatic measurements.
The results show that, in general, the classical bundle algorithm with five-point initial values worked well. However, in cases where
it did fail, linesearch bundle and/or metadata initial values did help. The presented approach is interesting for solving EO problems
when the automatic orientation processes fail as well as to simplify keeping a link between the metadata containing the plan of how the
project should have become and the actual reconstructed network as it turned out to be.
1 INTRODUCTION
1.1 Metadata
Compared to aerial photogrammetry, close-range photogramme-
try is not limited to blocks of vertical images based on paral-
lel strips with a predefined overlap. In architectural photogram-
metry, image blocks are often made of horizontal stereopairs or
strips of parallel images along the fac¸ades, complemented with
closely spaced oblique images when turning around building cor-
ners. The well-known Waldha¨usl and Ogleby (1994) “3x3 rules”
have evolved to dense strips of images to better handle sets of
unoriented and markerless terrestrial images by feature detection
(Barazzetti et al., 2010).
In aerial photogrammetry, the position of the aircraft cameras is
usually recorded by Global Navigation Satellite Systems (GNSS).
Increasingly, positions and orientation angles of terrestrial images
are recorded by internal GNSS and gravity sensors of cameras
or smartphones. Smartphone applications allow the drawing of
paths, standpoints and statistics. This metadata, combined with a
sketch of the project site and the approximate position and view-
ing direction of each image could be used as initial values for the
camera external orientation (EO) parameters.
Various metadata, methods and documentation standards for the
collection and processing of Close Range Photogrammetry have
been published (Bryan et al., 2009; Geometaverse, 2012). The
metadata considered in this paper is the approximate position and
viewing direction of each camera relative to the object, the roll
and pitch angles of each camera, and the relative left-to-right or-
dering of the cameras at each position. This information should
ideally be available in the project documentation. If not, rough
estimates of e.g. the camera roll and pitch angle and Z coordi-
nate (often approximately 2m above ground level for hand-held
cameras), should be possible to infer from visual inspection of
the images. Furthermore, in conjuntion with a 2D sketch of the
scene, a rough estimate of the XY coordinate and aiming direc-
tion should be possible to infer.
1.2 Automatic processing
Today, automatic processing of images is available by e.g. Photo-
Synth1. The processing is fully automatic; after uploading the im-
ages, the software does feature point detection, matching, camera
calibration, relative orientation, and bundle adjustment, automati-
cally. The result is presented as one or more groups of images that
the software managed to process. The results are often impres-
sive, but when the automation fails and e.g. only part of an image
set is included into the reconstruction, it is difficult to continue
and complete the reconstruction. Furthermore, it is not possible
to supply guidance to the software, e.g. camera information or
the relationship between images. The same limitation apply to
e.g. the Bundler software2 (Snavely et al., 2008) although it is of
course technically possible to modify the source code.
1.3 Initial values
Before the bundle adjustment can be run, initial values of EO
parameters and object points (OP) need to be calculated. Given
measurements in images taken by a calibrated camera, the five-
point method by Niste´r (Stewe´nius et al., 2006) is today consid-
ered the gold standard for relative orientation (RO) and used for
that purpose. In principle, metadata could also be used as initial
values for the EO parameters. However, this has rarely been used
due to convergence problem for the bundle adjustment procedure.
1.4 Aim of paper
The aim of this paper is to present a photogrammetric reconstruc-
tion pipeline based on classical methods and to investigate if and
1http://www.photosynth.com
2http://phototour.cs.washington.edu/bundler
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how the linesearch bundle algorithm presented in Bo¨rlin et al.
(2004) and/or metadata can be used to aid the reconstruction pro-
cess in architectural photogrammetry when the classical methods
fail. The paper focuses on the RO and bundle adjustment prob-
lems, and assumes that the measurement and matching problems
have been solved.
2 ALGORITHMS
2.1 High-level algorithm
The high-level reconstruction algorithm is loosely based on Snavely
et al. (2008) and is formulated as follows:
Given an image set with measured and matched points:
1. Identify which image pair i, j to start with.
2. Initialize the set of trusted images to contain image i.
3. Repeat while there are untrusted images left
3.1. Identify which untrusted image j to add.
3.2. Solve the RO problem between a trusted image i and
image j to obtain initial EO values for image j.
3.3. Estimate object points by forward intersection.
3.4. Run the bundle adjustment.
3.5. If the bundle succeeds
3.5.1. Add image j to the set of trusted images.
otherwise
3.5.2.a Stop and report failure.
or
3.5.2.b Optionally: Try another RO algorithm in the next
iteration. If the bundle fails again for the new
initial EO values, stop and report failure.
To avoid initial bundle convergence problems due to a very short
camera baseline, the bundle adjustment is deferred until the longest
baseline is at least 25% of the average camera-OP distance. Which
of the branches 3.5.2.a and 3.5.2.b is to be used depends on the
experiment.
2.2 Image selection
The selection in step 3.1. of which image to add is based on the
area covered by (the convex hull of) points common to images i
and j. The pair is chosen as the pair with the largest covered area
between a trusted image i and an untrusted image j, measured
in image j. In the initial step 1., i and j are chosen among all
images.
2.3 Initial values
Initial values for the EO parameters of the new camera j are cal-
culated in step 3.2. by solving an RO problem given two images
i and j, either by the five-point method (Stewe´nius et al., 2006)
or from metadata. The five-point algorithm is as follows:
1. Use the algorithm in Stewe´nius et al. (2006) to solve for the
essential matrix. There may be multiple solutions.
2. For each potential essential matrix, compute the four possi-
ble RO as described in Fo¨rstner et al. (2004, Ch. 11.1.4.3,
11.1.4.6). In each RO, camera i is the reference camera at
the canonical position.
3. For each RO, perform forward intersection (Fo¨rstner et al.,
2004, direct solution in Ch. 11.1.5.1) to establish OP coor-
dinates of the points common to images i and j.
4. Keep the RO that has the largest number of OPs in front of
both cameras. In case of a tie, keep the RO that has the
smallest average image residual (reprojection error).
5. Given the optimal RO, scale the baseline based on the av-
erage scale of the OPs common to the i-j camera pair (in
local coordinates) and the OPs created by the trusted cam-
era network (in global coordinates). The scale is measured
by sqrt(trace(C)), where C is the covariance matrix of the
object points.
6. Align the canonical camera i of the scaled optimal RO with
the EO of camera i in the trusted network. Use the aligned
EO of camera j as initial values for camera j in the trusted
network.
The metadata algorithm is as follows:
1. Align the i-j camera pair in the metadata with camera i in
the trusted network.
2. Pick a scaling camera k 6= i as the trusted camera closest to
camera i in the metadata.
3. Scale the aligned i-j baseline based on the i-k distances in
the trusted network and in the metadata.
4. Use the scaled EO of camera j as initial values for camera j
in the trusted network.
2.4 Bundle adjustment
In the classical bundle adjustment algorithm (see e.g. Mikhail et
al., 2001), at iteration k, an update vector pk is estimated from
the normal equations of the Gauss-Markov model evaluated at
current estimate xk of the unknowns. The new estimate is ac-
cepted as xk + pk without any check that the new estimate is
better than the current. This may lead to failure to converge, es-
pecially if the initial values are far from the minimum.
The Levenberg-Marquardt (L-M) method (Levenberg, 1944; Mar-
quardt, 1963) has been suggested as a method to dampen bun-
dle adjustment and reduce the number of convergence failures
(Triggs et al., 2000). In the L-M method, a candidate update pk is
calculated from the normal equations modified by a bias λk > 0.
If the residuals at the new point xk + pk is small enough, the
new point is accepted and the bias is reduced in the next itera-
tion. Otherwise, the update is rejected, the bias is increased, and
a new update is calculated. This selection scheme ensures that
successive accepted points have decreasing residuals. The L-M
method is in popular use in Computer Vision but has received
criticism within the photogrammetric community, see e.g. Gruen
and Akca (2005, sec. 4.6).
In this paper, we instead chose the method presented in Bo¨rlin et
al. (2004), where the update pk is calculated from the unmodified
normal equations. A number of candidate points xk + αkpk are
calculated for αk = 1, 1/2, 1/4, . . . etc. The first candidate point
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that produces a reduced residual sum is accepted as the new esti-
mate. A minimal αmin = 10−6 is used to avoid an infinite loop.
This technique is well-known in the Optimization community as
line search, see e.g. Nocedal and Wright (2006), and shares sev-
eral convergence advantages with the L-M method.
2.5 Tested algorithms
Six versions of the high-level algorithm were implemented in the
Matlab programming language3 and used in the experiments:
C5 The classical bundle with five-point initial values.
L5 The linesearch bundle with five-point initial values.
CM The classical bundle with metadata initial values.
LM The linesearch bundle with metadata initial values.
C5M The classical bundle with five-point initial value as pri-
mary and metadata initial values as backup (in branch 3.5.2.b).
L5M The linesearch bundle with five-point initial value as pri-
mary and metadata initial values as backup.
3 DATA SET
The dataset used in this paper consisted of 42 images covering
part of the INSA building in Strasbourg (Figure 1). The data set
included parallel image strips along some of the fac¸ades, conver-
gent subgroups of images around corners, as well as divergent
images, especially near a concave corner of the building (near
image 24 in Figure 2).
The images were taken with a Canon EOS 5D camera (full frame
image chip, 4368x2912 pixels) equipped with a 20mm calibrated
lens. Initial attempts to use bundler to obtain point measurements
failed. Instead, PhotoModeler Scanner 2011 (PMS11) was used
for point measurements. A total of 98 object points (OPs) were
measured manually. Furthermore, the SmartPoint feature detec-
tion algorithm of PMS11 was used to add a further 936 automatic
OPs to the project. After residual inspection, the measured data
was exported from PMS11 and imported into Matlab.
The metadata protocol was designed to be easy to specify. A
sketch of the object was presented on screen, and the approximate
planimetric position and viewing direction was input. The posi-
tion was input by user clicks whereas the viewing direction could
either be input in multiplies of 30 or 45 degrees, or calculated
by clicking an aim point in the sketch, see Figure 2. Multiple
cameras could be specified to e.g. be parallel, have the same po-
sition, or have the same aim point. Furthermore, each image was
inspected to determine the camera roll angle (in multiples of 90
degrees) and pitch offset (in multiplies of 30 degrees). From the
metadata, the actual EO parameters were calculated, see Figure 3.
4 EXPERIMENTS AND RESULTS
4.1 Automatic
Two attempts were made to process the images automatically.
The images were uploaded to PhotoSynth and also processed lo-
cally by Bundler. Neither method managed to reconstruct more
than half the images. The largest image groups were 18 images
(images 1–17, 25), and 9 images (images 6–14) , respectivelly.
3http://www.mathworks.com
Figure 1: Four images from the INSA dataset. From left to right,
image 7, 17, 21, and 27. The image 21 roll angle was given as
-90 degrees, the image 17 pitch angle was given as 30 degrees.
The remaining roll and pitch angles were given as 0 degrees for
these images.
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Figure 2: Planimetric metadata for the INSA dataset. The posi-
tion and viewing direction was input by user clicks on the sketch
of the object. Some cameras were grouped, e.g. cameras 1–12
were specified to be equidistant with parallel viewing directions,
cameras 13–17 and 25 were specified to have the same aim point,
and cameras 26–29 were specified to be coincident. Note that
cameras 26, 29 and 21, 34 have identical planimetric metadata.
4.2 Full image set, five-point either/or metadata
The C5, L5, CM, and LM, algorithms were applied to the full
image set. A maximum of 20 iterations was allowed for each
bundle. The C5 and L5 algorithms using five-point initial values
reconstructed the complete network with at most 4 iterations per
bundle and a final σ0 = 0.96, indicating a coordinate measure-
ment error of 0.96 pixels. The final result is shown in Figure 4.
With metadata initial values, the CM algorithm failed immedi-
ately whereas the LM algorithm reconstructed 17 images (1–13,
15–16, 24, 26) before failing to add image 14.
4.3 Less-one-image, metadata as backup
To generate more test problems, 42 data sets were generated by
removing one of the images each from the full data set S0. Each
image subset Si contained all images except image i. This corre-
sponds to the situation where the removed image was never taken.
It could also be seen as an attempt to determine which image is
the most important for the reconstruction to succeed. The C5
algorithms was applied to each subset Si to investigate if the re-
moved image was critical for reconstruction or not.
The reconstruction of the full subsets Si succeeded in 35 cases
with a final σ0 below 1.01 and with 5 iterations or less per bundle.
Of the remaining 7 subsets, 3 failures (subsets S6, S7, S9) were
due to no overlap between the remaining measured points. Thus,
by removing e.g. image 7, the image network was effectively split
in two disjoint parts.
The algorithms L5, C5M, and L5M were applied to the other 4
cases (subsets S1, S22, S27, and S42) to determine if the line-
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Table 1: Reconstruction results for the image subsets where the algorithms produced differing results. Image set Si contains all images
except image i. The image numbers that were successfully reconstructed are listed, followed by the image where the algorithm failed,
if any. If the complete reconstruction was successful, the largest number of bundle iterations that were needed is listed together with
the σ0 for the final network. Finally, if a metadata backup algorithm was successful, the number of times when the bundle failed for
five-point initial values is listed.
Largest number
Image Largest reconstructed Failure when of required Number of
subset Algorithm network adding image bundle iterations Final σ0 failed bundles
S1 C5 2–13, 15–16, 26 24 - - -
L5 all - 8 (image 41) 3.4 -
C5M 2–13, 15–16, 26 24 - - -
L5M all - 8 (image 41) 3.4 0
S22 C5 1–17, 23–31 32 - - -
L5 1–17, 23–31 32 - - -
C5M all - 10 (image 32) 0.95 1 (image 32)
L5M all - 6 (image 32) 0.95 1 (image 32)
S27 C5 1–17, 22–26, 28–31 32 - - -
L5 1–17, 22–26, 28–31 32 - - -
C5M 1–17, 22–26, 28–31 32 - - -
L5M 1–17, 22–26, 28–31 32 - - -
S42 C5 1–40 41 - - -
L5 1–40 41 - - -
C5M 1–40 41 - - -
L5M all - 11 (image 37) 0.95 1 (image 41)
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Figure 3: 3D representation of the EO metadata for the INSA
dataset. Labels are generally placed behind the cameras.
search bundle and/or metadata initial values as backup could re-
construct the network when the C5 algorithm could not. The re-
sults are detailed in Table 1. In summary, for subset S1, the line-
search bundle helped convergence, though with an elevated σ0,
whereas metadata as backup did not help. The opposite was true
for subset S22. Subset S42 required both linesearch and meta-
data to succeed whereas neither linesearch bundle, metadata as
backup, nor both, improved the situation for subset S27. An il-
lustration of the differences between the algorithms and initial
values is shown in Figure 5
To investigate if some reconstruction failures were due to slow
convergence, the above experiments were rerun with the maxi-
mum number of allowed bundle iterations increased to 50. This
enabled the L5 and L5M algorithms to succeed for subsets S22
and S27 with a final σ0 = 0.95 and a maximum required bundle
iteration count of 32 and 47, respectively.
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Figure 4: The full image network after convergence.
4.4 Summary
With only metadata as initial values, neither algorithm was able
to reconstruct the whole data set. With five-point initial values,
the C5 algorithm worked on the complete data set and 35 sub-
sets. All algorithms failed on 3 subsets due to lack of overlap.
Of the final 4 subsets where C5 failed, 1 required linesearch to
work, 1 required metadata, and 1 required both. With a maxi-
mum allowed bundle iteration count of 20, 1 subset failed for all
algorithms. If the maximum iteration count was increased to 50,
the L5 algorithm managed to reconstruct all subsets but one and
L5M managed to reconstruct all subsets. The reconstructions of
S1 showed an elevated σ0, independent of iteration count.
5 DISCUSSION AND CONCLUSION
The aim of this paper was to present a photogrammetric recon-
struction pipeline based on classical methods and to investigate
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Figure 5: Iteration sequences for four algorithms when trying to add image 32. The successive positions of each camera are plotted
with crosses connected by a line. The motion of most cameras are too small to be visible. The five-point initial EO values (top row)
was on the wrong side of the building and facing the wrong direction. The C5 bundle oscillated out of view before giving up after 8
iterations. Some oscillations induced in other cameras are visible, e.g. for cameras 15–17 and 25. On the same input, the L5 bundle
avoided oscillations by making small updates but failed to converge in the allowed 20 iterations. The metadata initial values (bottom
row) were based on image 13/32 overlap and image 12/13 scaling and were also quite far from the true values but on the correct side of
the building and facing the right direction. Given the metadata initial values, both the C5M and L5M bundles converged to the same
position with a σ0 = 0.72 in 10 and 6 iterations, respectively, the C5M bundle again showing larger oscillations of the two.
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if and how the linesearch bundle algorithm presented in Bo¨rlin
et al. (2004) and/or metadata could be used in architectural pho-
togrammetry to aid the reconstruction process when the classical
methods fail.
The results show that on the INSA data set, the classical C5 algo-
rithm worked well in most cases and neither linesearch nor meta-
data was needed for a successful reconstruction. However, in the
cases where it did fail, linesearch bundle and/or metadata initial
values did help. Indeed, when the allowed number of iterations
was increased to 50, the linesearch/metadata combination suc-
ceeded in all cases. The difference in convergence results is con-
sistent with Bo¨rlin et al. (2004) and suggests that the linesearch
algorithm requires less precise initial values in order to converge.
This, together with the simplicity to introduce e.g. GNSS and
orientation metadata, has the potential to make photogrammetric
reconstruction simpler and/or to reduce image dropouts in auto-
matic reconstructions.
The attempts to reconstruct the images using the fully automated
approaches by PhotoSynth and Bundler failed. It is unclear if
the failures were due to feature point detection and matching
problems, bundle convergence problems, or the lack of calibrated
camera information. As the other experiments in this paper in-
cluded some manual measurements, a comparison with other re-
sult is difficult, and the conclusion is limited to that the image set
is non-trivial to reconstruct by fully automatic methods.
The algorithms evaluated in this study did not inlude any outlier
detection. Instead, the data was inspected in PMS11 and there-
after assumed to be outlier-free. The small σ0 < 1.01 of all
reconstructions except one support that assumption. The excep-
tion was subset S1 with a σ0 = 3.4. However, the fact that other
reconstructions that included the same images showed a small σ0
suggests that the reason for the elevated σ0 was rather that the
bundle got stuck in a non-global minimum for S1, something that
neither algorithm managed to avoid.
It is a limitation of the study that all experiments are based on a
single data set. However, we do believe that the data set is realis-
tic for architectural photogrammetry and contains a representable
variation of imaging geometries.
The selection of which image to be incrementally added to the
network was based on the image area covered by points common
with other images. This metric avoids the inclusion of images
with little overlap to previously included images. However, as the
measure is calculated from the “outermost” points (points form-
ing the convex hull) only, it does not take the distribution of the
interior points into account. Other selection criteria based on e.g.
the RMS of the image points could be used instead. Furthermore,
the algorithm only tries the “best” image to include before giv-
ing up or trying other initial values. While this would add to the
algorithm complexity, a modification of the high-level algorithm
to try multiple “second best” choices before giving up could in-
crease the number of successful reconstructions.
Since the metadata was mainly used as backup to the measurement-
based initial values, and the classical algorithms generally worked
well, the amount of metadata actually used in this paper is small.
On those grounds, it is difficult to argue for the addition of a pro-
cessing step that is partly manual. However, at least if prepared
before the photographic campaign, the metadata contains a de-
scription of the intention of the photogrammetrist. As such, it
is linked to the photogrammetrists’ mental picture of the project.
If the reconstruction is based purely on measurements in the im-
ages and with little reference to the metadata, the link between
the actual project and the metadata may weaken. If high-quality
metadata is a goal of the project, it is likely that a higher level of
interaction between the metadata and the reconstruction process
is desired than what is the custom today. We believe that the tools
presented in this paper will simplify maintaining the link between
metadata and the reconstructed photogrammetric network.
Future work includes to create a complete reconstruction pipeline,
including automatic feature point detection and matching and han-
dling of outliers. Furthermore, the authors intend to make the
source code freely available.
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