Complete surfaces with negative extrinsic curvature by Schlenker, Jean-Marc
ar
X
iv
:m
at
h/
99
12
10
1v
1 
 [m
ath
.D
G]
  1
3 D
ec
 19
99
Complete surfaces with negative extrinsic curvature
Jean-Marc Schlenker∗
December 1999
Abstract
N. V. Efimov [Efi64] proved that there is no complete, smooth surface in R3 with uniformly
negative curvature. We extend this to isometric immersions in a 3-manifold with pinched curvature:
if M3 has sectional curvature between two constants K2 and K3, then there exists K1 < min(K2, 0)
such that M contains no smooth, complete immersed surface with curvature below K1. Optimal
values of K1 are determined. This results rests on a phenomenon of propagations for degenerations
of solutions of hyperbolic Monge-Ampe`re equations.
Re´sume´
N. V. Efimov [Efi64] a montre´ qu’il n’existe pas de surface comple`te a` courbure uniforme´ment
ne´gative dans R3. On e´tend ce re´sultat aux immersions isome´triques dans les 3-varie´te´s a` courbure
pince´e: si M3 a sa courbure sectionnelle comprise entre deux constantes K2 et K3, alors il existe une
constante K1 < min(K2, 0) telle que M ne contient pas de surface immerge´e comple`te et re´gulie`re
a` courbure infe´rieure a` K1. Des valeurs optimales de K1 sont de´termine´es. Ce re´sultat repose sur
un phe´nome`ne de propagation pour les de´ge´ne´rescences de solutions d’e´quations de Monge-Ampe`re
hyperboliques.
AMS classifications: 53C45, 58G16, 35L55.
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Hilbert [Hil01] proved that there is no smooth isometric immersion of the hyperbolic plane H2 into
the Euclidean 3-space R3. This was extended by Efimov, who replaced H2 by any complete surface with
uniformly negative curvature:
Theorem 0.1 (N. V. Efimov [Efi64]). Let (Σ, σ) be a smooth, complete Riemannian surface with cur-
vature K ≤ −1. Then (Σ, σ) has no C2 isometric immersion into R3.
This result was proved using some subtle geometric constructions, strongly based on the Euclidean
structure of the target space. More details can be found in [Efi68a], [Klo72] or in [BS92, Roz92], and
some extensions and related results in [Efi68b, Efi62, Efi66].
It seems rather natural to try to extend Hilbert’s result further by replacing also R3 by a Riemannian
manifold. This was started in [Sch99], where the target space can be a Riemannian or Lorentzian 3-
dimensional space-form. The present paper treats the case where it is a Riemannian manifold with
pinched curvature.
Theorem 0.2. Let (M,µ) be a complete Riemannian 3-manifold, with sectional curvature KM between
two constants K2 ≤ K3. Let (Σ, σ) be a complete Riemannian surface, with curvature KΣ ≤ K1, with
K1 < 0, K1 < K2 ≤ K3, and:
• either K3 ≥ 0 and
(K3 −K2)2 < 16|K1|(K2 −K1) ;
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• or K3 ≤ 0 and
(K3 −K2)2 < 16(K3 −K1)(K2 −K1) .
Finally, suppose that ‖∇(K−1/2Σ )‖ and ‖∇KM‖ are bounded. Then there exists no C3 isometric immersion
from (Σ, σ) into (M,µ).
The meaning of “‖∇KM‖ bounded” demands some precisions. Let m ∈ M , let P be a 2-plane in
TmM , and let c : [0, 1]→M be a smooth curve with c(0) = m. For t ∈ [0, 1], call Pt the parallel transport
of P at c(t) along c([0, t]), and let K(t) be the sectional curvature of M on Pt. Then our hypothesis is
that |K ′(t)| is bounded by some fixed constant.
The proof of theorem 0.2 rests on two ideas, one of a geometric and the other of an analytical nature.
The geometric point concerns which objects, induced on a surface by an immersion, are to be consid-
ered. Of course, one could consider the induced metric – also called the first fundamental form I of the
immersion – along with its Levi-Civita connection ∇ and the “Weingarten operator” B, which satisfies
what can be described as a Monge-Ampe`re equation of hyperbolic type: det(B) is equal to the extrinsic
curvature of the immersion (which is negative here), while d∇B is equal to another term given by the
Coddazi equation, which is bounded. There are some “dual” objects, however, which are of greater use:
the third fundamental form III of the surface, and the inverse B˜ of B. The “new” point is that the “right”
connection to use is not the Levi-Civita connection of III, but rather another connection, called ∇˜, which
is compatible with III and has bounded torsion. B˜ then satisfies a very simple equation: det(B˜) is again
given by the extrinsic curvature, while d∇˜B˜ = 0. When the ambiant space has constant curvature, ∇˜ is
indeed the Levi-Civita connection of III.
The analytical fact which is important in the proof is about propagations of degenerations of sequences
of solutions of some hyperbolic Monge-Ampe`re equations. Remember again that isometric immersions of
surfaces are described analytically as solutions of Monge-Ampe`re equations. When the extrinsic curvature
of the immersed surface is positive, the equations are elliptic, and this case is rather well understood
[Pog73, CNS84a, CNS87, CNS85, CNS84b, Lab89, Sch96, LS99]. A fundamental point is that solutions
of those equations have no isolated singularities: rather, if a sequence of solution has a limit which is
degenerate at a point, then (for some subsequence) the same happens along a geodesic. This phenomenon
has been studied completely by F. Labourie in [Lab87, Lab89, Lab97] (see [BK96] for some related
problems). It is interesting to remark that, for complex Monge-Ampe`re solutions, the geometric nature
of the locus of degeneration of sequences of solutions also plays a major role (see e.g. [Nad90]).
On the other hand, it has been knows since [Roz62] that surfaces with negative curvature in R3 can
have an isolated singularity. Nonetheless, a phenomenon of propagation of degenerations of sequences of
solutions of hyperbolic Monge-Ampe`re equations appears when the singularities are supposed to be bad
enough. Here is an example of such a result.
Theorem 0.3 ([Sch99]). Let D be a disk with a smooth Riemannian metric g with curvature K < −1,
and let (φn)n∈N be a sequence of isometric immersions of (D, g) into R
3. Let x0 ∈ D, and let y0 ∈ R3
be such that, for all n, φn(x0) = y0. Suppose that (φn) is degenerate at x0, in the sense that there exists
a geodesic segment γ0 with γ0(0) = x0 such that:
∀ǫ > 0, ∃n ∈ N,
∫ ǫ
0
(IIIn(γ
′
0(s), γ
′
0(s))
1/2ds ≥ 1
ǫ
.
Then there exists a subsequence (ψn)n∈N of (φn)n∈N and a maximal geodesic segment g going through
x0 such that (ψn) is degenerate along g :
∀ǫ > 0, ∃N ∈ N, ∀n ≥ N, ∀x ∈ g, ∃y ∈ Bµ(x, ǫ), Hn(y) ≥ 1/ǫ .
Moreover (ψn|g)n∈N converges C
0 towards an isometry from g to a geodesic segment of R3.
This kind of propagation is essentially responsible for a crucial point of the proof of theorem 0.2,
namely that (Σ, III, ∇˜) is “convex” in a precise sense (see the next section). This fact, however, is
somewhat hidden in the present proof, because a “shortcut” is used to obtain more rapidly this convexity
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result. The reader is refered to [Sch99], where a special case (when the ambiant space has constant
curvature) is proved using an analog of theorem 0.3. The resulting arguments are longer and more
technical, but perhaps more illuminating than those given here.
It is not clear whether the hypothesis concerning the gradients of the curvature are really necessary
here. On the other hand, the inequlities on K1,K2 and K3 are more or less optimal, as is pointed out in
section 8 using some examples.
Note that a nice analog of theorem 0.1 has been given by Smyth and Xavier [SX87] in higher dimension,
for hypersurfaces with Ricci curvature conditions in Rn+1 (n ≥ 3). Some related results have also been
given by Smyth [Smy92] in Sn+1. The approach they use, however, is very different from the path followed
here – and it does not seem to work at all for surfaces. It would be most interesting to know whether
something like the results of [SX87] applies to hypersurfaces in Riemannian manifolds.
1 How the proof works
The proof of theorem 0.2 happens almost entirely on Σ with its third fundamental form, along with a
compatible connection ∇˜ which is defined in section 2. ∇˜ is the Levi-Civita connection of III when M
has constant curvature, but in general it has non-zero torsion. Its torsion, however, is bounded. Section
2 contains the proof of the following lemma, describing the basic geometric properties of ∇˜.
Lemma 1.1. Under the hypothesis of theorem 0.2, ∇˜ is compatible with III, and has torsion τ bounded
above by a constant τ0. Its curvature K˜ is bounded between two positive constant:
K5 ≥ K˜ ≥ K4 > 0 .
Moreover:
4K4 > τ
2
0 .
We will also use the asymptotic directions of the immersion. More precisely, we can suppose that Σ
is simply connected (otherwise consider its universal cover, which again has an isometric immersion into
M). Therefore, we can choose two vector fields U and V , parallel to the asymptotic directions of the
immersion, with unit norm for III. Since U and V are never parallel, we also demand that ∠(U, V ) ∈ (0, π).
Section 2 repeats this definition, and contains the proof of the next lemma, about some key properties of
U and V .
Lemma 1.2. There exists a constant τ1 > 0 such that the asymptotic vectors U and V satisfy:
‖∇˜UV ‖ ≤ τ1 sin(∠(U, V )) , ‖∇˜V U‖ ≤ τ1 sin(∠(U, V )) .
Section 3 contains some technical propositions concerning surfaces with connections having bounded
torsion. Section 4 is about an amusing technical lemma which states that, if an asymptotic curve is
“almost closed”, then a propagation phenomenon happens. This is used in sections 5 and 6, which
contain what is maybe the central point of this paper. One must first define the convexity of a (non-
complete) surface in the following fairly natural way, basically stating that a geodesic segment can not
touch the boundary at an interior point:
Definition 1.3. Let (S, ∂S) be a surface, with a metric g and a compatible connection D. We say that
S is convex if, when (γn)n∈N is a sequence of geodesic segments, γn : [0, L] → Σ, such that (γn(t))
converges in Σ for each t ∈ [0, L], and when there exists t0 ∈]0, L[ such that limn→∞ γn(t0) ∈ ∂Σ, then
limn→∞ γn(t) ∈ ∂Σ for all t ∈ [0, L].
Then:
Lemma 1.4. Σ, with III and ∇˜, is convex.
To reach this goal, we define a specific notion of “concavity” of ∂IIIΣ, and then prove that “concave”
points are not possible. The convexity of Σ will then follow. First we choose positive real numbers k and
C and a point x ∈ ∂IIIΣ.
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Definition 1.5. A (k, C)-concave map at x is a map φ : [−d, d]× [0, d]→ Σ, with d > 0, such that:
• φ(0, 0) = x, and φ([−d, d]× [0, d]\(0, 0)) ⊂ Σ, φ being a smooth diffeomorphism on its image outside
(0, 0);
• for each y ∈ (0, d], the curve φ([−d, d] × {y}) has geodesic curvature κ between k and Ck, with its
convex side towards x, and |∂2κ| ≤ C;
• at each point of [−d, d]× [0, d] \ (0, 0), ∂1φ is orthogonal to ∂2φ, and 1 ≤ ‖∂1φ‖, ‖∂2φ‖ ≤ C.
d is called the diameter of φ and is written as diam(φ).
Definition 1.6. Let x0 ∈ ∂IIIΣ. Σ is (k, C)-concave at x0 if there exists a (k, C)-concave map φ at x0.
Σ is concave at x0 if it is (k, C)-concave for some k > 0 and C > 0.
The point of this definition is the following result, which is proved in section 5 using a technical lemma
from section 4:
Lemma 1.7. Under the hypothesis of theorem 0.2, ∂IIIΣ has no concave point.
On the other hand, it is proved in section 6 that:
Lemma 1.8. If Σ has no concave point, then it is convex.
The proof of lemma 1.4 clearly follows from those two lemmas. It is then proved in section 7 that:
Lemma 1.9. Under the hypothesis of theorem 0.2, if (Σ, III, ∇˜) is convex, then it has bounded area.
A contradiction will follow, because, by the Gauss formula, the ratio of the area elements on Σ for I
and for III is equal to the absolute value of the extrinsic curvature of the immersion, which is supposed
to be bounded away from 0 in theorem 0.2; and the area of (Σ, I) is infinite because (Σ, I) is complete,
simply connected, and with negative curvature.
Conventions: in the whole paper, if c : [a, b] → Σ is a piecewise smooth curve, and if W ∈ Tc(a)Σ,
we let Π(c;W ) be the parallel transport of W at c(b) along c. Unless otherwise stated, all curves are
parametrized at unit speed.
2 Isometric immersions of surfaces
This section contains some elementary results concerning the objects induced on a Σ by an immersion in
a Riemannian 3-space M . We call I the induced metric, ∇ its Levi-Civita connection, and ∇M that of
M .
We suppose that Σ is contractible and oriented – otherwise, consider its universal cover. We can
therefore choose a unit normal vector field N to Σ, and define a bundle morphism (the “shape operator”):
B : TΣ→ TΣ
x 7→ ∇Mx N .
It easy to check that B is symmetric. From there follows the definition of the third fundamental form of
the immersion:
∀s ∈ Σ, ∀x, y ∈ TsΣ, III(x, y) = I(Bx,By) .
If M = R3, then III is the pull-back of the canonical metric on S2 by the Gauss map.
Let R be the Riemann curvature tensor of M . Then B satisfies the following classical equations (see
[GHL87] or [Spi75], vol. III):
∀s ∈ Σ, ∀x, y ∈ TsΣ, (d∇B)(x, y) = −Rx,yn ,
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which is known as the Codazzi-Mainardi equation, and the Gauss equation:
∀s ∈ Σ, det(Bs) = Ke := K(s)−KM (TsΣ) ,
where K(s) is the curvature of ∇ at s.
The main point of this section is that the immersion also defines on Σ a connection which is compatible
with III, but in general has torsion.
Definition 2.1. Let ∇˜ be the connection defined on Σ by:
∇˜xy = B−1∇x(By) .
Remember that the torsion of a connection is a 2-form with value in the tangent space, which is
defined as:
τ(x, y) := ∇˜xy − ∇˜yx− [x, y]
The Levi-Civita connection of a metric is defined as the only compatible connection with zero torsion.
Note that, for Riemannian surfaces, 2-forms can be identified with functions, so we will often here consider
the torsion τ as a vector field on Σ. This identification will always be made using, as a Riemannian metric,
the third fundamental form III.
The main property of ∇˜ is given in the following proposition.
Proposition 2.2. ∇˜ is compatible with III. Its torsion is bounded by:
∀s ∈ Σ, ∀x, y ∈ TsΣ, ‖τ(x, y)‖III ≤ ‖(d∇B)(x, y)‖I .
Proof. Let x, y and z be three vector fields on Σ. Then:
x.III(y, z) = x.I(By,Bz)
= I(∇x(By), Bz) + I(By,∇z(Bz))
= III(B−1∇x(By), z) + III(y,B−1∇x(Bz))
= III(∇˜xy, z) + III(y, ∇˜xz) ,
so that ∇˜ is compatible with III.
From the definition of ∇˜:
τ(X,Y ) = ∇˜XY − ∇˜YX − [X,Y ]
= B−1∇X(BY )−B−1∇Y (BX)− [X,Y ]
= B−1(d∇B)(X,Y ) ,
and this shows that:
‖τ‖2III = III(B−1(d∇B)(X,Y ), B−1(d∇B)(X,Y ))
= I((d∇B)(X,Y ), (d∇B)(X,Y ))
= ‖(d∇B)(X,Y )‖2I ,
and the result follows.
As a consequence, ∇˜ is the Levi-Civita connection of III when M has constant curvature. When M
does not have constant curvature, the previous proposition leads to the following control on the torsion
of ∇˜:
Proposition 2.3. If (Σ, I) has curvature K ≤ K1, then, at any point s ∈ Σ, the torsion of ∇˜ is bounded
by:
‖τ‖III ≤ τ0(φ(s)) := KM −Km
2
√
(Km −K1)(KM −K1)
,
where Km and KM are the minimum and the maximum of the sectional curvatures of M on tangent
2-planes at φ(s).
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Proof. Let (e1, e2) be the orthonormal basis of TsΣ for I which diagonalizes B, and let k1, k2 be the
associated eigenvalues. We need to prove the upper bound above with τ replaced by τ(e1, e2)/(k1k2),
because τ is skew-adjoint, and ((1/k1)e1, (1/k2)e2) is an orthonormal basis of TsΣ for III.
According to the previous proposition and to (1), it is enough to prove that, under our curvature
assumptions, for any m ∈M and for any orthonormal basis (x, y, n) of TmM :
‖R(x, y)n‖I
K(x, y)−K1 ≤ τ0 ,
where K(x, y) is the sectional curvature ofM on the 2-plane generated by x and y. Let Rˇ : Λ2M → Λ2M
the curvature operator, and µ the metric on Λ2M coming from the metric on M . We need to prove that,
for any m ∈ M , if, when v, w ∈ Λ2mM are orthogonal and have unit norm, Km ≤ µ(Rˇv, v) ≤ KM , then,
with the same hypothesis on v and w, we have:∣∣∣∣ µ(Rˇv, w)µ(Rˇv, v)−K1
∣∣∣∣ ≤ τ0(m) .
Let m ∈ M , and let P ⊂ Λ2mM be a 2-plane. Denote by Q the restriction of Rˇ to P followed by the
orthonormal projection on P , p1, p2 its eigenvectors, and q1, q2 its eigenvalues. If v, w ∈ P are orthogonal
with unit norm, they can be written as v = cos(θ)p1 + sin(θ)p2 and w = sin(θ)p1 − cos(θ)p2, so that:
µ(Qv,w)
µ(Qv, v)−K1 =
(q1 − q2) cos(θ) sin(θ)
q1 cos2(θ) + q2 sin
2(θ)−K1
.
If now α := cos2(θ), we find that:∣∣∣∣ µ(Qv,w)µ(Qv, v)−K1
∣∣∣∣
2
=
(q1 − q2)2α(1− α)
((q1 − q2)α+ q2 −K1)2 .
This is maximal when:
α =
K1 − q2
2K1 − q1 − q2
(which is in [0, 1] and corresponds to a possible value of cos(θ)). Replacing α by this value in (1) shows
that: ∣∣∣∣ µ(Qv,w)µ(Qv, v)−K1
∣∣∣∣ ≤ |q1 − q2|2√(q1 −K1)(q2 −K1) .
Since the right side is maximal for {q1, q2} = {Km,KM}, we find the upper bound we need for
µ(Qv,w)
µ(Qv, v)−K1 ,
and the result for III(τ, τ) follows.
The previous proposition gives us informations about ∇˜. Call KI the curvature of I and Ke the
extrinsic curvature of the immersion. Then:
Corollary 2.4. ∇˜ is a connection compatible with III, its torsion τ is bounded (for III), at s ∈ S, by
τ0(φ(s)) (where τ0 comes from (1)), and its curvature is:
K˜ =
KI
Ke
,
with:
0 < K4 ≤ K˜ ≤ K5 ,
where:
K5 = 1 if K2 ≥ 0 , K5 = K1
K1 −K2 if K2 ≤ 0
K4 = 1 if K3 ≤ 0 , K4 = K1
K1 −K3 if K3 ≥ 0 .
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Proof. We only have to prove the second assertion, concerning the curvature. Let dvI and dvIII be the
area elements associated to the metrics I and III on Σ. By the Gauss formula (1):
dvIII = KedvI .
Let (e1, e2) be an orthonormal moving frame on (Σ, I), and let ω be its connection 1-form, that is:
ω(x) := I(∇xe1, e2) = −I(∇xe2, e1)
Then:
KIdvI = ΩI = −dω .
But (B−1e1, B
−1e2) is an orthonormal moving frame on (Σ, III), and its connection 1-form ωIII is:
ωIII(x) = III(∇˜x(B−1e1, B−1e2) = ω(x) .
Therefore:
K˜dvIII = ΩIII = −dωIII = −dω = KdvI .
Those equations give the relation we need between K˜, Ke and KI .
The inequalities on K˜ are direct consequences of this formula, because:
K˜ =
KI
Ke
≤ KI
KI −K2
Now the function: x 7→ x/(x − α) has as derivative: x 7→ −α/(x − α)2, so its increasing for α ≤ 0 and
decreasing for α ≥ 0; for α = K2 we find the upper bound on K˜ is obtained:
• if K2 ≤ 0, when KI → K1, and it is K1/(K1 −K2) ;
• if K2 ≥ 0, when KI →∞, and it is 1.
The same argument gives the lower bound for K˜, with K2 remplaced by K3.
Lemma 1.1 is a direct consequence of proposition 2.3 and corollary 2.4.
We will now give two simple results which will be useful in the sequel. First, B˜ := B−1 satisfies on
(Σ, III, ∇˜) an equation similar to that satisfied by B on (Σ, I) but even simpler:
Proposition 2.5. On (Σ, III):
d∇˜B˜ = 0
Proof. A direct computation shows that, for s ∈ Σ and X,Y ∈ TsΣ :
(d∇˜B˜)(X,Y ) = ∇˜X(B˜Y )− ∇˜Y (B˜X)−B−1([X,Y ])
= B−1∇X(BB−1Y )−B−∇Y (BB−1X)−B−1[X,Y ]
= B−10 ,
because ∇ is torsion-free.
We will now describe some properties of B˜ which will be useful later on. Remember that, since
det(B˜) < 0, there exist at each point of Σ two vectors U, V which have unit norm for III, and such that:
B˜U = kJIIIU
B˜V = −kJIIIV ,
where JIII is the complex structure defined by III, and:
k = | det(B˜)|1/2 = (KM −KΣ)−1/2 .
U and V are a priori defined only up to their orientation, but, since we have supposed that Σ is con-
tractible, we can decide that, in the remaining of this paper, U et V will be two globally defined vector
fields, oriented so that ∠(U, V ) ∈]0, π[.
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Remark 2.6. The norms of U and V for I are at most 1/
√
K2 −K1.
Proof. By definition:
I(U,U) = III(B˜U, B˜U) = III(kJIIIU, kJIIIU) = k
2 = (KM −KΣ)−1 ≤ (K2 −K1)−1.
The remainder of this section is dedicated to some elementary facts about the asymptotic curves of
the immersion, as seen on (Σ, III, ∇˜). Those curves have been well studied on (Σ, I); for instance, they
have been used before [Efi64] in [Efi62] to prove that there exists a constant k such that, if a smooth,
complete Riemannian surface S has uniformly negative curvature, and if the norm of the gradient of this
curvature is bounded by k, then S has no isometric immersion into R3. But we only give here some
details on the local behavior of asymptotic curves on (Σ, III, ∇˜).
In all this paper, θ denotes the angle between U and V for III. As above, we suppose that θ ∈]0, π[.
Note that θ is close to 0 (or to π) when the immersion φ is “degenerate”: the mean curvature of φ is
cot(θ)(| det(B˜)|)−1/2.
Proposition 2.7. At each point of Σ:
∇˜V U = − sin(θ)
2
(U.κ+ III(τ, JIIIU))JIIIU (1)
∇˜UV = sin(θ)
2
(V.κ+ III(τ, JIIIV ))JIIIV , (2)
with κ = ln(k−1) = − ln(k)
Proof. From (1):
(d∇˜B˜)(U, V ) = 0 ,
so, if ωU := III(∇˜UV, JIIIV ) and ωV := III(∇˜V U, JIIIU):
∇˜U (B˜V )− ∇˜V (B˜U)− B˜(∇˜UV − ∇˜V U − sin(θ)τ) = 0 ,
so that:
−∇˜U (kJIIIV )− ∇˜V (kJIIIU)− B˜(ωUJIIIV ) + B˜(ωV JIIIU) + sin(θ)B˜τ = 0 .
But sin(θ)JIIIU = V − cos(θ)U and sin(θ)JIIIV = cos(θ)V − U , and it follows that:
ωV U+ωUV +
(
−V.κ+ ωU
sin(θ)
− ωV cos(θ)
sin(θ)
)
JIIIU+
+
(
−U.κ+ ωU cos(θ)
sin(θ)
− ωV
sin(θ)
)
JIIIV +
sin(θ)
k
B˜τ = 0 .
Take the scalar product (for III) with U and then with V , and use the symmetry of B˜ with respect to III
to obtain the result.
We will use this proposition to show that U and V each behave well along the integral curves of the
other. This will be used in section 4 to obtain a key technical lemma on asymptotic curves. Note that
the hypothesis of theorem 0.2 on the gradient of the curvature appears only here.
Remember that, according to the hypothesis of theorem 0.2:
• There exists cσ > 0 such that, for all s ∈ Σ and all x ∈ TsΣ:
‖x.Kσ‖ ≤ cσ‖x‖σ|Kσ|3/2 .
• There exists cµ > 0 such that, for all m ∈M and all x ∈ TmM , for each 2-plane P ∈ G2mM :
|(∇Mx Kµ)(P )| ≤ cµ‖x‖ .
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Then:
Corollary 2.8. There exists τ1 > 0 (depending on K1,K2,K3, cσ, cµ only) such that:
‖∇˜UV ‖III ≤ τ1| sin(θ)| (3)
‖∇˜V U‖III ≤ τ1| sin(θ)| . (4)
Proof. According to the previous proposition:
‖∇˜UV ‖III ≤
∣∣∣∣ sin(θ)2
∣∣∣∣
(∣∣∣∣V.Ke2Ke
∣∣∣∣+ ‖τ‖III
)
≤
∣∣∣∣ sin(θ)4
∣∣∣∣
(∣∣∣∣V.KσKe
∣∣∣∣+
∣∣∣∣V.KµKe
∣∣∣∣+ 2τ0
)
.
Let x ∈M , call Kxµ the restriction of Kµ to the Grassmannian of 2-planes in TxM . A simple compactness
argument shows that there exists a constant CM (which does not depend on M) such that:
dKxµ ≤ CMKxM ,
where KxM is the maximum of the sectional curvatures of M at x. Therefore, isolating in V.Kµ a part
coming from the derivative of Kµ from another coming from the rotation of the tangent plane during a
displacement in the direction of V shows that:
‖∇˜UV ‖III ≤
∣∣∣∣ sin(θ)4
∣∣∣∣
(∣∣∣∣V.KσKe
∣∣∣∣ +
∣∣∣∣∣(∇˜φ∗VKµ)(φ∗(TsΣ))Ke
∣∣∣∣∣+ ‖V ‖IIICM
∣∣∣∣KMKe
∣∣∣∣ + 2τ0
)
,
because the norm of the rotation of φ∗TsΣ during displacements along Σ is measured by III. But ‖V ‖III = 1
and ‖V ‖I = k = K−1/2e , so:
‖∇˜UV ‖III ≤
∣∣∣∣ sin(θ)4
∣∣∣∣
(
k2|V.Kσ|+ k2|(∇˜φ∗VKµ)(φ∗(TsΣ)) +
∣∣∣∣CMKMKe
∣∣∣∣+ 2τ0
)
,
and, if kM is the maximal possible value of k, i.e. kM = (K2 −K−1/21 :
‖∇˜UV ‖III ≤
∣∣∣∣sin(θ)4
∣∣∣∣ (k3Mcσ + k3Mcµ + k2MCM |K3|+ 2τ0) ,
whence the first result. The same computation with U and V interchanged gives the same bound for
‖∇˜V U‖III .
Lemma 1.2 is no more than a restatement of corollary 2.8.
3 Connections with bounded torsion
This section contains some simple technical propositions describing some properties of surfaces with
metrics and compatible connections with bounded torsion.
First note that the Gauss-Bonnet theorem remains valid in this setting: if D is a compact, simply
connected domain in Σ with smooth boundary, then the integral of the geodesic curvature (for ∇˜) of ∂D
is equal to 2π minus the integral of the curvature K˜ of ∇˜ over D.
This is proved as follows. Let (X,Y ) be an orthogonal moving frame on D \ {p}, where p is a point in
D, with X tangent to ∂D and to the “circles” ∂B(p, ǫ) for ǫ small enough. Let ω the connection 1-form
of (X,Y ), and Ω its curvature 2-form. By definition of K˜:
Ω = K˜dv ,
where dv is the area form of III; moreover:
Ω = −dω ,
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so ∫
D
Ω = −
∫
∂M
ω − lim
ǫ→0
∫
∂B(p,ǫ)
ω .
Therefore, if κ is the geodesic curvature of ∂D:∫
D
K˜dv = −
∫
∂D
κds+ 2π .
This theorem of course remains true if ∂D is only piecewise smooth, with the adequate contributions
from the singular points.
We now describe some properties of geodesics which ressemble those for Jacobi fields along geodesics
when the connection has no torsion. But the torsion comes into the equations so that the usual equalities
are replaced by inequalities.
Let (gs)s∈[0,1] be a family of ∇˜-geodesic, gs : [0, L]→ Σ, parametrized at unit speed. For each s ∈ [0, 1]
and each t ∈ [0, L], we let g′ := ∂gs(t)/∂t and
•
g:= ∂gs(t)/∂s. For s = 0,
•
g is a kind of Jacobi field along
g0, and we can call x and y the functions from [0, L] to R such that, for s = 0:
•
g= xg′ + yJIIIg
′ .
We also call τx(t) := III(τ, g
′
s(t)) and τy := III(τ, JIIIg
′
s(t)).
Proposition 3.1. x and y are solutions of:
x′ = yτx
y′′ = −K˜y + (yτy)′ .
Proof. By definition of g′ and
•
g, [g′,
•
g] = 0, so that, by definition of the torsion:
∇˜•
g
g′ = ∇˜g′
•
g −τ(g′, •g) .
Taking the scalar product with g′ and using the fact that the (gs) are parametrized at unit speed shows
that:
0 =
•
g .III(g′, g′) = 2III(∇˜g′
•
g −τ(g′, •g), g′) .
Therefore:
g′.III(
•
g, g′)− III(τ(g′, •g), g′) = 0
and we obtain the first equation.
Coming back to equation (5), we see that:
∇˜g′∇˜g′
•
g = ∇˜g′∇˜•gg′ + ∇˜g′(τ(g′,
•
g))
= R
g′,
•
g
g′ + ∇˜•
g
∇˜g′g′ + ∇˜g′ (τ(g′,
•
g))
= −K˜yJIIIg′ + ∇˜g′(yτxg′ + yτyJIIIg′)
= (yτx)
′g′ + (−K˜y + (yτy)′)JIIIg′ ,
and the second equations follows (as well as the derivative of the first).
Corollary 3.2. There exists tg > 0, depending on K4,K5 and τ0, such that, if x(0) = y(0) = 0, then,
for all t ∈ [0, tg]:
y′(0)t
2
≤ y(t) ≤ 2y′(0)t
|x(t)| ≤ τ0y′(0)t2 .
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Proof. Integrating (5) shows that, for t ∈ [0, L]:
y′(t)− y′(0) =
∫ t
0
−K(s)y(s)ds+ y(t)τy(t) ,
so that:
−τ0y(t)−K5
∫ t
0
y(s)ds ≤ y′(t)− y′(0) ≤ τ0y(t)−K4
∫ t
0
y(s)ds .
Let:
t1 := inf{t ≥ 0 | y(t) 6∈ [y′(0)t/2, 2y′(0)t]} .
For t ≤ t1:
y′(0)(1− 2τ0t−K5t2) ≤ y′(t) ≤ y′(0)(1 + 2τ0t−K4t2/4) .
Thus there exists tg > 0 such that, if t1 < tg, then:
y′(0)t
2
≤ y(t) ≤ 2y′(0)t ,
which contradicts the definition of t1. So t1 ≥ tg, and equation (5) follows. (5) is a direct consequence
using (5).
Corollary 3.3. If x ∈ Σ and v ∈ TxΣ is a vector of norm at most tg at which the exponential at x for
∇˜, exp∇˜x , is defined, then exp∇˜x is a local diffeomorphism at v.
Proof. Let:
v′ := Π(exp∇˜x ([0, 1]v), v) .
Equation (5) shows that:
III((dv exp
∇˜
x )(JIIIv), JIIIv
′) 6= 0 ,
while it is easy to check that:
(dv exp
∇˜
x )(v) = v
′ ,
because this corresponds to a change in the parametrization of the geodesic starting at x in the direction
of v.
Corollary 3.4. Let Ω ⊂ Σ be an open subset with locally convex boundary, Ω ⊂ Σ. For any x, y ∈ Ω
with dIII(x, y) ≤ tg, there exists a unique ∇˜-geodesic of length dIII(x, y) between x and y.
Proof. Let Ω′ be the inverse image of Ω by the restriction of exp∇˜x to the ball of radius tg. By the previous
corollary and the local convexity of Ω, the restriction of exp∇˜x is a diffeomorphism onto its image.
Here is another elementary corollary of proposition 3.1.
Corollary 3.5. For all ǫ > 0, there exists α > 0 such that , if L ≤ α and y′(0) = x(0) = 0, then:
∀t ∈ [0, L], |y(t)− y(0)| ≤ ǫ∣∣∣∣∣x(L)− y(0)
∫ L
0
τy(s)ds
∣∣∣∣∣ ≤ ǫL
Proof. (5) is a simple consequence of (5), and (5) then follows from (5).
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We can now consider a family of geodesic rays starting from a given point, and describe how they
behave relative to one another. Let (gθ)θ∈[0,θ0] be a family of maximal rays, with gθ : [0, Lθ) → Σ,
Lθ ∈ R∗+ ∪ {∞}, and with gθ(0) = g0(0) and ∠(g′0(0), g′θ(0)) = θ for each θ ∈ [0, θ0].
For s ∈ [0, L0), let ns be the maximal geodesic ray with ns(0) = g0(s) and n′s(0) = JIIIg′0(s). Choose
s1 > 0 and θ1 > 0, and suppose that there is no θ, t0, s, u0 with s ≤ s1 and θ ≤ θ1 such that:
lim
t→t0
gθ(t) = lim
u→u0
ns(u) ∈ ∂IIIΣ .
Then:
Proposition 3.6. There exists a constant S > 0 and, for each ǫ > 0 small enough and each s1 > 0,
there exists Θ(ǫ, s1) > 0 (both also depending on τ0,K4,K5) such that, if s ≤ s1 and θ ≤ Θ(ǫ, s1), then:
1. gθ intersects ns at a point ns(uθ(s)) (with gθ ∩ ns([0, uθ(s))) = ∅);
2. the restriction of |uθ| to [0, s] remains bounded by ǫ;
3. if s ≥ S, there exists s′ ∈ [0, s] such that uθ(s′) = −ǫθ.
Proof. Let uM be a small real number; we will see later how small uM has to be. For θ ∈ [0, θ1], let:
αθ(s) := ∠(−JIIIn′s(uθ(s)), g′θ) .
Then define:
sθ := sup{s ∈ R+ | ∀s′ ∈ [0, s], |uθ(s′)| ≤ uM and |αθ(s′)| ≤ uM} .
For s ∈ [0, sθ], apply the Gauss-Bonnet theorem to an infinitesimal strip bounded by g0([s, s + ds]),
ns([0, uθ(s)]), ns+ds([0, uθ(s+ ds)]) and gθ. This shows that:
α′θ(s) = −
∫ uθ(s)
0
K˜(ns(t))
∥∥∥∥n′s(t) ∧ ∂∂sns(t)
∥∥∥∥ dt ,
so that:
α′θ(s) = −k(s)uθ(s) ,
where k(s) ∈ [K4− ǫ,K5+ ǫ] if uM is small enough (this last step uses corollary 3.5 applied to the family
(ns)).
Again by corollary 3.5, it is not hard to check that, again for uM small enough:∥∥∥∥ ∂∂sns(uθ(s)) + JIIIn′s(uθ(s))
∥∥∥∥ ≤ ǫ4 .
Thus, with (5):
(
1− ǫ
4
)
sinαθ(s)+(1−ǫ)
∫ uθ(s)
0
τ(−JIIIn′s(t))dt ≤ u′θ(s) ≤
≤
(
1 +
ǫ
4
)
sinαθ(s)+(1+ǫ)
∫ uθ(s)
0
τ(−JIIIn′s(t))dt .
This can be written, for uM small enough, as:
u′θ(s) = λ(s)αθ(s) + τ(s)uθ(s) ,
with:
|λ(s)− 1| ≤ ǫ, |τ(s)| ≤ τ0(1 + ǫ) .
Let:
X(s) :=
(
uθ(s)
αθ(s)
)
.
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Then:
X ′(s) = m(s)X(s) ,
with:
m(s) :=
(
τ(s) λ(s)
−k(s) 0
)
.
Thus, by integration:
X(s) = exp(sM(s))X(0) ,
where:
M(s) :=
(
T (s) Λ(s)
−K(s) 0
)
,
with:
|T (s)| ≤ (1 + ǫ)τ0, |Λ(s)− 1| ≤ ǫ, K4 − ǫ ≤ K(s) ≤ K5 + ǫ .
The eigenvalues of M(s) are the roots of:
X(X − T (s)) + Λ(s)K(s) = 0 .
If ǫ is so small that 4(K4 − ǫ)(1− ǫ) > (1 + ǫ)2τ0, those roots can be written as α± iβ, where:
|α| = T (s)
2
≤ (1 + ǫ)τ0
2
, |β| ≥
√
4(K4 − ǫ)(1− ǫ)− (1 + ǫ)2τ20
2
.
Therefore, in a well chosen frame, the orbits of X(s) are “spirals” around 0, with an angular speed
which is bounded from below. This already proves, with the upper bound on α, that, if θ is smaller than
some Θ(ǫ, s), then sθ ≥ s, so that uM is not reached and the computations above hold on all of [0, s].
This proves point (2).
Moreover, the trajectories (X(s′))s′∈[0,s] can not remain in a half-plane, so that uθ has to become
negative after a time which is bounded in term of β (which itself is bounded from below). This leads to
point (3) of the proposition.
Finally, the same kind of argument will show the following similar proposition, which deals with
convex curves instead of geodesics. The proof is similar to the one we have just finished, so it is described
somewhat faster.
Proposition 3.7. Let S be a convex domain in Σ, with boundary ∂S containing as connected components
two complete curves γ and γ˜. Suppose that K4 > τ
2
0 /4. Then dIII(γ, γ˜) > 0.
Proof. If γ or γ˜ is compact, the result is obvious, so we suppose here that neither γ nor γ˜ is compact.
The proof is by contradiction, so we suppose that dIII(γ, γ˜) = 0.
First note that a rather direct smoothing argument shows that, for any ǫr > 0, there are smooth
curves γr, γ˜r : R→ Σ such that:
• (∂S \ (γ ∪ γ˜)) ∪ (γr ∪ γ˜r) bounds a connected closed set Sr which contains S;
• for each s ∈ R, the curvatures κ(t) and κ˜(t) of γr at γr(t) and of γ˜r at γ˜r(t) respectively are
bounded by:
κ(t) ≥ −ǫdIII(γr(t), γ˜r) , κ˜(t) ≥ −ǫdIII(γ˜r(t), γr) ,
where both curvatures are with respect to the normal oriented towards the interior of S′;
• lim inft→∞ dIII(γr(t), γ˜r) = 0.
For s ∈ R, let:
d(s) = dIII(γr(s), γ˜r) .
Thus d is not bounded away from 0 near +∞.
Choose ǫ > 0. There exists s0 ∈ R with
d(s0) ≤ ǫ, d′(s0) ≤ ǫ .
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If ǫ is small enough, it is not difficult to show, using 3.4, that there exists a ∇˜-geodesic ns0 connecting
γr(s0) to γ˜r, of length at most 2ǫ, orthogonal to γ˜r. For s > s0, let ns be the maximal ∇˜-geodesic starting
at γr(s) with speed equal to the parallel transport of n
′
s(0) at γr(s) along γr.
Let r(s) be the distance along ns between γr(s) and the first intersection of n(s) with γ˜r, β(s) the
angle between −JIIIn′s(0) and γ′r(s), α the angle between −JIIIn′s(r(s)) and γ˜′r. By construction, α(s0) = 0,
while, by corollary 3.5 and (5), β(s0) is small. Let uM be again a small real number, for which precisions
will come later. Define:
sM := sup{s ≥ s0 | ∀s′ ∈ [s0, s], |u(s′)| ≤ uM and |α(s′)| ≤ uM and |β(s′)| ≤ uM} .
The definition of β and the “almost” convexity of γr show that β
′(s) ≥ −2ǫu(s), while the same application
of the Gauss-Bonnet theorem as the one leading to (5) shows again that α′(s) = −k(s)u(s), but with only
k(s) ≥ K4 − 2ǫ, while the upper bound is lost because γ˜r is only “almost convex” instead of geodesic.
Moreover, the same argument as the one leading to (5) shows that:
u′(s) = λ(s)(α(s) − β(s)) + τ(s)u(s) ,
again with:
|λ(s)− 1| ≤ ǫ, |τ(s)| ≤ τ0(1 + ǫ) .
The rest of the proof can now be done just as in the proof of proposition 3.6, with αθ replaced by
α− β, to obtain that there exists S > 0 (depending on K4 and τ0) such that:
• either there exists s ∈ [s0, s0 + S] such that u(s) = 0, and this proves the proposition;
• or sM < s0+S, and in this case the upper bound on the norm of X shows that, if ǫ has been chosen
small enough, then either α(s) = −uM or β(s) = uM .
But then, again for ǫ small enough, it is not difficult to show that there exists S′ > 0 such that there
exists s ∈ (sM , sM + S′) such that u(s) = 0, so that the proposition holds also in that case.
4 Asymptotic curves
This section contains the proof of lemma 4.3, a technical statement which will have a central role later
on. This lemma, along with its proof, is similar to a lemma from [Sch99], but more detailed estimates
are necessary here. First, we introduce a simple notation. It is written for an integral curve of U , but
the analog for an integral curve of V should be obvious.
Definition 4.1. Let γ : [0, L]→ Σ be an integral curve of U or V . Then:
δγ := π + inf
t∈[0,L]
θ(γ(t))− sup
t∈[0,L]
θ(γ(t)) ,
and:
σγ :=
∫ L
0
sin(θ(γ(s)))ds .
Thus δγ ∈ (0, π); heuristically, because of (3) and (4), δγ is small when γ has a segment which looks
like a closed loop. The following definition is very natural:
Definition 4.2. Let ǫ > 0. A curve c : [0, L] → Σ is an ǫ-quasi-geodesic if, for each s ∈ [0, L], the
absolute value of the angle between c′(s) and Π(c|[0,s]; c
′(0)) is at most ǫ.
Lemma 4.3. There exists T0 > 0, C0 > 0 and ǫ0 > 0 as follows. Let g be an integral curve of U of length
Lg ≤ T0, with ǫ := max(δg, σg) ≤ ǫ0. Let hu : [−T0, T0]→ Σ be the integral curve of V with hu(0) = g(u).
Then, for any u ∈ [0, Lg], hu is a C0ǫ-quasi-geodesic.
14
VU
U
V
V
t
(0)
(0)
(s)
(s)t
tg
g
g
g
g
g
hs
h0
Figure 4.1
More could actually be said: the curve g “propagates” along the flow of V , that is, under this flow V ,
the integral curves of U corresponding (in some natural sense) to g still have very small values of δ and
of σ. This should be clear from the proof, although we do not elaborate on it since it is not used later
on.
The proof of this lemma rests on the following:
Proposition 4.4. There exists LM > 0 and continuous functions φ,Φ : [0, LM ] × [0, LM ] → R+ such
that, for all L ∈ [0, LM ], φ(0, L) = 0, and Φ(0, L) = Φ(L, 0) = 0, with the following properties. If
g : [0, L0] → Σ and g : [0, L1] → Σ are integral curves of U , if h : [0, L′0] → Σ and h : [0, L′1] → Σ are
integral curves of V , with g(0) = h(0), g(L0) = h(0), g(0) = h(L
′
0) and g(L1) = h(L
′
1), and if L0 ≤ LM
and L′0 ≤ LM , then L1 ≤ φ(L0, L′0), L′1 ≤ φ(L′0, L0), and the area of the domain bounded by g, g, h and
h is at most Φ(L0, L
′
0).
Proof. Let u ∈ [0, L0] and v ∈ [0, L′0]. We can suppose that the integral curve of V starting at g(u) meets
the integral curve of U starting from h(v): otherwise, the proposition would fail slightly before the first
value of u such that the intersection does not exist, because then the length of both g and h would go to
infinity. We call gv(u) the intersection of the integral curve of V starting at g(u) with the integral curve
of U starting from h(v); this intersection has to be unique because Σ is simply connected and U and V
are transverse.
Let ∂u = ∂/∂u, ∂v = ∂/∂v. Then:
∂vgv(u) = α(u, v)V , ∂ugv(u) = β(u, v)U .
By definition of τ :
∇˜αV (βU)− ∇˜βU (αV )− [αV, βU ] = τ(αV, βU) ,
so:
(∂vβ)U + αβ∇˜V U − (∂uα)V − αβ∇˜UV = −αβ sin(θ)τ .
Take the scalar product (for III) of this equation with JIIIU to obtain that:
− sin(θ)∂uα+ αβ(〈∇˜V U, JIIIU〉III − 〈∇˜UV, JIIIU〉III) = −αβ sin(θ)〈τ, JIIIU〉III ,
which shows, along with lemmas 1.1 and 1.2, that:
|∂uα| ≤ (τ0 + 2τ1)|αβ| .
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The same proof can be used to show also that:
|∂vβ| ≤ (τ0 + 2τ1)|αβ| .
In other terms:
|U.α| ≤ (τ0 + 2τ1)α , |V.β| ≤ (τ0 + 2τ1)β .
Moreover, α(0, v) = 1 and β(u, 0) = 1.
Integrate (5) over gv to obtain that:
α(u, v) ≤ exp((τ0 + 2τ1)L(gv)) .
Using (5) again leads to:
d
dv
L(gv) =
d
dv
∫ L0
0
β(u, v)du
=
∫ L0
0
∂vβdu
≤
∫ L0
0
(τ0 + 2τ1)α(u, v)β(u, v)du
≤ (τ0 + 2τ1)
(
sup
u∈[0,L0]
α(u, v)
)∫ L0
0
β(u, v)du ,
so:
d
dv
L(gv) ≤ (τ0 + 2τ1) exp((τ0 + 2τ1)L(gv))L(gv)
Now integrate this equation to obtain the required upper bound on L1; the upper bound on L
′
1 is obtained
in the same way, exchanging u and v. Finally, the upper bound on the area comes from the upper bounds
on L(gv) and on supu∈[0,L0] α(u, v) which we have found.
Corollary 4.5. Let x, y, z ∈ Σ be such that there exists an integral curve of U (or of −U) of length at
most LM going from x to y, and an integral curve of V (or of −V ) of length at most LM going from x
to z. Then the integral curve of U through z meets the integral curve of V through y.
Proof. The intersections between those integral curves remain at bounded distance as long as the lengths
of the integral curves of U and V going from x to y and to z remain below LM , and the integral curves
of U and of V do not meet ∂IIIΣ because (Σ, I) is complete (cf. section 2).
Proof of lemma 4.3. Choose u ∈ [0, Lg] and t ∈ [−2T0, 2T0]. From corollary 4.5, if T0 and Lg are below
a fixed constant, then the integral curve of U starting at h0(t) meets the integral curve of V starting at
g(u). Let gt(u) be their intersection, and A(u, t) be the area of the domain in Σ bounded by g, g[0,t](Lg),
gt, g[0,t](0). By proposition 4.4, there exists some T1 > 0 such that, if Lg ≤ T1 and 2T0 ≤ T1, then, for
all u ∈ [0, Lg]: ∥∥∥∥∂gt(u)∂u
∥∥∥∥ ≤ 2 ,
∥∥∥∥∂gt(u)∂t
∥∥∥∥ ≤ 2 .
By definition of δg, there exists u0, u1 ∈ [0, Lg] such that θ(g(u0)) − θ(g(u1)) ≥ π − δg. Then
θ(g(u0)) ≥ π − δg and θ(g(u1)) ≤ δg. To simplify the notations a little, we suppose that u0 < u1. For
each t ∈ [−2T0, 2T0], let:
θt := max(π − θ(gt(u0)), θ(gt(u1))) .
We now suppose that t ∈ [−2T0, 2T0] is such that, for all s ∈ [0, t], θs ≤ 2C1ǫ and σgs ≤ 2C1ǫ, for some
constant C1 on which more details will be given later. We will show that, if T0 is small enough, then this
implies that θt ≤ C1ǫ and σgt ≤ C1ǫ, so that the same bounds apply for all t ∈ [−2T0, 2T0].
Let Ct be the closed curve g0([u0, u1]) ∪ g[0,t](u1) ∪ gt([u0, u1]) ∪ g[0,t](u0). Let W be the vector field
on Ct equal to V over g0([u0, u1]) ∪ gt([u0, u1]) and to U over g[0,t](u1) ∪ g[0,t](u0). According to the
Gauss-Bonnet theorem, the total rotation of W on Ct (i.e. the integral of 〈∇˜W,JW 〉 plus the terms
corresponding to the vertices) is −Kt, where Kt is the integral of K˜ on the interior of Ct. But :
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• The terms corresponding to g0([u0, u1]) and to gt([u0, u1]) are bounded because of (3):∫
g0([u0,u1])
‖∇˜UV ‖ ≤
∫ u1
u0
τ1 sin θ(g0(u))du ≤ τ1σg0 ≤ 2τ1C1ǫ ,
∫
gt([u0,u1])
‖∇˜UV ‖ ≤ τ1σgt ≤ 2τ1C1ǫ .
• the terms corresponding to g[0,t](u1) and g[0,t](u0) are bounded because of (4):∫
g[0,t](u0)
‖∇˜V U‖ ≤
∫ t
0
τ1
∥∥∥∥∂gs(u0)∂s
∥∥∥∥ sin θ(gs(u0))ds
≤
∫ t
0
2τ1θsds
≤ 4τ1C1ǫt .
• Kt is bounded by:
Kt ≤ K5
∫ t
s=0
∫ u1
u=u0
∥∥∥∥∂gs(u)∂s
∥∥∥∥
∥∥∥∥∂gs(u)∂u
∥∥∥∥ sin θ(gs(u))duds
≤ K5
∫ t
s=0
∫ u1
u=u0
4 sin θ(gs(u))duds
≤ 4K5
∫ t
s=0
σgsds ,
so that:
Kt ≤ 8K5C1ǫt .
Therefore:
|θ(g0(u0))− θ(g0(u1)) + θ(gt(u1))− θ(gt(u0))| ≤ 4τ1C1ǫ+ 8τ1C1ǫt+ 8K5C1ǫt .
Thus:
|(π − θ(gt(u0))) + θ(gt(u1))| ≤ |(π − θ(g0(u0))) + θ(g0(u1))|+ 4τ1C1ǫ(1 + 2t) + 8K5C1ǫt ,
so that:
|(π − θ(gt(u0))) + θ(gt(u1))| ≤ δg + 4τ1C1ǫ(1 + 2t) + 8K5C1ǫt .
This already shows that, if T0 is such that:
1 + 4τ1C1(1 + 2T0) + 8K5C1T0 ≤ C1 ,
then θt ≤ C1ǫ. It remains to show that σgt ≤ C1ǫ.
Equation (4) shows that:
|∠(U(gt(u0)),Π(g[0,t](u0);U(g0(u0))))| ≤ τ1
∫
g[0,t](u0)
sin θ(gs(u0))ds
≤ 2τ1
∫ t
0
θsds
≤ 2τ1C1ǫt ,
and, since θt ≤ C1ǫ and θ0 ≤ ǫ:
|∠(V (gt(u0)),Π(g[0,t](u0);V (g0(u0))))| ≤ 2τ1C1ǫt+ (C1 + 1)ǫ .
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On the other hand, (3) shows that, for all u ∈ [0, Lg]:
|∠(V (gt(u)),Π(gt([u0, u]);V (gt(u0))))| ≤ τ1σt ≤ 2τ1C1ǫ ,
while, for the same reason:
|∠(V (g0(u)),Π(g0([u0, u]);V (g0(u0))))| ≤ 2τ1C1ǫ .
Finally, the same argument as in the proof of (5) above shows that the integral of K˜ on the domain
bounded by g0([u0, u]), g[0,t](u), gt([u0, u]) and g[0,t](u0) is at most 8K5C1ǫt. The Gauss-Bonnet theorem,
applied to this domain, therefore indicates that:
|∠(V (gt(u)),Π(g[0,t](u);V (g0(u))))| ≤ 2τ1C1ǫt+ (C1 + 1)ǫ+ 4τ1C1ǫ+ 8K5C1ǫt ,
so that:
|∠(V (gt(u)),Π(g[0,t](u);V (g0(u))))| ≤ 8C1ǫt(τ1 +K5) + (C1 + 1)ǫ .
Moreover, by (4):
|∠(U(gt(u)),Π(g[0,t](u);U(g0(u))))| ≤
∫
g[0,t](u)
‖∇˜V U‖
≤
∫ t
0
2τ1 sin θ(gs(u))ds ,
so that: ∫ Lg
0
|∠(U(gt(u)),Π(g[0,t](u);U(g0(u))))|du ≤ 2
∫ Lg
0
∫ t
0
2τ1 sin θ(gs(u))dsdu
≤ 4τ1
∫ t
0
σgsds
≤ 8C1τ1ǫt .
But the definition of σgt shows that:
σgt ≤
∫ Lg
0
sin θ(g0(u))+ |∠(U(gt(u)),Π(g[0,t](u);U(g0(u))))|+
+|∠(V (gt(u)),Π(g[0,t](u);V (g0(u))))|du ,
so by (5):
σgt ≤ σg0 + 16C1τ1ǫt+ 2Lg(8C1t(τ1 +K5) + C1 + 1)ǫ .
But |t| ≤ 2T0, Lg ≤ T0 and σg0 ≤ 2C1ǫ, so it is clear that there exists C1 such that, if T0 is small enough,
σgt ≤ C1ǫ.
Using (5) once more then proves the lemma. 
5 Concave points
We now turn to the proof of lemma 1.7, which we recall here for the reader’s convenience.
Lemma 1.7. Under the hypothesis of theorem 0.2, ∂IIIΣ has no concave point.
When φ : [−d, d]× [0, d]→ Σ is a (k, C)-concave map, and when d′ ≤ d, we call φd′ the restriction of
φ to [−d′, d′]× [0, d′]; it is again a (k, C)-concave map. We also call:
∂Rφ := φ(∂([−d, d]× [0, d]) ∩R×R∗+) .
Lemma 1.7 is a consequence of the following simpler lemma, whose proof will be given below.
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Lemma 5.1. Let φ : [−d, d] × [0, d] be a concave map. There exist ǫ ∈ (0, d] and L > 0 such that, for
any ǫ′ ≤ ǫ, there exists a piecewise smooth curve γ of length at most L, which is an integral curve of U
or V on each interval where it is smooth, and which goes from a point of Im(φǫ′) to ∂Rφǫ.
Proof of lemma 1.7. Suppose x is a concave point of ∂IIIΣ. By definition, there exists a concave map
φ : [−d, d]× [0, d]→ Σ at x.
Therefore, by lemma 5.1, there exists ǫ ∈ (0, d] such that, for each ǫ′ ≤ ǫ, Im(φǫ′) can be connected
to ∂Rφǫ by a piecewise smooth curve γ of length at most L (for III), which is an integral curve of U or
V on each smooth segment.
By remark 2.6, the length of γ for I is at most L/
√
K2 −K1, so Im(φǫ′) is at distance at most
L/
√
K2 −K1 from ∂Rφǫ for I. This contradicts the fact that (Σ, I) is complete. 
Now for the proof of lemma 5.1. The proof is by contradiction, so we suppose that ∂IIIΣ is concave at
a point x0, with a (k, C)-concave map φ at x0, and such that there is no sequence of piecewise asymptotic
curves of bounded lengths starting from ∂Rφǫ (for some fixed ǫ > 0) and ending arbitrarily close to x0.
We first state a remark which will be used later on.
Proposition 5.2. For C0, k0 > 0, there exists C1 > 0 (depending on C0, k0, τ0 and K5) such that, if φ
is a (k0, C0)-concave map, then the “vertical” curves φ({x} × (0, d)) have geodesic curvature bounded by
C1.
Proof. Let X,Y be the vector fields and v, l be the functions on Im(φ) such that:
∂1φ = vX , ∂2φ = lY .
Call k := III(∇˜YX,Y ) and κ := III(∇˜XX,Y ). Then:
X.k = III(∇˜X∇˜YX,Y ) = III(∇˜Y ∇˜XX,Y ) + III(R∇˜X,YX,Y ) + III(∇˜[X,Y ]X,Y ) .
But [vX, lY ] = 0, so that:
[X,Y ] +
dl(X)
l
Y − dv(Y )
v
X = 0 ,
and therefore:
X.k = Y.III(∇˜XX,Y ) + K˜ + dv(Y )
v
III(∇˜XX,Y )− dl(X)
l
III(∇˜YX,Y ) .
Now, by definition of τ :
∇˜vX(lY )− ∇˜lY (vX)− [vX, lY ] = τ(vX, lY ) ,
so that:
∇˜XY − ∇˜YX + dl(X)
l
Y − dv(Y )
v
X = τ ,
and therefore:
dl(X)
l
= k + III(τ, Y ) ,
dv(Y )
v
= −κ− III(τ,X) .
Using this and (5) shows that:
X.k = Y.κ+ K˜ − κ(κ+ III(τ,X)) − k(k + III(τ, Y )) .
Now the definition of a convex map and the bounds on K˜ and τ show that:
|X.k| ≤ C0 +K5 + C0k0(C0k0 + τ0) + |k|(|k|+ τ0) .
This means that, if k is large at a point m, then it remains large in a neighborhood of m in the integral
curve of X through m. Equation (5) shows that l would then vary a lot on this curve, and this would
contradict the definition of a convex map (because 1 ≤ ‖∂2φ‖ ≤ C0).
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The next point in the proof of lemma 5.1 is to prohibit the existence of asymptotic curves with δ
small, using lemma 4.3 and the following result:
Proposition 5.3. For each C > 0, there exist ǫ(C) > 0 such that, for any ǫ ≤ ǫ(C), if diam(φ) ≥ ǫ and
if c : [−4ǫ, 4ǫ]→ Σ is a Cy(c(0))-quasi-geodesic, then c meets ∂Rφǫ.
Proof. Let c : [0, L) → Im(φ) be an ǫ-quasi-geodesic, with either L = ∞ or L ∈ R∗+ and limL c ∈ ∂φ.
Note W the vector field on Im(φ) defined by:
W :=
∂1φ
‖∂1φ‖ .
Let α(t) be the angle between W and c′(t), and α0(t) the angle between W and the parallel transport at
c(t) of c′(0) along c([0, t]).
By proposition 5.2:
‖∇˜∂2φW‖ ≤ C1‖∂2φ‖ ,
while the definition of a (k, C)-concave map indicates that:
k ≤ 〈∇˜WW,JW 〉 ≤ Ck .
As a consequence:
k cosα(t)− C1| sinα(t)| ≤ 〈∇˜c′(t)W,JW 〉 ≤ Ck cosα(t) + C1| sinα(t)| ,
so that, by definition of a quasi-geodesic, if ǫ0 := Cy(c(0)), then:
k cosα0(t)−C1| sinα0(t)|− (Ck+C1)ǫ0 ≤
≤ α′0(t) ≤ Ck cosα0(t)+C1| sinα0(t)|+(Ck+C1)ǫ0 .
We now suppose (without loss of generality) that α0(0) ∈ [0, π/2]. Let α1 > 0 be the smallest positive
number such that:
k cos(α1)− C1 sin(α1)− (Ck + C1)ǫ0 ≥ 0 .
α1 exists if ǫ0 is small enough (which happens if ǫ is small enough). Equation (5) indicates that, if
α0 ∈ [α1, π − α1] at a time t, then it remains there until the time L where c leaves Im(φ); moreover, α0
reaches [α1, π− α1] before a fixed time t0 (depending on C,K, etc) and, in the interval [0, t0], it remains
above −c0ǫ0, where c0 > 0 is a constant depending also on C and k.
Now it is easy to check that:
cosα(t)
C
≤ x′(t) ≤ cosα(t) ,
sinα(t)
C
≤ y′(t) ≤ sinα(t) ,
so that:
cosα0(t)
C
− ǫ0 ≤ x′(t) ≤ cosα0(t) + ǫ0 ,
sinα0(t)
C
− ǫ0 ≤ y′(t) ≤ sinα0(t) + ǫ0 .
As a consequence of the lower bounds on α0 and on y
′:
∀t ∈ [0, L], y(t) ≥ y(0)− (c0 + 1)t0ǫ0 ,
so that c must intersect ∂Rφǫ if ǫ is small enough.
The same ideas also lead to the following statement, where we suppose that c′(0) is not too horizontal,
instead of supposing that y(c(0)) is not too small. The proof is left to the reader.
Proposition 5.4. There exists C∠ > 0 and ǫ∠ > 0 such that, for any ǫ ≤ ǫ∠, if diam(φ) ≥ ǫ and if
c : [−4ǫ, 4ǫ]→ Σ is a α0-quasi-geodesic with C∠α0 ≤ ∠(∂1φ, c′(0)) ≤ π/2, then c meets ∂Rφǫ.
20
The situation is simpler if c is a geodesic instead of a quasi-geodesic:
Proposition 5.5. There exist C3, ǫ3 > 0 as follows. Let ǫ ≤ ǫ3, and suppose that diam(φ) ≥ ǫ. Let
g : [a, b]→ Im(φ2ǫ) be a maximal geodesic segment in Im(φ2ǫ), with a < 0 < b and g(0) ∈ Im(φǫ). Then
either g(a) or g(b) is on ∂Rφ2ǫ, and L(g) ∈ [ǫ/C3, C3ǫ]. If g′(0) is parallel to ∂1φ, then both g(a) and
g(b) are on ∂Rφ2ǫ.
Proof. The proof is similar to that of proposition 5.3; we call α0(t) := ∠(W, g
′(t)), and we suppose that
α0(0) ∈ [0, π/2]. Then:
k cosα0(t)− C1| sinα0(t)| ≤ α′0(t) ≤ Ck cosα0(t) + C1| sinα0(t)| .
It is the clear that α0 will soon become positive; moreover, if we let x(t) := x(g(t)) and y(t) := y(g(t)),
then:
cosα0(t)
C
≤ x′(t) ≤ cosα0(t) ,
sinα0(t)
C
≤ y′(t) ≤ sinα0(t) .
The second equation indicates that y(t) remains positive while g(t) ∈ Im(φǫ), and both equations taken
together again show that g intersects ∂Rφǫ after time at most C
′
3ǫ for some C
′
3 > 0.
The same equations apply for the segment of g where t ≤ 0; after a bounded time, either g will have
intersected ∂φ2ǫ \ ∂Rφ2ǫ, or y′ will vanish. The same argument as above then shows that, in both cases,
t 7→ g(−t) will meet ∂φ2ǫ after a time at most C′′3 ǫ for some C′′3 > 0. This proves the upper bound on
the length of g. The corresponding lower bound comes from the distance between Im(φǫ) and the part
of ∂Rφ2ǫ that g can intersect for t > 0.
Finally, the case where g′(0) is parallel to ∂1φ is obtained by applying twice the argument for t > 0,
which can be used in this case also for t < 0 because −g′(0) is also directed towards the increasing values
of y.
From now on, we consider an integral curve g : I → Σ of U , where I is an interval, either of the form
[0, tM ] or R+. ǫ is a fixed positive number, on which more details are given below.
Definition 5.6. Let t ∈ I; call γt the maximal geodesic segment directed by V (g(t)). Call Eg the subset
of I containing all t such that γt intersects ∂Rφǫ on both sides at finite distance. For t ∈ Eg, call Ωt the
connected component of Im(φǫ) \ γt which does not contain x0 in its boundary.
Proposition 5.7. If t ∈ Eg and g′(t) is towards the interior of Ωt, then, for all t′ ∈ I with t′ ≥ t,
t′ ∈ Eg, and Ωt′ ⊂ Ωt.
Proof. Note that, if ǫ is small enough, then, for any t′ ∈ E, if t′′ > t′ is close enough to t′, then γt′∩γt′′ = ∅.
This comes from (3) and from corollary 3.2. This immediately implies that (Ωt) is a decreasing family of
subsets of Im(φǫ).
γ
γ
Ω
x0
t
t
t g
t
t
,
,
,
Figure 5.1
This is now used to prove that there exists an asymptotic curve going from x0 to ∂Rφǫ.
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Proposition 5.8. If ǫ is small enough, there exists an integral curve g : R+ → Im(φǫ) of U (or of V )
such that g(0) ∈ ∂Rφǫ and that limt→∞ g(t) = x0.
Proof. Fix ǫ′ > 0. For z ∈ (0, ǫ′), let cz be the maximal integral curve of V in Im(φǫ′) containing φ(0, z).
We consider two cases.
1. There exists ǫ > 0 and a sequence zn → 0 such that, for each n, czn has one end on ∂Rφǫ.
If there exists n such that czn ∋ x0, then the proposition is proved. Otherwise, call Dn the connected
component of Im(φǫ′) which does not contain x0 in its closure. Let D := ∪nDn. Since the czn are integral
curves of V , they are pairwise disjoint (except when they coincide), so (maybe after taking a subsequence
of (zn)) (Dn) is an increasing sequence. Since czn ∋ φ(0, zn) → x0, it is then not difficult to prove that
∂D contains an integral curve of V connecting ∂Rφǫ′ to x0.
2. For all α > 0, there exists zα > 0 such that, for z ≤ zα, cz remains in Im(φα) and has both ends
on ∂φα \ ∂Rφα.
Call mz a point of cz where y is maximal. Let gz : [0, Lz] → Im(φǫ′) be the maximal integral curve
of U (or −U) with gz(0) = mz and g′(0) directed towards the increasing values of y. By definition of
mz, V (g(0)) is parallel to ∂1φ. Therefore, by proposition 5.5, the geodesic directed by V (g(0)) meets
∂Rφǫ′ on both sides. With the notations above, this indicates that 0 ∈ Egz , so that, by proposition 5.7,
Egz = [0, Lz]. Thus gz(Lz) ∈ ∂Rφǫ′ .
The proof then proceeds as in case (1.) above, because the (gz) are disjoint and, after taking a
sequence (zn)→ 0, they converge to an integral curve of U connecting ∂Rφǫ′ to x0.
Moreover, the rate of decrease of the area of Ωt is bounded by sin θ(g(t)):
Proposition 5.9. There exists λ4 > 0 such that, if t ∈ E is such that g(t) ∈ Im(φλ4ǫ), then:∣∣∣∣∂area(Ωt)∂t
∣∣∣∣ ≥ λ4 sin θ(g(t))ǫ ,
and:
lim inf
t′→t+
d(γt′ , γt)
t′ − t ≥ λ4 sin θ(g(t)) .
Proof. This is again a consequence of corollary 3.2, along with (3), which bounds the rate of variation of
the direction of V along γ.
For each t ∈ R+, we let ht : [−T0, T0] → Σ be the integral curve of V with ht(0) = g(t). A direct
consequence of the previous proposition is that the integral of sin θ on g is finite, and this will be used
now to show that many ht are quasi-geodesics.
Proposition 5.10. If ǫ is small enough, there exists C > 0 such that, for each t0 ≥ C, there exists t ≥ t0
such that ht intersects ∂Rφǫ.
Proof. Since the integral of sin θ on g is finite, equation (3) shows that:
lim
t,t′→∞
∠(V (g(t′)),Π(g|[t,t′];V (g(t)))) = 0 .
One can therefore define a parallel vector field on V0 as:
V0(g(t)) := lim
t′→∞
Π(g|[t,t′];V (g(t
′))) ,
and, by (3):
|∠(V0(g(t)), V (g(t)))| ≤ τ1
∫ ∞
t
sin θ(g(s))da
t→∞−→ 0 .
The same works for W because lim∞ g = x0; set:
W0(g(t)) := lim
t→∞
Π(g|[t,t′];W (g(t
′))) ,
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and then:
lim
t→∞
∠(W0(g(t)),W (g(t))) = 0 .
Let α0 := ∠(W0, V0); we suppose (without loss of generality) that α0 ∈ [0, π/2]. The proof will
proceed differently according to whether α0 = 0 or α0 > 0.
If α0 > 0, remark that, since lim∞g = x0, an elementary argument (as e.g. in the proof of proposition
5.3) shows that:
lim
t→∞
∫ t+T0
t
cos θ(g(s))ds = 0 .
Thus, for any fixed t0 ∈ R+ and λ > 0, there exist u, v ∈ R+ such that:
• t0 ≤ u ≤ v ≤ u+ T0;
• θ(g(u)) ≤ λ and θ(g(v)) ≥ π − λ;
• ∫ vu sin θ(g(s))ds ≤ λ;
• ∠(∂1φ, V ) ≥ α0/2 at g(u).
Then:
δg|[u,v] ≤ 2λ , σg[u,v] ≤ λ .
According to lemma 4.3, hu is a quasi-geodesic; proposition 5.4 then indicates that, if λ and ǫ are small
enough, hu intersects ∂Rφǫ.
Consider now the case where α0 = 0. By proposition 5.9, there exists c > 0 so that, for t large enough:
y(g(t)) ≥ c
∫ ∞
t
sin θ(g(s))ds .
But, again:
lim
t→∞
∫ t+T0
t
cos θ(g(s))ds = 0 ,
and the same argument as in the case α0 = 0 leads to the conclusion, but with proposition 5.4 replaced
by proposition 5.3 to shows that hu, which is a quasi-geodesic, actually intersects ∂Rφǫ if ǫ is small
enough.
The proof of lemma 5.1 obviously follows, because the conclusion of the previous proposition contra-
dicts the hypothesis, made above, that the conclusion of lemma 5.1 does not hold.
6 The boundary is convex
This section contains the proof that Σ, with III and ∇˜, is convex in the sense of definition 1.3.
Lemma 1.8. If Σ has no concave point, then it is convex.
We need to make normal deformations of curves, while controling their curvature. Some of the tools
needed here will be used again in the next section, to prove that convex surfaces have bounded area.
From now on, whenever we consider a smooth, convex curve g, we suppose that it is parametrized in
such a way that JIIIg
′ is oriented towards the convex side of g.
Proposition 6.1. Let g : [0, L] → Σ be a smooth curve with ‖g′‖ ≡ 1. Let l : [0, L] → R be a smooth
function. The first order variation of the curvature κ of g in a normal deformation of g which is defined
at g(s) by the vector l(s)Jg′(s) is:
•
κ= l(K˜ + κ(κ+ τ(g′(s)))) +X.X.l−X.(lτ(Jg′(s))) .
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Proof. By linearity, it is enough to prove this proposition when l is positive. Let (gs)s∈[0,1] be a one
parameter family of curves such that g0 = g and that:
∂gs(t)/∂s ≡ lJg′(s)/‖g′‖ .
To simplify somewhat the notations, we call vs the speed of gs, that is:
vs(t) :=
∥∥∥∥∂gs(t)∂t
∥∥∥∥
III
.
We also call X the unit vector along g′s(t) := ∂gs(t)/∂t, and Y := JX . Therefore:
∂s(gs(t)) = lsY
for some function ls(t) such that l0 = l. Moreover, κ = κs(t) = III(∇˜XX,Y ).
By definition of the torsion τ of ∇˜,
∇˜XY − ∇˜YX − [X,Y ] = τ ,
while, since (s, t) define a coordinate system on a domain of Σ:
[vX, lY ] = 0 .
Set λ := ln(l) and ν := ln(v), the previous equation becomes:
[X,Y ] + (X.λ)Y − (Y.ν)X = 0 .
Let τX := 〈τ,X〉 and τY := 〈τ, Y 〉. Then:
Y.κ = III(∇˜Y ∇˜XX,Y )
= K˜ + III(∇˜X ∇˜YX − ∇˜[X,Y ]X,Y )
= K˜ + III(∇˜X (∇˜XY − [X,Y ]− τ) + (X.λ)∇˜YX − (Y.ν)∇˜XX,Y )
= K˜ + III(∇˜X (−κX + (X.λ)Y − (Y.ν)X − τXX − τY Y ), Y ) +
+(X.λ)III(∇˜XY − [X,Y ]− τ, Y )− κ(Y.ν)
= K˜ − κ2 +X.X.λ− κ(Y.ν)− κτX −X.τY + (X.λ)2 − (X.λ)τY − κ(Y.ν) ,
and, since Y.ν = −κ− τX by (5) and (5):
Y.κ = K˜ +X.X.λ+ κ2 + κτX −X.τY + (X.λ)2 − (X.λ)τY
= K˜ +X.X.λ+ (X.λ)2 + κ(κ+ τX)− (X.τY )− τY (X.λ) ,
so that:
∂sκ = l(Y.κ)
= l(K˜ + κ(κ+ τX)) +X.X.l−X.(lτY ) ,
which is the formula we need.
As a consequence, we find an inequality:
Corollary 6.2. The rate of variation of κ is bounded from below by:
•
κ≥ l
4
((4K4 − τ20 ) + τ(Jg′)2) + l′′ − (lτ(Jg′))′ .
If the curvature of g is bounded from above by κM , then
•
κ is also bounded from above:[
l
4
((4K4 − τ20 ) + τ(Jg′)2) + l′′ − (lτ(Jg′))′
]
+ l
(
(K5 −K4) + κ2M + κMτ0 + τ20
) ≥•κ .
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Proof. For any κ ∈ [0, κM ], we have:
κM (κM + τ0) ≥ κ(κ+ τX) ≥ τ
2
X
4
.
Moreover, τ2X + τ
2
Y = |τ |2 ≤ τ20 and K4 ≤ K˜ ≤ K5, so that:
K5 + κM (κM + τ0) ≥ K˜ + κ(κ+ τX) ≥ K4 − τ
2
0
4
+
τ2Y
4
,
and the corollary follows.
This means that trying to deform curves leads to a natural question on solutions of differential
equations; we will need the following proposition.
Proposition 6.3. For each ǫ > 0 small enough, there exists M0 ≥ 1 and S1 ≥ S0 > 0 such that, if
u ∈ C∞(R, [−1/ǫ, 1/ǫ]), there exists s0, s1 ∈ [S0, S1] and y ∈ C∞([0, s1], [0,M0]) such that:
y′′ = (yu)′ − (ǫ+ u
2
4
)y ,
with:
y(s) ∈ [1,M0] for s ∈ [0, s0] ,
y(0) = 1, y′(0) = u(0) + 4 ,
y(s0) = 1, y
′(s0) ≤ u(s0) + 4 ,
y(s1) = 0, y
′(s1) ≤ 0 .
Moreover, for each s ∈ [0, s0], |y′(s)| ≤M0.
Proof. Let z = y′ − yu. The relation (5) becomes:{
y′ = yu+ z
z′ = −(ǫ+ u2/4)y .
Let:
X :=
(
y
z
)
and m :=
(
u 1
−(ǫ+ u2/4) 0
)
.
The relation now is:
X ′(s) = m(s)X(s) ,
so, for s ≥ 0:
X(s) = exp(sM(s))X(0) = exp
(
s
(
F (s) 1
−(ǫ+ F˜ 2/4) 0
))
X(0) ,
with:
F (s) =
1
s
∫ s
0
u(r)dr , F˜ (s) =
√
1
s
∫ s
0
u(r)2dr .
Now the eigenvalues of M(s) are the roots of:
X(X − F ) +
(
ǫ+
F˜ (s)2
4
)
= 0 .
From the Cauchy-Schwarz theorem, F˜ (s)2 ≥ F (s)2, so 4ǫ + F˜ 2 − F 2 ≥ 4ǫ > 0, and the eigenvalues are
µ± = α± iβ, where:
|α| = |F |
2
≤ 1
2ǫ
, |β| =
√
ǫ+
F˜ 2 − F 2
4
≥ √ǫ .
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The associated eigenvectors are v± = (1,−α± iβ).
Suppose now that X(0) = (1, 4). Then y′(0) > 0, and y(s) remains above 1 until after time s0 > 0.
But β ≥ √ǫ, so it is clear that, after a time s1 ≤ π/
√
ǫ, y(s) will become negative, and this provides an
upper bound for s0 and for s1:
s0 ≤ s1 ≤ S1 := π√
ǫ
The decomposition of (1, 4) on the basis (v+, v−) is:
(1, 4) = α+v+ + α−v− =
(
1
2
− iα+ 4
2β
)
v+ +
(
1
2
+ i
α+ 4
2β
)
v− ,
and this gives an upper bound for α±:
|α±|2 ≤ 1
4
+
(|α|+ 4)2
4β2
≤ 1
4
+
1
4ǫ
(
2
ǫ
+ 4
)2
.
Moreover, β also has an upper bound because |u| ≤ 1/ǫ, and this gives a lower bound S0 for s0.
Using the upper bound on s0 (equation (5)) and on α (|α| ≤ 1/2ǫ), we see that, for any s ∈ [0, t0]:
y(s) ≤ |X(s)|
≤ (|α+|+ |α−|) exp(s0)
≤
√
1 +
1
ǫ
(
2
ǫ
+ 4
)2
exp(
π√
ǫ
) .
In addition, y(s) > 0, so that z′(s) < 0 for s ∈ [0, s0], and it follows that z(s0) ≤ z(0) = 4. The function
y therefore verifies the conclusions of proposition 6.3.
Corollary 6.4. For any κM > 0, there exist L1 > 0, C1 > 0 and M1 ≥ 1 as follows. Let κm ∈ [0, κM ],
and let g0 : [0, L] → Σ be a convex curve parametrized at speed one, with curvature κ ∈ [κm, κM ], and
with L ∈ (0, L1]. Then there exists T1 > 0 and a deformation (gt)t∈[0,T1] such that:
1. for each t ∈ [0, T1], gt is a convex curve with curvature κ ∈ [κm + t/C1, κM + tC1];
2. for any t ∈ [0, T1] and s ∈ [0, L], (∂tgt)(s) is parallel to the unit normal N to gt, and 〈(∂tgt)(s), N〉 ∈
[1,M1];
3. for each t ∈ [0, T1] and s ∈ [0, L], |∂κ/∂t| ≤ C1.
Proof. Let ǫ0 := 4K4 − τ20 , so that ǫ0 > 0 by lemma 1.1. By proposition 6.3, if L is small enough, there
exists a function l : [0, L]→ [1,M0] such that, on [0, L]:
l′′ +
(
ǫ0
2
+
τ(Jg′0)
2
4
)
l − (lτ(Jg′0))′ = 0 ,
so that:
l′′ +
(
ǫ0 +
τ(Jg′0)
2
4
)
l − (lτ(Jg′0))′ =
ǫ0l
2
∈
[
ǫ0
2
,
ǫ0M0
2
]
.
For t small enough and s ∈ [0, L], set:
gt(s) = expg0(s) tN(s) ,
where N(s) is the unit normal to g0 at g0(s) towards the convex side of the complement. This defines,
for t small enough, a smooth curve gt.
Let R0 := (K5 −K4) + κ2M + κMτ0 + τ20 . Corollary 6.2 shows that, for t = 0:
•
κ∈
[
ǫ0
2
,
M0(ǫ0 +R0)
2
]
.
Then, by compactness, for t small enough,
•
κ∈ [ǫ0/4,M0(ǫ0 +R0)], and the corollary follows.
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Corollary 6.5. There exists ǫ2 > 0, C2 > 0 and L2 > 0 as follows. Suppose that L ∈ (0, L2], and let
g : [0, L] → Σ be a geodesic segment. Let d0 := dIII(g([0, L]), ∂IIIΣ), and suppose that d0 ≤ ǫ2. Suppose
moreover that dIII(g(0), ∂IIIΣ) ≥ C2d0 and that dIII(g(L), ∂IIIΣ) ≥ C2d0. Then (Σ, III, ∇˜) has a concave
point.
Proof. Apply corollary 6.4 recursively to obtain a (k, C)-concave map φ : [−d, d]× [0, d] → Σ such that
φ([−d, d]× {d}) is a segment of g.
Proof of lemma 1.8. Suppose that (Σ, III, ∇˜) is not convex. Then, by definition 1.3, there exists a
sequence of geodesic segments γn : [0, L] → Σ such that (γn(s))n∈N converges in Σ for each s ∈ [0, L],
with limn→∞ γn(s
′) ∈ ∂IIIΣ for some s′ ∈ (0, L) but limn→∞ γn(0) ∈ Σ. Set:
s0 := inf{s ∈ [0, L] | lim
n→∞
γn(s) ∈ ∂IIIΣ} .
Remark that there exists ǫ3 ∈ (0,max(s0/3, L2/2))such that, for each n ∈ N, B(γn(s0), 3ǫ3)\γn([0, L])
has at least two connected components, one of which is a half-disk which does not meet ∂IIIΣ. Otherwise,
each ball centered at γn(s0) would meet ∂IIIΣ on each side of γn for each n ∈ N, and then there could be
no path joining γn(0) to γn(L) (for n large enough) in Σ, a contradiction. We suppose that the half-disk
which does not meet ∂IIIΣ is always on the same side of γn as Jγ
′
n(s0).
By definition of s0, γn([0, s0 − ǫ3]) remains in a compact subset of Σ, so that there exists ǫ4 > 0 so
that, for each n ∈ N, dIII(γn([0, s0 − ǫ3]), ∂IIIΣ) ≥ 2ǫ4. We call:
Ω := {x ∈ Σ | ∃n ∈ N, dIII(x, γn([0, s0 − ǫ3))) ≤ ǫ4} ,
so that dIII(Ω, ∂IIIΣ) ≥ ǫ4.
Let θ ∈ (0, π). Call s(θ) the supremum of all s ∈ [0, s0] such that, for any n ∈ N and any t ∈ [0, s],
the maximal geodesic starting from γn(s) with ∠(γ
′
n(s), g
′(0)) = θ − π does not reach ∂IIIΣ before time
at least ǫ3. Then, clearly:
lim sup
θ→0+
s(θ) = s0 .
For s ∈ [s0 − ǫ3, s0], s < s(θ), and n ∈ N, the geodesic segment g starting from γn(s) with
∠(γ′n(s), g
′(0)) = θ also does not reach ∂IIIΣ before time at least ǫ3, because it remains in a half-disk
bounded by γn and of radius 3ǫ3. Let gn,θ,s : [−ǫ3, ǫ3]→ Σ be the geodesic segment with gn,θ,s(0) = γn(s)
and ∠(γ′n(s), g
′
n,θ,s(0)) = θ.
0 ss
γ
g
n,  ,sθ
0
n
θ
Figure 6.1
Now it is easy to check that, if θ is smaller than some fixed θ4, then, for any n ∈ N and any s ∈ [s0−
ǫ3, s(θ)], dIII(gn,θ,s(−ǫ3), γn([0, s0 − ǫ3])) ≤ ǫ4; then gn,θ,s(−ǫ3) ∈ Ω, so that dIII(gn,θ,s(−ǫ3), ∂IIIΣ) ≥ ǫ4.
On the other hand, one can check that dIII(gn,θ4,s(ǫ3), γn) is bounded below by some fixed ǫ5 > 0
depending only on θ4 (and K5, τ0). Since gn,θ4,s([0, ǫ3]) remains in a half-disk bounded by γn and of
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radius 3ǫ3, this shows that dIII(gn,θ4,s(ǫ3), ∂IIIΣ) ≥ ǫ5. Finally, by definition of s(θ4), we can choose n and
s so that dIII(gn,θ4,s([−ǫ3, ǫ3]), ∂IIIΣ) ≤ min(ǫ3, ǫ5)/C2.
We can therefore apply corollary 6.5 to finish the proof. 
7 The area is bounded
In this section, we assume that (Σ, III, ∇˜) is convex (as in definition 1.3) and has curvature K˜ ≥ K4 and
torsion ‖τ˜‖ ≤ τ0, with 4K4 > τ20 . We will prove lemma 1.9, which states that (Σ, III) has bounded area.
This will be achieved through the following lemmas:
Lemma 7.1. For any ǫ > 0, there exists a simply connected domain Ω ⊂ Σ, Ω ⊂ Σ, with locally convex
boundary, such that dIII(∂IIIΩ, drIIIΣ) ≤ ǫ.
Lemma 7.2. (Ω, III) can not be complete.
Lemma 7.3. ∂IIIΩ can not have a non-compact component.
Lemma 7.4. If ∂IIIΩ is a closed curve, then the area of Ω is at most 2π/K4.
Lemma 7.4 is an immediate consequence of the Gauss-Bonnet theorem, so that the rest of this section
contains the proofs of lemmas 7.1, 7.2 and 7.3. Lemma 1.9 follows: by lemma 7.1, any compact subset
of Σ should be contained in a domain Ω with locally convex boundary, which should have area at most
2π/K4 by lemmas 7.2, 7.3 and 7.4.
Proof of lemma 7.1. Let E be the set of open simply connected domains Ω ⊂ Σ such that ∂IIIΩ \ ∂IIIΣ is
locally convex, and that dIII(∂IIIΩ, ∂IIIΣ) ≤ ǫ. E is ordered by inclusion. Let Ω0 be a minimal element of
E . We want to prove that Ω0 ⊂ Σ; we proceed by contradiction, and suppose that there exists a point
x0 ∈ ∂IIIΩ0 ∩ ∂IIIΣ.
Let x1 ∈ Ω be such that d(x0, x1) ≤ ǫ0/2 in Ω0. Let c : [0, L) → Ω0 be a smooth curve of length
L with c(0) = x1 and limt→L c(t) = x0, with L ≤ tg, where tg comes from corollaries 3.2 and 3.3. Let
t0 be the supremum of all t ∈ [0, L) such that there exists a one-parameter family (gt)t∈[0,t] of geodesic
segments, with gt going from c(0) to c(t). If t0 < L, then:
lim
t→t0
dIII(gt, ∂IIIΩ) = 0 .
If t0 < L, then, as t → t0, gt would approach either a point of ∂IIIΩ0 \ ∂IIIΣ — but this is impossible
because ∂IIIΩ0 \ ∂IIIΣ is locally convex – or a point of ∂IIIΩ0 ∩ ∂IIIΣ – and this is impossible by definition
1.3. Therefore, t0 = L, and there exists a geodesic segment g := gL : [0, l) → Ω0 with g(0) = x1 and
limt→l g(t) = x0.
For t ∈ [0, l) and θ ∈ [−π, π], let γt,θ be the maximal geodesic in Σ with γt,θ(0) = g(t) and
∠(g′(t), γ′t,θ(0)) = θ. So γt,θ is a smooth map from (−at,θ, bt,θ) to Σ, with at,θ, bt,θ ∈ R∗+ ∪ {∞}.
Let:
Et := {θ ∈ [−π, π] | at,θ ≤ bt,θ}, Ft := {θ ∈ [−π, π] | at,θ ≥ bt,θ} .
For t > l/2, 0 ∈ Ft, while π ∈ Et. Moreover, both Et and Ft are closed, so there exists θt ∈ Et ∩ Ft,
which means that at,θt = bt,θt ∈ R+ ∪ {∞}.
First suppose that there exists a sequence tn → l such that atn,θtn remains bounded. Then there
exists t such that at,θt is finite and that the geodesic segments γt,θt remains within distance at most ǫ/2
of ∂IIIΣ because (Σ, III, ∇˜) is convex. Ω0 \ γt,θt has at least two connected components, one of which, Ω1,
is in E : it is convex, and its boundary remains within distance at most ǫ of ∂IIIΣ. But this contradicts
the minimality of Ω0, and this finishes the proof in this case.
Now suppose that at,θ → ∞. Since Σ has a convex boundary, for any a > 0 and any ǫ′ > 0, there
exists t close to l such that γt,θt([−a, a]) remains within distance ǫ′ of ∂IIIΣ. Call g0 the restriction of γt,θt
to R+, and apply proposition 3.6. It shows that, if a is large enough and ǫ
′ small enough, there exists
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θ > 0 such that gθ (defined as in proposition 3.6) remains within distance ǫ of ∂IIIΣ (because it remains
close to g0, point (2) of 3.6) but goes from γt,θt(0) to ∂IIIΣ (because of point (3.) of 3.6).
θtγt,
g
g gθθ
,
Figure 7.1
Then do the same for the geodesic ray g′0 defined by g
′
0(s) = γt,θt(−s), to obtain another similar
geodesic segment g′θ′ which remains within distance ǫ of ∂IIIΣ, and goes from γt,θt(0) to ∂IIIΣ.
The rest of the proof can be done as in the case where at,θt remains bounded, because gθ ∪ g′θ′ “cuts”
a convex domain in Ω whose boundary remains within distance ǫ of ∂IIIΣ, a contradiction. 
We now come back to deformations of convex curves, as in the previous section. The following is a
consequence of proposition 6.3.
Proposition 7.5. For any ǫ > 0 small enough, there exists M ′1 as follows. Choose N1 > 0. For any
u ∈ C∞(R, [−1/ǫ, 1/ǫ]), there exists y ∈ C0([0, s0], [0,M ′1]) which:
1. is piecewise C∞;
2. vanishes outside [−N1 −M ′1, N1 +M ′1];
3. is at least 1 in [−N1, N1];
4. satisfies (as a distribution):
y′′ ≥ (yu)′ − (ǫ + u
2
4
)y ;
5. is M ′1-Lipschitz.
Proof. Let x0 := −N1. First apply proposition 6.3 after translating the origin to −N1 in R, so as to
obtain x1 ∈ [−N1 + S0,−N1 + S1] and a solution y1 : [x0, x1]→ [1,M0] of (5) with:
y1(x0) = y1(x1) = 1 and y
′
1(x0) = u(x0) + 4, y
′
1(x1) ≤ u(x1) + 4 .
Apply proposition 6.3 again, now after a translation of the origin to x1; this provides us with x2 ∈
[x1 + S0, x1 + S1] and with a solution y2 : [x1, x2]→ [1,M0] of (5) with:
y2(x1) = y2(x2) = 1 and y
′
2(x1) = u(x1) + 4, y
′
2(x2) ≤ u(x2) + 4 .
Repeat this procedure to find a sequence x3 ≤ · · · ≤ xN with xk+1 − xk ∈ [S0, S1] and xN−1 ≤ N1 < xN ,
and functions yk : [xk−1, xk]→ [1,M0] which are solutions of (5) with:
yk(xk−1) = yk(xk) = 1 and y
′
k(xk−1) = u(xk−1) + 4, y
′
k(xk) ≤ u(xk) + 4 .
Apply proposition 6.3 once more to find xN+1 ∈ [xN+S0, xN+S1] and a solution yN+1 : [xN , xN+1]→
[0,M0] of (5) with:
yN+1(xN ) = 1 , yN+1(xN+1) = 0 , y
′
N+1(xN ) = u(xN ) + 4 , y
′
N+1(xN+1) ≤ 0 .
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Do the same to find x−1 ∈ [x0 − S1, x0 − S0] and a solution y−1 : [xN , xN+1]→ [0,M0] of (5) with:
y−1(x0) = 1 , y−1(x−1) = 0 , y
′
−1(x0) = 0 , y
′
−1(x−1) ≥ 0 .
Now define y : R → R+ as the function whose restriction to [xk, xk+1] is yk+1 for −1 ≤ k ≤ N , and
which is zero outside [x−1, xN+1]. Note that, ifM
′
1 := 2S1, then y vanishes outside [−N1−M ′1, N1+M ′1].
Moreover, it is clear that y is a (weak) solution of (5).
The previous proposition provides the tool needed to deform convex curves while increasing their
curvature.
Corollary 7.6. There exist c1 > 0 as follows. Let κm ∈ R+, and let g0 : R → Σ be a smooth, convex
curve parametrized at speed one, with curvature κ ≥ κm as a measure. Let N1 > 0. Then there exists
T > 0 and a deformation (gt)t∈[0,T ] such that, for each t ∈ [0, T ]:
1. gt is a convex curve with curvature κ ≥ κm, and κ ≥ κm + tc1 along gt([−N1, N1]);
2. gt ≡ g0 outside [−N1 −M ′1, N1 +M ′1];
3. for each s ∈ R, either (∂tgt)(s) is zero, or its orthogonal is a support direction of gt, and its norm
is at most M ′1.
Proof. Let (gn)n∈N∗ be a sequence of smooth curves, gn : R→ Σ, such that:
• ∀s ∈ R, limn→∞ gn(s) = g0(s);
• for n ≤ m, gn lies entirely on the concave side of gm;
• the curvature of gn is at least −αn < 0, where limn→∞ αn = 0.
The existence of such an approximating sequence is not too difficult to prove. The (gn) are not
parametrized at speed one.
We suppose (without loss of generality) that, for n ∈ N∗ and s ∈ R, Jg′n(s) is towards g0. For n ∈ N∗
and s ∈ R, let:
un(s) := τ(Jg
′
n(s)) .
Apply corollary 7.5 to obtain a sequence of piecewise smooth, M ′1-Lipschitz functions (yn)n∈N∗ with:
y′′n ≥ (ynun)′ −
(
ǫ+
u2n
4
)
yn ,
with yn(s) = 0 when s 6∈ [−N1−M ′1, N1+M ′1] and yn(s) ∈ [1,M ′1] when s ∈ [−N1, N1]. Since the yn are
Lipschitz, we can (by taking a subsequence) suppose that they are C0-converging to a Lipschitz function
y : R→ [0,M ′1].
Let T ′ ∈ R+ ∪ {∞} be the largest t such that, for each n ∈ N∗ and each s ∈ [−N1, N1],
exp∇˜gn(s)(tJg
′
n(s)) is defined. Then T
′ > 0 by compactness. For n ∈ N∗ and s ∈ [0, T ′), let:
hn,t(s) := exp
∇˜
gn(s)
(tJg′n(s)) .
For n ∈ N∗ and t ∈ [0, T ′), hn,t is a curve which might not be embedded, but which, for t small enough,
is immersed. It differs from gn only in [−N1 − M ′1, N1 + M ′1]. Moreover, corollary 6.2 and a simple
compactness argument show that there exist N ∈ N∗, T ∈ (0, T ′) and c > 0 such that the curvatures
κn,t of the curves hn,t satisfy:
∀n ≥ N, ∀t ∈ [0, T ), ∀s ∈ R, κn,t(s) ≥ κm + ct− ǫn ,
where the left-hand side is a measure and ǫn → 0.
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Since the hn,t are curves and differ from gn only in a compact set, they separate Σ into several
connected components, two of which are non compact; we call Ωn,t the non-compact connected component
of Σ \ hm,t whose intersection with the concave side of gn is (empty or) compact. Equation (5) shows
that the boundary of Ωn,t in Σ is locally convex, with curvature at least κm + ct− ǫn.
Finally, for t ∈ [0, T ), set:
gt := ∂ (∩∞n=0Ωn,t) .
It is not difficult to check that (gt), with an adequate parametrization, satisfies the conclusion of corollary
7.6.
As a consequence, the same kind of deformation can be done not only for small t, but for all t:
Corollary 7.7. Let Ω be a closed subset of Σ with locally convex boundary. Suppose that some connected
component of ∂Ω is a complete, non compact curve, parametrized at speed one by c0 : R → ∂Ω. Choose
N1 > 0. Then there exists a deformation (ct)t∈R+ such that, for each t ∈ R+:
1. ct is a convex curve in Ω, with curvature κ ≥ κm, and κ ≥ κm + tc1 along gt([−N1, N1]);
2. gt ≡ g0 outside [−N1 −M ′1, N1 +M ′1];
3. for each s ∈ R, either (∂tgt)(s) is zero, or its orthogonal is a support direction of gt, and its norm
is at most M ′1.
Proof. The underlying idea is to apply corollary 7.6 recursively, to obtain the existence of such a deforma-
tion for t ∈ [0, T ] for some T > 0. The formal proof, however, has to be done in a slightly different way.
Suppose that such a deformation can not exist for all t ∈ R+. Let E be the set of couples (t, (gs)s∈[0,t)),
where t > 0 and (gs)s∈[0,t) satisfies the conditions demanded, but only until time t.
There is a natural order on E, with:
(t, (gs)s∈[0,t)) ≤ (t′, (g′s)s∈[0,t′))
if t ≤ t′ and gs = g′s for s ≤ t. E has a maximal element, say (t0, (g0s)s∈[0,t0)). For u ∈ R, let:
g0t0(u) := limt→t0
g0t (u) ∈ Σ .
Because of the convexity of the (g0s) and because ∂IIIΣ has no concave point, gt0 is a convex curve. Thus
one can apply corollary 7.6 to gt0 , and this contradicts the maximality of (t0, (g
0
s)s∈[0,t0)).
We now consider related questions for deformations of curves which are topologically S1, and which
are not necessarily convex, but have curvature bounded from below.
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Corollary 7.8. There exist c2 > 0 and M
′
2 ≥ 1 as follows. Let κm ∈ R, L ∈ R∗+, and let g0 : R/LZ→ Σ
be a curve parametrized at speed one, with curvature κ ≥ κm (with the normal oriented towards the non-
compact side of g0). Then there exist T2 > 0 and a deformation (gt)t∈[0,T2] such that, for each t ∈ [0, T2]:
1. gt is a curve which bounds a compact set, with curvature κ ≥ κm + tc2;
2. for each s ∈ [0, L], ‖(∂tgt)(s)‖ ∈ [1,M ′2].
Proof. It is similar to the proof of corollary 7.6. First choose a sequence of smooth curves gn : R/LZ
converging to g0, such that gn is in the interior of gm for n ≤ m and that the curvature κn of gn is at
least κm − αn, with limn→∞ αn = 0.
For n ∈ N∗ and s ∈ R/LZ, let:
un(s) := τ(Jg
′
n(s)) ,
where we suppose again that Jg′n is towards the non-compact side of gn. Let u˜n be the lift of un to a
function onR. Apply proposition 7.5 to u˜n, to obtain a piecewise smooth, Lipschitz function y˜n : R→M ′1
which vanishes outside [−L −M ′1, L +M ′1] and which is at least 1 on [−L,L]. Let yn : R/LZ → R be
the function defined by:
yn(u) :=
∑
s∈u
y˜(s) ,
where only finitely many terms are non-zero by definition of y˜n. After multiplying it by a constant, yn is
a Lipschitz, piecewise smooth function from R/LZ to [1,M ′0] (for some M
′
0 > 1 which depends on L and
on M ′1) which is a solution of (5).
The rest of the proof can be done quite like in the proof of corollary 7.6, so we leave the details to
the reader.
Corollary 7.9. Corollary 7.8 is true for any T2 > 0.
Proof. Like the proof of corollary 7.7 from corollary 7.6.
We now have enough results on the deformations of curves, and we turn to another simple property:
a convex, complete curve which separates a convex subset of Σ into two parts can not be “too” curved.
Proposition 7.10. There exists a constant κ0(K4, τ0) as follows. Let Ω be a closed, locally convex subset
of Σ, and let ρ : R → Ω be a convex, injective curve, parametrized at speed one, which separates Ω into
two connected components, and with curvature:
κ = κ1 + κm ,
where κ1 > 0 is a constant and κm is a positive measure. Then κ1 ≤ κ0.
Proof. First note that, by a direct approximation argument, it is enough to prove the result when ρ is
smooth, so we suppose that is the case. Let t0 ∈ R. By corollary 3.4, there exists ǫ > 0 (depending only
on K5 and τ0), such that exp
∇˜
ρ(t0)
is a diffeomorphism from the subset of the ball of radius ǫ where it is
defined onto its image. Therefore, for all t ∈ [t0, t0 + ǫ], there exists a unique ∇˜-geodesic γt : [0, Lt]→ Ω
of minimal length between ρ(t0) et ρ(t). For t ∈ [t0, t0 + ǫ], let θ1(t) be the angle between ρ′(t0) and
γ′t(0), θ2(t) the angle between γ
′
t(Lt) and ρ
′(t), D(t) the domain in Ω bounded by ρ([t0, t]) and by γt,
and A(t) its area.
From the Gauss-Bonnet theorem, for each t ∈ [t0, t0 + ǫ]:
θ1 + θ2 =
∫ t1
t0
κ(ds) +
∫
D(t)
K˜da
≥ κ1(t− t0) +K4A(t) .
But it is easy to check, using equation (5) of corollary 3.2, that, if Lt remains small enough (so that ǫ
remains smaller than a constant depending only on K5 and on τ0), then A(t) is bounded by:
A(t) ≤
∫ t
t0
L(s)ds ≤ 2
∫ t
t0
(s− t0)ds ≤ (t− t0)2 .
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As a consequence of those two equations, if κ1 is large enough (larger than a constant depending only on
K5 and on τ0), there exists t1 ∈ [t0, t0 + ǫ] such that:
θ1(t1) + θ2(t1) = 2π .
Then there exists t2 ∈ [t0, t1] verifying one of the following properties:
1. either θ1(t2) = π;
2. or θ1(t2) ≤ π and θ2(t) = π.
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Recall that ρ is injective; therefore, using (5) and the upper bound (5) on A(t2), one sees that, if ǫ is
small enough (smaller than a constant which this time depends on K4 and on τ0), then:
• in the first case, that ρ(]−∞, t0]) remains in the domain of Ω bounded by ρ([t0, t2]) and by γt2 ;
• in the second case, that ρ([t2,∞]) remains in the domain of Ω bounded by γt2 .
In both cases, “half” of ρ remain in a compact domain of Ω, and therefore ρ can not separate Ω in
two parts.
We can show that Ω can not be complete:
Proof of lemma 7.2. Choose a smooth, simple closed curve γ0 in Ω, with its unit normal oriented towards
the non-compact connected component of Ω \ γ0 (there exists one because Ω is complete and simply
connected). Then the geodesic curvature of γ0 can be written as:
κ = −κ1 + κm ,
with κ1 ∈ R+ and κm ≥ 0. Apply corollary 7.9, to obtain a continuous family (γt)t∈R+ of curves with
curvature bounded below by −κ1 + c2t. For t large enough, this contradicts proposition 7.10. 
Finally, we can now prove that ∂Ω can not contain any non-compact curve.
Proof of lemma 7.3. Suppose that ∂IIIΩ contains a non compact curve g0. Since Ω is simply connected,
proposition 3.7 shows that g0 is at non-zero distance from the other connected components of ∂IIIΩ.
Corollary 7.7 thus shows that there exists a continuous deformation (gt)t∈[0,T ) of g0 in Ω, which goes
on until time T with either T = ∞ or limt→T dIII(gt, ∂Ω \ g0) = 0. But proposition 3.7 excludes this
possibility, so that T =∞. This contradicts proposition 7.10 just as in the proof of lemma 7.2 above. 
It is a natural question whether the hypothesis we had to make concerning the relationship between
τ0 and K4 are really necessary to obtain a bound on the area of (Ω, III). This is all the more important
since the main geometric result of this paper, theorem 0.2, is limited precisely by this hypothesis.
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The following example shows that this relation is in a sense optimal. Note that, for homogeneity
reasons, any relationship between the curvature and the torsion should relate the curvature to the square
of the torsion.
Consider the hyperbolic plane H2, with the connection ∇t obtained by adding to the Levi-Civita
connection ∇0 a 1-form βt, so that:
∇tXY = ∇0XY + βt(X)JY ,
with βt = −tu∗θ, where uθ is at each point the unit normal bundle to the geodesic coming from 0 (with
the usual orientation) and u∗θ is the dual 1-form.
It is easy to check the following points:
• the torsion τt of ∇t is such that: ‖τt‖ = t;
• for β > 1 and r large enough, the complement Γr of the ball centered at 0 of radius r is ∇t-convex,
with infinite area;
• the curvature of ∇t is: Kt = t.th(r) − 1 at distance r from 0.
The lower bound onKt is thereforeK
m
t = t−1, and the smallest value of τ2t /Kmt is obtained for t = 2,
it is equal to 14 . So, using the same notations as above, for K4 = τ
2
0 /4, there is already a counter-example
to the results proved above for K4 > τ
2
0 /4.
An interested reader might check that one can built other examples, based on deformations of the
Levi-Civita connection of a positively curved surface (e.g. an annulus in S2 with its canonical metric) such
that convex domains with infinite area, for instance “strips” between two convex curves with constant
curvature, exist. But the limiting relations between K4 and τ0 are the same as in the hyperbolic-based
example above.
8 Some examples and further statements
This section contains some other, more precise results like theorem 0.2, and also some examples which
indicate that theorem 0.2 is, in some sense, optimal.
First note that the proof which was given actually shows a little more than what was stated, namely:
Theorem 8.1. Let K1,K2,K3 ∈ R be such that K1 < 0 and that K1 < K2 ≤ K3. Let (Σ, σ) be a
complete Riemannian surface, and let (M,µ) be a Riemannian 3-manifold. Suppose that the curvature
KΣ of Σ is bounded above by K1, and that, for all m ∈ M , the maximal and minimal curvatures of the
2-planes in TmM , KM and Km, are in [K2,K3] and such that:
KM −Km
2
√
(K1 −KM )(K1 −Km)
≤ τ0 ,
with
τ20 <
4K1
K1 −K3 if K3 ≤ 0 , τ
2
0 < 4 if K3 ≥ 0 .
Suppose further that the gradient of the sectional curvature of (M,µ) (on M) and the gradient of (Kσ)
−1/2
(on Σ) are bounded. Then there exists no C3 isometric immersion of (Σ, σ) into (M,µ).
Note that the precise value ofK2 plays no role in this statement; but we need to know thatK2 > K1 to
obtain an upper bound on the curvature of ∇˜. This hypothesis is related to the “uniform hyperbolicity”
of the immersion.
Theorem 0.2 is strongly related to a well-knowsn family of PDEs, the Monge-Ampe`re PDEs of hyper-
bolic type. Those are usually written, on a domain Ω ⊂ R2, as:
∂2u
∂x2
∂2u
∂y2
− ∂
2u
∂x∂y
= −b ,
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where b might be a function on Ω, or depend on u and maybe of its first derivatives.
Equation (5) can be written as an equation on the bundle morphism H associated to the hessian ∇2u
of u (by: (∇2u)(X,Y ) = 〈HX |Y 〉 = 〈X |HY 〉) with first order conditions meaning that H is the hessian
of a function; we get thus: {
det(H) = −b
d∇H = 0 ,
This form seems well adapted to the study of Monge-Ampe`re equations over Riemannian surfaces other
than R2. in particular, if b is everywhere equal to Kσ − K0, then this equation is verified by the
second fundamental forms of the immersions into space-forms with curvature K0. For immersions into
a 3-manifold with non-constant curvature, a right-hand side appears in the first equation of (5). This
generalization is not equivalent to what is obtained by writing (5) in term of the hessian of u; if (M,µ)
is a Riemannian manifold with Levi-Civita connection ∇ and curvature tensor R, if u : M → R is a C2
function, and if H is the bundle morphism associated to its hessian, then:
∀m ∈M, ∀X,Y ∈ TmM, (d∇H)(X,Y ) = −R(X,Y )(Du) ,
which differs from (5) because the 1-jet of u appears.
One can check that the proof given for theorem 0.2 also proves the following:
Theorem 8.2. Let ǫ0 > 0, 0 < bm ≤ bM and τ0 ≥ 0 be such that bMτ20 < 4ǫ0b2m; let (Σ, σ) be a complete
Riemannian surface with curvature K ≤ −ǫ0, b : Σ → [bm, bM ] be a C1 function with bounded gradient
on Σ, and let τ be a C0 vector field on Σ with ‖τ‖ ≤ τ0. Then the system:{
det(H) = −b
d∇H = τ ⊗ νσ
(where νσ is the area form associated to σ and H is a symmetric endomorphism field on Σ) has no C
1
solution on Σ.
The point is that such a solutionH would allow the definition of a “virtual third fundamental form” on
Σ as: III(X,Y ) = σ(HX,HY ). In addition, we could define a connection ∇˜ (as in section 2) compatible
with III, with curvature K˜ = −K/b, and torsion τ˜ = −H−1τ/b. With the hypotheses of theorem 8.2, we
would have:
‖τ˜‖III = ‖τ‖σ/b ≤ τ0/bm ,
so that:
‖τ˜‖2III ≤
τ20
b2m
<
4ǫ0
bM
≤ 4K˜ ,
and the analog of lemma 1.4 would indicate that (Σ, III, ∇˜) should be convex; while the analog of lemma
1.9 would lead to a contradiction.
There are also various possible improvements of theorem 0.2. For instance, almost all the proof takes
place “at infinity”, while the interior of (Σ, III, ∇˜) is important essentially only in the proof of lemma 1.9.
Therefore, one can check that, if (Σ, σ) is simply connected but satisfies the hypothesis of theorem 0.2
only outside a compact set, then isometric immersions remain impossible.
It is natural to wonder to what extend the conditions in theorem 0.2 are really necessary. It is not
clear concerning the hypothesis that the gradient of the sectional curvatures of (Σ, σ) and of (M,µ) are
bounded, but the following example shows that the inequalities in theorem 0.2 are necessary.
Let gλ be the symmetric 2-form defined on R
3 as:
gλ = (1 + 2λz) cosh
2(y) cosh2(z)dx⊗ dx+ (1− 2λz) cosh2(z)dy ⊗ dy + dz ⊗ dz ,
for λ > 0. It is a Riemannian metric in a neighborhood of P0 = {(x, y, z) ∈ R3 | z = 0}. Let Vǫ be such
a neighborhood:
Vǫ = {(x, y, z) ∈ R3 | |z| ≤ ǫ} .
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When λ = 0, gλ is hyperbolic (i.e. it has constant curvature −1.
gλ|P0 is hyperbolic, so we have an isometric embedding of H
2 into a Riemannian manifold with
boundary (Vǫ, gλ|Vǫ).
A rather boring computation leads to the following expression of the Riemann curvature tensor of gλ:
if (e1, e2, e3) is a orthonormal moving frame made of vectors directed by ∂/∂x, ∂/∂y and ∂/∂z, then
gλ(Rλ(e1, e2)e1, e2) = λ
2 − 1
gλ(Rλ(e1, e3)e1, e3) = λ
2 − 1
gλ(Rλ(e3, e2)e3, e2) = λ
2 − 1
gλ(Rλ(e1, e2)e1, e3) = 2λ tanh(y)
gλ(Rλ(e2, e1)e2, e3) = 0
gλ(Rλ(e3, e1)e3, e2) = 0 .
It is then a matter of computation to check that, at the point (x, y, z), the eigenvalues of Rλ remain in
the interval [λ2 − 1− 2λ tanh(y), λ2 − 1+ 2λ tanh(y)]. Therefore, for the isometric embedding of H2 into
(Vǫ, gλ|Vǫ) which we have obtained:
K1 = −1, K2 = λ2 − 1− 2λ, K3 = λ2 − 1 + 2λ ,
so that, for λ large enough:
(K3 −K2)2 = 16λ2
and
16(K2 −K1)|K1| = 16λ2 − 32λ .
As λ→∞, we get very chose to the inequalities in theorem 0.2. This example is actually related to the
one built in section 7.
The condition that K1 < 0 is also necessary, because of a classical example: T
2 = R2/Z2 admits an
isometric embedding into S3 with its canonical metric (up to a factor
√
2. This is because T 2 can be
obtained as:
T 2 = {(x, y, z, t) ∈ R4 | x2 + y2 = z2 + t2 = 1
2
}
with the induced metric, while S3 is:
S3 = {(x, y, z, t) ∈ R4 | x2 + y2 + z2 + t2 = 1}
and the embedding of T 2 in S3 follows.
If the target manifold is Lorentzian instead of Riemannian, the proof given in this paper also applies,
with the necessary changes in the hypothesis concerning the curvature of Σ and of M . In fact, the
hypothesis which are needed in this case are such that the only possible target manifolds are those with
constant negative curvature. This leads to the following result, which was already given in [Sch99]:
Theorem 8.3. Let ǫ ∈]0,−1/2[, and let (Σ, σ) be a complete Riemannian surface with curvature K
between −1 + ǫ and −ǫ, and such that the gradient K is bounded. Then there exists no C3 isometric
immersion of (Σ, σ) into the anti-de Sitter space H31 .
On the other hand, the following assertion is easy:
Proposition 8.4. Let (Σ, σ) be a complete Riemannian surface whose curvature K is larger than some
ǫ > 0. There is no isometric immersion φ of (Σ, σ) into a Lorentzian manifold (M,µ) such that, at each
s ∈ Σ:
KΣ(s) > KM (φ∗(TsΣ)) .
As a consequence, there is no strictly hyperbolic isometric immersion of a complete surface into the
Minkowski or the de Sitter space.
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