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The Bering Sea, in particular the broad eastern shelf
region that constitutes approximately 44% of its area,
is the site of some of the world’s major fisheries. It
contributes over half of the US fishery production, with
a commercial catch worth one billion dollars in 1997
(Hunt et al., 1999). It is well known, that the produc-
tivity of the Bering Sea is subject to intensive long-
term variability regulated by natural variability of the
hydrophysical and hydrochemical conditions. Tradi-
tional assessment of all kinds of variability is based on* Corresponding author. Tel.: þ1 907 474 2680.
E-mail addresses: gleb@iarc.uaf.edu, gleb.pantel@gmail.com
(G. Panteleev).
1873-9652/$ - see front matter  2013 Elsevier B.V. and NIPR. All rights
http://dx.doi.org/10.1016/j.polar.2013.10.001annually or seasonally averaged climatological fields.
Thus, accurate estimates of climatological conditions
are critical for reliable hindcast/forecast of physical,
chemical and biological productivity in the region.
In numerical modeling, climatological estimates are
important for proper specification of background fields.
Also, climatologies are often used for Newtonian
relaxation or nudging (Davies and Turner, 1977), in
data assimilation algorithms based on four-
dimensional variational data assimilation (Wunsch,
1996; Bennett, 2002), and in Ensemble Kalman
Filtration (Evensen, 1994, 2003).
The high resolution seasonal climatological tem-
perature, salinity and velocity fields in the Bering Sea
were recently derived through the four dimensional
variational data assimilation (Panteleev et al., 2012). Inreserved.
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similar climatological fields of oxygen and phosphate.
Phosphate is a nutrient necessary for phytoplankton
growth, and its concentration in different ocean layers
characterizes nutrient limitation of primary production
(Smith, 1984; Benitez-Nelson, 2000). Phosphate is
generally not considered to be limiting for primary
production in oceanic ecosystems, a distinction that is
usually accorded to nitrate (Dugdale and Goering,
1967) and iron (Martin et al., 1991, 1994; Moore
et al., 2004). In most ocean regions, phosphate is still
available in waters where nitrate is depleted (Zentara
and Kamykowski, 1977). However, in some marine
environments, the availability of phosphorus (in the
form of orthophosphate) is considered the proximal
macronutrient that limits primary production, while in
other marine environments, phosphates may only be
limiting a subset of organisms within the ecosystem
(Paytan and McLaughlin, 2007).
Dissolved oxygen is absolutely necessary for most
biological elements, and its concentration is one of the
controlling factors for breathing and metabolism of
living fauna (Breitburg et al., 1997; Diaz and
Rosenberg, 2008). Its concentration is regulated by
physical and biochemical processes such as air-sea gas
exchange, photosynthesis and respiration, bubble
mediated gas exchange, equilibration time, and water
mass mixing (e.g. Garcia et al., 2005a). The oxygen
concentration is also affected by temperature through
its effect on the solubility of oxygen in seawater and by
the effect of vertical stratification and mixing on bio-
logical production. Horizontal and vertical advection
and diffusion also play significant roles in the redis-
tribution of oxygen in the ocean (e.g. Ivanenkov, 1964;
Whitledge and Luchin, 1999).
Concentrations of oxygen and phosphates, as well
as many other chemical compounds in seawater, are
regulated by biological processes (Redfield et al.,
1963). Specifically, negative relationship was
observed between these two parameters in the euphotic
layer, based on the fact that during photosynthesis,
phosphate is consumed and oxygen is released
(Stefansson and Richards, 1964; McGill, 1964;
Ivanenkov, 1964; Holm-Hansen et al., 1966; Whit-
ledge and Luchin, 1999; Garcia et al., 2009, 2010a,b).
The conventional approach to building seasonal
climatological field is to apply two-dimensional
optimal or kriging interpolation (Whitledge and
Luchin, 1999; Luchin et al., 2009). However, these
algorithms only work properly when either the corre-
lation functions are well known or the dataset is large
and uniformly distributed (McIntosh, 1990).Unfortunately, hydrochemical observations in the
ocean are usually very sparse and patchy. The analysis
of the available hydrochemical data in the Bering Sea
reveals that the total number of vertical oxygen profiles
is about 15,111, approximately 5 times smaller than the
set of temperature/salinity data in the same region.
Also, due to strong non-linearity of hydrochemical and
biological processes, temporal variability of the
hydrochemical parameters in the ocean is very high.
Because of this, the correlation radius estimated from
these data is too large and results in over-smoothing.
Also, these algorithms do not work well in extrapola-
tion mode for regions with no data.
McIntosh (1990) showed that in a two-dimensional
(2D) case, this problem can be partly resolved by
implementation of variational interpolation. A similar
result was later obtained by Panteleev et al. (1995).
Later, Panteleev et al. (2000) proposed 2D variational
(2Dvar) interpolation with nonlinear advective
smoothing. This algorithm proved to be an efficient
tool for the interpolation of the sparse surface drifter
(velocity) observations. Unfortunately, these 2D algo-
rithms were not very efficient for interpolation of
sparse and non-uniformly distributed three-
dimensional (3D) data.
To solve this problem, we propose a 3D variational
algorithm for passive ocean tracer interpolation. The
algorithm can be viewed as a further development of
the 2Dvar non-stationary algorithm developed for
passive tracer interpolation. In this study, we applied
this algorithm for reconstruction of the 3D seasonal
climatological fields of oxygen and phosphate in the
Bering Sea.
The proposed algorithm is based on mathematical
modeling of ocean circulation. As compared with other
interpolation methods, it provides more detail and
contains no “missing data” regions. At the same time,
this modeling method includes only physical transport
of the analyzed parameters (dissolved oxygen and
phosphates) and ignores their biogeochemical trans-
formations. Lack of our knowledge of these processes
would result in substantial uncertainties in the basic
equations and coefficients of the biogeochemical block
of the model. As such, modeling biogeochemical
processes in the Bering Sea is far beyond the scope of
this study.
This paper is organized as follows. Section 2 de-
scribes the distribution of available oxygen and phos-
phate data in the Bering Sea. The variational algorithm,
statistical hypotheses, and description of the cost
function are outlined in Section 3. In Section 4, we
describe and discuss the reconstructed distributions of
Fig. 1. Spatial distribution of all available oxygen (a) and phosphate
(b) observations in the Bering Sea (15,111 oxygen and 8287 phos-
phate stations, deployed during 1928e2010).
216 G. Panteleev et al. / Polar Science 7 (2013) 214e232oxygen and phosphate in the Bering Sea. Conclusions
are provided in Section 5.
2. Data
2.1. Hydrochemical data
For the reconstruction of seasonal climatological
fields of phosphate and oxygen, we utilized hydro-
chemical observations in the Bering Sea and the
adjacent regions of the Pacific Ocean. The majority of
these data were provided by the following oceano-
graphic centers and organizations:
 Global Oceanographic Data Center, Obninsk,
Russia (RIHMI-WDC, http://meteo.ru);
 National Oceanographic Data Center (Silver
Spring, USA, http://www.nodc. noaa.gov/OC5/
SELECT/dbsearch/dbsearch.html);
 Alaska Ocean Observing System (AOOS) (UAF,
http://penguin.sfos.uaf.edu/data/).
Additional significant oceanographic information
came from other Russian sources and organizations
including RosHydroMet, the Fishery Departments
(TINRO-Center, TURNIF), Hydrographic services,
and the Academy of Science of Russia. Quality control
procedure was applied to the data acquired from all
sources. This procedure was similar to the methodol-
ogy utilized by Johnson et al. (2009), and included
several steps. First, we removed duplicated stations,
stations with coordinates located out of the ocean re-
gions and all samples with the maximum depth
exceeding the real local depth. Phosphates were
measured either in mg/l or mmol/l, we checked the
consistency of all phosphate data and transformed all
observation to the same units (mg/l)), taking as a cri-
terion the phosphate values below the euphotic layer.
Second step of the data control included comparison of
the dissolved oxygen and phosphates with the maximal
and minimal values observed in the ocean. The ob-
servations exceeding the prescribed limits were not
taken into consideration.
Finally, using the ODV software (Schlitzer, 2009),
we visually analyzed the vertical profiles of the dis-
solved oxygen and phosphate for their correspondence
to the vertical profiles typical to the Bering Sea. We
suggested that the “typical” form of vertical phosphate
distribution has a minimum in the euphotic layer and a
gradual increase of the phosphate concentration toward
the bottom. The typical oxygen profile was more
complicated and included surface and subsurfacemaxima, a minimum in the intermediate layers and a
weak increase of the oxygen concentration toward the
bottom. If the observed vertical distribution of the
phosphate and oxygen on the stations were different
from the outlined “typical” profiles, the correspondent
outliers were not considered.
The procedure of the visual analysis was applied for
the small sub-domains (3  6) within the Bering Sea
and for the different seasons taking into account the
geographical location, known multiannual and sea-
sonal mean distribution and specific features such as
frontal zones, vertical stratification, convergence and
divergence zone, local eddy dynamic, etc.
Spatial density of phosphate and oxygen observa-
tions in the Bering Sea database for the period
1928e2010 are presented in Fig. 1. As expected, the
density of observations is low in the open sea and in-
creases closer to the continental slope and the Bering
Sea coast. Fig. 2 demonstrates the distributions of the
observations of dissolved oxygen and phosphates in the
Bering Sea on seasonal and interannual scales. Natu-
rally, the highest density of oceanographic observa-
tions corresponds to the summer months, while the
number of observations during the coldest time of the
year is significantly lower. A lower number of obser-
vations in winter are related not only to unfavorable
weather conditions, but also to the fact that a signifi-
cant part of the sea is covered by ice. The number of
observations before 1935 is negligible.
Fig. 2. Seasonal (a,c) and interannual (b,d) distribution of the observations of dissolved oxygen (a,b) and phosphate (c,d) in the Bering Sea.
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profiles into the model is not computationally efficient
since, in many cases, the individual profiles do not
represent statistically independent climatological ob-
servations under the constraints of the model dy-
namics. In order to avoid this problem, existing data
were averaged over the three seasons: spring
(AprileJune), summer (JulyeSeptember) and fall
(OctobereDecember). Averaging was performed in the
vicinity of each model grid point with meridional and
zonal resolutions of 0.16 and 0.3, respectively, which
resulted in the radius about 18 km. The number of
oxygen-phosphate profiles in some model grid boxes
was not sufficient for deriving reliable estimates of
data variance; for these cases, horizontal interpolation
of statistics characterizing data variability was carried
out. The obtained climatological data and estimates of
the corresponding data STDs were used in the data
assimilation procedure.
2.2. Remotely-sensed chlorophyll data
The seasonal climatological maps of remotely-
sensed surface chlorophyll concentration (Fig. 3)
were obtained from the National Aeronautics and
Space Administration (NASA) Goddard Space Flight
Center (GSFC) website (http://oceancolor.gsfc.nasa.gov). Seasonal climatology was determined at GSFC
on the basis of ocean color data collected by Moderate
Resolution Imaging Spectroradiometer (MODIS) on
the Aqua satellite platform. The global data grids of 9-
km resolution were averaged over 2002e2011 with
periods of March 21eJune 20 (spring); June
21eSeptember 20 (summer); and September
21eDecember 20 (fall). Remotely-sensed chlorophyll
concentration (mg m3) was calculated at GSFC using
the basic algorithm described by O’Reilly et al. (1998).
High chlorophyll associated with spring phytoplankton
blooms was observed over the northeastern part of the
sea (Fig. 3a). In summer and fall, high chlorophyll
remained in the near-shore regions, while the deep part
of the sea was covered with comparatively low chlo-
rophyll concentrations (Fig. 3b and c).
2.3. Velocity data
For the approach described below, we utilized sea-
sonal three-dimensional velocity fields obtained as a
data-optimized solution of the primitive-equation
model. This approach was already used to retrieve
mean summer circulation in the northern part of the
basin (Panteleev et al., 2006) and in the Kara Sea
(Panteleev et al., 2007). The numerical model is a
modification of the C-grid, z-coordinate Ocean General
Fig. 3. Climatically averaged, remotely-sensed (MODIS-Aqua) chlorophyll distribution (mg m3) in the Bering Sea in spring (a), summer (b) and fall (c).
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Fig. 4. Mean climatological velocities at 25 m (a) and 1000 m (b).
Red arrows denote mean velocities at 1000 m estimated from Argo
floats parked at 1000 m (Yoshinari et al., 2006).
219G. Panteleev et al. / Polar Science 7 (2013) 214e232Circulation Model (OGCM) designed by Madec et al.
(1999) (see Nechaev et al., 2005, for details). The
model was configured in the domain shown in Fig. 1
with meridional and zonal resolutions of 0.16 and
0.3, respectively. The corresponding grid step (18 km)
is larger than the Rossby deformation radius for sup-
pressing mesoscale eddies, thought it is capable of
resolving major topographic and circulation features,
including the Near Strait, the Amchitka and Amukta
passes, and the Kamchatka Current. Vertically, the grid
had 34 levels with spacing ranging from 5 m near the
surface to 500 m in the deep layers. The model reso-
lution (18 km) was chosen to be somewhat larger than
typical resolution of the altimetry observations
(10 km), a resolution that barely resolves the local
deformation radius (15 km) and mesoscale eddy dy-
namics. Apart from the immense computational cost of
the eddy-resolving 4dVar assimilation (e.g., Hoteit
et al., 2010; Mazloff et al., 2010), this choice of a
coarser grid was made to avoid regularization of the
adjoint model through the artificial increase of hori-
zontal diffusion. Effectively, such an approach per-
forms optimization in the subspace of smooth model
solutions, consistent with the large diffusion of the
adjoint model, and may not converge on the “true”
optimal solution (e.g., Yaremchuk et al., 2009). A
4dVar data assimilation algorithm was configured to
find a quasi-stationary solution to model equations.
The obtained seasonal climatological velocity fields
were analyzed and validated in several publications
(Panteleev et al., 2008, 2011, 2012). Fig. 4 shows the
annual mean circulation near the surface and at 1000-
m depth. The more detailed description of the utilized
4dVar data assimilation approach and the correspond-
ing seasonal climatological velocity fields can be also
viewed in the Hydrophysical Atlas of the Bering Sea
(http://people.iarc.uaf.edu/wgleb/nprb_aleutian_
passes/bering_sea_atlas_register.php).
2.4. The upper mixed layer depth
The lower boundaries of the upper mixed layers
(UML) were calculated using seasonal temperature and
salinity distributions taken from the Hydrophysical
Atlas of the Bering Sea as the level where the density
exceeded surface density by 0.0001 g/cm3 (Fig. 5). The
deepest UML is observed in the western deep part of
the sea in spring (A) and in the eastern deep part of the
sea in fall (C). During the summer, the UML are more
uniform and show a maximum of 20 m in the central
(deep) part of the Bering Sea and minimum (w10 m)
near the coast.3. Approach
3.1. Forward and adjoint models
Evolution of the hydrochemical tracer C in 3D
ocean domain U with lateral boundary B and surface S
is described by the common equation:
vC=vtþ uvC=vxþ vvC=vyþ ðwþwCÞvC=vz
 DCDCAzvC2=vz2 T ¼ 0
ð1Þ
Here, (u, v, w) are 3-D ocean velocities, wC is the
“sinking” vertical velocity of the passive tracer, DC and
Az are the horizontal diffusion and vertical viscosity
coefficients, and T represents the 3D hydrochemical
sources. Equation (1) is subject to lateral and surface
boundary conditions.
C¼ CBðxB; yB; zBÞ; ðxB; yB; zBÞVB; C
¼ CSðxS; yS; zSÞ; ðxS; yS; zSÞVS ð2Þ
Due to a lack of data to constrain sinking vertical
passive tracer velocity, wewill suggestwC. Formally, we
may suggest that the term wCvC/vz can be included in
the source term T. The model grid resolution is 0.165
Fig. 5. The depth (m) of the upper mixed layer in the Bering Sea in spring (a), summer (b), and fall (c).
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mately 18  18 km). The model bathymetry is taken
from the ETOPO02 dataset (http://www.ngdc.noaa.gov/
mgg/fliers/01mgg04.html). There are 38 unequally
spaced levels in the vertical direction with a minimum
resolution of 5 m near the surface and 500 m near the
bottom. The 3D velocity fields were taken from avail-
able seasonal climatological states (Panteleev et al.,
2011, 2012; Hydrophysical Atlas of the Bering Sea:
http://people.iarc.uaf.edu/wgleb/nprb_aleutian_
passes/bering_sea_atlas_register.php). These velocity
fields are also non-divergent and dynamically balanced
with corresponding temperature, salinity, and sea sur-
face height fields. Velocity and SSH fields from the
Hydrophysical Atlas were recently validated and
analyzed (Panteleev et al., 2011). The numerical scheme
utilized for the integration of Equation (1) in time is the
same as in the SIOM model (Nechaev et al., 2005) and
includes leap-frog time stepping procedurewith implicit
treatment of the vertical diffusion terms. This allows us
to avoid generation of artificial sources in Equation (1).
The adjoint code of the model was constructed
analytically using transposition of the operator of the
tangent linear model and linearized in the vicinity of
the given solution of the forward model (Penenko,
1981; Wunsch, 1996). The tangent linear model was
obtained through direct differentiation of the forward
model code. Therefore, the tangent linear and adjoint
models are the exact analytical consequences of the
forward model.
In the course of data assimilation, the model solu-
tion is optimized by tuning free parameters (the so-
called control vector) of the model. The control vec-
tor of the model is composed of values of functions
specifying initial conditions, open boundary condi-
tions, and surface fluxes. The set of initial, lateral, and
surface boundary conditions of the model includes the
fields of phosphate/oxygen concentrations.
3.2. Cost function
The variational data assimilation can be formulated
as a traditional least-square problem (Marchuk, 1974;
Penenko, 1981; Le Dimet and Talagrand, 1986;
Thacker and Long, 1988). The optimal solution of
the model is found through constrained minimization
of a quadratic cost function on the space of the model
control vectors, where the cost function measures
squared weighted distances between the model solu-
tion and observations.
Statistical interpretation of the least-square method
(Thacker, 1989; Wunsch, 1996) considers the costfunction as an argument of the Gaussian probability
distribution, with cost function weights as the inverse
covariances of the corresponding data errors. Under
statistical interpretation, the optimal solution is the
most probable model state for the given data realiza-
tion and prior error statistics. Because of the sparseness
of the hydrochemical data and the limited duration of
the observational time series, practical data assimila-
tion methods commonly rely on the assumption that
the errors of different observations are d-correlated
(Thacker, 1989). Under this assumption, cost function
weights are represented by diagonal matrices, with
diagonal elements equal to the reciprocals of the cor-
responding data error variances.
In the present study, we use cost function J, which,
in addition to the “real” climatological data described
above, contains the so-called “bogus” data (Thacker,
1989), in the form of smoothness and “stationarity”
terms and an additional exponential term:
J ¼ JCþ Jsm þ Jexp þ Jst þ JT ð3:1Þ
JC¼
X
N

WCðCCÞ2
 ð3:2Þ
Jsm ¼
Z
U
WsmðDCÞ2dU ð3:3Þ
Jst ¼
Z
U
W1ðvC=dtÞ2þW2

v2C=dt2
2
du ð3:4Þ
Jexp ¼
Z
U
Wexpexpð  bðCCcrÞÞdu ð3:5Þ
JT ¼
Z
U
WTOðTÞ2þWT2ðDTÞ2du ð3:6Þ
Two groups of terms, JC and Jsm, constrain spatial
distribution of the tracer. The physical meaning of the
different terms in JC and Jsm is straightforward: mini-
mization of these terms enforces smoothness of the
model solution and attracts it to the observed data. Ac-
cording to Tziperman and Thacker (1989), the third
group, Jst, ought to force the model solution to be qua-
sistationarywith a degree defined byweightsW1 andW2.
Exponential term Jexp allows keeping the solution of the
model (1) apart from non-physical values. In the cases of
phosphate, non-physical values were defined as negative
concentrations, but in the case of oxygen, we included an
additional limitation defined by concentration equal to
maximum saturation, a function of ocean temperature
(www.helcom.fi/groups/monas/CombineManual/
222 G. Panteleev et al. / Polar Science 7 (2013) 214e232AnnexesB/en_GB/annex9app3/). Ocean temperature is
taken from the Climatological Oceanographic Atlas of
the Bering Sea. Functional JTminimizes absolute values
and smoothness of the source terms. The spatial and
temporal distributions of the “real” data error variances
WC are discussed in the Data section. The variances of
the “bogus” data (Wsm,W1,W2,WT0,WT2) are determined
through the scale analysis (e.g. Panteleev et al., 2002).
Formally, the strong constrained 4dVar data assim-
ilation algorithm presented above can be re-formulated
as a week constraint algorithm similar to the two
dimensional algorithm with non-linear advection
smoothing proposed by Panteleev et al. (2000). It was
successfully used for the analysis of the two-
dimensional velocity field (Niiler et al., 2003) and
proved to be efficient for the reconstruction physically
reasonable velocity fields in the regions with missing
drifter observations and intensive anisotropic currents
(Panteleev et al., 2002). Therefore, taking the relative
sparseness of the hydrochemical observations in the
Bering Sea, we may expect that incorporation advec-
tionediffusion constraint (1) should be more efficient
for the interpolation hydrochemical data in the regions
with strong along-slope currents than the traditional
isotropic optimal interpolation or simplified two-
dimensional spline/variational approaches (Gandin,
1965; Wahba, 1981; McIntosh, 1990).
The procedure of the first-guess initialization and
the technique of sequential minimization of the cost
function J are outlined in Panteleev et al. (2005).
Starting with some prior estimates of the model control
vector, the model run is performed to obtain the first-
guess solution. Given the solution of the forward
model, the value of the cost function J is computed,
and the adjoint model is simulated backward in time to
estimate the gradient of the cost function with respect
to the control vector. The gradient of the cost function
is then used in the quasi-Newtonian optimization al-
gorithm (Gilbert and Lemarechal, 1989) to find a better
estimate of the control vector of the model. This pro-
cedure is repeated until the norm of the cost function
gradient is sufficiently small.
4. Results and discussion
4.1. Climatological field of phosphates
Ocean phosphate concentration is defined by local,
dynamic, and chemical processes that occur during the
production and remineralization of organic matter
(Ivanenkov, 1964; McRoy et al., 1972; Whitledge and
Luchin, 1999). Oceanic phosphorus mass balance isinfluenced by input from the continents, by internal
uptake, transport, and regeneration, and by burial of
reactive phosphorus in a number of sedimentary sinks.
Phosphorus is primarily delivered to the ocean via
continental weathering, arriving to the ocean primarily
in the dissolved and particulate phases via riverine
influx (Delaney, 1998). Atmospheric deposition
through aerosols, volcanic ash, and mineral dust is also
important, particularly in remote oceanic locations
(Benitez-Nelson, 2000).
The results of this work, based on an extended
hydrochemical dataset and novel method of spatial
interpolation, are in qualitative agreement with previ-
ous results (Ivanenkov, 1964; Whitledge and Luchin,
1999; Levitus et al., 1993; Conkright et al., 2000;
Louanchi et al., 2000; Conkright et al., 2002).
4.1.1. Vertical distribution of phosphates
Phosphate distribution in the Bering Sea can be
subdivided into three distinct vertical layers (Figs. 6
and 7):
1. The upper (productive) layer, where biological
processes play the major role. Phosphate concen-
trations are at a minimum here, because intensive
photosynthesis prompts phosphate consumption by
phytoplankton, especially in the season (i.e., sum-
mer) and regions of highest primary production (cf.
Fig. 3a).
2. A layer where phosphate concentration gradually
increases. The core maximum phosphate concen-
trations in the Bering Sea are at 300e500 m and
800e1000 m. These layers have minimum depths
in the Near Strait and the southern part of the deep
region of the Bering Sea, coinciding with the
inflow and spreading of Pacific water in the Bering
Sea. Near the continental slope, maximum phos-
phate concentration is deeper.
3. A deep layer where concentration of phosphates
either weakly decreases or stays constant.4.1.2. Horizontal distribution of phosphates
Within the upper layer (e.g., 0e50 m, Fig. 6),
spatial phosphate variability is negatively correlated
with remotely-sensed chlorophyll concentration
(Fig. 3), demonstrating phosphate consumption by
phytoplankton. Phosphate concentration shows a
strong minimum in the regions with high phyto-
plankton biomassdnear Kamchatka and the eastern
shelf of the Bering Sea, especially in spring and
summer. Heating of the ocean surface, ice melting,
Fig. 6. Seasonal climatological fields of phosphate (mg/l) in the Bering Sea ((a, d, g, j) e spring, (b, e, h, k) e summer, (c, f, i, l) e fall) at different depth ((a, b, c) 7.5 m, (d, e, f) 112.5 m, (g, h, i)
212.5 m, (j, k, l) 450 m).
2
2
3
G
.
P
a
n
teleev
et
a
l.
/
P
o
la
r
S
cien
ce
7
(2
0
1
3
)
2
1
4e
2
3
2
Fig. 7. Seasonal climatological fields of phosphate (mg/l) in the Bering Sea ((a, d, g, j) e spring, (b, e, h, k) e summer, (c, f, i, l) e fall) at different depths ((a, b, c) 550 m, (d, e, f) 1100 m, (g, h,
i) 1875 m, (j, k, l) 2250 m).
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225G. Panteleev et al. / Polar Science 7 (2013) 214e232river runoff, and unstable winds promote the formation
of a stable and shallow pycnocline, creating favorable
conditions for phytoplankton growth (Sverdrup, 1953)
and phosphates consumption. Specifically, very low
phosphate concentrations were observed in spring in
the northern shallow part of the Bering Sea. In summer,
in the Norton Sound and to the north of St. Lawrence
Island, the phosphate concentrations slightly increased
(about 10 mg/L), supposedly resulting from the
discharge of two rivers: Yukon (most) and Anadyr. In
fall, the increase of phosphate concentrations in this
area could be attributed to two factors. First, autumn
convection (i.e., intensification of vertical mixing and
erosion of seasonal pycnocline) transports phosphates
from the near-bottom layer (where their concentration
is high) to the surface. Second, in fall phosphate con-
sumption by phytoplankton decrease due to light lim-
itation of phytoplankton growth resulting from
shortening of daylight and phytoplankton dispersion
below the euphotic zone resulting from the intensifi-
cation of vertical mixing (cf. Conkright et al., 2000).
Conversely, in the central part of the Bering Sea, the
pycnocline is not as strong as in the shallow regions,
the upper mixed layer is deeper (Fig. 5), phytoplankton
biomass is lower (Fig. 3), and phosphate concentration
in the upper layer is significantly higher from spring to
fall (Fig. 6a,b and c). A high concentration of phos-
phates is also observed in the dynamically active re-
gions near the continental slope and in the Aleutian
Passes. This is due to the intensive vertical and hori-
zontal water exchange in the straits and in the regions
with strong topography gradients.
Beneath the photosynthetic layer, the phosphate
concentration increases. In deep layers, the spatial
variability of phosphates is mostly regulated by hori-
zontal and vertical advection and diffusion. The upper
part of the intermediate layer (i.e., between 112.5 and
212.5 m) is also influenced by seasonal variability.
During spring and summer, the phosphate maxima can
be seen in the southwestern part of the Bering Sea and
near the Aleutian Arc passes, due to the inflow of
Pacific Water (Fig. 6dei). This Pacific water forms in
the Gulf of Alaska during the winter and spring and has
a high phosphate concentration.
During fall, phosphate concentrations at
112.5e212.5 m differ from the patterns observed
during spring and summer. In particular, in the deep
part of the Bering Sea phosphate concentrations in fall
are significantly smaller. The observed patterns look
like a result of large-scale horizontal transport and
vertical mixing within the Bering Sea basin. Indeed,
during the warm season the concentration ofphosphates in the Alaskan Coastal Current decreases
due to intensive phytoplankton growth (e.g. Mordy
et al., 2005). In the Aleutian Passes, phosphate con-
centration increases near the surface due to intensive
vertical mixing (Ladd et al., 2005; Stabeno et al., 2005)
and decreases in the intermediate layers. The modified
water masses enter the central part of the Bering Sea
and move along the continental slope where undergo
addition vertical mixing due to intensive tides and eddy
formation (Mizobata et al., 2002; Okkonen et al., 2001;
Paluszkiewicz and Niebauer, 1984; Cokelet and
Stabeno, 1997; Springer et al., 1996; Schumacher
and Stabeno, 1994; Schumacher and Reed, 1992).
This mixing results in increase in phosphate concen-
trations near the surface and its decrease in the inter-
mediate (up to 500) layers (Springer et al., 1996;
Falkowski et al., 1991).
In the lower part of the intermediate layer (i.e.,
450e550 m; Figs. 6jel, 7aec), phosphate concentra-
tion is fairly similar during all seasons (spring, sum-
mer, and fall): the maximum phosphate concentrations
are in the southwestern part of the deep area of the
Bering Sea, while low phosphates are observed in its
eastern and northeastern parts. The phosphate distri-
butions at 450e550 m suggest a cyclonic circulation
pattern in the Bering Sea (cf. Fig. 4) and an important
role of Pacific water upon Bering Sea phosphate
distribution.
At the depths exceeding 1000 m (Fig. 7gel),
phosphate distribution is associated with different
water masses, which have their own inherent charac-
teristics (cf. Levitus et al., 1993). The phosphate con-
centrations at the depths of 1100, 1875, and 2250 m
significantly differ in the southwestern and north-
eastern deep parts of the Bering Sea. The phosphate
concentration is low in the southwestern part of the sea
and high in its northeastern part, supposedly due to a
smaller inflow of Pacific water through the Near Strait
at these depths, compared to more intensive inflow
through the deep part of the Kamchatka Strait. This
agrees well with the reconstructed phosphate distribu-
tion at 2250 m: maximum concentration can be seen
near the Kamchatka Strait, while minimum phosphates
are found elsewhere in the Aleutian Basin.
4.2. Climatological field of oxygen
Climatological fields of dissolved oxygen produced
using 3D variational algorithm are similar to the pat-
terns documented earlier (Najjar and Keeling, 1997;
Boyer et al., 1999; Locarnini et al., 2002; Garcia
et al., 2005a,b).
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Vertical distribution of dissolved oxygen in the
Bering Sea is defined by the following processes: (a)
oxygen absorption by seawater from the atmosphere;
(b) photosynthesis in the euphotic layer; (c) oxidation
of organic matter including respiration of living or-
ganisms; and (d) horizontal advection and vertical
mixing. Of these, oxygen absorption and photosyn-
thesis are most important when defining oxygen
accumulation in the upper layer, while oxidation,
advection, and diffusion are mostly responsible for
redistribution of oxygen downward from the surface in
the deep regions. Both photosynthesis and oxidation of
organic matter are most intensive in the zones of high
productivity (associated with the zones of high chlo-
rophyll concentration), resulting in a nonlinear rela-
tionship and the absence of evident correlation
between oxygen concentration (Figs. 8 and 9) and
remotely-sensed chlorophyll (Fig. 3).
Large-scale features of oxygen distribution remain
persistent in the Bering Sea during all seasons. In the
deep part of the Bering Sea, vertical oxygen distribu-
tion includes several typical layers (Figs. 8 and 9):
1. Upper layer with maximum oxygen concentration.
Here, seasonal oxygen variability depends mostly
on photosynthesis, respiration, and temperature-
regulated oxygen solubility. The lower boundary
of the upper layer has minimum depths in the
western part of the Aleutian Arc (w100 m) and in
the southern part of the deep basin (cf. Boyer et al.,
1999; Whitledge and Luchin, 1999). Near the
continental slope, the lower boundary of the upper
layer deepens to 200 m. In spring (the most pro-
ductive season; Fig. 3a), intensive photosynthesis
(Fig. 3a) results in oxygen concentration higher
than in summer and fall (cf. Najjar and Keeling,
1997).
2. Subsurface layer, where oxygen concentration de-
creases due to respiration and decomposition of
organic matter. This layer is characterized by the
strongest vertical oxygen gradients (oxycline) in
the entire Bering Sea. The lower boundary of this
layer varies between 300 m and 600 m. This layer
is deepest in the regions where Pacific water enters
the Bering Strait (e.g., the Near Strait); it is also
deeper along the continental slopes. Seasonal dis-
placements of the oxycline are similar to the sea-
sonal displacement of the thermocline (Najjar and
Keeling, 1997; Luchin et al., 1999, 2009).
3. The layer of oxygen minimum. In the Bering Sea,
the core of this layer is usually between 600 m and1000 m. The minimum layer stays closer to the
surface in the central part of the deep region due to
upwelling in this area and deepens near the conti-
nental slopes and along the Aleutian Arc. This
deepening results from generation of anti-cyclonic
eddies along the slope and corresponding intensi-
fication of the near-bottom velocities and vertical
and horizontal water exchange in these regions.
The variability of the eddy kinetic energy along the
eastern continental slope was recently analyzed in
Panteleev et al. (2012).
4. The deep layer where oxygen concentration
slightly increases toward the bottom.4.2.2. Horizontal distribution of oxygen
Within the photosynthetic layer, maximum oxygen
concentrations were observed in the northern part of
the sea, noted earlier by Boyer et al. (1999), Whitledge
and Luchin (1999), and Luchin et al. (2009). Low
oxygen concentration can be seen in the regions
affected by Pacific water entering the Bering Sea
through the Near Strait and the Aleutian Passes. In
summer and fall, the oxygen concentrations are lower
than in spring, following decreased oxygen solubility
at high temperatures in summer and decomposition of
organic matter in fall (cf. Boyer et al., 1999; Whitledge
and Luchin, 1999; Luchin et al., 2009 Talley, 2007;
Garcia et al., 2010a,b; Stabeno et al., 2010).
Low oxygen concentration can be also seen in the
eastern part of the Bering Sea, in Norton Sound and
Bristol Bay, attributed to relatively high temperatures
in these regions. On the eastern Bering Sea Shelf,
during spring, summer, and early fall seasons atmo-
spheric heating and river runoff favor formation of
strong pycnocline. This in turn limits mixing between
oxygen-rich euphotic layer and oxygen-poor deep
waters and explains increased oxygen concentrations
near the surface.
Relatively high oxygen concentrations along the
continental slopes result from horizontal advection and
mixing between shelf water and water from the deep
regions of the Bering Sea. In the cold layer (e.g., at
112.5 m), oxygen concentration is mostly defined by
local temperature (solubility) and large-scale circula-
tion in the deep part of the Bering Sea (Fig. 4).
Because of this, minimum oxygen concentrations are
seen near the Aleutian Arc and near the eastern con-
tinental slope, where temperatures are higher.
In the warm intermediate layer (e.g.,
w212.5e550 m; Figs. 8gel, 9aec), oxygen concen-
tration is affected by advection of Pacific water,
Fig. 8. Seasonal climatological fields of oxygen (ml/l) in the Bering Sea ((a, d, g, j) e spring, (b, e, h, k) e summer, (c, f, i, l) e fall) at different depths ((a, b, c) 7.5 m, (d, e, f) 112.5 m, (g, h, i)
212.5 m, (j, k, l) 450 m).
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Fig. 9. Seasonal climatological fields of oxygen (ml/l) in the Bering Sea ((a, d, g, j) e spring, (b, e, h, k) e summer, (c, f, i, l) e fall) at different depths ((a, b, c) 550 m, (d, e, f) 1100 m, (g, h, i)
1875 m, (j, k, l) 2250 m).
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229G. Panteleev et al. / Polar Science 7 (2013) 214e232leading to minimum oxygen concentrations in this
layer in the vicinity of the Near Strait. From there,
Pacific water moves along the northern side of the
Aleutian Arc where oxygen concentration gradually
increases. The highest oxygen concentration in this
layer is observed near the continental slope. This
maximum zone is formed due to vertical mixing
resulting from strong tides and enhanced eddy forma-
tion along the northern flank of the Aleutian Arc
formed due to baroclinic and barotropic instability of
local currents (see for example Fig. 7 from Panteleev
et al., 2012). These eddies transport oxygen from the
surface to the underlying layers. Additional vertical
transport of oxygen may be due to enhanced vertical
mixing in the Aleutian Passes (e.g. Mordy et al., 2005).
In fall, the oxygen concentration in this layer is higher
than in spring and summer (cf. Boyer et al., 1999).
Oxygen concentration near the lower boundary of
the minimum layer (e.g., 1100 m; Fig. 9def) is mostly
defined by ocean circulation. The currents transporting
Pacific water into the Bering Sea through the Near
Strait and the eastern part of the Kamchatka Strait, are
the two major sources of oxygen-rich water in this
layer. Other factors controlling local oxygen concen-
tration are enhanced horizontal and vertical advection
and mixing along the slopes. The two latter processes
form enhanced oxygen concentrations along the
Kamchatka continental slope and along the northern
flank of the Aleutian Arc.
Below the lower boundary of the oxygen minimum
layer (e.g., 1100, 1875, and 2250 m; Fig. 9del), the
oxygen concentration slightly increases. Maximum
oxygen concentration can be seen in the southwestern
part of the Bering Sea, indicating the inflow of Pacific
water into the Bering Sea through the deep part of the
Kamchatka Strait. Large-scale cyclonic circulation in
this layer is in good agreement with enhanced oxygen
concentration in the center of the deep Bering Sea
(upwelling) and decreased oxygen concentration along
the southeastern and northwestern continental slopes
(downwelling).
4.3. Discussion
Upon our knowledge, the presented result is the first
attempt to apply variational data assimilation approach
for reconstruction of high-resolution climatological
fields of hydrochemical parameters in the Bering Sea.
The basic advantage of the proposed approach is that it is
based on the knowledge of dynamically balanced and
non-divergent three dimensional velocity fields previ-
ously derived through the variational assimilation of allavailable hydrophysical data into the ocean model. That
is very important from mathematical point of view,
because the consistency of the utilized numerical
schemes and non-divergence of the three-dimensional
velocity field allow to obtain non-isotropic interpola-
tion of the hydrochemical parameters (defined by the
utilized constrain (1)) without artificial sources that arise
when velocity fields are divergent.
The utilization of the three-dimensional, non-
divergent velocity fields also allows projection of the
information form the upper layers to the deep regions.
That is especially important because hydrochemical
observations below 500 m in the Bering Sea are sparse.
This study was not focused on direct comparison
between the obtained fields of phosphates and dis-
solved oxygen and the results of previous investigators.
Such a comparison is problematic because of different
volume and spatio-temporal structure of data utilized
by different authors, different preprocessing algorithms
and different resolution of reconstructed fields. For
example, the available spatial distributions of phos-
phates and dissolved oxygen (e.g. www.nodc.noaa.gov/
OC5/WOA09F/pr_woa09f.html, Garcia et al., 2010a,b)
include only coarse resolution which resolves only
large scale features of these fields. Climatic Atlas of
the North Pacific Seas (Luchin et al., 2009) is based on
almost the same dataset, but does not include phos-
phates and seasonal fields of dissolved oxygen below
500 m. That is due to insufficient volume of informa-
tion and inability of the simple two dimensional
smoothing algorithm to handle this problem. By this
reason, we still can speculate that variational data
assimilation facilitates obtaining more realistic and
high resolution distributions of the hydrochemical pa-
rameters in the investigated region.
5. Conclusions
This study demonstrates that the novel 3D varia-
tional algorithm for interpolation of a passive ocean
tracer can be used for climatological reconstructions of
the fields of dissolved oxygen and phosphates in the
Bering Sea. The resulting patterns comply with the
maps produced earlier using optimal interpolation
method. However, the method used here results in
more consistent seasonal distributions of oceano-
graphic properties, provides more detail, and contains
no “missing data” regions. Vertical, spatial, and tem-
poral variability of phosphates and oxygen are in good
agreement with the large-scale circulation pattern,
upper mixed layer depth, and satellite-derived ocean
color phytoplankton productivity in the Bering Sea. In
230 G. Panteleev et al. / Polar Science 7 (2013) 214e232particular, the zones of high phytoplankton biomass
and photosynthesis coincide with the zones of low
phosphate concentration. Seasonal variability of
phosphates and oxygen is regulated by physical and
biochemical processes, including vertical mixing,
advection, oxygen solubility, and photosynthesis.
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