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SIMPLE CUNTZ-PIMSNER RINGS
TOKE MEIER CARLSEN, EDUARD ORTEGA, AND ENRIQUE PARDO
Abstract. Necessary and sufficient conditions for when every non-zero ideal in a
relative Cuntz-Pimsner ring contains a non-zero graded ideal, when a relative Cuntz-
Pimsner ring is simple, and when every ideal in a relative Cuntz-Pimsner ring is graded,
are given. A “Cuntz-Krieger uniqueness theorem” for relative Cuntz-Pimsner rings is
also given and condition (L) and condition (K) for relative Cuntz-Pimsner rings are
introduced.
1. Introduction
In [5] the two first named authors introduced the notion of a relative Cuntz-Pimsner
ring O(P,Q,ψ)(J) as an algebraic analogue of (relative) Cuntz-Pimsner C
∗-algebras (see
for example [11], [13], [7] and [9]), and showed that for instance Leavitt path algebras
(see for example [1], [2] and [17]), crossed products of a ring by a single automorphism
(also called a skew group ring, see for example [10] and [12]) and fractional skew monoid
rings of a single corner isomorphism (see [3]) can be constructed as relative Cuntz-
Pimsner rings. They also gave a complete description of the graded ideals of an arbitrary
relative Cuntz-Pimsner ring O(P,Q,ψ)(J). The purpose of this paper is to study the non-
graded ideals of such a relative Cuntz-Pimsner ring O(P,Q,ψ)(J). Although we do not
reach a complete description of all (graded or non-graded) ideals of O(P,Q,ψ)(J), we do
find necessary and sufficient conditions for when every non-zero ideal in O(P,Q,ψ)(J)
contains a non-zero graded ideal (Theorem 3.2), when O(P,Q,ψ)(J) is simple (Theorem
5.3), and when every ideal inO(P,Q,ψ)(J) is graded (Theorem 6.2). We also give a “Cuntz-
Krieger uniqueness theorem” for O(P,Q,ψ)(J) (Theorem 4.2) and introduce condition (L)
(Definition 3.1) and condition (K) (Definition 6.1) for relative Cuntz-Pimsner rings.
These results and definitions are generalizations of similar results and definitions about
Leavitt path algebras given in [17], and analogues of similar results and definitions given
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in the C∗-algebraic setting for graph C∗-algebras (see for example [14]), ultragraph C∗-
algebras (see [16]), topological graph C∗-algebras (see [8]), and (relative) Cuntz-Krieger
algebras of finitely aligned higher rank graphs (see for example [15]).
It is worth pointing out that analogues in the C∗-algebraic setting of these results do
not exist in the generality of this paper. It does not seem unreasonable to believe that
it should be possible to obtain such, but a different approach than the one used in this
paper seems to be needed.
Contents. Section 2 contains some preliminary results and the pivotal Proposition 2.6.
In Section 3 condition (L) is introduced (Definition 3.1), and sufficient and necessary
conditions for when every non-zero ideal in O(P,Q,ψ)(J) contains a non-zero graded ideal
are given (Theorem 3.2). Section 4 contains the Cuntz-Krieger uniqueness theorem
(Theorem 4.2). In Section 5 sufficient and necessary for when O(P,Q,ψ)(J) is simple are
given (Theorem 5.3), and in Section 6 condition (K) is introduced (Definition 6.1), and
sufficient and necessary conditions for when every ideal in O(P,Q,ψ)(J) is graded are given
(Theorem 6.2). In Section 7 the case when J = 0 and O(P,Q,ψ)(J) is the Toeplitz ring
T(P,Q,ψ) of (P,Q, ψ) is considered. Finally, in Section 8 and Section 9 we illustrate the
results obtained in the paper by applying them to Leavitt path algebras (Section 8),
and to crossed products of a ring by a single automorphism and fractional skew monoid
rings of a single corner isomorphism (Section 9), and thereby obtain characterizations
of when these algebras are simple. The characterization of when a Leavitt path algebra
is simple is well-know (see [17, Theorem 6.18]), whereas the characterizations of when a
crossed product of a ring by an automorphism and a fractional skew monoid ring by a
corner isomorphism are simple, to the knowledge of the authors, are new.
Notation and conventions. In this paper every ideal will be a two-sided ideal. The
set of integers will be denoted by Z, the set of positive integers will be denoted by N
and the set of non-negative integers will be denoted by N0.
We will use the same notation as in [5] with the addition that R will always denote
a fixed ring, (P,Q, ψ) will be a fixed R-system satisfying condition (FS) and J will be
a fixed faithful and ψ-compatible ideal in R. To ease notation we will let σ, S, T and
pi denote ιJR, ι
J
P , ι
J
Q and pi
J , respectively. We will repeatedly use that since (P,Q, ψ)
satisfies condition (FS), the R-system (P⊗n, Q⊗n, ψn) will for each n ∈ N also satisfy
condition (FS) (see [5, Lemma 3.8]).
2. Preliminaries
This section contains some preliminary results leading to Proposition 2.6, which is
pivotal for the rest of the paper.
Lemma 2.1. If n ∈ N, x−n ∈ O(P,Q,ψ)(J)
(−n) \ {0} and xn ∈ O(P,Q,ψ)(J)
(n) \ {0}, then
there is a p ∈ P⊗n and a q ∈ Q⊗n such that x−nT
n(q) 6= 0 and Sn(p)xn 6= 0.
Proof. Write xn as
∑k
i=1 T
n(qi)yi where qi ∈ Q
⊗n and yi ∈ O(P,Q,ψ)(J)
(0) for i =
1, 2, . . . , k. It follows from condition (FS) that there is a θ ∈ FP⊗n(Q
⊗n) such that
θqi = qi for each i = 1, 2, . . . , k. It follows that S
n(p)xn cannot be 0 for all p ∈ P
⊗n.
That x−nT
n(q) 6= 0 for some q ∈ Q⊗n can be proved in a similar way. 
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Definition 2.2. For an ideal I in R, let ψ−1(I) be the ideal{
x ∈ R | ψ(px⊗ q) ∈ I for all q ∈ Q and all p ∈ P
}
,
and let I [∞] be the ideal
∞⋂
k=1
I [k]
where I [k] is defined recursively by I [1] = I and I [k] = ψ−1
(
I [k−1]
)
∩ I for k > 1.
Recall that if I is an ideal in R, then QI = span{qx | q ∈ Q, x ∈ I} (see [5, Definition
7.1]).
Lemma 2.3. Let x ∈ R. Then x ∈ ψ−1(I) if and only if xq ∈ QI for all q ∈ Q.
Proof. Assume first that x ∈ ψ−1(I) and that q ∈ Q. Then it follows from condition
(FS) that there are q1, . . . , qm ∈ Q and p1, . . . , pm ∈ P such that xq =
∑m
i=1 qiψ(pi⊗xq).
Since each ψ(pi ⊗ xq) ∈ I, it follows that xq ∈ QI.
Assume then that x ∈ R and xq ∈ QI for all q ∈ Q, and let q ∈ Q and p ∈ P . Then
there are q1, . . . qm ∈ Q and x1, . . . , xm ∈ I such that xq =
∑m
i=1 qixi, from which it
follows that ψ(px⊗ q) = ψ(p⊗ xq) =
∑m
i=1 ψ(p⊗ qi)xi ∈ I. Thus x ∈ ψ
−1(I). 
Let us now specialise to the case where I = J .
Lemma 2.4. Let k ∈ N and x ∈ R. Then x ∈ J [k] if and only if σ(x) ∈ span{T k(q)Sk(p) |
q ∈ Q⊗k, p ∈ P⊗k}.
Proof. We will prove the lemma by induction over k. For k = 1 the lemma follows from
[5, Proposition 3.28].
Assume now that k > 1 and that x ∈ J [k−1] if and only if σ(x) ∈ span{T k−1(q)Sk−1(p) |
q ∈ Q⊗k−1, p ∈ P⊗k−1}. We will then prove that x ∈ J [k] if and only if σ(x) ∈
span{T k(q)Sk(p) | q ∈ Q⊗k, p ∈ P⊗k} for all x ∈ R. If x ∈ J [k] = ψ−1(J [k−1])∩J , then it
follows from [5, Proposition 3.28] that there are q1, . . . , qm ∈ Q and p1, . . . , pm ∈ P such
that σ(x) =
∑m
i=1 T (qi)S(pi). It follows from condition (FS) that there are q
′
1, . . . , q
′
n ∈ Q
and p′1, . . . , p
′
n ∈ P such that
∑n
j=1 θp′j ,q′jpi = pi for each i, from which it follows that
σ(x) =
m∑
i=1
T (qi)S(pi) =
m∑
i=1
n∑
j=1
T (qi)S(pi)T (q
′
j)S(p
′
j) =
n∑
j=1
T (xq′j)S(p
′
j).
It follows from Lemma 2.3 that there for each j are qj,1 . . . , qj,mj ∈ Q and xj,1, . . . , xj,mj ∈
J [k−1] such that xqj =
∑mj
l=1 qj,lxj,l, and it then follows from the induction hypothesis
that
σ(x) =
n∑
j=1
T (xq′j)S(p
′
j)
=
n∑
j=1
mj∑
l=1
T (qj,l)σ(xj,l)S(p
′
j) ∈ span{T
k(q)Sk(p) | q ∈ Q⊗k, p ∈ P⊗k}.
Conversely, if σ(x) =
∑m
i=1 T
k(qi)S
k(pi), then ιR(x)−
∑m
i=1 ι
k
Q(qi)ι
k
P (pi) ∈ T (J) (cf. [5,
Definition 3.15 and 3.16]), so it follows from [5, Lemma 3.21] that x ∈ J . If p ∈ P and
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q ∈ Q, then
σ
(
ψ(px⊗ q)
)
= S(p)
m∑
i=1
T k(qi)S
k(pi)T (q)
∈ span{T k−1(q′)Sk−1(p′) | q′ ∈ Q⊗k−1, p′ ∈ P⊗k−1},
which together with the induction hypothesis implies that ψ(px⊗ q) ∈ J [k−1], and thus
that x ∈ ψ−1(J [k−1]) ∩ J = J [k]. 
Definition 2.5. A subring A of O(P,Q,ψ)(J) has the ideal intersection property if the
implication K ∩A = {0} ⇒ K = {0} holds for every ideal K in O(P,Q,ψ)(J).
We of course have that O(P,Q,ψ)(J) itself has the ideal intersection property. We will
in this paper study when σ(R) and O(P,Q,ψ)(J)
(0) have the ideal intersection property.
We begin with O(P,Q,ψ)(J)
(0).
Let n ∈ N. Recall from [5, Section 2] that there for each p ∈ P exists a unique
R-bimodule homomorphism Sp : Q
⊗n+1 → Q⊗n characterised by Sp(q⊗qn) = ψ(p⊗q)qn
for q ∈ Q and qn ∈ Q
⊗n. Similarly, there exists for each qn ∈ Q
⊗n an R-bimodule
homomorphism Tqn : Q → Q
⊗n+1 given by Tqn(q) = qn ⊗ q for q ∈ Q. Notice that
T n(SpTqn(q)) = S(p)T
n(qn)T (q) for p ∈ P , qn ∈ Q
⊗n and q ∈ Q.
Proposition 2.6. The following 3 conditions are equivalent:
(1) The subring O(P,Q,ψ)(J)
(0) does not have the ideal intersection property.
(2) There is a non-zero graded ideal
⊕
k∈ZH
(k) in O(P,Q,ψ)(J), an n ∈ N and a
family (φk)k∈Z of injective O(P,Q,ψ)(J)
(0)-bimodule homomorphisms φk : H
(k) →
O(P,Q,ψ)(J)
(k+n) such that xφk(y) = φk+j(xy) and φk(y)x = φk+j(yx) for k, j ∈ Z,
x ∈ O(P,Q,ψ)(J)
(j) and y ∈ H(k).
(3) There is a non-zero ψ-invariant ideal I0 of R, an n ∈ N and an injective R-
bimodule homomorphism η : I0 → Q
⊗n such that SpTη(x)(q) = η(ψ(px ⊗ q)) for
p ∈ P , x ∈ I0 and q ∈ Q, and such that I0 ⊆ J
[∞].
Proof. (1)⇒ (2): Let K be a non-zero ideal in O(P,Q,ψ)(J) such that K∩O(P,Q,ψ)(J)
(0) =
{0}. Let N be the set of n ∈ N0 for which there are xi ∈ O(P,Q,ψ)(J)
(i), i = 0, 1, . . . , n
with x0 6= 0 such that
∑n
i=0 xi ∈ K. Let
∑k
i=j xi ∈ K where j ≤ k ∈ Z, xi ∈ O(P,Q,ψ)(J)
(i)
for i = j, j+1, . . . , k and xj 6= 0. If j 6= 0, then it follows from Lemma 2.1 that there is a
y−j ∈ O(P,Q,ψ)(J)
(−j) such that either y−jxj or xjy−j is non-zero. It follows that N 6= ∅.
Since K ∩ O(P,Q,ψ)(J)
(0) = {0}, it follows that 0 /∈ N . Let n = minN . Then n ∈ N.
For each k ∈ Z let
H(k) :=
{
xk ∈ O(P,Q,ψ)(J)
(k)
∣∣∣∣ ∃xk+i ∈ O(P,Q,ψ)(J)(k+i), i = 1, 2, . . . , n :
n∑
i=0
xk+i ∈ K
}
.
If x ∈ H(k) and y ∈ O(P,Q,ψ)(J)
(j), then xy, yx ∈ H(k+j). It follows that
⊕
k∈ZH
(k) is a
graded ideal in O(P,Q,ψ)(J), and since H
(0) 6= {0}, it must be the case that
⊕
k∈ZH
(k) is
non-zero.
Let k ∈ Z and let xk ∈ H
(k). It follows from Lemma 2.1 and the minimality of
n that there is a unique xk+n ∈ O(P,Q,ψ)(J)
(k+n) satisfying that there exist xk+i ∈
O(P,Q,ψ)(J)
(k+i), i = 1, 2, . . . , n − 1 such that
∑n
i=0 xk+i ∈ K. It also follows from
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Lemma 2.1 and the minimality of n that xk+n 6= 0 if xk 6= 0. Thus there is an
injective map φk : H
(k) → O(P,Q,ψ)(J)
(k+n) sending xk to xk+n. It is easy to check
that φk is a O(P,Q,ψ)(J)
(0)-bimodule homomorphism, and that xφk(y) = φk+j(xy) and
φk(y)x = φk+j(yx) when k, j ∈ Z, x ∈ O(P,Q,ψ)(J)
(j) and y ∈ H(k).
(2) ⇒ (3): We will first prove that H(0) ∩ σ(R) 6= {0}, so assume, for contradiction,
that H(0) ∩ σ(R) = {0}. Then it follows from [5, Lemma 3.21 and Theorem 7.27] that
H(0) = span
(
{T n(q)(σ(x)− pi(∆(x)))Sn(p) | n ∈ N, q ∈ Q⊗n, x ∈ J ′, p ∈ P⊗n}
∪ {σ(x)− pi(∆(x)) | x ∈ J ′}
)
for some faithful ψ-compatible ideal J ′ of R which contains J . We claim that H(0) must
contain a non-zero element of the form σ(x) − pi(∆(x)), x ∈ J ′. To see that this is the
case, let y be a non-zero element of H(0) and write it as
σ(x0)− pi(∆(x0)) +
k∑
i=1
T ni(qi)
(
σ(xi)− pi(∆(xi))
)
Sni(pi)
where k ∈ N, x0, x1, . . . , xk ∈ J
′ and ni ∈ N, qi ∈ Q
⊗ni , pi ∈ P
⊗ni for each i ∈
{1, 2, . . . , k}, and assume that
∑
i∈M T
ni(qi)
(
σ(xi) − pi(∆(xi))
)
Sni(pi) 6= 0 where M is
the set of those i’s for which ni is maximal among {n1, n2, . . . , nk}. Let n be the maximal
value of ni. It follows from condition (FS) that there are q ∈ Q
⊗n and p ∈ P⊗n such
that if we let x =
∑
i∈M ψn(p⊗ qi)xiψn(pi ⊗ q), then
σ(x)− pi(∆(x)) = Sn(p)
∑
i∈M
T ni(qi)
(
σ(xi)− pi(∆(xi))
)
Sni(pi)T
n(q) 6= 0.
Since (σ(x0) − pi(∆(x0)))T
n(q) = 0 and (σ(xi) − pi(∆(xi)))S
ni(pi)T
n(q) = 0 for each
i /∈M , it follows that
σ(x)− pi(∆(x))
= Sn(p)
(
σ(x0)− pi(∆(x0)) +
k∑
i=1
T ni(qi)
(
σ(xi)− pi(∆(xi))
)
Sni(pi)
)
T n(q) ∈ H(0).
Thus H(0) contains a non-zero element of the form σ(x) − pi(∆(x)), x ∈ J ′. If follows
from condition (FS) that there is a p′ ∈ P⊗n such that
Sn(p′)φ0
(
σ(x)− pi(∆(x)
)
6= 0,
but since Sn(p′′)(σ(x)− pi(∆(x))) = 0 for all p′′ ∈ P⊗n, it follows that
Sn(p′)φ0
(
σ(x)− pi(∆(x)
)
= φ−n
(
Sn(p′)(σ(x)− pi(∆(x))
)
= 0,
and we have reached a contradiction. Thus it must be the case that H(0) ∩ σ(R) 6= {0}.
Let I = {x ∈ R | σ(x) ∈ H(0)}. Then I is a non-zero ψ-invariant ideal of R. For each
m ∈ N0 let
Am = span
{
T n+k(q)Sk(p) | k ∈ {0, 1, . . . , m}, q ∈ Q⊗n+k, p ∈ P⊗k
}
⊆ O(P,Q,ψ)(J)
(n)
and
Im = {x ∈ I | φ0(σ(x)) ∈ Am}.
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Then I0 ⊆ I1 ⊆ I2 ⊆ . . . and each Im is a ψ-invariant two-sided ideal in R. In fact,
x ∈ Im+1, implies that ψ(px⊗ q) ∈ Im for all p ∈ P and q ∈ Q. Since I is nonzero, there
exists an x 6= 0 and an m ∈ N0 such that x ∈ Im. Choose k ∈ N such that kn ≥ m.
Then
φ(k−1)n ◦ φ(k−2)n ◦ · · · ◦ φn ◦ φ0(σ(x)) ∈ O(P,Q,ψ)(J)
(nk) \ {0}
so it follows from Lemma 2.1 that there is a p ∈ P⊗nk such that
φ−n◦φ−2n◦· · ·◦φ−(k−1)n◦φ−kn(S
nk(px)) = Snk(p)φ(k−1)n◦φ(k−2)n◦· · ·◦φn◦φ0(σ(x)) 6= 0,
from which it follows that px 6= 0. It follows from condition (FS) that there is a q ∈ Q⊗kn
such that ψkn(px⊗ q) 6= 0. We have that ψkn(px⊗ q) ∈ I0, so I0 6= {0}.
Since φ0(σ(x)) ∈ T
n(Q⊗n) for every x ∈ I0, and T
n : Q⊗n → O(P,Q,ψ)(J)
(n) is injective,
we can define η : I0 → Q
⊗n by, for x ∈ I0, letting η(x) be the unique element of Q
⊗n
such that T n(η(x)) = φ0(σ(x)). It is straightforward to check that η is an injective
R-bimodule homomorphism, and if p ∈ P , x ∈ I0 and q ∈ Q, then
T n
(
η
(
ψ(px⊗ q)
))
= φ0
(
σ
(
ψ(px⊗ q)
))
= S(p)φ0
(
σ(x)
)
T (q)
= S(p)T n
(
η(x)
)
T (q) = T n
(
SpTη(x)(q)
)
,
from which it follows that η(ψ(px⊗ q)) = SpTη(x)(q).
If x ∈ I0 then it follows from condition (FS) that there are qi ∈ Q
(n), pi ∈ P
(n),
i = 1, 2, . . . , m such that
∑m
i=0 θqi,piη(x) = η(x). We then have that
T n(η(x)) = T n
(
m∑
i=0
θqi,piη(x)
)
=
m∑
i=0
T n(qi)S
n(pi)φ0(σ(x)) = φ0
(
m∑
i=0
T n(qi)S
n(pix)
)
from which it follow that σ(x) =
∑m
i=0 T
n(qi)S
n(pix). It now follows from Lemma 2.4
that x ∈ J [n] ⊆ J . Since I0 is ψ-invariant, it follows that x ∈ J
[∞].
(3)⇒ (1): Let K be the ideal in O(P,Q,ψ)(J) generated by {σ(x)−T
n(η(x)) | x ∈ I0}.
Clearly, K is non-zero, so we just have to prove that K ∩ O(P,Q,ψ)(J)
(0) = {0}. Using
condition (FS) and the properties of η, one can show that if p ∈ P , x ∈ I0 and q ∈ Q,
then
S(p)
(
σ(x)− T n(η(x))
)
∈ span
{(
σ(x′)− T n(η(x′))
)
S(p′)
∣∣∣ x′ ∈ I0, p′ ∈ P}
and (
σ(x)− T n(η(x))
)
T (q) ∈ span
{
T (q′)(σ(x′)− T n(η(x′)))
∣∣∣ q′ ∈ Q, x′ ∈ I0}.
It follows that
K = span
({
T k(q)
(
σ(x)− T n(η(x))
) ∣∣∣ k ∈ N, q ∈ Q⊗k, x ∈ I0}
∪
{
T k(q)
(
σ(x)− T n(η(x))
)
Sl(p)
∣∣∣ k, l ∈ N, q ∈ Q⊗k, x ∈ I0, p ∈ P⊗l}
∪
{
σ(x)− T n(η(x))
∣∣∣ x ∈ I0}
∪
{
T k(q)
(
σ(x)− T n(η(x))
) ∣∣∣ l ∈ N, x ∈ I0, p ∈ P⊗l}
)
,
so to show that K ∩ O(P,Q,ψ)(J)
(0) = {0}, it sufficies to show the following 3 things:
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(i) if l ∈ N, A is a finite subset of {(k, q, x, p) | k ∈ N, q ∈ Q⊗l+k, x ∈ I0, p ∈ P
⊗k}
and B is a finite subset of {(q, x) | q ∈ Q⊗l, x ∈ I0}, then∑
(k,q,x,p)∈A
T l+k(q)σ(x)Sk(p) +
∑
(q,x)∈B
T l(q)σ(x) = 0
if and only if∑
(k,q,x,p)∈A
T l+k(q)T n(η(x))Sk(p) +
∑
(q,x)∈B
T l(q)T n(η(x)) = 0,
(ii) if A is a finite subset of {(k, q, x, p) | k ∈ N, q ∈ Q⊗k, x ∈ I0, p ∈ P
⊗k} and
x0 ∈ I0, then ∑
(k,q,x,p)∈A
T k(q)σ(x)Sk(p) + σ(x0) = 0
if and only if ∑
(k,q,x,p)∈A
T k(q)T n(η(x))Sk(p) + T n(η(x0)) = 0,
(iii) if l ∈ N, A is a finite subset of {(k, q, x, p) | k ∈ N, q ∈ Q⊗k, x ∈ I0, p ∈ P
⊗l+k}
and B is a finite subset of {(x, p) | x ∈ I0, p ∈ P
⊗l+k}, then∑
(k,q,x,p)∈A
T k(q)σ(x)Sl+k(p) +
∑
(q,x)∈B
σ(x)Sl+k(p) = 0
if and only if∑
(k,q,x,p)∈A
T k(q)T n(η(x))Sl+k(p) +
∑
(x,p)∈B
T n(η(x))Sl(p) = 0.
We will just prove (i). The other two claims can be proved in a similar way.
To prove (i), notice first that if x ∈ I0 and k ∈ N, then, since I0 ⊆ J
[∞] ⊆ J [k], it follows
from Lemma 2.4 that there are q1, . . . , qm ∈ Q
⊗k and p1, . . . , pm ∈ P
⊗k such that σ(x) =∑m
i=1 T
k(qi)S
k(pi). It follows from condition (FS) that there are q
′
1, . . . , q
′
r, q
′′
1 , . . . , q
′′
s ∈
Q⊗k and p′1, . . . , p
′
r, p
′′
1, . . . , p
′′
s ∈ P
⊗k such that
σ(x) =
m∑
i=1
T k(qi)S
k(pi) =
r∑
j=1
s∑
l=1
m∑
i=1
T k(q′j)S
k(p′j)T
k(qi)S
k(pi)T
k(q′′l )S
k(p′′l )
=
r∑
j=1
s∑
l=1
T k(q′j)S
k(p′j)σ(x)T
k(q′′l )S
k(p′′l ) =
r∑
j=1
s∑
l=1
T k(q′j)σ(ψk(p
′
jx⊗ q
′′
l ))S
k(p′′l ).
Since I0 is ψ-invariant, it follows that each ψk(p
′
jx⊗ q
′′
l ) ∈ I0 and thus that
T n(η(x)) =
r∑
j=1
s∑
l=1
T k(q′j)T
n(η(ψk(p
′
jx⊗ q
′′
l )))S
k(p′′l ).
Thus it sufficies to show that if k, l ∈ N and C is a finite subset of {(q, x, p) | q ∈
Ql+k, x ∈ I0, p ∈ P
⊗k}, then it is the case that
∑
(q,x,p)∈C T
l+k(q)σ(x)Sk(p) = 0 if and
only if
∑
(q,x,p)∈C T
l+k(q)T n(η(x))Sk(p) = 0, and that can be done using condition (FS)
and the properties of η. 
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3. Condition (L)
In this section condition (L) is introduced (Definition 3.1) and sufficient and necessary
conditions for when every non-zero ideal in O(P,Q,ψ)(J) contains a non-zero graded ideal
(Theorem 3.2) are given.
Definition 3.1. We say that a ψ-invariant ideal I in R is an ψ-invariant cycle if there
exist n ∈ N and an injective R-bimodule homomorphism η : I → Q⊗n such that
SpTη(x)(q) = η(ψ(px ⊗ q)) for p ∈ P , x ∈ I and q ∈ Q, and we say that J satisfies
condition (L) with respect to the R-system (P,Q, ψ) if there are no non-zero ψ-invariant
cycles I in R such that I ⊆ J [∞].
We will often, when it is clear from the context which R-system (P,Q, ψ) we are
working with, simply call a ψ-invariant cycle for an invariant cycle, and say that J
satisfies condition (L) instead of saying that it satisfies condition (L) with respect to
(P,Q, ψ).
Recall that if (S ′, T ′, σ′′B) is a covariant representation of (P,Q, ψ), then J(S′,T ′,σ′,B)
is defined to be the ideal {x ∈ R | σ′(x) ∈ piT ′,S′(FP (Q)} (see [5, Definition 3.23]).
Theorem 3.2. The following 4 conditions are equivalent:
(1) The ideal J satisfies condition (L).
(2) The subring O(P,Q,ψ)(J)
(0) has the ideal intersection property.
(3) Every non-zero ideal in O(P,Q,ψ)(J) contains a non-zero graded ideal.
(4) If (S ′, T ′, σ′′B) is an injective covariant representation of (P,Q, ψ) and J =
J(S′,T ′,σ′,B), then the ring homomorphism η
J
(S′,T ′,σ′,B) : O(P,Q,ψ)(J) → B from [5,
Theorem 3.29 (ii)] is injective.
Proof. (1)⇔ (2) follows from Proposition 2.6.
(2) ⇒ (3): Let K be a non-zero ideal in O(P,Q,ψ)(J). Then K ∩ O(P,Q,ψ)(J)
(0) 6= {0}
by assumption, and it follows from [5, Lemma 3.35] that the ideal H generated by
K ∩ O(P,Q,ψ)(J)
(0) is graded. Since H is obviously contained in K, this proves (3).
(3) ⇒ (2): Let K be a non-zero ideal in O(P,Q,ψ)(J). By assumption there is a
non-zero graded ideal H such that H ⊆ K. It follows from [5, Lemma 3.35] that
H∩O(P,Q,ψ)(J)
(0) 6= {0}, so alsoK∩O(P,Q,ψ)(J)
(0) 6= {0}, which proves thatO(P,Q,ψ)(J)
(0)
has the ideal intersection property.
(2)⇒ (4): LetH be the ideal inO(P,Q,ψ)(J) generated by ker η
J
(S′,T ′,σ′,B)∩O(P,Q,ψ)(J)
(0),
and let ℘ : O(P,Q,ψ)(J) → O(P,Q,ψ)(J)/H be the quotient map. Then (℘ ◦ S, ℘ ◦
T, ℘ ◦ σ,O(P,Q,ψ)(J)/H) is a surjective covariant representation of (P,Q, ψ). It fol-
lows from [5, Lemma 3.35] that H is graded, from which it follows that the repre-
sentation (℘ ◦ S, ℘ ◦ T, ℘ ◦ σ,O(P,Q,ψ)(J)/H) is graded (see [5, Definition 3.20]). Since
H ⊆ ker ηJ(S′,T ′,σ′,B), it follows that there is a ring homomorphism φ : O(P,Q,ψ)(J)/H → B
such that φ ◦ ℘ = ηJ(S′,T ′,σ′,B) and φ ◦ ℘ ◦ S = S
′, φ ◦ ℘ ◦ T = T ′ and φ ◦ ℘ ◦ σ = σ′.
Since (S ′, T ′, σ′, B) is an injective representation, it follows that also (℘ ◦ S, ℘ ◦ T, ℘ ◦
σ,O(P,Q,ψ)(J)/H) is injective. It follows from [5, Remark 3.13] that
J ⊆ J(℘◦S,℘◦T,℘◦σ,O(P,Q,ψ)(J)/H) ⊆ J(S′,T ′,σ′,B) = J.
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Thus J(℘◦S,℘◦T,℘◦σ,O(P,Q,ψ)(J)/H) = J , and it follows from [5, Theorem 3.29] that ℘ is
an isomorphism, and thus that ker ηJ(S′,T ′,σ′,B) ∩ O(P,Q,ψ)(J)
(0) = {0}. It follows by
assumption that ker ηJ(S′,T ′,σ′,B) = {0}, and thus that η
J
(S′,T ′,σ′,B) is injective.
(4) ⇒ (2): Let K be an ideal in O(P,Q,ψ)(J) such that K ∩ O(P,Q,ψ)(J)
(0) = {0},
and let ℘ : O(P,Q,ψ)(J) → O(P,Q,ψ)(J)/K be the quotient map. Then (℘ ◦ S, ℘ ◦ T, ℘ ◦
σ,O(P,Q,ψ)(J)/K) is a surjective covariant representation of (P,Q, ψ). Since σ(R) and
piT,S(FP (Q)) are subsets of O(P,Q,ψ)(J)
(0) and K ∩ O(P,Q,ψ)(J)
(0) = {0}, it follows from
[5, Proposition 3.28] that
J(℘◦S,℘◦T,℘◦σ,O(P,Q,ψ)(J)/H) = J(S,T,σ,O(P,Q,ψ)(J)) = J.
Thus ℘ = η(℘◦S,℘◦T℘◦σ,O(P,Q,ψ)(J)/K) is injective by assumption, and K = {0} which proves
that O(P,Q,ψ)(J)
(0) has the ideal intersection property. 
4. The Cuntz-Krieger uniqueness theorem
In this Section the Cuntz-Krieger uniqueness property is defined (Definition 4.1), and
the Cuntz-Krieger uniqueness result is proved (Theorem 4.2).
Definition 4.1. We say that the ideal J has the Cuntz-Krieger uniqueness property
with respect to the R-system (P,Q, ψ) if the following holds:
If (S1, T1, σ1, B1) and (S2, T2, σ2, B2) are two injective covariant representations of
(P,Q, ψ) and they are both Cuntz-Pimsner invariant relative to J , then there is a ring
isomorphism φ between R〈S1, T1, σ1〉 and R〈S2, T2, σ2〉 such that φ◦σ1 = σ2, φ◦S1 = S2
and φ ◦ T1 = T2.
We will often, when it is clear from the context which R-system (P,Q, ψ) we are
working with, simply say that J has the Cuntz-Krieger uniqueness property instead of
saying that it has the Cuntz-Krieger uniqueness property with respect to (P,Q, ψ).
Recall from [5, Definition 4.6] that J is said to be a maximal ψ-compatible ideal if
J = J ′ for any faithful ψ-compatible ideal J ′ in R satisfying J ⊆ J ′.
Theorem 4.2. The following 5 conditions are equivalent:
(1) The ideal J has the Cuntz-Krieger uniqueness property.
(2) If (S ′, T ′, σ′, B) is an injective covariant representation of (P,Q, ψ) which is
Cuntz-Pimsner invariant relative to J , then the ring homomorphism ηJ(S′,T ′,σ′,B) :
O(P,Q,ψ)(J)→ B from [5, Theorem 3.18] is injective.
(3) The subring σ(R) has the ideal intersection property.
(4) The subring O(P,Q,ψ)(J)
(0) has the ideal intersection property, and J is a maximal
ψ-compatible ideal.
(5) The ideal J satisfies condition (L) and is a maximal ψ-compatible ideal.
Proof. (1) ⇒ (2): The ring homomorphism ηJ(S′,T ′,σ′,B) : O(P,Q,ψ)(J) → B is the unique
ring homomorphism from O(P,Q,ψ)(J) to B such that η
J
(S′,T ′,σ′,B)◦σ = σ
′, ηJ(S′,T ′,σ′,B)◦S =
S ′ and ηJ(S′,T ′,σ′,B) ◦ T = T
′, so it follows by assumption that ηJ(S′,T ′,σ′,B) is injective.
(2) ⇒ (1): If (S1, T1, σ1, B1) and (S2, T2, σ2, B2) are two injective covariant represen-
tations of (P,Q, ψ) and there are both Cuntz-Pimsner invariant relative to J , then
φ = ηJ(S2,T2,σ2,B2) ◦ (η
J
(S1,T1,σ1,B1)
)−1 is a ring isomorphism between R〈S1, T1, σ1〉 and
R〈S2, T2, σ2〉 such that φ ◦ σ1 = σ2, φ ◦ S1 = S2 and φ ◦ T1 = T2.
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(2) ⇒ (3): Let K be an ideal in O(P,Q,ψ)(J) such that K ∩ σ(R) = {0}, and
let ℘ : O(P,Q,ψ)(J) → O(P,Q,ψ)(J)/K be the quotient map. Then (℘ ◦ S, ℘ ◦ T, ℘ ◦
σ,O(P,Q,ψ)(J)/K) is an injective and surjective covariant representation of (P,Q, ψ)
which is Cuntz-Pimsner invariant relative to J . It follows by assumption that ℘ =
η(℘◦S,℘◦T℘◦σ,O(P,Q,ψ)(J)/K) is injective. Thus K = {0}, which proves that σ(R) has the
ideal intersection property.
(3) ⇒ (4): Since σ(R) ⊆ O(P,Q,ψ)(J)
(0), it follows that O(P,Q,ψ)(J)
(0) has the ideal
intersection property if σ(R) has. If J is not a maximal ψ-invariant ideal, then there
exists a ψ-compatible ideal J ′ such that J ( J ′. It follows from [5, Remark 4.1] that
ρJ(T (J
′)) then would be a non-zero ideal in O(P,Q,ψ)(J) with a zero intersection with
σ(R), which would mean that σ(R) does not have the ideal intersection property. Thus
it must be the case that J is a maximal ψ-invariant ideal.
(4) ⇒ (2): Since J is a maximal ψ-compatible ideal by assumption, it follows that
J(S′,T ′,σ′,B) = J . Thus it follows from Theorem 3.2 that η
J
(S′,T ′,σ′,B) is injective.
(4)⇔ (5) follows from Theorem 3.2. 
5. Simplicity of O(P,Q,ψ)(J)
In this section sufficient and necessary conditions for when O(P,Q,ψ)(J) is simple are
given (Theorem 5.3).
Definition 5.1. We say that J is a super maximal ψ-compatible ideal if the only T -pairs
(I, J ′) of (P.Q, ψ) which satisfies that J ⊆ J ′, are (0, J) and (R,R).
Since (0, J ′) is a T -pair of (P.Q, ψ) for any any faithful ψ-compatible ideal J ′ in R,
it follows that if J is a super maximal ψ-compatible ideal, then it is also a maximal
ψ-compatible ideal.
Remark 5.2. It follows from [5, Theorem 7.27] that J is a super maximal ψ-compatible
ideal if and only if the only graded ideals in O(P,Q,ψ)(J) are {0} and O(P,Q,ψ)(J).
Theorem 5.3. The following 5 conditions are equivalent:
(1) The ring O(P,Q,ψ)(J) is simple.
(2) The subring σ(R) has the ideal intersection property and J is a super maximal
ψ-compatible ideal.
(3) The subring O(P,Q,ψ)(J)
(0) has the ideal intersection property and J is a super
maximal ψ-compatible ideal.
(4) The ideal J satisfies condition (L) and is a super maximal ψ-compatible ideal.
(5) If (S ′, T ′, σ′, B) is a non-zero covariant representation of (P,Q, ψ) which is Cuntz-
Pimsner invariant relative to J , then the ring homomorphism
ηJ(S′,T ′,σ′,B) : O(P,Q,ψ)(J)→ B
from [5, Theorem 3.18] is injective.
Proof. (1) ⇒ (2): If O(P,Q,ψ)(J) is simple, then clearly σ(R) has the ideal intersection
property. If (I, J ′) is a T -pair of (P,Q, ψ) different from (0, J), then it follows from [5,
Theorem 7.27] that HJ(I,J ′) is a non-zero ideal in O(P,Q,ψ)(J). If O(P,Q,ψ)(J) is simple,
then that would imply that HJ(I,J ′) = O(P,Q,ψ)(J) and thus (I, J
′) = (R,R) from which
it follows that J is a super maximal ψ-compatible ideal.
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(2) ⇔ (3) and (3) ⇔ (4) follow from Theorem 4.2 and the fact that J is a maximal
ψ-compatible ideal if it is a super maximal ψ-compatible ideal.
(2)⇒ (5): It follows from [5, Proposition 7.8] that (I(S′,T ′,σ′,B), J(S′,T ′,σ′,B)) is a T -pair.
Since (S ′, T ′, σ′, B) is Cuntz-Pimsner invariant relative to J , it follows from [5, Remark
3.25] that J ⊆ J(S′,T ′,σ′,B), and since (S
′, T ′, σ′, B) is non-zero, it follows from [5, Theorem
7.11] that (I(S′,T ′,σ′,B), J(S′,T ′,σ′,B)) 6= (R,R). Thus (I(S′,T ′,σ′,B), J(S′,T ′,σ′,B)) = (0, J) which
implies that (S ′, T ′, σ′, B) is an injective representation. It then follows from Theorem
4.2 that ηJ(S′,T ′,σ′,B) is injective.
(5) ⇒ (1): Let K be a proper ideal in O(P,Q,ψ)(J), and let ℘ : O(P,Q,ψ)(J) →
O(P,Q,ψ)(J)/K be the quotient map. Then (℘ ◦S, ℘ ◦T, ℘ ◦σ,O(P,Q,ψ)(J)/K) is a surjec-
tive covariant representation of (P,Q, ψ) which is Cuntz-Pimsner invariant relative to J .
It follows by assumption that ℘ = η(℘◦S,℘◦T℘◦σ,O(P,Q,ψ)(J)/K) is injective. Thus K = {0}
which proves that O(P,Q,ψ)(J) is simple. 
6. Condition (K)
In this section condition (K) is introduced (Definition 6.1), and sufficient and necessary
conditions for when every ideal in O(P,Q,ψ)(J) is graded are given (Theorem 6.2).
Recall from [5, Section 7] that if I is a ψ-invariant ideal in R, then RI = R/I, QI =
Q/QI and IP = P/IP , and ℘I denote the corresponding quotient map. Recall also that
there is an RI-bimodule homomorphism ψI : IP⊗QI → RI given by ψI(℘I(p)⊗℘I(q)) =
℘I(ψ(p⊗ q)). The triple (IP,QI , ψI) is then an RI-system satisfying condition (FS) (see
[5, Lemma 7.4]). When (I, J ′) is a T -pair, then J ′I denote the faithful ψI-compatible
ideal ℘I(J
′) in RI .
Definition 6.1. We say that the ideal J satisfies condition (K) with respect to the R-
system (P,Q, ψ) if J ′I satisfies condition (L) with respect to the RI-system (IP,QI , ψI)
whenever (I, J ′) is a T -pair of (P,Q, ψ) such that J ⊆ J ′.
We will often, when it is clear from the context which R-system (P,Q, ψ) we are
working with, simply say that J satisfies condition (K) instead of saying that it satisfies
condition (K) with respect to (P,Q, ψ).
Theorem 6.2. The following 3 conditions are equivalent:
(1) Every ideal of O(P,Q,ψ)(J) is graded.
(2) The ideal J satisfies condition (K).
(3) If (S ′, T ′, σ′, B) is a covariant representation of (P,Q, ψ) which is Cuntz-Pimsner
invariant relative to J , and (I, J ′) = ω(S′,T ′,σ′,B), then the ring homomorphism
η
(I,J ′)
(S′,T ′,σ′,B) : O(IP,QI ,ψI)(J
′
I)→ B from [5, Theorem 7.11 (ii)] is injective.
Proof. (1) ⇒ (2): Let ω = (I, J ′) be a T -pair of (P,Q, ψ) such that J ⊆ J ′ and let H
be a non-zero ideal in O(IP,QI ,ψI)(J
′
I). Recall from [5, Page 36] that there is a covariant
representation (ιωP , ι
ω
Q, ι
ω
R,O(IP,QI ,ψI)(J
′
I)) such that ι
ω
P = ι
J ′
I
IP
◦ ℘I , ι
ω
Q = ι
J ′
I
QI
◦ ℘I and
ιωR = ι
J ′
I
RI
◦℘I . It follows from [5, Remark 3.25 and Theorem 3.29] that there is a surjective
graded ring homomorphism φ : O(P,Q,ψ)(J)→ O(IP,QI ,ψI)(J
′
I) which intertwines the two
representations (S, T, σ,O(P,Q,ψ)(J)) and (ι
ω
P , ι
ω
Q, ι
ω
R,O(IP,QI ,ψI)(J
′
I)). We then have that
φ−1(H) is an ideal in O(P,Q,ψ)(J). Thus φ
−1(H) is graded by assumption. It follows that
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also H is graded. It therefore follows from Theorem 3.2 that J ′I satisfies condition (L)
with respect to the RI -system (IP,QI , ψI). This proves that J satisfies condition (K).
(2)⇒ (3): It follows from [5, Lemma 7.10] that there is an injective covariant represen-
tation (SI , TI , σI , B) of (IP,QI , ψI) such that SI = S
′ ◦℘I , TI = T
′ ◦℘I and σI = σ
′ ◦℘I .
Since piTI ,SI (FIP (QI)) = piT ′,S′(FP (Q)), it follows that J(SI ,TI ,σI ,B) = ℘I(J(S′,T ′,σ′,B)) =
℘I(J
′) = J ′I . It therefore follows from Theorem 3.2 that η
(I,J ′)
(S′,T ′,σ′,B) = η
J ′
(SI ,TI ,σI ,B)
is
injective.
(3) ⇒ (1): Let H be an ideal in O(P,Q,ψ)(J) and let ℘ : O(P,Q,ψ)(J) → O(P,Q,ψ)(J)/H
be the quotient map. Then (℘◦S, ℘◦T, ℘◦σ,O(P,Q,ψ)(J)/H) is a covariant representation
which is Cuntz-Pimsner invariant relative to J . Let (I, J ′) = ω(℘◦S,℘◦T,℘◦σ,O(P,Q,ψ)(J)/H).
Then η
(I,J ′)
(℘◦S,℘◦T,℘◦σ,O(P,Q,ψ)(J)/H)
is injective by assumption. Since ⊕n∈ZO
(n)
(IP,QI ,ψI)
(J ′I) is a
Z-grading of O(IP,QI ,ψI)(J
′
I), it follows that
⊕n∈Z℘(O
(n)
(P,Q,ψ)(J)) = ⊕n∈Zη
(I,J ′)
(℘◦S,℘◦T,℘◦σ,O(P,Q,ψ)(J)/H)
(O
(n)
(IP,QI ,ψI)
(J ′I))
is a Z-grading of O(P,Q,ψ)(J)/H . Thus H is graded. 
Remark 6.3. It follows from the above theorem that if J satisfies condition (K), then [5,
Theorem 7.27] gives a bijective correspondence between the set of all ideals of O(P,Q,ψ)(J)
and the set of T -pairs (I, J ′) of (P,Q, ψ) satisfying J ⊆ J ′.
7. Toeplitz rings
When J = {0}, then O(P,Q,ψ)(J) is the Toeplitz ring T(P,Q,ψ) and J automatically
satisfies condition (L). Thus the following 3 corollaries follow from Theorem 3.2, Theorem
4.2 and Theorem 5.3, respectively.
Corollary 7.1. If (S ′, T ′, σ′, B) is an injective covariant representation of (P,Q, ψ),
then the ring homomorphism η(S′,T ′,σ′,B) : T(P,Q,ψ) → B from [5, Theorem 1.7] is injective
if and only if J(S′,T ′,σ′,B) = {0}.
Corollary 7.2. Assume that there are no non-zero faithful ψ-compatible ideals of R. If
(S1, T1, σ1, B1) and (S2, T2, σ2, B2) are two injective covariant representations of (P,Q, ψ),
then there is a ring isomorphism φ between R〈S1, T1, σ1〉 and R〈S2, T2, σ2〉 such that
φ ◦ σ1 = σ2, φ ◦ S1 = S2 and φ ◦ T1 = T2.
Corollary 7.3. The Toeplitz ring T(P,Q,ψ) is simple if and only if (0, 0) and (R,R) are
the only T -pairs of (P,Q, ψ).
8. Leavitt path algebras
We will in this section show how we can recover from the results obtained in this
paper Theorem 6.8, Corollary 6.10, Theorem 6.16, Corollary 6.17 and Theorem 6.18 of
[17] and obtain an algebraic analogue of [6, Theorem 4.1].
Let (E0, E1, r, s) be a directed graph (ie. E0 and E1 are sets and r and s are maps
from E1 to E0) and let F be a field. When n is a positive integer, then we let En be
the set {(e1, e2, . . . , en) ∈ E
1 × E1 × · · · × E1 | r(ei) = s(ei+1) for i = 1, 2, . . . , n − 1}.
For α = (e1, e2, . . . , en) ∈ E
n we define s(α) to be s(e1) and r(α) to be r(en). For each
v ∈ E0 we let vEn denote the set {α ∈ En | s(α) = v} and we let Env denote the
set {α ∈ En | r(α) = v}. A closed path is an α ∈ En such that r(α) = s(α). The
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element s(α) is called the base of α. A closed path α = (e1, e2, . . . , en) is said to be
simple if s(ei) 6= s(e1) for each i = 2, 3, . . . , n, and to have an exit if |s(ei)E
1| > 1 for
some i ∈ {1, 2, . . . , n}.
Following [5, Example 5.8] we define R be the ring ⊕v∈E0Rv where each Rv is a copy
of F ; we let Q be R-bimodule ⊕e∈E1Qe where each Qe is a copy of F and the left and
the right multiplication are defined by
∑
e∈E1
qe1e

 ·

∑
v∈E0
rv1v

 = ∑
e∈E1
qerr(e)1e

∑
v∈E0
rv1v

 ·

∑
e∈E1
qe1e

 = ∑
e∈E1
rs(e)qe1e
where 1v denotes the unit of Rv, 1e denotes the unit of Qe, and {rv}v∈E0 and {qe}e∈E1
are families of elements from F with only a finite number of non-zero elements; we let
P be the R-bimodule ⊕e∈E1Pe where each Pe is a copy of F and the left and the right
multiplication are defined by
∑
e∈E1
pe1e

 ·

∑
v∈E0
rv1v

 = ∑
e∈E1
pers(e)1e

∑
v∈E0
rv1v

 ·

∑
e∈E1
pe1e

 = ∑
e∈E1
rr(e)pe1e
where 1e denotes the unit of Pe, and {rv}v∈E0 and {pe}e∈E1 are families of elements from
F with only a finite number of non-zero elements; and we define ψ : P ⊗R Q→ R to be
the R-bimodule homomorphism given by
∑
e∈E1
pe1e

⊗

∑
e∈E1
qe1e

 7→ ∑
v∈E0

 ∑
e∈E1v
peqe

1v,
then (P,Q, ψ) is an R-system. Recall also that if we let J be the ideal spanF{1v |
v ∈ E0, 0 < |vE1| < ∞} ⊆ R, then J is a maximal faithful ψ-compatible ideal and
O(P,Q,ψ)(J) is isomorphic to the Leavitt path algebra of (E
0, E1) (see for example [1, 2]
and [17]). It is straightforward to check that J [n] = spanF{1v | v ∈ E
0, 0 < |vEn| <∞}
for each n ∈ N from which it follows that J [∞] = spanF{1v | v ∈ E
0, 0 < |vEn| <
∞ for all n ∈ N}.
Suppose that I is a non-zero ψ-invariant cycle and let η : I → Q⊗n be an injective
R-bimodule homomorphism satisfying SpTη(x)(q) = η(ψ(px ⊗ q)) for p ∈ P , x ∈ I and
q ∈ Q. We will prove that it follows that (E0, E1, r, s) has a closed path without an exit.
We can, and will, identify Q⊗n with the R-bimodule ⊕α∈EnQα where each Qα is a copy
of F and the left and the right multiplication are defined by( ∑
α∈En
qα1α
)
·

∑
v∈E0
rv1v

 = ∑
α∈En
qαrr(α)1α

∑
v∈E0
rv1v

 ·
( ∑
α∈En
qα1α
)
=
∑
α∈En
rs(α)qα1α
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where 1α denote the unit of Qα, and {rv}v∈E0 and {qα}α∈En are families of elements of
F with only a finite number of non-zero elements. Likewise, we identify P⊗n with the R-
bimodule ⊕α∈EnPα where each Pα is a copy of F and the left and the right multiplication
are defined by ( ∑
α∈En
pα1α
)
·

∑
v∈E0
rv1v

 = ∑
α∈En
pαrr(α)1α

∑
v∈E0
rv1v

 ·
( ∑
α∈En
pα1α
)
=
∑
α∈En
rs(α)pα1α
where 1α denote the unit of Pα, and {rv}v∈E0 and {pα}α∈En are families of elements of F
with only a finite number of non-zero elements. We then have that ψn : P
⊗n⊗Q⊗n → R
is given by ( ∑
α∈En
pα1α
)
⊗
( ∑
α∈En
qα1α
)
7→
∑
v∈E0
( ∑
α∈Env
pαqα
)
1v.
Let H be the set {v ∈ E0 | 1v ∈ I}. It follows from the ψ-invariance of I that H is
hereditary (that is, whenever e ∈ E1 with s(e) ∈ H , then r(e) ∈ H). Let v ∈ H . Then
η(1v) =
∑
α∈K fα1α for some non-empty finite subset K ⊆ E
n and non-zero elements
fα ∈ F, α ∈ K. Since 1vη(1v)1v = η(1v1v1v) = η(1v), it follows that r(α) = s(α) = v
for each α ∈ K. Let α ∈ En with r(α) = s(α) = v. Since
ψn
(
1α ⊗ η(1v)
)
1α = η
(
ψn(1α1v ⊗ 1α)
)
= η(1v),
it follows that K ⊆ {α}. Hence it must be the case that there is exactly one αv ∈ E
n
with r(α) = s(α) = v, and that K consists of this element. Thus there is for each v ∈ H
a unique αv ∈ E
n with r(α) = s(α) = v and η(1v) = fαv1αv for some fαv ∈ F \ {0}.
Let v ∈ H , let αv = (e1, e2, . . . , en) and assume that there is an e
′ ∈ E1 \ {e1} with
s(e) = v. Then
η(1r(e)) = η
(
ψ(1e1v ⊗ 1e)
)
= S1eTη(1v)1e = fαvS1eT1αv1e = 0
which contradicts the fact that η is injective. Thus, for each v ∈ H it is the case that
vE1 = {e1} where e1 is the initial part of αv. It follows that every v ∈ H is the base of
a closed path which has no exit. In particular, (E0, E1, r, s) has a closed path which has
no exit.
On the other hand, it is straightforward to check that if αv = (e1, e2, . . . , en) is a closed
path without an exit, then H = {s(ei) | i ∈ {1, 2, . . . , n} is a hereditary subset of E
0,
I = spanF{1v | v ∈ H} is contained in J
[∞] and is a ψ-invariant ideal in R, and the F -
linear map η : I → Q⊗n given by 1s(ei) 7→ 1(ei,ei+1,...,en,e1,e2,...,ei−1) for i ∈ {1, 2, . . . , n} is an
injective R-bimodule homomorphism η : I → Q⊗n satisfying SpTη(x)(q) = η(ψ(px ⊗ q))
for p ∈ P , x ∈ I and q ∈ Q. Thus J satisfies condition (L) if and only every closed
path in (E0, E1, r, s) has an exit (cf. [17, Definition 6.3]). We therefore recover [17,
Theorem 6.8 and Corollary 6.10] from Theorem 4.2. By combining [17, Theorem 5.7
and Proposition 6.12] and [5, Example 7.31] with the above characterization of when
J satisfies condition (L), one sees that J satisfies condition (K) if and only if every
v ∈ E0 is either the base of no closed path or the base of at least two simple closed paths
(cf. [17, Definition 6.11]). We therefore recover [17, Theorem 6.16 and Corollary 6.17]
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from Theorem 6.2 and Remark 6.3. Finally, it follows from [17, Theorem 5.7] (cf. [5,
Example 7.31]) and Remark 5.2 that J is super maximal if and only if the only saturated
hereditary subsets of E0 are ∅ and E0, thus we recover [17, Theorem 6.18] from Theorem
5.3 and the above characterization of when J satisfies condition (L).
We will end this subsection by using Corollary 7.2 to give a uniqueness theorem for
the Toeplitz ring T(P,Q,ψ) = O(P,Q,ψ)(0).
Definition 8.1. Let E = (E0, E1, r, s) be a directed graph, let F be a field and B an
F -algebra. A Toeplitz-Cuntz-Krieger E-family in B consists of a family {pv | v ∈ E
0}
of pairwise orthogonal idempotents in B together with a family {xe, ye | e ∈ E
1} of
elements in B satisfying the following relations
(1) ps(e)xe = xe = xepr(e) for e ∈ E
1,
(2) pr(e)ye = ye = yeps(e) for e ∈ E
1,
(3) yexf = δe,fpr(e) for e, f ∈ E
1,
where δe,f denotes the Kronecker’s delta function.
Theorem 8.2. Let E = (E0, E1, r, s) be a directed graph and let F be a field. Let R
and (P,Q, ψ) be as defined above and let (S, T, σ, T(P,Q,ψ)) be the Toeplitz representation
of (P,Q, ψ). Then {σ(1v) | v ∈ E
0} together with {T (1e), S(1e) | e ∈ E
1} is a Toeplitz-
Cuntz-Krieger E-family. If B is an F -algebra and {pv | v ∈ E
0} together with {xe, ye |
e ∈ E1} is a Toeplitz-Cuntz-Krieger E-family, then there exists a unique F -algebra
homomorphism η : T(P,Q,ψ) → B satisfying η(σ(1v)) = pv for v ∈ E
0, and η(T (1e)) = xe
and η(S(1e)) = ye for e ∈ E
1. The homomorphism η is injective if and only if pv 6= 0
for each v ∈ E0 and pv 6=
∑
e∈vE1 xeye for v ∈ E
0 with 0 < |vE1| <∞.
Proof. That T(P,Q,ψ) is an F -algebra and that {σ(1v) | v ∈ E
0}∪{T (1e), S(1e) | e ∈ E
1}
is a Toeplitz-Cuntz-Krieger E-family is proved in [5, Example 1.10]. It is also proved in
[5, Example 1.10] that if B is an F -algebra and {pv | v ∈ E
0} together with {xe, ye |
e ∈ E1} is a Toeplitz-Cuntz-Krieger E-family, then there is a covariant representation
(S ′, T ′, σ′, B) of (P,Q, ψ) such that S ′(λ1e) = λye and T
′(λ1e) = λxe for e ∈ E
1 and
λ ∈ F , and σ′(λ1v) = λpv for v ∈ E
0 and λ ∈ F . It then follows from [5, Theorem 1.7]
that there is a ring homomorphism η : T(P,Q,ψ) → B such that η(σ(λ1v)) = σ
′(λ1v) = λpv
for v ∈ E0 and λ ∈ F , and η(T (λ1e)) = T
′(λ1e) = λxe and η(S(λ1e)) = S
′(λ1e) = λye
for e ∈ E1 and λ ∈ F . It follows that η is a F -algebra homomorphism and that
η(σ(1v)) = pv for v ∈ E
0, and η(T (1e)) = xe and η(S(1e)) = ye for e ∈ E
1. Since
T(P,Q,ψ) is generated, as an F -algebra, by {σ(1v) | v ∈ E
0} ∪ {T (1e), S(1e) | e ∈ E
1},
there cannot be any other F -algebra homomorphism from T(P,Q,ψ) to B which for every
v ∈ E0 maps σ(1v) to pv and for any e ∈ E
1 maps T (1e) to xe and S(1e) to ye.
The map σ is injective by [5, Theorem 1.7]. It follows that if η is injective, then pv 6= 0
for each v ∈ E0. Assume that pv 6= 0 for each v ∈ E
0. Since R = ⊕v∈E0Rv where each
Rv is a copy of F , it follows that σ
′ is injective. Thus it follows from Corollary 7.2 that
η is injective if and only if J(S′,T ′,σ′,B) = 0. It follows from [5, Lemma 3.24] that
J(S′,T ′,σ′,B) =
{
r ∈ ∆−1(FP (Q)) | σ
′(r) = piT ′,S′(∆(r))
}
.
It is proved in [5, Example 5.8] that
∆−1(FP (Q)) = spanF{1v | 0 < |vE
1| <∞},
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and is straightforward to check that ∆(1v) =
∑
e∈vE1 θ1e,1e if 1v ∈ ∆
−1(FP (Q)). It
follows that
J(S′,T ′,σ′,B) = spanF
{
1v
∣∣∣ 0 < |vE1| <∞, pv = ∑
e∈vE1
xeye
}
.
Thus η is injective if and only if pv 6= 0 for each v ∈ E
0 and pv 6=
∑
e∈vE1 xeye for v ∈ E
0
with 0 < |vE1| <∞. 
Theorem 8.2 is the algebraic analogue of [6, Theorem 4.1].
9. Crossed products of a ring by an automorphism and fractional skew
monoid rings of a corner isomorphism
We will in this section use Theorem 5.3 to give a characterization of when the fractional
skew monoid ring of a ring isomorphism is simple (Corollary 9.8), and when the crossed
product of a ring by an automorphism is simple (Corollary 9.9).
A ring R has local units if given any finite set F ⊆ R there exists an idempotent e ∈ R
such that er = re = r for every r ∈ F , in other words, the set of all idempotents of
R, Idem(R), is a directed system (with order e ≤ f if and only if ef = fe = e) and
R =
⋃
e∈Idem(R) eRe.
Let R be a ring with local units and let α : R→ R be an injective ring homomorphism
such that α(R)Rα(R) ⊆ α(R) (notice this is equivalent to α(R)Rα(R) = α(R) since
R has local units). Recall from [5, Example 5.6] that if P is the R-bimodule which is
equal to span{r1α(r2) | r1, r2,∈ R} as a set, has the additive structure it inherits from
R, and has the left and right actions given by r · p = rp and p · r = pα(r) for r ∈ R
and p ∈ P ; Q is the R-bimodule which is equal to span{α(r1)r2 | r1, r2 ∈ R} as a
set, has the additive structure it inherits from R, and has the left and right given by
r · q = α(r)q and q · r = qr for r ∈ R and q ∈ Q; and ψ : P ⊗Q→ R is the R-bimodule
homomorphism given by p⊗ q 7→ pq, then (P,Q, ψ) is an R-system. Recall also that R
is a uniquely maximal, faithful, ψ-compatible ideal and that if α is an automorphism,
then O(P,Q,ψ)(R) is isomorphic to the crossed product R×α Z of R by α. If R is unital,
and we let e = α(1) (where 1 denotes the unit of R), then e is an idempotent and
α(R) = α(R)Rα(R) = eRe. It follows from [5, Example 5.7] that we in this case have
that O(P,Q,ψ)(R) is isomorphic to the fractional skew monoid ring R[t+, t−;α] that Ara,
González-Barroso, Goodearl and Pardo have constructed in [3]. We will use these facts
together with Theorem 5.3 to give a characterization of when the crossed product R×αZ
is simple and when the fractional skew monoid ring R[t+, t−;α] is simple, but first we
introduce some notions and results that we will use for this.
Unless otherwise stated, α will just be assumed to be an injective ring homomorphism
such that α(R)Rα(R) ⊆ α(R). We let (P,Q, ψ) be the R-system defined above. Using
that R has local units, it is not difficult to see that for n ∈ N, the R-bimodule P⊗n
is isomorphic to the R-bimodule which is equal to span{r1α
n(r2) | r1, r2,∈ R} as a
set, has the additive structure it inherits from R, and has the left and right actions
given by r · p = rp and p · r = pαn(r), respectively. Likewise, Q⊗n is isomorphic to
the R-bimodule which is equal to span{αn(r1)r2 | r1, r2 ∈ R} as a set, has the additive
structure it inherits from R and has the left and right given by r·q = αn(r)q and q·r = qr,
respectively. We will simply identify P⊗n and Q⊗n with these two R-bimodules. We
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will use a · to indicate the left and right actions of R on P⊗n and Q⊗n to distinguish
these actions from the ordinary multiplication in R. It is straightforward to check that
if q ∈ Q, qn ∈ Q
⊗n and p ∈ P , then SpTqn(q) = α
n(p)α(qn)q. Let (S, T, σ,O(P,Q,ψ)(R))
denote the Cuntz-Pimsner representation of (P,Q, ψ) relative to R. Then Sn(pn)σ(r) =
Sn(pnα
n(r)), σ(r)Sn(pn) = S
n(rpn), S
n(pn)S
n′(p′n′) = S
n+n′(pnα
n(p′n′)), T
n(qn)σ(r) =
T n(qnr), σ(r)T
n(qn) = T
n(αn(r)qn), T
n(qn)T
n′(q′n′) = T
n+n′(αn
′
(qn)q
′
n′), S
n(p)T n(q) =
σ(pq) and T n(q)Sn(p) = σ(α−n(qnpn)) for n, n
′ ∈ N, pn ∈ P
n, r ∈ R, n′ ∈ P⊗n
′
,
qn ∈ Q
⊗n and qn′ ∈ Q
⊗n′ where pn, pn′ , qn and qn′ are considered as elements of R
and the multiplication of R is used. It follows that O(P,Q,ψ)(R)
(0) = σ(R), and that
O(P,Q,ψ)(R)
(n) = T n(Q⊗n) and O(P,Q,ψ)(R)
(−n) = Sn(P⊗n) for n ∈ N. We say that an
ideal I of R is strongly α-invariant if α(I) ⊆ I and α(R)Iα(R) ⊆ α(I) (this is equivalent
to α(R)Iα(R) = α(I) since R has local units).
Proposition 9.1. Let R be a ring with local units, α : R → R an injective ring ho-
momorphism satisfying α(R)Rα(R) ⊆ α(R), and let (P,Q, ψ) be the R-system defined
above. Then there is a bijective correspondence between graded ideals of O(P,Q,ψ)(R) and
strongly α-invariant ideals of R.
Proof. For each strongly α-invariant ideal I in R, let HI be the ideal in O(P,Q,ψ)(R)
generated by σ(I); and let for each graded ideal H in O(P,Q,ψ)(R), IH = {x ∈ R |
σ(x) ∈ H}. We will show that HI is a graded ideal in O(P,Q,ψ)(R), that IH is a strongly
α-invariant ideal in R, and that IHI = I and HIH = H for all strongly α-invariant
ideals I in R and all graded ideals H in O(P,Q,ψ)(R). This will establish the bijective
correspondence between the graded ideals of O(P,Q,ψ)(R) and the strongly α-invariant
ideals of R.
Let I be a strongly α-invariant ideal in R. It is not difficult to check that if we let
H(0) = σ(I) and for each n ∈ N let H(n) = span{T n(αn(r)x) | r ∈ R, x ∈ I} and
H(−n) = span{Sn(xαn(r)) | x ∈ I, r ∈ R}, then ⊕n∈ZH
(n) is an ideal in O(P,Q,ψ)(R).
Since ⊕n∈ZH
(n) contains σ(I) and itself must be contained in any ideal which contains
σ(I), it must be the case that HI = ⊕n∈ZH
(n). It follows that HI is graded and that
IHI = I.
Let H be a graded ideal in O(P,Q,ψ)(R). It is clear that IH is an ideal in R. Assume
that x ∈ IH . Choose idempotens e1, e2 ∈ R such that e1α(x)e1 = α(x) and e2xe2 = x.
Then
σ(α(x)) = S(e1α(e2))σ(x)T (α(e2)e1) ∈ H,
so α(x) ∈ IH . Assume then that r1, r2 ∈ R. Choose idempotents f1, f2 ∈ R such that
fα(r1)f1 = α(r1) and f2α(r2) = α(r2). Then
σ(α−1(α(r1)xα(r2))) = T (α(r1)f1)σ(x)S(f2α(r2)) ∈ H,
so α(r1)xα(r2) ∈ α(IH). This shows that IH is a strongly α-invariant ideal in R. Since
O(P,Q,ψ)(R)
(0) = σ(R), it follows from [5, Lemma 3.35] that H is generated by σ(IH).
Thus H = HIH . 
By combining the above result with Remark 5.2 we get the following characterization
of when R is a super maximal ψ-compatible ideal.
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Corollary 9.2. Let R be a ring with local units, α : R→ R an injective ring homomor-
phism satisfying α(R)Rα(R) ⊆ α(R), and let (P,Q, ψ) be the R-system defined above.
Then the following three conditions are equivalent:
(1) The ring R is a super maximal ψ-compatible ideal.
(2) The only graded ideals in O(P,Q,ψ)(R) are {0} and O(P,Q,ψ)(R).
(3) The only strongly α-invariant ideals in R are {0} and R.
We next introduce the multiplier ring of R (see for example [4]). A double centralizer
on R is a pair (f, g) where f : R→ R is a right R-module homomorphism and g : R→ R
is a left R-module homomorphism satisfying r1f(r2) = g(r1)r2 for all r1, r2 ∈ R. The
multiplier ring of R is the ring M(R) of all double centralizers on R with addition
defined by (f1, g1)+ (f2, g2) = (f1+ f2, g1+ g2) and product defined by (f1, g1)(f2, g2) =
(f1◦f2, g2◦g1). Notice that (IdR, IdR) is a unit ofM(R). There is a ring homomorphism
ι : R → M(R) given by ι(r) = (fr, gr) where fr(s) = rs and gr(s) = sr for r, s ∈ R.
Since R has local units, ι is injective. We will therefore simple regard R as a subring
of M(R). We then have that if u = (f, g) ∈ M(R) and r ∈ R, then ur = f(r) and
ru = g(r). It follows that R is an ideal in M(R). Notice that R =M(R) if and only if
R is unital.
Definition 9.3. Let n ∈ N and let R be a ring with local units. A ring homomorphism
α : R → R is said to be inner with periodicity n if there exist u, v ∈ M(R) such that
vu = 1 (where 1 denotes the unit ofM(R)), and αn(r) = urv and α(ur) = uα(r) for all
r ∈ R. If α is not inner of any periodicity, then it is said to be outer.
Remark 9.4. Notice that if α is an automorphism and u, v are as above, then v is the
inverse of u.
In [4] the authors introduce a topology onM(R) in the following way. A net (xλ)λ∈Λ
of elements of M(R) converges strictly to an a element x ∈ M(R) if there for every
r ∈ R exists λ0 ∈ Λ such that (xλ − x)r = r(xλ − x) = 0 for λ ≥ λ0. Since R has local
units, a net in M(R) can at most converges strictly to one element. Such an element
will, if it exists, be called the strict limit of the net. A net (xλ)λ∈Λ is Cauchy if there
for every r ∈ R exists λ0 ∈ Λ such that r(xλ − xµ) = (xλ − xµ)r = 0 for λ, µ ≥ λ0.
It is shown in [4, Proposition 1.6] that if R has local units, then every Cauchy net in
M(R) converges strictly, and that every element of M(R) is the strict limit of a net of
elements of R.
A net (rλ)λ∈Λ of elements of R that converges to the unit of M(R) is called an
approximate unit for R. Notice that in case R has local units we can construct an
approximate unit (eλ)λ∈Λ consisting of idempotents simple by letting Λ be the directed
set of finite subsets of R ordered by inclusion, and then for every λ ∈ Λ choosing an
idempotent eλ such that eλr = reλ = r for every r ∈ λ.
Definition 9.5. Let R be a ring with local units. A ring homomorphism α : R →
R is said to be strict if there exists an approximate unit (eλ)λ∈Λ for R consisting of
idempotents such that (α(eλ))λ∈Λ converges strictly.
Remark 9.6. Notice that if α is an automorphism, then it is strict (since (α(eλ))λ∈Λ
converges strictly to the unit in that case). Notice also that if R is unital, then every
ring homomorphism α : R → R is automatically strict (because the net consisting of
just 1 is an approximate unit in that case).
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Proposition 9.7. Let R be a ring with local units, α : R → R an injective ring ho-
momorphism satisfying α(R)Rα(R) ⊆ α(R), and let (P,Q, ψ) be the R-system defined
above. Consider the following three conditions:
(1) There exists an n ∈ N such that the homomorphism α is inner with periodicity
n.
(2) The ring R is a ψ-invariant cycle.
(3) The ring R does not satisfy condition (L) with respect to (P,Q, ψ).
Then (1) implies (2), and (2) implies (3). If in addition R is a super maximal ψ-
compatible ideal, and αn is strict for every n ∈ N, then (3) implies (1) and the three
conditions are equivalent.
Proof. (1)⇒ (2): Let u and v be elements in M(R) such that vu = 1, and urv = αn(r)
and α(ux) = uα(x) for all r ∈ R. Define η : R → R by η(r) = ur. Let r ∈ R. Choose
e ∈ R such that er = r. Then we have that η(r) = ur = uer = uevur = αn(e)ur. This
shows that η(R) ⊆ Q⊗n. It is clear that η is additive and injective. Let r1, r2,∈ R. Then
η(r1r2) = ur1r2 = η(r1)r2 and η(r1r2) = ur1r2 = α
n(r1)ur2 = α
n(r1)η(r2), which shows
that η is an R-bimodule homomorphism from R to Q⊗n. Let p ∈ P , r ∈ R and q ∈ Q.
Then we have that
η (ψ(p · r ⊗ q)) = η (pα(r)q) = upα(r)q = αn(p)uα(r)q
= αn(p)α(ur)q = αn(p)α(η(r))q = SpTη(r)(q).
Thus R is a ψ-invariant cycle.
(2) ⇒ (3): It is easy to see that ψ−1(R) = R from which it follows that R[∞] = R.
Thus, if R is a ψ-invariant cycle, then R does not satisfy condition (L) with respect to
(P,Q, ψ).
(3) ⇒ (1): Assume that R does not satisfy condition (L) with respect to (P,Q, ψ).
It then follows from Proposition 2.6 that there is a non-zero graded ideal
⊕
k∈ZH
(k)
in O(P,Q,ψ)(R), an n ∈ N and a family (φk)k∈Z of injective O(P,Q,ψ)(R)
(0)-bimodule ho-
momorphisms φk : H
(k) → O(P,Q,ψ)(R)
(k+n) such that xφk(y) = φk+j(xy) and φk(y)x =
φk+j(yx) for k, j ∈ Z, x ∈ O(P,Q,ψ)(R)
(j) and y ∈ H(k). Notice that also
⊕
k∈Z φk−n(H
(k−n))
is a non-zero graded ideal in O(P,Q,ψ)(R). If R is a super maximal ψ-compatible ideal,
then it follows from Corollary 9.2 that
⊕
k∈ZH
(k) =
⊕
k∈Z φk−n(H
(k−n)) = O(P,Q,ψ)(R)
from which it follows that H(0) = φ−n(H
(−n)) = O(P,Q,ψ)(R)
(0) = σ(R), φ0(H
(0)) =
O(P,Q,ψ)(R)
(n) = T n(Q⊗n) and H(−n) = O(P,Q,ψ)(R)
(−n) = Sn(P⊗n). Suppose in addition
that αn is strict, and let (eλ)λ∈Λ be an approximate unit for R consisting of idempo-
tents such that (α(eλ))λ∈Λ converges strictly. Since T
n and φ−n are injective, and Q
⊗n
and P⊗n are subsets of R, there exists for each λ ∈ Λ a unique uλ ∈ R such that
T n(uλ) = φ0(σ(eλ)) and a unique vλ ∈ R such that φ−n(S
n(vλ)) = σ(eλ). Notice that
T n(uλ) = φ0(σ(eλ)) = φ0(σ(eλeλ)) = σ(eλ)φ0(σ(eλ)) = σ(eλ)T
n(uλ) = T
n(αn(eλ)uλ).
It follows that αn(eλ)uλ = uλ. If λ, λ1 ∈ Λ and eλ1eλ = eλ1 , then
T n(αn(eλ1)uλ) = σ(eλ1)T
n(uλ) = σ(eλ1)φ0(σ(eλ))
= φ0(σ(eλ1eλ)) = φ0(σ(eλ1)) = T
n(uλ1),
from which it follows that αn(eλ1)uλ = uλ1 . Let r ∈ R. Choose λ1, λ2, λ3 ∈ Λ such that
rαn(eλ) = rα
n(eλ1) for λ ≥ λ1, eλ1eλ = eλ1 for λ ≥ λ2, and eλr = r for λ ≥ λ3. If
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λ ≥ λ1, λ2, λ3, then
ruλ = rα
n(eλ)uλ = rα
n(eλ1)uλ = ruλ1,
and
T n(uλr) = T
n(uλ)σ(r) = φ0(σ(eλ))σ(r) = φ0(σ(eλr)) = φ0(σ(r)).
This shows that (uλ)λ∈Λ is Cauchy and hence converges strictly to an element u ∈M(R).
One can by a similar method show that (vλ)λ∈Λ converges strictly to an element v ∈
M(R).
Let λ ∈ Λ. Then
σ(vλuλ) = S
n(vλ)T
n(uλ) = S
n(vλ)φ0(σ(eλ)) = φ−n(S
n(vλ)σ(eλ))
= φ−n(S
n(vλ))σ(eλ) = σ(eλ)σ(eλ) = σ(eλ),
from which it follow that vλuλ = eλ. Thus vu = 1.
Let r ∈ R. Choose λ0 ∈ Λ such that reλ = eλr = r for λ ≥ λ0. If λ ≥ λ0, then
T n(αn(r)uλ) = σ(r)φ0(σ(eλ)) = φ0(σ(reλ)) = φ0(σ(eλr)) = φ0(σ(eλ))σ(r) = T
n(uλr).
It follows that αn(r)u = ur and thus that urv = αn(r).
Let r ∈ R. Choose λ0 ∈ Λ such that eλr = r and eλα(r) = α(r) for λ ≥ λ0. If λ ≥ λ0
then
T n(α(uλr)) = T
n
(
αn+1(eλ)α(uλ)α(r)
)
= S(α(eλ))T
n(uλ)T (α(r))
= S(α(eλ))φ0(σ(eλ))T (α(r)) = φ0
(
S(α(eλ))
)
σ(eλ)T (α(r))
= φ0
(
σ(α(eλeλr))
)
= φ0
(
σ(α(r))
)
= φ0
(
σ(eλα(r))
)
= φ0(σ(eλ))σ(α(r))
= T n(uλ)σ(α(r)) = T
n(uλα(r)),
from which it follows that α(uλr) = uλα(r). Thus α(ur) = uα(r).
Hence α is inner with periodicity n in this case. 
By combining Theorem 5.3 and Corollary 9.2 with Remark 9.6, Proposition 9.7, and
the fact that O(P,Q,ψ)(R) is isomorphic to the crossed product R ×α Z of R by α when
α is an automorphism, and to the fractional skew monoid ring R[t+, t−;α] when R is
unital and α is an injective homomorphism such that α(R) = eRe for some idempotent
e ∈ R, we get the following two corollaries.
Corollary 9.8. Let R be a unital ring and let α : R → R be an injective ring homo-
morphism such that α(R) = eRe for some idempotent e ∈ R. Then the following two
statements are equivalent:
(1) The fractional skew monoid ring R[t+, t−;α] is simple.
(2) The homomorphism α is outer and the only strongly α-invariant ideals in R are
{0} and R.
Corollary 9.9. Let R be a ring with local units and let α : R → R be a ring automor-
phism. Then the following two statements are equivalent:
(1) The crossed product R×α Z is simple.
(2) The automorphism α is outer and the only strongly α-invariant ideals in R are
{0} and R.
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We end by noticing that when α is an automorphism, the condition of α being outer
is equivalent with the seemingly stronger, and perhaps more familiar, condition that α
is strongly outer.
Definition 9.10. Let n ∈ N and let R be a ring with local units and α : R→ R a ring
automorphism. If there exists an invertible element u ∈M(R) such that αn(r) = uru−1
for all r ∈ R, then α is said to be weakly inner with periodicity n. If α is not weakly
inner of any periodicity, then it is said to be strongly outer.
Proposition 9.11. Let R be a ring with local units and let α : R→ R a ring automor-
phism. Then α is outer if and only if it is strongly outer.
Proof. It follows from Remark 9.4 that if α is strongly outer, then it is also outer.
Suppose that α is not strongly outer. Then there exist n ∈ N and an invertible
element u ∈ M(R) such that αn(r) = uru−1 for all r ∈ R. If x = (f, g) ∈ M(R)
where (f, g) is a double centralizer, then we let αˆ(x) denote the double centralizer (α ◦
f ◦ α−1, α ◦ g ◦ α−1). It is easy to check that x 7→ αˆ(x) defines an automorphism αˆ of
M(R) and that αˆn(x) = uxu−1 for all x ∈M(R). In particular αˆn(u) = uuu−1 = u and
αˆn(u−1) = uu−1u−1 = u−1. Let
u′ = uαˆ(u) . . . αˆn−1(u) and v′ = αˆn−1(u−1) . . . αˆ(u−1)u−1.
Then v′u′ = 1. If r ∈ R, then
α(u′r) = αˆ(u′)α(r) = αˆ
(
uαˆ(u) . . . αˆn−1(u)
)
α(r) = αˆ(u)αˆ2(u) . . . αˆn(u)α(r)
= αˆn+1(u)αˆn+2(u) . . . αˆ2n(u)α(r) = αˆn
(
αˆ(u)αˆ2(u) . . . αˆn(u)
)
α(r)
= uαˆ(u)αˆ2(u) . . . αˆn(u)u−1α(r) = uαˆ(u)αˆ2(u) . . . αˆn−1(u)uu−1α(r) = u′α(r)
and
u′rv′ = uαˆ(u) . . . αˆn−1(u)rαˆn−1(u−1) . . . αˆ(u−1)u−1
= αˆn
(
αˆ(u) . . . αˆn−1(u)rαˆn−1(u−1) . . . αˆ(u−1)
)
= αˆ(u) . . . αˆn−1(u)αn(r)αˆn−1(u−1) . . . αˆ(u−1)
= αˆ(u) . . . αˆn−2(u)αn+1(r)αˆn−2(u−1) . . . αˆ(u−1)
...
= αˆ(u)α(n−1)n(r)αˆ(u−1) = αn
2
(r).
Thus α is inner with periodicity n2 and is therefore not outer. 
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