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BRIESKORN MANIFOLDS IN CONTACT TOPOLOGY
MYEONGGI KWON AND OTTO VAN KOERT
Abstract. In this survey, we give an overview of Brieskorn manifolds and varieties, and their
role in contact topology. We discuss open books, fillings and invariants such as contact and
symplectic homology. We also present some new results involving exotic contact structures,
invariants and orderability. The main tool for the required computations is a version of the
Morse-Bott spectral sequence. We provide a proof for the particular version that is useful for
us.
1. A brief historical overview and introduction
Brieskorn varieties are affine varieties of the form
Vε(a0, . . . , an) = {(z0, . . . , zn) ∈ Cn+1 |
n∑
j=0
z
aj
j = ε},
and are a natural generalization of Fermat varieties. They became popular after it was observed
by Hirzebruch that links of singular Brieskorn varieties at 0, meaning sets of the form
Σ(a0, . . . , an) = {(z0, . . . , zn) ∈ Cn+1 |
n∑
j=0
|zj |2 = 1 and
n∑
j=0
z
aj
j = 0},
can sometimes be homeomorphic, but not diffeomorphic to spheres. Some essential ingredients
for the necessary computations were worked out by Pham, [P], and a rather complete picture
was worked out by Brieskorn, [Br]. The above links Σ(a0, . . . , an) are now known as Brieskorn
manifolds.
In contact geometry, Brieskorn manifolds were first recognized as contact manifolds by Abe-
Erbacher, Lutz-Meckert and Sasaki-Hsu around 1975-1976, [AE, LM, Sa]. In particular, their work
showed that at least some exotic spheres admit contact structures. Around the same time, Thomas
[T] also used Brieskorn manifolds to establish existence results for contact structures on simply-
connected 5-manifolds. With hindsight, the role of Brieskorn manifolds in early constructions of
contact 5-manifolds can be clarified; a classification result for simply-connected 5-manifolds by
Smale, [Sm], combined with a homology computation, see Section 3.4, shows that every simply-
connected spin 5-manifold is actually the connected sum of Brieskorn manifolds.
Since Brieskorn manifolds also include many spheres with the standard smooth structure, these
manifolds can be used to show that there are non-standard contact structures on S2n−1 following
Eliashberg, [E]. The main ingredient is a result of Eliashberg-Gromov-McDuff stating that as-
pherical symplectic fillings for the standard contact sphere (S2n−1, ξ0) are diffeomorphic to D2n.
Smooth Brieskorn varieties, natural symplectic fillings for Brieskorn manifolds, are symplectically
aspherical, but typically have a lot of homology. Hence the contact structure on the boundary, a
Brieskorn manifold, is non-standard provided none of the exponents equals 1.
Later on, Ustilovsky, [U1], showed that there are infinitely many non-isomorphic contact struc-
tures on S4n+1 with the same formal homotopy class of almost contact structures as the standard
contact sphere.
Because Brieskorn manifolds have a rich and rather understandable structure, they are still of
interest, and in this note we will highlight some of their more recent applications to contact and
symplectic topology, including some new results on orderability and exotic contact structures.
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1.1. Exotic contact structures and applications to contact topology. In this survey, we
will start by describing classical results concerning homology and exotic spheres, and apply these
results to obtain some symplectic invariants of Brieskorn varieties, namely symplectic homol-
ogy. These invariants are in some cases invariants of the contact structure on the boundary, the
Brieskorn manifold, and we will use this to describe a multitude of exotic contact structures on
various kinds of manifolds.
To state the first result, we recall that symplectic homology, denoted by SH, is a Floer type
invariant of symplectic manifolds with contact type boundary. There are various versions of sym-
plectic homology, including equivariant symplectic homology, denoted by SHS
1
. The symplectic
manifolds we will consider will be so-called Liouville domains with vanishing first Chern class.
This means that there is an exact symplectic form and symplectic homology can be equipped with
an integer grading. We will briefly review symplectic homology in Section 5.1. The mean Euler
characteristic of the +-part of equivariant symplectic homology of a Liouville domain (W,dλ) is
then
χm(W,dλ) = lim
N→∞
1
N
N∑
k=−N
(−1)k rk SH+,S1k (W,dλ).
This limit is not always defined, and contains less information than the homology itself. Also,
by definition the mean Euler characteristic depends on the Liouville filling, and not only on the
contact type boundary. In Lemma 5.15 we will give sufficient conditions on the contact manifold
that guarantee that the mean Euler characteristic is an invariant of the contact structure on the
boundary. The precise conditions, which we will refer to as a contact manifold with convenient
dynamics, are somewhat technical. As a particular case, we point out that a contact form with a
periodic Reeb flow for which the mean index is non-zero is an example of a contact manifold with
convenient dynamics.
In view of this, consider Ξnice(S
5), the monoid of contact structures on S5 that are convex
fillable by simply-connected Liouville manifolds with vanishing first Chern class and that admit
convenient dynamics. The (boundary) connected sum is the monoid operation. Then
Theorem 1.1. Given any rational number x, there is a Stein fillable contact structure ξx on S
5
whose mean Euler characteristic equals χm(Wx, ωx) = x. Furthermore, the map
χ˜m : (Ξnice(S
5),#) −→ (Q,+)
(ξ,W ) 7−→ χm(W,ω)− 1
2
.
is a surjective monoid homomorphism.
This theorem is proved by computing this invariant for Brieskorn manifolds and applying a
simple connected sum formula. We have several other results about exotic contact structures and
invariants, but due to their more technical nature we will refer to Sections 5.5, 5.7, 5.8 and 5.10
for their statements.
We also investigate an invariant of the filling, namely symplectic homology.
Theorem 1.2. Let (Σ(a0, . . . , an), αa) be a Brieskorn manifold with filling Vε(a0, . . . , an), and
suppose that none of the exponents ai equals 1. Then SH∗(Vε(a0, . . . , an) ) does not vanish. Fur-
thermore, (Σ(a0, . . . , an), αa) is orderable.
Non-vanishing of symplectic homology follows from the fact that the Milnor number is positive.
This guarantees the existence of Lagrangian spheres which in turn imply non-vanishing of sym-
plectic homology. In particular, the same holds true for links of isolated singularities with positive
Milnor number, see Theorem 6.3. The last statement on orderability is related to non-vanishing of
symplectic homology and depends on recent work due to Albers and Merry, [AM], see Theorem 6.4
for a more precise formulation. We remind the reader that the standard contact sphere, which is
realized by any Brieskorn manifold for which at least one of the ai’s equal to 1, is not orderable.
In fact, the filling of Σ(1, a1, . . . , an) by the Brieskorn variety V0(1, a1, . . . , an), is the filling by a
ball, which has vanishing symplectic homology.
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Interestingly, the Brieskorn manifolds satisfying the above conditions, include contact manifolds
that are diffeomorphic to spheres in dimension greater than 3, so we obtain
Corollary 1.3. For n ≥ 3, there are infinitely many non-contactomorphic contact structures on
S2n−1 that are orderable.
We also give explicit examples where equivariant symplectic homology with Q-coefficients can-
not distinguish certain contact structures on S2 × S3. This is the family of Brieskorn manifolds
Σ(2k, 2, 2, 2), where we may regard Σ(0, 2, 2, 2) := OB(T ∗S2, Id) as a subcritically fillable struc-
ture on S2 × S3 (this notation is explained in Sections 4.3 and 4.4). To distinguish two of them,
we use the fact that Σ(2k, 2, 2, 2) for k > 0 does not embed into a subcritical Stein manifold.
Proposition 1.4. On S2×S3, there are Stein-fillable contact structures ξ1 and ξ2 that are not con-
tactomorphic. However, the cylindrical contact homology/equivariant symplectic homology groups
with Q-coefficients of these contact structures are isomorphic.
For non-simply-connected contact manifolds, a related, and much stronger result is already
known, namely that there are contact manifolds that are not even diffeomorphic, yet with sym-
plectomorphic symplectizations, [Co].
2. Links of isolated singularities and contact structures
Let p : (Cn, 0)→ (C, 0) be a holomorphic function with an isolated singularity at 0. Define the
singular variety V0(p) := p
−1(0). The link of the isolated singularity is defined as
L0,δ(p) := V0(p) ∩ S2n−1δ .
Put differently, if we define the function f on Cn by putting f(z) = |z|2, then L0,δ(p) is the level
set f |−1V0(p)(δ2). As 0 is an isolated singularity on V0(p), we find a small regular value δ2 of f |V0(p)
and we see that the link is a smooth manifold.
TL
iTL
Figure 1. The cone represents the singular variety, and the intersection with the sphere is the link.
The associated contact structure is ξ = T ∩ iTL.
2.0.1. Some basic definitions concerning contact manifolds. By a contact structure on an 2n−1-
dimensional manifold Y , we mean a field of hyperplanes ξ2n−2 ⊂ TY that are maximally non-
integrable. We will always work with contact structures that are globally defined as the kernel of a
smooth 1-form α, a so-called contact form. The condition that ξ is maximally non-integrable is
then equivalent to α∧dαn−1 6= 0. By a contactomorphism between (Y 2n−11 , ξ1) and (Y 2n−12 , ξ2),
we mean a diffeomorphism ψ : Y1 → Y2 with the property Tψξ1 = ξ2.
A basic theorem tells us that deformations of contact structures on a compact manifold are
always contactomorphic. More precisely.
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Theorem 2.1 (Gray stability theorem, [Gr]). Let ξt, t ∈ [0, 1] be a smooth family of contact
structures on a closed manifold Y . Then there is an isotopy ψt of Y such that
Tψt(ξ0) = ξt for each t ∈ [0, 1].
In particular, (Y, ξ0) is contactomorphic to (Y, ξ1).
2.0.2. Contact structures on links. The simplest way to define a contact structure on a link of a
singularity is to observe that, away from 0, f |V0(p) defines a strictly plurisubharmonic function on
the variety V0(p). Here we call a function f strictly plurisubharmonic if −d(df ◦ i)(·, i·) defines
a Riemannian metric on V . The link is a regular level set of this function, namely L0,δ(p) =
f |−1V0(p)(δ2), so this link carries a contact structure. To see this, put β = −df |V0(p) ◦ i. Then
α := β|L0,δ(p) is a contact form with contact structure ξ = kerα. Put differently, the contact
planes are the complex tangencies to the link L0,δ(p), so ξ = TL0,δ(p) ∩ iTL0,δ(p).
Links of holomorphic functions are examples of particularly nice contact manifolds. They are
symplectically fillable. To make this precise, we will recall three different forms of fillings.
Definition 2.2. A Liouville domain, or compact Liouville manifold, is a compact, exact
symplectic manifold (W,ω = dλ) with boundary and a globally defined Liouville vector field X,
defined by iXω = λ, such that X points outward along the boundary of W .
A Weinstein domain (W,ω = dλ) is a Liouville domain for which the corresponding Liouville
vector field is gradient-like for some Morse function f : W → R.
A Stein domain is a compact, complex manifold with a strictly plurisubharmonic function f
such that its boundary is a regular level set of f .
By the above construction with plurisubharmonic functions the boundary of a Stein domain is
a contact manifold. We call the resulting contact manifold Stein fillable.
In fact, all of the above domains carry a contact structure on the boundary: in the two remaining
cases we simply insert the Liouville vector field in the symplectic form ω obtaining a Liouville form
λ. The restriction of λ to the boundary is a contact form. We call the resulting contact manifolds
Liouville or Weinstein fillable depending on the type of the domain.
One can show that a Stein domain is always a Weinstein domain. A Liouville domain is the
weakest of these three forms of fillability, and by a theorem of Eliashberg one can deform a
Weinstein domain into a Stein domain. The monograph [CE] explains this in detail.
Remark 2.3. Links of holomorphic functions as defined above, are always Stein fillable. Indeed,
consider the variety Vε(p) := p
−1(ε). If ε > 0 is sufficiently small, the perturbed link L˜0,δ(p) =
Vε(p)∩S2n−1δ carries a contact structure that is isomorphic to the one constructed earlier by Gray
stability.
2.1. Weighted homogeneous polynomials. A particularly nice class of links of singularities is
formed by weighted homogeneous polynomials.
Definition 2.4. A function p : Cn+1 → C is called weighted homogeneous with weights
(w0, . . . , wn, d), which are all assumed to be positive integers, if for all λ ∈ C we have p(λw0z0, . . . , λwnzn) =
λdp(z0, . . . , zn).
Usually, the weights are normalized by requiring gcdi wi = 1. Note that the singular variety
V0(p) carries a C∗-action:
V0(p)× C∗ −→ V0(p)
(z0, . . . , zn;λ) −→ (λw0z0, . . . , λwnzn).
Links of weighted homogeneous polynomials carry a natural contact structure by the above
argument. The contact form provided by this argument is not the best one though, and the one
provided by the following proposition provides more insight into the structure.
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Proposition 2.5. Assume that p is a weighted homogeneous polynomial with an isolated singu-
larity at 0. Then the manifold L0,δ(p) carries the contact form
α1 =
i
2
n∑
j=0
1
wj
(zjdz¯j − z¯jdzj).
whose Reeb flow is periodic,
FlRt (z0, . . . , zn) = (e
iw0tz0, . . . , e
iwntzn).
Furthermore, the contact manifolds (L0,δ(p), kerα) and (L0,δ(p), kerα1) are contactomorphic.
Proof. The proof is essentially backwards, since we start by guessing the contact form and Reeb
field, and reconstruct the Liouville vector field from there. Once one obtains the Liouville vector
field, the contact and Reeb conditions are easily checked. Define a symplectic form on Cn by
ω := i
∑
j
1
wj
dzj ∧ dz¯j . A primitive is given by the 1-form α = i2
∑
j
1
wj
(zjdz¯j − z¯jdzj). We shall
show that α restricts to a contact form on the link of p. Let R denote the vector field generating
the S1-action induced by the C∗-action on V0(p), so
R = i
n∑
j=0
(
wjzj
∂
∂zj
− wj z¯j ∂
∂z¯j
)
.
This vector field is going to be the Reeb vector field, but this is not clear at the moment. We
claim that R is tangent to L0,δ(p). To see this observe that R lies in ker dp (and in the kernel
ker dp¯) as well as in the kernel of df , where
f = |z|2 = zz¯.
Now define the vector field X by the linear equation iXω|V0(p) = α|V0(p). Since dα = ω, it follows
that X is Liouville on V0(p). We claim that X is transverse to L0,δ(p). To see why, note first of
all that L0,δ(p) = f
−1(δ2)∩ V0(p), so we only need to check that X is transverse to level sets of f
on V0(p). Since
iRω = −1
2
∑
j
(zjdz¯j + z¯jdzj) = −1
2
df,
we have df(X) = −2ω(R,X). On the other hand, if z 6= 0, then ω(X,R) = α(R) 6= 0 as a short
computation shows. It follows that X is a Liouville vector field that is transverse to L0,δ(p). Hence
α|V0(p) = iXω|V0(p) is a contact form after restricting to a regular level set of f . It is now also clear
that R is the Reeb vector field for α, since dα(R, . . .)|L0,δ(p) = ω(R, . . .)|L0,δ(p) = 0. On L0,δ(p),
we also have α(R) = 1. Finally, the flow of R is given by the above formula.
We now come to the claim that the contact forms α and α1 have contactomorphic contact
structures. The main ingredient is the Gray stability theorem. First of all, we may assume that
1
wj
≥ 2 for all j by rescaling α. Then define a family of almost complex structures Js, s ∈ [0, 1],
on Cn+1 by
Js :=
n∑
j=0
{
cj(s)
∂
∂yj
⊗ dxj − 1
cj(s)
∂
∂xj
⊗ dyj
}
where cj(s)’s are nonzero real numbers satisfying cj(0) = 1, cj(1)+
1
cj(1)
= 1wj for all j. Such choice
of real number cj(1) can be made because of the assumption
1
wj
≥ 2. By a direct computation
we see that the function f(z) = |z|2 is strictly plurisubharmonic with respect to Js for all s and
hence we obtain a family of contact forms α˜s := −df ◦ Js|L0,δ(p) on L0,δ(p) with α˜0 = α and
dα˜1 = dα = ω with ω above.
We claim that α1 is isotopic to α˜1 which completes the proof. Note that the equation ιX1ω|V0(p) =
α1|V0(p) defines a Liouville vector field X1 on V0(p)\{0} and it is positively transverse to L0,δ(p),
i.e., X1(f) > 0. As X is also a Liouville vector field for ω that is positively transverse to L0,δ(p),
their convex sum Xt := tX1 + (1− t)X, t ∈ [0, 1], gives a family of Liouville vector field positively
transverse to L0,δ(p). The family of contact forms ιXtω gives the desired isotopy, so Gray stability
gives the conclusion. 
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The advantage of the above contact form is that the Reeb flow is periodic, so we get a locally free
circle action on the link L0,δ(p). If the defining polynomial p is homogeneous, then the resulting
action is free, and the quotient of Q(p) := L0,δ(p)/S
1 carries the structure of a symplectic manifold.
In general, the action has non-trivial, but finite isotropy and the quotient Q(p) := L0,δ(p)/S
1 will
be a symplectic orbifold.
Proposition 2.6. Links of weighted homogeneous polynomials are prequantization bundles over
symplectic orbifolds. If the defining polynomial is homogeneous, then L0,δ(p) is a prequantization
bundle over a symplectic manifold.
Let us say more precisely which symplectic orbifold or manifold we get. The link L0,δ(p) lies
inside a sphere S2n+1. The circle action induced by the Reeb flow on L0,δ(p) extends to the
sphere, and the quotient is a weighted projective space CPn(w). The quotient of the link L0,δ(p)
is a hypersurface in weighted projective space, given by the zeroset of the polynomial p.
In particular, we see that the quotient is a Ka¨hler orbifold. On the other hand, we have an
explicit nice model for the symplectization as well, namely by removing 0 from the variety V0(p),
so the symplectization is also a Ka¨hler manifold. Contact manifolds with this property are called
Sasaki, and form an area of research by themselves, [BG]. We will not pursue this line of thought,
though.
2.2. Brieskorn polynomials. We now consider an even more special class of singularities, namely
weighted homogeneous polynomials of the form
p(z0, . . . , zn) =
∑
j
z
aj
j ,
where a0, . . . , an are positive integers. We will call these polynomials Brieskorn-Pham or just
Brieskorn polynomials. If the exponents satisfy ai > 1 for all i, then a Brieskorn polynomial has
an isolated singularity at 0, so its link is a contact manifold. If one of the exponents ai of the
Brieskorn polynomial equals 1, then we are looking at the link of a smooth point, which is the
standard contact sphere.
Definition 2.7. The link of a Brieskorn polynomial is called a Brieskorn manifold.
Since we will also look the variety p−1(0) and deformations, it is useful to reserve the word
Brieskorn variety for sets of the form
Vε(a0, . . . , an) := {(z0, . . . , zn) |
∑
j
z
aj
j = ε},
where ε is a (small) deformation parameter. For ε 6= 0, this variety is non-singular. If all exponents
aj > 1, and ε = 0, then we obtain the singular variety V0(a0, . . . , an) with an isolated singularity
at 0.
Instead of taking the usual contact form on a link induced by the plurisubharmonic function
|z|2, we will use Proposition 2.5 to obtain a nicer contact form. Indeed, Brieskorn polynomials
are weighted homogeneous with weights (
lcmj aj
a0
, . . . ,
lcmj aj
an
, lcmj aj). For later convenience, we
rescale the contact form from Proposition 2.5 and always take the contact form
α =
i
2
∑
j
aj(zjdz¯j − z¯jdzj).
As mentioned before, the Reeb flow of this contact form is periodic, and this makes Brieskorn
manifolds tractable.
To simplify notation, we will often write
Vε(a) := Vε(a0, . . . , an), and Σ(a) := Σ(a0, . . . , an).
BRIESKORN MANIFOLDS IN CONTACT TOPOLOGY 7
3. Topology of Brieskorn manifolds
As a starter, we point out that Brieskorn manifolds in dimension 1 are links in the sense of
knot theory. In fact, Σ(a, b) is a torus link with gcd(a, b) components. If a and b are relatively
prime, then Σ(a, b) is an (a, b) torus knot. Some other Brieskorn manifolds can also be explicitly
identified with well-known manifolds.
Lemma 3.1. The Brieskorn manifold Σ(2, . . . , 2) is contactomorphic to (ST ∗Sn, λcan|ST∗Sn),
and the smoothed Brieskorn variety Vε(2, . . . , 2) is symplectomorphic to (T
∗Sn, dλcan).
Proof. A computation shows that the map
Σ(2, . . . , 2) −→ (ST ∗Sn ⊂ T ∗Rn+1, λcan|ST∗Sn)
q + ip 7−→ (|q|−1q, |q|p)
is a contactomorphism and that the map
V1(2, . . . , 2) −→ (T ∗Sn ⊂ T ∗Rn+1, dλcan)
q + ip 7−→ (|q|−1q, |q|p)
is a symplectomorphism. 
In the next section, we will dive into homology computations involving Brieskorn manifolds and
varieties. The essential point is that the computation of the homology groups can be reduced to
a combinatorial problem. Furthermore, there are explicit formulas for this data. These formulas
can be rather complicated though.
A few words about the organization of the proofs. If the argument is short, we give an immediate
proof. Many results will not be directly used though. We will omit the proofs of such results, and
instead just refer to the literature. This is indicated by a direct . The proof of the formula for
the Betti numbers of Brieskorn manifolds is diverted to Section 3.6.
3.1. Homology of Brieskorn varieties and manifolds. We start with some facts, and give
arguments using Lefschetz fibrations later in Section 4.5. These arguments are not the most
efficient, but they illustrate the geometric structure nicely.
Proposition 3.2 (Milnor, Theorem 6.5, page 57 in [M]). The Brieskorn variety Vε(a0, . . . , an) is
homotopy equivalent to a wedge of
∏
i(ai − 1) spheres.
The homotopy equivalence from the proposition can also be seen with Pham’s description of
Brieskorn varieties in terms of joins.
Definition 3.3. Suppose that {Ai}Ni=1 is a collection of topological spaces. The join of the Ai’s,
denoted A1 ∗ . . . ∗AN is the quotient space
{(a1, t1, . . . , aN , tN ) ∈ A1 × [0, 1]× . . . AN × [0, 1] |
N∑
i=1
ti = 1}/ ∼
where
∏N
i=1(ai, ti) ∼
∏N
i=1(a
′
i, t
′
i) if and only if ti = t
′
i for all i and xj = x
′
j if tj > 0.
The construction of Pham provides a nice basis of Hn(Vε(a);Z). For this consider the action
of G(a) = Za0 ⊕ . . .⊕ Zan on Vε(a0, . . . , an) given by multiplication with ai-th roots of unity. We
will denote these roots of unity by ζai . One can show, see [HM, Section 12], that the set
U(a) = {(z0, . . . , zn) ∈ Cn+1 |
∑
j
z
aj
j = 1, z
aj
j ∈ R with zajj ≥ 0 for j = 0, . . . , n}
is a deformation retract of V1(a). Furthermore, there is a deformation that is compatible with the
group action. By rescaling, one can identify U(a) with the join Za0 ∗ . . . ∗ Zan . In fact, we get a
simplicial structure. To see this, define an n-simplex as the set
∆n := {(x0, . . . , xn) ∈ [0, 1]n+1 ⊂ Rn+1 |
∑
j
xj = 1}.
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Write W := {(y0, . . . , yn) ∈ Rn+1 |
∑
j yj = 0}, so ∆n ×W ∼= T ∗∆n. Then consider the map
ψ : ∆n ×W −→ V1(a0, . . . , an)
(x; y) 7−→ ((x0 + iy0)
1
a0 , . . . , (xn + iyn)
1
an )
(1)
The image of ∆n × {0} is precisely the set e, defined by
e = {(z0, . . . , zn) ∈ Cn+1 |
∑
j
z
aj
j = ε, zj ∈ R≥0 for j = 0, . . . , n},
see Figure 2. To get the other simplices of U(a) we act with G(a). This gives a basis of homology:
ei0...in := (ζ
i0
a0 , . . . , ζ
in
an) · (1− ζa0) . . . (1− ζan) · e for 0 ≤ ij ≤ aj − 2. (2)
For example, we obtain the zero section of T ∗Sn = V1(2, . . . , 2) as
{(±x1/20 , . . . ,±x1/2n ) | (x0, . . . , xn) ∈ ∆n}
In general, the Lagrangian simplices (ζi0a0 , . . . , ζ
in
an) ·ψ(x, 0) have matching boundaries, but several
simplices can be glued along a single edge, and U(a) is not a smooth Lagrangian as a result.
ψ
Figure 2. A Lagrangian n-simplex in a Brieskorn variety
Proposition 3.4 (Pham, [P]). With respect to the basis (2), the intersection form SVε(a) is given
by
ei0...in · ej0...jn =

(−1)n(n+1)/2(1 + (−1)n) if jk = ik for all k
(−1)n(n+1)/2(−1)
∑
k(jk−ik) if ik ≤ jk ≤ ik + 1 for all k
0 for those cases that cannot be obtained from the
previous one by symmetry.
This result as well as many other related ones can also be found in [GZ, Section 3].
Figure 3. Intersection form for Vε(a0, a1, 2) with a0 = 6 and a1 = 4. Dashed line indicates
intersection number −1: the non-dashed line indicates intersection number +1. Vertices all have
self-intersection −2
Proposition 3.5. A Brieskorn manifold Σ(a)2n−1 is (n− 2)-connected, so pii(Σ(a)2n−1 ) = 0 for
i ≤ n− 2.
To see this, we observe that Vε(a) is a Stein manifold, which we can see as the completion of
Vε(a) ∩BR, where BR is a ball of some large radius R. Since Vε(a) has the homotopy type of an
n-dimensional cell complex, we can obtain Vε(a) ∩ BR from Σ(a) by attaching handles of index
at least n. These handle attachments do not affect the homotopy groups pik for k = 0, . . . , n− 2.
Since pik(Vε(a) ) vanishes for k = 0, . . . , n− 1, the claim follows.
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3.2. Methods to compute homology. Since smooth Brieskorn varieties are highly-connected
manifolds, one can compute the homology of the “boundary” Σ(a) by working out the cokernel of
the intersection form of the filling Vε(a). If we denote the intersection form by SVε(a), we find
Hn−1(Σ(a);Z) ∼= coker SVε(a).
However, it is more efficient to use the Milnor fibration structure (or open book decomposition in
more contact geometric language).
A complete algorithm to get the above homology group was found by Randell, [R]. We will
describe it below, but let us first look at the most interesting case, namely that in which Σ(a) is
homeomorphic to a sphere.
3.3. Homotopy spheres. Milnor and Brieskorn found the following appealing criterion to detect
spheres. Given a Brieskorn manifold Σ(a), define a graph Γ with n + 1 vertices by the following
procedure:
• label the j-th vertex by aj .
• draw an edge between the i-th and j-th vertex if gcd(ai, aj) > 1.
Proposition 3.6 (Milnor, Brieskorn,[HM], page 100). If n ≥ 3, then Σ(a) is homeomorphic to a
sphere if and only if the graph Γ satisfies one of the following two conditions.
• the graph Γ has at least two isolated points.
• the graph Γ has an isolated point and a connected component C with an odd number of
points such that for ai, aj ∈ C with i 6= j, one has gcd(ai, aj) = 2.
See [HM], page 100.

a2 = 2
a0 = 2 a1 = 2
a3 = 3
a4 = 5
a2 = 4
a0 = 2 a1 = 2
a3 = 8
a4 = 5
Figure 4. Brieskorn graph for a sphere Σ(2, 2, 2, 3, 5) and a space that is not a sphere, Σ(2, 2, 4, 8, 5)
As a special case, we see that Σ(a) is homeomorphic to a sphere if all exponents are pairwise
relatively prime.
3.4. Randell’s algorithm. To give general results for the homology of Brieskorn manifolds, we
need some notation. The notation is meant to keep track of embeddings of Brieskorn manifolds
into Brieskorn manifolds of higher dimension. We will explore this more in Section 4.
For I := {0, 1, . . . , n} and any subset Is with s elements of the form Is = {i1, . . . , is} define the
Brieskorn submanifolds
K(Is) :=Σ(ai1 , . . . , ais)
K(I) :=Σ(a0, . . . , an).
(3)
Note that K(Is) has dimension 2s− 3. Let κ(Is) := rk Hs−2(K(Is) ). The following formula can
be found in [R]; we will present an argument following Milnor in Section 3.6.1.
κ(Is ) =
∑
It⊂Is
(−1)s−t
∏
i∈It ai
lcmj∈It aj
. (4)
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3.4.1. Torsion in Hn−1. Define
k(Is ) :=
{
κ(Is ) if n+ 1− s is odd
0, otherwise.
The function C will send index subsets of I to some integer. We prescribe the value on the empty
set and use induction to get the other values:
C(∅) = gcd
i∈I
ai
C(Is) =
gcdi∈I−Is ai∏
It(Is C(It)
.
(5)
Define
dj :=
∏
Is
k(Is )≥j
C(Is) and r := max
Is⊂I
k(Is ).
Theorem 3.7 (Randell, [R]). The homology group Hn−1(Σ(a0, . . . , an);Z) is isomorphic to
Hn−1(Σ(a0, . . . , an);Z) ∼= Zκ(I) ⊕ Zd1 ⊕ . . .⊕ Zdr . (6)
Proof. We will explain how to obtain the ranks of these groups in Section 3.6.1. 
Remark 3.8. Note that simply-connected, spin 5-manifolds are classified by their second homol-
ogy group H2(M), see [Sm]. Here a spin structure for M consists of a principal fiber bundle
PSpin(n)(M)→M with structure group Spin(n) together with an equivariant double covering map
p : PSpin(n)(M)→ PSO(n)(M), where PSO(n)(M) is the principal fiber bundle with structure group
SO(n) that is associated with TM . A spin structure exists if and only if the second Stiefel-Whitney
class w2(M) vanishes.
Since Brieskorn manifolds are spin as we shall see in the proof of Corollary 3.9, Brieskorn
5-manifolds are determined up to diffeomorphism by Randell’s algorithm.
Corollary 3.9. Every simply-connected spin 5-manifold can be written as the connected sum of
Brieskorn manifolds. Furthermore, since connected sums can be defined in the contact category,
every simply-connected spin 5-manifold carries a Stein fillable contact structure.
Proof. By Smale’s theorem, simply-connected spin 5-manifolds admit a prime decomposition of
the form
M5 ∼= #mS2 × S3#Mq1# . . .#Mq` ,
where the qi are powers of primes and we use the following conventions:
• the empty connected sum is S5
• the manifold Mk is a spin manifold with H2(Mk;Z) ∼= Zk ⊕ Zk. We may think of M∞ as
S2 × S3.
We will show that each of the Mk have models in the form of Brieskorn manifolds.
First observe that Brieskorn manifolds are indeed spin. Indeed, w2(Σ) = c1(ξΣ) mod 2, and
we know that c1(ξΣ) = 0 since the Brieskorn variety is a hypersurface in Cn+1.
Since we already know that Σ(1, 2, 2, 2) ∼= S5 and Σ(2, 2, 2, 2) ∼= ST ∗S3 ∼= S2 × S3, we only
need to find Brieskorn models for those 5-manifolds with pure torsion in homology. We claim that
H2(Σ(p, 3, 3, 3);Z) ∼= Zp ⊕ Zp for p relatively prime to 3 and H2(Σ(q, 4, 4, 2);Z) ∼= Zq ⊕ Zq for q
relatively prime to 2. To check this, we can just apply Randell’s formula (6). We will do the case
of Σ(p, 3, 3, 3).
The set I = {0, 1, 2, 3}. Formula (5) gives
C(∅) = 1, C({0}) = 3, C({1}) = C({2}) = C({3}) = 1
C({0, 1, 2}) = C({0, 1, 3}) = C({0, 2, 3}) = 1, C({1, 2, 3}) = p C({0, 1, 2, 3}) = 1.
We conclude that
r = max
Is⊂I
k(Is) = 2.
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We also have
d1 =
∏
Is
k(Is )≥1
C(Is) = C({1, 2, 3}) = p, and d2 =
∏
Is
k(Is )≥2
C(Is) = C({1, 2, 3}) = p,
so the claim follows. As we now have realized all prime manifolds from Smale’s theorem by
Brieskorn manifolds, we obtain the statement of the corollary. 
3.4.2. Equivariant homology. Using the Gysin sequence, we can compute the equivariant homology
HS
1
∗ (Σ(a0, . . . , an);Q): we can think of this homology as being isomorphic to the rational homology
of Σ(a0, . . . , an)/S
1 seen as a hypersurface in a weighted projective space. Here is the upshot.
Theorem 3.10 (Randell, [R]).
HS
1
∗ (K(I) = Σ(a0, . . . , an);Q) ∼=
{
Q, if ∗ even; 0 ≤ ∗ ≤ dimK(I)− 1
0, otherwise
}
⊕
{
Qκ(I), if ∗ = 12 (dimK(I)− 1)
0, otherwise
}
.
This result follows from Formula (4), and the Gysin sequence with rational coefficients.

3.5. Standard spheres and exotic spheres. With Milnor’s criterion we have an effective
method to see when a Brieskorn manifold is homeomorphic to a sphere. Let us call such manifolds
Brieskorn spheres. Interestingly, it turns out that many Brieskorn spheres are not diffeomorphic
to the standard sphere. The technology to prove this, is completely classical by now, but the
arguments are still rather lengthy, so we refer to the literature. A particularly good reference is
the book of Hirzebruch and Mayer, [HM]. First we describe some restrictions.
Theorem 3.11 (Hirzebruch-Mayer, section 14.8). Let Σ(a) be a Brieskorn manifold that is home-
omorphic to a sphere. If n = 1, 3, 7, then Σ(a) is diffeomorphic to the standard sphere.

Theorem 3.12 (Hirzebruch-Mayer, Satz 14.4). Smooth Brieskorn varieties are parallelizable.

An immediate corollary is that Brieskorn spheres are always boundary parallelizable, meaning
that they are the boundary of parallelizable manifolds. Therefore, Brieskorn spheres cannot, in
general, generate the full group of exotic spheres. Now let bPn+1 denote the group of boundary
parallelizable homotopy spheres of dimension n; its unit element is the standard sphere and the
group operation is the connected sum. We have the following result, which can be found in [HM],
page 107-108.
Theorem 3.13. For k > 1, the group bP4k is a cyclic group of order
22k−2(22k−1 − 1) ·Numerator(4Bk
k
),
where Bk is the k-th Bernoulli number, which we number by the convention B1 =
1
6 , B2 =
1
30 ,
and so on. Furthermore, a generator g4k of the group bP4k is given by the boundary of the
plumbing of copies of T ∗S2k on the E8-graph, see Figure 5, and a Brieskorn manifold Σa which
is homeomorphic to a sphere represents the class
τ
8
g4k,
where τ denotes the signature of the intersection form of the Brieskorn variety Vε(a).

Definition 3.14. The Kervaire sphere is the smooth 4k+ 1-manifold obtained as the boundary
of the plumbing of two cotangent bundles of spheres along fibers.
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Put differently, the Kervaire sphere is the link of the so-called A2-singularity in dimension 4k+2,
which is another way of saying that the Kervaire sphere is the Brieskorn manifold
Σ(3, 2, . . . , 2) = {(z0, z1, . . . , z2k+1) | z30 +
k+1∑
j=1
z2j = 0} ∩ S4k+3.
The plumbing graph for this singularity is depicted in Figure 5 on the right.
Figure 5. Plumbing graphs for E8 and A2
Theorem 3.15. Let Σ(a0, . . . , an) be a Brieskorn manifold that is homeomorphic to a sphere, and
assume that n 6= 1, 3, 7. If detSVε(a0,...,an,2) = ±1 mod 8, then Σ(a0, . . . , an) is diffeomorphic to
the standard sphere. If detSVε(a0,...,an,2) = ±3 mod 8, then Σ(a0, . . . , an) is diffeomorphic to the
Kervaire sphere (which may actually be diffeomorphic to the standard sphere depending on the
dimension).

There is a practical way to compute the determinant of the intersection form needed in the theorem
using the Alexander polynomial, which we describe in more detail in Section 3.6.1. The result is
detSVε(a0,...,an,2) = ±
∏
0<kj<aj
(1 + ζk0a0 · . . . · ζknan ).
3.6. Some proofs. The results listed above are all classical in the sense that they were obtained
more than 40 years ago. The proofs and tricks involved are still very nice to see, so we will
review the proofs of those results that we use directly. The basic references are Milnor, Dimca,
Hirzebruch-Mayer and of course Pham and Brieskorn, [M, D, HM, Br, P]. The literature on
Brieskorn manifolds is vast, so alternative proofs may be found elsewhere.
3.6.1. Homology via Milnor fibration. We essentially follow Milnor’s proof from [M, Chapter 9]
combined with some arguments from [MO]. Interestingly, Milnor actually investigates periodic
points under the Reeb flow, although he never calls it that way. Anyway, to see the so-called
Milnor fibration or open book structure, note that Σ(a) := Σ(a0, . . . , an) embeds into S
2n+1,
and in fact S2n+1 − Σ(a) fibers over S1: the argument of the Brieskorn polynomial provides the
projection to S1. Hence we have pr : S2n+1−Σ(a)→ S1, so by the clutching construction we get a
“monodromy map”, which we denote by h. The name monodromy will be clarified in Remark 4.4.
We will denote the fiber of pr by V .
By Poincare´ and Alexander duality, we have
Hn−1(Σ(a0, . . . , an) ) ∼= Hn(Σ(a0, . . . , an) ) ∼= Hn(S2n+1 − Σ(a0, . . . , an) ).
Abbreviate E = S2n+1 − Σ(a0, . . . , an), and compute Hn(E) with the Wang sequence,
0 −→ Hn+1(E) −→ Hn(V ) h∗−Id−→ Hn(V ) −→ Hn(E) −→ 0.
We conclude
Hn−1(Σ(a0, . . . , an);Z) ∼= coker(h∗ − Id).
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3.6.2. The Alexander polynomial and a proof of formula (4). To compute the full homology we
need to find coker(h∗|Hn − Id), but since we shall only need the free part, it is enough to find
dim ker(h∗|Hn − Id). First define the characteristic polynomial
∆(t) := det(t Id−h∗|Hn),
which is the definition of the Alexander polynomial. To rework this Alexander polynomial, we
make some observations.
First note that V , the fiber of pr, is diffeomorphic to the smoothed Brieskorn variety Vε(a0, . . . , an).
This last fact was proved by Milnor, [M, Theorem 5.11], but one can also see it using the Lefschetz
fibration we will describe in Section 4.5. For the “monodromy” h we have
Lemma 3.16. The map h is given by the time-2pi flow of the Reeb vector field,
h : Vε(a0, . . . , an) −→ Vε(a0, . . . , an)
(z0, . . . , zn) 7−→ (ei2pi/a0z0, . . . , ei2pi/anzn).
This map is periodic with period p := lcmj aj. Hence h∗ − t Id is diagonalizable over C, and all
zeroes of ∆ lie on the unit circle. Also ∆ is symmetric, meaning that ∆(1/t)tdeg ∆ = ±∆(t).
Define the Lefschetz number of the `-th iterate of h by
L(h`) :=
∑
k≥0
(−1)k Tr(h`∗|Hk(Vε(a);Q)).
Here h`∗|Hk(Vε(a);Q) denotes the induced map on the k-th homology group of Vε(a). With the
Lefschetz trace formula (or Lefschetz fixed point theorem) one can deduce L(h`) = χ(Fix(h`) ),
see [M, Theorem 9.5]. We explain the idea in the case of an isometry f : X → X. Consider
a δ neighborhood of the fixed point locus of f , which we call U . The restriction f |U : U → U
induces the identity map on the homology H∗(U) ∼= H∗(Fix(f) ), so in this neighborhood we
have L(f |U ) = χ(Fix(f) ). Outside this neighborhood U the map f has no fixed points. The
Lefschetz fixed point theorem states that any continuous map f : X → X with L(f) 6= 0 has fixed
points, so we see that L(f |X−U ) = L(f |∂U ) = 0. By the Mayer-Vietoris sequence we conclude
that L(f) = L(f |U ) = χ(Fix(f) ).
We will write L(h`) = χ(Fix(h`) ) more briefly as χ` from now on. Note that the fixed point
set of h` is a Brieskorn variety. Indeed, if e2pii`/ajzj = zj , then either zj = 0 or e
2pii`/aj = 1. From
Proposition 3.2 we see that the Euler characteristic χ` satisfies
1− χ` =
∏
aj |`
(1− aj). (7)
Define integers sd by
χi =
∑
d|i
sd. (8)
By the Mo¨bius inversion theorem, we can write
si =
∑
d|i
µ(i)χi/d,
where µ : N → Z is the Mo¨bius function, which can be defined as follows. If k = p1 · . . . · pr is a
product of distinct primes, then µ(k) = (−1)r. If an integer k contains a power of a prime, then
µ(k) = 0. By convention µ(1) = 1.
It now follows from the above formula for si that si = 0 if i does not divide the period lcmj aj ,
and that si is divisible by i, so we will write si = iri.
We will collect the Euler characteristics χi in a so-called Weil zeta function. To manipulate
some identities the following lemma is useful.
Lemma 3.17. Let A ∈Matn×n(C). Then
det(Id−tA) = exp (Tr log(Id−tA)) := exp
(
−
∞∑
i=1
Tr(Ai)ti
i
)
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This lemma can be proved by using the Jordan normal form for A. Define the Weil zeta
function by
ζh(t) =
∏
j
det(Id−th∗|Hj(V ))(−1)
j+1
.
This is an unusual way to define this zeta function, but by applying the above lemma to each
determinant in the product, we quickly obtain the standard definition as found in Milnor, [M,
Chapter 9],
ζh(t) =
∏
j
exp
(
(−1)j
∞∑
i=1
Tr(h∗|Hj i)ti
i
)
= exp
( ∞∑
i=1
L(hi)ti
i
)
.
Here χi = L(h
i) is the Lefschetz number of the iterate hi. Using the standard power series for the
logarithm, this can be rewritten. Indeed, the map h is periodic with period p = lcmj aj , so we
can write
∞∑
j=1
χj
j
tj =
χ1
1
t1 +
χ2
2
t2 + . . .+
χp
p
tp +
χ1
p+ 1
tp+1 + . . .
=
r1
1
t1 +
r1
2
t2 +
r2
1
t2 + . . .+
r1
p+ 1
tp+1 +
r1
p+ 2
tp+2 +
r2
(p+ 2)/2
t(p+2)/2 + . . .
=
p∑
d=1
∞∑
j=1
rd
j
(td)j = −
p∑
d=1
rd log(1− td).
Thus we obtain the following lemma.
Lemma 3.18. The Weil zeta function satisfies
ζh(t) =
∏
d| lcmj aj
(1− td)−rd .
Furthermore
∆(t) =
{
±(t− 1)−1∏d|p(1− td)rd n even
±(t− 1)∏d|p(1− td)−rd n odd. (9)
For the last observation, we use the symmetry property of the Alexander polynomial mentioned
in Lemma 3.16.
Since h∗ is periodic, h∗ is diagonalizable over C. This implies that dim ker(Id−h∗|Hn) equals
the multiplicity of the (generalized) eigenvalue 1 appearing in the characteristic polynomial ∆. In
other words κ = dim ker(Id−h∗|Hn) is equal to the maximal degree for which t − 1 divides ∆.
From Formula (9) for ∆, we directly conclude that
κ =
∑
d| lcmi ai
rd − 1.
Together with the Mo¨bius inversion formula and the formula for the Milnor number, this is enough
information to obtain an explicit formula for κ. To obtain the nicer formula (4), we need to work
a little more.
For j ∈ Z>0, define the element Ej in the group ring Q[C∗] by
Ej =
1
j
(
[1] + [ζj ] + . . .+ [ζ
j−1
j ]
)
,
where ζj = e
2pii/j is a j-th root of unity. In the group ring Q[C∗] the following identity for these
Ej ’s holds,
EkE` = Elcm(k,`).
Define the function δ by
δ(a0, . . . , am) = (−1)m+1
1−∑
j≥1
sj(a0, . . . , am)Ej
 .
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Note that the coefficient of [1] in this expression for δ equals the multiplicity κ we are interested
in, up to sign. The following lemma from [MO] shows that δ has nice multiplicative properties.
Lemma 3.19 (Milnor-Orlik). In Q[C∗] the following identity holds true.
δ(a0, . . . , am) · δ(a′0, . . . , a′m′) = δ(a0, . . . , am, a′0, . . . , a′m′)
Proof. To abbreviate the notation, we write χj = χj(a0, . . . , am), χ
′
j = χj(a
′
0, . . . , a
′
m′) and χ
′′
j =
χj(a0, . . . , am, a
′
0, . . . , a
′
m′). The variables sj , s
′
j and s
′′
j are defined similarly. With formula (7)
for χj , we find
(1− χ′′j ) = (1− χj)(1− χ′j),
so χ′′j = χj + χ
′
j − χjχ′j holds. By substituting formula (8) for the χ’s, we find∑
i|j
s′′i =
∑
i|j
si +
∑
i|j
s′i −
∑
k|j
∑
`|j
sks
′
`.
By an induction argument this can be reworked into
s′′j = sj + s
′
j −
∑
lcm(a,b)=j
sas
′
b.
By multiplying with Ej and using the above identities, we obtain
1−
∑
n
s′′nEn = (1−
∑
a
saEa)(1−
∑
b
s′bEb), (10)
which is the identity we were looking for. 
By an induction on the number of terms on the right-hand side of Equation (10), we find
δ(a0, . . . , am) =
∏
i
(aiEai − 1) =
∑
Is⊂I
(−1)m+1−sai1 · . . . · ais · Elcmi∈Is ai .
The coefficient of [1] on the right-hand side equals
∑
Is⊂I(−1)m+1−s
ai1 ·...·ais
lcmi∈Is ai
, and this is the
multiplicity of t− 1 in ∆, so we have proved formula (4).
4. Covering tricks, open books and Lefschetz fibrations
4.1. Covering tricks and nesting of Brieskorn manifolds. By definition, a Brieskorn mani-
fold Σ(a0, . . . , an) is a submanifold of S
2n+1. Besides the standard embedding, we can also take
Σ(a0, . . . , an) −→ Σ(a0, . . . , an, 1) ∼= S2n+1
(z0, . . . , zn) 7−→ (z0, . . . , zn, 0)
Similarly, we can embed Σ(a0, . . . , an) as a Brieskorn submanifold in Σ(a0, . . . , an, an+1) by using
the same type of map. We hence consider the relation between Σ(a0, . . . , an, 1) and Σ(a0, . . . , an, an+1).
Proposition 4.1. The Brieskorn manifold Σ(a0, . . . , an, an+1) is an an+1-fold branched cover
over Σ(a0, . . . , an, 1). Furthermore, Σ(a0, . . . , an, 1) is diffeomorphic to a sphere.
Intuitively, this is almost obvious. We “almost” obtain a branched cover by considering
(z0, . . . , zn, zn+1) 7−→ (z0, . . . , zn, zan+1n+1 ).
Unfortunately, this map only sends the Brieskorn variety V (a0, . . . , an, an+1) to the Brieskorn vari-
ety V (a0, . . . , an, 1). It does not send the Brieskorn manifold Σ(a0, . . . , an, an+1) to Σ(a0, . . . , an, 1).
This can be corrected for, see [O, Section 5], but we just need the existence of a branched cover.
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We now see that Brieskorn manifolds are stacked in a tower of branched covers of the following
form,
Σ(a0, a1, a2, a3) //

Σ(a0, a1, a2, a3, 1) ∼= S7
Σ(a0, a1, a2) //

Σ(a0, a1, a2, 1) ∼= S5
Σ(a0, a1) // Σ(a0, a1, 1) ∼= S3
The vertical arrows are branched covers, and the horizontal arrows give codimension 2 embeddings.
Furthermore, these embeddings give bindings of open books as we shall see.
4.2. Open books. We recall the notion of an open book.
Definition 4.2. A (concrete) open book on a manifold M is a pair (B,Θ), where
(1) the manifold B is a codimension 2 submanifold of M with trivial normal bundle, and
(2) the map Θ : M −B → S1 endows M −B with the structure of a fiber bundle over S1 such
that Θ gives the angular coordinate of the D2–factor on a neighborhood B ×D2 of B.
The set B is called the binding of the open book. A fiber of Θ together with the binding
is called a page of the open book. Alternatively, one can ask for a map Θ˜ : M → C such that
B = Θ˜−1(0), and put Θ = Θ˜|Θ˜| . Figure 6 explains the name “open book”.
Figure 6. An open book with its binding
Some historical remarks are in order. The name “open book” was introduced by Winkelnkemper
in [Wi], although the notion had been around for much longer. For instance, Alexander in [Al]
had shown that every compact, oriented 3-manifold admits such an open book without using any
special word for this notion. Even earlier, Poincare´ and Birkhoff [Bi] had defined the notion of a
global surface of section, a surface that is transverse to the flow away from the boundary and such
that all flow lines return to the surface.
In singularity theory, the notion of open book comes under the name Milnor fibration, due to
Milnor’s work [M]. Independently, this notion was used by several Japanese researchers under the
name spinnable structure, starting with Tamura, [Ta]; other words describing this notion include
fibered knots.
By a result of Quinn, [Q], invoking the s-cobordism theorem it is now known that every odd-
dimensional manifold admits an open book decomposition.
In contact topology the notion of open book was first used fruitfully by Thurston and Winkelnkem-
per in [Th]. They used open books to show that every compact, orientable 3-manifold admits a
contact structure. Later on, it was realized by Loi-Piergallini that Stein-fillable contact 3-manifolds
admit open books with a special monodromy, namely the product of right-handed Dehn twists,
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[LP]. We will explain the notions of monodromy and Dehn twists below in more detail. Giroux
brought open books to the forefront in contact topology in his work [Gi]. See Theorem 4.8 below.
One nice aspect of Brieskorn manifolds is that the above structure can be made very explicit.
Indeed, we obtain an open book by projecting to one of the coordinates.
Lemma 4.3. Let Σ(a0, . . . , an) be a Brieskorn manifold. Then the map
Θ˜ : (z0, . . . , zn) 7−→ zn
defines a open book with binding B = {zn = 0} ∼= Σ(a0, . . . , an−1) and page Vε(a0, . . . , an−1).
Given a concrete open book (B,Θ) on a manifold M , we can define a monodromy by the
following procedure. Take a Riemannian metric on M − B such that, near B, the pages are
orthogonal to the vector field ∂ϑ on B×(D2−{0}), where (r, ϑ) are polar coordinates on D2−{0}.
This uses condition (ii) of the definition of a concrete open book. Define the vertical space V ert
to be the tangent space to the fibers of the projection Θ : M − B → S1. Form a connection on
T (M − B) by declaring the horizontal space Hor to be the orthogonal complement of V ert with
respect to the chosen metric.
Now take the path t 7→ eit in S1, and lift its tangent vector field to a horizontal vector field X
on M−B. Near the binding, this horizontal lift X is given by ∂ϑ. The time 2pi-flow of X, denoted
by h, defines therefore a diffeomorphism of the fiber F = Θ−1(1) which is the identity near the
binding. We call this map h the monodromy of the open book, and this is well-defined up to
conjugation and isotopy.
Remark 4.4. Contrast this with the earlier construction used in Section 3.6.1 or with the following
construction. Consider M − B as a fiber bundle over S1 with fiber F . Remove one fiber to get a
fiber bundle over an interval, which is trivial. Hence we obtain a gluing map, say h˜ by which we
can recover M −B = F × I/(h˜(x), 0) ∼ (x, 1) up diffeomorphism.
This gluing map is similar to the monodromy, but it doesn’t fix the boundary. From the point
of view of contact geometry (but even from a topological viewpoint) a lot of information is lost in
this construction. We will discuss how to get the monodromy in the contact setting in the next
section.
Going back to the earlier construction of the monodromy, we get a pair (F, h) which actually
determines the concrete open book (B,Θ) on M . This leads to the following definition.
Definition 4.5. An abstract open book is a pair (F, h), where F is a smooth manifold with
boundary, and h : F → F a diffeomorphism that is the identity in a neighborhood of the boundary
of F .
As claimed, we can reconstruct M as
M = B ×D2 ∪∂ F × I/(h(x), t) ∼ (x, t+ 2pi),
where B = ∂F .
4.3. Contact open books and monodromy. We begin by discussing some orientation issues.
Suppose M is an oriented manifold with a concrete open book (B,Θ). We will give S1 its natural
orientation as the boundary of the unit disk in the complex plane, and this gives each page F an
induced orientation by the convention that the orientation of M −B as a bundle over S1 matches
the one coming from M ; a different choice of orientation of S1 will affect this orientation on the
page and the other orientations discussed below. We will stick to the above natural choice.
In the following, we will have a symplectic form ω on each page. If the orientation of a page
F induced by the open book structure matches the orientation as a symplectic manifold, we call
the symplectic form ω on F positive. We shall orient the binding B as the boundary of a page
F using the outward normal. If this orientation matches the one coming from a contact form α,
meaning the orientation from the volume form α ∧ dαn, then we say that α induces a positive
contact structure. We now come to Giroux’ definition of a contact structure that is supported
by an open book.
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Definition 4.6. A positive contact structure ξ on an oriented manifold M is said to be carried
by an open book (B,Θ) if ξ admits a defining contact form α satisfying the following conditions.
(1) the form α induces a positive contact structure on B, and
(2) the form dα induces a positive symplectic structure on each fiber of Θ.
A contact form α satisfying these conditions is said to be adapted to (B,Θ).
Now let (M, ξ) be a contact manifold carried by an open book (B,Θ) with adapted contact
form α. Define a connection by splitting T (M −B) into V ert⊕Hor, where
• the bundle V ert = TF , the tangent space to the fiber.
• the bundle Hor = {X ∈ T (M − B) | iXdα = 0}, so the horizontal space is spanned by
the Reeb field.
We claim that this is a symplectic connection, meaning that the holonomy along a path is a
symplectomorphism. To see why, observe that with the Cartan formula LXdα = 0, so the flow of
X induces a symplectomorphism between fibers.
Now take the path t 7→ eit in S1, and compute the holonomy of this path by lifting the tangent
vector ∂ϑ to a horizontal vector field X on M − B. Denote the time 2pi-flow of this vector field
by Ψ˜.
Proposition 4.7. The map Ψ˜ : Θ−1(1) ∼= F → Θ−1(1) is a symplectomorphism of (F, dα).
However, Ψ˜ is not the monodromy as defined in the previous section, since it does not fix the
binding. Still, it is possible to associate a symplectic monodromy with this open book: by
removing a small neighborhood of the binding νM (B), we can arrange the situation such that X
is standard on the boundary of this neighborhood ∂νM (B). By this we mean that X = ∂ϑ when
using polar coordinates for the D2-factor of B×D2. If we put Ψ = FlX2pi, then Ψ is the identity on
a neighborhood of the boundary of F − νF (B), and we have a monodromy in the sense we defined
earlier, which is also symplectic.
Figure 7. An open book carrying a contact structure: the Reeb flow of an adapted contact form is
positively transverse to interior of the pages
Giroux has shown that every cooriented contact manifold is carried by an open book, see his
announcement and sketch in [Gi].
Theorem 4.8 (Giroux). Let (Y, ξ) be a compact coorientable contact manifold. Then there is an
open book (B,Θ) carrying the contact structure whose pages carry the structure of a Weinstein
domain.
There is also a construction providing a converse. Given a Liouville domain W (defined in
Section 5.1) and a symplectomorphism ψ that is the identity on the boundary of W , we can follow
the construction of an abstract open book which was mentioned earlier. In this case, the abstract
open book can be given a contact structure, see for instance [Gi]. We will call the resulting contact
manifold with the underlying abstract open book a contact open book, and write OB(W,ψ).
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4.4. Monodromies for Brieskorn manifolds. Using the covering trick from Section 4.1, we
can understand the monodromy of the contact open books from Lemma 4.3 somewhat better. If
we denote the monodromy of such an open book by ψa0,...,an−1,an , then we have the following
corollary.
Corollary 4.9. The monodromy ψa0,...,an−1,an is symplectically isotopic relative to the boundary
to ψana0,...,an−1,1.
Indeed, this follows from the observation that a contact branched cover along the binding
of an open book multiplies the monodromy. Hence we can restrict ourselves to studying the
monodromy ψana0,...,an−1,1 of the Brieskorn manifold Σ(a0, . . . , an−1, 1). We remind the reader that
Σ(a0, . . . , an−1, 1) is contactomorphic to the standard sphere (S2n−1, ξ0). Furthermore, note that
Θ˜ extends to a map
Θ˜ : V (a0, . . . , an−1, 1) −→ C
(z0, . . . , zn−1, zn) 7−→ zn = −
n−1∑
j=0
z
aj
j
 .
This map can deformed into a Lefschetz fibration by Morsifying the right hand side. We also have
a (concrete) open book for Σ(a0, . . . , an−1, 1) with binding given by zn = 0, and the map to S1,
given by zn|zn| . This open book gives rise to an abstract open book OB(W,ψ). The page W of the
open book is the Milnor fiber, which can be identified with the smooth affine variety
Vε(a1, . . . , an) = {(z1, . . . , zn) ∈ Cn |
n∑
i=1
zaii = ε}.
By a Morsification argument, one can see that ψ can be written as the product of Dehn twists.
Since Σ(a0, . . . , an−1, an) is an-fold branched cover along the binding, we also obtain an open book
for this Brieskorn manifold, namely Σ(a0, . . . , an−1, an) ∼= OB(W,ψan).
In the case of the Brieskorn manifolds Σ(2, . . . , 2, N), the Morsification is much easier. Indeed,
Σ(2, . . . , 2, 1) is the boundary of the Lefschetz fibration
V0(2, . . . , 2, 1) −→ C
(z0, z1, . . . , zn) 7−→ zn = −
n−1∑
i=0
z2i .
This is the prototype of a Lefschetz fibration: the regular fiber of this fibration is the Brieskorn
variety Vε(2, . . . , 2) which is symplectomorphic to (T
∗Sn−1, dλcan), and the monodromy is a right-
handed Dehn twist τ along the zero section (one sometimes defines a right-handed Dehn twist as
the monodromy of this particular fibration). The observation that this monodromy is symplectic
was first made by Arnold, [Ar]. Detailed computations/hints to understand this monodromy are
in [MS, Exercise 6.20].
Hence we get a contactomorphism Σ(2, . . . , 2, 1) ∼= OB(T ∗Sn−1, τ). As said earlier, a branched
cover along the binding iterates the monodromy, so we conclude that
Proposition 4.10. The Brieskorn manifold Σ(2, . . . , 2, N) is supported by the contact open book
OB(T ∗Sn−1, τN ).
4.5. Lefschetz fibrations. Before we describe some Lefschetz fibrations on Brieskorn varieties,
let us mention Seidel’s monograph [S2], which studies Lefschetz fibrations and their symplectic
topology in detail. We already saw the related notion of open books in Section 4. By virtue of
being an affine variety, any Brieskorn variety admits the structure of a Lefschetz fibration over
C. One way to understand this structure is to start with the variety V0(a0, . . . , an−1, 1), which is
smooth since the last coordinate is a graph over the others. In particular, V0(a0, . . . , an−1, 1) ∼= Cn.
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By projection, we get a singular fibration
pr : V0(a0, . . . , an−1, 1) −→ C
(z0, . . . , zn−1, zn) 7−→ zn = −
n−1∑
j=0
z
aj
j .
The only singular value is 0, and a regular fiber is diffeomorphic to Vε(a0, . . . , an−1). This is not
a Lefschetz fibration yet, but we can Morsify the singularity, and this will give us a Lefschetz
fibration.
To do so, let pi be a generic polynomial of degree ai so that the p
′
i has ai−1 distinct zeroes. We
can take pi(z) close to z
ai . An explicit Morsification of the Brieskorn polynomial za00 + . . .+ z
an−1
n−1
is then given by
p˜ =
n−1∑
i=0
pi(zi).
This Morsification p˜ has only quadratic singularities and precisely
∏n−1
i=0 (ai − 1) of them. For the
Morsified singularity, we obtain the Lefschetz fibration
p˜r : V˜0(a0, . . . , an−1, 1) −→ C
(z0, . . . , zn−1, zn) 7−→ zn = −
n−1∑
j=0
pj(zj).
Topologically, we can draw some conclusions from this fibration structure. We find
V˜0(a0, . . . , an−1, 1) ∼= V˜0(a0, . . . , an−1)×D2 ∪
∐
∏n−1
i=0 (ai−1)
n-handles.
Indeed, from the Morsification argument, we see that the monodromy is the product of
∏n−1
i=0 (ai−1)
Dehn twists since there are precisely that many quadratic singularities. Each Dehn twist corre-
sponds to critical handle attachment by [vK3, Theorem 4.4] (the reference formulates everything
in terms of critical surgery on the boundary: this corresponds to critical handle attachment to the
filling). This gives the above claim.
We now also find
V˜0(a0, . . . , an−1, an) ∼= V˜0(a0, . . . , an−1)×D2 ∪
∐
(a0−1)·...·(an−1−1)·an
n-handles.
We already know that V˜0(a0, . . . , an−1, 1) ∼= Cn, which is homotopy equivalent to a point. At-
taching (a0 − 1) · . . . · (an−1 − 1) · (an − 1) more n-handles gives us V˜0(a0, . . . , an−1, an), which is
therefore homotopy equivalent to a bouquet of (a0 − 1) · . . . · (an−1 − 1) · (an − 1) spheres. We
also see that these spheres can be made Lagrangian, so we can see part of the isotropic skeleton
of Brieskorn varieties.
5. Contact and symplectic invariants of Brieskorn manifolds
In this section we compute some invariants of Brieskorn manifolds and their natural fillings.
We consider symplectic homology and equivariant symplectic homology, but we mainly focus on
the equivariant theory since this will give us an invariant of contact manifolds via the mean Euler
characteristic.
Whenever linearized contact homology for a contact manifold with a Liouville filling can be de-
fined, the +-part of equivariant symplectic homology is isomorphic to linearized contact homology,
see [BO4]. The class of contact manifolds for which linearized contact homology works directly is
very restricted, and hence we will mainly use symplectic homology. For some Brieskorn manifolds
contact homology can be defined with the results of Bourgeois and Oancea, [BO4], but we do not
go into this.
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5.1. Different versions of symplectic homology. We begin by describing symplectic homol-
ogy by giving some of its properties: these are similar to some of the Eilenberg-Steenrod axioms,
and this point of view has been worked out by Cieliebak-Oancea, [Oa2]. We won’t need all of
these axioms though, so we give a rather simple minded version.
(S1-equivariant) symplectic homology associates with a Liouville manifold (W 2n, ω = dλ)
graded Q-vector spaces SH(S
1)
∗ (W,ω) and SH
(S1),+
∗ (W,ω) with the following properties.
(1) There is a tautological exact sequence, the so-called Viterbo sequence,
−→ SH(S1),+k+1 (W,ω) −→ H(S
1)
n+k (W,∂W ) −→ SH(S
1)
k (W,ω) −→ SH(S
1),+
k (W,ω) −→
(2) the vector spaces SH
(S1)
∗ (W,ω) and SH
(S1),+
∗ (W,ω) are invariants of the symplectic de-
formation type under exact symplectomorphisms.
In the above equivariant version of the Viterbo sequence, S1 acts trivially on (W,∂W ), so the
homology groups HS
1
∗ (W,∂W ;Z) can be computed using the Ku¨nneth formula and the homology
of BS1 ∼= CP∞ as
HS
1
∗ (W,∂W ;Z) ∼= H∗(W,∂W ;Z)⊗ Z[u], (11)
where u is a variable of degree 2.
It is also known that symplectic homology does not change under subcritical surgery due to
work of Cieliebak, [C, Theorem 1.11]. For the +-part of equivariant symplectic homology, the
situation is more complicated. We have the following Mayer-Vietoris style exact sequence from
[BO4, Theorem 4.4].
Theorem 5.1 (Surgery exact sequence for the connected sum). Let W be a (disconnected) Liou-
ville domain of dimension 2n satisfying c1(W ) = 0, and suppose that W˜ is obtained from W by
1-handle attachment (so c1(W˜ ) = 0). Denote the “symplectic homology” of the 1-handle by
SH+,S
1
∗ (tube) := SH
+,S1
∗+1 (D
2n, ω0) =
{
Q ∗ = n, n+ 2, n+ 4, . . .
0 otherwise.
Then the following surgery exact triangle holds,
SH+,S
1
∗ (tube) // SH
+,S1
∗ (W˜ )
xx
SH+,S
1
∗ (W )
[+1]
gg
5.1.1. A little on defining symplectic homology. Let (W,ω = dλ) be a compact Liouville manifold.
For grading purposes, suppose that c1(W ) = 0 and that W is simply-connected. Then one
can define Floer homology for the action functional depending on a time dependent, smooth
Hamiltonian H : W × S1 → R. The action functional is defined on the loopspace of W , which we
can describe with Sobolev spaces
ΛW := W 1,p(S1,W ) = {x : S1 = R/Z→W | x is of Sobolev class W 1,p}
In this note our convention for the Hamiltonian vector field XH is iXHω = dH, and the action
functional is given by
AH : ΛW −→ R
γ 7−→ −
∫
S1
γ∗λ−
∫ 1
0
H(γ(t), t)dt
The chain complex for Floer homology is a Z-module generated by critical points of AH , which
are given by 1-periodic orbits of H. We grade these 1-periodic orbits by the Conley-Zehnder index
using the following procedure. By assumption, every 1-periodic orbit γ spans a disk D, along
which we symplectically trivialize (TW |D, ω). The linearized flow of XH with respect to this
trivialization gives a path of symplectic matrices ψ. The Conley-Zehnder index of a 1-periodic
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orbit γ of XH can then be defined with the crossing formula for the Maslov index, see [RS, Section
2, Section 5],
µCZ(γ) := −µCZ(ψ),
where the sign comes from the convention that the Hamiltonian vector field is a negative multiple
of the Reeb vector field for an increasing Hamiltonian. The differential for the Floer complex
counts rigid solutions to the Floer equation, which can be thought of as the L2-gradient of the
action AH . In particular, the differential is action decreasing.
Symplectic homology can be defined as a Floer theory whose chain complex is generated by
1-periodic orbits of a well-chosen Hamiltonian, or as the direct limit of the Floer homologies of
a sequence of Hamiltonians. For instance for cotangent bundles of compact smooth manifolds
with their natural symplectic structure, the quadratic Hamiltonian H = 12‖p‖2 coming from a
Riemannian metric can be used. However, we use the latter approach, and we basically stick to
the conventions of Bourgeois and Oancea, [BO4].
Define the completion W¯ := W ∪∂ ∂W × [1,∞[. Call a Hamiltonian H : W¯ ×S1 → R linear at
infinity with slope s if H|∂W×[T,∞[×S1 = sr+ b for sufficiently large T . Here r is the coordinate
on the interval [T,∞[. The Hamiltonian vector field at infinity is given by −sR, where R is the
Reeb field of the contact form λ|∂W . Assume that s is not the period of any periodic Reeb orbit,
so all 1-periodic orbits of XH lie in a compact set. Then Floer homology of W¯ is defined. It
does, however, depend on the Hamiltonian. To deal with this, we will consider a sequence of
Hamiltonians. If H1 and H2 are Hamiltonians with slope s1 and s2 such that s1 ≤ s2, then there
is a continuation map
c12 : HF (W¯,H1, J1) −→ HF (W¯,H2, J2)
defined by counting suitable Floer trajectories. One then defines symplectic homology of W¯ as
SH(W¯ ) := lim−→
N
HF (W¯,HN , JN ),
where we take the direct limit over a sequence of Hamiltonians with increasing slope using the
continuation maps.
Remark 5.2. We emphasize that, in general, the degrees in which symplectic homology is non-zero
are not bounded from below or above.
For a review of equivariant symplectic homology see Section 8.2.
5.2. Morse-Bott spectral sequences. In this section we will describe a Morse-Bott spectral se-
quence for (equivariant) symplectic homology. A version of this spectral sequence with cohomology
conventions appeared in [S1, Formula (3.2) and (8.9)].
Consider a simply-connected Liouville manifold (W 2n, dλ) with c1(W ) = 0. Suppose that W
has contact type boundary Σ with a periodic Reeb flow. We do not require all orbits to have the
same period. Define ΣT as the Morse-Bott submanifold in Σ consisting of all periodic Reeb orbits
of (not necessarily minimal) period T ,
ΣT = {x ∈ Σ | FlRT (x) = x}.
Remark 5.3. For every T Morse-Bott submanifolds ΣT in a Brieskorn manifold Σ(a) are Brieskorn
manifolds themselves.
We can associate a Maslov index, often referred to as Robbin-Salamon index [RS, Gu1], with
each connected component of a Morse-Bott submanifold ΣT . It turns out that for Brieskorn
manifolds, even different connected components have the same index, so we will write µ(ΣT ) for
this Maslov index.
Theorem 5.4. Let (W,ω = dλ) be a Liouville domain satisfying the assumptions.
(1) The Reeb flow on ∂W is periodic with minimal periods T1, . . . , Tk, where Tk is the common
period, i.e. the period of a principal orbit. We assume that all Ti are integers.
(2) The restriction of the tangent bundle to the symplectization to ∂W , T (R × ∂W )|∂W , is
trivial as a symplectic vector bundle, c1(W ) = 0 and pi1(∂W ) = 0.
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(3) There is a compatible complex structure J for (ξ = kerλ∂W , dλ∂W ) such that for every
periodic Reeb orbit γ the linearized Reeb flow is complex linear with respect to some unitary
trivialization of (ξ, J, dα) along γ.
For each positive integer p define C(p) to be the set of Morse-Bott manifolds with (not necessarily
minimal) return time p, and for each Morse-Bott manifold Σ ∈ C(p) put
shift(Σ) = µRS(Σ)− 1
2
dim Σ/S1,
where the Robbin-Salamon index is computed for a symplectic path defined on [0, p]. Then there is
a spectral sequence converging to SH(W ;R), whose E1-page is given by
E1pq(SH) =

⊕
Σ∈C(p)Hp+q−shift(Σ)(Σ;R) p > 0
Hq+n(W,∂W ;R) p = 0
0 p < 0.
(12)
Furthermore, there is also a spectral sequence converging to SH+,S
1
(W ;R), whose E1-page is
given by
E1pq(SH
+,S1) =
{⊕
Σ∈C(p)H
S1
p+q−shift(Σ)(Σ;R) p > 0
0 p ≤ 0. (13)
We give a proof in Appendix B: the idea is to perturb the autonomous Hamiltonians and filter
the resulting complex by action. In a different setup, this idea was first used by Fukaya in [Fu].
For Brieskorn varieties we need to compute the indices to make more explicit statements and this
will be done in the next section.
Remark 5.5. In the non-degenerate case (i.e. all periodic Reeb orbits are non-degenerate) a
spectral sequence was worked out by Gutt in his thesis [Gu2], Theorem 2.2.2. He also used an
action filtration and the E1-page of his spectral sequence is generated by good periodic Reeb orbits
(defined right after this remark). One can also filter by index and this leads to yet another spectral
sequence used by Bourgeois and Oancea in part II of their proof of Proposition 3.7 in [BO4]. We
briefly discuss this in Section 8.4) of Appendix C.
Definition 5.6. Call a non-degenerate periodic Reeb orbit γ good if γ is not an even cover of γ˜
with µCZ(γ)− µCZ(γ˜) odd. Bad orbits are periodic Reeb orbits that are not good.
5.3. Trivializations and Maslov indices. Consider the Brieskorn manifold Σ2n−1(a) ⊂ S2n+1 ⊂
Cn+1. Take the symplectic form ωa := i
∑
j ajdzj ∧ dz¯j , and let ξ = kerαa denote the contact
structure on Σ(a). We compute the “transverse” Robbin-Salamon index or Maslov index (i.e. the
“Conley-Zehnder index” for degenerate orbits) by extending the flow to Cn+1 and then subtracting
the normal part.
For the construction of the extension, we use the symplectic form ωa to split the trivial bundle
εn+1C |Σ(a) as
εn+1C |Σ(a) = ξ ⊕ ξω.
The Reeb flow of αa is given by
FlRat (z0, . . . , zn) = (e
it
a0 z0, . . . , e
it
an zn),
so this flow can clearly be extended to Cn+1. With the obvious unitary trivialization of Cn+1, we
obtain the linearized flow as the path of symplectic matrices given in complex coordinates by
Ψ(t) = diag(e
it
a0 , . . . , e
it
an ).
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One can check, see [vK2, Section 2], that the symplectic complement of ξ with respect to ωa is
trivial, and spanned by
ξωa = span
X1 = ∑
j
z¯
aj−1
j ∂zj + z
aj−1
j ∂z¯j , Y1 = i
∑
j
z¯
aj−1
j ∂zj − zaj−1j ∂z¯j ,
X2 = −i
∑
j
zj
aj
∂zj −
z¯j
aj
∂z¯j , Y2 =
∑
j
zj∂zj + z¯j∂z¯j

This can be made into a symplectic trivialization by the Gram-Schmidt process. The linearized
flow on the normal part ξωa (4-dimensional) with respect to this symplectic trivialization is given
by
Ψν(t) = diag(e
it, 1)
We claim that the above trivializations extend over Vε(a). This is obvious for the trivialization that
we used for the extended flow. For the normal part, we just use the above, explicit trivialization,
whose vectors are linearly independent away from 0. Since 0 does not lie on the smoothed variety,
the claim follows.
Remark 5.7. Although we compute Maslov indices with respect to capping disks in the filling, we
want to point out that we can also compute indices in a consistent way in the contact manifold,
even in dimension 3. Higher dimensional Brieskorn manifolds are simply-connected, and we can
homotope disks in the filling to disks lying in the boundary: it makes therefore no difference to
compute the indices in the boundary or in the filling.
In dimension 3, Brieskorn manifolds are usually not simply-connected, but the Chern class of
the contact structure of Brieskorn manifolds is trivial, so in dimension 3 the contact structure, a
complex line bundle, is itself trivial, and there is a global trivialization of the contact structure.
We can therefore compute the Maslov indices with respect to this global trivialization, even for
non-contractible Reeb orbits.
We also observe.
Corollary 5.8. There is a compatible complex structure J and a unitary trivialization of (ξ, J, dα)
for which the Reeb flow is complex linear. Furthermore, the tangent bundle to the Brieskorn variety
is symplectically trivial.
The first assertion is proved above. We explain the second assertion in Section 8. With this
corollary, we can apply the Morse-Bott spectral sequence.
With the standard formula
µ(eit|t∈[0,T ]) =
{
T
pi if T ∈ 2piZ
2b T2pi c+ 1 otherwise,
we find the following Maslov index for a periodic orbit γ of period T
µ(γ|[0,T ]) =
∑
j
µ(eit/aj |t∈[0,T ])− µ(Ψν(t)|t∈[0,T ]).
5.3.1. Periods and orbit-types. Although all Reeb orbits of a Brieskorn manifold (Σ(a), αa) are
periodic, the periods can vary, and this influences the Maslov indices. To keep track of the
periods, we introduce some notation in addition to that from Section 3.4.
First note that the period of a principal orbit is 2pi lcmj∈I aj . For all T that divide lcmj∈I aj ,
let IT denote the maximal subset of I such that
lcm
j∈IT
aj = T.
If #IT > 1, then K(IT ) ⊂ K(I) defines a Brieskorn submanifold Σ(K(IT ) ), cf. Remark 5.3. This
notation was defined in Formula (3). The principal orbits of Σ(K(IT ) ) have period 2piT .
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If the orbits with period 2pi · NT are not part of some larger orbit space K(IT ′), with T |T ′,
then the Maslov index of an N -fold cover of K(IT ) is given by
µ(N ·K(IT ) ) = 2
∑
j∈IT
NT
aj
+ 2
∑
j∈I−IT
bNT
aj
c+ #(I − IT )− 2NT. (14)
Note that the Brieskorn submanifolds K(IT ) consist of shorter orbits inside the bigger Brieskorn
manifold K(I).
5.4. Index-positivity. Before we can state the next proposition, we need to introduce some
notion measuring the growth rate of the Maslov-index. Let (Σ2n−1, ξ = kerα) be a cooriented
contact manifold for which the Conley-Zehnder index or Maslov index of periodic Reeb orbits is
well-defined. This is for instance guaranteed if c1(ξ) = 0 and pi1(Σ) = 0.
Suppose that γ is a non-degenerate, periodic Reeb orbit. Then we have the following formula
for iterates of γ according to [SZ, Lemma 13.4],
µCZ(γ
N ) = N∆(γ) + e(N).
Here ∆(γ) is the mean index and e(N) an error term that is bounded in norm by dimC ξ = n−1.
There is a similar formula for the Robbin-Salamon index of a degenerate Reeb orbit.
If ∆(γ) > 0 for all periodic Reeb orbits γ, then we call (Σ2n−1, α) index-positive. If ∆(γ) < 0
for all periodic Reeb orbits γ, then we call (Σ2n−1, α) index-negative. Contact manifolds that
are neither index-positive nor index-negative will be referred to as index-indefinite. The same
notions can also be defined for more general periodic orbits, such as orbits of Morse-Bott type.
Note that for a periodic flow, the mean index of a principal orbit equals the Maslov index of a
principal orbit. Now, look once more at Formula (14) to see that the following proposition holds.
Proposition 5.9. Let Σ(a0, . . . , an) be a Brieskorn manifold with its natural contact form. Then
the Maslov index of a principal orbit is equal to
µP = 2 lcm
j∈I
aj
 n∑
j=0
1
aj
− 1
 .
In particular, we see that Σ(a0, . . . , an) is index-positive if
∑
j
1
aj
> 1, index-negative if
∑
j
1
aj
< 1
and index-indefinite if
∑
j
1
aj
= 1.
This proposition reflects an important geometric property of Brieskorn manifolds: if
∑
j
1
aj
> 1,
then we can think of Σ as a prequantization bundle over a Fano orbifold. If
∑
j
1
aj
= 1, then Σ is a
prequantization bundle over a Calabi-Yau orbifold, and if
∑
j
1
aj
< 1, then Σ is a prequantization
bundle over an orbifold of general type.
Remark 5.10. As an entertaining corollary, we can immediately conclude that a Brieskorn man-
ifold Σ(a0, . . . , an) cannot be subcritically fillable if
∑
j
1
aj
≤ 1. Indeed, all generators for SH+,S1∗
have index bounded from above, and this is not true for subcritical Stein manifolds.
5.5. Some explicit examples. As an example, we work out the spectral sequence (13) for the
+-part of equivariant symplectic homology of the smoothed Ak−1-singularities, i.e. the Brieskorn
varieties Vε(2, 2, 2, k). We will work out the case k > 2. The case k = 2 is worked out in Section 5.6,
and the case k = 1 is the standard contact sphere.
There are two types of Morse-Bott submanifolds consisting of periodic Reeb orbits:
• Exceptional orbits. These form the Brieskorn submanifold K({0, 1, 2}) = Σ(2, 2, 2) ⊂
Σ(2, 2, 2, k) = K({0, 1, 2, 3}). A simple cover of an exceptional orbit has period 2pi · 2.
• Principal orbits. These form the full Brieskorn manifold K({0, 1, 2, 3}) = Σ(2, 2, 2, k). A
simple cover of a principal orbit has period 2pi · lcm(2, k).
Now fill the E1-page of the Morse-Bott spectral sequence (13) with the equivariant homology
groups of these Brieskorn manifolds.
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Figure 8. E1-page of Morse-Bott spectral sequence for SH+,S
1
∗ (Vε(4, 2, 2, 2) ): the short columns
are given by HS
1
∗ (Σ(2, 2, 2);Q) ∼= H∗(S2;Q), and the long column is given by
HS
1
∗ (Σ(4, 2, 2, 2);Q) ∼= H∗(S2 × S2;Q).
Using Formula (14), we compute the degree shifts. For an N -th cover of an exceptional orbit,
denoted by γexcN , such that lcm(2, k) does not divide 2N , the degree shift is equal to
shift(γexcN ) =
(
2N + 2bN · 2
k
c+ 1
)
− 1
2
(3− 1) = 2N + 2bN · 2
k
c.
For an N -cover of principal orbit, denoted by γprinN , the degree shift equals
shift(γprinN ) =
(
lcm(2, k) +
2 lcm(2, k)
k
)
N − 2.
Examples illustrating the case when k is even and odd are given in Figures 8 and 9, respectively.
Since the total degree difference is always even, we conclude that the spectral sequence degenerates,
and we can directly obtain the homology groups. For k = 2m even we have
SH+,S
1
` (Vε(2, 2, 2, 2m) )
∼=

Q ` = 2,
Q2 ` > 2, ` is even
0 otherwise.
Note that these homology groups are independent of m.
For odd k, the +-part of equivariant symplectic homology is given by
SH+,S
1
∗ (Vε(2, 2, 2, k) ) ∼=

0 ∗ is odd or ∗ < 2,
Q2 ∗ = 2b 2Nk c+ 2(N + 1) with N ∈ ZN≥1 and 2N + 1 /∈ kZ
Q otherwise.
(15)
A typical page of the Morse-Bott spectral sequence looks like the one in Figure 9.
0 2
0
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4
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Figure 9. E1-page of Morse-Bott spectral sequence for SH+,S
1
∗ (Vε(3, 2, 2, 2) ): the short columns
are given by HS
1
∗ (Σ(2, 2, 2);Q) ∼= H∗(S2;Q), and the long column is given by
HS
1
∗ (Σ(3, 2, 2, 2);Q) ∼= H∗(CP 2;Q).
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Remark 5.11. In the case of Ak−1-singularities, there are no orbits of contact homology de-
gree −1, 0, 1, so cylindrical contact homology is (conjecturally) defined and gives an invariant.
Alternatively, observe that all degree differences are even, so other exact fillings (with vanishing
first Chern class) cannot give another SH+,S
1
∗ ; the differentials necessarily vanish. This point of
view has also been exploited in work of Gutt [Gu2], Theorem 2.2.2, where full details are given in
the non-degenerate setup. We also want to mention that Gutt obtained the same results on the
Ustilovsky spheres independently with his spectral sequence, see [Gu2, Gu3], giving a rigorous proof
of Ustilovsky’s result. Prior to Gutt’s result, Fauck was able to distinguish Ustilovsky’s spheres
using Rabinowitz-Floer homology, [Fa].
5.6. The +-part of equivariant symplectic homology of ST ∗Sn. As mentioned in Lemma 3.1,
(ST ∗Sn, λcan) can be identified with the Brieskorn manifold Σ(2, . . . , 2), so we can use the Morse-
Bott spectral sequence and the formula in Theorem 3.10 for the homology of the quotient space
ST ∗Sn/S1 to compute the +-part of equivariant symplectic homology. We have the follow-
ing explicit result for the Betti numbers of the +-part of equivariant symplectic homology of
(ST ∗Sn, λcan).
Proposition 5.12. If n is odd, then
SH+,S
1
k (T
∗Sn, λcan) ∼=

Q2 if k = n− 1 + d(n− 1) with d ∈ Z≥1
0 if k is odd or k < n− 1
Q otherwise.
If n is even, then
SH+,S
1
k (T
∗Sn, λcan) ∼=

Q2 if k = n− 1 + 2d(n− 1) with d ∈ Z≥1
0 if k is even or k < n− 1
Q otherwise.
Proof. We first do the case n > 2. From Formula (14) we find that the Maslov index of an N -fold
cover of a principal orbit, which we denote by γN , is given by
µ(γN ) = 2(n− 1)N.
From Theorem 3.10 we find that
HS
1
k (ST
∗Sn;Q) ∼=
{
Q if k is even, with 0 ≤ k ≤ 2n− 2
0 otherwise
⊕
{
Q if k = n− 1 with n− 1 even
0 otherwise.
We put these homology groups in the Morse-Bott spectral sequence (13), which we display in
Figure 10. Since the difference of the total degree of any two terms in this spectral sequence
is even, nothing can kill or be killed, so we directly obtain the equivariant symplectic homology
groups. The result is
SH+,S
1
k (T
∗Sn, dλcan;Q) =
∞⊕
N=1
HS
1
k−µ(γN )+ 12 dim(ST∗Sn/S1)(ST
∗Sn;Q)
=
∞⊕
N=1
HS
1
k−µ(γN )+n−1(ST
∗Sn;Q).

Remark 5.13. For an alternative argument, note that ST ∗Sn can be identified with a prequanti-
zation bundle over the complex quadric in projective space, or equivalently with a prequantization
bundle over the Grassmannian of oriented 2-planes, Gr+(2, n+ 1).
The homology and Chern class of the quadric can be computed with the method from [MS,
Example 4.27]. The Chern class can then be used to compute the Maslov index and this gives the
required information to work out the above spectral sequence.
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(b) n = 4
Figure 10. E1-pages of Morse-Bott spectral sequence for ST ∗Sn
5.7. Invariants of contact manifolds, and detecting exotic contact structures. So far
we have discussed symplectic homology and equivariant symplectic homology. These homology
theories are invariants of symplectic manifolds with contact type boundary. To obtain an invariant
of the contact manifold we have following methods at our disposal.
• If the indices of all orbits are sufficiently high, one can use the methods from [BO4] to
show that the +-part of (equivariant) symplectic homology is independent of the filling.
• The mean Euler characteristic of equivariant symplectic homology will provide an invariant
in many cases. This number does not depend on the choice of contact form because
symplectic homology is a symplectic deformation invariant, see Gutt’s thesis [Gu2]. On
the other hand, this number does not depend on the choice of Liouville filling either. The
basic idea is that the Euler characteristic does not depend on the differential, and the only
augmentation dependent part in the above story is the differential. See Lemma 5.15 and
Proposition 5.20 for precise statements.
• If there is a chain complex (or spectral sequence) computing (equivariant) symplectic
homology such that the differentials vanish for degree reasons, then SH+ or SH+,S
1
are
invariants of the contact structure. See Corollary 6.7 for a precise sample statement of
this kind.
To make the second point precise, we need some definitions. Denote the Betti numbers of the +-
part of equivariant symplectic homology of a symplectic manifold (W,ω) by sbi := rk SH
+,S1
i (W ).
We define the mean Euler characteristic of (W,ω) as
χm(W ) =
1
2
(
lim inf
N→∞
1
N
N∑
i=−N
(−1)isbi(W ) + lim sup
N→∞
1
N
N∑
i=−N
(−1)isbi(W )
)
if this number exists. If we have a uniform bound on the Betti numbers sbi, then the limit inferior
and the limit superior exist. Furthermore, in all cases we will consider, the limit inferior and the
limit superior exist and coincide, so the mean Euler characteristic reduces to
χm(W ) = lim
N→∞
1
N
N∑
i=−N
(−1)isbi(W ).
We will use the following definition to get some nicely stated condition for the invariance of the
mean Euler characteristic.
Definition 5.14. We say a contact structure ξ on a simply-connected manifold P 2n−1 has con-
venient dynamics if there exists a smooth family of contact forms {αT = fTα}T∈[T0,∞[ with
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ξ = kerαT and T0 > 0, a positive constant ∆m and a positive integer k with the following proper-
ties:
(1) all periodic orbits of αT with period less than T are non-degenerate, and satisfy the in-
equality for the mean index,
|∆(γ)| > ∆m.
(2) there are simple periodic Reeb orbits of αT , denoted γ
T
1 , . . . , γ
T
k , with AαT (γTi ) < T0 such
that every periodic Reeb orbit of αT with period at most T is a cover of one of these γ
T
i .
(3) the following inequality holds for all p ∈ P
TfT (p) > (T − 1)fT−1(p).
We will call the orbits γT1 , . . . , γ
T
k essential orbits, and remark that these are a special case of
the construction in [BvK]. In Remark 9.1 we motivate this definition. Note that many contact
manifolds do not admit convenient dynamics. However if the Reeb flow is periodic, the contact
manifold often admits convenient dynamics, see Lemma 5.17.
Lemma 5.15 (Mean Euler characteristic as an invariant). Suppose (Σ, α = λ|∂W ) is a com-
pact, simply-connected contact manifold admitting a simply-connected Liouville filling (W,dλ) with
c1(W ) = 0, so that grading in symplectic homology is well-defined. Assume that the boundary
(∂W, kerα) has convenient dynamics. Then χm(W,dλ) is an invariant of the contact manifold
(Σ, ξ = kerα).
The idea for this statement was given before and we give a proof in Appendix C, Section 9.
Remark 5.16. For this reason, we will often write χm(Σ) instead of χm(W ) to indicate that we
actually have an invariant of the contact manifold rather than just of the symplectic filling.
Lemma 5.17. Suppose that (P, α) is a compact, simply-connected, cooriented contact manifold
with the following properties.
• c1(ξ = kerα) = 0.
• the Reeb flow of α is periodic and the mean index of a principal orbit is not equal to 0.
Then (P, ξ = kerα) has convenient dynamics.
With following lemma we can construct more contact manifolds with convenient dynamics.
Lemma 5.18. Let (W,dλ) be a Liouville domain with convenient dynamics on the boundary.
Suppose that the Liouville domain (W˜, dλ˜) is obtained from W by subcritical surgery along the
isotropic sphere S with framing ε. Then (W˜, dλ˜) also admits convenient dynamics on the boundary.
See the appendix C, Section 9, for a proof. The following sum formula for the mean Euler
characteristic, originally found by Espina [Es, Corollary 5.7], will be very useful. The current
version is most easily found in [BO4].
Theorem 5.19 (Espina, Bourgeois-Oancea). Let (W 2n1 , ω1) and (W
2n
2 , ω2) be Liouville manifolds
for which the mean Euler characteristic is defined, i.e. the above limits exist. Then the boundary
connected sum of W1 and W2 satisfies
χm( (W1, ω1)\(W2, ω2) ) = χm(W1, ω1) + χm(W2, ω2) + (−1)n 1
2
. (16)
5.8. Mean Euler characteristic of Brieskorn manifolds. We start with a general formula for
the mean Euler characteristic of a Liouville fillable contact manifold (Σ, α) with a periodic Reeb
flow. Though explicit, the general formula is not so nice. Assume that the minimal periods of the
Reeb flow of α are given by T1 < . . . < Tk, where Tk is the period of a principal orbit. We follow
[FSvK] and introduce the function
ϕTi;Ti+1,...,Tk = #{a ∈ N | aTi < Tk and aTi /∈ TjN for j = i+ 1, . . . , k}.
We use the convention that ϕTk;∅ = 1. The Euler characteristic of the S
1-equivariant homology
HS
1
(Σ;Q) will be denoted by χS1(Σ). This equivariant Euler characteristic equals the Euler
characteristic of the quotient if the circle action has no fixed points.
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Proposition 5.20 (Not so nice formula for the mean Euler characteristic). Let (Σ, α) be a simply-
connected contact manifold as above and assume that it admits a simply-connected Liouville filling
(W,dλ). Suppose furthermore that the following conditions hold.
• The restriction of the tangent bundle to the symplectization to Σ, T (R×Σ)|Σ, is trivial as
a symplectic vector bundle, and c1(W ) = 0.
• There is a compatible complex structure J for (ξ = kerα, dα) such that for every peri-
odic Reeb orbit γ the linearized Reeb flow is complex linear with respect to some unitary
trivialization of (ξ, J, dα) along γ.
Let µP := µ(Σ) denote the Maslov index of a principal orbit of the Reeb action. If µP 6= 0 then
the following hold.
• The contact manifold (Σ, α) is index-positive if µP > 0 and index-negative if µP < 0.
• The mean Euler characteristic is an invariant of the contact structure and satisfies the
following formula,
χm(W ) =
∑k
i=1(−1)µ(ΣTi )−
1
2 dim(ΣTi/S
1)ϕTi;Ti+1,...Tkχ
S1(ΣTi)
|µP | . (17)
The idea behind this proposition is to perform a signed count of the ranks of the entries, or
“the dots”, in the spectral sequence (13). The Euler characteristic of the equivariant homology of
a Morse-Bott submanifold is equal to this signed number of dots in a single column. Since this
spectral sequence is periodic in the horizontal direction with shifts, we only need to count in one
period, and divide by the absolute value of the mean index µP .
We can apply this formula to Brieskorn manifolds. The Maslov index µP of a principal orbit is
computed in Proposition 5.9, and Theorem 3.10 tells us how to compute χS
1
(ΣTi). We illustrate
the use of this proposition with an example that we will use later.
Let p, q be odd integers that are relatively prime, and consider Σ(2, 2, p, q) with its natural
contact form. All assumptions of the proposition hold for this Brieskorn manifold, so we can
start our computations. Principal orbits in this Brieskorn manifold have then period 2pq, and
exceptional orbits can have period 2p, 2q, 2 and pq (and integer multiples). We list all possible
Morse-Bott submanifolds in the table below. By frequency we mean the numbers ϕTi;Ti+1,...Tk .
Orbit space period χS
1
frequency (in one period of E1)
Σ(2, 2, p, q) 2pq 3 1
Σ(2, 2, p) 2p 2 q − 1
Σ(2, 2, q) 2q 2 p− 1
Σ(2, 2) 2 2 pq − q − p+ 1
Σ(p, q) pq 1 1
We conclude that
χm(Vε(2, 2, p, q) ) =
1 + 2(pq − p− q + 1) + 2(q − 1) + 2(p− 1) + 3
4(p+ q)
=
1 + pq
2(p+ q)
.
We also want to mention another case where the numerics work out nicely. If all exponents of the
Brieskorn polynomial are pairwise relatively prime, then Formula (17) reduces to something more
explicit, see [FSvK, Proposition 4.6].
Proposition 5.21. The Brieskorn manifold Σ(a0, . . . , an) with its natural contact form α is index-
positive if
∑
j
1
aj
> 1, and index-negative if
∑
j
1
aj
< 1. Furthermore, if the exponents a0, . . . , an
are pairwise relatively prime, then the mean Euler characteristic of Σ(a0, . . . , an) is given by
χm(Σ(a0, . . . , an), α) = (−1)n+1
n+ (n− 1)∑i0(ai0 − 1) + . . .+ 1 ·∑i0<...<in−2(ai0 − 1) · · · (ain−2 − 1)
2|(∑j a0 · · · âj · · · an)− a0 · · · an|
(18)
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Finally, for theAk−1 singularities in dimension 5/6, we can read off the mean Euler characteristic
from the computations in Section 5.5,
χm(Σ(2, 2, 2, k) ) =
{
1 if k is even
1
2
2k+1
k+2 if k is odd.
Note that Lemma 5.15 applies here, so this gives a simple way to see that the Ustilovsky spheres,
given by Σ(2, 2, 2, k) with k odd, are pairwise non-isomorphic.
Theorem 5.22. On the sphere S5 every rational number can be realized as the mean Euler char-
acteristic of some contact structure.
Proof. This is just a matter of finding the right generators, and using the sum formula (16). We
take the Brieskorn spheres Σ(k, 2, 2, 2) with k odd (also known as Ustilovsky spheres), Σ(2, 2, p, q)
and Σ(p, q, r, s), where p, q, r, s are pairwise relatively prime. By Formula (17), we find the following
results (if p, q, r, s are sufficiently large).
χm(Σ(k, 2, 2, 2) ) =
1
2
2k + 1
k + 2
, χm(Σ(p, q, r, s) ) <
1
4
, χm(Σ(2, 2, p, q) ) =
1 + pq
2(p+ q)
.
We see that χm(Σ(2, 2, 3, 5) ) = 1, so by the sum formula, we find
χm(Σ1#Σ2#Σ(2, 2, 3, 5) ) = χm(Σ1) + χm(Σ2).
Negative χm can be obtained by taking Σ(p, q, r, s)#Σ(p, q, r, s) if p, q, r, s are sufficiently large to
have χm(Σ(p, q, r, s) ) <
1
4 . Hence it suffices to realize 1/p
` for any prime p. To get the prime
powers 1/p` for p an odd prime, take k = 3 · p` − 2. Then
χm(Σ(k, 2, 2, 2)#Σ(k, 2, 2, 2)#Σ(2, 2, 3, 5) ) =
2k + 1
k + 2
=
2 · 3 · p` − 4 + 1
3 · p` = 2−
1
p`
.
For the prime powers 1/2`, we observe that
χm(Σ(2, 2, 2
` − 3, 2` + 3) = 2
2` − 8
2(2`+1)
= 2`−2 − 1
2`−1
.

Remark 5.23. Since Brieskorn manifolds are prequantization orbibundles, the mean Euler char-
acteristic is always a rational number. As we have seen in Formula (16), the connected sum
preserves this property. We do not know whether it is possible to get irrational numbers with more
general constructions.
5.9. Exotic contact structures on a sphere form a monoid. It is well-known that contact
structures on S2n−1 form a monoid under the connected sum operation. The neutral element is
the standard contact sphere (S2n−1, ξ0). Let us call this monoid Ξ(S2n−1). Define the submonoid
Ξnice(S
2n−1) consisting of contact structures on S2n−1 that are convex fillable by simply-connected
Liouville domains with vanishing first Chern class that admit convenient dynamics.
If we offset the mean Euler characteristic by a half, then we can reformulate Theorem 5.22 in
more fancy language: we have a surjective monoid homomorphism
χ˜m : (Ξnice(S
5),#) −→ (Q,+)
ξ 7−→ χm(S5, ξ)− 1
2
.
With the sum formula (16) we see that this is indeed a homomorphism. It follows that this
monoid is infinitely generated. The observation that the monoid Ξ(S2n−1) is infinitely generated
is not new, and was, in fact, already made by Ustilovsky in his thesis [U2] using cylindrical
contact homology. He looked at the chain complex of the connected sum, and although he didn’t
know the exact sequence from Theorem 5.1, he could deduce enough information to show that
Ξnice(S
5) is an infinitely generated monoid. See Section 5.5 for the necessary computations in the
five-dimensional case: these can be easily extended to dimensions 9, 13, etc.
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5.10. The mean Euler characteristic and the +-part of equivariant symplectic homol-
ogy over Q are not full invariants. Consider the Brieskorn manifolds Σ(2k, 2, 2, 2) from Sec-
tion 5.5. We saw that the +-part of equivariant symplectic homology with Q-coefficients does not
depend on k. Now consider the subcritically fillable manifold (S2×S3, ξsub) = ∂(T ∗S2×C, dλcan+
ω0). To motivate this choice, observe that Σ(2k, 2, 2, 2) is the contact open book OB(T
∗S2, τ2k),
whose monodromy is a 2k-fold Dehn twist. On the other hand, (S2 × S3, ξsub) is given by the
contact open book OB(T ∗S2, Id).
By examining the equivariant Viterbo long exact sequence we find that the +-part of equivariant
symplectic homology of (S2×S3, ξsub) is isomorphic to that of the Σ(2k, 2, 2, 2)’s, so SH+,S1 cannot
distinguish any of these manifolds. We remind the reader that (ST ∗S3, ξcan) ∼= Σ(2, 2, 2, 2).
Though we will not do this, one can show that (S2 × S3, ξsub) and (ST ∗S3, ξcan) are not
contactomorphic. It is easier to show instead that (S2 × S3, ξsub) and Σ(2k, 2, 2, 2) are not con-
tactomorphic for k > 1. A nice argument to see this can be found in [OV, Proposition 6.2(a)].
This proposition states that the link of an isolated singularity for which the intersection form of
the smoothing is nonzero does not embed into a subcritical Stein manifold. Since this condition
on the intersection form holds true for Σ(2k, 2, 2, 2) if k > 1, the claim follows.
We reach the following conclusion.
Proposition 5.24. There are non-isomorphic, simply-connected Stein-fillable contact manifolds
that are not distinguished by the +-part of equivariant symplectic homology with Q-coefficients. In
other words, the +-part of equivariant symplectic homology (with Q-coefficients) and their mean
Euler characteristics are not full invariants.
5.11. Classical invariants. With modern technology around, classical invariants have become
rather unpopular. However, these invariants can still be very effective, especially in dimension
7, 11, and so on. See [Ge, Section 5.1] for a more detailed description of these invariants for
Brieskorn manifolds and for some applications. To explain the classical invariants, we start with
some definitions.
Definition 5.25. An almost contact structure on a 2n−1-dimensional manifold is a reduction
of the structure group from SO(2n− 1) to U(n− 1)× Id. (or equivalently to Sp(2(n− 1) )× Id ).
Note that a cooriented contact structure ξ = kerα on a manifold Σ gives an almost contact
structure. Indeed, (ξ, dα) is a symplectic vector bundle and its complement is spanned by the
Reeb field Rα. Since TΣ ∼= ξ ⊕ RRα, we get an almost contact structure. The homotopy class of
almost contact structures provides an invariant and this is actually an invariant of the underlying
contact structure.
Put differently, an almost contact structure is a lift of f : Σ → B SO(2n − 1), where f is the
classifying map for TΣ, to f¯ : Σ → B(U(n − 1) × Id). We note here that B(U(n − 1) × Id) is
a fibration over B SO(2n − 1) with fiber SO(2n − 1)/U(n − 1). The latter homogeneous space
can be identified with SO(2n)/U(n). If Σ is a sphere, then we see that homotopy classes of
almost contact structures correspond to elements in pi2n−1(SO(2n)/U(n) ). A classical result due
to Massey, [Ma], tells us that
pi2n−1(SO(2n)/U(n) ) ∼=

Z⊕ Z2 for n mod 4 = 0
Z(n−1)! for n mod 4 = 1
Z for n mod 4 = 2
Z (n−1)!
2
for n mod 4 = 3,
(19)
so then we have an idea how much information this classical invariant measures.
For Brieskorn manifolds that are diffeomorphic to standard spheres, Morita, [Mo] has worked
out what value this invariant takes. He worked in a different context, namely that of almost
complex structures, but this can be translated to a contact setting. If ac denotes the map that
sends an almost contact structure to the groups listed in (19), then Morita’s computations can be
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stated as
ac(Σ(a), kerαa) =

( n!4·2n·(2n−1−1)Bn/2 sig(a)−
∏n
i=0(ai−1)
2 , 0) for n mod 4 = 0∏n
i=0(ai−1)
2 for n mod 4 = 1
− n!4·2n·(2n−1−1)Bn/2 sig(a)−
∏n
i=0(ai−1)
2 for n mod 4 = 2∏n
i=0(ai−1)
2 for n mod 4 = 3.
(20)
Here Bn denotes the n-th Bernoulli number with the same conventions as before, and sig a is the
signature of the manifold Vε(a) ∪∂ D2n, which is well-defined up to homeomorphism; this latter
manifold can be defined by the assumption that Σ(a) = ∂Vε(a) is diffeomorphic to a standard
sphere.
The signature of Vε(a)∪∂D2n can be computed with the help of the formula for the intersection
form in Proposition 3.4. This is rather complicated though, and fortunately there are more efficient
ways, for example by counting lattice points satisfying certain conditions. See [HM, Satz on page
98-99].
Remark 5.26. Since this invariant is an element of a homotopy group, it behaves additively under
connected sums involving only spheres.
6. Other applications: orderability and questions
In [EP] Eliashberg and Polterovich defined a relation  on C˜ont0(Σ, ξ = kerα), the universal
cover of the identity component of the contactomorphism group of (Σ, ξ) by the following rule.
For f˜, g˜ ∈ C˜ont0(Σ, ξ), we say that f˜  g˜ if f˜ g˜−1 is represented by a path that is generated by
non-negative contact Hamiltonians. The notion of orderability was defined in [EKP].
Definition 6.1 (Eliashberg-Kim-Polterovich). We call a contact manifold (Σ, ξ = kerα) order-
able if  defines a partial order.
Let us briefly point out that it has been shown that (S2n−1, α0) is not orderable, whereas
(RP2n−1, α0) is orderable. To understand non-orderable contact manifolds, the following proposi-
tion is helpful.
Proposition 6.2. A closed contact manifold (Σ, ξ) is non-orderable if and only if there is a
contractible loop ϕ : S1 → Cont0(Σ, ξ) with ϕ(0) = Id that is generated by a strictly positive
contact Hamiltonian.
A recent result of Albers and Merry, [AM], allows us to show that many Brieskorn manifolds,
including many exotic contact structures on spheres, are orderable. For this, we need to compute
the symplectic homology of a suitable Liouville filling.
Theorem 6.3. Let p ∈ C[x0, . . . , xn] be a polynomial with an isolated singularity at 0 such that its
Milnor number µ(p) is positive. Denote the Liouville filling of the contact manifold (L0,δ(p), α0)
formed by the link of the singularity at 0 by Vδ˜(p) = p
−1(δ˜)∩Bδ(0), where δ and δ˜ are sufficiently
small with 0 < δ˜  δ. Then SH(Vδ˜(p)) 6= 0. Furthermore, if p is a Brieskorn polynomial with
positive Milnor number, then (L0,δ(p), α0) is orderable.
Proof. Let p be a polynomial with an isolated singularity at 0, and let L0,δ(p) denote its link,
formed by p−1(0) ∩ S2n−1δ . Choose a Morsification p˜ satisfying the following:
• the critical points of p˜ are z1, . . . , zµ with z1 = 0.
• on the ball with radius δ, Bδ, the polynomial p˜ is close to p.
Note that the function z 7→ ‖z‖2 is a strictly plurisubharmonic function, and then observe that
the link L0,ε(p˜) is filled by a copy of disk cotangent bundle D
∗Sn−1 if ε < δ is sufficiently small
by Lemma 3.1. Now define P := p˜− ε′ such that
• 0 is a regular value of P
• ε′ is so small that L0,ε(P ) is still filled by D∗Sn−1
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The larger link L0,δ(P ) encloses the critical points z1, . . . , zµ of P , and since P is close to p,
the contact structure on the links L0,ε(p) and L0,ε(P ) are contactomorphic. The Liouville domain
V (P ) := P−1(0)∩Bδ is hence a Liouville (even Stein) filling for the contact manifold (L0,δ(p), α0).
Furthermore, the Liouville domain V (P ) contains a Lagrangian sphere L, so the symplectic
homology of V (P ) is non-vanishing by a theorem of Viterbo, [V2]. We briefly sketch a proof of
this theorem. First note that a neighborhood of the exact Lagrangian submanifold L forms a
Liouville subdomain D∗L ⊂ V (P ). This subdomain gives rise to the so-called transfer map, which
is a ring homomorphism
SH(V (P ) ) −→ SH(D∗L) 6= 0.
In particular, this transfer map sends the unit in SH(V (P ) ) to the unit in SH(D∗L). Since the
latter element does not vanish, the unit in SH(V (P ) ) cannot be zero either. Symplectic homology
is a symplectic deformation invariant, [Gu2], so SH(Vδ˜(p) ) is non-vanishing as well.
To obtain the statement about orderability we need a theorem from [AM], namely Corollary 1.3.
The formulation here is somewhat weaker, but suffices for our purposes.
Theorem 6.4. Suppose that (W,dλ) is a Liouville filling with vanishing first Chern class for a
compact, connected, cooriented contact manifold (Y, α). Let {HS}∞S=1 denote a sequence of Hamil-
tonians that are linear at infinity with slope S. Denote the homomorphism HF (W,JS , HS) →
SH(W ) that is induced by the continuation maps by iS. Assume that there is n0 > 0 and a class
c ∈ SH(W ) satisfying
• c 6= 0
• if iS([x]) = c for some x ∈ CF (W,JS , HS), then |AHS (x)| < n0.
Then (Y, kerα) is orderable.
We fix a sequence of Hamiltonians with increasing slope as indicated in Figure 11 from Appendix
B. It then suffices to find a non-zero class c ∈ SH(Vδ˜(p) ) whose action is bounded.
We distinguish the case when the Maslov index of a principal orbit is non-zero, µP 6= 0, and the
case when µP = 0. In the former case the (perturbed) sequence of Hamiltonians has the property
that there are only finitely 1-periodic orbits (i.e. Reeb orbits) with a given Conley-Zehnder index:
the action of these 1-periodic orbits is hence bounded. Furthermore, we find a non-zero homology
class, so the above theorem applies. Alternatively, µP implies index-positivity or negativity, so by
Lemma 3.3 from [AM] orderability follows (observe that the proof of Albers and Merry also works
in the index-negative case if one works with the absolute value of the mean index).
In the case when µP = 0 there are infinitely many periodic Reeb orbits with the same Conley-
Zehnder index, so the action bound does not follow directly. Instead we show that there is a
non-zero class that is represented by only finitely many 1-periodic orbits (in fact by a unique
orbit).
Lemma 6.5. Let W 2n := V1(a) denote the natural Liouville filling of a Brieskorn manifold Σ(a)
of dimension at least 5 satisfying
∑
j
1
aj
= 1. Then SH−n+1(W ) is infinite-dimensional, and each
class c ∈ SH−n+1(W ) has a unique representant x ∈ CF−n+1(W ;HS , JS) for S sufficiently large.
Proof. To prove the claim, we consider the Morse-Bott spectral sequence (29) for SH(W ).
We claim that any element with minimal total degree, which equals −n + 1, cannot be killed,
since the degree difference with the element with next smallest index is even and positive. This
will prove both assertions of the theorem.
The Maslov index of a principal orbit is zero by Proposition 5.9, so the minimal total degree of
a generator on the Morse-Bott manifold consisting of principal orbits, ΣP , equals
µP − 1
2
dim ΣP /S
1 + ind
pM
f = −1
2
dim ΣP /S
1 + 0 = 1− n.
Now consider the Maslov index of an exceptional orbit, which can be computed with formula (14).
We consider an exceptional orbit with exponents {ai}i∈IT , where #IT = 1 + n − k. The orbit
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space has dimension 2(n− k)− 1, so the degree shift equals
µ(N ·K(IT ) )− 1
2
dim Σexp/S
1 = 2
∑
j∈IT
NT
aj
+ 2
∑
j∈I−IT
bNT
aj
c+ #(I − IT )− 2NT − (n− k − 1)
= 2
∑
j
NT
aj
− 2NT + 2
∑
j∈I−IT
(
bNT
aj
c − NT
aj
)
+ k − (n− k − 1)
= 2
∑
j∈I−IT
(
bNT
aj
c − NT
aj
)
+ 2k + 1− n
By assumption, ai divides N for i ∈ IT . On the other hand,
∑
j
1
aj
= 1, so (
∑
i∈IT
NT
ai
) +
(
∑
j∈I−IT
NT
aj
) = NT . Hence
∑
j∈I−IT
NT
aj
is an integer, and the above term 2
∑
j∈I−IT
(
bNTaj c − NTaj
)
is even, so we see that the degree difference between generators with minimal degree on a principal
orbit and an exceptional orbit is even. Finally, to see that the degree difference is positive we note
that the sum
∑
j∈I−IT
(
bNTaj c − NTaj
)
contains k terms and that each term is at least −1. In fact,
since aj does not divide NT for j ∈ I − IT , we see that each term is larger than −1. Hence
any term in the Morse-Bott spectral sequence corresponding to an exceptional cannot kill the
minimum on a principal orbit.
Furthermore, since Σ is simply-connected, there are no generators on covers of principal orbits
that can kill the minimum either. Therefore each minimum on any cover of a principal orbit
survives to the E∞-page. 
This leaves 3-dimensional Brieskorn manifolds with µP = 0: these are Σ(2, 3, 6), Σ(2, 4, 4) and
Σ(3, 3, 3: with the Morse-Bott spectral sequence we can also show in these cases that symplectic
homology of its natural filling does not vanish, and that certain classes come with an action bound.
Now take a class c ∈ SH−n+1(V1(a) ). By the above lemma we find a unique representant and
hence we obtain an action bound. Now apply Theorem 6.4. It follows that all Brieskorn manifolds
whose exponents are greater than 1 are orderable. 
Remark 6.6. Alternatively, we can apply the Morse-Bott spectral sequence (12) to say more about
symplectic homology in the case of Brieskorn varieties or more generally weighted homogeneous
polynomials. The case when
∑
j
1
aj
≤ 1 is particularly nice, since the indices grow in the “wrong”
direction. This implies that many differentials must vanish. In particular, if the exponents are
sufficiently large, then the degree shifts are very large in negative direction as well, and the Morse-
Bott spectral sequence will degenerate already at the E1-page.
If
∑
j
1
aj
> 1 non-vanishing is not obvious without further assumptions, so we preferred the
above argument.
The above remark also implies that the +-part of symplectic homology is in many cases an
invariant of the contact structure. Here is a simple explicit example.
Corollary 6.7. Let Σ(k, . . . , k) be a Brieskorn manifold of dimension 2n − 1 with k > 3n, and
assume that W is a simply-connected Liouville filling with c1(W ) = 0. Then SH
+(W ) does not
depend on the choice of Liouville filling W satisfying these properties. In particular, SH+(W ) is
then an invariant of the contact structure.
Proof. The proof of invariance is done by computing the invariant. Consider the Morse-Bott
spectral sequence (30) for SH+(W ). With Proposition 5.9 we see that the mean index is given
by k · (n+1k − 1) = n+ 1− k. We compare two adjacent columns on the E1-page. The maximum
on the p+ 1-st column (after re-indexing) has total degree (p+ 1) · (n+ 1− k) + 2n− 1 and the
minimum on the p-th column has total degree p ·(n+1−k)+0. As k > 3n, there is no differential,
so the spectral sequence abuts at the E1. The same as true for a different filling, say W ′. Since
the E1-pages are isomorphic, so are the symplectic homology groups SH+. 
We also want to point out another way to detect non-vanishing of symplectic homology.
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Proposition 6.8. Let (W 2n, ω) be a Liouville manifold such that c1(W ) = 0, and such that the
mean Euler characteristic χm(W,ω) is defined. Suppose that χm(W,ω) 6= (−1)n−1 χ(W )2 . Then
SH(W,ω) 6= 0.
Proof. If SH(W,ω) = 0, then by [BO4, Theorem 4.1] SHS
1
(W,ω) = 0. By the Viterbo sequence
for equivariant symplectic homology, we find χm(W,ω) = (−1)n−1χm(HS1∗ (W,∂W ) ). The ho-
mology groups HS
1
∗ (W,∂W ) are isomorphic to H∗(W,∂W ) ⊗ H∗(BS1), see (11), so the claim
follows. 
6.1. Open problems. We conclude this survey with a list of problems related to Brieskorn man-
ifolds. We have seen that Brieskorn manifolds and connected sums of them always have a rational
mean Euler characteristic. This leads us to.
Question 6.9. Are there contact manifolds for which the mean Euler characteristic is an irrational
number?
Question 6.10 (AIM workshop). Are Σ(2k, 2, 2, 2) and Σ(2`, 2, 2, 2) non-contactomorphic for
k 6= `? Does the additional algebraic structure on contact homology distinguish the Σ(2k, 2, 2, 2)’s?
A related question is the following.
Question 6.11 (AIM workshop). Is there an exact symplectic cobordism from Σ(2k, 2, 2, 2) at the
concave end to Σ(2`, 2, 2, 2) at the convex end for k > `?
Here are some questions involving classical invariants.
Question 6.12. Are there infinitely many non-isomorphic contact structures on S2n−1 with the
same classical invariants as the standard structure?
For S5, S9 and so on, this question was answered affirmatively by Ustilovsky, [U1]. The
Brieskorn manifolds Σ(k, 2, . . . , 2) with k mod 8 = ±1 provide such contact structures. The
condition on k is necessary to get the standard smooth structure on a sphere, see Theorem 3.15.
Since there are only finitely many homotopy classes of almost contact structures, one can imagine
that things will work out. This is indeed the case according to Formula (20). However, there are
infinitely many homotopy classes of almost contact structures in dimension 7, 11, and it seems to
be difficult to reproduce the trivial homotopy class.
Another question related to Brieskorn manifolds concerns non-fillable contact manifolds. We
have seen that Σ(2, . . . , 2, k) ∼= OB(T ∗Sn−1, τk), where τ is a right-handed Dehn twists along the
zero section.
Question 6.13. What are the classical invariants of the contact manifolds OB(T ∗Sn−1, τ−k).
It might be interesting to note here that in dimension 3 the contact open book OB(T ∗S1, τ) is
contactomorphic to the standard sphere, whose formal homotopy class of almost contact structures
is trivial. On the other hand, the contact open book OB(T ∗S1, τ−1) is an overtwisted sphere with
a non-trivial homotopy class of almost contact structures.
7. Appendix A: the +-part of equivariant symplectic homology of Ak-singularities
The argument from Section 5.5 applies to all simple singularities. In fact, the Ak, E6 and
E8-singularities are of Brieskorn type. For future reference, we include the formulas for the Ak-
singularities.
The Ak-singularity in dimension 2n is the Brieskorn singularity V0(k + 1, 2, . . . , 2), where the
number of 2’s is equal to n. Let us give some detailed arguments for dimension 3/4 using a
perturbation. The Morse-Bott methods also apply, of course.
Lemma 7.1. The Brieskorn manifold Σ(k, 2, 2) with its natural contact structure is contactomor-
phic to the lens space (L(k, k − 1), α0).
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Here L(k, k − 1) = S3/(z1, z2) ∼ (e2pii/kz1, e−2pii/kz2), and α0 is the standard contact form on
S3, which is invariant under this action. Since SH+,S
1
is a symplectic deformation invariant, we
can use other Liouville forms, for example corresponding to the contact form αa1,a2 given by
αa1,a2 =
i
2
2∑
j=1
aj (zjdz¯j − z¯jdzj) , (21)
which is also invariant under the action defining the lens space. If a1 and a2 are rationally
independent, then (S3, αa1,a2) has precisely two simple periodic Reeb orbits, namely γ1(t) =
(eit/a1 , 0) and γ2(t) = (0, e
it/a2). These orbits are both non-degenerate and descend to periodic
Reeb orbits [γ1(t)]k and [γ2(t)]k in L(k, k− 1), where [·]k denotes the equivalence class in the lens
space.
To compute the Conley-Zehnder indices, we will use a global trivialization of the tangent bundle,
inspired by the quaternions on S3:
R =
1
a1
(−y1∂x1 + x1∂y1) +
1
a2
(−y2∂x2 + x2∂y2)
U = a2(−x2∂x1 + y2∂y1) + a1(x1∂x2 − y1∂y2)
V = a2(−y2∂x1 − x2∂y1) + a1(y1∂x2 + x1∂y2)
Here R is the Reeb field and U, V form a basis for the contact structure. This trivialization extends
to the quotient and also to the filling Vε(k + 1, 2, 2), where all orbits are contractible.
We find the Conley-Zehnder indices for the N -fold covers
µCZ([γ1,N ]k) = µ(e
it(1/a1+1/a2)|t∈[0,N ·2a1pi/k]) = 2b
N
k
(1 +
a1
a2
)c+ 1,
and a similar formula for [γ2,N ]k. By choosing a2 to be much larger than a1, we see that all
generators in the Morse-Bott spectral sequence with small index correspond to covers of [γ1]k.
Furthermore, the index of covers of [γ1]k forms a sequence of the form of k−1 copies of 1, followed
by a degree jump, then k copies of 3’s, a degree jump, and so on. The symplectic invariance
implies independence of a1 and a2, so we find
SH+,S
1
∗ (Vε(k, 2, 2) ) =

Qk−1 ∗ = 1
0 ∗ is even or ∗ < 1
Qk otherwise.
The result in dimension 5/6 was already described in Section 5.5. We now list the results for
Vε(k, 2, . . . , 2) in dimension 2n with n ≥ 3. We will write N for a natural number, and k ∈ Z≥2.
For n odd we have the equivariant symplectic homology groups
SH+,S
1
∗ (Vε(2k, 2, . . . , 2)) =

Q2 ∗ = 2bNk c+ (2n− 4)N + n− 1; or
∗ ∈ 2{(n− 2)k + 1}N
0 ∗ is odd or ∗ < n− 1
Q otherwise
and
SH+,S
1
∗ (Vε(2k + 1, 2, . . . , 2)) =

Q2 ∗ = 2b 2N2k+1c+ (2n− 4)N + n− 1 for 2N + 1 6∈ (2k + 1)N
0 ∗ is odd or ∗ < n− 1
Q otherwise.
And for n even we have
SH+,S
1
∗ (Vε(2k, 2, . . . , 2)) =

Q2 ∗ = 2bNk c+ (2n− 4)N + n− 1; or
∗ = 2bNk c+ (2n− 4)N + 1 for N 6∈ kN
0 ∗ is even or ∗ < n− 1
Q otherwise
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and
SH+,S
1
∗ (Vε(2k+1, 2, . . . , 2)) =

Q2 ∗ = 2b 2N2k+1c+ (2n− 4)N + n− 1 for 2N + 1 6∈ (2k + 1)N; or
∗ = 2b 2N2k+1c+ (2n− 4)N + 1 for N 6∈ (2k + 1)N
0 ∗ is even or ∗ < n− 1
Q otherwise
Denote the quadric of complex dimension n by Qn. Then the mean Euler characteristics of the
“Ak”-singularities are given by the following formulas
χm(Vε(2k, 2, . . . , 2) ) = (−1)n+1 (k − 1)χ(Qn−2) + χ(Qn−1)
2 · k(n− 2 + 1k )
,
and
χm(Vε(2k + 1, 2, . . . , 2) ) = (−1)n+1 2kχ(Qn−2) + χ(CP
n−1)
2(2k + 1)(n− 2 + 22k+1 )
,
which reveals the relationship between the mean Euler characteristic of these prequantization
orbibundles, the above Brieskorn manifolds Σ(a), and the orbifold Euler characteristic and orbifold
Chern class of the quotient Σ(a)/S1. This relation is also described in [CDvK].
8. Appendix B: Morse-Bott spectral sequences for symplectic homology of
Liouville domains with periodic Reeb flows on the boundary
In the following (W,ω = dλ) will be a Liouville domain, and H : W → R will be an autonomous
Hamiltonian function that is linear at infinity such that its slope s is not the period of a periodic
Reeb orbit of λ∂W . In addition, we will assume that the 1-periodic orbits of XH are of Morse-
Bott type, which intuitively means that the critical set C of the action functional A is a smooth
manifold for which the restriction of the Hessian to the normal bundle is non-degenerate. Since
we only consider the autonomous case, we can map this critical set into W by taking the starting
point of each orbit, so we take the following definition.
Definition 8.1. We say that the 1-periodic orbits of an autonomous Hamiltonian H are of Morse-
Bott type if
• the critical set or critical manifold C = {x ∈ W | FlXH1 (x) = x} forms a (possibly
disconnected) compact submanifold of W without boundary.
• the restriction of the linearized return map to the normal bundle of each connected com-
ponent Σ of C is non-degenerate, i.e. the linear map
TxFl
XH
1 |ν(Σ) − Id |ν(Σ)
is invertible for all x ∈ Σ.
Remark 8.2. Since the Hamiltonian is assumed to be linear at infinity and its slope does not lie
in the spectrum, all 1-periodic orbits lie in a compact set. Furthermore, the Morse-Bott condition
tells us that the critical manifolds are non-degenerate in the normal direction, so they are isolated,
i.e. there is a neighborhood of each connected component of the critical manifold that does not
contain any other components. By compactness the number of components is finite.
Such a Hamiltonian cannot be used for Floer homology unless the critical set consists of non-
degenerate critical points of the Hamiltonian. However, the methods of [CFHW] apply. There
it was proved that one can still define (local) Floer homology if the critical set C consists of
circles that are transversely non-degenerate. It was also pointed out that the methods should
generalize to other critical manifolds. We will work out a class of such critical manifolds that is
particularly relevant to symplectic homology, but to simplify later discussions we will make the
following assumption:
(ST) For each connected component Σ of the critical manifold there is a symplectic trivialization
εΣ : Σ× (R2n, ω0)→ TW |Σ. Furthermore, if γ is a critical point of the action functional
A, then γ has a capping disk in W to which the trivialization εΣ|γ extends.
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Note that this condition implies that all 1-periodic orbits are contractible in W . Relevant
examples include Σ = S1, a transversely non-degenerate circle, and Brieskorn manifolds. To see
the latter, we observe that any Brieskorn variety V1(a) is homotopy equivalent to a wedge of spheres
and that cn(V1(a) )=0, so TV1(a) has a global symplectic trivialization. In particular TV1(a)|Σ is
symplectically trivial, and the trivialization extends over disks. To give one non-example, we note
that ST ∗RP 2 in T ∗RP 2 does not satisfy the (ST)-assumption.
Choose a Morse function h on the (disconnected) critical manifold C, extend this function to
a neighborhood U of C (we still denote this extension by h), and cut it off by a bump function
ρb to get a function supported in the neighborhood U . If we introduce a metric, then we define
such a function ρb depending only on the distance to Σ. We will denote the resulting function by
hρb, and by choosing ρb sufficiently small, we can assume that 0 ≤ hρb < 1. Let Σ be a connected
component of the critical manifold C and denote the slope of H at Σ by s. We use h|νW (Σ) to
define a time dependent function by putting
h¯ : ν(Σ)× S1 −→ R
(p, n; t) 7−→ h(FlsRt (p))ρb(n),
where p is a point in Σ and n ∈ ν(Σ)p a normal vector to Σ. For δ > 0, define
Hδ = H + δh¯.
Lemma 8.3. Suppose that Σ is a connected component of the critical manifold of an autonomous
Hamiltonian H of Morse-Bott type. Let U denote a neighborhood of Σ that does not contain 1-
periodic orbits of XH other than those in Σ. Then for any open neighborhood V ⊂ U of Σ, there
exists δ0 > 0 with the property that for any δ ∈]0, δ0[ the following hold.
(1) all 1-periodic orbits of the perturbed Hamiltonian Hδ that are contained in U are already
contained in V .
(2) all Floer trajectories completely contained in U are already contained in V .
Proof. The proof follows that of Lemma 2.1 in [CFHW] almost verbatim. 
We can be more specific about 1-periodic orbits of the perturbation Hδ given above: if δ is
sufficiently small then all 1-periodic orbits of the perturbation Hδ correspond to critical points of
the Morse function h. We denote the 1-periodic orbits of Hδ that are contained in U by PUHδ . We
follow [CFHW] to define the local Floer homology of Σ. Fix a ring R, and define the local Floer
homology as the homology of the following complex.
• define CF loc∗ (Σ, Hδ, J) as the R-module freely generated by 1-periodic orbits of Hδ. We
grade each 1-periodic orbit with minus the Conley-Zehnder index measured with respect
to a trivialization on a capping disk.
• define the local “moduli space” as the set
MU (x+, x−, Hδ, J) := {u : R× S1 → U ⊂W | us + Jt(u) (ut −XHδ) = 0
lim
s→∓∞u(s, ·) = x±(·)}
where we mean uniform convergence. We will assume that J is chosen generically, such
that the moduli spaces are smooth manifolds of dimension determined by the Fredholm
index.
• the differential is induced from the full Floer complex in the following way. We define
coherent orientations on the full perturbed complex CF∗(Hδ, J) with the method of [FH].
In general, there can be several choices of coherent orientations as pointed out in Re-
mark 8.1.15 of [FOOO]. We will fix one particular choice by requiring that Floer flow
lines for a C2-small Hamiltonian (these correspond to Morse flow lines as we shall see
below) are counted in the same way as the version of Morse homology that is isomorphic
to singular homology.
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Now define the differential on generators of CF loc∗ (Σ, Hδ, J) by
∂lock : CF
loc
k −→ CF lock−1
x¯ 7−→
∑
¯
x∈PUHδ
−µCZ (¯x)=k−1
∑
[u]∈MU (x¯,
¯
x,Hδ,J)/R
ε([u])
¯
x,
where ε([u]) is the sign assigned to a Floer trajectory by comparing the flow orientation
(induced by the R-action) of u to that of the coherent orientation on MU (x¯,
¯
x,Hδ, J)/R.
• the local Floer homology is HF loc∗ (Σ, Hδ, J) = H∗(CF loc∗ (Σ, Hδ, J), ∂loc).
It follows from Lemma 8.3 that the local Floer homology of Σ is well-defined and independent of the
choice of complex structure J , and perturbation h. The following is an analogue of Proposition 2.2
in [CFHW].
Proposition 8.4. Suppose that Σ is a component of the critical manifold of an autonomous
Hamiltonian of Morse-Bott type H : W → R satisfying
(1) the conditions from Lemma 8.3.
(2) the symplectic triviality assumption (ST) holds and c1(W ) = 0.
(3) assume that c, where H(Σ) = c, is a regular value of H such that the Liouville vector field
X is transverse to Σc := H
−1(c).
(4) the restriction of the Hessian to the Liouville direction is positive definite.
(5) one of the following conditions hold: H1(Σ;Z2) = 0, Σ = S1 is a good Reeb orbit, or
the linearized Reeb flow is complex linear with respect to some unitary trivialization of the
contact structure along every periodic Reeb orbit in Σ.
Then the local Floer homology is isomorphic to HF loc∗+shift(Σ, H, J ;R) ∼= HMorse∗ (Σ;R), where
shift = µRS(Σ)− 12 dim Σ/S1.
In this statement we compute the Robbin-Salamon index of an orbit γ in Σ as a periodic Reeb
orbit. Hence there is no minus sign.
Proof. The argument follows the ideas of the proof of Proposition 2.2 from [CFHW] closely. See
also the survey of Oancea, [Oa1], section 3.3 who calls the following “spinning”.
Simplifying the flow by unwrapping or spinning This is essentially step 1 in the proof
of Proposition 2.2 in [CFHW]. By assumption (iii), a neighborhood of Σ is diffeomorphic to
]1 − ε, 1 + ε[×νΣc(Σ) with symplectic form d(rλ|Σc), where r is the coordinate on ]1 − ε, 1 + ε[.
Assume that the slope of H along Σ is equal to s, i.e. ∂rH|Σ = s. Define the Hamiltonian
K = −s · r, and let ∆t = FlXKt denote its time-t flow. Put K˜(t, x) := Hδ(t, F lXK−t (x)) +K(x). We
construct a map between the Floer complexes CF loc(Hδ, J) and CF
loc(K˜, JK˜) as follows
• send a 1-periodic orbit x of Hδ to xˆ = ∆t ◦ x. By the formula for the Hamiltonian of a
product, we see that xˆ is a 1-periodic orbit of K˜.
• define the complex structure by conjugation, JK˜ := T∆t ◦ J ◦ T∆−1t . With this choice
of complex structure, every Floer trajectory for CF loc(Hδ, J) maps to a Floer trajectory
for CF loc(K˜, JK˜). Furthermore, regularity of Floer trajectories holds for CF
loc(K˜, JK˜) if
and only if it holds for CF loc(Hδ, J).
• We pull back the coherent orientations on CF loc(Hδ, J) with ∆−1t to get a local system
on CF loc(K˜, JK˜). Below we explain these orientations and the local coefficient system in
more detail.
Note that the resulting map between chain complexes need not be grading preserving, since the
map ∆t affects the capping disks for the 1-periodic orbits.
Local Floer homology via Morse homology This follows from an analogue of steps 2 and 4
in the proof of Proposition 2.2 in [CFHW]. We compute the local Floer homology up to a degree
shift. The restriction of K˜ to Σ is C2-small, and all 1-periodic orbits of K˜ in the neighborhood
ν(Σ) are critical points of K˜ by Lemma 8.3. Consider the local Floer homology HF loc(Σ, K˜, J ;O),
where we have chosen J to be time-independent, and such that the gradient flow of the metric
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g = ω(·, J ·) is Morse-Smale. The notation O indicates that we take the coherent orientations
from the complex CF loc(Hδ, J). The Floer equation reads ∂su + J∂tu = −gradgK˜, so we see
that rigid gradient flow lines of K˜ with respect to g are also Floer trajectories. This is actually
a 1− 1-correspondence, which was already noticed by Floer, [F], as well in step 4 of the proof of
Proposition 2.2 in [CFHW]. A detailed version of this correspondence was worked out by Poz´niak
in [Po, Proposition 3.4.6], who identifies the kernels of the linearized Floer equation and the kernel
of linearized gradient flow, to obtain an isomorphism between Floer homology and Morse homology
in a Lagrangian setup. For convenience we will refer to this relation in the Hamiltonian setting
also as Poz´niak’s correspondence.
On the Floer side we use coherent orientations following the scheme of [FH], and with Poz´niak’s
correspondence we get a corresponding system of orientations on the Morse homology side, yielding
a local coefficient system on Σ, which we denote by LΣ. We will now describe this local coefficient
system in more detail.
From orientations to local coefficient systems We follow some of the ideas in [BO1] Sec-
tion 4.4 in order to define coherent orientations for the local Floer homology of a Morse-Bott
critical manifold Σ. Since we are in a non-degenerate setup after perturbation, we will only need
coherent orientations for Floer trajectories corresponding to Morse flow lines, so we will not go
into the general setup which involves cascades.
Suppose that Σ is a critical manifold of the Hamiltonian vector field XH belonging to the
autonomous Hamiltonian H, so each point γ of Σ is a 1-periodic orbit of XH . With respect to a
unitary trivialization ε of γ∗TW the linearized flow TF lXHt is a path of symplectic matrices ψ(t)
satisfying the ODE
ψ˙ = J0S(t)ψ
ψ(0) = Id .
(22)
Here S(t) is a loop of symmetric matrices that is non-degenerate in the direction normal to Σ
by the Morse-Bott assumption. We will consider loops of symmetric matrices satisfying this non-
degeneracy assumption,
S := {S : S1 → Sym2n(R) | det((Id−ψS(1)) |ν(Σ)) 6= 0}.
Because we allow for Morse-Bott degeneracies we will need asymptotic weights for the Sobolev
spaces in order to get the Fredholm property for the operators considered below, just as in [BO1]
Section 4.4. For a cylindrical end ([R,∞[×S1, J0, ds ∧ dt) one uses the measure eδsds ∧ dt, where
δ > 0 is chosen to be smaller than the spectral gap of the asymptotic operator. If we use polar
coordinates for C, then we have (C, J0, rdr ∧ dϑ), with J0∂r = 1r∂ϑ, and the appropriate measure
with asymptotic weights becomes ρδ(r)dr∧dϑ, where ρδ(r) equals r near r = 0 (polar measure) and
rδ−1 for large r (pulled back measure). Given a vector space E (to be replaced by a trivialization
of the symplectic vector bundle over C), we define the Banach spaces
W 1,pδ (C, E) = {f : C→ E | f(r, ϑ) ∈W 1,p(C, E; ρδ(r)dr ∧ dϑ)}, and
Lpδ(C, E) = {f : C→ E | f(r, ϑ) ∈ Lp(C, E; ρδ(r)dr ∧ dϑ)}.
For the Morse-Bott setup we need to include elements in the kernel of the asymptotic operator.
Find a basis of solutions of the ODE given by the asymptotic operator
J0∂tej + S(t)ej = 0 (23)
Choose a cutoff function that is supported at infinity, say ρ : C → R depending only on |z| such
that ρ(z) = 1 if |z| > 2R and ρ(z) = 0 for |z| < R, where R is a constant. Then the vector-valued
functions e˜j(z) := ρ(z)ej(
z
|z| ) extend to vector valued functions on C. We define a vector space
of dimension dim Σ, denoted by TγΣ = spanR(e˜1, . . . , e˜dim Σ). The notation indicates that TγΣ
is morally the tangent space to the Morse-Bott manifold. For S˜ ∈ S define a space O(C, E; S˜)
consisting of operators
D : W 1,pδ (C, E)⊕ TγΣ −→ Lpδ(C,Ω0,1(E) ) (24)
satisfying the following conditions.
42 MYEONGGI KWON AND OTTO VAN KOERT
(1) in a local unitary trivialization of E, the operator has the form
D = (∂r + J0∂ϑ + S(z)) dz¯, (25)
where we interpret an element in W 1,pδ (C, E)⊕ TγΣ as a linear combination of the form
X = X˜ +
dim Σ∑
j=1
aj e˜j ,
with X˜ ∈W 1,pδ (C, E). Together with the next condition, we see that this makes sense.
(2) lims→∞ S(s, t) = S˜(t). So by construction, the e˜j ’s map under D into L
p
δ(C,Ω0,1(E) ).
Because of the asymptotic weights, the space O(C, E; S˜) consists of Fredholm operators. Also,
each space O(C, E; S˜) has fixed asymptotics, so the determinant bundle over O(C, E; S˜) is trivial
by [FH][Proposition 7]. Below we will construct a bundle version of the map (24).
8.0.1. Banach bundles over Σ. In the following it will be useful to think of Σ as a submanifold in
ΛW¯ . Throughout the following construction we fix R > 0 and a cutoff function ρ : C → R such
that ρ(z) = 1 for |z| > 2R and ρ(z) = 0 for |z| < R. We will also need a symmetric connection ∇
for TW .
Cover Σ with finitely many good charts {Ua ⊂ Rdim Σ}a, meaning that each intersection Ua1 ∩
. . .∩Uak is either diffeomorphic to an open ball or empty. For each Ua choose a collection of pairs
of maps (uaγ , ε
a
γ) such that
uaγ : C→W
is a capping plane for γ, i.e. uaγ(z) = γ(
z
|z| ) for |z| > R and
εaγ : C× R2n → uaγ∗TW
is a trivialization of uaγ
∗TW that only depends on z|z| if |z| > R. We will now use the (ST)
assumption to make the following construction work. Denote the symplectic trivialization of
TW |Σ by εΣ : Σ× R2n → TW |Σ. Then we choose the above trivializations εaγ by putting
εaγ : C−BR(0)× R2n −→ uaγ∗
(z, v) 7−→ εΣ(uaγ(z), v).
We extend this trivialization to the rest of C. For fixed a, this can be done in a way that depends
smoothly on γ ∈ Ua. We now construct a bundle version of the operator 24. We first define the
analogue of TγΣ. For each γ ∈ Ua find a basis of solutions to the following ODE for the vector
field X along γ, seen as a loop in W ,
J(∇tX −∇XXH) = 0.
This is a coordinate-free version of the Equation (23). We can assume that this basis depends
smoothly on the point γ in Ua, and we will denote this basis of solutions by {eaγ,i}i. Using the
cutoff function ρ we extend these functions to a map
e˜aγ,i : C −→ uaγ
∗TW
z 7−→ ρ(z)eaγ,i(
z
|z| ).
Define the finite-dimensional vector space
T aγ Σ := spanR(e˜aγ,1, . . . , e˜aγ,dim Σ).
We construct a Banach bundle WΣ over Σ whose fiber over γ ∈ Ua is
W 1,pδ (C,R
2n)⊕ Rdim Σ ∼= W 1,pδ (C, uaγ∗TW )⊕ T aγ Σ.
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Define the transition function gab : C × R2n by putting gab(z, ·) := Id. This makes sense since
εbγ
−1 ◦ εaγ(z, ·) = Id for |z| > R by the above choice of trivializations. The above functions e˜aγi are
related to one another by the formula ∑
i
e˜aγig˜ab
i
j = e˜
b
γj
.
These functions satisfy the cocycle condition, so we say that elements are equivalent,
(γ;X, v) ∈ Ua ×
(
W 1,pδ (C,R
2n)⊕ Rdim Σ
)
∼ (δ;Y,w) ∈ Ub ×
(
W 1,pδ (C,R
2n)⊕ Rdim Σ
)
if γ = δ, Y (z) = gab(z,X(z) ) and v
i =
∑
j g˜ab
i
jw
j . This gives rise to the Banach bundle
WΣ :=
∐
Ua ×
(
W 1,pδ (C,R
2n)⊕ Rdim Σ
)
/ ∼ .
Similarly, we define a Banach bundle LΣ whose fiber over γ ∈ Ua is given by
L1,pδ (C,R
2n) ∼= L1,pδ (C,Ω0,1(uaγ∗TW ) ).
We define a vector bundle homomorphism DΣ : WΣ → LΣ covering the identity. On the level of
charts, put
DΣ
Ub
Ua
: WΣ|Ua −→ LΣ|Ub
(γ;X, v) 7−→
(
γ; (εbγ)
−1 ◦ ρ(z) ·
(
∇s ·+J(∇t · −∇·XH) ◦ (εaγ(X) +
∑
i
vie˜aγi)
))
,
(26)
so we simply substitute the vector εaγ(X) +
∑
i v
ie˜aγi into the differential operator X 7→ ∇sX +
J(∇tX −∇XXH).
Lemma 8.5. The map DΣ defines a bundle homomorphism that restricts to a Fredholm operator
on each fiber. Furthermore DΣ
Ua
Ua
|γ is a compact perturbation of an operator in O(C, uaγ∗TW,S)
for some S ∈ S.
Proof. We first check that the map DΣ is compatible with the transition functions. For |z| ≤ R
the cutoff function ρ(z) vanishes, so the right-hand side is then 0. For |z| > R, the trivializations
εaγ do not depend on a, so the X-terms in the expression (26) are independent of a and b. For the
terms involving v, we go to the Ub chart, so v 7→ g˜−1ab v, resulting in the term∑
i,j
vi(g˜ab
−1)
j
ie˜
b
γj
=
∑
i,j,k
vi(g˜ab
−1)
j
ig˜ab
k
j e˜
a
γk
=
∑
k
vke˜aγk
in the above expression, so the map DΣ is well-defined. To check the Fredholm property, we define
Dγ,a : WΣ|γ −→ LΣ|γ
X 7−→ ∇sX + J(∇tX −∇XXH).
We claim that Dγ,a ∈ O(C, uaγ∗TW ; S˜) for some S˜ ∈ S. To see this, we use the trivialization εaγ .
This gives a unitary frame {fj} of uaγ∗TW along C. By assumption, this frame only depends on
z
|z| if |z| > R. With respect to such a trivialization the expression ∇sX + J(∇tX −∇XXH) has
terms of the form
∇s
∑
j
(fjX
j) =
∑
j
(∇sfj)Xj +
∑
j
fj∂sX
j .
The latter corresponds to ∂sX and the former is a constituent of the term S(z) in Equation (25).
The other terms can be identified similarly.
Now observe that ∇sfj vanishes for |z| > R due to our choice of trivialization. Further-
more, for large |z|, the second term in the above expression for Dγ,a equals J(∇tX − ∇XXH).
This is a coordinate-free expression for the asymptotic operator with a minus sign, so Dγ,a ∈
O(C, uaγ∗TW ; S˜). In particular, we conclude that Dγ,a is a Fredholm operator. To see that DΣ|γ
is a Fredholm operator we observe that the map Lp → Lp, which sends X to ρ(z)X is a compact
operator, which preserves the Fredholm condition. 
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8.0.2. Determinant bundles. We take the determinant bundle of the vector bundle homomorphism
DΣ to obtain a real line bundle Det(DΣ)→ Σ. We can choose the transition functions of this line
bundle to lie in O(1), so we obtain a local coefficient system LΣ on Σ. The signed count of Morse
flow lines from Poz´niak’s correspondence is hence twisted with the local coefficient system LΣ. To
make this precise, it is convenient to use Abouzaid’s description of orientations in Floer homology,
see [A], Sections 1.4 and 1.5. We briefly review his description. Given a 1-periodic Hamiltonian
orbit γˆ of Hδ, choose a capping plane uγˆ and a trivialization εγˆ of TW along uγˆ . As before we
obtain an expression for the asymptotic operator of the form −(J∂t + S˜γˆ). We extend S˜γˆ to a
map Sγˆ defined on C, for example by using the cutoff function ρ. We obtain a Fredholm operator
Dγˆ = ∂s + J∂t + Sγˆ ,
and define the determinant line Det(Dγˆ). This line comes with a Z-grading given by minus the
Conley-Zehnder index of ψ, where ψ solves the ODE (22) with S = S˜γˆ .
Remark 8.6. For later purposes, recall that γˆ corresponds to a critical point γ on Σ, so if we
choose the above capping plane uγˆ and trivialization εγˆ with the above construction for DΣ we get
a canonical isomorphism Det(Dγˆ) ∼= Det(DΣ)|γ .
We return to Abouzaid’s construction of orientations. Choose orientations δ+γˆ and δ
−
γˆ for the
determinant line Det(Dγˆ), and define the orientation line oγˆ of γˆ as the abelian group generated
by δ+γˆ and δ
−
γˆ subject to the relation that their sum vanishes, i.e.
oγˆ := 〈δ+γˆ , δ−γˆ | δ+γˆ + δ−γˆ = 0〉.
Now define the Floer chain complex as the graded abelian groups
CF lock (ν(Σ), Hδ, J) :=
⊕
xˆ∈Pν(Σ)Hδ
−µCZ (xˆ)=k
oxˆ.
The differential is defined on orientation lines by
∂|ox : a 7−→
∑
y
∑
[u]∈M(x,y,Hδ,J)
∂ua,
where ∂u : ox → oy is a map between orientation lines constructed in Lemma 1.5.4 of [A]. This is
similar to the earlier description where we fixed orientations. As always, this map ∂ is extended
linearly. Now define Lx to be the orientation line of the line Det(DΣ)|x. The corresponding bundle
L with fiber Lx is an O(1)-bundle over Σ. By Remark 8.6, we have a canonical isomorphism
between the previous Floer complex and the twisted Morse complex
CMorsek (K˜;LΣ) :=
⊕
x∈Crit(K˜)
indx K˜=k
Lx.
This is an isomorphism of chain complexes, since we can identify Floer flow lines and their de-
terminant lines in the complex CF loc∗ (ν(Σ), Hδ, J) with Morse flow lines with local coefficients by
Poz´niak’s correspondence. We can implement Morse homology with local coefficients using flat
vector bundles as in [On], Section 6: we are in such a setup as we have chosen the transition
functions of the determinant bundles to lie in O(1). Hence we obtain the following isomorphism,
up to a degree shift, which we will work out below.
HF loc∗+shift(Σ)(ν(Σ), Hδ, J ;R) ∼= HMorse∗ (Σ, K˜;R⊗Z LΣ). (27)
The next lemma provides a simple criterion to see when LΣ is trivial.
Lemma 8.7. Suppose that one of the following conditions hold: H1(Σ;Z2) = 0, Σ = S1 is a good
Reeb orbit, or the linearized Reeb flow is complex linear with respect to some unitary trivialization
of the contact structure along each γ ∈ Σ. Then LΣ is trivial.
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Proof. If H1(Σ;Z2) is trivial, then all local systems on Σ are trivial.
In case Σ = S1 is a transversely non-degenerate orbit, then LΣ is a trivial system precisely
when Σ is good. This was verified in [Z], Proposition 6.2. See also [BO1], Lemma 4.29.
For the third case, we already know that Det(DΣ)|Ua is trivial since Ua is contractible. We will
construct a nowhere-vanishing section of Det(DΣ). To keep notation simple we assume that H
equals f(r) near Σ, where r is the coordinate on the interval component of ]1− ε, 1 + ε[×νΣc(Σ).
Define the metric
g = dr ⊗ dr + α⊗ α+ dα(·, J |ξ·),
where α is the contact form on Σc, and let ∇ denote the Levi-Civita connection for g. We need
to compute the asymptotic operator, given by −J(∂t − ∇XH). Put So := J∇XH . We have
XH = −f ′(r)R, so if we use that ∇RR = 0 for this metric, we see that So decomposes as
So =
 rf ′′(r) 0 00 0 0
0 0 Sξ

if we choose a frame r∂r, R and any frame for ξ. This clearly splits. Now fix γ ∈ Ua. We extend
So to the capping plane u
a
γ using the cutoff function ρ. Choose the trivialization r∂r, R for the
symplectic complement of ξ and any frame for ξ. Then the operator
Dγ := ρ(z) · (∂s + J0∂t + So)
splits. Furthermore, this operator is conjugated to the operator DΣ|γ by a change of trivialization.
We write Dγ = Dε ⊕Dξ. By assumption, there is a unitary trivialization of the contact structure
ξ along γ such that the path of symplectic matrices ψ corresponding to the linearized Reeb flow
with respect to this trivialization is complex linear. So we have
ψ˙ = J0Sξψ,
where the loop Sξ commutes with J0 by complex linearity. This implies that the operator Dξ is
complex linear, i.e. Dξ(J0Ψ) = J0DξΨ. Hence both the kernel and cokernel of Dξ carry a complex
structure induced by J0 and therefore a canonical orientation. Thus the determinant line of Dξ
also carries a canonical orientation. The operator Dε is not complex linear, but it still carries a
natural orientation (independent of γ).
It follows that the determinant line of DΣ|γ carries a canonical orientation. In particular, it is
independent of the chart Ua and hence extends to a nowhere-vanishing section of the orientation
line bundle L. We conclude that the local coefficient system LΣ is trivial. 
Grading shift We have seen that the local Floer homology HF loc(Hδ;R) is isomorphic to
H∗(Σ;R) up to a degree shift, which we will compute now. This is also carried out in step 3
of the proof of Proposition 2.2 in [CFHW]. Instead of their method we find the shift by com-
paring the degrees of the elements corresponding to the minima of h. Such a computation was
done for the transverse Conley-Zehnder index in [B, Chapter 2]. See also [vK4, Lemma 2.4] for
details. To get the full index, we use the assumption that the Hessian of H restricted to νW (Σ) is
positive-definite. See also [Oa1], section 3.3, for this computation. 
Remark 8.8. If the boundary of W is a prequantization bundle (P, α) over a symplectic manifold
(Q,ω) with c1(Q) = c[ω] for some c ∈ R, then the assumption of complex linearity of the linearized
Reeb flow is satisfied. Namely, every periodic Reeb orbit of (P, α) is a fiber over a point q ∈ Q.
Choose a unitary trivialization of TQ near q. Since the contact structure on P is a horizontal
lift of the tangent bundle to Q, we obtain a unitary trivialization of ξ along the fiber over q. The
linearized Reeb flow is the identity for this trivialization, so it is complex linear and S ≡ 0.
On the other hand, a hyperbolic periodic Reeb orbit Σ in a contact 3-manifold never satisfies
this property, because the return map does not commute with any choice of complex structure J .
Still the determinant bundle Det(Σ) will be orientable if Σ is good by [BO1], Lemma 4.29.
For general Morse-Bott manifolds, many different local coefficient systems are possible. Let us
describe one simple case, namely that Σ is a bad Reeb orbit for the flow Hamiltonian of H. Then
by [BO1], Lemma 4.29, the local coefficient system is non-trivial. There is only one such system
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on S1. So if we use the isomorphism (27) we end up with a twisted Morse complex computing the
local Floer homology,
Z ·2−→ Z,
and we obtain the homology
HF loc∗+shift(Σ, Hδ, J ;Z) ∼=
{
Z2 ∗ = 0
0 otherwise.
8.1. Filtering by action. Since the Floer differential is action decreasing, one can filter the Floer
complex by action. As in Lemma 8.3, choose a Morse function h for the critical manifold C of the
Morse-Bott Hamiltonian H. We will assume that all critical values of H are negative and close to
0, and that other 1-periodic orbits have action larger than 0.
First observe that a Floer trajectory of the autonomous Hamiltonian H escaping a neighborhood
ν(Σ) of a component Σ of the Morse-Bott manifold of 1-periodic orbits has energy bounded from
below. Since there are only finitely many Morse-Bott submanifolds, we find some minimal δ˜ > 0
such that a Floer trajectory escaping a neighborhood of the critical manifold C has energy larger
than δ˜. Now perturb the Hamiltonian H into a time-dependent Hamiltonian Hδ that is admissible
for symplectic homology. We will take δ smaller than δ˜/2, so any Floer trajectory escaping ν(Σ)
has energy larger than δ, the action difference between 1-periodic orbits corresponding to the
minimum and the maximum of h.
Choose a strictly increasing function aH : Z→ R such that the following holds.
• We set aH(0) = 0, and impose for a critical point x of H that A(x) ∈]aH(−1), aH(0)].
• if Σ is a connected component of the critical set C with action A(Σ) in the interval
]aH(p− 1), aH(p)], then the 1-periodic orbits corresponding to the perturbed Hamiltonian
Hδ also have action in this interval.
We define
C(p) := {connected component Σ of C | A(Σ) ∈]aH(p− 1), aH(p)]}.
• if p > 0, and Σ1 and Σ2 are distinct components in C(p), then there are no Floer trajec-
tories between them.
• limp→∞ aH(p) =∞.
To see that such a function exists, choose both the perturbation parameter δ and the differences
aH(p)− aH(p− 1) sufficiently small. As a Floer trajectory connecting different components must
have energy larger than δ˜, this ensures the second and third condition.
Now introduce a filtration on the whole Floer complex CF∗(W,Hδ),
FpCFq(W,Hδ) = {x ∈ CFq(W,Hδ) | A(x) ≤ aH(p)}.
This filtration exhausts the complex in finitely many steps by our assumptions on the Hamilton-
ian H and the condition that aH goes to ∞. Let pH denote the minimal value of p such that
FpCFq(W,Hδ) = CFq(W,Hδ) for all p > pH . We consider the spectral sequence associated with
this filtration where we use the conventions from [We, Section 5.4]. The E0-page of this spectral
sequence is given by
E0pq = FpCFp+q(W,Hδ)/Fp−1CFp+q(W,Hδ)
The differential on the E0-page only counts Floer trajectories which decrease the action level less
than aH(p)− aH(p− 1), which is small by our assumptions on the function aH .
In particular, for p > 0, all these Floer trajectories are counted by the local Floer homologies
of the critical manifolds. For p = 0, the arguments from the proof of Proposition 8.4 still apply
and we have
E10q
∼= Hq+n(W,∂W ;R). (28)
Hence the E1-page is given by the homologies of the critical manifolds with appropriate degree
shifts. The higher differentials follow the familiar recipe from the spectral sequence of the filtration,
and are hard to determine explicitly.
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Finally, we observe that the filtration is bounded, so the spectral sequence converges by the
classical convergence theorem [We, Theorem 5.5.1, 1.]. In order to keep track of the grading, we
define the shift of a Morse-Bott submanifold Σ by
shift(Σ) = µRS(Σ)− 1
2
dim Σ/S1,
which is always an integer. We summarize.
Lemma 8.9. Suppose that (W,ω = dλ) is a Liouville domain with a Hamiltonian function H
satisfying the following.
• the symplectic triviality assumption (ST) holds and c1(W ) = 0.
• the Hamiltonian H is autonomous, linear at infinity, and its slope is not the period of any
periodic Reeb orbit of λ∂W .
• the 1-periodic orbits of H are of Morse-Bott type.
• the restriction of the Hessian of H along each critical manifold Σ to the Liouville direction
is positive definite.
Choose a perturbation Hδ for which all 1-periodic orbits are non-degenerate and such that its slope
is the same as that of H. Then there is a spectral sequence converging to HF (W,Hδ;R), whose
E1-page is given by
E1pq(HF (W,Hδ;R) ) =

⊕
Σ∈C(p)Hp+q−shift(Σ)(Σ;R⊗Z LΣ) 0 < p < pH
Hq+n(W,∂W ;R) p = 0
0 p < 0 or p ≥ pH .
Remark 8.10. Note that the value of the function aH(p) is irrelevant for the above if aH(p) is
larger than the maximal action of a 1-periodic orbit of H. We will use this observation when
defining a spectral sequence for symplectic homology.
For symplectic homology, we need to understand the continuation maps, which we shall do by
choosing a suitable sequence of Hamiltonians.
Theorem 8.11 (Morse-Bott spectral sequence for symplectic homology of periodic flows). Let
(W,ω = dλ) be a Liouville domain satisfying the following.
• the symplectic triviality assumption (ST) holds and c1(W ) = 0.
• The Reeb flow of ∂W is periodic with periods T1, . . . , Tk, where Tk is the common period,
i.e. the period of a principal orbit.
• the linearized Reeb flow is complex linear.
Then there is a spectral sequence converging to SH(W ;R), whose E1-page is given by
E1pq(SH) =

⊕
Σ∈C(p)Hp+q−shift(Σ)(Σ;R) p > 0
Hq+n(W,∂W ;R) p = 0
0 p < 0.
(29)
Furthermore, there is a spectral sequence converging to SH+(W ;R) with E1-page
E1pq(SH
+) =
{⊕
Σ∈C(p)Hp+q−shift(Σ)(Σ;R) p > 0
0 p ≤ 0. (30)
Proof. We construct a complete Liouville manifold W¯ by attaching the positive end of a symplec-
tization, so we have the decomposition W¯ = W ∪∂ P ×R≥1, where P ×{1} denotes the boundary
of W . We take a sequence of Hamiltonians {HT : W¯ → R} satisfying the following.
• HT |W is C2-small
• HT |P×R≥1 = fT (t), where fT is an increasing function that is linear at infinity with slope
(T · Tk + ε), and that has small slope near P × {1}.
• HT coincides withHT−1 onW and on P×[1, tT−1], where tT−1 is such thatHT−1|P×[tT−1,∞[
is a linear function.
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H ′T = T1 H
′
T+1 = T1
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Figure 11. Sequence of Hamiltonians and the location of the Morse-Bott submanifolds
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(c) HF (D2;H4)
Figure 12. E1-pages of Morse-Bott spectral sequences Hamiltonians H1, H2 and H4 leading to a
spectral sequence for SH(D2) (after reindexing to make smaller gaps between the columns)
Some functions in the sequence of Hamiltonians are sketched in Figure 11. For this sequence of
Hamiltonians we consider the sequence of spectral sequences from Lemma 8.9, which we denote
by Erpq(HT , JT ). Each of these spectral sequences converges to the Floer homology HF (HT , JT ).
Due to the special choice of Hamiltonians, we can choose a function aH∞ by the following
procedure. Define aH1 following the procedure before Lemma 8.9, We define aHT inductively by
the requirements.
(1) Put aHT (p) := aHT−1(p) for p ≤ pHT−1 , where pHT−1 is defined as before as the minimal
value of p such FpCF∗(HT−1) = CF∗(HT−1) for all p ≥ pHT−1 .
(2) For p > pHT−1 we let aHT increase so slowly that FpCF∗(HT ) = CF∗(HT−1) for p =
pHT−1 , . . . , 2pHT−1 . In other words, the first new non-zero column, if any, of E
0
p∗(HT , JT )
appears for filtration degree p at least 2pHT−1 + 1.
The function can be extended to Z using the procedure described before Lemma 8.9. As a result,
all terms in the spectral sequence for HF (HT ) also appear in the same place in the spectral
sequences for HF (HT ′) with T
′ > T . Via the above construction we obtain a function aH∞ by
taking the stable value from first requirement.
To construct the Morse-Bott spectral sequence for symplectic homology, we consider for each
Hamiltonian HT the spectral sequence from Lemma 8.9. The local coefficients are trivial by
Lemma 8.7. We claim that for T ′ > T the continuation map cTT ′ induces a morphism between
spectral sequences
crTT ′ : E
r
pq(HT ) −→ Erpq(HT ′).
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To see this, first observe that the spectral sequence Erpq(HT ) is bounded with maximal filtration
degree pHT , so it converges not any later than on the pHT -th page. By our choice of the function
aH∞ , namely requirement (ii), the gap between the last non-zero column of E
0
pq(HT ) and the first
new column of E0pq(HT ′) is larger than pHT . Then c
r
TT ′ commutes with the differential for all r:
• for p ≤ pHT this is by construction: the Hamiltonians and complex structures coincide on
the relevant sets, and the linear slope between the different regions imply that there are
no Floer trajectories escaping the region.
• for p > pHT , the continuation map crTT ′ vanishes, and the differential dr,T vanishes by
requirement (ii) of the above choice for aH∞ .
Hence we obtain a directed system of spectral sequences, and we take the direct limit over the
slopes T . This gives the spectral sequence (29). To see that this spectral sequence converges,
we observe that the action filtration is bounded from below and exhausting, so by the classical
convergence theorem [We, Theorem 5.5.1, 2.], this spectral sequence converges. 
8.2. Spectral sequence for equivariant symplectic homology. In principle, the ideas here
are very similar to the non-equivariant case, but we need a Morse-Bott setup that is “Botter” than
before.
We first give a quick review of equivariant symplectic homology defined by Bourgeois-Oancea,
[BO4]. We will use their notation, and refer to [BO4] for details. Fix a Liouville domain (W,ω =
dλ) which we complete by attaching the positive part of a symplectization to W¯ . The idea is
to mimic the Borel construction to obtain equivariant symplectic homology. We approximate
ES1 = lim−→N S
2N+1 by the non-contractible space S2N+1. The circle S1 acts freely on S2N+1, and
for larger N more and more homotopy groups vanish.
Consider the approximation of ΛW¯ × ES1 by ΛW¯ × S2N+1, which carries a diagonal circle
action, namely g · (γ(·), z) = (γ(· + g), g · z), where g · z is the usual circle action on the Hopf
fibration.
In order to get an S1-invariant functional we consider Hamiltonians defined on H : S1 ×W ×
S2N+1 → R that are invariant under the diagonal action on S1 × S2N+1, so H(t + g, x, g · z) =
H(t, x, z). Define the parametrized action functional
AN : ΛW¯ × S2N+1 −→ R
(γ, z) 7−→ −
∫
S1
γ∗λ−
∫ 1
0
H(t, γ(t), z)dt.
This is designed to be invariant under the above circle action on ΛW¯ × S2N+1.
The critical points of AN are pairs (γ, z0), where
• γ is a 1-periodic orbit of H(·, ·, z0)
• ∫
S1
∂H
∂z (t, γ(t), z0)dt = 0.
Denote critical points of AN by P(H). Given such a critical point p = (γ, z) we get its orbit under
the circle action S1 · p, which we denote by Sp.
To get a version of symplectic homology, we assume that the S1-invariant Hamiltonian satisfies
in addition that it is linear at infinity with slope independent of z ∈ S2N+1. Choose an almost
complex structure J with domain S1×W¯×S2N+1 that is S1-invariant, so J(t+g, x, g·z) = J(t, x, z).
This gives a family of L2-metrics on ΛW¯ parametrized by z ∈ S2N+1, namely
〈X,Y 〉z :=
∫
S1
ω (X(t), J(t, γ(t), z)Y (t)) dt
where X,Y ∈ TγΛW¯ = Γ(S1, γ∗TW¯ ). Together with an S1-invariant metric on S2N+1 we get an
S1-invariant metric on ΛW¯ ×S2N+1. Take the L2-gradient flow of AN to obtain the parametrized
Floer equations
∂su+ J(t, u(s, t), z(s) )
(
∂tu−XtHz(s)(u(s, t)
)
= 0,
z˙(s)−
∫
S1
~∇zH(t, u(s, t), z(s) )dt = 0.
(31)
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where one requires (u, z) to converge asymptotically to a circle of critical points of AN ,
lim
s→−∞(u(s, t), z(s) ) ∈ S
1 · (γ¯(t), λ¯) and lim
s→∞(u(s, t), z(s) ) ∈ S
1 · (
¯
γ(t),
¯
λ).
We write ~∇z to indicate that we are taking the gradient with respect to the z-coordinates, and
XtHz (x) denotes the Hamiltonian vector field of the Hamiltonian H(·, ·, z) at time t and position x.
A ¯ indicates an asymptote at the negative puncture, a
¯
indicates an asymptote at the positive
puncture. It is shown in [BO2], Theorem A that this equation leads to a Fredholm problem for
a generic choice of S1-invariant Hamiltonian. Furthermore for a suitable choice of Floer data
(H,J, g) the linearized operator is surjective leading to moduli spaces M(Sp¯, S
¯
p;H,J, g) that are
smooth manifolds. These moduli spaces carry a free circle action, and the quotient is a smooth
manifold of dimension
dimMS1(Sp¯, S
¯
p;H,J, g) = −µ(p¯) + µ(
¯
p)− 1.
8.2.1. Coherent orientations. As in the unparametrized Floer theory, these moduli spaces can be
given orientations. Since the asymptotes are a priori not fixed, the methods from [FH] do not
directly apply. However, given an S1-family of critical points Sp, where p = (γ, z) we can choose
trivializations of γ∗TW¯ ⊕ TzS2N+1 that are invariant under the S1-action on Sp. In this way,
the expression for the linearized operator, [BO2] Formula 2.11, only depends on the orbit Sp.
In particular, in this description the asymptotic operator is fixed, so [FH] tells us then that the
determinant bundle is trivial. One then defines a system of coherent orientations on the moduli
spaces MS1(Sp¯, S
¯
p;H,J, g) using the usual scheme.
Now the define the equivariant Floer complex
SCS
1,N
∗ (H,J, g) =
⊕
Sp
Z〈Sp〉
with differential
∂S
1
S¯p =
∑
¯
S∈CritAN
−µ(S¯p)+µ(
¯
Sp)=1
∑
u∈MS1 (Sp¯,S
¯
p;H,J,g)
ε([u])
¯
Sp. (32)
The sign ε([u]) is obtained comparing the coherent orientation onMS1(Sp¯, S
¯
p;H,J, g) with orien-
tation induced by the circle action. It is proved in the work of Bourgeois-Oancea that ∂S
1
defines
a differential for generic Floer data (H,J, g) satisfying the earlier assumptions. Furthermore they
also show that there are continuation maps for Hamiltonians with increasing slope, and a direct
system of maps induced by the embeddings S2N+1 → S2N+3.
The associated equivariant symplectic homology is defined as the direct limit
SHS
1
(W ) := lim−→
N
lim−→
T
HFS
1,N (HT,N , JT,N , gT,N ). (33)
Here we first take the direct limit over all Hamiltonians that are linear at infinity with increasing
slope T , and after that we take the direct limit over the the embeddings S2N+1 → S2N+3. We will
use the notation (HT,N , JT,N , gT,N ) to indicate the Hamiltonian HT,N and the almost complex
structure JT,N on W as well as the metric gT,N on S
2N+1. We use T to denote the slope of the
Hamiltonian at infinity.
As in symplectic homology, one can consider Hamiltonians that are C2-small on W and this
leads to a subcomplex SC−,S
1,N and a quotient complex SC+,S
1,N = SCS
1,N/SC−,S
1,N . The
corresponding direct limits on homology level are SH−,S
1
(W ) which was shown to be isomorphic
to HS
1
(W,∂W ;R) and SH+,S
1
(W ).
8.3. Local equivariant Floer homology. The above version of the equivariant Floer differen-
tial is action decreasing because it counts L2-gradient flow trajectories. We can hence filter the
equivariant Floer complex by action.
In the following we will take an autonomous Hamiltonian whose 1-periodic orbits form Morse-
Bott manifolds in the old sense, which we denote by Σ. We also get corresponding Morse-Bott
manifolds of critical points in the equivariant setup, namely Σ× S2N+1.
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We can again take suitable perturbations of the Hamiltonian to go to a non-degenerate setup.
Hence we need to define and study the local equivariant Floer homology of Σ. Fix a ring R.
• choose N ∈ N: we obtain the above free circle action on ΛW¯ × S2N+1.
• find perturbations Hδ, Jδ and gδ.
• define CF loc,S1,N∗ (ν(Σ), Hδ, Jδ, gδ) as the R-module freely generated by S1-orbits of criti-
cal points S1 ·(γδ, zδ) of the parametrized action functional. By choosing the perturbations
sufficiently small and applying an Arzela-Ascoli argument as in Lemma 8.3 one can check
that (γδ, zδ) converges to a point (γ, z) in the Morse-Bott manifold Σ × S2N+1 as δ con-
verges to 0.
• define the N -th approximation of the equivariant local “moduli space” as the set
Mν(Σ)S1 (Sp¯, S
¯
p;Hδ, Jδ, gδ) := {(u, z) ∈MS1(Sp¯, S
¯
p;Hδ, Jδ, gδ) | Im(u) ⊂ ν(Σ)}.
• for the differential, count those parametrized Floer trajectories that are completely con-
tained in ν(Σ)× S2N+1 with sign ε([u]) defined in Section 8.2.1,
∂loc,S
1
S¯p =
∑
¯
Sp∈CritAN
−µ(S¯p)+µ(
¯
Sp)=1
∑
u∈Mν(Σ)
S1
(Sp¯,S
¯
p;H,J,g)
ε([u])
¯
Sp.
• define the N -th approximation of the local equivariant Floer homology of ν(Σ) as
HF loc,S
1,N
∗ (ν(Σ);Hδ, Jδ, gδ) := H∗(CF
loc,S1,N
∗ (ν(Σ), Hδ, Jδ, gδ) ).
As in Proposition 8.4 there is an isomorphism.
HF loc,S
1,N
∗+shift(Σ)(νΣc(Σ), Hδ, Jδ, gδ;R)
∼= HMorse∗ (Σ×S1 S2N+1, K˜; L˜Σ,N ⊗Z R). (34)
This isomorphism comes from the unwrapping procedure in the first step of the proof of
Proposition 8.4 and Poz´niak’s correspondence applied to (31).
Here the local coefficients are obtained as follows. As in the proof of Proposition 8.4
we define a real line bundle L = Det(Σ× S2N+1) over the critical manifold Σ× S2N+1.
Fix a critical point (γ, z), so γ is a 1-periodic orbit in Σ and z ∈ S2N+1. As in
Section 8.2.1, choose trivializations of γ∗TW¯⊕TzS2N+1 that are invariant under the circle
action. The expression for the linearized operator for the parametrized Floer equation,
[BO2] Formula 2.11, only depends on the orbit of the (γ, z) with such an S1-family of
trivializations, so the restriction of L to S(γ,z) is trivial.
We hence get a well-defined line bundle L˜ on the quotient space Σ ×S1 S2N+1. We
denote the corresponding local coefficient system on Σ×S1 S2N+1 by L˜Σ,N .
Lemma 8.12. Suppose that one of the following conditions hold: H1(Σ;Z2) = 0, Σ = S1 is a
good Reeb orbit, or the linearized Reeb flow is complex linear. Then
HF loc,S
1,N
∗+shift(Σ)(νΣc(Σ), Hδ, Jδ, gδ;R)
∼= H∗(Σ×S1 S2N+1;R).
We only need to show that the local coefficient system L˜Σ,N in Equation (34) is trivial. For
this, we have a simple lemma.
Lemma 8.13. The real line bundle L˜→ Σ×S1 S2N+1 is trivial if and only if L→ Σ× S2N+1 is
trivial.
Proof. To see why this is true, suppose that σ is a nowhere vanishing section of L. Because the
expression for the linearized operator for the parametrized Floer equation only depends on the
orbit S(γ,z) by the above, we can assume that σ is S
1-invariant, and thus we obtain a nowhere
vanishing section σ˜ of L˜ by putting σ˜([v, z]) = σ(v, z) which is then well-defined. The converse is
obtained by the same observation. 
To prove Lemma 8.12 there are three cases to consider. The first case is obvious. In the last
case the linearized Reeb flow is complex linear with respect to some unitary trivialization, and
52 MYEONGGI KWON AND OTTO VAN KOERT
we can argue as in the proof of Lemma 8.7, to show that L = Det(Σ × S2N+1) is trivial. By
Lemma 8.13, L˜Σ,N is then trivial. We explain the second case below with a computation.
First we make a couple of observations to clarify the situation when the determinant bundles
are non-trivial. We will need this for the Appendix C. First of all, a circle fiber of the circle bundle
Σ × S2N+1 → Σ ×S1 S2N+1 is not necessarily homotopic to a simple circle fiber of Σ (seen as a
periodic orbit). We explain this in the case when Σ is a non-degenerate Reeb orbit that is a k-fold
cover of a simple Reeb orbit Σ′. In that case the S1-action on Σ ∼= S1 is given by (g, ϕ) 7→ gkϕ,
so the space Σ×S1 S2N+1 is by defined the quotient space
Σ× S2N+1/(ϕ, z) ∼ (gkϕ, z · g).
We identify this manifold with the lens space L2N+1(k) by the associated bundle construction for
the principal circle bundle S2N+1.
If Σ is good, we claim that the local coefficient system is trivial. Indeed, along a loop of the form
S1 × {z} the bundle L is trivial by [BO1], Lemma 4.29. Hence L is trivial over Σ× S2N+1, so by
Lemma 8.13 the local coefficient system L˜Σ,N is trivial, which completes the proof of Lemma 8.12.
We can compute the Morse homology with the cell complex
Z
∗=2N+1
·0−→ Z
∗=2N
·k−→ . . . Z
∗=2
·k−→ Z
∗=1
·0−→ Z
∗=0
.
whose homology is given by
H∗(S1 ×S1 S2N+1;Z) ∼= H∗(L2N+1(k);Z) ∼=

Z ∗ = 0, 2N + 1
Zk ∗ odd
0 otherwise.
(35)
If Σ is bad, then k is even and we claim that the local coefficient system is non-trivial. Again,
consider a loop of the form S1×{z}. The bundle L along this loop is non-trivial by [BO1], Lemma
4.29. So the above lemma tells us that L˜Σ,N is non-trivial. There is only one such non-trivial local
coefficient system as H1(L2N+1(k);Z2) ∼= Z2. We use cellular homology with local coefficients to
compute the homology. This yields the complex.
Z
∗=2N+1
·k−→ Z
∗=2N
·0−→ . . . Z
∗=2
·0−→ Z
∗=1
·k−→ Z
∗=0
and find the homology
H∗(S1 ×S1 S2N+1; L˜Σ,N ) ∼= H∗(L2N+1(k); L˜Σ,N ) ∼=
{
Zk ∗ = 0, 2, . . . , 2N
0 otherwise.
We note that bad orbits do not give a contribution to local equivariant Floer homology if we use
Q-coefficients. See [Gu2], Corollary 2.2.5 and the discussion before that for another argument.
To make the connection with equivariant homology, observe that the Gysin sequence for circle
bundles implies that for k < N
Hk(Σ×S1 S2N+1;R) ∼= HS
1
k (Σ;R). (36)
With the identifications from (34), we obtain the following analogue of Lemma 8.9.
Lemma 8.14. Assume that the conditions of Lemma 8.9 hold and replace the pair (H,J) by
(HT,N , JT,N , gT,N ) defined on S
1 × W¯ × S2N+1. Then there is a spectral sequence converging to
HFS
1,N (W,HδT,N , J
δ
T,N , g
δ
T,N ;R) whose E
1-page is given by
E1pq(HF
S1,N ) =

⊕
Σ∈C(p)Hp+q−shift(Σ)(Σ×S1 S2N+1;R⊗Z L˜Σ,N ) 0 < p < pH
Hq+n((W,∂W )×S1 S2N+1;R) p = 0
0 p < 0 or p ≥ pH .
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Similarly, there is a spectral sequence converging to the +-part of equivariant Floer homology,
whose E1-page is given by
E1pq(HF
+,S1,N ) =
{⊕
Σ∈C(p)H
S1
p+q−shift(Σ)(Σ× S2N+1;R⊗Z L˜Σ,N ) 0 < p < pH
0 p ≥ 0. (37)
Proof. The proof follows the one of Lemma 8.9 verbatim if one use the identifications from Equa-
tion (34). 
Theorem 8.15 (Morse-Bott spectral sequence for periodic flows). Let (W,ω = dλ) be a Liouville
domain satisfying the following.
• the symplectic triviality assumption (ST) holds and c1(W ) = 0.
• The Reeb flow of W is periodic with minimal periods T1, . . . , Tk, where Tk is the common
period, i.e. the period of a principal orbit.
• The linearized Reeb flow is complex linear with respect to some unitary trivialization of
the contact structure.
Then there is a spectral sequence converging to SHS
1
(W ;R), whose E1-page is given by
E1pq(SH
S1) =

⊕
Σ∈C(p)H
S1
p+q−shift(Σ)(Σ;R) p > 0
HS
1
q+n(W,∂W ;R) p = 0
0 p < 0.
Furthermore, there is also a spectral sequence converging to SH+,S
1
(W ;R). Its E1-page is given
by
E1pq(SH
+,S1) =
{⊕
Σ∈C(p)H
S1
p+q−shift(Σ)(Σ;R) p > 0
0 p ≤ 0. (38)
If in addition, pi1(W ) = 0 and pi1(∂W ) = 0, then the mean Euler characteristic of SH
+,S1 is an
invariant of the contact manifold (∂W, λ|∂W ) and it can be computed with formula (17).
We point out that a similar spectral sequence for a Liouville domain with non-degenerate
periodic Reeb orbits on the boundary was found by Gutt, [Gu2, Gu3].
Proof. The arguments are similar to those of the proof of Theorem 8.11. Equivariant symplectic
homology is defined by taking two direct limits, first over the slopes T and then over the dimension
of the spheres S2N+1, i.e.
SHS
1
(W ) = lim−→
N
lim−→
T
HFS
1,N (HT,N , JT,N , gT,N ).
For the equivariant Floer homology groups HFS
1,N (HT,N , JT,N , gT,N ) we have the spectral se-
quence from Lemma 8.14. The local coefficients are trivial by Lemma 8.12. We can argue as in the
proof of Theorem 8.11 with a special choice of Hamiltonians to obtain a directed system of spectral
sequences. Taking the direct limits over N and over the slopes T gives the above spectral sequence
by noting that equivariant homology of Σ can be defined as HS
1
(Σ;R) := lim−→N H(Σ×S1S
2N+1;R).
Since the filtration is bounded from below and exhausting, convergence from the classical conver-
gence theorem. 
8.4. Morse-Bott spectral sequences obtained by index filtrations. In some cases we can
also filter by index to produce a spectral sequence. Such an argument needs more analysis for the
Morse-Bott setup; in particular one needs transversality results. This has not yet been published
for general Morse-Bott manifolds, but a complete argument has been given by Bourgeois and
Oancea, [BO1], for critical manifolds that are circles. On a perturbed Floer complex one can
hence consider the filtration
FpCF∗(W, H˜) = {xˆ ∈ CF∗(W, H˜) | µ(x)− 1
2
dim Σx/S
1 ≤ p}
where xˆ comes from a 1-periodic orbit x of the unperturbed problem. The Floer differential
respects this filtration if one has sufficient transversality. Such an argument was used in an
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Figure 13. Choosing a degree window to avoid unwanted generators
equivariant setup to obtain a spectral sequence for SH+,S
1
in the proof of Proposition 3.7, part
(II) of [BO4]. This index filtration is useful, since it excludes other differentials than the action
filtration.
9. Appendix C: Computing the mean Euler characteristic and its invariance
of Lemma 5.15: the mean Euler characteristic as an invariant. Denote the boundary ofW by P .
We have convenient dynamics, so there is a sequence of contact forms αT = fTα.
Define the completion W¯ = W ∪∂ P × [1,∞[, and construct a sequence of Hamiltonians HT :
W¯ → R with the following properties.
(1) HT is C
2-small on W .
(2) the restriction of HT to the set (P×[1,∞[, d(tαT ) ) only depends on the interval coordinate
t.
(3) HT is linear at infinity for the contact form αT with slope T . With respect to the standard
coordinates on the symplectization (P × [1,∞[, d(tα) ) this means that HT = T ·fT · t+ cT
for some constant cT .
(4) HT ≥ HT−1.
The third condition of convenient dynamics guarantees that the last condition can be realized.
Under the assumptions of the lemma, the Conley-Zehnder index is independent of the choice
of capping disk, and we will choose the capping disks to lie in the region P × [1,∞[, which can be
done by the assumption that pi1(P ) = 0.
We fix a degree window [−M0,M0] in which we want to compute equivariant symplectic ho-
mology with Q-coefficients. Fix a slope T , and consider the spectral sequence (37) for the Floer
data (HT,N , JT,N , gT,N ). We will write E
r
pq(HT,N ) for this spectral sequence. All elements in
Erpq(HT,N ) with total degree in the degree window [−M0,M0] lie in a skew-diagonal band having
width 2M0 + 1, depicted in Figure 13. Note that the E
1-page, E1pq(HT,N ), can be computed with
Equation (35): we only need to take those periodic orbits with action less than T that are good.
As before, let pHT denote the p-index of the last non-zero column of E
0
pq(HT,N ). Take p ≤ pHT ,
and let qp be the smallest integer such that E
1
pqp 6= 0 if the column E1p∗ does not vanish (put
qp := 0 otherwise). Such a qp is bounded from below and does not depend on N . Now choose
N0(T ) such that p + qp + N0(T ) > M0 for p = 0, . . . , pHT . With equation (36) we see that the
entries in the spectral sequence with total degree in the degree window [−M0,M0] do not depend
on N provided N ≥ N0(T ). This can be done for any slope, leading to an increasing sequence
{N0(T )}T .
We claim that the Euler characteristic in the degree window [−M0,M0], defined by
χ[−M0,M0](SH
+,S1,N (HT,N ) ) :=
M0∑
k=−M0
(−1)k rk SH+,S1,Nk (HT,N )
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is independent of T and N provided T is sufficiently large and N > N0(T ). To see this, choose
T > M+2n∆m T0. By the second condition of convenient dynamics, those generators in the spectral
sequence with total degree in the degree window [−M0 − 2n,M0 + 2n] are given by covers of
γT1 , . . . , γ
T
k up to a covering number bounded by
M+2n
∆m
. By condition (i) of convenient dynamics,
these orbits are non-degenerate. Furthermore, they have that property for all T > M+2n∆m T0
(varying T continuously), so their transverse Conley-Zehnder index does not depend on T by
the homotopy property of the Conley-Zehnder index. This implies that those terms of the E1-
page with total degree in [−M0 − 2n,M0 + 2n] form a Q-vector space that independent of T and
N , provided these are chosen sufficiently large. The Euler characteristic in the degree window
[−M0,M0] does not depend on differential, and is hence independent of T and N as well if T and
N are sufficiently large.
Since equivariant symplectic homology is invariant under exact symplectomorphisms, [Gu2]
Section 3.2, it is independent of the choice of sequence of Hamiltonians (or contact forms) defining
it, so in particular χ[−M0,M0](SH
+,S1(W¯ ) ) is an invariant of the symplectic manifold W¯ .
To see that the mean Euler characteristic is an invariant of the contact structure rather than
the symplectic filling, we claim that given another filling W ′ we find an isomorphism between the
bigraded vector spaces corresponding to the E1-page (37) with total degree in[−M0,M0],⊕
p+q∈[−M0,M0]
E1pq(SH
+,S1,N (W¯,HT ) )
∼=−→
⊕
p+q∈[−M0,M0]
E1pq(SH
+,S1,N (W¯ ′, H ′T ) ).
To see why, note that we can choose a sequence of Hamiltonians H ′T on W¯
′ that coincide with
the Hamiltonians HT on the set P × [1,∞[. This isomorphism does not respect the differential
in general, but the Euler characteristics of these bigraded vectors spaces coincide up to an error
term that is bounded by a constant which is independent of M0, N and T provided N and T are
sufficiently large. It follows that χm does not depend on the filling W , provided W satisfies the
assumptions of the lemma. 
Remark 9.1. Even though the conditions of convenient dynamics may be relaxed somewhat, we
briefly explain why convenient dynamics seem to be necessary:
(1) dropping the first condition altogether allows for prequantization bundles over Calabi-Yau
manifolds. As a simple explicit example, we consider Σ(4, 4, 4, 4) which is a circle bundle
over the quartic K3-surface. With the Morse-Bott spectral sequence (38) we can verify
that SH+,S
1
0 (W ) is infinite-dimensional, so χm(W ) is not defined.
(2) a fixed number of essential orbits implies linear growth of the Floer chain complexes as
a function of T , and that is needed to ensure that the mean Euler characteristic can be
computed already on chain level. Although there may be cancellations on homology level
such that the mean Euler characteristic is still defined, i.e. the relevant limits exist, it is
not obvious why it is still an invariant. One may put a different weight in the definition
to have a more general notion.
(3) The third condition is a technical condition, used to get a sequence of increasing Hamilto-
nians.
of Lemma 5.17. Let (P, α) be a contact manifold as in the lemma. Wadsley’s theorem, [Wa], tells
us that a geodesible flow for which all orbits are periodic induces a circle action. The Reeb flow is
geodesible for any metric of the form α⊗α+ dα(·, J ·), where J is a compatible complex structure
for ξ = kerα. Hence we see that the Reeb flow induces a circle action. By compactness we find
minimal periods T1 < . . . < Tk, where Tk is the period of a principal orbit. Define
ΣTi := {x ∈ P | FlRTi(x) = x}.
Following the procedure from Bourgeois’ thesis, [B] Chapter 2, we define Morse functions on the
orbit spaces, which are in general symplectic orbifolds. We use the following notation. An orbit
space ΣTi/S
1 is denoted by QTi . The steps of this procedure are as follows:
(1) Consider QT1 , which is a symplectic manifold. Choose a positive Morse function gT1 .
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(2) Go to Ti+1. If ΣTj ⊂ ΣTi+1 for some Tj < Ti+1, then extend the Morse function gTj to
a positive Morse function on QTi+1 such that HessgTi+1 |QTj is positive definite. If not
choose an independent positive Morse function gTi+1 .
(3) Repeat this procedure for all Ti.
For us the point of this procedure is to have a nice formula for the Conley-Zehnder index of a
perturbed Reeb flow we will define later. We end up with a Morse function g := gTk on QΣk ,
which we extend to an S1-invariant function g¯.
Given T define the contact form
αT = (1 +
εT g¯
T
)α.
As pointed out in Bourgeois’ thesis [B], chapter 2, the S1-fiber over a critical point of g is a periodic
Reeb orbit. Moreover, such a Reeb orbit is non-degenerate provided we choose εT sufficiently
small, and by an Arzela-Ascoli argument it follows that all Reeb orbits with period less than T
correspond to such an S1-fiber or a multiple cover thereof. By compactness of P we can assume
that εT g¯ < 1/2.
We verify now that these αT satisfy the required condition of convenient dynamics.
(1) The above argument shows that all periodic orbits of αT with period less than T are
non-degenerate. Using Bourgeois’ thesis [B], chapter 2, we compute the Conley-Zehnder
index of all periodic Reeb orbits with period less than T . A detailed computation for
prequantization bundles can also be found in [vK4, Lemma 2.4]. Together with the as-
sumption that the mean index of a principal orbit is not equal to 0 and the fact that there
are only finitely many orbit spaces we see that there is ∆m > 0, independent of T , so for
all periodic Reeb orbits γ of αT with period less than T the mean index satisfies
|∆(γ)| > ∆m.
(2) the fixed number of essential orbits needed for condition (ii) of convenient dynamics is
equal to the number of critical points of the Morse function f on the orbit space of the
principal orbits. By construction every periodic Reeb orbit with period less than T is a
cover of an S1-fiber over a critical point of f .
(3) We directly verify the inequality for fT = (1 +
εT g¯
T ). We have T · (1 + εT g¯T ) > T , and
(T − 1) · (1 + εT−1g¯T−1 ) < (T − 1) + 1/2 < T − 1/2, so the third condition for convenient
dynamics holds as well.

The idea of the proof of next lemma can be summarized as “thinning the handle”. This idea
was used by Cieliebak in [C] to show that symplectic homology does not change under subcritical
surgery.
of Lemma 5.18. Choose a family of contact forms αT on Σ = ∂W that satisfies the conditions
of convenient dynamics. By a transversality argument for a submanifold of high codimension,
namely the embedding of the isotropic sphere S := i(Sk), we can assume that there are no Reeb
chords from S to itself.
Now fix T > 0. We will perform surgery on a neighborhood νT (S, ε) ∼= S × R2n−1−k (recall
that the contactomorphism type of the surgered manifold depends in general on the framing ε).
We will specify the size of the neighborhood νT (S, ε) later. The goal is to construct a family α˜T
of contact forms on the surgered manifold Σ˜ that satisfies the conditions of convenient dynamics.
We claim that there is the neighborhood νT (S, ε) such that all periodic Reeb orbits with action
Aα˜T < T are either
• essential periodic Reeb orbits of αT
• so-called Lyapunov orbits in the middle of the handle.
To see that this can be done we first observe that since we perform the handle attachment away
from periodic orbits of αT , the essential periodic Reeb orbits of αT are unaffected. Furthermore,
the middle of the handle contains Lyapunov orbits coming from the Lyapunov center theorem,
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see Ustilovsky’s thesis, [U2] Chapter 5, for a description of them in the Weinstein model for the
connected sum. To see that there are no other periodic orbits with action less than T we use the
fact that there are no Reeb chords from S to itself. We can therefore choose νT (S, ε) so small
that the return time of the αT -Reeb flow of ν
T (S, ε) is larger than T . This verifies condition (ii)
of convenient dynamics.
By the convenient dynamics assumption on Σ, the mean indices of the essential periodic Reeb
orbits of αT remain the same after surgery. Furthermore, for subcritical surgery, the mean index
of any of the Lyapunov orbits can be chosen to be larger than 1, see [U2] Chapter 5. This verifies
condition (ii) of convenient dynamics.
For condition (iii) we use the handle attachment model of Weinstein, [W]. We will verify
the stronger claim that on the handle f˜T ≥ f˜T−1. Let HT denote the family of Hamiltonians
as constructed in the proof of Lemma 5.15. Fix a neighborhood νT0W (S) of S in W such that
νT0W (S) ∩ ∂W = νT0(S). Define a new Liouville domain W˜ by attaching a subcritical k-handle
along S with framing ε, so W˜ := W ∪S,ε k − handle. Attach (Σ˜ × [1,∞[, d(tα˜T0) ) along a collar
neighborhood of the boundary to obtain a complete Liouville manifold W˜c.
We define H˜T : W˜ → R by putting
• H˜T = HT outside the handle and the neighborhood νT0W (S)
• inside νT0W (S) and on the handle we choose the function as indicated in Figure 14.
νT0W (S)
νT0(S, ε)
νT0W (S)
S
S
W
W˜
S
H˜−1T1 (1)
H˜−1T (1)
H˜−1T0 (1)
H−1T0 (1)
H˜−1T0 (2)
H˜−1T1 (2)
Figure 14. Level sets of the Hamiltonian HT
Note that for T > T1 we have H˜T (x) ≥ H˜T1(x) for all x ∈ W˜ . Now extend H˜T to W˜c as a
function that is linear at infinity with slope T with respect to the contact form α˜T ; choose this
extension such that H˜T (x) ≥ H˜T1(x) for all x ∈ W˜c. 
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