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We study a single-commodity Robust Network Design problem (sRND) defined on an undirected graph. Our goal is to determine minimum cost capacities such that any traffic demand from a given uncertainty set can be satisfied by a feasible single-commodity flow. We consider two ways of representing the uncertainty set, either as a finite list of scenarios or as a polytope. We propose a branch-andcut algorithm to derive optimal solutions to sRND, built on a capacity-based integer linear programming formulation. It is strengthened with valid inequalities derived as {0, 1 2 }-Chvátal-Gomory cuts. Since the formulation contains exponentially many constraints, we provide practical separation algorithms. Extensive computational experiments show that our approach is effective, in comparison to existing approaches from the literature as well as to solving a flow based formulation by a general purpose solver.
Introduction
We consider a single-commodity network design problem (sRND) that is robust in the sense of Ben-Tal and Nemirowski [11] : Given an undirected graph G = (V, E) and an (bounded) uncertainty set of traffic demands D ⊆ R V , we can install multiples of a unit capacity on the edges of G. Installing one unit of capacity on e ∈ E incurs a cost of c e . The goal is to find minimum cost capacities u such that for all traffic demand vectors b ∈ D, there exists a feasible directed single-commodity flow in (G, u) that routes b. Problems of this type arise in the design process of different kind of networks, e.g., transportation and telecommunication networks, but also in energy and gas distribution planning. As even small changes in the traffic demands can cause congestion and network failures, practical solutions should be robust against traffic demands that fluctuate over time or cannot be known with arbitrary precision. This is where robust network design comes in.
Most network design models go back to a problem definition by Gomory and Hu [27] where there is a traffic requests r i j for each pair i, j of nodes and r i j units of flow have to be sent from i to j. This means that the underlying flow model is a multi-commodity flow and that the assignment of sources to sinks is fixed, which is not always desirable. Imagine for example a network where several identical servers can answer all the traffic requests of the clients: There, cheaper solutions can be obtained when the optimization process is allowed to map clients to servers instead of using a fixed mapping from the problem input. In that case, the underlying flow model should be a single-commodity flow. One example of such networks would be a movie streaming network [16] or a network of servers for mirrored software distribution. Gas and energy distribution networks also ship a single commodity, but since we do not want to model the complex physical properties of these networks here, we focus on communication networks as our application.
The above single-commodity model is due to Buchheim, Liers and Sanità [42, 16] who additionally assume that D is a finite set in the spirit of Minoux [37] . They propose an integer linear programming formulation that is based on arc-flow variables and strengthen it with certain general cutting planes called target cuts. The model allows to compute a different routing for each b ∈ D. We call this way of routing a dynamic routing, as opposed to static routing schemes that route all scenarios on the same fixed set of paths. As a consequence, one set of arc-flow variables is needed for each b ∈ D. In a previous joint work [4] with Álvarez-Miranda and Parriani, the authors of this article present a linear programming based heuristic for this model. Here, however, we are interested in solving the problem with an exact algorithm and show a different integer programming formulation whose size does not depend on |D|. Parts of these results appeared in [3] as an extended abstract. Our alternative formulation is based on cut-set and 3-partition inequalities. Both types originally appeared in non-robust network design, see [32] for the original application of these inequalities and [9, 15, 14] for examples of advanced cut-set based branch-and-cut algorithms. Additionally, Atamtürk [6] and Raack, Koster and Wessäly [41] give extensive surveys of the use of these inequalities in network design. Avello, Mattia and Sassano [7] derive a branch-and-cut algorithm for robust multi-commodity network design with a finite demand set that is based on the more general metric inequalities.
Moreover, we apply the robustification approach by Ben-Tal and Nemirowski [11] to the above model. In their approach, the uncertainty set D is given by a polytope in a linear description. Several prior applications of the approach to multi-commodity network design exist and many of them are again succesfully using cut-set inequalities: Ben-Ameur and Kerivin [10] consider the multicommodity network design problem by [27] with a general demand polytope and static routing. There is an extension to dynamic routing by Mudchanatongsuk, Ordóñez and Liu [38] . Koster, Kutschka and Raack apply the Γ-robustness approach by Bertsimas and Sim [13] , using again static routing. Altın, Amaldi, Belotti and Pınar instead consider the Hose uncertainty model that was proposed by Fingerhut, Suri and Turner [23] and Duffield et al. [22] . They also consider a combination with the Γ-robustness model. Mattia [35] considers the Hose model with dynamic routing. We show a natural adaption of the Hose model to singlecommodity flows in the model by Buchheim et al. [16] and solve it again with a cut-set model. Pesenti, Rinaldi and Ukovich [40] solve the related Minimum Cost Network Containment problem using cut-set inequalities (see Section 4).
Our contribution. In this paper, we consider the sRND problem and distinguish two ways of representing the uncertainty set D in the input: it can be given as a finite list of scenarios or as a linear description of a polytope. Our goal is to determine optimum solutions for the sRND by providing an effective branch-and-cut algorithm in both cases. To this aim, we present a capacity-based ILP formulation. The formulation was introduced in [3] for the case of finite scenario list and uses cut-set inequalities. Mattia [35] characterizes facet-inducing cut-set inequalities for the multi-commodity network design problem. The proof was later adapted by Dorneth [21] for the finite case of the sRND problem. We argue that Dorneth's proof also works for the polyhedral sRND case. The size of the cut-set model depends only on the size of the network, but not on the number of scenarios, as opposed to the flow-based model by Buchheim et al. [16] . On the other hand, it contains exponentially many constraints. We provide a polynomial time algorithm for the separation of cut-set inequalities for the case that D is finite. We prove that the separation problem is NP-hard when D is given as a polytope, even when D is based on an adaption of the Hose model [22] . Still, in this case we propose a practical separation algorithm using a simple mixed integer program (MIP). We strengthen our formulation with 3-partition inequalities and show how to separate them as {0, 1 2 }-Chvátal-Gomory cuts, as defined by [17] . A similar connection has been observed by Magnanti, Mirchandani and Vachani [32] for a (non-robust) multi-commodity variant of the problem. Extensive computational experiments show that our approach is effective, in comparison to existing approaches from the literature as well as to solving a flow based formulation by a general purpose solver.
General notation and problem definition. For a ∈ R n , b ∈ R m and n, m ∈ N, we say that a T x * − b is the slack of the inequality a T x ≥ b with respect to a vector x * ∈ R n . We say that a T x ≥ b is binding for x * if its slack with respect to x * is zero and we say that a T x ≥ b is violated by x * if its slack with respect to x * is negative.
Given an undirected graph G = (V, E) with capacities u : E → Z ≥0 and a balance vector b ∈ R V , a directed, single-commodity b-flow is commonly defined as a directed flow f ∈ R E that satisfies the following two conditions. 1. For all nodes i ∈ V , we require that ∑ {i, j}∈E ( f i j − f ji ) = b i and call this condition the flow balance condition.
2. For all edges {i, j} ∈ E, we have f i j + f ji ≤ u i j . We also say that f respects u.
Due to the flow balance conditions, a feasible b-flow can only exist if ∑ i∈V b i = 0. Using this definition we can define the Single-Commodity Robust Network Design Problem (sRND) as follows. The input is an undirected graph G = (V, E), an uncertainty set D ⊆ R V of balance vectors and a cost function c : E → R such that installing one unit of capacity on edge e costs c e . We require that ∑ i∈V b i = 0 holds for all b ∈ D and observe that the instance is infeasible if this condition is not satisfied. The task is to determine integral capacities u : E → Z ≥0 such that for all balance vectors b ∈ D there exists a directed single-commodity b-flow in G that satisfies the capacity conditions with respect to u and minimizes the total capacity installation cost ∑ e∈E c e u e . Thus, we need to design a network that supports a certain b-flow, but due to uncertain information, we cannot know b exactly. Therefore, we create a set D that contains all possible realizations of b and guarantee that no matter what b ∈ D is actually realized, we can route it. We refer to the vectors in D as scenarios for this reason. If D finite, we call the corresponding problem a finite sRND problem. If D is a polytope, we refer to the underlying problem as the polytopal sRND problem.
Finite Versus Polyhedral Uncertainty Sets. The finite and the polytopal sRND problem are equivalent in the following sense: Any finite uncertainty set can be replaced by the polytope defined by its convex hull and any polytopal (i.e., bounded) uncertainty set can be replaced by the finite set of its vertices. Both reductions do not change the set of feasible flows. However, they do change the size of the problem input. In general, its size can grow exponentially (see Section 5) . Therefore, in any given application, the suitable model needs to be chosen carefully: The finite sRND model should be preferred when the extreme points of the uncertainty set are known and if their number is small. On the other hand, the polytopal model is suited better when the uncertainty set has a small linear description. Thus, we will consider both cases in the scope of this article in spite of their apparent equivalence. Nonetheless, all results that we prove for finite scenario sets also hold for a polytopal scenario set (and vice-versa), as far as they do not concern computational complexity.
Organisation of the article. The paper is organized as follows. In Section 2 we present results that concern both the finite and the polytopal case. Specialized results for both cases follow in Section 3 and Section 4, respectively. We conclude in Section 5 with a branch-and-cut algorithm and computational results.
Integer Programming Formulations and Polyhedral Results
We start the article with results that concern both the finite and the polyhedral case.
A Capacity-Based Integer Programming Formulation
In order to obtain a cut-based formulation for the sRND problem, consider some subset S ⊆ V of a graph's node set. We denote the set of edges that have one end-node in S by δ (S) and call δ (S) an (edge) cut in G. Consequently, we also call S a cut-set. We can compute the maximum total balance of S as R S := max b∈D ∑ i∈S b i and we observe that R S is exactly the amount of flow that cannot be balanced out within S. At least R S units of flow must cross the cut δ (S) and therefore, for any S ⊆ V , the capacity of δ (S) must be at least R S . This gives rise to the concept of a cut-set inequality. Definition 1. Let G = (V, E) be an undirected graph, let S ⊆ V and assume that D is a finite or a polyhedral uncertainty set. We then call the inequality
the cut-set-inequality induced by S. We use (CS S ) as a short-hand notation for the inequality and we denote its right hand side by R S .
Writing down the cut-set inequalities for all node subsets, we obtain the following integer linear programming problem that will turn out to be a cut-based formulation for the sRND problem: min
Denote by P f sRND (G, D) the set of all, possibly fractional, capacity vectors u ∈ R E ≥0 that permit sending a b-flow on G for all scenarios b ∈ D and by P sRND (G, D) the convex hull of all integer points in P f sRND (G, D) (both sets are unbounded). Then, the linear programming relaxation of the cut-set formulation (IP-CS) exactly describes P f sRND (G, D), as we show in Theorem 2. Theorem 2. A vector u ∈ R E ≥0 is feasible for the linear programming relaxation of the integer program (IP-CS) if and only if, for all scenarios b ∈ D, there exists a feasible b-flow that respects the capacities u in G.
Proof. Follows directly from Gale's [25] extension of the Max-Flow Min-Cut Theorem [24] : It says that for any vector b ∈ R V with ∑ i∈V b i = 0, there exists a b-flow in (G, u) if and only if ∑ {i, j}∈δ (S) u i j ≥ |∑ i∈S b i | for all S ⊆ V .
In particular, the (non-relaxed) cut-set formulation (IP-CS) exactly characterizes all (infinitely many) integral points in P sRND (G, D).
Corollary 3.
A capacity vector u ∈ Z E ≥0 is feasible for the sRND instance (G, D) if and only if it is feasible for the cut-set formulation (IP-CS).
The exponential size of the cut-set formulation (IP-CS) naturally raises the question of cutset constraint separation, which we postpone to Sections 3 and 4. To conclude this section, we state that P sRND (G, D) has full dimension and that the cut-set inequalities are facet-defining for P sRND (G, D). Both results were already known for the non-robust multi-commodity network design problem [32] since the 90's, before Mattia [35] gave a much shorter facet proof for the mRND in 2010. Finally, Dorneth observed in his diploma thesis [21] that Mattia's proof only needs small adaptations for the finite sRND. We repeat a more concise version here in order to make the adapted proof available and to extend it to the polyhedral demand case.
Theorem 4 ( [35, 21] ). For any graph G = (V, E) and any (finite or polyhedral) demand set D, the polyhedron P sRND (G, D) is full dimensional, i.e. its dimension is |E|.
Proof. Given a feasible capacity vector u ∈ P sRND (G, D), we can increase the capacity of any edge arbitrarily without making u infeasible. Therefore, the polyhedron P sRND (G, D) has |E| linear independent unbounded directions.
As before we define R S := max b∈D ∑ i∈S b i . We let B * := max b∈D ∑ i∈V |b i | be an upper bound for the necessary capacity on any edge. Proof. If R S = 0, (CS S ) cannot be stronger than the trivial inequalities u e ≥ 0 for e ∈ δ (S). Also, if S (or likewise, V \ S) decomposes into several connected components S 1 , . . . , S k , then summing up the inequalities we get from S 1 , . . . , S k yields the same left hand side as we get from S; yet, the right-hand side of (CS S 1 ) + · · · + (CS S k ) can only be stronger than the one of (CS S ) by the triangle inequality.
Finally, in order to show that (CS S ) defines a facet of P sRND (G, D) we define a vector u e for every edge e ∈ E in the way suggested by Mattia [35, Theorem 3.14] . In doing so, our choice depends on whether e lies in δ (S). For all e ∈ δ (S), define u e as u e e :=
if e ∈ δ (S), e = e B * if e ∈ δ (S)
for all e ∈ E Now, for all e ∈ δ (S) and some fixed h ∈ δ (S) choose u e as u e e :=
if e ∈ δ (S), e = h B * + 1 if e ∈ δ (S), e = e B * if e ∈ δ (S), e = e for all e ∈ E Because we have R S = 0, the vectors u e , e ∈ E, are linearly independent. This is easily verified by considering the upper triangular matrix with the rows u e for e ∈ δ (S) followed by the rows u e − u h for e ∈ δ (S). For all e ∈ δ (S), the vector u e satisfies (CS S ) with equality since ∑ e ∈δ (S) u e e = u e e = R S by the definition of u e . If e ∈ δ (S), we have instead ∑ e ∈δ (S) u e e = u e h = R S and again, (CS S ) is satisfied with equality.
It remains to show that u e ∈ P sRND (G, D) for all e ∈ E. We fix an arbitrary cut X V such that the subgraphs G[X] and G[V \ X] which are induced by X and V \ X, respectively, are connected and non-empty and show that u e satisfies (CS X ) for all e ∈ E. We can assume that X = S and that X = V \ S since we have already shown validity for those two cases. Thus, if δ (X) ⊆ δ (S) was true, then either G[X] or G[V \ X] would not be connected and therefore, there exists at least one edge e * ∈ δ (X) \ δ (S). Using this observation for any e ∈ E we have which tells us that u e satisfies (CS X ). We conclude that (CS S ) defines a face of dimension |E| − 1 and, therefore, is a facet of P sRND (G, D).
Valid 3-Partition Inequalities Derived from Chvátal-Gomory Cuts
The cut-set inequalities (CS S ) give a lower bound on the amount of capacity that is needed along the cut that separates a 2-partition S ⊆ V and V \ S. More generally, one can ask for lower bounds on the capacity between any k-partition, k ≥ 2, of the graph. This leads to the definition of k-partition inequalities, an idea that was e.g. explored by [1] . We will see that 3-partition inequalities can be separated as {0, 1 2 }-Chvátal-Gomory cuts as defined by [17] and elaborate on the details in this subsection. The same connection between 3-partition inequalities and {0, 1 2 }-Chvátal-Gomory cuts was discovered by Magnanti, Michandani and Vachani [33] for a non-robust multi-commodity network design problem.
For any given linear program Ax ≥ b with a constraint matrix A = (a i j ) ∈ Z m×n and vectors x ∈ R n , b ∈ Z m one can generate a valid inequality for Ax ≥ b by selecting some subset I ⊆ {1, . . . , m} of the constraints and computing the inequality
2 a i j are integral for all j = 1, . . . , n, we can round up the right hand side of the inequality and thus obtain a {0, 1 2 }-cut [17] . The problem is, of course, to select a suitable set I that generates integral coefficients and a fractional right-hand side. Due to the structure of Figure 1 : An instance that has a high number of binding cut-set inequalities at the optimum. We depict the balance values of the single scenario next to the nodes. The corresponding polyhedron P sRND has dimension D = 2d and the vector u * with u * si = 1 and u * it = 0 for all i = 1, . . . , d is one of its vertices. Given any set X T := {1, . . . , d}, the cut-set inequality induced by {s} ∪ X defines a facet of P sRND and is binding for u * . There are 2 d − 1 choices for X and in this way, we have at least 2 D/2 − 1 facets that intersect in u * .
the cut-set inequalities, we can solve this problem if we restrict to |I| = 3, 4. Indeed, for two non-empty sets S, T V and any vector u ∈ R E ≥0 , we have by a counting argument
where (S : T ) is defined as the set of edges δ (S) ∩ δ (T ) having one end node in S and one end node in T . Therefore, given cut-set inequalities (CS S ) and (CS T ), we obtain a valid zero-half cut by adding up
If R S + R T + R S∪T + R S∩T is odd, the violation of (ZH S,T ) with respect to a solution u * is maximum if (CS S ), (CS T ), (CS S∪T ) and (CS S∩T ) are binding for u * . Thus, we should select sets S, T where the corresponding cut-set inequalities have small slack. This observation implies a simple separation algorithm EnumZH: We iterate over all pairs (CS S ), (CS T ) of binding cut-set inequalities in our constraint set. We then build the corresponding zero-half cut (ZH S,T ) and check if it is violated. The running time of the algorithm is quadratic in the number of binding cut-set constraints. Although these can be exponentially many (see Figure 1) , our experiments show that it pays off to use the algorithm at the root node of the branch and cut tree, see Section 5.
We can replace (CS S∪T ) by (CS V \(S∪T ) ) in the above construction without changing (ZH S,T ). Then, if S and T are disjoint sets, an edge e ∈ E has a non-zero coefficient in (ZH S,T ) if and only if it is contained in (S : T ), (S : V \ (S ∪ T )) or (T : V \ (S ∪ T )). Thus, (ZH S,T ) defines a 3-partition inequality for the partitions S, T and V \ (S ∪ T ). In this way, EnumZH is a separation heuristic for 3-partition inequalities. 
This formulation is similar to classical integer multicommodity flow (MCF) formulations. The only difference is that in the robust context the b-flows f 1 , . . . , f k are not simultaneous and thus do not share the edge capacities. Like for the MCF problem, the finite sRND with integral capacities is NP-hard [42] , while its fractional variant can be solved in polynomial time by solving the above compact linear programming formulation. Another property is shared with the MCF problem. While the size of the scenario-expanded formulation (IP-F) is polynomial in the input size, it grows impractically large when the number of scenarios (or commodities, in the MCF case) is high. We therefore concentrate on the cut based formulation for the rest of this article. We notice, however, that both formulations are equivalent in the sense of the following corollary of Theorem 6. In particular, (IP-CS) can be seen as an orthogonal projection of (IP-F).
Corollary 6. A vector u ∈ R E
≥0 is feasible for the linear programming relaxation of the capacity formulation (IP-CS) iff there exist flows f 1 , . . . , f k such that ( f 1 , . . . , f k , u) is feasible for the linear programming relaxation of the flow formulation (IP-F).
In the non-robust case, the capacity formulation can be obtained by applying Benders' decomposition [12] to the flow formulation, see e.g. [34] , and although Benders' original decomposition technique yields a slightly weaker version of (IP-CS), the same principle applies here.
Polynomial Time Separation of Cut-Set Inequalities
In order to use formulation (IP-CS) in practice, we need a fast separation algorithm for its constraints, i.e., we need to decide if a given capacity vector u * violates any cut-set constraints on a network G = (V, E) with uncertainty set D. We show in this section how this can be achieved when D is finite. To this end, we define an auxiliary graphĜ = (V ∪ {s},Ê) witĥ
We now iterate over all scenarios in D. For some fixed scenario b ∈ D, we obtain a cost function for the edges ofĜ by extending u * toÊ:
Then, we can rewrite the value b(X ∪ {s}) of any minimum s-cut X ∪ {s} inĜ as
Therefore, any minimum s-cut X ∪ {s} satisfies that ∑ i∈V \X b i ≥ 0 -as otherwise, (V \ X) ∪ {s} has a better objective value. As a consequence, the value of X ∪ {s} is exactly the slack of the cut-set inequality that X would induce if b was the only scenario. The slack of the true cut-set inequality induced by X can only be smaller and therefore we know that if val b (X ∪ {s}) < 0, then also
and X defines a violated cut-set inequality in G. On the other hand, if some X ⊆ V induces a violated cut-set inequality, then there is a scenario b * ∈ D such that
since we can again assume w.l.o.g. that ∑ i∈V \X b * i ≥ 0. Thus, by computing a minimum cut on G for each scenario, we can find up to |D| violated cut-set inequalities or decide that none exist.
In the construction ofĜ, the signs of the used edge weights are mixed (i.e., positive and negative). In general, the problem of finding a minimum cut in an arbitrary graph with mixed weights is NP-hard. In our case, however, all edges with negative weight are incident to s. This allows us to use a construction for star-negative graphs by McCormick, Rao and Rinaldi [36] which reduces the problem to an ordinary minimum s-t-cut problem with non-negative weights. Since this construction changes the size of G by a constant only, we obtain the main theorem of this section.
Theorem 7. Let (V, E, D) be an instance of the sRND problem and let u * ∈ R E ≥0 . Then, we can find a cut-set inequality that is violated by u * or decide that no such inequality exists in time O(|D|·T mincut ), where T mincut denotes the time need to compute a minimum cut in G = (V, E).
Any maximum flow algorithm can be used to compute a minimum s-t-cut. We implemented the preflow-push algorithm by Goldberg and Tarjan [26, 19] with the highest label strategy and the gap heuristic. We stop the algorithm when a maximum preflow is found and thus omit its second stage. This results in an overall runtime of Θ(|D| · |V | 2 · |E|) for the separation procedure.
Separating 3-Partition Inequalities more Efficiently
The assumption that D is finite does not only help us to find an efficient separation procedure for cut-set inequalities; it also enables us to find a more efficient alternative to the general 3-partition separation algorithm from Section 2. There, we observed that we can obtain valid 3-partition inequalities by combining two cut-set inequalities with small slack. Instead of enumerating all pairs of binding cut-set inequalities as in Section 2, however, we can now develop an algorithm whose runtime is linear in the number of binding cut-set inequalities.
The key observation for this more efficient algorithm is the following: Our cut-set separation algorithm yields an inequality with maximum violation. Thus, if we try to separate a point u * that already satisfies all cut-set inequalities, it returns an inequality with minimum slack. We use this fact to search for candidates for the zero-half cut generation in our algorithm MinCutZH: Given an optimum solution u * of the current LP relaxation and a cut-set inequality (CS S ) that is present in this relaxation while being binding at u * , we call the cut-set separation from the previous subsection on the subgraph G[S] that is induced by S. This yields up to |D| cut-sets
we thus obtain one 3-partition inequality for each i = 1, . . . , k. This algorithm has a running time of O(C · |D| · T mincut ) where C is the number of binding cut-set inequalities in the current LP relaxation and T mincut again denotes the time needed to compute a minimum s-t-cut in G. It thus depends linearly on the number of binding cut-set inequalities.
Apart from the running time, the algorithm has another advantage over EnumZH: It might happen that we can generate a violated {0, 1 2 }-cut by using a cut-set inequality that is binding at the current LP optimum, but not present in the current LP relaxation. Such an inequality can be found by MinCutZH, but not by EnumZH. On the other hand, we cannot guarantee that the right hand side of (CS S ) + (CS T ) + (CS S ) is odd and therefore it can happen that MinCutZH does not find a violated 3-partition inequality even though one exists (as is the case with EnumZH).
Robust Network Design with Polyhedral Demand Uncertainties
Duffield et al. [22] propagate the Hose demand polytope for multi-commodity network design. Rather than specifying demands for all pairs of nodes (which can be impractical in large networks), they propose to define two bounds for each node i that limit how much flow in total the node i can send to (or receive from, respectively) all other nodes. This is a natural model as these bounds can stem from technical specifications, legal contracts or educated guesses by experienced engineers.
Pesenti, Rinaldi and Ukovich [40] propose a similar model for single-commodity flows: They start from the multi-commodity model and limit the traffic demand r i j for each pair of nodes by an individual upper and lower bound, r max i j and r min i j . Given any such matrix r = (r i j ) i, j∈V with r min i j ≤ r i j ≤ r max i j , they aggregate the commodities to a demand vector (b i ) i∈V := (∑ j∈V r i j − r ji ) i∈V . Any demand vector that can be obtained in this fashion is a scenario that needs to be considered in the optimization. This problem is called the Network Containment Problem in the literature. Pesenti, Rinaldi and Ukovich subsequently propose to solve the problem with a branch-and-cut algorithm based on a cut-set formulation and a separation MIP.
We propose a different adaptation of the Hose model that is simpler and does not have a point-to-point traffic component. For each node i ∈ V , we define an upper bound b max i and a lower bound b min i . We then say that any supply-and demand vector that obeys these bounds while remaining balanced is a possible scenario for our optimization. The resulting uncertainty set is the polytope
Due to its similarity to the Hose uncertainty set that is used for multi-commodity network design problems, we call it the single commodity Hose polytope. In the following, we assume that our uncertainty set D is the polytope H(V, b min , b max ) and denote the corresponding (sRND) problem by (sRND-Hose).
Complexity of Robust Network Design with Single Commodity Hose Demands
Finding an optimum integer solution for (sRND-Hose) is NP-hard, as the problem contains Steiner Tree as a special case (see [42] for a similar reduction for finite D).
Theorem 8. The (sRND-Hose) problem is NP-hard.
Proof. Let I = (V I , E I , c I , T) be an input for the Steiner Tree problem, i.e., suppose that G I = (V I , E I ) is an undirected graph with edge weights c I and that / 0 T ⊆ V I is a set of terminals that need to be connected at minimum cost. Steiner Tree is NP-hard [30] . Then, finding an optimum solution for I is equivalent to finding an optimum solution for the following sRND instance J: Select some arbitrary node s ∈ T. We setb min s = 0 andb max s = 1. For all other nodes i ∈ T \ {s}, setb min i = −1 andb max i = 0. Now, the vertices of H(V I ,b min ,b max ) are exactly the scenarios b where b s = 1 and b i = −1 for some node i ∈ T. Thus, any feasible solution must have a path of capacity 1 from s to all terminals i ∈ T \ {s}. Also, by removing all cycles from a feasible solution, its objective value cannot increase. Therefore, the optimum solutions for the sRND instance are exactly the Steiner Trees on (G, T).
We shall see in the remainder of the section that the separation problem for cut-set inequalities is also NP-hard for (sRND-Hose). This proves that (sRND-Hose) remains hard even if we relax the integrality requirement.
Separating Cut Set Inequalities over
Finding optimum solutions for the sRND problem in practice becomes significantly harder when the uncertainty set is the polytope H(V, b min , b max ). Following our previous approach, we want to to solve the linear programming relaxation of the capacity-based formulation (IP-CS) in order to generate dual bounds in a branch-and-bound algorithm. As opposed to the case that D is finite, however, finding a cut-set inequality with maximum violation will turn out to be NP-hard when D = H(V, b min , b max ). The NP-hardness of this problem is somewhat surprising: We could expect to solve the separation problem for (IP-CS) with a minimum cut algorithm. Here, however, the main obstacle is to compute the correct right hand side for a given cut S inside of the minimum cut computation. When D is finite, we can simply enumerate all possible scenarios b and interpret b as linear node costs that are easily integrated into any minimum cut algorithm. When D = H(V, b min , b max ), however, this is no longer possible, as a more sophisticated optimization problem needs to be solved to obtain the correct right hand side for the cut-set inequalities. This is true even though computing the correct right-hand side for a fixed S is possible in polynomial time; the difficulty lies in computing it while computing a minimum cut.
Summarizing, our problem is that (IP-CS) contains a non-trivial optimization problem on the right hand side. Still, solving such formulations is at the core of robust optimization and several ideas from the literature can be applied here. We observe, for instance, that if we interpret the b i on the right hand side of (IP-CS) as variables, we obtain a bi-level optimization problem. It minimizes the capacities on the outer level and maximizes the total demands on the its inner level, i.e., the right hand side of each of the cut-set inequalities. Now, if the right hand side optimization problem was a minimization problem, we could collapse (IP-CS) to a single level problem -hoping to obtain inequalities that can be separated more easily. Thus, we need to replace the linear program max b∈D | ∑ i∈S b i | by its dual. This technique has been applied successfully to the multi-commodity robust network design problem by Ben-Ameur and Kerivin [10] in the case of static routing. In their case, it results in a separable linear formulation. Applying the same technique to the multi-commodity robust network design problem with dynamic routing leads to a non-convex quadratic separation problem, as was shown by Mattia [35] . The same is true in our case. However, when the underlying network flow has several commodities, Mattia observes that linearizing the separation problem yields a mixed integer linear program with big-M constraints. Ben-Tal and Nemirovski [11] give a general solution algorithm for robust linear programs, requiring only that the uncertainty set is compact and that separation over it is possible. They show that any linear program with row-wise uncertainty of this type can be optimized by solving an auxiliary linear program for each row of its deterministic (i.e., non-robust) counterpart. Potentially, each auxiliary problem yields a valid cutting plane for the robust formulation. While we can certainly separate over H(V, b min , b max ), the deterministic counterpart of (IP-CS) unfortunately has an exponential number of rows. We would therefore require an oracle that gives us a row for which the auxiliary problem yields a valid cutting plane. Finding such an oracle is equivalent to solving our original separation problem. Another alternative could be to use a polynomially sized flow-based formulation as deterministic counterpart, but short of introducing a full set of flow-variables for each vertex of H(V, b min , b max ), it is not clear how to robustify the flow-conservation equalities of such a formulation. We conclude that we need to find an alternative to these standard-techniques if we want to solve our separation problem.
Our first step to a practical separation algorithm is to actually write down the separation problem: The following bi-level program will give us a separating hyperplane for any u * ∈ P sRND (G, H). Since S ⊆ V is variable here, the formulation is not a linear or quadratic program in the strict sense. It can, however, be transformed into a bi-level quadratic program. For now, we stick to the more abstract formulation to benefit from the easier notation. Solving
yields a cut-set inequality that is violated if and only if the optimum objective value of (H-SEP) is negative. As in the finite case, we do not need to take the absolute value of the second sum, as we can assume w.l.o.g. that the total balance ∑ i∈S b i is non-negative in an optimum solution (S, b). Moreover, we say that S is a hose source set iff ∑ i∈S b max i ≥ 0 and ∑ i∈V \S b min i ≤ 0. We only consider hose source sets in the following. If S is not a hose source set, then either H(V, b min , b max ) is empty or ∑ i∈S b i < 0 for all b ∈ H(V, b min , b max ). Finally, we say that a hose source set S is limiting, if ∑ i∈S b max i ≤ − ∑ i∈V \S b min i . Otherwise, we say that V \ S is limiting. We will show next that we can re-write the inner level
such that (H-SEP) reduces to a single-level mixed integer linear program.
We proceed in two steps: First, we give an algorithm that both functions as a scenario separation and proves that there exists a solution of a certain value for (MAX-B). At the same time, we will see that we can compute the value of the solution with a closed formula without actually running the algorithm. This will enable us to integrate the solution value into (H-SEP). Secondly, we prove that our solution maximizes (MAX-B).
To get a better intuition for the algorithm, suppose that 0 ∈ H(V, b min , b max ) and consider the following preliminary method to find an optimum solution for (MAX-B). We start with the vector b ≡ 0 ∈ H(V, b min , b max ) and our aim is to install as much supply as possible in S. Equivalently, we could try to install as much demand as possible in S, but since we assumed w.l.o.g. that the maximum total balance of S is non-negative, we rather stick to the maximum supply case. We now select an arbitrary node i ∈ S with b i < b max i and another arbitrary node j ∈ V \ S with b j > b min j . If no such nodes can be found, the algorithm stops. Finally, we increase b i by one unit and, at the same time, decrease b j by one unit to maintain a balanced vector.
To analyze the algorithm, we observe that it maintains ∑ i∈S b ≤ ∑ i∈S b max i and ∑ i∈S b i = − ∑ i∈V \S b i ≤ − ∑ i∈V \S b min i . The algorithm stops as soon as equality holds in one of the conditions. Thus, if b is the vector that we obtain once the algorithm stops, we have ∑ i∈S b i = min{∑ i∈S b max i , − ∑ i∈V \S b min i } and we realize that we can compute the value of this solution without actually running the algorithm. Also, increasing the objective value of b further would make b necessarily imbalanced.
The idea of our preliminary algorithm was to start from a feasible vector and to then increase its objective value. We follow the same idea in the case that 0 ∈ [b min i , b max i ] for all i ∈ V , however, we need a slightly more involved algorithm to do so. The problem is that the starting vector b ≡ 0 might be infeasible. More verbosely, the node bounds can force us to install supply on a node in V \ S or to install demand on a node in S and thereby change the amount of imbalance that we have to distribute. The bounds can also force us to install a minimum amount of supply or demand on some nodes in S or V \ S -which is a problem if we already distributed all the imbalance before reaching such nodes. Both problems can be solved by starting from a different vector. This is why, in contrast to the preliminary algorithm, we start with a vector b that simply satisfies b i ∈ [b min i , b max i ] for all i ∈ V and then make sure that ∑ i∈V b i = 0 in a second phase. Additionally, the runnning time of our previous algorithm is only pseudopolynomial, as the algorithm needs min{∑ i∈S b max i , ∑ i∈V \S b min i } many iterations. We overcome this second problem by increasing the b values by as much possible in every iteration. To know this amount, it is necessary to precompute which of the two bounds is reached first, i.e., whether S or V \ S is the limiting set. If S has more limiting bounds than V \ S, we set b i = b max i for all i ∈ S; otherwise, we set b i = b min i for all i ∈ V \ S. In both cases, it only remains to distribute the inbalance of b among the nodes in the non-limiting set. To do this, we iterate over all nodes i in the non-limiting set in arbitrary order and decrease or increase b i as much as possible in the first and second case, respectively. See Algorithm 1 for the pseudo-code of this procedure. When the algorithm stops with a balanced vector b, we obtain again a solution b of value min{∑ i∈S b max i , − ∑ i∈V \S b min i }. We establish Invariant 1 in lines 3-9 and 10/11 for i ∈ L and i ∈ F, respectively. Line 12 establishes Invariant 2. Suppose now that r < 0 in line 13 (the other case works analogeously). We already know that both invariants hold before the first iteration of the loop in lines 14-19 and we assume by induction that the same is true before the j-th iteration, for some j ≥ 2. Suppose that the j-th iteration considers i ∈ F. 
If ∑ i∈S b max i ≤ − ∑ i∈V \S b min i , running Algorithm 1 gives us a scenario b with ∑ i∈S b i = ∑ i∈S b max i . We choose υ i = 1 for all i ∈ S, υ i = 0 for all i ∈ V \ S, λ i = 0 for all i ∈ V and finally β = 0. Our choice (υ, λ , β ) is feasible for (H * S ) and satisfies complementary slackness with b. Otherwise, we suppose ∑ i∈S b max i > − ∑ i∈V \S b min i and Algorithm 1 yields a scenario b with ∑ i∈S = − ∑ i∈V \S b min i . Choosing λ i = 1 for all i ∈ V \ S, λ i = 0 for all i ∈ S, υ i = 0 for all i ∈ V and β = 1 is a feasible solution for (H * S ) and b satisfies complementary slackness with (υ, λ , β ).
Theorem 10 tells us that we can write (H-SEP) as the much easier problem
Omitting the constraint that ∑ i∈S b i ≥ 0 from this formulation is without loss of generality because any optimum solution (S * , b * ) to (H-SEP) satisfies ∑ i∈S * b * i ≥ 0. If it does not, replace S by V \ S to obtain a strictly better solution. We can now write (H-SEP') as a MIP that is a maximum cut problem with additional constraints:
The MIP will not give us an actual worst-case scenario; however, we can easily call Algorithm 1 on the set S := {i ∈ V | x i = 1} to obtain one. If we want more than one worst-case scenario, we can even call it several times while permuting the order in which it considers the nodes. In contrast to the finite case, separating cut-set inequalities in the polyhedral case is NP-hard, as we show in the following theorem by a reduction from minimum expansion. Chekuri, Oriolo, Scutellà and Shepherd [18] show the same result for the multi-commodity case. In fact, they also use a (more complicated) reduction from minimum expansion.
Theorem 11. Given an instance (G, H(V, b min , b max )) of the (sRND-Hose) problem and a capacity vector u ∈ R E , the problem of finding a cut-set inequality that is violated by u is NP-hard. In particular, the feasibility test for u is co-NP-complete.
Proof. Minimum expansion is defined in the following way: Given an undirected graph G = (V, E) and edge capacities u e for all edges e ∈ E, find a set / 0 S V with |S| ≤ |V |/2 that minimizes the expansion ∑ e∈δ (S) u e /|S| of G. Minimum expansion is NP-hard [31, Section 3.2].
If we have an input (V, E, u, r) for minimum expansion, we can define an instance for the cutset separation problem on the same graph G = (V, E). Setb max i := r andb min i := −r for all i ∈ V . We claim that G has an expansion of value strictly less than r if and only if there is a violated cut-set inequality with respect to u and H(V,b min ,b max ).
By our definition ofb max andb min , we obtain from Theorem 10 that the optimum right-hand side B S of the cut-set inequality induced by S is r · |S| for any S ⊆ V with |S| ≤ |V |/2. Thus, there exists a cut-set that is violated by u if and only if ∑ e∈δ (S) u e < B S = r · |S| ⇐⇒ ∑ e∈δ (S) u e /|S| < r
Computational results
In this section we describe the outcome of our extensive computational campaign conducted to assert the effectiveness of the cut-set formulation within a classical branch-and-cut framework for both the finite and Hose cases. The branch-and-cut algorithm is implemented in C++ within the ABACUS 3.2U2 framework [29] and run on an Intel XEON 5410 2.3 GHz with 3 GB RAM, and Cplex 12.1 is used as an LP solver inside our branch and cut. The main ingredients to enhance the basic scheme are described in the following, while Section 5.1 and Section 5.2 report the results on the finite and Hose cases, respectively.
Preprocessing. We partition the graph into its biconnected components as suggested in [16] . It is straight-forward to generalize the approach to the polytopal case.
Cutting Plane Separation. We use the cut-set separation both for the finite and the Hose case, as described in Sections 3 and 4, respectively. In the Hose case, after the exact separation from Section 4 is invoked, we repeatedly call Algorithm 1 to obtain a list of 10 non-routable scenarios. Then, the polynomial separation of Section 3 is called until the 10 scenarios can be routed. The separation algorithm EnumZH is called at the root node only, as well as the {0, 1 2 }-cut separation code by Andreello, Caprara and Fischetti [5] . The separation is done in a hierarchical fashion: In each iteration of the separation procedure, we first try to separate cut-set inequalities. If no violated cut-set inequalities exist, we call EnumZH. If this call fails, too, we run the algorithm from [5] .
Primal Heuristics. We execute several fast primal heuristics at each branch-and-cut node when no more cut-set inequality is violated. They are all based on rounding operations. More precisely,
• The Simple rounding rounds up all fractional values to produce a feasible solution.
• The Cycle rounding looks for a cycle C with only fractional edges by a depth first search.
On C the heuristic rounds down the edge with the smallest fractional value, say, p and increases the capacity of all other edges on C by p. When no more cycles are found, all remaining fractional capacities are rounded up.
• The Shortest Path rounding works in the same way as the Cycle rounding, but it obtains the cycle C by removing an edge with a smallest fractional value and connecting its endnodes by a shortest path of fractional edges.
In the finite case, we also use the rounding heuristic described in [16] . Finally, we use the large neighborhood search heuristic introduced in [3, 4] , but only at the root node, in the finite case and with a time limit of 120 CPU seconds.
Settings. Very few special settings have been used within the branch-and-cut framework provided by ABACUS. Namely, we used aggressive strong branching, the branch-and-cut tree is traversed in best-first order, and we removed non-binding cutting planes after 10 iterations.
Experiments with Finite Uncertainty Sets
Testbed. We consider four different classes of instances for our experiments. (These instances, as well as those for the Hose case (Section 5.2), are available upon request from the authors.) Each instance consists of a network topology and a scenario set.
• BLS: The instances have been used in [16] and are based on realistic network topologies introduced in [2] .
• JMP: The instances are generated according to the method in [28] with zero-one balances as proposed in [4] .
• SNDLib: The SNDLib [39] is an established standard benchmark set for real-world network topologies. We augmented the real-world topologies with random balances to adapt the instances to our specific problems.
• PA: The preferential attachment model [8] defines a standard way to create realistic networks: For some parameter a ≥ 2, one starts with a complete graph on a nodes and iteratively adds more nodes and edges to the network. When a new node v is inserted, it connects to exactly a existing nodes. In this way, the parameter a controls the density of the graph. The probability that v connects to an existing node w is proportional to the degree of w. Again, we augmented the resulting network topologies with random balances.
Comparison with the flow formulation. Our experiments for the finite case compare the cutset formulation (IP-CS) with the flow formulation introduced in [16] . For the BLS instances the comparison is performed with the algorithm in [16] that solved the flow formulation by enhancing it through target cuts (see, Section 1). We have access to the original computational data by [16] and conducted the experiments on the same machines, making direct comparison possible. For the other set of instances, instead, the flow formulation has been solved as a black-box MIP through Cplex. This provides a reference point that can be achieved without problem specific knowledge or algorithmic insights. Our comparison will tell us where this naïve "hands-on" approach fails. For the comparison, we used Cplex 12.1 with the default settings and in single-thread mode. This is to provide a fair comparison with the sequential ABACUS implementation. Finally, the time limit for each instance was set to 4 hours of CPU time.
Description of the tables. In Tables 1-4 we show instances that could be solved to optimality by both of the compared methods and averages over sub-classes of instances for each table entry. Computing times are expressed in CPU seconds. We first show the instance size and the percentage gap between the optimum fractional and integer solution values. Recall that the flow formulation and the cut-set one are proven to be equivalent in terms of LP relaxation bound. For each method we show the number of instances that could be solved to optimality within 14,400 CPU seconds (4 hours) and in brackets the number of instances that stopped due to the memory limit of 3 GB. Then, we report the average CPU time over all instances that could be solved to optimality by both methods and the corresponding number of branch-and-bound nodes. The root gap reported is the average percentage gap of the dual root bound (after all cuts were added) with respect to the optimum integer solution value. Finally, we report the time that is needed to solve the LP-relaxation. For the cut-set formulation only, we also report the overall separation time and the overall heuristic time. For the PA instances (Table 4 ) the results for each size are average over a ∈ {2, 3, 4, 5, 6, 7}.
Results. Table 1 shows that our branch-and-cut algorithm based on the cut-set formulation is superior to the branch-and-cut algorithm (also ABACUS-based) in [16] both in terms of the number of solved instances and the CPU time. In particular, these instances turn out to be rather easy for our algorithm that only has some issues due to memory limits. Specifically, the memory limit prevents us from finding the optimum solution of 10 out of 1,156 instances. An additional experiment (see Table 10 in the Appendix) shows that improvement on these instances is mostly due to the new IP formulation: Comparing our algorithm with a variant that only uses cut-set inequalities, we found that we were able to solve the same amount of small and large instances without using our additional cutting planes; however, four of the medium sized instances require {0, 1 2 }-cuts to be solved within four hours by our algorithm. Instances JMP (Table 2 ) turn out to be much more challenging and the comparison with the flow formulation solved by Cplex is interesting. Until |V | = 35 both methods can solve all instances (in roughly the same computing time) and we can observe that the cut-set formulation amended by {0, 1 2 }-cuts gives a better bound than the flow formulation with Cplex cuts. On larger instances |V | ≥ 40 both algorithms start to suffer and the algorithm based on the cut-set formulation frequently reaches the memory limit. Instead, when Cplex is unable to solve the problem it is because of the time limit (14,400 CPU seconds), which is a clear indication that the formulation became too big (e.g., on a JMP instance with |V | = 40 and |D| = 10, we have |E| = 182 yielding a formulation with 5460 variables and 582 constraints). The other possibility would be that the cutting planes added by Cplex degrade the performance; however, this seems unlikely to us. As the bound at the root node is better for our algorithm, this behavior seems to indicate that the memory limit reached by our algorithm is likely a software limit (essentially due to the less sophisticated implementation of ABACUS with respect to Cplex) and not a problem of the formulation, whose LP size is always kept under control through cut purging.
The above analysis is confirmed by the results on Tables 3 and 4 for the classes SNDlib and PA, respectively. Especially on the PA instances one can start to appreciate that, for large values of |V | and many scenarios, the cut-set formulation becomes more effective while the flow formulation is too large. That can be expected as the separation limits the size of the cut-set LP to the needed cuts. For Tables 3 and 4 the numbers in brackets for the "#solved(m)" column of the flow formulation refer to the number of times the memory limit is reached. So, it is worth mentioning that for PA instances, cplex reaches both the time and the memory limit (the number of solved instances plus those not solved due to the memory limit is sometimes smaller than 180), showing that the size of the flow formulation gives rise to all sort of issues. The two numbers instead almost always sum to 180 in the cut-set formulation case, thus confirming that the management of the tree of ABACUS is likely to be the issue. Nevertheless, for large instances with many scenarios our algorithm can solve many more instances in significantly shorter computing times.
In a further experiment on the PA instances we found that the additional cutting planes not only close a large part of the root gap; they are also crucial for our ability to solve the medium sized and larger instances. Up to |V | = 40, a comparable amount of instances can be solved without using additional cutting planes. Neglecting the additional cutting planes can even yield shorter computation times in these cases. For |V | ≥ 50, however, the performance of our algorithm starts to degrade quickly if we disable the additional cutting planes: Then, significantly fewer instances can be solved and we observed an increase in both computation times and number of branch-and-bound nodes. This degradation seems to be due to the larger root gap, as the algorithms are otherwise identical. Our experiments showed, furthermore, that nearly the entire root gap progress is due to the EnumZH separation.
Experiments with the Hose Uncertainty Set
In order to obtain a flow formulation in the Hose uncertainty case, we would have to convert the linear description of the Hose polytope H(V, b min , b max ) into a list of its vertices. This can be done with a software like PORTA [20] . Table 5 shows that this approach is not practical: Already for small instances, we cannot rely on being able to convert the description within 1800 seconds and, additionally, the list of vertices can easily become too large to be useful. Therefore, we cannot present a comparison with the flow formulation in the Hose case.
Testbed. To limit the space needed to present our results, we only report the results on the most general instances, i.e., the SNDLib and PA topologies. The Hose uncertainty sets have been generated according to three different distributions:
• geometric: The width of the demand intervals is chosen with a geometric distribution, i.e., there are many nodes with narrow demand intervals and few nodes with broad intervals. The center of the intervals is chosen uniformly at random.
• uniform: Both the width and the center of the intervals are chosen uniformly at random for each node.
• zero-one: All intervals are [−1, 1].
Description of the tables. In Tables 6 and 7 , we report the CPU time and number of solved instances for the random Hose instances, grouped by network topology in the SNDLib case and according to the density parameter a in the PA case, respectively. We also show the number of times that the separation MIP needs to be solved on average over all separation calls. Again, we use a time limit of 4 hours.
Results. The results in Table 6 show that the branch-and-cut algorithm based on the cut-set formulation is effective in the Hose uncertainty case. More precisely, very few of the SNDlib instances cannot be solved to optimality and both the computing times and the number of branchand-bound nodes are small on average. The same holds for the PA instances (Table 7) where the difficulty grows with the value of a. In terms of the difference of the random distribution, the behavior on geometric and uniform instances is quite similar, while the zero-one case turns out to be rather easy, except for 9 instances with |V | = 100 and a = 6 and one instance with |V | = 100 and a = 7.
We show a disaggregated picture of our cut-set algorithm on the instances for the three distributions and a = 6 in Table 8 . This is the most difficult case from the summary Table 7 . The table shows exemplarily the difficulties in solving the PA instances. In addition to the previous information, we show the time ("ip-sep-time") needed to solve the exact separation MIP (see Section 4) , and the corresponding number of calls, "ip sepcalls (in %)". The results for other values of parameter a are comparable. The disaggregated results in Table 8 allow us to assert that the quality of both the LP and root lower bounds is very high. However, the difficulty of the instances with respect to the finite uncertainty case seems to be associated with closing the small gap within the time limit. Indeed, all unsolved PA instances reach the time limit (not a memory limit). This is due to the size of the resulting problems: The LPs start to be time consuming as well as the separation time, especially due to exact separation MIP.
Conclusion
We have considered the task to design single-commodity networks that work in different traffic scenarios. The scenario set for the problem is a polytope that can be given in an explicit vertex-based description or in an implicit description by linear inequalities. Our new cut-set IP formulation is based only on capacity variables and works in both cases. This is possible because the formulation does not need flow variables for every vertex of the scenario set. The new formulation allows us to find 3-partition inequalities as new problem specific cutting planes and to develop a Branch-and-Cut algorithm. Our experiments show that the algorithm is practical, that it improves on other approaches and that the new cutting planes are essential for its success. This is despite the fact that for scenario sets in a linear description, an NP-hard separation problem must be solved.
This result is interesting in the context of multi-commodity network design. Here, capacity formulations exist as well and in principle, they allow us to cope with scenario sets that are given in an implicit linear description. However, these formulations require solving the separation problem for metric inequalities. With the current state-of-the-art, this is only possible by solving a non-convex quadratic problem [35] . So far, this quadratic problem can only be avoided by switching to the static routing model that produces more conservative solutions. Our algorithm provides another alternative: If the application allows for it, we can switch to a singlecommodity flow model where the separation problem can be solved by a simple MIP. However, it is not likely that this simple MIP separation can be translated to the multi-commodity case: The key result that allowed us to develop this separation procedure is a simplified description of the right-hand side of a cut-set inequality. This simplified right-hand side turns out to be a closed-form formula for a static maximum flow problem on a path. In the multi-commodity case, this flow problem must be solved on a bipartite graph, making it much more difficult to find a closed-form solution.
The performance of the cut-set separation in the linear description case could be enhanced by further heuristic separation procedures. This should be done such that, ideally, the MIP separation would be called only at the end of each Branch-and-Bound node. Also, we observe that in this case, the MIP models a special Max-Cut problem. Using more sophisticated solution algorithms from the Max-Cut literature would probably speed up the separation.
Even though we were able to show that both cut-set inequalities and 3-partition inequalities induce facets of the sRND polyhedron, we have not yet fully understood its structure. In particular, it is an open question if the 3-partition inequalities are exactly the rank-1 {0, Table 4 : Computational results for the PA class. We report aggregated results over all values of a ∈ {2, 3, 4, 5, 6, 7}, thus having 180 instances for each pair (|V |, |D|). 
