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Resumen
Cluster analysis es el estudio de algoritmos y me´todos cuyo objetivo es encontrar una for-
ma conveniente y va´lida de organizar un conjunto de datos en grupos. Entre sus mu´ltiples
aplicaciones se encuentran la segmentacio´n de ima´genes, la clasificacio´n automa´tica de
documentos o archivos multimedia, la deteccio´n de comunidades en redes sociales y la
identificacio´n de genes con funciones similares, por nombrar algunas.
Un problema todav´ıa abierto en el a´rea de cluster analysis es la determinacio´n au-
toma´tica del nu´mero de clusters o grupos en un conjunto de datos. Adema´s, dicho nu´mero
depende de la escala o resolucio´n con la que se ven los datos, lo que incrementa la com-
plejidad del problema, en especial cuando hay clusters a diferentes escalas en el conjunto
de datos. Otro problema comu´n es la presencia de para´metros libres que regulan la per-
formance de los me´todos de clustering, ya que la determinacio´n del valor o´ptimo de los
para´metros es un problema de dif´ıcil solucio´n para el usuario no experto, sobre todo si
los me´todos son muy sensibles a la variacio´n de los valores de dichos para´metros. Como
regla general, la utilidad pra´ctica de un me´todo de clustering depende de la posibilidad
de optimizar dichos para´metros de forma simple y eficaz.
En este trabajo exploramos soluciones a estos problemas y como resultado desarrollamos
un nuevo algoritmo de clustering, DHclus, que descubre clusters con formas arbitrarias
en los datos, determina automa´ticamente la cantidad de componentes presentes en los
datos (incluso cuando hay clusters a diferentes escalas en un mismo problema) y adema´s
selecciona los para´metros que afectan su performance. Adema´s implementamos el algorit-
mo como un paquete de software libre para el entorno de programacio´n R y se encuentra
disponible para toda la comunidad.
Palabras clave: clustering divisivo, spectral clustering, me´tricas , test de hipo´tesis.
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1 Introduccio´n
Cluster analysis es el estudio de algoritmos y me´todos cuyo objetivo es encontrar
una forma conveniente y va´lida de organizar un conjunto de datos en grupos. Entre
sus mu´ltiples aplicaciones se encuentran la segmentacio´n de ima´genes, la clasificacio´n
automa´tica de documentos o archivos multimedia, la deteccio´n de comunidades en redes
sociales y la identificacio´n de genes con funciones similares, por nombrar algunas.
El desarrollo de la metodolog´ıa de clustering ha sido interdisciplinario. Investigadores de
muchas a´reas han contribuido: taxonomistas, psico´logos, bio´logos, estad´ısticos, cientistas
sociales, ingenieros e informa´ticos [1]. Por ello es que clustering se puede encontrar bajo
diferentes nombres en diferentes contextos, como aprendizaje no supervisado (en Machine
Learning y Pattern Recognition), taxonomı´a nume´rica (en Biolog´ıa, Ecolog´ıa), tipolog´ıa
(en Ciencias Sociales) y particio´n (en Teor´ıa de Grafos) [2]. Adema´s de diferentes ter-
minolog´ıas, estas comunidades tienen diferentes supuestos acerca de los componentes del
proceso de clustering y el contexto en el que se usa [3].
Este trabajo sigue la terminolog´ıa de Pattern Recognition y Machine Learning. En es-
tas disciplinas se hace una distincio´n entre los problemas de aprendizaje automatizado en
i) supervisados (clasificacio´n) y ii) no supervisados (clustering). Los primeros involucran
datos etiquetados que se usan para entrenar un learner para luego predecir el comporta-
miento de un conjunto de datos no vistos, mientras que los segundos involucran datos sin
etiquetas [4].
Aunque se han realizado importantes desarrollos en clustering en los u´ltimos tiempos
[5, 6], un problema todav´ıa abierto es la determinacio´n automa´tica del nu´mero de clusters,
grupos o componentes en un conjunto de datos, adema´s el nu´mero de clusters depende
de la escala o resolucio´n con la que se ven los datos lo que incrementa la complejidad
del problema. Otro problema comu´n es la presencia de para´metros libres que regulan la
performance de los me´todos de clustering, ya que la determinacio´n del valor o´ptimo de
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los para´metros es un problema de dif´ıcil solucio´n para el usuario no experto, sobre todo
si los me´todos son muy sensibles a la variacio´n de los valores de dichos para´metros.
En este trabajo presentamos el desarrollo de un algoritmo de clustering que descubre
clusters con formas arbitrarias en los datos, determina automa´ticamente la cantidad de
componentes presentes en los datos (incluso cuando hay clusters a diferentes escalas en
un mismo problema) y adema´s selecciona los para´metros que afectan su performance.
El cap´ıtulo 2 introduce algunas nociones ba´sicas: conceptos de medidas de proximidad,
me´tricas y conceptos de la teor´ıa espectral de grafos. El cap´ıtulo 3 introduce algunos
algoritmos de clustering populares, y profundiza sobre los algoritmos de spectral clusterig.
En el cap´ıtulo 4 presentamos una me´trica denominada pknng, necesaria para el desarrollo
del algoritmo. El cap´ıtulo 5 contiene medidas que sirven para evaluar los resultados de
un algoritmo y me´todos para determinar el nu´mero de clusters presentes en los datos.
El cap´ıtulo 6 contiene el desarrollo del algoritmo dhclus, el pseudoco´digo del algoritmo
desarrollado, una explicacio´n del funcionamiento del algoritmo a trave´s de un ejemplo
y el ana´lisis de la complejidad temporal. En el cap´ıtulo 7 se encuentran los resultados
de la ejecucio´n del algoritmo dhclus sobre datasets artificiales y luego sobre datos de
expresio´n de genes de dominio pu´blico. En cada caso describimos los dataset utilizados, el
detallamos los experimentos realizados, mostramos los resultados obtenidos y analizamos
dichos resultados. Finalmente el cap´ıtulo 8 contiene las conclusiones del trabajo y posibles
trabajos futuros.
2
2 Conceptos generales
Es dif´ıcil tener una definicio´n matema´tica universal de clustering que sirva para cual-
quier posible aplicacio´n. Intuitivamente, se tiene un conjunto de objetos (ima´genes, ex-
presio´n de genes, textos, etc.) y se quiere encontrar alguna agrupacio´n significativa entre
ellos. Por lo general la cantidad de grupos no es conocida de antemano y los grupos se
crean en funcio´n de la naturaleza de los datos.
Los objetos a agrupar suelen estar representados por una matriz de patrones. Un patro´n
es un vector x = [x1, x2, . . . , xd] compuesto por d mediciones que se denominan atributos
(tambie´n conocidos como features) del patro´n y d es la dimensio´n del patro´n o del espacio
de patrones. Los valores de los atributos pueden ser:
cuantitativos, es decir valores reales.
catego´ricos o nominales.
ordinales (existe una nocio´n de orden entre los valores).
Si los atributos esta´n a escalas muy diferentes sera´ necesario estandarizarlos. Tambie´n se
deben observar los valores at´ıpicos (outliers) o faltantes de los atributos, y tener en cuenta
si ciertos atributos tienen ma´s relevancia que otros para el clustering. Estas tareas tienen
el objetivo de elegir apropiadamente los atributos con los cuales trabajara´ el algoritmo
de clustering, constituyen la primer etapa del proceso de cluster analysis y se las suele
denominar feature selection. El resto del proceso comprende la seleccio´n de la medida
de proximidad entre pares de objetos, el clustering, la validacio´n y la interpretacio´n
de los resultados [2],[3].
El problema crucial de identificar clusters es especificar que´ es proximidad y co´mo
medirla.
3
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2.1. Medidas de proximidad
A menudo los datos esta´n representados en te´rminos de proximidad entre pares de obje-
tos. Una matriz de proximidad es una matriz en la que cada columna y fila representa
un patro´n y que contiene en sus elementos los ı´ndices de proximidad entre los pares de pa-
trones. Se supone que es sime´trica. Un ı´ndice de proximidad es una medida de similaridad
o de disimilaridad. La medida ma´s comu´n de disimilaridad es la distancia.
2.1.1. Distancia
Dado un conjunto de datos X, una distancia es una funcio´n d : X × X → R que
satisface:
No negatividad: d(x, y) ≥ 0
Simetr´ıa: d(x, y) = d(y, x)
Reflexividad: d(x, x) = 0
para cualquier par de puntos x e y del conjunto.
Para la tarea de clustering, cuando so´lo se dispone de la matriz de patrones, primero es
necesario definir una disimilaridad entre los pares de puntos. El tipo de disimilaridad uti-
lizada dependera´ del tipo de los atributos. En [7] y [8] se repasan medidas de similaridades
y disimilaridades para diferentes tipos de variables.
2.1.2. Me´trica
Una me´trica es una funcio´n de distancia que adema´s satisface las siguientes propieda-
des
Identidad de los indiscernibles: d(x, y) = 0⇐⇒ x = y
Desigualdad triangular: d(x, y) ≤ d(x, z) + d(z, y)
para cualquier punto x, y y z del conjunto.
La me´trica ma´s comu´n es la me´trica de Minkowski que se define:
d(x, y) = (
d∑
i
|xi − yi|r)1/r (2.1.1)
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donde x e y son vectores d-dimensionales y r ≥ 1. Si r = 1, d(x, y) es la distancia de
Manhattan, para r = 2 se trata de la distancia eucl´ıdea.
2.1.3. Funcio´n de similaridad
La similitud o similaridad es una medida de significado opuesto a la disimilaridad. Cada
medida de disimilaridad puede transformarse en una medida de similaridad y viceversa.
Dado un conjunto de datos X, la similaridad es una funcio´n s : X×X → R que satisface:
0 ≤ s(x, y) ≤ 1
s(x, x) = 1
s(x, y) = s(y, x)
donde x e y son dos puntos del conjunto.
2.2. Cluster
Dado un conjunto de datos X = {x1, . . . , xn} y alguna nocio´n de similaridad sij > 0
entre los pares de puntos xi y xj, se define un k−cluster como una particio´n de X en k
conjuntos no vac´ıos, tal que las similaridades entre los datos dentro del mismo conjunto
sean altas mientras que la de los datos entre diferentes grupos sean bajas [2].
Dado que un k−cluster se define como una particio´n, no se permite que un objeto
pertenezca a ma´s de un cluster. Este tipo de clusters se denomina crips o hard en con-
traposicio´n a clusters fuzzy que permiten que un objeto pertenezca a ma´s de un cluster
con diferentes grados de pertenencia. El resto del documento se refiere a clusters de tipo
crips.
2.3. Teor´ıa espectral de grafos
La teor´ıa espectral de grafos estudia las propiedades de los grafos a trave´s de los auto-
valores y autovectores de sus matrices asociadas: la matriz de adyacencia y Laplaciana.
Ambas matrices han sido muy bien estudiadas desde un punto de vista algebraico por Fan
Chung en [9]. Los siguientes conceptos son necesarios para describir el funcionamiento del
algoritmo de spectral clustering que presentaremos en el siguiente cap´ıtulo.
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Grafos Pesados
Un grafo simple1, no dirigido y pesado G = (V,E,w), es un grafo con ve´rtices V =
{v1, . . . , vn}, y una funcio´n de peso w, que satisface que cada arista eij ∈ E entre los
ve´rtices vi y vj posea un peso w(vi, vj) ≥ 0 y w(vi, vj) = w(vj, vi).
Un grafo G es conexo si dados dos ve´rtices vi, vj cualesquiera en G, existe un camino
de vi a vj, que es una sucesio´n de aristas ei1, . . . , enj ∈ E.
Dos ve´rtices vi y vj de un grafo G son adyacentes, si G contiene una arista (vi, vj).
La vecindad de un ve´rtice vi ∈ V , Γ(vi) ⊆ V , es el conjunto de todos los ve´rtices que
son adyacentes a vi. Γ(vi) = {vj|(vi, vj) ∈ E}.
El grado de un ve´rtice vi, denotado di en un grafo pesado es la suma de los pesos de
las aristas entre e´l y los nodos de su vecindario, es decir:
di =
∑
vj∈Γ(vi)
w(vi, vj). (2.3.1)
La matriz de grados de un grafo pesado, D, es una matriz diagonal con D(i, i) = di.
El volumen vol(V1) de un subconjunto de ve´rtices V1 de un grafo G(V,E,w) es la
suma de los grados de los ve´rtices de V1.
vol(V1) =
∑
vi∈V1
di (2.3.2)
Matriz de adyacencia
La matriz de adyacencia de un grafo pesado G = (V,E,w), se define como una
matriz W a coeficientes reales de dimensio´n n× n donde el elemento W(i,j) = w(vi, vj).
Matriz Laplaciana
La matriz Laplaciana L de un grafo pesado G, se define como L = D−W . La matriz
Laplaciana normalizada sime´trica de un grafo pesado, Lsym, es una matriz sime´trica
n× n con los elementos definidos de la siguiente manera:
1Grafo simple significa que para cada par de ve´rtices se permite a lo sumo una arista y no se permiten
lazos.
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Lsym(i,j) =

1− w(vi,vi)
di
si i = j ∧ di 6= 0
−w(vi,vj)√
didj
si i 6= j ∧ w(vi, vj) > 0
0 en otro caso
Si di > 0 ∀i ∈ {1, . . . , n} entonces Lsym = I −D−1/2WD−1/2.
Se llama matriz Laplaciana normalizada de random walk a la matriz cuyas
componentes se definen como:
Lrw(i,j) =

1− w(vi,vi)
di
si i = j ∧ di 6= 0
−w(vi,vj)
di
si i 6= j ∧ w(vi, vj) > 0
0 en otro caso
Si di > 0 ∀i ∈ {1, . . . , n} entonces Lrw = I −D−1W .
Propiedades de las matrices L,Lrw, Lsym
Para cualquier vector f ∈ Rn se tiene:
f ′Lf =
1
2
n∑
i,j=1
wij(fi − fj)2
f ′Lsymf =
1
2
n∑
i,j=1
wij
(
fi√
(di)
− fj√
(dj)
)2
donde wij = W(i,j).
El menor autovalor de L y Lrw es 0 correspondiente al autovector constante 1 =
(1, . . . , 1). El menor autovalor de Lsym es 0 correspondiente al autovector D1/2 1.
L, Lrw, y Lsym son matrices semidefinidas positivas y tienen n autovalores a valores
reales 0 = λ1 ≤ · · · ≤ λn.
λ es un autovalor de Lrw con autovector u si y solo si λ y u resuelven el problema
generalizado Lu = λDu.
Si λ es un autovalor de D−1W con autovector x entonces 1 − λ es autovalor de
I −D−1W con autovector x.
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3 Algoritmos de clustering
Existen varias categor´ıas de algoritmos de clustering. Basados en co´mo quedan definidos
los clusters, se pueden clasificar en jera´rquicos y particionales [10].
3.1. Algoritmos jera´rquicos
Los algoritmos jera´rquicos producen una secuencia de particiones anidadas de los datos.
Es decir, sea X = {x1, . . . , xn} un conjunto de patrones, una particio´n C de X parte a
X en subconjuntos {C1, . . . , Cm}, la particio´n B esta´ anidada en C si cada componente
de B es un subconjunto de una u´nica componente en C, o sea que C se forma mezclando
componentes de B. Una particio´n jera´rquica es una secuencia de particiones en la cua´l
cada particio´n esta´ anidada en la siguiente en secuencia [1].
Los algoritmos jera´rquicos proceden de manera divisiva o bien de manera aglomerativa.
La estrategia aglomerativa, tambie´n llamada bottom-up, comienza considerando a cada
dato como un cluster y en cada iteracio´n mezcla un conjunto de clusters pequen˜os en un
cluster ma´s grande hasta que todos los datos sean considerados un u´nico cluster.
Los me´todos divisivos, tambie´n llamados top-down, comienzan considerando a todo el
conjunto de datos como un u´nico cluster y en cada nivel dividen cada cluster en dos
hasta terminar con cada objeto en un u´nico cluster, a menos que se indique algu´n criterio
para dejar de dividir los datos. Los algoritmos divisivos pueden aplicar recursivamente
cualquier me´todo particional como k-means, que se vera´ en detalle ma´s adelante (3.2.1),
con k = 2, en cada iteracio´n [8].
Una caracter´ıstica positiva de los me´todos jera´rquicos es que son capaces de capturar la
posible estructura jera´rquica de los datos. Por lo general una jerarqu´ıa de clusters se re-
presenta mediante un a´rbol denominado dendrograma. El dendrograma muestra co´mo los
9
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clusters esta´n relacionados y cada nivel de la jerarqu´ıa representa una particio´n particular
de los datos.
3.2. Algoritmos particionales
La caracter´ıstica de los me´todos particionales es que dividen a los datos en k conjuntos
disjuntos de manera simulta´nea y como resultado de eso producen una clasificacio´n en k
clases sin relacio´n entre ellas. Usualmente calculan los clusters optimizando algu´n criterio
definido en forma local (usando parte de los patrones) o global (usando la totalidad de
los datos). El criterio ma´s comu´nmente usado es el error cuadra´tico, y el algoritmo ma´s
popular y simple de este ge´nero es el algoritmo k-means que se describe a continuacio´n.
3.2.1. Algoritmo k-means
Sea X = {x1, . . . , xn} un conjunto de n puntos d-dimensionales para ser agrupados en
k clusters, C = {Ci | i = 1, . . . , k}. El algoritmo k-means (MacQueen, 1967 [11], Lloyd,
1957/1982 [12]) busca una particio´n tal que se minimice el error cuadra´tico entre la media
de cada cluster y sus respectivos puntos.
El objetivo de k-means es la optimizacio´n de la siguiente funcio´n objetivo
J(C) =
k∑
i=1
∑
x∈Ci
||x−mi||2. (3.2.1)
donde
mi =
1
nCi
∑
x∈Ci
xi
es el centro del cluster Ci. Minimizar J(C) es un problema NP-hard, incluso para k = 2.
Es por eso que el algoritmo, que es greedy1 , so´lo puede converger a mı´nimos locales [13].
Inicialmente el algoritmo comienza con una eleccio´n aleatoria de k centros y luego
repite las siguientes operaciones hasta que los centros no cambien o hasta que se alcance
un nu´mero ma´ximo de iteraciones.
1. Asignar el resto de los puntos al cluster del centro ma´s cercano de modo de reducir
el error cuadra´tico.
1 greedy: sigue una heur´ıstica consistente en elegir la opcio´n o´ptima en cada paso.
10
3.2 Algoritmos particionales
2. Recalcular los centros mi de los clusters encontrados.
El tiempo de complejidad de k-means es O(Nkdm), done k es la cantidad de clusters,
N el taman˜o del dataset, d la dimensio´n de los datos y m la cantidad de iteraciones.
Las principales desventajas de k-means son que es sensible al ruido y los outliers2, y no
puede ser usado para encontrar clusters con formas arbitrarias. Un algoritmo que es menos
sensible a la presencia de outliers es PAM.
3.2.2. Partitioning Around Medoids
Figura 3.1
Ejemplo de dos clusters no linealmente separa-
bles.
El algoritmo PAM (a veces denominado
K-medoids) usa la misma funcio´n objeti-
vo que k-means con la restriccio´n de que
los centros de los clusters deben pertenecer
al dataset, su objetivo es determinar el me-
jor representante del centro de cada cluster
(medoide) y toma como entrada la matriz
de disimilitudes, lo que le permite trabajar
con diferentes me´tricas.
El algoritmo comienza eligiendo k me-
doides, y luego cada punto que no es un
centro se agrupa a su medoide ma´s cercano.
PAM intercambia los medoides con otros puntos candidatos, de forma de obtener una con-
figuracio´n que minimice la funcio´n objetivo. El proceso continu´a hasta que no se produzcan
ma´s intercambios de medoides.
3.2.3. Spectral Clustering
Los me´todos como k-means, que minimizan el error cuadra´tico, son incapaces de separar
correctamente clusters con formas arbitrarias como por ejemplo los clusters de la Figura
3.1, mientras que los algoritmos de spectral clustering responden bien a este tipo de
situaciones.
2Un outlier es un punto que cae muy lejos del centro del cluster ma´s cercano.
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Spectral clustering es una te´cnica popular que se remonta a principios de los an˜os 70,
con los trabajos de Donath, Hoffman y Fiedler [14, 15, 16]. Donath y Hoffman fueron
quienes sugirieron usar los autovectores de la matriz de adyacencia de los grafos para
encontrar particiones y Fiedler asocio´ la conectividad de un grafo al segundo autovalor de
su Laplaciano y sugirio´ co´mo usar los autovectores para particionarlo. En su forma ma´s
simple spectral clustering utiliza el segundo autovector de la matriz Laplaciana construida
a partir del grafo de similaridad, para obtener una particio´n de los datos en dos grupos. La
principal diferencia entre los algoritmos de spectral clustering es si utilizan el Laplaciano
normalizado o sin normalizar [17].
3.2.3.1. Grafo de similaridad
Una forma de representar la similitud entre los patrones de un conjunto de datos es
mediante un grafo de similaridad, que es un grafo pesado G = (V,E,w), donde cada
ve´rtice vi en el grafo representa a un dato xi, cuyas aristas se obtienen a partir de las
reglas mencionadas ma´s abajo y el peso wij de la arista eij representa la similitud sij entre
los datos xi y xj. Entonces el problema de clustering se puede expresar como encontrar
una particio´n del grafo tal que las aristas entre los distintos grupos tengan pesos muy
bajos y las aristas entre ve´rtices del mismo grupo tengan pesos altos.
Siguiendo a Von Luxburg [18], a continuacio´n enunciamos las formas ma´s regularmente
usadas en spectral clustering para transformar un conjunto de puntos {x1, . . . , xn}, sus
similaridades sij o distancias dij en un grafo de similaridad. El objetivo es siempre modelar
la relacio´n local de vecindad entre los puntos.
La regla ε: Se conectan todos los puntos cuyas distancias sean menores que cierto valor
ε ∈ R. Una de las desventajas con esta te´cnica es que el grafo resultante (grafo ε) suele
tener problemas con datos con diferentes escalas, es decir, cuando las distancias entre
puntos son diferentes en diferentes regiones del espacio.
La regla k vecinos mutuos: Se conectan el punto xi al punto xj si el punto xj es uno
de los primeros k vecinos del punto xi y xi es uno de los k primeros vecinos del punto
xj. El grafo resultante (k-nn mutuo) tiende a conectar puntos en regiones de densidad
constante, pero no conecta regiones de diferentes densidades.
12
3.2 Algoritmos particionales
La regla k vecinos: Se conectan el punto xi al punto xj si el punto xj es uno de los
primeros k vecinos del punto xi o xi es uno de los k primeros vecinos del punto xj. El
grafo (k-nn) resultante es ma´s adecuado para detectar clusters a diferentes densidades.
Grafo completamente conectado: Se obtiene conectando todos los puntos con si-
milaridad positiva entre s´ı, y el peso correspondiente a cada arista es sij.
La eleccio´n de los para´metros para las distintas reglas no es trivial y no hay demasiados
resultados teo´ricos sobre co´mo elegirlos y el problema es que spectral clustering puede ser
muy sensible a cambios en el grafo de similaridad. Para una discusio´n sobre este tema se
puede consultar [18].
3.2.3.2. Particio´n de grafos
Se denomina corte de un grafo conexo G, al conjunto de aristas de G que al removerse
de G lo desconectan. La suma de los pesos de las aristas removidas del grafo se denomina
taman˜o del corte.
Sean A y B subconjuntos de V , se define W (A,B) =
∑
i∈A,j∈B wij. La forma ma´s simple
y ma´s directa de construir una particio´n de un grafo en k componentes o subgrafos de
modo que las aristas entre las particiones tengan pesos muy bajos y las aristas dentro de
los grupos tengan pesos altos, es resolver el problema de corte con taman˜o mı´nimo.
minCut(C1, . . . , Ck) = min[
1
2
k∑
i=1
W (Ci, C
′
i)] (3.2.2)
donde C ′i es el complemento de Ci.
El problema es que en muchos casos minimizar el taman˜o del corte produce ve´rtices
aislados. Una solucio´n es requerir que los conjuntos Ci sean “razonablemente grandes”,
para lo cual se modifica la funcio´n objetivo. Las dos funciones objetivo ma´s comunes
son las denominadas RatioCut, presentada en [19] por Hagen y Kang en 1992, y NCut
presentada en [20] Shi y Malik en el 2000.
Ambos criterios favorecen particiones de aproximadamente el mismo taman˜o (particio-
nes balanceadas). Las definiciones son:
RatioCut(C1, . . . , Ck) =
1
2
k∑
i=1
W (Ci, C
′
i)
|Ci| (3.2.3)
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NCut(C1, . . . , Ck) =
1
2
k∑
i=1
W (Ci, C
′
i)
vol(Ci)
(3.2.4)
Los problemas de minimizacio´n se pueden escribir como:
min⋂
i Ci=∅,
⋃
i Ci=V
RatioCut(C1, . . . , Ck) (3.2.5)
min⋂
i Ci=∅,
⋃
i Ci=V
NCut(C1, . . . , Ck) (3.2.6)
Los problemas discretos de minimizar RatioCut o NCut son NP-hard, y spectral cluste-
ring es una forma de resolver la versio´n relajada3 de los anteriores problemas de particio´n
de grafos (ver [18] para ma´s detalles).
Como se muestra en [18], los k autovectores correspondientes a los menores k autovalores
del Laplaciano sin normalizar aproximan la solucio´n al problema de minimizacio´n de
RatioCut, mientras que los autovectores correspondientes a los menores autovalores del
Laplaciano de ramdom-walk aproximan la solucio´n al problema de minimizacio´n NCut.
3.2.3.3. Algoritmo de spectral clustering
El algoritmo de spectral clustering sin normalizar usa el Laplaciano, L = D − W .
Primero se calculan los k autovectores correspondientes a los k menores autovalores de
L, despue´s se construye una matriz U de n × k, cuyas columnas son los k autovectores
y las n filas de U representan los ve´rtice del grafo de similaridad en un espacio eucl´ıdeo
k−dimensional. Finalmente se agrupan las filas en k clusters usando un algoritmo tipo
k-means.
Las versiones normalizadas del algoritmo de spectral clustering funcionan de la misma
manera, la diferencia principal reside en el tipo de Laplaciano usado. La versio´n del algo-
ritmo de Shi y Malik presentado en [20], usa los autovectores del Laplaciano normalizado
de random-walk (Lrw) y se describe en el algoritmo 1.
3 Relajar el problema significa que se permite asumir valores reales al vector indicador de la particio´n.
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Algoritmo 1 Algoritmo de Spectral clustering de acuerdo a Shi y Malik[20] (en [18])
Entrada: Matriz de similaridad S ∈ Rn×n, nu´mero k de clusters
Salida: Clusters C1, . . . , Ck con Ci = {j|yj ∈ Ci}.
1: (Computar el Laplaciano) Construir el grafo de similaridad, sea W su matriz de
adyacencia, calcular L = D −W .
2: (Reduccio´n dimensional) Encontrar los k autovectores u1, . . . , uk de Lu = λDu
correspondiente a los menores autovalores, y sea U ∈ Rn×k la matriz que contiene los
vectores u1, . . . , uk como columnas. Para i = 1, . . . , n sea yi ∈ Rk el vector correspon-
diente a la i-e´sima fila de U .
3: (Clustering) Clusterizar los puntos (yi) i = 1, . . . , n ∈ Rk con k-means en C1, . . . , Ck.
Spectral clustering consiste en la transformacio´n del conjunto inicial de objetos a un
conjunto de puntos, cuyas coordenadas son elementos de los autovectores. Si el grafo de
similaridad es conexo, pero consiste en k subgrafos que esta´n de´bilmente conectados, el
espectro del Laplaciano L tendra´ solo un autovalor en cero, y el resto positivos. Los k− 1
menores autovalores positivos estara´n cerca de cero, y las coordenadas de los primeros k
autovectores permiten distinguir los clusters en un espacio k-dimensional.
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4 Me´trica PKNNG
La me´trica pknng es un me´trica basada en grafos de k-vecinos que puede ser utilizada
en cualquier algoritmo de clustering basado en bu´squeda sobre una matriz de distancias.
Produce como resultado una matriz de disimilaridades entre pares de puntos. Aplicar
la me´trica a un conjunto de puntos es equivalente a transformar el espacio original y el
resultado de dicha transformacio´n es un conjunto de puntos linealmente separables. Esta
propiedad hace que sea posible detectar clusters con formas arbitrarias usando pknng y
algu´n algoritmo de clustering tipo k-means.
Fue presentada en [21] y [22], y sirve para evaluar distancias entre objetos sobre un
manifold1 de menor dimensio´n que el espacio donde se encuentran los datos.
Se basa en un proceso en el que primero se forma un grafo de k-vecinos, luego se conectan
las componentes mediante un peso penalizado para lograr un grafo conexo y finalmente
se calculan las distancias geode´sicas entre dos puntos como la suma de las distancias del
camino mı´nimo entre ambos.
El algoritmo funciona de la siguiente manera:
1. Calcula las distancias entre los puntos.
2. Genera un grafo k-nn.2
3. Elimina arcos outliers.3
4. Conecta las estructuras separadas agregando arcos con pesos p.
1M ⊆ RD, es un manifold n-dimensional (n < D) si ∀ p ∈M se puede encontrar una biyeccio´n “suave”
entre Rn y algu´n vecino cerca de p.
2Se conectan los nodos vi y vj si vi esta entre los primeros k vecinos de vj o si vj esta entre los primeros
k vecinos de vi.
3El grafo k-nn determina para cada k una distribucio´n de probabilidades sobre los arcos. Un arco es
outlier si no es rec´ıproco y su longitud es mayor que el valor del 3er cuartil ma´s 3/2 la distancia
intercuartiles de dicha distribucio´n de distancias.
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5. Calcula las distancias geode´sicas entre los puntos, como la suma de las distancias
del camino mı´nimo entre dos nodos.
El algoritmo acepta como entrada un conjunto de patrones o una matriz de disimilaridad
entre los mismos, en este segundo caso se omite el primer paso.
Cuando el grafo construido tiene ma´s de una componente, se deben agregar aristas
entre las mismas de modo de lograr una u´nica componente. Los esquemas de conexio´n
pueden ser:
Figura 4.1
Ejemplo que ilustra los diferentes tipos de conexio´n usados por PKNNG, las l´ıneas color negro
corresponden a las aristas del grafo k-nn, mientras que las verdes son el resultados de las aristas
agregadas por el tipo de conexio´n a) MinSpan. b) AllSubGraph. c) AllEdges. d) Medois. Basado
en diagrama extra´ıdo de [21].
MinSpan Se adiciona el mı´nimo numero de arcos de longitud mı´nima hasta que se
logra conectar el grafo.
AllSubGraph conecta cada componente a todas las restantes por el mı´nimo camino.
AllEdges Se conecta cada punto al resto de los puntos que no pertenecen al mismo
subgrafo con caminos penalizados.
Medoids Se calcula el medoide4 del sub-grafo y luego se conectan todos los medoides
entre si.
En la figura 4.1 se ejemplifican los cuatro tipos de conexionado.
4Un medoide es un objeto del conjunto de datos que actu´a como el mejor representante del centro del
grupo.
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Penalizacio´n
Para la conexio´n de los arcos adicionales del grafo se usa un peso que se calcula como
la distancia dij entre los ve´rtices vi y vj involucrados, multiplicada por una penalizacio´n
que es funcio´n de la distancia dij y un factor de escala µ
pi,j = dijf(dij, µ) (4.0.1)
Los tipos de penalizaciones pueden ser a) sin penalizacio´n, b) exponencial, c) lineal o
d) polino´mica. Para la penalizacio´n exponencial se tiene que f(dij, µ) = e
(
dij
µ
)
.
El ca´lculo de distancias con pknng tiene para´metros que permiten manipular a) la can-
tidad de vecinos a usar para la construccio´n del grafo, b) la me´trica de base (eucl´ıdea,
coeficiente de correlacio´n), c) el tipo de penalizacio´n, d) el para´metro µ para la penaliza-
cio´n, e) tipo de esquema de conexio´n de los subgrafos.
En [22] se hace un estudio detallado sobre la variacio´n de los para´metros que controlan
co´mo trabaja el algoritmo y se analizan los resultados obtenidos luego de aplicar distintos
algoritmos de clustering a las distancias calculadas.
En lo que resta del cap´ıtulo usare´ la me´trica con algunos dataset para ilustrar el com-
portamiento de la misma, para esto los para´metros estara´n fijos. A menos que se indique
lo contrario, usare´ la me´trica eucl´ıdea como me´trica base, el tipo de penalizacio´n expo-
nencial y el conexionado tipo MinSpan. Para la penalizacio´n exponencial el valor de µ es
invariante frente a k, esto es, µ asume el valor del tercer cuartil de las distancias al primer
vecino de los datos.
Comparacio´n de la distancia eucl´ıdea y pknng
En la Figura 4.2 se pueden observar para distintos conjuntos de datos, los histogramas
de las distancias eucl´ıdeas (u´ltima columna) y los histogramas de distancias calculadas
con pknng usando 3 y 9 vecinos, (columnas 2 y 3 respectivamente).
Los datos de las primeras tres filas tienen en comu´n que representan un u´nico cluster.
Los histogramas de las distancias calculadas con pknng se ven muy diferentes entre s´ı
para estos conjuntos de datos, incluso para un mismo conjunto de datos los histogramas
var´ıan al cambiar el para´metro k. Esto se debe a que las distancias calculadas con pknng
son sensibles al valor de k, pero tambie´n al nivel de conectividad de los puntos.
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Figura 4.2
Ejemplos de distintos conjuntos de datos y los histogramas de las distancias calculadas con pknng
usando 3 y 9 vecinos, (columnas 2 y 3 respectivamente) y los histogramas de las distancias
eucl´ıdeas (u´ltima columna).
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Como mencione´ antes, la me´trica pknng construye un grafo, cuando el grafo queda
desconectado se agregan aristas pesadas para volverlo conexo. En las tres u´ltimas filas de
la figura 4.2 se puede observar el efecto de la penalizacio´n. Esto es, las distancias entre
los grupos que hab´ıan quedado desconectados aumentan considerablemente haciendo ma´s
evidente la presencia de grupos.
Relacio´n entre el para´metro k y la penalizacio´n
La penalizacio´n tiene el efecto de hacer que los objetos que esta´n “lejos”
entre s´ı se alejen au´n ma´s, mientras que los objetos que esta´n “cerca” sigan
estando cerca. Lo cual es un aspecto clave en la me´trica.
A continuacio´n ilustramos co´mo var´ıan las distancias gracias a la penalizacio´n y co´mo
disminuye el efecto de esta u´ltima al aumentar el valor de k. Para eso generamos un
dataset con 300 datos en dos dimensiones cuyos atributos provienen de una distribucio´n
normal centrada en 0 y desv´ıo standart 1, calculamos las distancias entre los pares de
puntos con pknng variando k de dos en dos en el intervalo [3, .., 13], luego repetimos el
proceso pero usando pknng sin penalizacio´n. Tomamos las distancias ma´ximas para cada
caso y las dispusimos en las curvas de la Figura 4.3. En la gra´fica se puede observar
co´mo se incrementan las distancias debido a la penalizacio´n. Tambie´n se puede ver que a
medida que k aumenta el efecto de la penalizacio´n es menor debido a que el grafo k-nn
se encuentra cada vez ma´s conectado, hasta que finalmente a partir de cierto valor de k
la penalizacio´n ya no tiene ningu´n efecto y esto es cuando el grafo k-nn construido posee
so´lo una componente.
Efecto de la dimensionalidad
El te´rmino “curse of dimensionality” (maldicio´n de la dimensionalidad) fue acun˜ado
por Richard Bellman (1961) para describir la rapidez con que se incrementa la dificultad
de los problemas a medida que el nu´mero de variables (dimensiones) se incrementa. En la
actualidad se usa comu´nmente en varios campos para referirse a los problemas o desaf´ıos
que surgen al trabajar en espacios de altas dimensiones.
Uno de los aspectos del llamado curse of dimensionality es la concentracio´n de distan-
cias, que denota la tendencia de la distancia entre pares de puntos en altas dimensiones
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Figura 4.3
Curvas de la ma´xima distancia pknng obtenida para un mismo dataset en funcio´n del valor de
k. La gra´fica de la derecha es una ampliacio´n de la curva de las ma´ximas distancias pknng sin
penalizacio´n que se ve en la gra´fica de la izquierda.
a volverse casi iguales entre s´ı. En otras palabras la densidad de los datos disminuye y la
distancia entre ellos aumenta y se vuelve ma´s uniforme al aumentar la dimensio´n. Esto
puede ocasionar que au´n para valores bajos de k la penalizacio´n deje de producirse por-
que el grafo k-nn quedara´ conexo sin necesidad de agregar arcos penalizados, lo cual a
su vez dificultara´ la tarea de distinguir clusters. Pero si los datos esta´n en un manifold
de menor dimensio´n entonces la me´trica pknng tendra´ ma´s posibilidades de describir los
datos correctamente.
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El procedimiento para evaluar los resultados (particio´n) de un algoritmo de clustering
de un modo cuantitativo y objetivo se conoce como validacio´n.
Las medidas de validacio´n suelen clasificarse en internas y externas. Las externas
evalu´an el resultado de un algoritmo de clustering basados en alguna estructura pre-
especificada, como por ejemplo las clases correctas de los datos y en general se usan para
elegir el mejor me´todo de clustering para un dataset dado, ya que permite comparar
me´todos entre s´ı. Las internas solo se basan en la informacio´n proveniente de los datos,
y se pueden usar para elegir el mejor me´todo o para determinar el nu´mero o´ptimo de
clusters para un conjunto de datos.
5.1. Medidas externas
Las medidas externas hacen uso de ı´ndices que comparan particiones, en el sentido de
medir que´ tan similares son entre s´ı un grupo de particiones distintas de un mismo conjunto
de datos. Cuando el objetivo es la validacio´n, en general el procedimiento consiste en la
comparacio´n de dos particiones: la evaluada (producida por el algoritmo de clustering a
evaluar) y una de referencia (que puede ser la clases a la que pertenecen los datos, una
particio´n creada a partir de otro algoritmo, etc). En [23] se presenta un repaso de medidas
de similaridades entre clusters o particiones.
Una forma de comparar particiones es contar los pares de objetos que esta´n clasificados
de la misma manera en ambas particiones, ej. los objetos que esta´n en el mismo cluster
en ambas particiones. La llamada matriz de contingencia resume el conteo de pares de
puntos en los cuales dos particiones esta´n de acuerdo o en desacuerdo.
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5.1.1. Matriz de contingencia
Sean U = {U1, .., UR} y V = {V1, .., VC} dos particiones sobre el mismo conjunto X de
n datos. La matriz de contingencia resume el solapamiento entre los clusters de U y V
(Tabla 5.1). El elemento nij de la matriz es el nu´mero de elementos que los conjuntos Ui
U/V V1 · · · VC Suma
U1 n11 · · · n1C a1
...
...
. . .
...
...
UR nR1 · · · nRC aR
Suma b1 · · · bC Σijnij = n
Tabla 5.1
Matriz de contingencia.
y Vj tienen en comu´n, nij = |Ui ∩ Vj|. Cualquier par de puntos xi, xj de un total de
(
n
2
)
pares distintos de X caen en alguna de las siguientes cuatro categor´ıas:
a) xi, xj esta´n en el mismo cluster en U y en V
b) xi, xj esta´n en distintos clusters en U y en V
c) xi, xj esta´n en el mismo cluster en U y en distintos clusters en V
d) xi, xj esta´n en el mismo cluster en V y en distintos clusters en U
La cantidad de pares que caen en cada categor´ıa se puede calcular usando la matriz de
contingencia. Sean a, b, c y d los valores correspondientes a las cantidades de pares de
cada categor´ıa. Los dos primeros valores son indicadores de acuerdo entre las particiones
y los dos u´ltimos, indicadores de desacuerdo.
5.1.2. I´ndice Rand
El estad´ıstico Rand es un ı´ndice que fue propuesto por William M. Rand en 1971 y es
usado para medir la similaridad entre dos particiones. Usando los valores de las cantidades
de pares en las categor´ıas antes enumeradas, el ı´ndice Rand se calcula como
Rand =
a+ b
a+ b+ c+ d
=
a+ b(
n
2
) = [(n2)+ 2Σij(nij2 )− [Σi(ai2 )+ Σj(bj2 )]](n
2
) (5.1.1)
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Los valores del ı´ndice esta´n entre 0 y 1. Cuando las particiones comparadas son exac-
tamente las mismas el valor de Rand es 1.
Existen algunos problemas conocidos con este ı´ndice, como el hecho de que el valor
esperado del ı´ndice para dos particiones aleatorias no toma un valor constante (ej. cero).
Adema´s es sensible tanto al nu´mero de clusters como a la cantidad de elementos [24].
Con la intencio´n de resolver las limitaciones del ı´ndice Rand se crearon varias medidas
diferentes, una de ellas es el ı´ndice de Rand ajustado.
5.1.3. I´ndice Rand ajustado
El ı´ndice de Rand ajustado (ARI por sus siglas en ingle´s, tambie´n apodado cRand )
fue propuesto por Hubert and Arabie en 1985 [1] y se define como:
ARI =
Σij(nij2 )−[Σi(
ai
2 )Σj(
bi
2 )]/(
n
2)
1
2
[Σi(ai2 )+Σj(
bj
2 )]−[Σi(
ai
2 )Σj(
bi
2 )]/(
n
2)
(5.1.2)
Este ı´ndice fue propuesto para solucionar el problema de que el valor esperado de Rand
para dos particiones aleatorias no toma un valor constante. El nuevo ı´ndice usa un ajuste
que asume una distribucio´n hipergeome´trica generalizada como hipo´tesis nula, y se calcula
como la diferencia normalizada entre el ı´ndice Rand y su valor esperado bajo la hipo´tesis
nula ARI = Rand−RandEsperado
maxRand−RandEsperado .
El nuevo ı´ndice tiene el valor esperado cero para particiones independientes y el ma´ximo
valor 1 cuando ambas particiones son ide´nticas.
5.2. Medidas internas
Las medidas internas tambie´n hacen uso de ı´ndices que comparan particiones. Uno de
sus objetivos es determinar la cantidad de clusters presentes en un conjunto de datos.
Milligan y Cooper [25] presentan la comparacio´n de 30 me´todos para estimar la cantidad
de clusters usando algoritmos jera´rquicos, en [26] se presenta un estudio detallado de 11
me´todos de validacio´n interna y en [8] se comparan el comportamiento de varios de estos
ı´ndices.
La mayor´ıa de los ı´ndices internos se basan en la propiedad de que un buen algoritmo de
clustering genera clusters con alta concentracio´n interna y buena separacio´n externa. La
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suma de cuadrados intraclusters (Sum of squares within clusters, SSW) es comunmente
usada para medir que´ tan compacto es un cluster, mientras que la suma de cuadrados
interclusters (Sum of squares Between - SSB) es una medida de separacio´n. Dichos valores
se calculan:
SSW (k) =
k∑
i=1
∑
x∈Ci
||x−mi||2 (5.2.1)
SSB(k) =
k∑
i=1
|Ci|||mi −M ||2 (5.2.2)
donde k es la cantidad de clusters, mi corresponde al centro del cluster Ci, |Ci| es el
taman˜o del cluster Ci y M es el centroide de los centros de los k clusters.
Las medidas de concentracio´n y separacio´n son criterios opuestos (la concentracio´n
aumenta con el nu´mero de clusters mientras que la separacio´n disminuye) y se cumple
para estas medidas que
SST = SSB(k) + SSW (k) (5.2.3)
donde SST es la suma total de las distancias al cuadrado. En general los ı´ndices internos
combinan ambos criterios, el ı´ndice Silhouette width presentado por Peter Rousseuw en
1987 en [27] es un ejemplo de combinaciones no lineales de compactacio´n y separacio´n. El
Silhouette de un punto se define como:
S(i) =
b(i)− a(i)
max(b(i), a(i))
(5.2.4)
donde a(i) es la distancia media al objeto i de todos los objetos en el mismo grupo y b(i)
es la mı´nima distancia media del objeto i a todos los objetos de cada uno de los otros
grupos. Se tiene que S(i) ∈ [1−, 1] y el punto i esta´ mejor clasificado cuanto ma´s cercano
a uno es el valor del S(i). El ı´ndice Silhouette medio se define en base al Silhouette de un
punto de la siguiente manera
S =
1
n
k∑
i=1
S(i) (5.2.5)
De forma general, si el valor devuelto por un ı´ndice de validacio´n es inusualmente alto
o bajo (segu´n la definicio´n del ı´ndice) para una particio´n dada, entonces se deduce que
la particio´n encontrada es adecuada para los datos. El problema es definir cua´ndo un
valor es inusualmente alto o bajo; la aproximacio´n usada en este caso consiste en correr
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el algortimo de clustering con distinta cantidad de clusters k ∈ {1, 2, .., kmax} y elegir
el k∗ que optimiza el valor del ı´ndice. El valor o´ptimo para algunos ı´ndices es el mı´nimo
mientras que para otros, como en el caso de Silhouette, es el ma´ximo encontrado. Si se
usa el ma´ximo o el mı´nimo depende de la definicio´n del ı´ndice.
Figura 5.1
Figura extra´ıda de [28]. Resultado de un ejemplo de
2 clusters, a) datos, b) suma de los cuadrados de las
distancias intracluster Wk vs el nu´mero de clusters,
c) funciones log(Wk) (curva verde) y E
∗
n{log(Wk)}
(curva roja), d) curva de gap: valores de Gap vs el
nu´mero de clusters.
Hay algunos ı´ndices como el SSW en
los que hay que examinar la curva del
valor del ı´ndice en funcio´n del nu´mero
de clusters. El valor de SSW siempre
decrece a medida que k aumenta pero
si realmente hay k∗ clusters en los datos
entonces el decrecimiento sera´ ma´s len-
to a partir de k∗+ 1, y ese cambio en la
pendiente de la curva (feno´meno del co-
do, elbow) es lo que indica la cantidad
de clusters.
La mayor´ıa de los ı´ndices internos su-
ponen tendencia al clustering (ver sec-
cio´n 5.3), es decir que esperan la presen-
cia de ma´s de un cluster en los datos por
lo que no esta´n definidos para k = 1.
El me´todo Gap statistic que explicare´
a continuacio´n fue presentado en [28] y
esta´ definido incluso para k = 1.
5.2.1. Gap Statistic
Gap statistic se usa para estimar el nu´mero de clusters comparando la curva del lo-
garitmo de la dispersio´n intracluster (SSW ) obtenida a partir de los datos, con el valor
correspondiente esperado bajo una distribucio´n uniforme generada sobre el recta´ngulo que
contiene a los datos.
Intuitivamente utiliza el feno´meno del codo (elbow) en la curva de dispersio´n de la suma
intracluster (ver Figura 5.1.b). Gap statistic esta´ disen˜ado para ser aplicado a cualquier
te´cnica de clustering y medida de distancia. Se define
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Gap(k) =
1
B
(
B∑
b=1
log(W ∗kb)
)
− log(Wk) (5.2.6)
donde 1
B
∑
b log(W
∗
kb) indica el valor esperado de log(Wk) calculado a partir de una
distribucio´n nula. Donde Wk se define
Wk =
k∑
r=1
1
2nr
∑
xi,xj∈Cr
d(xi, xj). (5.2.7)
El valor o´ptimo k∗ (nu´mero de clusters) para un conjunto dado es
k∗ = argmink{k|Gap(k) = Gap(k + 1)− sk+1}
donde
sk =
√
(1 + 1/B)sdk (5.2.8)
y sdk es el desv´ıo standart de log(W
∗
kb). Notar que SSW (k) (ecuacio´n 5.2.1) y Wk son
equivalentes.
Para aplicar este me´todo es necesario elegir una apropiada distribucio´n de referencia
(distribucio´n nula). En Tibshibani et al [28], los autores probaron que para una dimensio´n
la distribucio´n uniforme es la que mejor produce clusters espurios basados en el test de
gap sobre todas las distribuciones unimodales. Tambie´n probaron que para n dimensio-
nes (n > 1) no existe generalizacio´n aplicable a la distribucio´n de referencia. De todas
formas, animados por el caso univariado, sugieren dos formas de generar la distribucio´n
de referencias para n dimensiones:
a) generar cada atributo de referencia como una distribucio´n uniforme sobre los rangos
de los datos observados.
b) generar cada atributo de referencia a partir de una distribucio´n uniforme sobre los
rangos de las componentes principales de los datos observados. Esto es, si X es la matriz
n × p de datos, asumir que las columnas tienen media cero y calcular la descomposicio´n
singular X = UDV T . Obtener X1 = XV y generar los atributos Z1 sobre los rangos de
X1 como en la opcio´n (a). Finalmente transformar Z = Z1V
T para obtener la distribucio´n
de referencia Z.
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El me´todo a) es ma´s simple. El me´rodo b) tiene en cuenta la forma de la distribucio´n y
hace el procedimiento invariante a rotaciones, siempre y cuando el algoritmo de clustering
sea invariante.
La Figura 5.1 muestra un ejemplo de la aplicacio´n del me´todo gap statistic usando
distancia eucl´ıdea y como algoritmo de clustering k-means. La cantidad de los clusters
de los datos es 2 (Figura 5.1.a), en la Figura 5.1.c se observa el cambio en la pendiente
para la curva de los datos observados para k = 2, mientras que la curva de la nula tiene
un decrecimiento constante. La curva de Gap que se calcula como la diferencia de ambas
curvas tiene un ma´ximo para k = 2 (Figura 5.1.d) y de acuerdo al criterio de gap statistic
hay dos cluster en los datos.
Extensio´n de Gap Statistic para clusters con formas arbitrarias
En [29] se presenta una extensio´n de Gap Statistic para encontrar el nu´mero de clusters
presentes en datos con formas arbitrarias. Para eso define la medida de distancia denomi-
nada MED (Maximum Edge Distance) que se calcula a partir de un a´rbol de expansio´n
mı´nima (MST) formado sobre el grafo G(V,E) construido a partir de los datos, a saber,
cada dato xi representa un ve´rtice vi ∈ V del grafo y cada arista eik se corresponde con
la distancia eucl´ıdea entre los puntos xi, xk. Luego a partir de G(V,E) se construye un
MST y la distancia entre los puntos xi y xk corresponde al valor de la ma´xima arista en
el camino entre vi y vk sobre el a´rbol construido. Esto es:
dMED(xi, xk) = d
MED(vi, vk) = d
MED
ij = max({e ∈ Pik}) (5.2.9)
donde Pik es el conjunto de aristas que conforman el camino del ve´rtice vi al vk.
Luego se toma como medida de distancia para el ca´lculo de Wk el cuadrado de las
distancias MED, y los autores denominan a este valor IC-av que se define:
IC-avk =
k∑
r=1
1
2nr
∑
xi,xj∈Cr
dMED(xi, xk)
2 (5.2.10)
Por lo que el gap para IC-av puede ser reescrito de la siguiente manera:
GIC-av(k) =
1
B
B∑
b=1
log(IC − av∗kb)− log(IC − avk) (5.2.11)
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5.3. Tendencia al clustering
Tendencia al clustering (cluster tendency; cluster assessment tendency) se refiere
al problema de decidir cua´ndo los datos exhiben una predisposicio´n a poseer grupos na-
turales, sin necesariamente identificar a los grupos en si [1]. Si es posible, antes de usar
un algoritmo de clustering debe evaluarse la tendencia al clustering para evitar aplicar
te´cnicas de clustering a datos sin estructuras.
Los algoritmos de clustering tienden a crear clusters ya sea que los datos posean clusters
o no. Muchos me´todos de ana´lisis de cluster tendency se basan en el concepto de aleato-
riedad y tratan de determinar si los datos provienen de un mismo proceso aleatorio. En
algunas te´cnicas el problema de testear la tendencia al clustering se asimila al problema
de testear la aleatoriedad espacial, es decir la aleatoriedad en las posiciones que ocupan
los distintos puntos.
En [1] se recopilan varios test de aleatoriedad (la mayor´ıa derivados de aplicaciones en
astronomı´a y geograf´ıa donde los datos son bi-dimensionales) y se muestra co´mo algunos
de dichos test pueden ser extendidos a d-dimensiones, incluido el presentado en [30].
Existen otros enfoques menos formales que hacen uso de representaciones gra´ficas de la
matriz de distancias como el sistema VAT (visual assessment tendency) [31], y posibles
automatizaciones al mismo [32], que adema´s de detectar si hay clusters presentes en los
datos tambie´n pueden determinar la cantidad.
5.3.1. Test de gap como test de tendencia al clustering
En el marco del trabajo de Tibshibani et al. [28] se asume un modelo nulo de una sola
componente (un so´lo cluster), y se rechaza en favor de un modelo de k−componentes
(k > 1) si hay evidencia suficiente para algu´n k, teniendo en cuenta simulta´neamente
todos los k > 1.
Es posible definir un test de cluster tendency basado en gap statistic, basta con verificar
que los datos cumplen la condicio´n
Gap(1) >= Gap(2)− s2 (5.3.1)
para asegurar que no hay clusters o existe un u´nico cluster presente en los datos.
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Los me´todos de spectral clustering solucionan una amplia variedad de problemas de
clustering. Debido a esto se comenzaron a desarrollar un conjunto de mejoras a las formu-
laciones originales de Shi et al. [20] y Ng et al. [33]. En los trabajos de Filippone et al. [34]
y Nascimento et al. [35] se pueden encontrar recopilaciones donde se discuten diferentes
implementaciones del me´todo original, en las cuales se introducen mejoras. Sin embargo,
en estos trabajos falta tratar algunos problemas fundamentales que presenta el me´todo: la
determinacio´n del factor de escala y la cantidad de componentes o clusters presen-
tes en los datos, sobre todo cuando hay clusters a diferentes escalas en un mismo problema.
Figura 6.1
Figura extra´ıa de [1], ilustra el concepto de que
el nu´mero de clusters depende de la escala. A
gran escala, en forma global, se perciben cuatro
clusters, pero si se inspecciona localmente cada
cluster, se perciben doce.
Los autores Zelnik-Manor y Perona [36]
utilizan un me´todo basado en densidades
para resolver el problema de escala no uni-
forme. Nadler y Galun [37] tambie´n recono-
cen este problema y proponen un me´todo
basado en una regla ad-hoc para solucio-
narlo, a partir de la cual determinan la can-
tidad de componentes. Azran y Ghahrama-
ni [38] discuten el problema de la cantidad
de componentes y utilizan un me´todo de
a´rbol para explorar una solucio´n. Las solu-
ciones obtenidas por estos autores son sa-
tisfactorias u´nicamente en un conjunto de
ejemplos artificiales y reales reducidos, por
lo cual pueden ser consideradas como una
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solucio´n parcial para el problema de la escala no uniforme y de la determinacio´n de
la cantidad de componentes.
El nu´mero de clusters en un conjunto de datos depende de la resolucio´n con la que se
ven los datos. Por ejemplo, en la figura 6.1 a una escala global se perciben cuatro clusters,
pero si se inspecciona cada cluster localmente se pueden definir doce grupos. Por lo tanto,
mirar los datos en mu´ltiples escalas ayuda a analizar su estructura [3].
En este cap´ıtulo presentaremos el desarrollo de un algoritmo de clustering que hemos
denominado dhclus (por su descripcio´n en ingle´s “Divisive hierarchical clustering”) el
cual resuelve problemas de clusters con formas arbitrarias incluso cuando se encuentran
en diferentes escalas. Adema´s el algoritmo selecciona de forma automa´tica sus para´metros
y estima el nu´mero de clusters.
Para detectar clusters con formas arbitrarias y mu´ltiples escalas elegimos usar un al-
goritmo jera´rquico divisivo que aplica recursivamente spectral clustering en cada nivel,
permitiendo de ese modo recalcular la similitud entre los pares de puntos de manera local
en cada subproblema. Para esto u´ltimo el algoritmo selecciona los para´metros que afectan
la construccio´n de la matriz de similitud en base a una medida de calidad de los clusters
producidos.
Para determinar la cantidad de clusters propusimos usar un criterio de parada basado
en el test de gap presentado en la seccio´n 5.3, que determina la presencia o no de clusters
en cada subproblema. De esa manera se detiene la ejecucio´n del algoritmo cuando el
subproblema analizado no presenta ma´s clusters.
El algoritmo propuesto realiza los siguientes pasos:
1. Dado un conjunto de datos, construye la matriz de similitud S.
2. Crea una particio´n con dos clusters utilizando spectral clustering.
3. Evalu´a la particio´n generada en el paso 2. En el caso de que se corresponda con un
u´nico cluster, rechaza la particio´n propuesta y devuelve todas las particiones encon-
tradas hasta el momento, sino recursivamente reparticiona los clusters encontrados.
El resultado final es una jerarqu´ıa de particiones que puede ser representada como un
a´rbol binario. En el u´ltimo nivel se encuentra la particio´n propuesta por el algoritmo.
En lo que resta del cap´ıtulo explicaremos las partes que componen el algoritmo dhclus.
Discutiremos la construccio´n de la matriz de similitud para alimentar al algoritmo de
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spectral clustering, con especial intere´s en la determinacio´n del factor de escala. Luego
presentaremos el criterio de parada propuesto para dhclus, el pseudoco´digo del algoritmo
desarrollado, una explicacio´n del funcionamiento del algoritmo a trave´s de un ejemplo y
el ana´lisis de la complejidad temporal.
6.1. Construccio´n de la matriz de similitud
Los algoritmos de spectral clustering toman como entrada una matriz de similitud. Si
los datos a clusterizar esta´n representados por una matriz de este tipo es posible aplicar
directamente spectral clustering. En caso contrario, primero es necesario transformar el
conjunto de patrones o la matriz de distancias en una matriz de similitud. La manera de
construirla constituye un problema en s´ı mismo. A continuacio´n presentamos tres variantes
en la forma de construir la matriz de similitud basadas en el kernel gaussiano.
6.1.1. Radial basis function
Dada una medida de distancias siempre es posible convertirla en una de similitud y
viceversa. El kernel gaussiano (que esta´ contenido dentro de las funciones de base radial1
- RBF) transforma una matriz de distancias D en una de similaridad S cuyas componentes
vienen dadas:
Sij = e
− ||dij ||
2
2σ2 (6.1.1)
donde σ ∈ R y dij es el elemento ij de la matriz de distancias D. Por lo general la distancia
usada es la eucl´ıdea, pero es posible usar otras.
El para´metro σ determina que´ tan ra´pido la similitud Sij decae con la distancia entre
los puntos i y j. Puede ser visto como un factor de escala, ya que define que´ esta cerca y
que´ esta lejos en el grafo, en otras palabras define el taman˜o del vecindad de cada nodo,
determinando de esta manera la particio´n de los datos. Un valor de σ demasiado grande
o demasiado pequen˜o puede ocasionar que el algoritmo devuelva particiones incorrectas.
Por lo tanto, es necesario dedicar algo de tiempo a la seleccio´n de un σ apropiado.
1 Las funciones de base radial, son funciones a valores reales cuyos valores dependen so´lo de la distancia
a algu´n punto c llamado centro, φ(x, c) = φ||(x− c)||.
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6.1.1.1. Eleccio´n automa´tica del factor de escala para RBF
El algoritmo buscara´ un valor de σ de forma tal que al aplicar spectral clustering
se obtenga una “buena” particio´n de los datos. Para distintos valores de σ se obtienen
distintos pesos en las aristas del grafo de similaridad y spectral clustering puede ser muy
sensible a cambios en este grafo, produciendo particiones muy diferentes de un mismo
dataset. Por ejemplo, las gra´ficas de la figura 6.2, en las columnas 3 y 4, corresponden a
diferentes particiones de un mismo dataset al que se le aplico´ spectral clustering usando
distintos valores de σ para calcular su matriz de similitud. Como puede observarse no
todas las particiones se corresponden con los clusters del dataset.
Surge entonces la cuestio´n de co´mo determinar σ de modo que la particio´n de los datos
sea correcta. En Ng et al. [33] los autores demuestran que si hay k clusters en los datos,
entonces para el valor adecuado de σ las componentes de los autovectores del Laplaciano
tendera´n a formar k-clusters “apretados”. A partir de ese resultado proponen buscar
sobre distintos valores de σ y elegir aquel que produzca los clusters ma´s concentrados en
el espacio de los autovectores, porque de esa manera en el espacio original la particio´n
propuesta tiene muchas posibilidades de ser correcta (si es que hay clusters).
Siguiendo esta idea dhclus buscara´ construir una matriz de similitud de modo tal
que las componentes de los dos primeros autovectores formen clusters muy concentrados.
Para esto nuestra primer idea fue usar la definicio´n de la suma intracluster (SSW ) de la
Ecuacio´n 5.2.1, que es una medida de que´ tan compacto es un cluster. Pero teniendo en
cuenta que este ı´ndice tiende a beneficiar a clusters balanceados [39, 40] preferimos usar
el promedio de las distancias al centro del cluster que tambie´n es un ı´ndice de validacio´n
interno [41] definido como:
BH(k) =
1
k
k∑
i=1
1
ni
∑
x∈Ci
||x−mi||2. (6.1.2)
donde ni es la cantidad de elementos en el cluster Ci, k es la cantidad de clusters mi es
el centroide del cluster Ci. Por lo tanto, el algoritmo buscara´ σ de modo tal que BH(2)
computado sobre los dos primeros autovectores sea mı´nimo.
Hasta el momento hemos discutido acerca del criterio de bu´squeda de σ, so´lo nos queda
definir el rango dentro del cual el algoritmo buscara´ a σ y garantizar que el mismo contenga
valores apropiados. La idea es usar para σ algu´n valor de la distribucio´n de distancias para
que el para´metro guarde cierta relacio´n con los datos.
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A partir de algunos experimentos (que no se incluyen en este informe) observamos
que al trabajar con distancias eucl´ıdeas, valores apropiados de σ eran valores menores
a la mediana de la distribucio´n de distancias. Entonces un rango adecuado podr´ıa ser el
conjunto formado por las distancias mayores a cero y menores o iguales a la mediana. Pero
esto no siempre puede ser va´lido por lo que decidimos no restringir el rango de bu´squeda
y el mismo estara´ formado por todos los valores de la distribucio´n de distancias.
Debido a que valores de σ muy cercanos entre s´ı producen particiones de los datos muy
similares o la misma; la estrategia para determinar σ consiste en usar un conjunto pequen˜o
de fractiles2 del histograma de distancias. En este caso el conjunto de fractiles usados es
{9/10, 8/10, 7/10, 6/10, 2−1, 2−2, 2−3, . . . , 2− log2 n+1}. Una vez seleccionado el fractil fi que
produce el mejor σ, es posible refinar la bu´squeda aplicando nuevamente el me´todo anterior
en un nuevo rango de fractiles en torno al valor hallado (ej , {fi−1, . . . , fi, . . . , fi+1}). Este
refinamiento se puede aplicar hasta que no haya cambios en las particiones. En este trabajo
se aplico´ so´lo un nivel de refinamiento, y en general las particiones raramente cambiaron
luego de aplicar el refinamiento.
6.1.2. RBF-PKNNG
Ahora vamos a analizar el caso de usar la me´trica pknng en lugar de la eucl´ıdea para
calcular la matriz de distancias a la que se aplica el kernel gaussiano. De acuerdo a lo visto
en el cap´ıtulo 4 el ca´lculo de las distancias con pknng tiene una serie de para´metros que
determinan su forma de trabajo. Dichos para´metros estara´n fijos: la me´trica base sera´ la
eucl´ıdea, el tipo de penalizacio´n exponencial y el tipo de conexionado sera´ el denominado
MinSpan. El para´metro que controla la cantidad de vecinos para construir el grafo de
k-vecinos, k, sera´ el u´nico para´metro de entrada el cual sera´ ajustado automa´ticamente.
6.1.2.1. Eleccio´n automa´tica del nu´mero de vecinos para pknng
Una vez aplicado pknng a los datos se obtiene una matriz de distancias D que se usara´
con el kernel gaussiano para producir la matriz de similitud S. La estrategia y el rango
2En una distribucio´n de frecuencias, cierta cantidad de los datos cae en un fractil o por debajo de e´ste.
La mediana, es el fractil que queda en medio, puesto que la mitad de los datos esta´ por debajo de
este valor.
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Figura 6.2
Particiones obtenidas con Local Scaling y RBF al variar los para´metros de escala del algoritmo.
De izquierda a derecha, las primeras dos columnas corresponden a Local Scaling (datasets D1
y D2, respectivamente) para k en {2, 3, 8}, las dos u´ltimas columnas corresponden a RBF para
valores de fractiles f {2−1, 2−6, 2−7}.
de bu´squeda para σ con la me´trica pknng sera´n los mismos que para la me´trica eucl´ıdea,
comentada en la seccio´n 6.1.1.1.
El para´metro k para pknng es determinado en cada llamada recursiva de dhclus de
acuerdo al mismo ı´ndice de calidad usado para σ, por lo que en este caso se busca la
combinacio´n (k,σ) que minimice el ı´ndice de validacio´n propuesto (Ec. 6.1.2).
El para´metro k es responsable del grado de conectividad del grafo k-nn que se usa de
base para calcular las distancias pesadas con pknng. A medida que k aumenta los gra-
fos se vuelven ma´s conexos y los valores de distancias producidas disminuyen debido a
la disminucio´n de aristas penalizadas en el grafo. Usar un valor de k demasiado grande
equivale a usar pknng sin penalizacio´n. En el ana´lisis de la me´trica que se presenta en [22]
se mostro´ que al clusterizar diferentes datasets variando k en un amplio rango, los mejores
resultados se obtienen para k entre 2 y 7. Adema´s en experimentos usando spectral clus-
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tering y fijando manualmente el valor del para´metro k dentro del rango 2 a 13 obtuvimos
los mejores resultados para 2 ≤ k ≤ 7 (resultados no incluidos en este informe). Debido a
esto el rango de bu´squeda para k sera´ de 2 a 9.
6.1.3. Local Scaling
En [36] los autores Zelnik-Manor y Perona proponen usar en vez de un u´nico para´metro
σ para el ca´lculo de la matriz de similitud, un para´metro σi para cada punto i, quedando
el elemento Sij de la matriz de similaridad definido como:
Sij = e
− ||dij ||
2
σiσj (6.1.3)
donde σi = dik, y dik es la distancia entre el elemento i y su k-e´simo vecino. La distancia
usada es la distancia eucl´ıdea. Los autores aclaran que la eleccio´n de k es independiente
de la escala y que es una funcio´n de la dimensio´n intr´ınseca de los datos. Pero no indican
que´ criterio usar para elegir k, aunque expresan que en sus experimentos usaron el valor
k = 7 con el que obtuvieron buenos resultados inclusive en altas dimensiones. Por lo tanto,
para asegurar que el valor de k adecuado pertenezca al rango de bu´squeda, elegimos como
rango los valores comprendidos entre 2 y 10. El criterio usado para elegir k sera´ el mismo
que en los casos anteriores.
6.1.4. Ejemplo
Para ilustrar el nivel de acierto del ı´ndice de validacio´n en la determinacio´n de σ para
RBF y k para Local Scaling aplicamos el criterio propuesto una vez sobre 2 conjuntos de
datos artificiales.
D1: Dos clusters no linealmente separables y con distintas densidades, con (310,
100) observaciones.
D2: Tres clusters con poca separacio´n, con distintas formas y densidades con
(100,300,200) observaciones. En este caso como so´lo se buscara´n dos cluster, una
particio´n correcta sera´ aquella que agrupe a dos de los clusters en uno so´lo y que
ninguno de los tres clusters quede dividido.
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Para ambos datasets calculamos el ı´ndice de validacio´n para las distintas particiones
producidas al variar los para´metros σ en el caso de RBF y k para Local Scaling sobre los
rangos propuestos. En la tabla 6.1 se encuentran los valores del ı´ndice BH(2) para RBF
segu´n el correspondiente fractil para ambos dataset, y en la tabla 6.2 los correspondientes
valores del ı´ndice para los distintos valores de k con Local Scaling.
6/10 2−1 2−2 2−3 2−4 2−5 2−6 2−7
D1 1.04E-03 1.02E-03 8.82E-04 7.91E-04 1.14E-03 1.86E-04 1.14E-06 1.30E-15
D2 9.72E-04 9.67E-04 9.33E-04 7.00E-04 4.10E-04 2.27.67E-04 2.07.67E-04 1.40E-05
Tabla 6.1
Valores de BH(2) para las particiones producidas con RBF segu´n el fractil de la distribucio´n de
distancia usados para los dataset D1 y D2. So´lo se incluyeron un subconjunto de los fractiles
usados por cuestiones de espacio, pero en los valores incluidos se encuentra el seleccionado por
el criterio.
2 3 4 5 6 7 8 9
D1 3.6E-06 1.74E-05 6.40E-04 1.17E-03 1.38E-03 1.33E-03 1.18E-03 1.03E-03
D2 2.63E-10 5.63E-06 7.41E-05 5.96E-05 1.22E-04 2.21E-04 4.99E-04 8.23E-04
Tabla 6.2
Valores de BH(2) para las particiones producidas con Local Scaling segu´n el valor de k para los
dataset D1 y D2.
En ambas tablas esta´n resaltados los valores del ı´ndice que corresponden a particiones
correctas de los datos. Hay ma´s de un valor de σ y k con los cuales el algoritmo produce
particiones adecuadas y el criterio de seleccio´n de para´metros en cada caso tiene e´xito ya
que el mı´nimo valor se encuentra entre los valores resaltados.
En la Figura 6.2 se presentan algunas de las particiones de los datasets obtenidas
durante la bu´squeda de los para´metros. De izquierda a derecha, las primeras dos columnas
corresponden a Local scaling (D1 y D2, respectivamente) para k en {2, 3, 8} y de la misma
manera, las dos u´ltimas columnas corresponden a RBF en este caso los fractiles f usados
{2−1, 2−6, 2−7}.
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6.2. Spectral Clustering
Una vez obtenida la matriz de similitud S se procede a crear el grafo de similaridad y
computar la matriz W (adyacencia pesada). Debido a que el algoritmo usa el modelo de
grafo completamente conectado (que conecta todos los ve´rtices entre s´ı con peso sij - ver
seccio´n 3.2.3.1) resulta que W = S y entonces so´lo resta aplicar spectral clustering con
las siguientes particularidades: la cantidad de autovectores es 2 (ya que en cada iteracio´n
se buscan so´lo dos clusters), la definicio´n de Laplaciano utilizado es L = I −D−1W del
que se usan los autovectores correspondientes a los primeros dos mayores autovalores de
D−1W (ya que L y D−1W tienen los mismos autovectores y los autovalores cambian
de λi a 1 − λi, por lo que tomar los autovectores de L correspondientes a los menores
autovalores es equivalente a tomar de los autovectores de I − L correspondiente a los
mayores autovalores), y el algoritmo de clustering usado para separar las componentes de
los autovectores es PAM.
En este paso tambie´n se eliminan outliers, en general un outlier se define como un
punto que cae muy lejos de la media muestral del cluster ma´s cercano pero en spectral
clustering es un punto con muy baja conectividad. Si luego de la descomposicio´n spectral
se detectan outliers en el espacio de los autovectores entonces se marcan como outliers los
datos correspondientes y se eliminan de la entrada antes de ir al paso siguiente.
6.3. Criterio de parada
Luego de clasificar los datos con spectral clustering el algoritmo decidira´ en base a
la particio´n producida si los datos deb´ıan dividirse o no. Se responden dos preguntas
simulta´neamente, una es si los datos presentan clusters y la otra si las particiones pro-
puestas representan clusters va´lidos, de lo contrario el algoritmo rechazara´ la particio´n y
dejara´ de dividir los datos.
Como criterio de parada el algoritmo usa el test de gap, explicado en la seccio´n 5.3.1.
Consideramos cuatro variantes, la primera consiste en usar el test de gap con la me´trica
pknng para calcular las sumas Wk y E(Wk) (Ec. 5.2.7), la segunda usa la me´trica MED
para calcular las sumas IC-av y E(IC-av) (ver seccio´n 5.2.1). Denominaremos al primer
criterio test de gap-PKNNG y al segundo test de gap-IC. Las otras dos variantes consisten
en las dos ya mencionadas salvo que se reemplazan las sumas de Wk y IC-av por sus
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respectivos promedios (Wk/nk y IC-av/nk), la versio´n resultante se conoce como gap
pesado (weigthed gap) presentado en [40] y en [42].
Para todos los criterios la distribucio´n de referencia se genera sobre un box alineado
con las componentes principales de los datos originales tal y como se explico´ en la seccio´n
5.2.1.b. Luego se clusterizan B distribuciones de referencia y se toma la media de la
dispersio´n intracluster W ∗kb, b = 1, . . . , B, k = 1, 2. Para agrupar las B repeticiones se usa
spectral clustering con la matriz de similitud creada a partir de la matriz de distancias de
cada distribucio´n nula a la que se le aplica kernel gaussiano con los mismos para´metros
que los usados para crear la matriz de similitud de los datos originales.
6.4. Pseudoco´digo para dhclus
El algoritmo final compuesto por las partes explicadas en las secciones precedentes, es
un algoritmo capaz de descubrir clusters con formas arbitrarias y en altas dimensiones.
Adema´s puede determinar automa´ticamente la cantidad de componentes o clusters pre-
sentes en los datos incluso cuando hay clusters a diferentes escalas. El pseudoco´digo para
el algoritmo dhclus es el que sigue.
Algoritmo 2 dhclus
Entrada: Datos
Salida: Clusters encontrados
1: Construir la matriz de similitud S
2: Sean cl1 y cl2 los clusters obtenidos al aplicar spectral clustering a S.
3: if Gap(1) < Gap(2)− sd2 then
4: Aplicar dhclus a cada particio´n de los datos determinadas por cl1 y cl2.
5: else
6: return Clases encontradas
7: end if
Para mostrar co´mo trabaja el algoritmo, usaremos el dataset representado en la Figura
6.3.a. A partir de los datos, el algoritmo construye una matriz de similitud S con algunas
de las me´tricas explicadas en la seccio´n 6.1, luego aplica spectral clustring a S y propone
la particio´n con 2 clusters (Fig. 6.3.c). Luego calcula el test de gap sobre la particio´n
propuesta (Fig 6.3.b), el cual determina la existencia de 2 clusters. Como el test resulto´
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positivo el procedimiento vuelve a aplicarse a cada una de las particiones obtenidas, que
son los clusters verde y rojo de la Figura 6.3.c. Como resultado del proceso se obtiene una
particio´n final (Figura 6.3.g). Durante la ejecucio´n de dhclus se aplico´ spectral clustering
y el test de gap para decidir la existencia de clusters a cada uno de los clusters que
componen la particio´n final del dataset pero el proceso se detuvo en ese punto, dado que
como muestra la Figura 6.3.e. el test de gap indico´ la presencia de un u´nico cluster en
cada caso.
Al finalizar el algoritmo retorna las jerarqu´ıa de particiones, nivel a nivel, donde el
u´ltimo nivel es la particio´n final propuesta y, dado que en varios contextos puede ser u´til,
devuelve tambie´n la matriz de similitud final creada de forma conjunta entre las distintas
ejecuciones del algoritmo (Figura 6.3.f). Inicialmente el algoritmo crea una matriz de
similitud con la similitud de todos los pares de patrones, luego de partir los datos en cada
nivel se generan las matrices de similitudes locales, los valores de la matriz de similitud
original son actualizados con los valores de las nuevas submatrices que corresponden a
particiones aceptadas.
6.5. Ana´lisis de la complejidad
La complejidad de un algoritmo se refiere a la cantidad de tiempo y espacio necesarios
para ejecutarlo. El tiempo necesario es una funcio´n que depende del taman˜o n de la
entrada.
Para una entrada de taman˜o n > 1, en la primer ejecucio´n dhclus debe
1. calcular la similitud y aplicar spectral clustering ajustando el para´metro de escala
2. calcular el test de gap
Calcular la similitud requiere X ejecuciones de spectral clustering, X creaciones de
matrices de similitud ma´s algunas comparaciones, el paso 2 requiere 1 ejecucio´n de spectral
clustering, y calcular el test de gap B ejecuciones de spectral clustering y B creaciones
de matrices de similitud. La creacio´n de las matrices de similitud tiene complejidad n2
para RBF. Entonces la complejidad del algoritmo esta´ dominada por la complejidad de
spectral clustering, que a su vez esta´ dominado por la complejidad de la descomposicio´n
spectral que depende del algoritmo usado, pero en el peor de los casos es O(n3).
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Sea m = B+X entonces el tiempo de ejecucio´n en el primer nivel del a´rbol del algoritmo
es n3m+n2m. En cada llamada recursiva m no cambia y el taman˜o de la entrada se divide
en 2. En el peor caso, la entrada se divide en un conjunto con n−1 puntos y un solo punto
en el otro, y continu´a de esa manera en cada iteracio´n, de modo que el a´rbol final tiene
una altura de n − 1. En dicho caso la complejidad sera´ m(n4+2n3+n2
4
+ 2n
3+3n2+n
6
). En el
caso intermedio la entada se divide aproximadamente en partes iguales y por simplicidad
supongamos que n es potencia de 2. El tiempo total en el caso de tener que llegar hasta
el final del a´rbol (altura log2n+ 1 ) se aproxima a
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(6.5.2)
Por lo tanto la versio´n serial del algoritmo es de orden cu´bico respecto al taman˜o de la
entrada.
Existen me´todos iterativos de orden lineal para el ca´lculo de la descomposicio´n spec-
tral, como el algoritmo de Arnoldi que es un ana´logo al me´todo de Lanczos para matrices
Hermı´ticas. Estos me´todos podr´ıan utilizarse para reducir la complejidad de dhclus aso-
ciada al co´mputo de autovectores.
Adema´s hay que tener en cuenta que si m > n entonces el orden del algoritmo en el
caso promedio es peor que O(n4). Por lo que tambie´n una forma de reducir los tiempos
de co´mputo es reemplazar el test de gap por un criterio de parada que insuma menos
tiempo de ca´lculo. De todas maneras, en la implementacio´n de gap para dhclus usamos
paralelizacio´n siempre que era posible para reducir los tiempos efectivos de co´mputo.
3Debido a que la serie geome´trica
∑∞
i=0
1
2i converge a 2.
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Paquete DHclus
El co´digo del algoritmo dhclus esta´ escrito en R, un lenguaje y entorno open source
para ca´lculo y gra´fico estad´ıstico [43].
Para el desarrollo de dhclus utilizamos las plataformas de desarrollo source-
forge y R-forge4. R-forge es una plataforma ofrecida desde el 2007 por el pro-
jecto R para el desarrollo de paquetes en R de forma colaborativa. Uno de los
servicios que brinda esta´ plataforma es la posibilidad de ofrecer el paquete tan-
to en formato tar.gz como en binario para ser instalado a trave´s del comando
install.packages("nombre-del-paquete", repos="http://R-Forge.R-project.org"),
siempre que el paquete haya pasado los chequeos de construccio´n.
El paquete dhclus se encuentra disponible para descarga e instalacio´n en la plataforma
R-forge, as´ı como los paquetes de los que depende y que no esta´n disponibles directamente
desde los cran5 de R: icav y pknng.
Tambie´n puede obtenerse el co´digo fuente desde el repositorio svn:
svn checkout svn://r-forge.r-project.org/svnroot/dhclus/
Una cuestio´n que queremos destacar de la implementacio´n de dhclus es que en el ma´s
alto nivel es una funcio´n gene´rica:
dhclus(data, diss=FALSE, FUNCluster=Get.clusters, FUNTest=test, ...)
Los para´metros FUNCluster y FUNTest permiten que el algoritmo reciba como argumentos
funciones. Por defecto recibe las funciones Get.cluster y test que son las funciones que
realizan el clustering y la validacio´n usando gap respectivamente. Pero es posible pasarle
otras funciones definidas por el usuario. Para ma´s detalle se puede consultar el manual
provisto por el paquete.
4https://r-forge.r-project.org/
5Cran, Comprehensive R Archive Network, es una red de servidores web y ftp sincronizados alrededor
del mundo que proveen el co´digo de R, tanto el sistema base como todos los paquetes provistos por
la comunidad.
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Figura 6.3
Dataset ejemplo. a) Particiones del mismo dataset en diferentes niveles del a´rbol luego de aplicar
dhclus, c) nivel 1, g) nivel 2. Curvas de gap para las diferentes particiones propuestas, b) y d)
para las particiones aceptadas e) para las particiones rechazadas. f) Matriz de similitud final de
los datos creada de forma conjunta entre los distintos niveles del a´rbol.
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Figura 7.1
Dataset artificiales usados para evaluar el al-
goritmo dhclus. a) Dataset 1, b) Dataset 2, c)
Dataset 3.
En este cap´ıtulo presentamos los resul-
tados de la ejecucio´n del algoritmo sobre
datasets artificiales y luego sobre datos de
expresio´n de genes de dominio pu´blico. En
cada caso describimos los datasets utiliza-
dos y presentamos: el detalle del experi-
mento realizado, los resultados obtenidos
y un ana´lisis de dichos resultados.
7.1. Evaluacio´n
sobre datasets artificiales
En esta etapa analizamos la capacidad
del algoritmo de detectar clusters con for-
mas arbitrarias, distintas densidades y escala no uniforme.
7.1.1. Descripcio´n de los dataset artificiales
Se generaron 18 dataset con clusters de distintas formas, taman˜os y densidades, de los
cuales presentamos tres que generalizan los problemas analizados (Figura 7.1).
Dataset 1 : Siete Clusters (Figura 7.1.a) que esta´n formados por variables distribuidas
normalmente con 189 (nubes roja y negra), 63 (nubes verde y azul) y 21 (nubes celeste,
fucsia y naranja) observaciones.
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Figura 7.2
Divisiones producidas con PAM para 5, 6 y 7 centros sobre el dataset 1 y la curva gap para 1
a 8 centros. En este caso gap statistic detecta 5 clusters.
Dataset 2 : Tres clusters no linealmente separables (Figura 7.1.d), dos provienen de
distribuciones normales con 150 datos (nubes negra y verde), y uno con 200 datos (cluster
verde).
Dataset 3 : Siete clusters (Figura 7.1.c), dos con 120 observaciones (recta´ngulos negro
y rojo) y distribuciones uniformes (U[0,0.65], U[0,4]) y (U[-1,-.65], U[4,8]), dos formados
por variables normalmente distribuidas (nubes verde y azul) con 50 datos con centros
en (-2.5,0) y en (0,0.1), un cluster con 21 datos distribuidos de manera regular (puntos
celestes), y dos c´ırculos conce´ntricos con 150 (c´ırculo interior) y 100 (circunferencia ex-
terior) observaciones con centro en (0,6) y radios (0.8 ≤ r1 ≤ 1.2) y (1.9 ≤ r2 ≤ 2)
respectivamente.
El primer dataset (Figura 7.1.a) sirve para analizar la capacidad del algoritmo de de-
tectar clusters a distintas escalas. Es un dataset que presenta clusters con formas simples
pero la disposicio´n y taman˜o de los mismos hace que sea un problema dif´ıcil de resolver
para algoritmos que minimizan la suma intracluster. Por ejemplo, el algoritmo PAM de-
tecta incorrectamente los clusters cuando se lo utiliza con 7 centros que es la cantidad
exacta de clusters presentes en los datos (Figura 7.2). El dataset 2 es un problema de
separacio´n no lineal, con clusters de distintas densidades y taman˜os. El dataset 3 com-
bina clusters de distintas densidades (nubes verde y negra, y puntos lilas), un problema
de separacio´n no lineal (dos c´ırculos) y dos clusters elongados con poca separacio´n entre
ellos el cual tambie´n es un problema dif´ıcil para algoritmos de clustering que minimizan
la suma intraclusters.
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Figura 7.3
Resultados dataset1 con cRand < 1.
7.1.2. Descripcio´n de experimentos sobre dataset artificiales
Para cada uno de los datasets se corrio´ el algoritmo con los cuatro criterios de parada
(gap-PKNNG, gap-PKNNG wp, gap-IC y gap-IC wp) y con cada una de las formas de
construir la matriz de similitud (pknng, RBF y Local Scaling). Para calcular los tests de
gap se usaron 200 repeticiones de las correspondientes distribuciones de referencia en cada
iteracio´n.
7.1.3. Resultados
gap-PKNNG gap-IC gap-PKNNG wp gap-IC wp
D1 1 1 0.97 1 1 1 1 1 0.97 1 0.99 1
D2 1 0.74 0.74 1 0.74 0.74 0.80 0.75 0.74 0.78 0.75 0.74
D3 0.74 0.77 0.69 0.85 0.89 0.89 0.76 0.99 0.69 0.95 1 0.89
PKNNG RBF LS PKNNG RBF LS PKNNG RBF LS PKNNG RBF LS
Tabla 7.1
Valores de cRand para las clases obtenidas con dhclus con las distintas combinaciones de formas
de construir la similitud y los test de gap para cada uno de los dataset artificiales presentados.
Se calculo´ el ı´ndice cRand entre las particiones propuestas y las reales. Los valores del
mismo se encuentran en la Tabla 7.1. Adema´s, dada la baja dimensionalidad de los datos,
se presenta los resultados de forma visual en las Figuras 7.3, 7.4 y 7.6.
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Figura 7.4
Particiones obtenidas con dhclus para el segundo dataset. Cada columna corresponde a una
forma de calcular la similaridad, pknng (primer columna), RBF (segunda columna) y Local
Scaling (tercer columna). Cada fila corresponde a un test de parada diferente gap-PKNNG, gap-
IC, gap-PKNNG wp y gap-IC wp.
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7.1.4. Ana´lisis de resultados
Para el primer dataset con las distintas me´tricas el algoritmo encuentra la cantidad y
calidad correcta de clusters, excepto en tres casos ( los presentados en la Figura 7.3), un
caso se corresponde con la similitud RBF con el test gap-IC wp y dos casos correspon-
dientes a Local Scaling con los test gap-PKNNG y gap-PKNNG wp. En las ejecuciones en
las que se usaron las versiones pesadas del test se acepto dividir alguna de las gaussianas.
Figura 7.5
Primeras tres particiones en la jerarqu´ıa cons-
truida por dhclus para pknng y Local Scaling.
Para Local Scaling la particio´n inicial es inco-
rrecta.
La mayor´ıa de los resultados para el pri-
mer dataset son satisfactorios (excepto en
los casos mencionados). El algoritmo se
comporta adecuadamente ante la presen-
cia de clusters a distintas escalas. Esto lo
atribuimos a la estrategia divisiva que po-
sibilita recalcular la escala en cada llama-
da recursiva y permite la validacio´n de las
particiones propuestas a una escala local.
Para el segundo dataset en la mayor´ıa de
los casos el algoritmo encuentra una can-
tidad mayor de clusters. Analizando nivel
a nivel las particiones producidas encon-
tramos que cuando se usa similitud RBF-
PKNNG o RBF las particiones iniciales son
correctas, es decir, primero se separa una
de las gaussianas del resto y luego la otra
gaussiana del dataset mayor y luego sigue
particionando el dataset mayor como se
muestra en la Figura 7.5 columna izquier-
da. En esos casos es posible cortar el a´rbol
generado en el segundo nivel y encontrar la
particio´n adecuada. Mientras que con Lo-
cal Scaling el dataset es partido en forma incorrecta desde el inicio. Esto se debe a que
con Local Scaling no es posible bipartir el conjunto de datos de forma satisfactoria para
ningu´n valor de k.
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Figura 7.6
Particiones obtenidas con dhclus para el dataset 3. Cada columna corresponde a una forma de
calcular la similaridad, pknng (primer columna), RBF (segunda columna) y Local Scaling (tercer
columna). Cada fila corresponde a un test de parada diferente.
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En los resultados para el u´ltimo dataset ocurre algo similar, varios subconjuntos son
partidos de ma´s, en especial las dos circunferencias. Otra vez es posible llegar a la particio´n
adecuada cortando el a´rbol a una altura apropiada. En todos los casos las particiones
propuestas durante el paso de spectral clustering son correctas (siempre que se esta´n
separando clusters entre s´ı), despue´s es trabajo del test de parada evaluar si debe aceptar
o no la particio´n.
Aunque el algoritmo no encuentre las cantidad exacta de clusters, en la mayor´ıa de los
casos la solucio´n o´ptima se encuentra contenida en la jerarqu´ıa de particiones devuelta
por dhclus, por lo tanto es posible aplicar un ı´ndice de validacio´n global basado en
conectividad y encontrar la cantidad exacta de clusters en los datos. Por ejemplo para
el dataset 2 usando Silhouette media con MED como medida de distancia es posible
determinar que la cantidad de clusters es 3 para RBF y RBF-PKNNG, y para el dataset
3 el ı´ndice k ∗SSW/SSB (otra vez usado con MED como medida de distancia) propuesto
en [44] encuentra la cantidad correcta de clusters en todos los casos.
La sobre fragmentacio´n de las circunferencias as´ı como del cluster en forma de S del
dataset 2 llamo´ nuestra atencio´n debido a que los tests de parada esta´n basados en conec-
tividad. Por un lado es cierto que hay pequen˜os “huecos” entre los puntos que conforman
el cluster y podr´ıa ser que simplemente el criterio de parada es muy sensible a pequen˜as
desconexiones en los datos (posiblemente debido al ajuste de escala que hace el algoritmo
para tratar de encontrar la mejor separacio´n de los datos y a que la condicio´n de parada es
evaluada de forma local). Por otro lado, si eso fuera todo, el algoritmo deber´ıa fragmentar
au´n ma´s los datasets. Por lo tanto esto es una explicacio´n parcial.
Sospechamos que esta´n sucediendo dos situaciones en simultaneo, la primera es que la
distribucio´n que conforma el dataset no es estrictamente uniforme (porque hay huecos
entre grupos de puntos), y la segunda es que la distribucio´n de referencia nula usada
para el test de gap podr´ıa no ser la ma´s apropiada en los casos donde se produce sobre
fragmentacio´n (la importancia de la eleccio´n de una distribucio´n de referencia nula es
ampliamente conocida, fue demostrada por Gordon en [45] segu´n lo expresado en [28]).
Para comprobar esto analizamos la mı´nima separacio´n necesaria entre dos clusters para
detectarlos como tal con el test de gap-PKNNG y test de gap-IC cuando la distribucio´n
de referencia es apropiada y cuando no lo es.
Primero debemos comentar un experimento presentado en Baya et al. [29] donde los au-
tores analizan la mı´nima separacio´n entre dos clusters uniformes para que gap-IC detecte
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la presencia de dos clusters. El experimento consiste en generar varios sampleos prove-
nientes de dos distribuciones uniformes dispuestos como en la Figura 7.7.a (la l´ınea verde
sen˜ala la mı´nima separacio´n entre los puntos ma´s cercanos de cada cluster) con diferente
grado de separacio´n y luego aplicar gap-IC a cada uno de los muestreos. La mı´nima se-
paracio´n entre los puntos ma´s cercanos de cada clusters fue fijada como una fraccio´n del
valor del la ma´xima distancia el primer vecino del grafo 1-knn de cada cluster. Se usaron
las siguientes fracciones {0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.1, 1.2, 1.3, 1.5, 2}. Cada configuracio´n se
evaluo´ 50 veces, se acumularon los resultados del gap IC-av y se dividieron los resultados
por 50 para calcular el nivel de acierto. En la Figura 7.7.b se presentan los resultados
en forma de dos curvas donde el eje x muestra la separacio´n entre los clusters y el eje y
muestra la media de aciertos para 1 y 2 clusters.
Figura 7.7
(a) Modelo de dataset usado para el test de
mı´nima separacio´n necesaria entre clusters para
ser detectados con gap-IC. La l´ınea verde conec-
ta los puntos ma´s cercanos entre el cluster ro-
jo y el negro, y representa la separacio´n entre
los clusters que es una fraccio´n del valor de la
ma´xima separacio´n del grafo de primer vecino,
1-knn. (b) Curvas de proporcio´n de deteccio´n de
uno y dos clusters en funcio´n de la separacio´n.
A partir de los resultados mostrados en
el art´ıculo se puede concluir que bajo las
condiciones del experimento para que el
test de gap-IC detecte clusters, la distan-
cia mı´nima entre dos puntos de los distintos
clusters debe ser mayor que la ma´xima dis-
tancia al primer vecino del grafo k-nn de
cada uno de los clusters. Hay que tener en
cuenta que los dataset de los experimentos
no presentan huecos en el interior de ca-
da cluster. Pero ¿que´ pasa cuando los clus-
ters involucrados no cumplen las condicio-
nes ideales?, ¿que´ sucede cuando, por ejem-
plo, los clusters provienen de distribucio-
nes uniformes independientes e igualmente
distribuidas, pero que presentan pequen˜as
separaciones entre grupos de puntos al in-
terior de cada cluster? ¿Que´ pasa adema´s
con el test de gap-pknng en estos casos?
Para responder estas cuestiones realizamos el siguiente experimento: generamos 1 da-
taset con dos clusters provenientes de una distribucio´n uniforme y los dispuse como en
la Figura 7.8.a y 7.8.b (es el mismo muestreo de datos, so´lo que uno tiene una parte de
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sus puntos rotados y trasladados) con diferentes grados de separacio´n de modo tal que
la mı´nima distancia entre dos puntos de los distintos clusters fuera una fraccio´n de una
distancia d de referencia. Esta distancia de referencia se midio´ como la ma´xima distan-
cia MED de cada cluster (en vez del ma´ximo primer vecino del grafo k-nn usado en el
experimento original). La fracciones de separacio´n usadas fueron {0.65, 0.9, 1.17, 1.5}.
frac / K 3 5 7 9 IC 3 5 7 9 IC
0.65 0 0 0 0 0 50 50 50 50 50
0.90 0 0 0 0 0 50 50 50 50 50
1.17 50 50 50 50 50 50 50 50 50 50
1.5 50 50 50 50 50 50 50 50 50 50
Disposicio´n 1 Disposicio´n 2
Tabla 7.2
Cantidad de veces que el test gap-PKNNG y gap-IC detectaron clusters para el dataset de la
Figura 7.8.(a), de acuerdo a las distintos grados de separacio´n entre las clases rosa y celeste.
Sobre el mismo dataset ejecutamos 50 veces gap-IC y gag-PKNNG variando k entre
2 y 9. Para calcular la suma intraclusters para los datos observados usamos las clases
originales de los datasets y para clasificar los muestreos nulos utilizamos k-means con dos
centros.
En la Tabla 7.2 presentamos la cantidad de veces que el test detecto´ clusters para el
dataset bajo la disposicio´n 1 (Figura 7.8.a). Para esa disposicio´n ambos test detectan
clusters a medida que la fraccio´n de separacio´n es mayor a la unidad. El resultado es
similar al del experimento original, lo curioso sucede en el caso de la segunda disposicio´n
del dataset (Figura 7.8.b), porque en ese caso ambos test detectan clusters sin importar
la separacio´n entre los clusters .
Sin embargo, para los datos de la disposicio´n 2 (Figura 7.8.b) las condiciones son si-
milares a la del experimento original, incluso la disposicio´n de los datos, excepto en el
hecho de que los clusters tal vez presenten pequen˜os huecos, por lo que la diferencia en el
resultado se puede deber a este factor.
Entrando ma´s en detalle se tiene que el decrecimiento de la suma intraclusters para
dos clusters con respecto a un so´lo clusters (W1 vs. W2 y IC-av(1) vs. IC-av(2)) tanto
para la disposicio´n 1 y 2 es pra´cticamente el mismo, mientras que el decrecimientos de
la esperanza muestral de la correspondiente nula (E(Wk), E(IC − av) ), en el caso de la
disposicio´n 1 es similar al de los datos observados. Pero que en el caso de la disposicio´n
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2 el decrecimiento de la esperanza de suma intracluster para la nula es menor que la de
los datos observados. Esta es la razo´n de que se detecten clusters para la disposicio´n 2
de los datos. La suma de la disimilaridad intracluster decae en promedio ma´s ra´pido para
los datos dispuestos como en la figura (Figura 7.8.b) que su distribucio´n de referencia.
Dado que eso no ocurre en el experimento presentado en [29] podemos concluir que en este
caso la razo´n por la cual se detectan clusters au´n cuando casi no hay separacio´n entre los
mismos se debe a dos cuestiones: una es que los clusters no son estrictamente uniformes
y la segunda es que la distribucio´n de referencia nula no es la ma´s apropiada.
Figura 7.8
Modelos de dataset usados para el test de
mı´nima separacio´n. (a) Disposicio´n 1. (b) Dis-
posicio´n 2. (c) Ejemplo de la correspondiente
nula para el dataset con la disposicio´n 2.
Esa conclusio´n es va´lida para ese dataset
particular, y podr´ıa ser que con otro data-
set generado bajo las mismas condiciones
no sucediera lo mismo. Para verificar es-
te punto repetimos el experimento unas 50
veces so´lo para gap-IC, pero esta vez gene-
rando en cada caso un nuevo muestreo de
los datos y en cada oportunidad se rota-
ron y trasladaron para obtener ambas dis-
posiciones de datos. La forma de obtener
las clases fue la misma que el primer ex-
perimento. La fraccio´n para la separacio´n
usada fue {0.60, 0.90, 1.20, 1.50}, para am-
bas disposiciones, y los resultados de usar
test de gap-IC esta´n resumidos en la Ta-
bla 7.3, donde se puede observar que para el caso de la disposicio´n 2 (Figura 7.8.b) hay
una tendencia mayor a detectar clusters sin que la separacio´n entre los clusters influya
demasiado.
Cabe aclarar que en todos los experimentos la cantidad de puntos en uno y otro cluster
es aproximadamente la misma y la densidad en ambos clusters tambie´n.
Lo que podemos concluir es que en ciertas ocasiones cuando la distribucio´n de referencia
nula no es la ma´s apropiada para conjuntos de datos que presentan un u´nico cluster bastara´
con que haya pequen˜as separaciones en los datos para que entonces el test de gap-IC o test-
PKNNG se incline por la presencia de clusters. Tambie´n podemos concluir que cuando la
distribucio´n de referencia sea la apropiada, para detectar clusters se requiere como mı´nimo
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fraccio´n 0.60 0.90 1.20 1.30 1.50
disposicio´n 1 4 7 44 50 50
disposicio´n 2 33 46 50 50 50
Tabla 7.3
Resultados de usar test de gap-IC sobre un total de 50 sampleos de datasets provenientes del
mismo tipo de distribucio´n de acuerdo a la disposicio´n 2 mostrada en la Figura 7.8.(b), segu´n
la fraccio´n de separacio´n.
una separacio´n mayor o igual a la ma´xima distancia MED entre los pares de puntos de
cada uno de los cluster.
7.1.4.1. Comparacio´n con spectral clustering
Figura 7.9
Particio´n encontrada por spectral clustering con
7 centros para el dataset 3.
Por la forma de trabajar y como que-
da evidenciado en los ejemplos dhclus es
capaz de detectar clusters con formas ar-
bitrarias, distintas densidades y escala no
uniforme. Pero los algoritmos de spectral
cluster particionales tambie´n son capaces
de detectar clusters con formas arbitrarias.
La pregunta es si dhclus presenta algu-
na ventaja sobre spectral cluster. Una de
las ventajas es que trata de determinar au-
toma´ticamente la cantidad de clusters. Pe-
ro una vez determinadas cabe preguntar si
las particiones que proponen ambos difie-
ren y cu´al es la mejor.
Como comparacio´n preliminar ejecutamos el algoritmo de spectral clustering particional
pasando como argumentos la cantidad exacta de clusters. La similitud usada es RBF
y la forma de elegir el σ es el mismo que el usado con dhclus. En los dos primeros
dataset la particio´n hallada fue la correcta, mientras que para el dataset 3 particio´n
propuesta fue la de la Figura 7.9 donde puede observarse que los clusters elongados son
considerados un u´nico cluster y la circunferencia mayor es partida en dos. En este caso
dhclus obtiene mayores resultados ya que en todos los casos es posible buscar en la
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jerarqu´ıa de particiones y encontrar las clases correctas, adema´s con RBF y gap-IC wp
dhclus encuentra la solucio´n exacta al problema.
7.2. Evaluacio´n sobre datos de expresio´n de genes
En esta etapa analizamos la capacidad del algoritmo de resolver problemas en altas di-
mensiones. Para la evaluacio´n del algoritmo sobre datos reales se incluyen cinco conjuntos
de datos de expresio´n de genes de dominio pu´blico.
Se llama expresio´n gene´tica a la transcripcio´n de la informacio´n almacenada en un
gen a una secuencia de ARN. La tecnolog´ıa de microarreglos de ADN (DNA microarrays)
sirve para medir la expresio´n de miles de genes simulta´neamente bajo diferentes condicio-
nes. Existen dos grandes clases de microarrays: los de dos canales, cDNA y los de un so´lo
canal. Los del tipo cDNA consisten en un sustrato so´lido que tiene impreso miles de frag-
mentos de ADN (cDNA clones), sobre el que se hibridan simulta´neamente dos muestras,
una muestra en estudio y una de referencia, ambas marcadas con un fluoroscopo diferente
cada una (comu´nmente se utilizan cianinas1 Cy3 -verde- y Cy5 -roja-). Luego se escanea
el resultado y analiza mediante ana´lisis de imagen los niveles relativos de expresio´n. En
el caso de los microarrays de un so´lo canal la expresio´n de genes de la muestra en estudio
se mide en forma absoluta.
Despue´s de normalizada la intensidad de la fluorescencia, los perfiles de expresio´n de
genes se guardan en una matriz E = (eij) donde eij es el nivel de expresio´n del gen i de
la muestra j. Con dicha matriz es posible hacer cluster ana´lisis de dos formas diferentes,
clusterizar genes o clusterizar las muestras. La hipo´tesis de trabajo detra´s del clustering
de genes es que genes que aparecen en el mismo grupo pueden tener funciones similares o
comparten el mismo mecanismo de regulacio´n de transcripcio´n. El clustering de muestras
sirve para identificar muestras en diferentes estados de enfermedad, o descubrir diferentes
subtipos de ca´ncer [46, 47, 48].
El clustering de muestras es t´ıpicamente caracterizado por la alta dimensio´n (103, 104) y
pequen˜a cantidad de datos, pero algunos estudios demuestran [47] que es posible clasificar
las muestras con un conjunto reducido de genes con altos niveles de expresio´n a los que se
llama genes informativos y que el resto de los genes son irrelevantes y se pueden considerar
1Tinturas sinte´ticas fluorescentes.
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ruido. La proporcio´n de genes informativos con respecto a los irrelevantes suele ser menor
a 1:10 y esto puede degradar los resultados finales. Es por ello que debe reducirse la
dimensio´n de las muestras antes de intentar clusterizarlas [49].
A continuacio´n describimos los datasets de expresio´n de genes sobre los que evaluamos
el algoritmo.
7.2.1. Descripcio´n del conjunto de datos
AML Muestras de me´dula o´sea obtenidas de pacientes con leucemia aguda al momento
del diagno´stico (antes de la quimioterapia). Este dataset fue presentado y estudiado en
[47]. Se distinguen 3 clases: 11 muestras de leucemia mieloide aguda (AML), y 27 muestras
de leucemia linfobla´stica aguda (ALL), la que a su vez contiene dos subclases 19 de tipo
T-ALL y 8 de tipo B-ALL .
ALI Cuenta con muestras de tres tipos de ca´ncer: 42 de linfoma difuso de ce´lulas B
grandes (DLBCL), 9 de linfoma folicular (FL) y 11 de la leucemia linfoc´ıtica cro´nica
(CLL). Originalmente fue presentado en [48].
LEU Muestras de me´dula o´sea de pacientes pedia´tricos con leucemia aguda que corres-
ponden a 6 prono´sticos importantes de subtipos de leucemia linfobla´stica: 43 de T-ALL,
27 E2A-PBX1, 15 BCR-ABL, 79 TELAML1, 20 MLL y 64 hiperdiploides (con ma´s de 50
cromosomas). Este dataset fue presentado y estudiado en [50].
LUNG Incluye 4 clases conocidas de carcinoma de pulmo´n: 139 adenocarcinomas (AD),
21 de carcinoma escamoso o epidermoide (SQ), 20 carcinoma pulmonar (COID) y 17
pulmonares normales (NL). Este dataset fue presentado y estudiado en [51].
YEAST Contiene la expresio´n de genes de la levadura de cerveza (Saccharomyces cerevi-
siae) bajo distintas condiciones de gemacio´n2 (diauxic shift, mitosis, sporulation, cambios
abruptos de temperatura). La expresio´n de genes se obtuvo mediante el uso de microarrays
que contienen esencialmente cada ORF3 de este organismo secuenciado en su totalidad.
2La gemacio´n es un tipo de reproduccio´n asexual.
3Open Reading Frame: secuencia de nucleo´tidos sin el co´digo de terminacio´n.
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El dataset original fue presentado y estudiado en [52], pero en este trabajo usamos una
versio´n reducida en genes, la misma que se uso´ en [22].
Dataset Chip Tipo de tejido n Clases Dim1 Dim2
AML unicanal medula o´sea 38 3 (11-8-19) 6817 999
ALI cDNA Sangre 62 3 (42-9-11) 4022 1000
LEU unicanal medula o´sea 248 6 (43-27-15-79-20-64) 12600 985
LUNG unicanal Pulmo´n 197 4 (139-17-21-20) 12600 1000
YEAST unicanal 208 5 (14-27-121-35-11) 79 79
Tabla 7.4
Descripcio´n de los datos reales usados en los experimentos. Las dos u´ltimas columnas corres-
ponden a la dimensio´n original del dataset (Dim1) y la dimensio´n de la versio´n reducida (Dim2)
con la que trabajamos.
En los cuatro primeros casos el objetivo es agrupar las diferentes muestras en base
a la informacio´n provista por los genes de expresio´n; por lo que utilizamos una versio´n
reducida de los dataset en el nu´mero de dimensiones. Para el caso de los dataset AML y
LEU usamos la versio´n utilizada en [21], para LUNG usamos la misma versio´n usada en
[29] y para ALI usamos la versio´n reducida propuesta en [46].
Adema´s los primeros cuatro conjuntos se normalizaron de la siguiente forma: se centra-
ron los genes fijando su media en 0 y se escalo´ para igualar los desv´ıos esta´ndar de cada
gen a 1. Para el u´ltimo dataset el objetivo es clusterizar los genes en base a las condiciones
experimentales (las muestras), por lo que las variables normalizadas, siguiendo el mismo
protocolo anterior, fueron las muestras.
7.2.2. Descripcio´n de los experimentos
Se corrio´ doce veces el algoritmo para cada dataset. Una por cada combinacio´n de la
forma de calcular la matriz de similitud con cada test de parada.
7.2.3. Resultados
Los valores del ı´ndice cRand de resultados de las ejecuciones individuales de cada da-
taset se encuentran en la Tabla 7.5. Adema´s para dar una idea de la complejidad de los
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datos y contrastar las clases reales con los resultados de una manera visual procedimos a
realizar una proyeccio´n a dos dimensiones usando las dos primeras componentes princi-
pales (Figura 7.10-7.14), cada gra´fica usa un co´digo de color diferente para cada cluster
propuesto por dhclus y a su vez un co´digo de s´ımbolos para identificar a la clase a la que
pertenece cada dato.
Para las Figura 7.11 - 7.14 las gra´ficas de la primer columna corresponden a los re-
sultados cuyas matrices de similitud se calcularon usando la similitud RBF-PKNNG, la
misma relacio´n existe entre la segunda columna y RBF, y entre la tercera y Local Scaling.
Al mismo tiempo las gra´ficas de la primer fila corresponden al test de gap-PKNNG, la
segunda a gap-IC, la tercera a gap-PKNNG wp y la cuarta a gap-IC wp. Las particiones
propuestas por spectral clustering en las gra´ficas para una misma columna son las mis-
mas, y si los resultados finales (los graficados) difieren entre s´ı es debido al test de parada
usado en cada caso.
gap-PKNNG gap-IC gap-PKNNG wp gap-IC wp
AML 1 0.94 0.94 1 0.94 0.94 1 0.94 0.94 1 0.94 0.94
ALI 0.59 0.86 0.89 0.59 0 0 1 0.89 0.89 1 0.5 0.50
LEU 0.17 0.19 0 0.2 0.9 0.91 0.92 0.19 0 0.2 0.75 0.85
LUNG 0.39 0.39 0.37 0.64 0.39 0.37 0.64 0.65 0.60 0.63 0.64 0.6
YEAST 0.96 0.95 0.78 0.96 0.94 0.96 0.85 0.95 0.78 0.96 0.95 0.97
PKNNG RBF LS PKNNG RBF LS PKNNG RBF LS PKNNG RBF LS
Tabla 7.5
Valores de cRand para las clases obtenidas con dhclus con las distintas combinaciones de formas
de construir la similitud y los tests de gap para cada uno de los dataset de expresio´n de genes
presentados.
7.2.4. Ana´lisis de resultados
Para el dataset AML los resultados de las ejecuciones del algoritmo bajo todos los
test de gap coinciden. So´lo hay dos resultados finales, el resultado exacto de acuerdo al
cRand se encuentra usando la similitud RBF-PKNNG lo mismo puede observarse en la
Figura 7.10, la primer gra´fica corresponde al resultado con RBF-PKNNG y la segunda al
obtenido con RBF y Local Scaling, que en este caso coinciden.
Para el dataset ALI la particio´n generada por dhclus usando la similitud RBF-PKNNG
es exacta como puede observarse la Tabla 7.5 (fila 2) para los test de gap-IC wp y gap-
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Figura 7.10
Proyeccio´n en dos dimensiones usando componentes principales para el dataset AML. La primer
gra´fica presenta el resultado de usar la similitud RBF-PKNNG y la segunda el de RBF y Local
Scaling que coinciden.
PKNNG wp, mientras que con RBF y Local Scaling hay 2 puntos de una clase mal
clasificados como puede observarse en la Figura 7.11 columnas 2 y 3. Entre los test de
parada, el test de gap-PKNNG es el que ha tenido el mejor comportamiento.
En el caso del dataset LEU el ana´lisis es ma´s complicado dado que ninguna de las com-
binaciones produce un resultado exacto, sin embargo puede observarse que la similaridad
RBF-PKNNG es la que mejor clasificacio´n propone. El resultado de la gra´fica 7.12 primer
columna y fila 3, es el resultado mejor puntuado, so´lo clasifica mal 7 puntos y subdivide
una clase en dos. Los resultados que le siguen corresponden a las gra´ficas de la segunda
fila para RBF y Local Scaling, pero en este caso en los resultados hay mal clasificados 20
puntos en cada una (la cantidad de puntos mal clasificados se calcularon a partir de la
tabla de contingencia entre las particiones propuestas y las reales.)
Los errores tempranos de clasificacio´n se observan para Local Scaling comparando las
gra´ficas de la Figura 7.12, filas dos y cuatro, en la cuarta fila se puede ver que en el cluster
azul (conformado en su mayor´ıa por la clase representada con tria´ngulos apuntando hacia
abajo) ha capturado puntos de otras dos clases (c´ırculos y cruces), en la segunda fila a
su vez estos puntos extras son separados del cluster (que en dicha gra´fica quedo´ de color
gris). Para RBF puede observarse algo similar comparando las mismas dos filas. Para
RBF-PKNNG el caso del resultado de la gra´fica de la primer columna y fila 3 es posible
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subir un nivel en la jerarqu´ıa (juntar los clusters rosa y amarillo) y encontrar una particio´n
que mejore au´n ma´s el resultado, mientras que con RBF y Local Scaling eso no es posible.
Con respecto al test de parada no hay un comportamiento uniforme.
En el dataset LUNG la clase COID (s´ımbolo x) es identificada correctamente por el
algoritmo usando similaridad RBF-PKNNG y RBF; mientras que con Local Scaling se
consigue un punto mal clasificado. Las clases NL (tria´ngulos) y AD (c´ırculos) son muy
similares de acuerdo a los autores que presentaron el dataset originalmente [51]. Todas
las similaridades confunden 1 a 3 puntos de clase NL con AD. Con respecto al test de
parada las definiciones del gap pesado aceptan mayor o igual nu´mero de particiones que
el sin pesar, sin embargo ningu´n test acepto´ la particio´n entre las clases AD y SQ por lo
que no es posible inferir co´mo se comportaron las me´tricas en dicha situacio´n a partir de
los resultados.
Las tres formas de construir la similaridad estudiadas detectan sin problemas la clase
2 (tria´ngulos) del dataset YEAST. Para el resto de las clases todas las me´tricas incurren
en errores, el mejor resultado de acuerdo al ı´ndice cRand se produce con Local Scaling
con muy poca diferencia con el resto de las me´tricas.
7.2.4.1. Comparacio´n con spectral clustering
Para comparar con spectral clustering particional corrimos el algoritmo de spectral
clustering particional pasando como argumentos la cantidad exacta de clusters. Como
similitud usamos cada una de las similitudes estudiadas (RBF, RBF-PKNNG y Local
Scaling) y la forma de elegir los para´metros de las similitudes es la misma que para
dhclus Los resultados se resumen en la Tabla 7.6 y se comparan con el mejor valor de
cRand obtenido con dhclus de acuerdo a la Tabla 7.5.
Para los dataset ALI, AML Y YEAST el valor del cRand en el mejor de los casos para
dhclus y spectral clsutering particional es la misma, lo que significa que quiza´s todos los
clusters de estos dataset esta´n a la misma escala y que en ese caso buscar los clusters
de modo particional o jera´rquico no cambia los resultados. En el caso de LEU, el mejor
resultado de dhclus es mucho mejor que el mejor del me´todo particional, y hay que tener
en cuenta que dhclus en ese caso devolvio´ un cluster de mas´ (Figura 7.12 fila 3 columna
1) lo que significa que volviendo un nivel en el a´rbol el resultado au´n puede mejorarse.
Eso significa que LEU posiblemente contenga clusters a diferentes escalas dado que en
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Dataset Dhclus SP RBF SP RBF-PKNNG SP LS
AML 1 1 0.91 1
ALI 1 1 1 1
LEU 0.92 0.75 0.55 0.68
LUNG 0.65 0.91 0.65 0.82
YEAST 0.97 0.95 0.97 0.96
Tabla 7.6
Valores de cRand para las clases obtenidas con dhclus y Spectral clustering particional con las
similitudes RBF, RBF-PKNNG y Local Scaling.
cuyo caso dhclus trabaja mejor que el me´todo particional. En el caso de LUNG, dhclus
encuentra so´lo tres de los cuatros clusters presentes en los datos por lo tanto no es posible
mejorar el cRand y dado que spectral clsutering corrio´ con la cantidad correcta de clusters
la comparacio´n no brinda ninguna informacio´n. Con respecto al clustering particional la
similitud que obtiene mejores resultados es RBF.
7.2.5. Estabilidad
Intentamos medir cua´nto var´ıan los resultados ante variaciones en los datos. Si ante per-
turbaciones en los datos las particiones que genera dhclus no var´ıan demasiado entonces
el clustering es estable.
Para medir la estabilidad se realizaron 100 corridas del algoritmo por cada combinacio´n
similiaridad-test de parada, sobre una muestra del 95 % del conjunto de cada conjunto
de datos. En base al resultado de cada ejecucio´n se calculo´ el valor del ı´ndice cRand
comparando las clases obtenidas y las verdaderas. Al hacer esto se genera una distribucio´n
de valores del ı´ndice cRand para cada combinacio´n de matriz de similitud y test de parada.
Presentamos las distribuciones del ı´ndice cRand en gra´ficos tipo boxplot. Interpretando
a la cantidad de clusters encontrados en cada ejecucio´n como una variable aleatoria,
tambie´n dispusimos en gra´ficos tipo boxplot a la cantidad de clusters.
De acuerdo a los resultados, AML es un dataset sencillo para dhclus en todas sus
combinaciones. El algoritmo tiene buen desempen˜o y poca variacio´n con todas las formas
de construir la matriz de similaridad. Con respecto a comparacio´n entre gap-PKNNG y
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gap-IC, gap-IC es el mejor test. De los dos es el que mejor se comporta, siempre acepta
ma´s de 2 clusters mientras que gap-PKNNG rechaza ma´s cuando deber´ıan ser aceptados.
Teniendo en cuenta los resultados de las Figura 7.15 y la Figura 7.16 para el dataset
ALI, la similitud RBF-PKNNG tiene el mejor comportamiento (mayor valor de cRand y
correcta cantidad de clusters), le sigue RBF y luego Local Scaling. Con respecto al test
de parada el test de gap con PKNNG se comporta mejor que con MED (gap-IC) y las
versiones pesadas son mejores que la original.
Para LEU el algoritmo usando RBF-PKNNG propone mejores particiones, seguido por
Local Scaling. En relacio´n a gap-IC y gap-PKNNG depende de co´mo se construyo´ la
similiaridad: para RBF-PKNNG es mejor el test de gap-PKNNG, aunque ambos test
tienen un mal desempen˜o y para RBF o Local Scaling gap-IC se comporta mejor. En
general la versio´n pesada de los test se comporta mejor.
Las versiones gap pesado en los resultados del dataset LUNG tienen un valor de cRand
un 50 % ma´s alto que las versiones normales y buena estabilidad, con respecto a la forma
de calcular la similitud no hay mucho que podamos decir so´lo mirando los valores del
cRand, pero dado que el calculo es estable y de acuerdo a las gra´ficas ya analizadas
sobre este dataset, concluimos que las similitudes con RBF-PKNNG y RBF son las que
producen las mejores particiones.
En el caso de YEAST todas las formas de construir la similaridad ofrecen particiones
acertadas y gap-IC detecta mayor o igual cantidad de clases que gap-PKNNG.
En resumen las versiones de test de gap pesado aceptan mayor cantidad de particiones
que las versiones sin pesar. Con respecto a la forma de construir la matriz de similitud
RBF-PKNNG demostro´ mejor comportamiento tanto en bajas como en altas dimensiones,
seguido por RBF y en tercer lugar Local Scaling. Si debemos elegir un acompan˜ante para
RBF-PKNNG como test de parada, nuestra eleccio´n estar´ıa entre gap-PKNNG wp y gap-
IC wp
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Figura 7.11
Proyeccio´n en dos dimensiones usando componentes principales para el dataset ALI. Cada co-
lumna corresponde a los resultados cuyas matrices de similitud se una forma particular. La pri-
mera corresponde a la similitud RBF-PKNNG, la segunda a RBF y la tercera a Local Scaling.
Al mismo tiempo las gra´ficas de la primer fila corresponden al test de gap-PKNNG, la segunda
a gap-IC, la tercera a gap-PKNNG-wp y la cuarta a gap-IC-wp. Las particiones propuestas en
las gra´ficas para una misma columna son las mismas, y si los resultados finales difieren entre s´ı
es debido al test de parada usado en cada caso.
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Figura 7.12
Idem Figura 7.11 para el dataset LEU.
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Figura 7.13
Idem Figura 7.11 para el dataset LUNG.
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Figura 7.14
Idem Figura 7.11 para el dataset YEAST.
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Figura 7.15
Primera fila: distribuciones del ı´ndice cRand en gra´ficos tipo boxplot; las l´ıneas de puntos marcan
el mejor valor de cRand alcanzado por la versio´n de spectral clustering particional. Segunda fila,
boxplot sobre la distribucio´n de la cantidad de clusters encontrados para cada dataset; las l´ıneas
de puntos indican la cantidad correcta de clusters.
Figura 7.16
Primera fila: distribuciones del ı´ndice cRand en gra´ficos tipo boxplot; las l´ıneas de puntos marcan
el mejor valor de cRand alcanzado por la versio´n de spectral clustering particional. Segunda fila,
boxplot sobre la distribucio´n de la cantidad de clusters encontrados para cada dataset; las l´ıneas
de puntos indican la cantidad correcta de clusters.
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En este trabajo desarrollamos un algoritmo de clustering divisivo que usa spectral clus-
tering para detectar clusters con formas arbitrarias, dhclus. Comparamos tres similarida-
des basadas en el kernel gaussiano ( RBF, RBF-PKNNG y Local Scaling) para alimentar
el algoritmo de clustering y discutimos una estrategia para seleccionar los para´metros que
regulan la construccio´n de dichas similaridades. Adema´s consideramos cuatro variantes del
test de gap como criterio de parada: gap-PKNNG, gap-IC, gap-PKNNG wp, gap-IC wp.
Evaluamos la combinacio´n de las distintas similaridades con los criterios de parada en
problemas sinte´ticos en bajas dimensiones y en problemas reales en altas dimensiones,
analizamos la estabilidad de las soluciones ante variaciones en los datos y comparamos las
soluciones encontradas con las obtenidas de aplicar un algoritmo particional de spectral
clustering.
Entre las similaridades usadas para dhclus, los resultados obtenidos parecen indicar
que la mejor similaridad es RBF-PKNNG ya que detecta correctamente las clases en
mayor proporcio´n. Cuando los datos esta´n a una misma escala dhclus posee una exactitud
similar a la versio´n particional de spectral clustering pero cuando los clusters se encuentran
a diferentes escalas dhclus tiene ma´s oportunidades de encontrar las clases cuando la
versio´n particional falla. Este era uno de los principales objetivos de este trabajo y se
logro´ gracias a la naturaleza divisiva del algoritmo que permite recalcular la similaridad
en cada nivel. En este sentido tambie´n es posible k-partir los datos en cada nivel (en
lugar de bi-partirlos), lo que ba´sicamente significa reemplazar el test de tendencia al
cluster como criterio de parada por un ı´ndice de validacio´n interna u otra estrategia que
determine la cantidad de clusters en cada subproblema.
Con respecto a la bu´squeda del para´metros σ para la construccio´n de la similitud deci-
dimos usar todo el histograma de distancias en lugar de restringirlo para evitar introducir
sesgos adicionales y dejar que el criterio de bu´squeda selecciones el ma´s apropiado. Existe
un efecto indirecto que el para´metro tiene sobre la decisio´n final de aceptar una particio´n
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propuesta, al igual que el resto de los para´metros que intervienen en la construccio´n de
la similitud entre los datos. El problema de la seleccio´n de dichos para´metros es que los
mismos adema´s de influir en la determinacio´n de las particiones tambie´n influyen en la
decisio´n del test de parada, ya que se usan para crear la matriz de similitud para las dis-
tribuciones nulas y eso afecta la aceptacio´n de la particio´n. Por esta razo´n ser´ıa preferible
desacoplar el test de parada de estos para´metros para poder hacer un ana´lisis ma´s directo
del criterio de parada. Una manera de hacerlo ser´ıa entrenar un clasificador sencillo en
base a las clases encontradas para los datos observados y usarlo para clasificar los datos
nulos. De esa manera el test de parada ser´ıa independiente de los para´metros usados para
crear la matriz de similitud de los datos observados. La exploracio´n e implementacio´n de
esta solucio´n es un posible trabajo futuro.
Tambie´n es posible cambiar completamente el test de parada, sin usar test de gap. En
este sentido las ideas del trabajo de Zahn [53] para detectar y describir clusters basadas
en criterios sobre grafos podr´ıan resultar interesantes para usarlas como punto de partida
en conjuncio´n al criterio desarrollado en [54] para detectar el nu´mero de cluster a trave´s
de grafos de vecinos relativos. Encontrar un test de parada independiente del algoritmo
de clustering usado que sea eficiente y con alta precisio´n es un problema dif´ıcil pero nos
parece fundamental para mejorar el algoritmo presentado.
Respecto a la estabilidad de los resultados producidos por dhclus debo decir que la
parte del algoritmo encargada de hacer el clustering adema´s de buena precisio´n presenta
gran estabilidad en los resultados ante variaciones de los datos mientras que el test de
parada no siempre resulta ser muy estable. Concluimos esto debido a que cuando en los
resultados se observaron grandes variaciones ante cambios del dataset se debio´ al test de
parada.
Una de las ideas del trabajo era que el test de parada sirviera para detectar la cantidad
de cluster presentes en los datos, sin embargo en vista de la dificultad que conlleva el
problema planteado relajamos dicho objetivo y en vez de eso se espera que el algoritmo
en el mejor de los casos encuentre una cantidad mayor de clusters que la presente en
los datos. Dado que el algoritmo devuelve en realidad una jerarqu´ıa de particiones, y
en el u´ltimo nivel se encuentra la propuesta, si la particio´n propuesta no es la solucio´n
o´ptima es siempre preferible que proponga una cantidad igual o mayor de clusters, dado
que entonces esperamos que la solucio´n o´ptima este contenida dentro de la jerarqu´ıa de
particiones. Esto brinda la posibilidad de aplicar un ı´ndice de validacio´n global basado
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en conectividad y encontrar la cantidad exacta de clusters en los datos. En este aspecto,
podr´ıa ser u´til analizar la factibilidad de usar la matriz de similitud devuelta por dhclus
en un algoritmo del estilo VAT para determinar la cantidad de clusters.
Con la versio´n final de la implementacio´n del algoritmo armamos un paquete en R bajo
licencia GPL3 y lo pusimos a disposicio´n de toda la comunidad en un repositorio libre
acceso.
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