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Zusammenfassung
Transparente und leitfähige dünne Filme finden Anwendung in vielen optoelektronischen Ge-
räten wie Touchscreen und Solarpanels. Generell sollen sie zwei entgegengesetzte Eigenschaf-
ten aufweisen. Einerseits soll sie im sichtbaren Licht transparent erscheinen. Andererseits
soll die elektrische Energie so verlustfrei wie möglich transportiert werden. Neben den trans-
parenten und leitfähigen dünnen Schichten werden Partikelmonolagen als weitere Klasse von
photonischen Nanostrukturen betrachtet. Die Partikelmonolagen werden zum Beispiel zur
Steuerung des diffusen Streuverhaltens von z. B. Photodetektoren in Solarzellen eingesetzt.
Diese optische Eigenschaft wird durch den sogenannten haze factor quantifiziert. Experi-
mente zeigen, dass sowohl die Materialzusammensetzung als auch die Gesamtform dieser
photonischen Nanostrukturen einen bemerkenswerten Einfluss auf die anwendungspezifische
Effizienz hat.
Das Hauptziel dieser Arbeit ist die Designoptimierung eben solcher Strukturen bezüglich
Transmission, Leitfähigkeit und haze factor, indem das Material, die Form und die Geometrie
mit Hilfe gradientenbasierter Algorithmen verändert wird.
Zunächst werden sowohl analytische als auch numerische Verfahren zur Lösung der betei-
ligten partiellen Differentialgleichungen diskutiert. Insbesondere wird die elektromagnetische
Streuung sowohl eines kugelförmigen Partikels als auch von Anordnungen kugelförmiger Par-
tikel unter Zuhilfenahme fundamentaler Lösungen der Maxwell-Gleichungen genauer unter-
sucht. In diesem Zusammenhang wird die Konvergenzordnung einiger Fehler in Bezug auf
verschiedene Parameter numerisch untersucht.
Eine besondere Herausforderung stellt die Berechnung des haze factors und die damit einher-
gehende numerische Simulation des elektromagnetischen Streuverhaltens nicht-sphärischer
Partikelmonolagen dar. Dazu wurde ein geeignetes numerisches Lösungsschema entwickelt.
Zu diesem Zweck wurden die Finite-Elemente-Methode und ein Spektralverfahren auf Basis
von vektoriellen Kugelwellenfunktionen zu einem zweistufigen hybriden Simulationsschema
kombiniert, in dem rechenintensive Aufgaben in einer sogenannten Oﬄine-Phase berechnet
werden können.
Spezielle Algorithmen zur Optimierung von Material, Form und Geometrie ermöglichen die
gradientenbasierte Designoptimierung photonischer Nanostrukturen.

Abstract
Transparent and conductive thin films find broad application in optoelectronic devices such
as touchscreens and solar panels, and are intended to satisfy two opposite properties. On
the one hand, these films should appear transparent in the visible light, which means that
a large amount of light can pass through such a film. On the other hand, electric energy
induced by an applied voltage should be transported with a low electric resistance. Besides
the transparent and conductive thin films, we want to consider particle monolayers as another
class of photonic nanostructures. The particle monolayers are utilized, for instance, to control
the diffuse scattering behavior of photodetectors used in solar cells. This optical property is
quantified by the haze factor. Experiments show that the design, which includes both the
material composition and the overall shape of the photonic nanostructures, has a noteworthy
influence on the performance with respect to the intended purpose.
The main objective of this thesis is to optimize the design of such photonic nanostructures
with respect to transmission, conductivity and haze factor by changing the material, the
shape and the geometry using gradient-based algorithms.
Before the individual optimization problems are specified, analytical and numerical solution
methods for the involved partial differential equations to determine the optical and electrical
properties are discussed. The electromagnetic scattering of a single spherical particle and
assemblies of spherical particles is formulated in terms of fundamental solutions of Maxwell’s
equations, i. e. the vector spherical wave functions. In this context, the order of convergence
of dedicated errors is numerically studied with respect to various parameters.
In particular, the numerical evaluation of the haze factor for particle monolayers consisting
of non-spherical particle is challenging and a suitable numerical solution scheme has been
developed. For this purpose, the Finite Element Method and a spectral method based on
vector spherical wave functions are combined to a two-stage hybrid simulation scheme in
which computationally expensive tasks can be computed in a so-called oﬄine stage.
Hence, sophisticated algorithms for the optimization of material, shape and geometry ac-
complish the gradient-based design optimization of photonic nanostructures.
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1 Introduction
the so-called haze factor is a characteristic quantity besides the optical transmission. Roughly
spoken, the haze factor describes the portion of light that is refracted away from its original
direction. A particle monolayer with a high haze factor is perceived by the human eye as
blurry or fuzzy, like frosted glass. In contrast, a film with low haze factor appears clear and
unobstructed.
Experimental studies determined that the design has a crucial influence on the performance
rated by transmission, conductivity and haze factor [16; 49; 83]. In this context, the design
comprises, for instance, the used materials or material distribution, the shape of holes or
metal struts, and geometrical arrangement of the particles in a particle monolayer. Within
the scope of this thesis, the design of transparent conductive thin films and particle mono-
layers is optimized with respect to transmission, conductivity and haze factor using gradient-
based optimization algorithms.
For that, this thesis is organized in three major chapters.
The following chapter (Chapter 2) begins with general definitions about notation.
As mentioned before, the optical properties of the photonic nanostructures result from the
interaction with the visible light. This interaction with matter, more specifically, the inter-
action of the electromagnetic fields, is described by Maxwell’s equations. Assuming time-
harmonic electromagnetic fields, the time-dependent Maxwell’s equations are transformed to
the well-known curl-curl formulation. After reformulation as an electromagnetic scattering
problem for the excited electromagnetic field, we shall see that this requires an additional
condition, the so-called radiation condition, to guarantee an unique solution. Furthermore,
we prove two types of symmetry boundary conditions for electromagnetic scattering problem
to reduce the computational complexity of a numerical simulation.
Besides the optical behavior of a structure, we study the ability of the structure to conduct
electric energy described by stationary electric fields. Therefore, we derive the underlying
partial differential equation from Maxwell’s equations assuming electrostatic fields.
Having defined both the partial differential equation for time-harmonic and stationary fields,
we introduce the optical and electrical properties that serve as characterization of structures
and thus as objective functionals for the design optimization. In particular, the objec-
tive functionals are the transmission measuring the transparency of a transparent thin film,
the haze factor rendering the portion of energy, which is diffusively scattered by a particle
monolayer, and the conductivity functional, which can be interpreted as the reciprocal of
the electrical resistance.
Chapter 3 deals with the solution of the electromagnetic scattering problem and the con-
ductivity problem using analytical and numerical solution methods. In the case of a particle
film consisting of only spherical disjoint particles, the electromagnetic scattering problem can
be solved using a series expansion based on fundamental solutions of Maxwell’s equations,
thus a spectral method. The fundamental solutions of Maxwell’s equation are called vector
spherical wave functions. Each of the vector spherical wave functions is then either radiating
or an interior solution of the scattering problem. Furthermore, a set of vector spherical wave
functions is specified to fulfill the symmetry conditions derived in Chapter 2.
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The vector spherical wave functions are then applied to solve the scattering problem for
a single spherical particle with a given homogeneous material. Using interior and exterior
Steklov-Poincaré operators, the electromagnetic scattering reduces to an algebraic equation
of the surface of the particle that is explicitly solved in terms of vector spherical wave func-
tions. Moreover, a numerical implementation requires the truncation of the series expansion
and numerical integration and thus introduces numerical errors. The influence of various
parameters on the error is discussed by estimating the convergence order numerically.
In a natural way, the preceding procedure is extended to an assembly of multiple non-
overlapping spherical particle. Here, the resulting equation on the surface of the particles
cannot not be solved explicitly but numerically. Furthermore, the order of convergence of
the numerical error is estimated by numerical studies similar to the single particle case.
The solution of the electromagnetic scattering problem using the discussed spectral method
relies on the assumption of well-separated spherical particle. Thus, it is not applicable for
periodic thin films of infinite extent or monolayers of non-spherical particles. Hence, we
utilize the Finite Element Method (FEM) on tetrahedral meshes, which is also used to solve
the conductivity problem.
The solution of the conductivity problem and the electromagnetic scattering problem require
different function spaces for the numerical solution. Whereas the solution of the conductivity
problem is approximated by scalar H1-conforming finite elements, the solution of electro-
magnetic scattering problem is described in terms of vector-valued H(curl)-conforming finite
elements. Furthermore, the radiation condition is approximated by the so-called perfectly
matched layer. The numerical solution of both equations is demonstrated by two examples
and the theoretical order of convergence with respect to the mesh quality is numerically
confirmed.
Last but not least, the analytical and numerical solution schemes for the electromagnetic
scattering problem are combined to handle assemblies of non-homogeneous and non-spherical
particles under the assumption that the circumscribing spheres of the individual particles
do not overlap. Thus, we benefit from the analytical expression of the exterior electric
field in terms of the vector spherical wave functions and the capability of the FEM to resolve
complex-shaped particles with a material inhomogeneity given by a function of space. Due to
the coupling of two methods, we associate the resulting method to the group of hybrid Finite
Elements Methods. The key component of this method is the reduction of the unknowns
to the degrees of freedom of the spectral method, which can be interpreted as the finite-
dimensional counterpart of the Steklov-Poincaré operators.
If, in addition to non-overlapping circumscribing spheres, the particles are result of a rigid
body transformation from a given set of reference particles, the hybrid FEM is further mod-
ified. The resulting method, which is hereafter called the two-stage hybrid FEM, relocates
computationally expensive tasks to a preceding oﬄine stage. During the online stage, the
scattering of particle assemblies can then be efficiently simulated. The hybrid FEM and
the two-stage hybrid FEM are compared by estimating the computational complexity and
measuring the wall-clock time for the simulation of an assembly of three particles. Further-
more, the occurring approximation errors owned by certain simplifications are discussed on
a numerical basis.
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The design optimization of photonic nanostructures is addressed in Chapter 4. We con-
sider three different classes of design optimizations. The first optimization is a material
optimization problem where both transmission and conductivity are maximized to create a
transparent and conductive thin film.
After using multi-criterion optimization techniques to scalarize the objective functionals, we
solve this multi-objective material optimization problem by Sequential Global Programming
(SGP), which is briefly presented in this thesis.
In the second optimization, we also try to design a transparent and conductive thin film like
in the material optimization approach, but now we formulate the design optimization as a
shape optimization problem, where the shape of the structure given by its boundary is subject
to change. After providing the shape sensitivities of the scalarized objective functionals, we
present a gradient-based descent algorithm to modify the shape of the transparent and
conductive thin film to maximize transmission and conductivity. Furthermore, we prove
under what conditions the shape sensitivities derived from the infinite-dimensional shape
calculus coincide with the derivative of the objective functional with respect to the position
of the nodes in a triangulation in a fully discretized setting.
The last optimization class considers the minimization and maximization of the haze factor
of a particle monolayer consisting of finitely many particles. The difficulty for the numerical
computation is that the haze factor requires the evaluation of the scattered electric field
at a hemisphere significantly larger than the sample. Here, we use the two-stage hybrid
FEM where the electric field outside the particle is given by the superposition of the vector
spherical wave functions. The efficient simulation of the electric field, based on the oﬄine
and online stage, entering the objective functional allows to optimize the design of such
particle monolayers. We demonstrate the optimization of the haze factor using the two-
stage hybrid FEM with three examples distinguished by the choice of the design variable. In
first optimization, the spatial positions of spherical particles are programmatically altered.
During the second optimization, the orientation of rod-shaped particles is changed. These
two optimizations can be associated with the class of shape optimization problems. The last
optimization is closely related to a material optimization problem where a predefined type,
i. e. shape or material distribution, is chosen for each individual particle.
Finally, in Chapter 5, the results are summarized and further work is discussed.
4
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In this chapter, we introduce the principle physical quantities and their governing partial
differential equations considered in this thesis. On the one hand, we view at the propaga-
tion of light in the visible range that interacts with structures, which have a length scale of
hundreds of nano meters to a few micro meter. On the other hand, the current flow induced
by a static electric potential of such structure is envisaged. Both problems are modeled by
electromagnetic fields, which are described by Maxwell’s equations. Under diverse assump-
tions on the solution and source, we obtain the respective partial differential equations for
the light scattered by the structure and the induced current flow.
The major intention of this thesis, is the optimization of such nanostructures by changing
their shape, material or geometry. An optimization requires the definition of an objective
functional to characterize the optical and electrical properties of a structure. The considered
objective functional are the transmission describing the transparency, haze factor character-
izing the visual clarity, and the conductivity quantifying the ability to conduct electricity.
2.1 Notation
Throughout this thesis, we denote by ek ∈ Rn the k-th standard unit vector in Rn for n ∈ N
and ı :=
√−1 is the imaginary unit. We write s∗ for the complex conjugate of a complex
number s ∈ C and AH = (A∗)T for the Hermitian of a complex-valued matrix A ∈ Cm×n.
For two complex valued vectors u = (u1, . . . , un) ∈ Cn and v = (v1, . . . , vn) ∈ Cn, we
define the scalar product u ·v :=∑ni=1 uivi, which is defined contrary to the standard scalar
product in Cn without complex conjugation. Nevertheless, the norm of a complex vector is
defined by ‖u‖ := √u∗ · u.
Using the scalar product, the i-th component of the vector u is extracted by (u)i := ei · u,
which gives us a clear notation without enumerating the components of a vector. This is nat-
urally extended to higher dimensional objects like matrices or tensors. We denote the cross
product of two three-dimensional vector u and v ∈ C3 by u × v = ∑3i,j,k=1 εijkei(u)j(v)k
using the Levi-Civita symbol εijk := det(ei, ej , ek) for 1 ≤ i, j, k ≤ 3.
For a scalar function s : Rn → C,x 7→ s(x), a vector function u : Rn → Cn,x 7→ u(x)
and a three-dimensional vector function v : R3 → C3,x 7→ v(x) we define the differential
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operators:
gradient: ∇s =
n∑
i=1
∂s
∂(x)i
ei Jacobian: Du =
n∑
i,j=1
∂(u)i
∂(x)j
eie
T
j
divergence: div(u) =
n∑
i=1
∂(u)i
∂(x)i
curl: curl(v) =
3∑
i,j,k=1
εijk
∂(v)k
∂(x)j
ei.
Furthermore, we denote for a function f : V1 × . . . × Vm → W , with the vector spaces
V1, . . . , VM and W , the directional derivative at point gj ∈ Vj for all 1 ≤ j ≤ m with respect
to the i-th argument in direction h ∈ Vi
Dif(g1, . . . , gm)[h] := lim
τ→0
f(g1, . . . , gi + τh, . . . , gm)− f(g1, . . . , gm)
τ
.
The following standard function spaces are frequently used in this work. First, the space
of the square-integrable function L2(Ω), see e. g. [57, Def. B.78], on the open set Ω ⊂ R3
defined by
L2(Ω) =
{
u : Ω→ C |
∫
Ω
‖u‖2 dx <∞
}
.
with the associated norm
‖u‖L2(Ω) =
(∫
Ω
‖u‖2 dx
) 1
2
.
The function space H1(Ω), see e. g. [57, Def. 7.12], of functions u whose weak partial
derivatives, denoted by ∇u, are in L2(Ω), i. e.
H1(Ω) = {u ∈ L2(Ω) | ∇u ∈ L2(Ω)},
and with associated norm
‖u‖H1(Ω) =
(
‖u‖2L2(Ω) + ‖∇u‖2L2(Ω)
) 1
2
Similar to the space H1(Ω), we define the function space H(curl; Ω), see e. g. [63, Sec. 3.5.3],
of vector functions u whose weak curl, denoted by curlu, are in L2(Ω), i. e.
H(curl; Ω) = {u ∈ (L2(Ω))3 | curlu ∈ (L2(Ω))3},
and with associated norm
‖u‖H(curl;Ω) =
(
‖u‖2L2(Ω) + ‖ curlu‖2L2(Ω)
) 1
2
.
2.2 Maxwell’s Equations
As found in several text books like [92], [47] and [63], the macroscopic electromagnetic
field and its interaction with matter is described by four three-dimensional vector-valued
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functions of time t ∈ R and position x ∈ R3: the electric field intensity E : R × R3 → R3,
the magnetic field intensity H : R × R3 → R3, the electric displacement D : R × R3 → R3
and the magnetic induction B : R×R3 → R3. In general, the electromagnetic field is created
by external electric charges and electric current, which enter as the scalar electric charge
density function ̺ : R × R3 → R3 and the vector-valued electric current density function
J : R × R3 → R3, respectively. The electromagnetic field variables and the sources are
related at every time t ∈ R and every point x ∈ R3 by Maxwell’s equations:
∂B(t,x)
∂t
+ curlE(t,x) = 0 (2.1a)
∂D(t,x)
∂t
− curlH(t,x) = −J (t,x) (2.1b)
div(D(t,x)) = ̺(t,x) (2.1c)
div(B(t,x)) = 0 (2.1d)
Under the assumption that electric charges are conserved, the electric charges and electric
current are connected via
divJ +
∂̺
∂t
= 0. (2.2)
Then, the divergence conditions (2.1c) and (2.1d) are direct consequences of (2.1a) and (2.1b),
which can be seen by applying divergence to (2.1a) and (2.1b) and use the conservation of
charges (2.2).
Definition 2.1 (Time-harmonic vector fields). A function F : R×R3 → Rn, n ∈ N of time
t ∈ R and position x ∈ R3 is called a time-harmonic vector field of wave number ω > 0, if
F(t,x) = Re(Fˆ (x) exp(−ıωct))
with a complex-valued function Fˆ : R3 → Cn of space and the speed of light in vacuum
c = 299 792 458m s−1.
In optoelectronic applications, the vacuum wave length λ > 0 is usually utilized instead of
the wave number that are related by ω = 2πλ -1. If we assume that the electric charges
̺ and the electric current J are time-harmonic with wave number ω, the electromagnetic
fields variable are time-harmonic as well. Thus, the time-dependent Maxwell equations (2.1)
reduce to the time-harmonic Maxwell equations
−ıcωBˆ + curl Eˆ = 0 (2.3a)
−ıcωDˆ − curl Hˆ = −Jˆ (2.3b)
div(Dˆ) = ρˆ (2.3c)
div(Bˆ) = 0 (2.3d)
with the complex-valued functions of space Eˆ, Hˆ, Dˆ, Bˆ, ρˆ and Jˆ for the electromagnetic
field variables, electric charges and electric currents, respectively.
At this point, (2.1a) and (2.1b) are independent and must be coupled via constitutive rela-
tions depending on the matter, which is occupied by the electromagnetic field. The electric
7
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permittivity ε : R3 → R connects the electric displacement Dˆ and the electric field intensity
Eˆ
Dˆ = εEˆ,
while the magnetic permeability µ : R3 → R relates the magnetic induction B and the
magnetic field intensity H via
Bˆ = µHˆ.
Additionally to the applied current Jˆa : R
3 → C3, the electric field intensity generates an
electric current depending on the electric conductivity σ : R3 → R according to Ohm’s law.
Thus the electric current holds
Jˆ = σEˆ + Jˆa. (2.4)
Note that in general these three material properties depend also on the wavelength of the
time-harmonic fields. But in vacuum, the electric permeability µ = µ0 := 4π · 10−7Hm−1
and the electric permittivity ε = ε0 := (µ0c
2) -1 in Fm−1 are constant with respect to the
wavenumber. The ratio between these two constants is the so-called electric impedance of
free space Z0 =
√
µ0√
ε0
= µ0c = (ε0c)
-1.
We combine the electric permittivity ε and the electric conductivity σ of a material to the
complex-valued and dimensionless relative permittivity, i. e.
εr =
1
ε0
(
ε+
ıσ
cω
)
.
Similarly, we introduce the relative permeability µr =
µ
µ0
. Throughout this thesis, we assume
that the relative permeability is unity, i. e. µr = 1, corresponding to non-magnetic materials.
In optical applications, the relative permittivity is also related to the complex refractive index
m = n + ık, with the wavelength-dependent real refractive index n > 0 and the extinction
coefficient k ≥ 0 [62], by
εr = m
2 = (n+ ık)2.
Furthermore, we assumed that there are no external sources present, i. e. ρ ≡ 0 and Ja ≡ 0.
Thus, we obtain the time-harmonic Maxwell equation formulated in the electric field E = Eˆ
and the magnetic field H = Z0Hˆ
−ıωH + curlE = 0 (2.5a)
−ıωεrE − curlH = 0 (2.5b)
div(εrE) = 0 (2.5c)
div(H) = 0. (2.5d)
By rearranging (2.5a), we obtain that the magnetic field H holds
H = − ı
ω
curlE.
Note that (2.5c) and (2.5d) are fulfilled since divergence of curl vanishes. By inserting
(2.5a) into (2.5b), (2.5) is reduced to the curl-curl formulation of the time-harmonic Maxwell
8
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equation.
Definition 2.2 (Curl-curl formulation of Maxwell’s equations). Under the assumptions of
time-harmonic fields, linear constitutive laws and absence of external sources, we call the
equation
curl curlE − ω2εrE = 0
the curl-curl formulation of Maxwell’s equations for the electric field E : R3 → C3 with wave
number ω > 0 and relative permittivity εr : R
3 → C.
2.2.1 Electromagnetic Scattering
To investigate the electromagnetic scattering of a scatterer, which is described by the relative
permittivity εr on a bounded domain, we separate the total electric field ET into a given
incident field EI and the scattered electric field ES such that ET = EI +ES . The incident
field is assumed to solve Maxwell’s equations in absence of the scatterer in the background
medium with relative permittivity εb and excites the scattered field ES when interacting
with the scatterer.
To guarantee that the scattered field radiates from the scatterer, i. e. propagates outwards,
we impose the Silver-Müller radiation condition [65, Thm. 35], which has to be fulfilled by
the scattered electric field:
lim
‖x‖→∞
(curlES × x− ıω√εb‖x‖ES) = 0
With appropriate transmission conditions on the boundary of the scatterer [63, Chap. 1]
and the fact that the incident field solves Maxwell’s equations in the background medium,
we can state the problem for the scattered electric field
Definition 2.3 (Electromagnetic scattering problem). Let Ω ⊂ R3 be an open and bounded
domain with boundary Γ = ∂Ω, outer unit normal ν and associated relative permittivity
εr : Ω→ C. Furthermore, let the incident field EI fulfill the curl-curl formulation with wave
number ω > 0 and background permittivity εb ≥ 1 (Definition 2.2). The scattered electric
ES satisfies the system of equation
curl curlES − ω2εrES = −ω2(εb − εr)EI in Ω
curl curlES − ω2εbES = 0 in R3 \ Ω[
ES × ν
]
=
[
curlES × ν
]
= 0 on Γ
 (2.6)
and
lim
‖x‖→∞
(curlES × x− ıω√εb‖x‖ES) = 0, (2.7)
which is the so-called electromagnetic scattering problem of the scatterer Ω.
The most common kind of incident wave in electromagnetic scattering applications is the
plane wave incident field, which we define as follows:
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Definition 2.4 (Normalized plane wave). The normalized electric plane wave EI with po-
larization p ∈ R3, propagation direction d ∈ R3, where ‖p‖ = ‖d‖ = 1 and p · d = 0, wave
number ω and background medium εb ≥ 1 is defined as
EI(x) =
√
2√
εb
p exp(ıωεbd · x)
at a position x ∈ R3. Furthermore, the magnetic field of the normalized electric plane wave
holds
HI(x) = − ı
ω
curlEI =
√
2√
εb
εb(d× p) exp(ıωεbd · x).
The factor
√
2√
εb
ensures that the plane wave EI has unit energy flux density everywhere,
which is calculated with the time-averaged Poynting vector [61; 74]
S =
1
2
Re(E ×H∗) (2.8)
corresponding to the energy flow of an electromagnetic wave E, H. Hence, the normalized
plane wave holds ‖S‖ = 1 at any position in R3. Furthermore, it can be easily verified
that the curl-curl formulation and consequently Maxwell’s equations are satisfied by the
normalized plane wave in the background medium.
In the next paragraph, we derive boundary conditions on the electric and the curl of the
electric field to benefit from a potential symmetry of the scatterer.
Definition 2.5 (Symmetric scatterer). A scatterer Ω ⊂ R3 with relative permittivity
εr : Ω→ C is said to be symmetric with respect to the symmetry plane R with unit normal
vector ν ∈ R3 if for all x ∈ Ω
Rx ∈ Ω and εr(Rx) = εr(x)
where R = 1− 2ννT is the so-called reflection matrix.
Due to the vectorial character of the electromagnetic fields, we have to consider two types
of vector fields, if a scatterer is symmetric.
Definition 2.6 (Anti-symmetric and symmetric vector fields). Let a symmetry plane R =
{x ∈ R3 | x · ν = 0} be given by the unit normal vector ν ∈ R3. With the corresponding
reflection matrix R = 1 − 2ννT , a vector-valued function u : R3 → C3 is called anti-
symmetric if
u(Rx) = −RTu(x) ∀x ∈ R3
and symmetric if
u(Rx) = RTu(x) ∀x ∈ R3.
In Figure 2.1, a symmetric scatterer, anti-symmetric and symmetric fields with respect to
the symmetry plane R are illustrated.
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Figure 2.1: Sketch of a symmetric scatterer with anti-symmetric and symmetric field.
Lemma 2.7 (Properties on the symmetry plane). On the symmetry plane R with unit
normal vector ν ∈ R3, the anti-symmetric function u : R3 → C3 and the symmetric function
v : R3 → C3 satisfy u× ν = 0 and v · ν = 0, respectively. Furthermore, curlu is symmetric
and curlv is anti-symmetric, which implies that curlu · ν = 0 and curlv × ν = 0.
Proof. A point x ∈ R holds x = ν × (x × ν), since x · ν = 0. With the definition
of the reflection matrix R = 1 − 2ννT , we see that Rx = x on the symmetry plane,
because a · (a × b) = 0 for all vectors a, b ∈ C3. Using this and the definition of the anti-
symmetric function u, we obtain (1 +RT )u(x) = 2(1 − ννT )u(x) = 0. If we decompose
the function u into a normal and tangential component, i. e. u = (u · ν)ν + ν × (u × ν),
then the condition ν × (u × ν) = 0 remains, which is equivalent to u × ν = 0. We get
by definition of the symmetric function v that (1 − RT )v(x) = 2ννTv(x) = 0 on the
symmetry plane. After separating v into normal and tangential components, the tangential
part vanishes and v ·ν = 0 remains. Applying the transformation of the vector field proposed
in [63, Chap. 3.9], see Definition 3.42, and using RRT = R2 = 1, detR = −1, we obtain
(curlu)(Rx) = R(curlu)(x) and (curlv)(Rx) = −R(curlv)(x), which meets the definition
of symmetric and anti-symmetric vector function, respectively.
Theorem 2.8 (Anti-symmetric scattered fields). Let the incident ﬁeld EI be anti-symmetric
and the scatterer Ω ⊂ R3 with relative permittivity εr be symmetric with respect to the
symmetry plane R given by the unit normal vector ν. Furthermore, we denote by Ω⊥ =
Ω ∩ {x ∈ R3 | x · ν ≥ 0} one part of the scatterer, which is divided by the symmetry plane,
and by Γ⊥ = ∂Ω⊥ the respective boundary.
a) If ES is the unique solution of the electromagnetic scattering problem in Deﬁnition 2.3,
then ES is anti-symmetric and ES × ν = 0 on the symmetry plane R.
b) If E⊥S satisﬁes the anti-symmetric scattering problem
curl curlE⊥S − ω2εrE⊥S = −ω2(εb − εr)EI in Ω⊥
curl curlE⊥S − ω2εbE⊥S = 0 in R3 \ Ω⊥[
E⊥S × ν
]
=
[
curlE⊥S × ν
]
= 0 on Γ⊥
E⊥S × ν = 0 on R
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and
lim
‖x‖→∞
(
curlE⊥S × x− ıω
√
εb‖x‖E⊥S
)
= 0,
then the piecewise-deﬁned function
ES(x) =
{
E⊥S (x) if x ∈ {x ∈ R3 | x · ν ≥ 0}
−RTE⊥S (Rx) if x ∈ {x ∈ R3 | x · ν ≤ 0}.
with R = 1− 2ννT satisﬁes the electromagnetic scattering problem in Deﬁnition 2.3.
Proof. a) We define the reflected function uˆ(x) = RES(Rx). According to the transfor-
mation of the curl, we obtain that curl uˆ(x) = −R curlES(Rx), using the fact that
RRT = 1, R = RT and detR = −1. If we insert uˆ into (2.6), we get
curl curl uˆ− ω2εruˆ = R curl curlES(Rx)− ω2εrRES(Rx).
Since εr(x) = εr(Rx) and ES is solution of (2.6), the following equation holds for
x ∈ Ω
curl curl uˆ(x)− ω2εruˆ(x) = R
(
ω2(εb − εr(Rx))EI(Rx)
)
.
Note that all other conditions in (2.6) and (2.7) are satisfied. With the anti-symmetry
of the incident field, the uniqueness of ES implies that uˆ = −ES and thus ES is
anti-symmetric. The vanishing tangential component follows from Lemma 2.7.
b) We divide the electromagnetic scattering problem (2.6) into two problems in R+ =
{x ∈ R3 | x · ν ≥ 0} and R− = {x ∈ R3 | x · ν ≤ 0} with the solutions E+S and
E−S , respectively. These two problems are coupled on the symmetry plane R via the
transmission conditions, i. e.,
E+S × ν = E−S × ν curlE+S × ν = curlE−S × ν
E+S · ν = E−S · ν curlE+S · ν = curlE−S · ν.
Since E⊥S satisfies the anti-symmetric problem, it satisfies the problem in R+ and
−RTE⊥S (Rx) the problem in R− with the same arguments shown in a). Thus, we
show that E+S (x) = E
⊥
S (x) and E
−
S (x) = −RTE⊥S (Rx) fulfill the coupling conditions.
Since −RTE⊥S (Rx) · ν = E⊥S (x) · ν and E⊥S × ν = 0 on R, the continuity is satisfied.
By rewriting curl(−RTE⊥S (Rx)) = R curl(E⊥S )(Rx) and using the definition of the
reflection matrix R, the tangential continuity of the curl is fulfilled. Together with the
fact that the curl of a vector field is perpendicular to the vector field, we obtain the
normal continuity. Thus, we conclude that E+S = E
⊥
S and E
−
S = −RTE⊥S and the
piecewisely given function ES satisfies (2.6).
Theorem 2.9 (Symmetric scattered fields). Let the incident ﬁeld EI be symmetric and the
scatterer Ω ⊂ R3 with relative permittivity εr be symmetric with respect to the symmetry
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plane R with unit normal vector ν. Furthermore, Ω‖ = Ω∩{x ∈ R3 | x ·ν ≥ 0} denotes one
part of the scatterer, which is divided by the symmetry plane, and the respective boundary
Γ‖ = ∂Ω‖.
a) If ES is the unique solution the electromagnetic scattering problem in Deﬁnition 2.3,
then ES is symmetric and curlES × ν = 0 on the symmetry plane R.
b) If E
‖
S satisﬁes the symmetric scattering problem
curl curlE
‖
S − ω2εrE‖S = −ω2(εb − εr)EI in Ω‖
curl curlE
‖
S − ω2εbE‖S = 0 in R3 \ Ω‖[
E
‖
S × ν
]
=
[
curlE
‖
S × ν
]
= 0 on Γ‖
curlE
‖
S × ν = 0 on R
and
lim
‖x‖→∞
(
curlE
‖
S × x− ıω
√
εb‖x‖E‖S
)
= 0,
then the piecewise-deﬁned function
ES(x) =
{
E
‖
S(x) if x ∈ {x ∈ R3 | x · ν ≥ 0}
RTE
‖
S(Rx) if x ∈ {x ∈ R3 | x · ν ≤ 0}.
where R = 1−2ννT , satisﬁes the electromagnetic scattering problem in Deﬁnition 2.3.
Proof. This theorem is proven similar to Theorem 2.8 using again Lemma 2.7, symmetry of
EI and the vanishing tangential trace of the curl of symmetric functions.
With the latter two theorems, it is possible to exploit the symmetry of a scatterer to reduce
the computational effort or even investigate periodic structures with square symmetry as
long as the incident wave comply with the required conditions.
2.2.2 Stationary Electric Fields
Based on time-harmonic Maxwell equations (2.3) without external sources, we derive the
electrostatic state equation by assuming the electric field is constant in time, which decouples
the four equations in (2.3). Furthermore, we use the scalar potential φ such that E = −∇φ.
Then, we see by vector calculus that (2.3a) is satisfied. Using Ohm’s law (2.4), which relates
the internal current flow with the electric field, and applying divergence to (2.3b), we obtain
the state equation for the electric static potential φ:
Theorem 2.10 (Stationary electric fields). Let Ω ⊂ R3 be an open and bounded domain
with conductivity distribution σ : Ω → R and outer normal unit vector ν. Furthermore, the
boundary of Ω is partitioned into a Dirichlet boundary ΓD and Neumann boundary ΓN , i. e.
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Ω
φ = 1
φ = 0
σ∇φ · ν = 0σ∇φ · ν = 0
Figure 2.2: Conductor Ω with boundary conditions on the scalar potential φ.
ΓD ∪ ΓN = ∂Ω, ΓD ∩ ΓN = ∅. With a given potential φ0 on ΓD, the scalar electric potential
φ satisﬁes
− div(σ∇φ) = 0 in Ω
φ = φ0 on ΓD
σ∇φ · ν = 0 on ΓN .
 (2.9)
Proof. Assuming stationary fields and no applied currents Ja, i. e. electric field of the form
E = −∇φ, (2.9) is a consequence of Maxwell’s equations, in particular,
0 = div(J) = div(σE) = − div(σ∇φ).
using the conservation of charges (2.2) and Ohm’s law (2.4).
In general, we divide the Dirichlet boundary ΓD into two disjoint boundaries Γ0 and Γ1, and
choose the external potential
φ0 =
{
1 on Γ1
0 on Γ0,
see Figure 2.2. Then, we call φ0 unit potential.
2.3 Optical and Electrical Properties
As already mentioned, we consider three objective functionals: transmission, haze factor
and conductivity. Transmission and haze factor are optical properties and depend on the
scattered electromagnetic field and total electromagnetic field, which is discussed in Subsec-
tion 2.2.1. Conductivity measures the capability of a structure to conduct electric current
that is calculated via stationary electric fields, see the previous section (Subsection 2.2.2).
These three quantities are, for example, connected by the shape of a scatterer, which is char-
acterized by both the material parameters relative permittivity and the electric conductivity
as functions of space.
In general, the transmission reflects the amount of electromagnetic energy that transmits
through a given surface [17].
Definition 2.11 (Transmission). Let F ⊂ R3 are submanifold in R3 with unit normal
vector ν and the scattered field ES excited by incident wave EI with wave number ω > 0
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Ω
M
η = 0
η = 1F
Figure 2.3: Evaluation of the transmission through a scatterer Ω using the surface F or the
domain M with transition function η.
(Definition 2.3). Then, we define the transmission T through the surface F by
T =
∫
F Im (ET × curlE∗T ) · ν dH2∫
F Im
(
EI × curlE∗I
) · ν dH2
using the total electric field ET = ES +EI .
Note that this expression follows from the definition of the Poynting vector (2.8) and is
normalized to the energy flow of the incident wave. Since the energy of the incident wave is
either absorbed or scattered by the scatterer Ω, 0 ≤ T ≤ 1 independently on the choice of
F and EI . If the incident wave Einc is a normalized plane wave with propagation direction
d and the surface F is a perpendicular plane, i. e. with unit normal ν = d, then the
denominator in the expression above reduces to the surface area of F . Furthermore, if F is a
part of the boundary of a domain M outside of a scatterer Ω, i. e. M ∩Ω = ∅ and F ⊂ ∂M ,
then we are able to transform the surface integral to a volume integral
T =
∫
M ∇η · Im (ET × curlE∗T ) dx∫
M ∇η · Im
(
EI × curlE∗I
)
dx
.
using the function η ∈ H1(M) with η = 1 on F and η = 0 everywhere else on ∂M , see
Figure 2.3. Here, we used partial integration and the fact that the total electric field ET
and the incident field EI are solutions of Maxwell’s equations inside background medium.
Usually, we are interested in the amount of energy that is transmitted through a scatterer,
thus the evaluation plane F or domain M is placed behind the scatterer with respect to
the propagation direction of the incident field. Depending on the application and numerical
realization, the volume integral representation of the transmission may be advantageous
regarding numerical integration.
The second optical property, the so-called haze factor, basically measures the amount of light
that is diffusely scattered by a sample. Diffuse scattering means that light is scattered in a
direction that differs from the propagation direction of the incident light larger than a given
angle. According to [46], the haze factor is experimentally determined by measuring the
following four quantities with an UV/VIS Integrating Sphere, namely transmission without
sample and open output port denoted by T1, transmission with sample and open output
port denoted by T2, and transmission without sample and closed output port denoted by T3.
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As mentioned before, the conductivity of a structure Ω depends on the scalar potential φ
described in Subsection 2.2.2 and measures the electric current flow J = σE = −σ∇φ
through the surface Γ1:
Definition 2.13 (Conductivity). Let φ be the scalar potential with unit potential φ0 ac-
cording to Theorem 2.10. Then we define the conductivity C of a structure with electric
conductivity σ by the surface integral
C =
∫
Γ1
σ∇φ · ν dH2
or, equivalently, by the volume integral
C =
∫
Ω
σ|∇φ|2 dx.
To show that the surface integral and the volume integral are identical, we use the Dirichlet
and Neumann boundary conditions on φ to extent the integral in Γ1 to the boundary of Ω.
After partial integration and imposing the equation for the scalar potential φ in Ω, the given
volume integral remains. The conductivity functional is closely related to the compliance in
the context of elastic structures, see [13], or heat potential capacity in the context of heat
conduction, see [33].
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3 Analytical and Numerical Solution
Methods
In this chapter, we discuss the analytical and numerical solution methods for the electro-
magnetic scattering problem Definition 2.3 that are considered in this thesis.
The analytical solution method that we consider is based on the so-called vector spherical
wave functions and the decomposition domain of interest into the interior and its complement,
the exterior region, of a particle or scatterer. Each of these functions is a solution of Maxwell’s
equation either in the interior or exterior region, whereby the radiation condition is fulfilled
by the exterior fields by construction. The following methods differ mostly in the way in
which the interior and exterior are connected on the boundary of the particle. Moreover, the
analysis of a single particle scattering in terms of the vector spherical harmonics goes back
to Gustav Mie [60] and leads to the Lorenz Mie Theory (LMT) [17]. The Point Matching
Method (PMM) [66] matches the interior and exterior fields by evaluating the fields at as
many sample points as unknowns on the surface of the particle. As suggested in [64], the
PMM is generalized to the generalized Point Matching Method (GPMM) by using an over-
determined system with more sample points than unknowns. The T-matrix method (TMM)
[97] extends the LMT, which originally assumes spherical particles, to almost arbitrary shape
and formulates the scattering problem as a linear system of equations. In turn, this method
is extended to handle multiple particles by the superposition T-matrix method (STMM)
[59]. Although the T-matrix method may handle particles of non-spherical shape, the size of
system matrix becomes large to guarantee an adequate accuracy for complex shape particle.
The second group of solution methods are the integral equation methods. As the name sug-
gests, integral equation methods result in equations for the unknown electric field involving
integrals either over the interior or the boundary of the particles. Volume integral meth-
ods are, for instance, the Method of Moments (MoM) [72] and the closely related Discrete
Dipole Approximation (DDA) [52]. Both methods utilize Green’s dyadic tensor of Max-
well’s equation and assume that the interior of the particle is discretized by cubic cells with
constant material parameters. A second type of integral method is the boundary integral
method based on the single and double layer potential on the surface of the particle [19].
Advantageously, all of these integral methods satisfy the radiation condition by construction.
Finally, we come to the fully discretized methods where the computational domain is dis-
cretized by triangulations and solution is approximated by locally defined shape function
in each element. Due to the discretization, the radiation condition is approximated by ab-
sorbing boundary condition, infinite elements or perfectly matched layer. Although we work
with the time-harmonic Maxwell’s system, we make mention of the Finite Difference Time
Domain (FDTD) [100], which solves the transient Maxwell’s system. The used numerical
method is the Finite Element Method (FEM) for Maxwell’s equations [63]. In general, the
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FEM has a broad field of application, thus we use also it for the solution of the conductivity
problem Theorem 2.10.
This chapter is structured as follows: First, we derive a spectral method using the vector
spherical wave functions via Steklov-Poincaré operators for the interior and exterior domain.
Then, the method is numerically applied to a single and multiple particle scattering problem.
Although the derivation of boundary equation differs from the derivation of the T-matrix
method [97], the resulting system of equations are comparable.
The second section deals with the main aspects of the Finite Elements Method on tetra-
hedral elements. Moreover, the finite elements spaces for conductivity problem and for the
scattering problem are specified. In particular, for the electromagnetic scattering problem
the approximation of the radiation condition is discussed.
In the last section, the spectral method and the Finite Element Method are combined to
a hybrid method to benefit from the advantage of the spectral method with respect to the
analytical solution in the exterior of the particles and the ability of the Finite Element
Method to handle complex shaped structures. In turn, their respective disadvantages are
eliminated. Furthermore, an oﬄine-online simulation algorithm based on the hybrid method
is established that enables the efficient assembly of the system of equations for particles
of arbitrary shape, material properties and geometric position. In particular, the oﬄine-
online simulation algorithm is attractive where a large number of simulation instances are
requested, for instance studies with varying geometrical parameters or iterative optimizations
algorithm.
3.1 Spectral Method
A spectral method solves the scattering problem (2.6) by determining the coefficient {ui}i∈N
of the series expansion
E(x) =
∞∑
i=1
uiΦi(x),
where the analytical shape functions Φi are a priori defined. As already mentioned, we use
the vector spherical wave functions as analytical shape functions that will be derived in the
next section.
Subsequently, the solution of the scattering problem for single spherical particle with a
homogeneous material is constructed using Steklov-Poincaré operators or Calderon maps
[63] for both the interior and the exterior of the particle. As a result, the scattering problem
is transformed to an analytical equation on the boundary of the particle. Subsequently, the
numerical solution of the equation, which implies the truncation of the series expansion,
is discussed and a numerical estimation of the convergence order with respect to various
parameters in particular the truncation order of the series expansion is performed.
Finally, the presented solution method is extended to multiple spherical particles with ho-
mogeneous material properties and the section is complemented with another numerical
estimation of the convergence order of the method for a system of two identical particles.
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3.1.1 Vector Spherical Wave Functions
First, we derive analytical solutions of the exterior problem for the electric field E and wave
number κ > 0 given by
curl curlE − κ2E = 0 div(E) = 0 in R3 \ {0}
together with the Silver-Müller radiation condition, see (2.7),
lim
‖x‖→∞
(curlE × x− ıκ‖x‖E) = 0.
Furthermore, the analytical solution of the interior problem inside the ball BR(0) with radius
R > 0
curl curlE − κ2E = 0 div(E) = 0 in BR(0)
is constructed. For ease of notation, we use the same wave number κ.
The infinitely many solutions of both problems have the general ansatz in spherical coordi-
nates
E(x) = f(ρ)P (θ, φ)
where f : [0,∞)→ C is a complex-valued scalar function depending on the radial component
ρ and P : [0, π]×[0, 2π)→ C3 is a complex-valued vector function depending on the azimuthal
θ and polar angle φ. Furthermore, let eρ, eθ and eφ denote the unit vectors of the spherical
coordinates.
We start with the definition of the Legendre polynomials, which are a key component for
the construction of the analytical solutions.
Definition 3.1 (Legendre polynomials). For t ∈ [−1, 1], Pn denotes the Legendre polynomial
of order n for all n ∈ N0 and is given by [99, Chap. 15.11]
Pn(t) =
(−1)n
2nn!
dn
dnt
(1− t2)n.
Furthermore, these polynomials fulfill the recurrence relation [99, Chap. 15.21]
P0(t) = 1,
P1(t) = t,
(n+ 1)Pn+1(t) = (2n+ 1)tPn(t)− nPn−1(t) ∀n ∈ N
and the orthogonality property [99, Chap. 15.14]∫ 1
−1
Pn(t)Pm(t) dt =
2
2n+ 1
δnm ∀n,m ∈ N0.
The Legendre polynomials are constructed such that they satisfy the so-called Legendre
differential equation:
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Lemma 3.2 (Legendre differential equation). The Legendre polynomials Pn for all n ∈ N0
fulﬁll the diﬀerential equation
(1− t2)P ′′n (t)− 2xP ′n(x) + n(n+ 1)Pn = 0.
Proof. See for example [99, Chap. 15.13] or [25, Eqn. 2.24].
The Legendre polynomials are generalized by the associated Legendre polynomials.
Definition 3.3 (Associated Legendre polynomials). For t ∈ [−1, 1], Pml denotes the m-th
associated Legendre polynomial of order l for all m, l ∈ N0 and is defined by [2, 8.6.6]
Pml (t) =
√
(1− t2)m d
m
dmt
Pl(t)
Furthermore, these polynomials fulfill the recurrence relation [2, 8.5.2]
Pm0 (t) =
{
1 if m = 0
0 if m > 0
, Pm1 (t) =

t if m = 0
1 if m = 1
0 if m > 0
(l −m+ 1)Pml+1(t) = (2l + 1)tPml (t) + (l +m)Pml−1(t) ∀l ∈ N,m ∈ N0
and orthogonality property [2, 8.14.11 and 8.14.13]∫ 1
−1
Pmp (t)P
m
q (t) dt =
2
2q + 1
(q +m)!
(q −m)!δpq ∀p, q,m ∈ N0, p ≤ q. (3.1)
For negative upper index, we define [2, 8.2.5]
P−ml (t) = (−1)m
(l −m)!
(l +m)!
Pml (t) (3.2)
Note that here the definition of the associated Legendre polynomials differs from the defini-
tion in [2] by the factor (−1)m. Nevertheless, they satisfy the following differential equation:
Lemma 3.4 (Differential equation of the associated Legendre polynomials). The associated
Legendre polynomials Pml fulﬁll of the diﬀerential equation
(1− t2) d
2
d2t
Pml (t)− 2t
d
dt
Pml (t) +
(
l(l + 1)− m
2
1− t2
)
Pml (t) = 0 (3.3)
for all m, l ∈ N0 and t ∈ [−1, 1].
Proof. See for example [25, p. 25].
The associated Legendre polynomials are used to construct orthogonal polynomials on the
surface of the unit sphere S2, the so-called spherical harmonics.
Definition 3.5 (Spherical harmonics). Following [25, Chap. 2.3], we define on the unit
sphere for all l ∈ N0 and m ∈ Z with |m| ≤ l the spherical harmonics Ylm in spherical
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coordinates by
Ylm(θ, φ) = clmP
m
l (cos(θ)) exp(ımφ) (3.4)
with normalization factor
clm =
(−1)m√
2π
√
2l + 1
2
(l −m)!
(l +m)!
.
The spherical harmonics solve the following differential equation resulting from the transfor-
mation of the Laplace-Beltrami operator on the unit sphere into spherical coordinates.
Lemma 3.6 (Differential equation of the spherical harmonics). The spherical harmonics
Ylm, l ∈ N0, m ∈ Z, |m| ≤ l satisfy the equation(
∂2
∂2θ
+
cos(θ)
sin(θ)
∂
∂θ
+
1
sin2(θ)
∂2
∂2φ
+ l(l + 1)
)
Ylm(θ, φ) = 0 (3.5)
for all θ ∈ [0, π] and φ ∈ [0, 2π).
Proof. Due to the complex exponential exp(ımφ), we see that
∂2
∂2φ
Ylm(θ, φ) = −m2Ylm(θ, φ). (3.6)
The first and second partial derivatives of Ylm with respect to θ are given by
∂
∂θ
Ylm(θ, φ) = −clmD1Pml (cos(θ)) exp(ımφ) sin(θ) (3.7)
∂2
∂2θ
Ylm(θ, φ) = clmD
2
1P
m
l (cos(θ)) exp(ımφ) sin(θ)
2
− clmD1Pml (cos(θ)) exp(ımφ) cos(θ) (3.8)
using the chain rule. By inserting (3.6)–(3.8) into (3.5) and substituting t = cos(θ), we
obtain(
(1− t2)∂2t Pml (t)− 2t∂tPml (t) +
(
l(l + 1)− m
2
1− t2
)
Pml (t)
)
clm exp(ımφ) = 0.
Comparing with (3.3) proves the statement.
As the solution of Maxwell’s equations is vector-valued, we derive from the spherical harmon-
ics the so-called vector spherical harmonics (VSH). We lean on the definition of the vector
spherical harmonics given in [11, p. 289].
Definition 3.7 (Vector spherical harmonics). Let Ylm be the m-th spherical harmonic of
order l. On the unit sphere, we define the radial vector spherical harmonic
Ylm = eρYlm (3.9)
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and the tangential vector spherical harmonics
Ψlm = eθ
∂Ylm
∂θ
+ eφ
1
sin θ
∂Ylm
∂φ
(3.10)
and
Φlm = eρ ×Ψlm = eφ∂Ylm
∂θ
− eθ 1
sin θ
∂Ylm
∂φ
. (3.11)
According to [11, p. 291], the vector spherical harmonics have the following orthogonality
properties in the L2-sense on the unit sphere.
Lemma 3.8 (Orthogonality of the vector spherical harmonics). The vector spherical har-
monics Ylm, Ψlm and Φlm are pairwise orthogonal, i. e.∫
S2
Y ∗lm ·Ψl′m′ dH2 =
∫
S2
Y ∗lm ·Φl′m′ dH2 =
∫
S2
Ψ
∗
lm ·Φl′m′ dH2 = 0,
for all indices l ∈ N0, m ∈ Z, |m| ≤ l and l′ ∈ N0, m′ ∈ Z, |m′| ≤ l′. Moreover,∫
S2
Y ∗lm · Yl′m′ dH2 = δl,l′δm,m′
and ∫
S2
Ψ
∗
lm ·Ψl′m′ dH2 =
∫
S2
Φ
∗
lm ·Φl′m′ dH2 = l(l + 1)δl,l′δm,m′ .
Proof. We give a comprehensive proof beyond the notes in [11], to show clearly the L2-
orthogonality on the unit sphere. Using the definition of the first group Ylm of vector
spherical harmonics and the orthogonality of the complex exponential exp(ımφ), we obtain∫
S2
Y ∗lm · Yl′m′ dH2 = 2πδm,m′clmcl′m′
∫ π
0
Pml (cos(θ))P
m′
l′ (cos(θ)) sin(θ) dθ.
Together with the orthogonality of the associated Legendre polynomials (3.1) for the case
m = m′, we get the first relation.
Since Φlm = eρ×Ψlm and thus the scalar product Φ∗lm ·Φl′m′ ≡ Ψ∗lm ·Ψl′m′ , it is sufficient to
proof the orthogonality of Ψlm. The second relation is shown, by extending the integration
on the unit sphere to the integration on the unit ball and using integration by parts on the
unit ball. Therefore, we add a factor such that∫
S2
Ψ
∗
lm ·Ψl′m′ dH2 = 3
(∫ 1
0
ρ2 dρ
)(∫
S2
Ψ
∗
lm ·Ψl′m′ dH2
)
.
With the constant extension of the spherical and vector spherical harmonics to R3, we arrive
at integration over the unit ball denoted by B3∫
S2
Ψ
∗
lm ·Ψl′m′ dH2 = 3
∫
B3
Ψ
∗
lm ·Ψl′m′ dx.
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SinceΨlm = ρ∇Ylm by definition and eρ ·∇Ylm = 0 on S2, we obtain with partial integration∫
S2
Ψ
∗
lm ·Ψl′m′ dH2 = −3
∫
B3
ρ2∆Y ∗lmYl′m′ dx.
If we express the Laplace operator in spherical coordinates and use (3.4), we get ρ2∆Ylm =
−l(l + 1)Ylm. Thus,∫
S2
Ψ
∗
lm ·Ψl′m′ dH2 = 3l(l + 1)
∫ 1
0
ρ2
∫
S2
Y ∗lmYl′m′ dH2 dρ = l(l + 1)δl,l′δm,m′ ,
due to the orthogonality of the spherical harmonics that is shown in the proof of the first
relation. For the proof of the orthogonality of Ψlm and Φl′m′ , we rewrite Ψlm = ρ∇Ylm and
Ψl′m′ = −1ρ curl(xYl′m′). Thus, we get∫
S2
Ψ
∗
lm ·Φl′m′ dH2 = −
∫
B3
∇Y ∗lm · curl(xYl′m′) dx = 0,
using the fact that curl(∇Ylm) = 0, which occurs after integration by parts. The pairwise
orthogonality with Ylm follows directly from the orthogonality of the spherical basis vectors.
Alternatively, this lemma can be proven like in the proof of [63, Lem. 9.5] using tangential
calculus [28, Chap. 5] and integration by parts on the surface [28, p. 367].
If the vector spherical harmonics (VSH) are extended to the three-dimensional space via a
function depending only on the radial component in spherical coordinates, then they yield
the following differential identities.
Lemma 3.9 (Differential operators on the vector spherical harmonics). Let a scalar diﬀer-
entiable function f : R>0 → C be given and Ylm, Ψlm and Φlm are vector spherical harmon-
ics. Then, the following relations hold in every point in R3 \ {0} with spherical coordinates
(ρ, θ, φ):
• curl operator:
curl(f(ρ)Ylm(θ, φ)) = −f(ρ)
ρ
Φlm(θ, φ), (3.12)
curl(f(ρ)Ψlm(θ, φ)) =
(
f(ρ)
ρ
+
∂f(ρ)
∂ρ
)
Φlm(θ, φ), (3.13)
curl(f(ρ)Φlm(θ, φ)) = − l(l + 1)
ρ
f(ρ)Ylm(θ, φ)
−
(
f(ρ)
ρ
+
∂f(ρ)
∂ρ
)
Ψlm(θ, φ) (3.14)
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• divergence operator:
div(f(ρ)Ylm(θ, φ)) =
(
∂f(ρ)
∂ρ
+
2
ρ
f(ρ)
)
Ylm(θ, φ), (3.15)
div(f(ρ)Ψlm(θ, φ)) = − l(l + 1)
ρ
f(ρ)Ylm(θ, φ), (3.16)
div(f(ρ)Φlm(θ, φ)) = 0. (3.17)
Proof. As we find in several text books, the curl of a vector-valued function of the form
f(ρ)V (θ, φ) depending on the spherical coordinates ρ, θ and φ can be rewritten as
curl(f(ρ)V (θ, φ)) =
f
ρ sin(θ)
(
∂
∂θ
(sin(θ)Vφ)− ∂Vθ
∂φ
)
eρ
+
(
f
ρ sin(θ)
∂Vρ
∂φ
− 1
ρ
∂
∂ρ
(ρf)Vφ
)
eθ
+
(
1
ρ
∂
∂ρ
(ρf)Vθ − f
ρ
∂Vρ
∂θ
)
eφ
with the standard basis vectors eρ, eθ and eφ of spherical coordinate system, and spherical
components Vρ = V · eρ, Vθ = V · eθ and Vφ = V · eφ. Using the curl operator in spherical
coordinates and comparing with the definition of the vector spherical harmonic Φlm (3.11),
we get
curl(fYlm) =
(
f
ρ sin(θ)
∂Vρ
∂φ
)
eθ +
(
−f
ρ
∂Vρ
∂θ
)
eφ = −f
ρ
Φlm
For the second relation (3.13), we use again the curl operator in spherical coordinates and
get
curl(fΨlm) = − 1
sin θ
∂Ylm
∂φ
(
f
ρ
+
∂f
∂ρ
)
eθ +
∂Ylm
∂θ
(
f
ρ
+
∂f
∂ρ
)
eφ
=
(
f
ρ
+
∂f
∂ρ
)
Φlm.
Using Lemma 3.6, we proof (3.14)
curl(fΦlm) =
f
ρ sin(θ)
(
∂
∂θ
(sin(θ)
∂Ylm
∂θ
) +
1
sin θ
∂2Ylm
∂2φ
)
eρ
− ∂Ylm
∂θ
(
1
ρ
∂
∂ρ
(ρf)
)
eθ − 1
sin θ
∂Ylm
∂φ
(
1
ρ
∂
∂ρ
(ρf)
)
eφ
= −f
ρ
l(l + 1)Ylm −
(
f
ρ
+
∂f
∂ρ
)
Ψlm.
Similarly, the divergence expressed in spherical coordinates holds
div(fV ) =
Vρ
ρ2
∂
∂ρ
(ρ2f) +
f
ρ sin(θ)
∂
∂θ
(sin(θ)Vθ) +
f
ρ sin(θ)
∂Vφ
∂φ
.
By using the latter expression, we obtain for the first divergence relation (3.15) of the vector
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spherical harmonics
div(fYlm) =
1
ρ2
∂
∂ρ
(ρ2f)Ylm =
(
∂f
∂ρ
+
2
ρ
f
)
Ylm.
Moreover, (3.16) satisfies
div(fΨlm) =
f
ρ sin(θ)
∂
∂θ
(
sin(θ)
∂Ylm
∂θ
)
+
f
ρ sin(θ)
1
sin θ
∂2Ylm
∂2φ
= −f
ρ
l(l + 1)Ylm
where we used again Lemma 3.6. Finally, we show that the product of a scalar function and
Ψlm is solenoidal (3.17)
div(fΦlm) = − f
ρ sin(θ)
∂
∂θ
∂Ylm
∂φ
+
f
ρ sin(θ)
∂
∂φ
∂Ylm
∂θ
= 0.
This completes the proof of the differential identities.
For now, we introduced analytical functions that cover the azimuthal and polar angle. To
construct analytical solution for Maxwell’s equations, functions must be determined that
treat the radial part. The following definition is found in [25, Chap. 2.4].
Definition 3.10 (Spherical Bessel/Hankel functions). Let l ∈ N0 be a non-negative integer.
The functions
jl(t) =
√
π
2t
Jl+ 1
2
(t), ∀t ∈ C and yl(t) =
√
π
2t
Yl+ 1
2
(t), ∀t ∈ R \ {0},
are called spherical Bessel functions and spherical Neumann functions of order l, respectively,
where Jα and Yα are the Bessel functions of the first and second kind of order α, see [25, Chap.
3.4]. The spherical Bessel and Neumann functions fulfill the spherical Bessel differential
equation
t2f ′′(t) + 2tf ′(t) + (t2 − n(n+ 1))f(t) = 0, (3.18)
as well as their linear combinations for all t ∈ R \ {0}
h
(1)
l (t) = jl(t) + ıyl(t) and h
(2)
l (t) = jl(t)− ıyl(t).
The latter two functions are also known as the spherical Hankel functions of the first and
second kind of order l.
The spherical Bessel/Hankel functions and the vector spherical harmonics are combined to
the vector spherical wave functions (VSWF), which decompose in two sets each.
Definition 3.11 (Vector spherical wave functions). For all l ∈ N0, m ∈ Z with |m| ≤ l and
κ > 0, we define the vector spherical wave functions as
H
(1)
lm(x;κ) = h
(1)
l (κρ)Φlm(θ, φ), H
(2)
lm(x;κ) = −
1
κ
curlH
(1)
lm(x;κ)
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and
J
(1)
lm(x;κ) = jl(κρ)Φlm(θ, φ), J
(2)
lm(x;κ) = −
1
κ
curlJ
(1)
lm(x;κ),
where ρ, θ and φ are the spherical coordinates of a point x ∈ R3 \ {0}. Note that, this
corresponds to the definition in [25, Chap. 6.5] except for factors.
With the next two theorems, we prove that the so defined vector spherical wave functions are
radiating solutions of scattering problem outside a given ball in a homogeneous background
material and solutions inside the ball with a homogeneous material, respectively.
Theorem 3.12 (Radiating solutions of Maxwell’s equations). The vector spherical wave
functions H
(1)
lm and H
(2)
lm are radiating solutions of Maxwell’s equation with medium wave
number κ > 0 at every point in the exterior of a ball with radius R > 0, i. e. H
(k)
lm, k ∈ {1, 2}
satisfy for all x ∈ R3, ‖x‖2 > R
curl curlH
(k)
lm − κ2H(k)lm = 0 and div(H(k)lm) = 0,
and the Silver-Müller radiation condition
lim
‖x‖→∞
(
curlH
(k)
lm × x− ıκ‖x‖H(k)lm
)
= 0.
Proof. With (3.17) and div(curlV ) = 0 for any vector field V , we see that vector spherical
wave functions H
(1)
lm and H
(2)
lm are solenoidal. By using (3.12)–(3.14), we obtain
curl curlH
(1)
lm =
1
ρ2
(
l(l + 1)h
(1)
l − 2κρ(h(1)l )′ − κ2ρ2(h(1)l )′′
)
Φlm.
Since h
(1)
l satisfies the spherical Bessel differential equation (3.18) with t := κρ, we see that
H
(1)
lm fulfills
curl curlH
(1)
lm = κ
2h
(1)
l Ψlm = κ
2
H
(1)
lm.
With the latter result and the definition of H
(2)
lm, we directly see that
κ2H
(2)
lm = −κ curlH(1)lm = −
1
κ
curl
(
curl curlH
(1)
lm
)
= curl curlH
(2)
lm.
To verify the Silver Müller radiation condition, we use (3.14) and get
ρ curlH
(1)
lm × eρ − ıκρH(1)lm =
(
h
(1)
l + κρ(h
(1)
l )
′ − ıκρh(1)l
)
Φlm.
Instead of using the asymptotic expansion of h
(1)
l as suggested in the proof of [25, Thm.
2.10], we show that
lim
ρ→∞
(
h
(1)
l + κρ(h
(1)
l )
′ − ıκρh(1)l
)
= 0
28
3.1 Spectral Method
using the alternative form of the spherical Hankel function of the first kind [25, p. 31]
h
(1)
l (κρ) = (−1)l
exp(ıκρ)
ıκρ
1 + l∑
p=1
a
(l)
p
(κρ)p

with complex coefficients a
(l)
1 , . . . , a
(l)
l . Obviously, h
(1)
l tends to zero for ρ→∞. The deriva-
tive of h
(1)
l holds
(h
(1)
l )
′(κρ) = (−1)l
(
exp(ıκρ)
κρ
− exp(ıκρ)
(κρ)2
)1 + l∑
p=1
a
(l)
p
(κρ)p

+ (−1)l exp(ıκρ)
ıκρ
 l∑
p=1
−pa(l)p
(κρ)p+1
 .
The oscillating term exp(ıκρ) occurring in the expressions for h
(1)
l and (h
(1)
l )
′ cancel and we
obtain
lim
ρ→∞
(
h
(1)
l + κρ(h
(1)
l )
′ − ıκρh(1)l
)
= lim
ρ→∞
(
(−1)l exp(ıκρ)− (−1)l exp(ıκρ)
)
= 0
With the same arguments, it can be shown that the Silver-Müller radiation condition is
satisfied by the second set of spherical vector wave functions H
(2)
lm.
Theorem 3.13 (Interior solutions of Maxwell’s equations). The vector spherical wave func-
tions J
(1)
lm and J
(2)
lm are solutions of Maxwell’s equations with medium wave number κ ∈ C,
Im(κ) ≥ 0 at every point in R3, i. e. J (k)lm, k ∈ {1, 2} satisfy in R3
curl curlJ
(k)
lm − κ2J (k)lm = 0 and div(J (k)lm) = 0.
Proof. The statement is analogously proven to the proof of Theorem 3.12 but using the
properties of the spherical Bessel function jl.
If we analyze only anti-symmetric or symmetric fields according to Theorem 2.8 and The-
orem 2.9, respectively, then the vector spherical wave functions with the same order l and
absolute index |m| are related.
Theorem 3.14 (Anti-symmetric vector spherical wave functions). Let a symmetry plane
Sα = {(x, y, z) ∈ R3 | cos(α)x + sin(α)y = 0} be given for an angle α ∈ [0, 2π). Then, the
functions
H
(1)
lm⊥ :=H
(1)
lm + exp(ım2α)H
(1)
l,−m and H
(2)
lm⊥ :=H
(2)
lm − exp(ım2α)H(2)l,−m
satisfy the anti-symmetry condition (Theorem 2.8)
H
(1)
lm⊥ × ν =H
(2)
lm⊥ × ν = 0 ∀x ∈ Sα.
where ν denotes the unit normal vector of Sα.
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Proof. Every point on the symmetry plane Sα has the polar coordinates φ = α±π/2 and thus
the polar basis vector is parallel to the normal vector of the symmetry plane, i. e. eφ = ±ν.
We obtain
H
(1)
lm × ν = ±h(1)l (κρ)
1
sin θ
∂
∂φ
Ylm(θ, α± π/2)eρ.
By the definition of the spherical harmonics (3.4), the derivative of the spherical harmonics
with respect to φ holds
∂
∂φ
Ylm(θ, α± π2 ) = ımYlm(θ,±π2 ) =
∂
∂φ
Ylm(θ,±π2 ) exp(ımα).
Moreover, using the identity (3.2) for the negated second index of the associated Legendre
polynomials and that exp(ımπ) = (−1)m, we see that
∂Yl,−m
∂φ
(θ, α± π2 ) = − exp(−2ımα)
∂Yl,m
∂φ
(θ, α± π2 )
on the symmetry plane, which corresponds toH
(1)
l,−m. For the second group of anti-symmetric
vector spherical wave functions H
(2)
lm, we get with (3.9), (3.10), and (3.14)
H
(2)
lm × ν = ±
1
κ
l(l + 1)
h
(1)
l (κρ)
ρ
Ylm(θ, α± π2 )eθ
∓ 1
κ
(
h
(1)
l (κρ)
ρ
+ κ(h
(1)
l )
′(κρ)
)
∂Ylm
∂θ
eρ.
By using again (3.2) and (3.4), we obtain on the symmetry plane
Yl,−m = exp(−ım2α)Ylm and ∂
∂θ
Yl,−m = exp(−ım2α) ∂
∂θ
Ylm,
which completes the proof.
Theorem 3.15 (Symmetric vector spherical wave functions). Let a symmetry plane Sα =
{(x, y, z) ∈ R3 | cos(α)x+sin(α)y = 0} be given for an angle α ∈ [0, 2π). Then the functions
H
(1)
lm‖ =H
(1)
lm − exp(ım2α)H(1)l,−m and H(2)lm‖ =H
(2)
lm + exp(ım2α)H
(2)
l,−m
satisfy the symmetry condition (Theorem 2.9)
curlH
(1)
lm‖ × ν = curlH
(2)
lm‖ × ν = 0 ∀x ∈ Sα.
where ν denotes the unit normal vector of Sα.
Proof. By definition curlH
(1)
lm = −κH(2)lm and curlH(2)lm = −κH(1)lm, thus the proof is identical
to the proof of Theorem 3.14 with interchanged upper index.
Moreover, Theorem 3.14 and Theorem 3.15 can be analogously formulated for the interior
vector spherical wave functions J
(1)
lm and J
(2)
lm. Thus, the anti-symmetric and symmetric
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conditions on the electric field can be inherently imposed by using the respective equivalent
H
(k)
lm⊥ and H
(k)
lm‖.
3.1.2 Scattering of a Spherical Particle
Let Ωint ⊂ R3 be a spherical scatterer with radius R > 0 centered at the origin, i. e. Ωint =
{x ∈ R3 | ‖x‖ ≤ R}, and with boundary Γ = ∂Ωint. Furthermore, a constant relative
permittivity εint ∈ Ead := {(n+ ık)2 ∈ C | n ≥ 1, k ≥ 0} is assigned to the scatterer. Outside
of the scatterer, i. e. Ωext = R
3 \Ωint, the relative permittivity is set to a constant real value
of εext ≥ 1. Hence, the exterior scattered electric field Eext and the interior total electric
field Eint excited by the incident field Einc have to satisfy the equation
curl curlEext − κ2extEext = 0 in Ωext
curl curlEint − κ2intEint = 0 in Ωint
Eint × ν −Eext × ν = Einc × ν on Γ
curlEint × ν − curlEext × ν = curlEinc × ν on Γ,
lim
‖x‖→∞
(curlEext × x− ıκext‖x‖Eext) = 0

(3.19)
with the medium wave numbers κext = ω
√
εext and κint = ω
√
εint.
For both the exterior domain Ωext and the interior domain Ωint, we define the respective
Steklov-Poincaré operators in terms of the vector spherical wave functions.
Definition 3.16 (Exterior Steklov-Poincaré operator). For a tangential function f ∈
L2t (Γ) := {v ∈ L2(Γ)3 | v · ν = 0 a. e. on Γ}, we define the exterior Steklov-Poincaré
operator Sext : L2t (Γ)→ L2t (Γ) of Ωext as the Dirichlet-to-Neumann mapping
Sext(f) = curlu× ν on Γ
where u is solution of the exterior scattering problem
curl curlu− κ2extu = 0 in Ωext
u× ν = f on Γ
lim
‖x‖→∞
(curlu× x− ıκext‖x‖u) = 0.
 (3.20)
Furthermore, we denote by Lext(f) = u the solution operator of (3.20).
We additionally require that κextR is a real root neither of ρ 7→ h(1)l (ρ) nor of ρ 7→ ∂ρ(ρh(1)l (ρ))
and define the term
δ
(ext)
l =
Rh
(1)
l (κextR)
(l + 1)h
(1)
l (κextR)− κextRh(1)l+1(κextR)
.
Lemma 3.17 (Solution of the exterior scattering problem). The solution u of (3.20) has
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the expansion
Lext(f)(x) = u(x) =
∞∑
l=1
l∑
m=−l
a
(1)
lmH
(1)
lm(x;κext) + a
(2)
lmH
(2)
lm(x;κext) ∀x ∈ Ωext
in terms of the exterior vector spherical wave functions with coeﬃcients
a
(1)
lm =
f
(Ψ)
lm
h
(1)
l (κextR)
and a
(2)
lm = −
κextδ
(ext)
l f
(Φ)
lm
h
(1)
l (κextR)
where
f
(Φ)
lm =
1
R2l(l + 1)
∫
Γ
f ·Φ∗lm dH2 and f (Ψ)lm =
1
R2l(l + 1)
∫
Γ
f ·Ψ∗lm dH2.
Furthermore, the exterior Steklov-Poincaré operator holds
Sext(f) =
∞∑
l=1
l∑
m=−l
f
(Ψ)
lm
δ
(ext)
l
Φlm + κ
2
extδ
(ext)
l f
(Φ)
lm Ψlm.
Proof. By Theorem 3.12, we know that any linear combination of the functionsH
(1)
lm( · ;κext)
and H
(2)
lm( · ;κext) for all l,m ∈ N, −l ≤ m ≤ l satisfy the first and third relation of (3.20).
Using Definition 3.11 of the exterior vector spherical wave functions and Definition 3.7 of
vector spherical harmonics, their tangential traces on Γ are given by
H
(1)
lm( · ;κext)× ν = h(1)l (κextR)Ψlm and H(2)lm( · ;κext)× ν = −
h
(1)
l (κextR)
κextδ
(ext)
l
Φlm.
Due to the orthogonality of the vector spherical harmonics, the boundary condition on Γ
results in the system of equations for all l,m ∈ N, −l ≤ m ≤ l
R2l(l + 1)h
(1)
l (κextR)a
(1)
lm =
∫
Γ
f ·Ψ∗lm dH2
−R2l(l + 1)h
(1)
l (κextR)
κextδ
(ext)
l
a
(2)
lm =
∫
Γ
f ·Φ∗lm dH2.
Solving the latter system for a
(1)
lm and a
(2)
lm completes the proof of the first part.
Since the exterior vector spherical wave functions switch their upper index when applying
curl, i. e.
curlH
(1)
lm( · ;κext) = −κextH(2)lm( · ;κext) and curlH(2)lm( · ;κext) = −κextH(1)lm( · ;κext),
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we can compute their tangential trace like before
curlH
(1)
lm( · ;κext)× ν = −κext
h
(1)
l (κextR)
δ
(ext)
l
Φlm,
and
curlH
(2)
lm( · ;κext)× ν = −κexth(1)l (κextR)Ψlm.
Using the coefficients of u, we get the exterior Steklov-Poincaré operator Sext.
Remark 3.18 (Vector spherical harmonics as boundary data). If the boundary function f
in Lemma 3.17 is already expressed in terms of the vector spherical harmonics on Γ with
coefficients f
(1)
lm and f
(2)
lm , i. e.
f =
∞∑
l=1
l∑
m=−l
f
(1)
lmΦlm + f
(2)
lmΨlm on Γ,
then f
(Φ)
lm ≡ f (1)lm and f (Ψ)lm ≡ f (2)lm .
Definition 3.19 (Interior Steklov Poincaré operator). For a function g ∈ L2t (Γ), we define
the interior Steklov Poincaré operator Sint : L2t (Γ) → L2t (Γ) of Ωint as the Neumann-to-
Dirichlet mapping
Sint(g) = w × ν on Γ
where w is solution of the interior problem
curl curlw − κ2intw = 0 in Ωint,
curlw × ν = g on Γ.
}
(3.21)
Furthermore, we denote by Lint(g) = w the solution operator of (3.21).
Like for the spherical Hankel functions of the first kind, we must claim that κintR is root
neither of ρ 7→ jl(ρ) nor of ρ 7→ ∂ρ(ρjl(ρ)) and we define
δ
(int)
l =
Rjl(κintR)
jl(κintR) + κintR(jl)′(κintR)
.
Lemma 3.20 (Solution of the interior problem). The solution w of (3.21) has the expansion
Lint(g)(x) = w(x) =
∞∑
l=1
l∑
m=−l
b
(1)
lmJ
(1)
lm(x;κint) + b
(2)
lmJ
(2)
lm(x;κint) ∀x ∈ Ωint
in terms of the interior vector spherical wave functions with coeﬃcients
b
(1)
lm =
δ
(int)
l g
(Φ)
lm
jl(κintR)
and b
(2)
lm = −
1
κint
g
(Ψ)
lm
jl(κintR)
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where
g
(Φ)
lm =
1
R2l(l + 1)
∫
Γ
g ·Φ∗lm dH2 and g(Ψ)lm =
1
R2l(l + 1)
∫
Γ
g ·Ψ∗lm dH2.
Furthermore, the interior Steklov-Poincaré operator Sint holds
Sint(g) =
∞∑
l=1
l∑
m=−l
1
κ2int
g
(Ψ)
lm
δ
(int)
l
Φlm + δ
(int)
l g
(Φ)
lm Ψlm.
Proof. Analogously to the proof of Lemma 3.17, we know by Theorem 3.13 that the inte-
rior vector spherical wave function J
(1)
lm( · ;κint) and J
(2)
lm( · ;κint) solve the first equation
in (3.21) for all l,m ∈ N, −l ≤ m ≤ l. Using tangential traces of the curl of the interior
vector spherical wave functions, and the orthogonality of the vector spherical harmonics, the
Neumann boundary condition on Γ results in the linear system of equations
jl(κintR)
δ
(int)
l
R2l(l + 1)b
(1)
lm =
∫
Γ
g ·Φlm dH2,
−κintjl(κintR)R2l(l + 1)b(2)lm =
∫
Γ
g ·Ψlm dH2.
Solving for b
(1)
lm and b
(2)
lm, we obtain the coefficients w. Using the latter result in the tangential
trace of w, the interior Steklov-Poincaré operator Sint has the structure as stated.
Remark 3.21 (Vector spherical harmonics as boundary data). Equivalently to Remark 3.18,
if the function g is already expressed on Γ in terms of the vector spherical harmonics with
coefficients g
(1)
lm and g
(2)
lm, i. e.
g =
∞∑
l=1
l∑
m=−l
g
(1)
lmΦlm + g
(2)
lmΨlm,
then g
(Φ)
lm ≡ g(1)lm and g(Ψ)lm ≡ g(2)lm.
With the aid of the Steklov-Poincaré operators Sext and Sint, the single spherical particle
scattering problem (3.19) reduces to a boundary equation on the surface of the particle.
Theorem 3.22 (Scattering of a spherical particle). The single particle scattering problem
(3.19) is equivalent to the boundary problem
(id−Sint ◦ Sext)λ = Sint(curlEinc × ν)−Einc × ν on Γ, (3.22)
for a function λ ∈ L2t (Γ) in the sense that if λ is solution of (3.22), then Eext = Lext(λ)
and Eint = Lint(Sext(λ) + curlEinc × ν) are solutions of (3.19).
Moreover, λ has the representation
λ =
∞∑
l=1
l∑
m=−l
λ
(1)
lmΦlm + λ
(2)
lmΨlm
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in terms of the vector spherical harmonics with coeﬃcients
λ
(1)
lm =
−κ2intδ(int)l c(Φ)lm + d(Ψ)lm
κ2intδ
(int)
l − κ2extδ(ext)l
λ
(2)
lm = δ
(ext)
l
−c(Ψ)lm + δ(int)l d(Φ)lm
δ
(ext)
l − δ(int)l
and with the coeﬃcients associated to the tangential trace of incident ﬁeld
c
(Φ)
lm =
1
R2l(l + 1)
∫
Γ
(Einc × ν) ·Φ∗lm dH2
c
(Ψ)
lm =
1
R2l(l + 1)
∫
Γ
(Einc × ν) ·Ψ∗lm dH2
and the tangential trace of its curl
d
(Φ)
lm =
1
R2l(l + 1)
∫
Γ
(curlEinc × ν) ·Φ∗lm dH2
d
(Ψ)
lm =
1
R2l(l + 1)
∫
Γ
(curlEinc × ν) ·Ψ∗lm dH2.
Proof. First, we separate (3.19) into an interior problem like (3.21) with boundary data η
and exterior problem like (3.20) with boundary data λ and couple them by imposing the
conditions
λ = Eint × ν −Einc × ν on Γ (3.23)
η = curlEext × ν + curlEinc × ν on Γ. (3.24)
As shown in Lemma 3.17, the exterior field is determined by the unknown boundary data λ
via Eext = Lext(λ) and thus curlEext × ν = Sext(λ). Hence, (3.24) reads as η = Sext(λ) +
curlEinc×ν. Using Lemma 3.20, we see that the interior fieldEint = Lint(Sext(λ)+curlEinc×
ν) and the tangential trace of the interior field is given by Eint×ν = Sint(Sext(λ)+curlEinc×
ν). Inserting this into the coupling condition (3.23), we obtain the condition on λ
λ = Sint(Sext(λ) + curlEinc × ν)−Einc × ν on Γ.
Rearranging the latter equation, we obtain (3.22).
For the proof of second statement, we use the series expression of Sext given in Lemma 3.17
and Sint given in Lemma 3.20 and then we can rewrite the left hand side K := (id−Sint◦Sext)
of (3.22) as
Kλ =
∞∑
l=1
l∑
m=−l
(
κ2intδ
(int)
l − κ2extδ(ext)l
κ2intδ
(int)
l
)
λ
(1)
lmΦlm +
(
δ
(ext)
l − δ(int)l
δ
(ext)
l
)
λ
(2)
lmΨlm
Furthermore, the right hand side L := Sint(curlEinc×ν)−Eext×ν can be expressed in the
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following way
L =
∞∑
l=1
l∑
m=−l
(
−κ2intδ(int)l c(Φ)lm + d(Ψ)lm
κ2intδ
(int)
l
)
Φlm +
(
−c(Ψ)lm + δ(int)l d(Φ)lm
)
Ψlm
since the coefficients c
(Φ)
lm , c
(Ψ)
lm , d
(Φ)
lm and d
(Ψ)
lm are constructed such that
Einc × ν =
∞∑
l=1
l∑
m=−l
c
(Φ)
lm Φlm + c
(Ψ)
lm Ψlm
curlEinc × ν =
∞∑
l=1
l∑
m=−l
d
(Φ)
lm Φlm + d
(Ψ)
lm Ψlm
on Γ. Due to the orthogonality of the vector spherical harmonics, we can solve the boundary
problem explicitly and obtain
λ
(1)
lm =
−κ2intδ(int)l c(Φ)lm + d(Ψ)lm
κ2intδ
(int)
l − κ2extδ(ext)l
and λ
(2)
lm = δ
(ext)
l
−c(Ψ)lm + δ(int)l d(Φ)lm
δ
(ext)
l − δ(int)l
.
Remark 3.23 (Exterior and interior electric fields). Let λ be the solution given in Theo-
rem 3.22. The exterior field Eext for all x ∈ Ωext reads as
Eext(x) =
∞∑
l=1
l∑
m=−l
λ
(2)
lm
h
(1)
l (κextR)
H
(1)
lm(x;κext)−
κextδ
(ext)
l λ
(1)
lm
h
(1)
l (κextR)
H
(2)
lm(x;κext).
The interior field Eint for all x ∈ Ωint renders in
Eint(x) =
∞∑
l=1
l∑
m=−l
b
(1)
lmJ
(1)
lm(x;κint) + b
(2)
lmJ
(2)
lm(x;κint)
with coefficients
b
(1)
lm =
1
jl(κintR)
(
λ
(2)
lm + c
(Ψ)
lm
)
b
(2)
lm = −
κintδ
(int)
l
jl(κintR)
(
λ
(1)
lm + c
(Φ)
lm
)
.
Remark 3.24 (Solution with symmetric incident field). Let the incident wave Einc be a
normalized x1-polarized plane wave propagating in x3-direction. Since the spherical particle
is symmetric with respect to both the x1-x3-plane and the x2-x3-plane, and the incident wave
fulfills the symmetry condition on the x1-x3-plane and the anti-symmetry condition on the
x2-x3-plane, we know by Theorem 3.15 and Theorem 3.14, respectively, that the coefficients
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(a) scattered electric ﬁeld
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(b) total electric ﬁeld
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(c) Poynting vector
Figure 3.1: Visualizations in the x-z-plane of the solution of the single particle scattering
problem with a particle of radius 250 nm and at a wavelength of 500 nm. (a)
x-component of the scattered electric field. (b) x-component of the total electric
field. (c) magnitude of the Poynting vector of the total electric field.
λ
(1)
lm and λ
(2)
lm hold
λ
(1)
l,m = −λ(1)l,−m and λ(1)l,m = 0 if m odd
λ
(2)
l,m = λ
(2)
l,−m and λ
(2)
l,m = 0 if m even.
In the following, we solve the single particle scattering problem numerically using the results
in this subsection. For the numerical realization, we truncate the series expansion of λ to
the order Lmax, i. e.
λ =
Lmax∑
l=1
l∑
m=−l
λ
(1)
lmΦlm + λ
(2)
lmΨlm
Furthermore, the integrals, which must be evaluated to determine the coefficients c
(Φ)
lm , c
(Ψ)
lm ,
d
(Φ)
lm and d
(Ψ)
lm of the incident field, are approximated by a Gauss quadrature rule with Nθ
and Nφ quadrature points for the elevation angle θ and polar angle φ, respectively.
A normalized plane wave, which is polarized in x-direction and propagates into positive z-
direction with a wavelength of 500 nm, is incident to a spherical particle with radius R =
250 nm with relative permittivity εint = (0.4226 + 2.4730i)
2.
To illustrate the solution of the single particle scattering problem, the x-component of the
scattered field, see Figure 3.1(a), and total electric field, see Figure 3.1(b), are evaluated at
the y-z-plane. Here, we can see the extinction of the incident field behind the particle and
the absorption of the electric field inside the particle. This effect is also noticeable in the
magnitude of the Poynting vector of the total electric field shown in Figure 3.1(c).
Due to the fact that the transmission conditions between the interior and exterior electric
field are weakly imposed on the surface of the particle, the truncation of the series expansion
leads to a jump in the interior and exterior field on the surface of the particle, as demonstrated
in Figure 3.2. Note that here the radius is increased to 500 nm to enhance the effect of the
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(a) Lmax = 3 (b) Lmax = 6 (c) Lmax = 12
Figure 3.2: Influence of the truncation order Lmax on the continuity between the interior and
exterior electric field for a larger particle with radius 500 nm at a wave length of
500 nm.
series order on the jump of the electric fields.
Next, we define the following error function e depending on the series order Lmax, number
of the quadrature points Nθ and Nφ from a composite Gauss quadrature rule and the size
of the particle R, which measure the jump between the interior and exterior field, by
e(Lmax, Nθ, Nφ, R) = ‖Eint × ν −Eext × ν −Einc × ν‖2Γ
+
1
ω2
‖ curlEint × ν − curlEext × ν − curlEinc × ν‖2Γ
where the electric fields are obtained by solving the single particle scattering problem via
Theorem 3.22 with the corresponding parameters. To numerically estimate the order of con-
vergence of the error with respect to each parameters, we systematically vary said parameters
and the observations are summarized:
• Case 1: Lmax, Nθ and Nφ are fixed.
Figure 3.3(a) shows the course of the error against the radius R of the particle for
fixed Lmax = 20, Nφ = 91 and various choices of number of quadrature points Nθ. On
the other hand, the resulting error against the radius, if the order Lmax is varied and
Nφ = 91 and Nθ = 361 are fixed, is depicted in Figure 3.3(b).
Thus, we observe that the error decreases quadratically as R decreases, i. e. the map-
ping e˜R := R 7→ e(Lmax, Nθ, Nφ, R) satisfies
e˜R ∈ O(R2)
for fixed Nθ, Nφ and sufficiently large Lmax.
• Case 2: Lmax, R and Nφ are fixed.
The behavior of the error for fixed Lmax = 20 and Nφ = 91 is plotted against the
number of quadrature points Nθ and various choices for the radius R in Figure 3.4(a).
It seems that the error decreases by an order of four as the number of quadrature
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(a) Lmax = 20, Nφ = 91 ﬁxed. Nθ varied.
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(b) Nθ, Nφ = 91 ﬁxed. Lmax varied.
Figure 3.3: Error plotted against the radius.
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(a) Lmax = 20, Nφ = 91 ﬁxed. R varied.
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(b) R = 250 nm, Nφ = 91 ﬁxed. Lmax varied.
Figure 3.4: Error plotted against the number of quadrature points.
points increases, i. e. the mapping e˜θ := Nθ 7→ e(Lmax, Nθ, Nφ, R) holds
e˜θ ∈ O(N -4θ ).
In contrast, if R = 250 nm, Figure 3.4(b) shows that there exists a number of quadra-
ture points depending at least on the choice of the series order Lmax from which the
error converges to a constant value:
∃Nˆ ∈ N : e˜θ ∈ O(1), ∀Nθ > Nˆ
Hence, we have a first indication that the number of quadrature points Nθ and series
order Lmax must be mutually chosen to reduce the error further on.
• Case 3: R, Nθ and Nφ are fixed.
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(a) Nθ = 361, Nφ = 91 ﬁxed. R varied.
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(b) R = 250 nm, Nφ = 91 ﬁxed. Nθ varied.
Figure 3.5: Error plotted against the series order.
Figure 3.5(a) shows the error against the series order for a fixed number of quadrature
points and for various radii of the particle. In the first part of the plot, the error
decreases exponentially if the series order increases, i. e. the mapping e˜L := Lmax 7→
e(Lmax, Nθ, Nφ, R) holds
e˜L ∈ O(C -Lmax)
for a constant C depending on the radius. But for increasing series order, Figure 3.5(a)
reveals a serious convergence problem. Namely, that there exist series orders depend-
ing on the number of quadrature points and radius from which the error increases
quadratically when the series order increases:
∃Lˆ ∈ N : e˜L ∈ O(L2max), ∀Lmax > Lˆ
Nevertheless, an increment in the number of quadrature points helps to reduces the
error and to shift the point where divergence starts, as shown Figure 3.5(b). This
confirms the assumption from Case 2 that the number of quadrature points Nθ and
the series order Lmax depend on each other and must be jointly selected.
Naturally, the question arises from what the increasing error originates if the series order
increases. In a first step, we change the type of quadrature rule from the Gauss quadrature
to a FEM-based quadrature rule where we use a triangulated surface of a sphere. The
triangulation is obtained by projecting a regular triangulated cube to a sphere. In Figure 3.6,
the error emerging from the quadrature with the triangulated sphere (triSphere) is compared
to the error with the Gauss quadrature (Gauss). We observe that with the triangulated
sphere the divergence behavior of the error reduces from quadratic to linear when the series
order is increased, i. e.
∃Lˆ ∈ N : e˜L ∈ O(Lmax), ∀Lmax > Lˆ.
This result is still unsatisfying and needs further investigation. Therefore, we return to the
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Figure 3.6: Error plotted against the series order. Comparison between the error using Gauss
quadrature (Gauss), a triangulated sphere (triSphere), a linear system of equa-
tions (LSE) or Lebedev quadrature (Lebedev).
derivation of Theorem 3.22 and in particular to the exterior and interior Steklov-Poincaré
operators in Lemma 3.17 and Lemma 3.20, respectively. Both utilize the orthogonality of
the vector spherical wave function on the surface of the spherical particle. By applying the
Gauss quadrature, the sphere is only approximated by a faceted sphere and thus the solution
formula given in Theorem 3.22 is unsuitable for higher series orders Lmax for fixed number
of quadrature points.
As a consequence, we rewrite (3.22) in Theorem 3.22 as linear system of equations for λ.
Note that the computational effort for the solution using the linear system of equations is
significantly higher. Using this approach, we observe again in Figure 3.6 (LSE) that the
error changes its behavior and converges to a constant value depending on the number of
quadrature points like in Case 2. It turns out that the geometry error and the associated
error in the orthogonality of the spherical harmonics done by the quadrature is crucial. Thus,
we replace again the composite Gauss quadrature rule by the Lebedev quadrature [56] using
[20], which is constructed to integrate polynomials on the surface of a sphere, in particular,
spherical harmonics. In Figure 3.6 (Lebedev), we approximated the occurring integrals of
Theorem 3.22 with an order of 131, which results in just 5810 quadrature points in contrast
to over 65 000 quadrature points for the Gauss quadrature, and see the accuracy of this
numerical integration.
Although a rigorous convergence analysis is not part of this thesis, the numerical estimation
gives first insights of the convergence behavior with respect to each of the parameters: radius,
series order and number of quadrature points.
3.1.3 Scattering by Multiple Spherical Particles
We extend the results of the previous section to an assembly of multiple spherical particles.
Let Ω ⊂ R3 with boundary Γ be a union of Np pairwise disjoint spherical domains with
radius r(k) > 0 and center point ξ(k) ∈ R3 denoted by Ω(k) with boundary Γ(k) for all k ∈ Ip.
A relative permittivity ε
(k)
int : Ω
(k) → C is assigned to each sub-domain as a function of space.
Furthermore, we combine the partial relative permittivities ε
(k)
int to the piecewise defined
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function εint : Ω→ C with εint|Ω(k) = ε(k)int. We denote by Eext the exterior scattered electric
field and by E
(k)
int the interior total electric field of the k-th subdomain. We assume Einc
with wave number ω solves Maxwell’s equations in free space, i. e. the complement of the
particles Ω
Np
ext = R
3 \Ω, with relative permittivity εext. Thus, we define the multiple particle
scattering problem as
curl curlEext − κ2extEext = 0 in ΩNpext,
curl curlE
(k)
int − (κ(k)int)2E(k)int = 0 in Ω(k), k ∈ Ip
E
(k)
int × ν −Eext × ν = Einc × ν on Γ(k), k ∈ Ip
curlE
(k)
int × ν − curlEext × ν = curlEinc × ν on Γ(k), k ∈ Ip
lim
‖x‖→∞
(curlEext × x− ıκext‖x‖Eext) = 0

(3.25)
with the medium wave numbers κext = ω
√
εext, κint = ω
√
εint and κ
(k)
int = ω
√
ε
(k)
int.
To mark their dependency on the radius R, we extend the notations of the exterior Steklov-
Poincaré operator Sext(f) and solution operator Lext(f) given in Definition 3.16 to Sext(f ;R)
and Lext(f ;R), respectively. Analogously, the extended notations Sint(g;κint, R) of interior
Steklov-Poincaré operator and Lint(g;κint, R) and solution operator given in Definition 3.19,
emphasize the dependency on the wave number κint inside the spherical domain with radius
R. Furthermore, we define for all k ∈ Ip the spatial translation mapping t(k) : x 7→ x− ξ(k).
Definition 3.25 (Exterior Steklov-Poincaré operator of multiple scatterers). For a function
fNp ∈ L2t (Γ), we define the exterior Steklov-Poincaré operator SNpext : L2t (Γ)→ L2t (Γ) of ΩNpext
as the Dirichlet-to-Neumann
SNpext(fNp) = curluNp × ν on Γ
where uNp is solution of the scattering problem
curl curluNp − κ2extuNp = 0 in ΩNpext
uNp × ν = fNp on Γ
lim
‖x‖→∞
(
curluNp × x− ıκext‖x‖uNp
)
= 0.
 (3.26)
Furthermore, we denote by LNpext(fNp) = uNp the solution operator of (3.26).
Lemma 3.26 (Solution of the exterior scattering problem). For a function fNp ∈ L2t (Γ), the
exterior scattering problem for multiple scatterers (3.26) resembles to the boundary equation
for f˜Np ∈ L2t (Γ)∑
k∈Ip
Lext
(
f˜Np
∣∣
Γ(k)
◦ (t(k)) -1; r(k)
)
◦ t(k)
× ν = fNp on Γ (3.27)
by shifting the solution operator Lext (Lemma 3.17) of the exterior scattering problem (3.20)
on the sphere with center ξ(k) and radius r(k) for all k ∈ Ip.
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Furthermore, if f˜Np is solution of (3.27), the exterior ﬁeld holds
LNpext(fNp) =
∑
k∈Ip
Lext
(
f˜Np
∣∣
Γ(k)
◦ (t(k)) -1; r(k)
)
◦ t(k) in ΩNpext.
Proof. Since the domains Ω(k) are pairwise disjoint, the exterior scattering problem (3.26)
is linear in uNp and invariant under translation, we can assume a superposition of the
shifted exterior solutions that are coupled via the unknown boundary data f˜Np . The partial
solutions associated with each particle are obtained by solving (3.20) outside the spherical
domain with radius r(k) with the unknown boundary data f˜Np
∣∣
Γ(k)
◦ (t(k)) -1. Afterwards,
the solution provided in Lemma 3.17 is transformed with the mapping t(k) and we obtain the
given boundary equation. Once the boundary function is found, the exterior field is given
by the superposition of the partial solutions in Ω
Np
ext.
For ease of notation, we denote by L(k)ext(fNp) the solution operator for the exterior scattering
of the k-th subdomain Ω(k), i. e.
L(k)ext(fNp) := Lext
(
f˜Np
∣∣
Γ(k)
◦ (t(k)) -1; r(k)
)
◦ t(k).
Furthermore, we define ∇×L(k)ext(fNp) := curl(L(k)ext(fNp)) outside of Ω(k).
The following mapping helps to express a given function in terms of the vectors spherical
harmonics associated with the surface of a given particle.
Definition 3.27 (Transition mapping onto Γ(j)). For a function u : Ω
Np
ext → C3, we define
the linear transition mapping T (j) onto the surface Γ(k) with T (j)(u) ∈ L2t (Γ(j)) by expressing
the vector field u in terms of the vector spherical harmonics shifted by ξ(j), i. e.
T (j)(u) =
∞∑
l=1
l∑
m=−l
v
(1)
lm(u)
(
Φlm ◦ t(j)
)
+ v
(2)
lm(u)
(
Ψlm ◦ t(j)
)
with coefficients
v
(1)
lm =
1
(r(j))2l(l + 1)
∫
S
r(j)
Φ
∗
lm ·
(
(u ◦ (t(j)) -1)× ν
)
dH2
v
(2)
lm =
1
(r(j))2l(l + 1)
∫
S
r(j)
Ψ
∗
lm ·
(
(u ◦ (t(j)) -1)× ν
)
dH2.
Lemma 3.28 (Exterior Steklov-Poincaré operator on Γ(j)). For a function fNp ∈ L2t (Γ), the
exterior Steklov-Poincaré operator SNpext restricted to the boundary Γ(j) of the j-th subdomain
holds with the transition mapping T (j)
SNpext(fNp)
∣∣
Γ(j)
=
∑
k∈Ip
(
T (j) ◦ ∇×L(k)ext
)
(fNp).
Furthermore, the restriction of the tangential trace of the exterior solution operator for mul-
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tiple scatterers on Γ(j) gets
LNpext(fNp)
∣∣
Γ(j)
× ν =
∑
k∈Ip
(
T (j) ◦ L(k)ext
)
(fNp).
Proof. We begin with the second statement. Lemma 3.26 states that the solution operator
LNpext for the multiple scattering problem is the superposition of the shifted partial solutions
L(k)ext(fNp). Restricting the tangential trace L(k)ext(fNp) × ν to the boundary Γ(j) we obtain
the representation in terms of the vector spherical harmonics centered at the center point
ξ(j) using the transition mapping T (j), i. e.
L(k)ext(fNp)× ν
∣∣
Γ(j)
= T (j)(L(k)ext(fNp)).
Since the solution operator and the transition mapping are linear, we can easily define the
mapping T (j) ◦ L(k)ext. With the same arguments and the fact that curl is invariant under
translation, i. e. curl(f ◦ t(k)) = curl(f) ◦ t(k) for any differentiable vector-valued function f ,
we get the expression for the restriction of the exterior Steklov-Poincaré operator SNpext.
Note that the evaluation of the Steklov-Poincaré operator SNpext and solution operator LNpext
using the partial solutions L(k)ext(fNp) requires the solution f˜Np of (3.27).
Definition 3.29 (Interior Steklov-Poincaré operator of Ω
Np
int ). Let g
Np ∈ L2t (Γ), then we
define the interior Steklov-Poincaré operator SNpint : L2t (Γ)→ L2t (Γ) of ΩNpint as the Neumann-
Dirichlet mapping
SNpint (gNp) = wNp × ν on Γ
where wNp is solution of the interior problem
curl curlwNp − (κNpint )2wNp = 0 in Ω,
curlwNp × ν = gNp on Γ.
}
(3.28)
Furthermore, we denote by LNpint (gNp) = wNp the solution operator of the interior problem
of multiple scatterers.
In contrast to the exterior solution, we obtain an explicit expression for the interior problem.
Lemma 3.30 (Solution of the interior problem). The interior problem (3.28) for multiple
scatterers has the solution
wNp(x) =
∑
k∈Ip
Lint
(
gNp
∣∣
Γ(k)
◦ (t(k)) -1 ;κ(k)int, r(k)) ◦ t(k) if x ∈ Ω(k)
0 otherwise
with the interior solution operator Lint (Lemma 3.20) of the sphere with center ξ(k), radius
r(k) and wave number κ
(k)
int. Furthermore, the interior Steklov-Poincaré operator SNpint is piece-
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wisely given by
SNpint (gNp)(x) =
∑
k∈Ip
{
Sint(gNp
∣∣
Γ(k)
◦ (t(k)) -1;κ(k)int, r(k)) ◦ t(k) if x ∈ Γ(k)
0 otherwise
using interior Steklov-Poincaré operator Sint (Deﬁnition 3.19) of the sphere with center ξ(k),
radius r(k) and wave number κ
(k)
int.
Proof. The subdomains Ω(k) are pairwise disjoint, thus we can construct the solution of the
whole domain Ωint by using the independent interior solution on each subdomain according
to Lemma 3.20 with radius r(k) and wave number κ
(k)
int.
For ease of notation, we denote by L(k)int(gNp) := Lint(gNp
∣∣
Γ(k)
◦ (t(k)) -1;κ(k)int, r(k)) ◦ t(k) and
S(k)int (gNp) := Sint(gNp
∣∣
Γ(k)
◦ (t(k)) -1;κ(k)int, r(k)) ◦ t(k) the interior solution and Steklov-Poincaré
operator of the k-th subdomain, respectively.
Having the exterior and interior Steklov-Poincaré operators including the respective solution
operator defined, we can state the main result of this section:
Theorem 3.31 (Solution of the scattering problem with multiple particles). The multiple
particle scattering problem (3.25) is equivalent to the boundary equation
∑
k∈Ip
(
T (j) ◦ L(k)ext − S(j)int ◦ T (j) ◦ ∇×L(k)ext
)
λNp =
S(j)int(curlEinc × ν)−Einc × ν on Γ(j) (3.29)
for all j ∈ Ip in the sense that if λNp ∈ L2t (Γ) is solution of (3.29), then Eext = LNpext(λNp)
and E
(j)
int = L(j)int(SNpext(λNp) + curlEinc × ν) are solutions of (3.25).
Proof. Analogously to the single scatterer case, we separate the multi particle scattering
problem (3.25) into an exterior problem of the form (3.26) with some unknown boundary
data λNp and an interior problem of the form (3.28) with unknown boundary data ηNp.
Solving the exterior problem using Lemma 3.26, we formally obtain the exterior electric
Eext = LNpext(λNp). According to Lemma 3.28, the tangential trace of the exterior electric
field on the boundary Γ(j) of the j-th particle yields
Eext
∣∣
Γ(j)
× ν = LNpext(λNp)
∣∣
Γ(j)
× ν =
∑
k∈Ip
(T (j) ◦ L(k)ext)(λNp)
and the exterior Steklov-Poincaré restricted to the boundary Γ(j) holds
SNpext(λNp)
∣∣
Γ(j)
= curlEext
∣∣
Γ(j)
× ν =
∑
k∈Ip
(T (j) ◦ ∇×L(k)ext)(λNp).
The interior problem is solved for the unknown function ηNp using Lemma 3.30 and we get
the interior field Eint = LNpint (ηNp) in Ω. T he tangential trace of the interior field On the
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boundary Γ(j) is just given by the interior Steklov-Poincaré operator of the j-th particle, i. e.
Eint
∣∣
Γ(j)
× ν = S(j)int(ηNp), due to its piecewise definition.
Hence, we eliminated the partial differential equations for both the exterior problem including
the radiation condition and the interior problem. Thus, only the transmission conditions,
which are coupled via the boundary functions λNp and ηNp , on each boundary Γ(j) remain.
Inserting the expressions of the exterior and interior fields, the transmission condition on
Γ(j) yields∑
k∈Ip
(T (j) ◦ L(k)ext)(λNp) = λNp
∣∣
Γ(j)
(3.30)
λNp
∣∣
Γ(j)
= S(j)int(ηNp)−Einc
∣∣
Γ(j)
× ν (3.31)
ηNp
∣∣
Γ(j)
=
∑
k∈Ip
(T (j) ◦ ∇×L(k)ext)(λNp) + curlEinc
∣∣
Γ(j)
× ν. (3.32)
Since S(j)int(ηNp) actually depends on the tangential trace of ηNp on the j-boundary only, we
may insert (3.32) into (3.31) and we obtain the boundary equation for λNp
λNp
∣∣
Γ(j)
= S(j)int
∑
k∈Ip
(T (j) ◦ ∇×L(k)ext)(λNp) + curlEinc
∣∣
Γ(j)
× ν
−Einc∣∣Γ(j) × ν.
Using the linearity the interior Steklov-Poincaré operator S(j)int and imposing (3.30), we get
the desired boundary equation for λNp .
Remark 3.32 (Change of variables). Inserting the definitions of L(k)ext and ∇×L(k)ext, which are
based on the exterior and interior solution operators of the single scattering problem given
in Subsection 3.1.2, reveal that (3.29) can be written in a way such that a function λ˜Np is
subject to solve, see Lemma 3.26. For sake of readability, we waive to specify the boundary
problem of λ˜Np .
In the following, we solve the system given in Theorem 3.31 for an assembly of two spherical
particles numerically. Therefore, the unknown function λ˜Np is expressed in terms of vector
spherical harmonics associated with each particle
λ˜Np ≈
∑
k∈Ip
Lmax∑
l=1
l∑
m=−l
α
(k)
lm
(
Φlm ◦ t(k)
)
+ β
(k)
lm
(
Ψlm ◦ t(k)
)
where the coefficients α
(k)
lm and β
(k)
lm are the subject to solve. Like for a single spherical particle,
we truncate the series expansion for the electric fields associated with each particle at an
order of Lmax. Moreover, the expression for the transition mapping T , see Definition 3.27,
is also truncated at Lmax. The boundary problem (3.29) is tested with the considered
vector spherical harmonics resulting in a linear system of equations. The involved integrals
are approximated by a Gauss quadrature rule with Nθ and Nφ quadrature points for the
elevation and polar angle.
Again, a normalized plane wave with x-polarization, propagation in positive z-direction and
46
3.1 Spectral Method
−2 −1 0 1 2
(a) scattered electric ﬁeld
−2 −1 0 1 2
(b) total electric ﬁeld
0 1 2 3
(c) Poynting vector
Figure 3.7: Various visualizations of the solution of the multiple particle scattering problem
for two particles with a radius of 250 nm at a wave length of 500 nm in the x-z-
plane. (a) x-component of the scattered electric field. (b) x-component of the
total electric field. (c) magnitude of the Poynting vector of the total electric field.
a wavelength of 500 nm is incident to the two spherical particle with a radius R = 250 nm and
relative permittivity εint = (0.4226 + 2.4730i)
2. Both particles are located in the x-y-plane
distance d of 1 µm, which corresponds to a center to center distance of 1.5 µm.
The solution of the multiple particle scattering problem is visualized in Figure 3.7. In
Figure 3.7(a) and Figure 3.7(b), the x-component of the scattered field and total electric
field, respectively, are evaluated at the y-z-plane. As for the single particle, we can see the
extinction of the incident field behind the particles and the absorption of the electric field
inside the particles. The magnitude of the Poynting vector of the total electric field, shown
in Figure 3.7(c), points out the interfering back reflection in front of the particles.
The error function of the single particle scattering is extended to multiple particles in a
natural way by evaluating the jump of the electric field on each surface of the scatterer
e(Lmax, Nθ, Nφ, R, d) =
2∑
j=1
‖E(j)int × ν −Eext × ν −Einc × ν‖2S
r(j)
+
1
ω2
‖ curlE(j)int × ν − curlEext × ν − curlEinc × ν‖2S
r(j)
.
This time, the error has the distance d between the two particles as an additional param-
eter. We plot the error against the series order Lmax for a fixed radius of 250 nm, number
of quadrature points Nθ = 361 and Nφ = 181, and various distances of the particles in
Figure 3.8(a) in comparison to Figure 3.6 (LinSys). For increasing distances the error with
the two particles system behaves similar to the single particle system (single). Due to the
similarity and since the convergence behavior of the error for a single particle is already dis-
cussed in the end of Subsection 3.1.2 for the first four parameters, we focus on the behavior
with respect to that parameter. Hence, we still fix the radius R = 250 nm and the number
of quadrature points Nθ = 361 and Nφ = 181. In Figure 3.8(b), we see the course of the
error against the distance of the particles for various series orders Lmax.
47
3 Analytical and Numerical Solution Methods
100 101
10−29
10−21
10−13
10−5
103
series order Lmax
er
ro
r
e
0 nm 500 nm single
250 nm 1000 nm
(a) Error plotted against series order for vari-
ous distances of two particles and for the sin-
gle particle system.
0 0.2 0.4 0.6 0.8 1 1.2 1.4
10−28
10−22
10−16
10−10
10−4
particle distance d / µm
er
ro
r
e
10 20 30
(b) Error plotted against the distance of the
two particles for various series orders.
Figure 3.8: Numerical evaluation of the error for two particles with a radius of 250 nm at a
wave length of 500 nm.
Here, we observe that the series order should be chosen appropriately high when the distance
goes to zero to achieve the desired accuracy. This behavior is interrelated to the complexity
of the electric field between the particles, which must be resolved by the truncated series
expansion. The convergence to the constant value results from the fixed quadrature rule.
As already mentioned, the numerical estimation gives only insights of the convergence be-
havior of the error.
3.2 Finite Element Method
The basic concept of the Finite Element Method (FEM) is the approximation of the infinite-
dimensional solution of a partial differential equation on the computation domain Ω by poly-
nomial functions that are piecewisely defined on finitely many simple geometries, so-called
finite elements. These elements can be edges, for one-dimensional applications like truss and
beam structures in structural mechanics [22], triangles or quadrilaterals for applications in
two space dimensions, e. g. acoustic scattering [25], and tetrahedra or hexahedra in three
dimension, for the electromagnetic scattering and electric potential considered in this thesis,
see Figure 3.9. Furthermore, there are curvilinear elements that are used in isogeometric
finite element analysis, e. g. [43], but we will restrict ourselves to straight tetrahedra.
3.2.1 Finite Element Method on Tetrahedra
We follow [63, Chap. 5], which refers again to the classical Finite Element analysis given in
previous editions of [24], to describe the Finite Elements Method including the corresponding
finite element spaces to approximate partial differential equations involving the function
space H1, like the electric potential equation ((2.9)), and H(curl), like the electromagnetic
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• Let u1 ∈ H(curl;T1) and u2 ∈ H(curl;T2) and deﬁne u ∈ (L2(T1 ∪ T2 ∪ Σ))3 by
u =
{
u1 on T1
u2 on T2.
Then u ∈ H(curl;T1 ∪ T2 ∪ Σ) if u1 × ν = u2 × ν on Σ, where ν is the unit normal
of Σ.
Proof. The proof to this lemma can be found in [24, Thm. 2.1.1] and [63, Lem. 5.3].
Basically, in both proofs it is shown that ∇p ∈ L2((T1 ∪ T2 ∪ Σ))3 and curlu ∈ (L2(T1 ∪
T2 ∪ Σ))3, respectively, using integration by parts after testing with smooth functions on
T1 ∪ T2 ∪ Σ.
As already mentioned, the finite element space is based on piecewise polynomial functions.
We define two types of the polynomial function spaces on R3:
Definition 3.36 (Polynomials). With a multi-index α = (α1, α2, α3) ∈ N30, we denote by
xα = xα11 x
α2
2 x
α3
3 and |α| = α1 + α2 + α2.
• A polynomial p is element in the set of polynomials of maximum total degree k denoted
by Pk, i. e. p ∈ Pk, if and only if it can be written as
p(x) =
∑
|α|≤k
aαx
α
with possibly complex-valued coefficients aα ∈ C.
• A polynomial p˜ is element in the set of homogeneous polynomials of total degree k
denoted by P˜k, i. e. p˜ ∈ P˜k, if and only if it can be written as
p˜(x) =
∑
|α|=k
bαx
α
with possibly complex-valued coefficients bα ∈ C.
Moreover, we require polynomial spaces on edges and faces of a finite element. Therefore,
we denote by Pk(e) the polynomial of maximum total degree k on an edge e, i. e.
Pk(e) = {p|e | p ∈ Pk}
and by Pk(f) the polynomial of maximum total degree k on a face f , i. e.
Pk(f) = {p|f | p ∈ Pk}.
The numerical solution of a partial differential equations with the Finite Element Method
begins with the generation of a mesh, which consists of tetrahedra in our consideration. We
will create such a mesh with the tetrahedral mesh generator TETGEN [86] or Comsol Mul-
tiphysics [26]. Although the mesh is a set of tetrahedral elements, we call it a triangulation.
50

3 Analytical and Numerical Solution Methods
Suppose Lj denotes the j-th degree of freedom in LT , then the shape functions φi are found
by solving the linear system of equations
Lj(φi) = δij ∀1 ≤ i, j ≤ N (3.34)
for the coefficients of the polynomial shape functions φi.
In general, the global finite element space on the triangulation T is constructed from the
finite element spaces associated with each element of the triangulation by identifying the
degrees of freedom of adjacent elements and assign a global degree of freedom.
3.2.2 H1-conforming Finite Elements
We start with the construction of H1-conforming finite elements that are used to solve the
electric potential problem (2.9) numerically. Therefore, we define (c. f. [63, Def. 5.46]):
Definition 3.38 (Scalar finite element space on tetrahedron). The scalar finite element is
the triple (T, PT , LT ) with a tetrahedral element T , function space PT = Pk and the degrees
of freedom LT partitioned in four groups:
• vertex-based degrees of freedom Mv(p):
Let vi for 1 ≤ i ≤ 4 be the vertices of T , then
Mv(p) = {p(vi) | 1 ≤ i ≤ 4}.
Obviously, Mv(p) contains four degrees of freedom.
• edge-based degrees of freedom Me(p):
Me(p) =
{
1
|e|
∫
e
pq ds | for all q ∈ Pk−2(e) and for all edges e of T
}
.
Here, |e| denotes the length of e. Me(p) contains |Me(p)| = 6dim(Pk−2) = (k−1)k(k+
1) degrees of freedom if k ≥ 2, otherwise Me(p) is empty.
• face-based degrees of freedom Mf (p):
Mf (p) =
{
1
|f |
∫
f
pq ds | for all q ∈ Pk−3(f) and for all faces f of T
}
.
Here, |f | denotes the area of f . Mf (p) contains |Mf (p)| = 4dim(Pk−3) = 46(k− 2)(k−
1)k degrees of freedom if k ≥ 3, otherwise Mf (p) is empty.
• cell-based degrees of freedom Mc(p):
Mc(p) =
{
1
|T |
∫
f
pq ds | for all q ∈ Pk−4
}
.
Here, |T | denotes the volume of T . Mc(p) contains |Mc(p)| = dim(Pk−4) = 16(k −
3)(k − 2)(k − 1) degrees of freedom if k ≥ 4, otherwise Mc(p) is empty.
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Thus, LT = Mv(p) ∪Me(p) ∪Mf (p) ∪Mc(p) and the total number of degrees of freedom is
dim(Pk) =
1
6(k + 3)(k + 2)(k + 1).
The shape functions related to the scalar finite element space given in Definition 3.38 and
expressed in terms of the barycentric coordinates λ1, λ2, λ3 and λ4 of a tetrahedron T are
• for linear functions P1
φVi = λi ∀1 ≤ i ≤ 4
associated with the vertices of the tetrahedron.
• for quadratic functions P2
φVi = −λi(2− 3λi) ∀1 ≤ i ≤ 4
associated with the vertices of the tetrahedron and
φEe = 6λe1λe2 ∀ edges e in T
associated with the edges of the tetrahedron where λe1 and λe2 are the barycentric
coordinate of the first and second vertex of the edge e.
Since the degrees of freedom LT are not unique, an alternative choice of LT is the Lagrange
finite element space, e. g. [105].
Definition 3.39 (Lagrange finite element space on tetrahedron). The Lagrange finite el-
ement is the triple (T, PT , LT ) with a tetrahedral element T with vertices vi, 1 ≤ i ≤ 4,
function space PT = Pk and the degrees of freedom LT that are
LT = {lj(p) = p(xj) ∀1 ≤ j ≤ |Λk|},
where xj are the points on the principal lattice [68]
Λk =
{
x ∈ R3 | x =
4∑
i=1
λivi,
4∑
i=1
λi = 1, λi ∈
{
0, 1k , . . . ,
k−1
k , 1
}}
and |Λk| denotes its cardinality.
The Lagrange finite element space given in Definition 3.39 generates the shape functions
• for linear functions P1
φVi = λi ∀1 ≤ i ≤ 4
associated with the vertices of the tetrahedron.
• for quadratic functions P2
φVi = −λi(1− 2λi) ∀1 ≤ i ≤ 4
associated with the vertices of the tetrahedron and
φEe = 4λe1λe2 ∀ edges e in T
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Figure 3.11: Shape functions related to the two choices of degrees of freedom, given in Def-
inition 3.38 and Definition 3.39, plotted against arc length of an edge. Shape
functions are marked with solid lines for k = 1 and with dashed lines for k = 2.
associated with the edges of the tetrahedron, where λe1 and λe2 are the barycentric
coordinate of the first and second vertex of the edge e.
Figure 3.11 compares the shape function of the scalar finite element space with the Lagrange
shape functions for linear and quadratic polynomials on one edge of the tetrahedron. For
k = 1 both sets of the two shape functions are identical. The three shape functions for k = 2
are very similar, but differ in the roots and maximal value.
The shape functions for higher order polynomials for both the scalar and Lagrange finite
element space are obtained by solving (3.34), but we consider only shape functions with a
polynomial order of maximal two (k ≤ 2).
Theorem 3.40 (H1-conformity). Both scalar ﬁnite element space and the Lagrange ﬁnite
element space are H1-conforming.
Proof. For the scalar finite element space see proof of [63, Lem. 5.47]. For the Lagrange
finite element we use the fact that a polynomial is uniquely determined by the values on the
principal lattice Λk, [63, Lem. 5.7] referring to [68].
At this point, we have the required tools to solve the electric potential problem on the
polyhedral domain Ω with applied potential on ΓV and grounded at ΓG (see (2.9)):
−∆u = 0 in Ω
u = 1 on ΓV
u = 0 on ΓG
∇u · ν = 0 on ΓN
To apply the Finite Element Method, the latter equation is weakly formulated using the
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extended function u0 ∈ H1(Ω) with u0 = 1 on ΓV and u0 = 0 on ΓG and we obtain
Find u− u0 ∈ H10 (Ω) s. t.∫
Ω
∇u · ∇φ dx = 0 ∀φ ∈ H10 (Ω). (3.35)
Let T be a triangulation of Ω and F be the faces on the boundary ΓV ∪ ΓG. Then, we
approximate the function space H1(Ω) by the polynomial space
Uh = {p ∈ Pk(Ω) | p|T ∈ Pk(T ) for all T ∈ T }.
Furthermore, we define the polynomial space Uh,0 approximating H
1
0 (Ω) by
Uh,0 = {p ∈ Uh | p|f = 0 for all f ∈ F}.
Thus, (3.35) reads after discretization
Find uh − u0 ∈ Uh,0 s. t.
∫
Ω
∇uh · ∇φ dx = 0 ∀φ ∈ Uh,0. (3.36)
Using the Lagrange finite element space given in Definition 3.39 together with the Nd global
degrees of freedom and related shape functions φi, 1 ≤ i ≤ Nd and the auxiliary function
u˜ ∈ Uh,0, the approximated solution uh is given by
uh(x) = u˜(x) + u0(x) =
Nd∑
i=1
u˜iφi(x) + u0(x)
with the coefficients u˜ = (u˜1, . . . , u˜Nd) ∈ RNd . For ease of notation, we assume that the
boundary function u0 ∈ Uh with the coefficient u0 = ((u0)1, . . . , (u0)Nd) ∈ RNd , otherwise
it must be projected to the polynomial space Uh. Hence, (3.36) is expressed as a solution of
the linear system of equations
Au˜ = Au0
with the so-called system matrix A ∈ RNd×Nd , which is entry-wise defined by
Aij =
∑
T∈T
∫
T
∇φi · ∇φj dx ∀1 ≤ i, j ≤ Nd.
From the implementation point of view, a global shape function φ restricted to a tetrahedron
T is retrieved by transforming a local shape function φˆ that is defined on the reference
tetrahedron Tˆ . With the mapping given in (3.33) between the reference tetrahedron Tˆ and
target tetrahedron T , the global and local shape functions are related by
φ ◦ FT = φˆ in Tˆ
and their gradients transform as
(∇φ) ◦ FT = B -TT ∇ˆφˆ in Tˆ .
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Figure 3.13: Results of the convergence study for the H1-conforming finite elements of order
k = 1 and k = 2 for (3.37). (a) shows the H1-error eh against the maximal
edge length lh. (b) shows the H
1-error eh against the total number of degrees
of freedom Nd,h.
The Dirichlet boundary ΓD is the top and bottom boundary of Ω, i. e. x3 ∈ {0, 1}. Hence,
the function Dirichlet function u0 holds then u0(x) = 1 at x3 = 3 and u0(x) = 0 at x3 = 1.
On the remaining boundary ΓN , we apply the homogeneous Neumann boundary condition.
We choose the right hand side function f as
f(x) =
25
2
π2 cos(5πx3)
and thus (3.37) has the solution
u(x) =
1
2
(1 + cos(5πx3)).
Figure 3.13(a) shows the H1-error eh over the maximal edge length lh with Lagrange finite
elements of order k = 1 and k = 2. Alternatively, the error eh is plotted over the total number
of degrees of freedom Nd,h in Figure 3.13(b). As expected, e. g. [63, Thm. 5.48], eh ∈ O(lkh)
and eh ∈ O( 3
√
Nh
−k
), respectively, which is also a general result for the H1-conforming finite
elements.
3.2.3 H(curl)-conforming Finite Elements
In this section, we construct the H(curl)-conforming finite element space according to [67],
which is also the called the Nédélec edge element of the first kind. As mentioned before, we
follow [63, Chap. 5.5].
We start by defining the subspace Sk of the homogeneous vector polynomials of order k as
Sk = {p ∈ (P˜k)3 | x · p = 0}
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and the vector polynomial space
Rk = (Pk−1)3 ⊕ Sk.
The space Rk serves as the polynomial function space of the Nédélec edge elements. On
the reference tetrahedron Tˆ with vertices v1 = 0, v2 = e1, v2 = e3 and v4 = e3, the curl-
conforming elements in [63, Def. 5.30] are defined, equivalently to the Nédélec edge elements
of the first kind [67, Def. 4], as follows:
Definition 3.41 (Curl-conforming element on reference tetrahedron). The curl-conforming
element is the triple (Tˆ , PTˆ , LTˆ ) with the reference element Tˆ , polynomial space PTˆ = Rk,
and with the degrees of freedom LTˆ given in three groups
• edge-based degrees of freedom Meˆ(uˆ) for k ≥ 1:
Meˆ(uˆ) =
{∫
eˆ
uˆ · τˆ qˆ dH1 | for all qˆ ∈ Pk−1(eˆ) and edges eˆ of Tˆ
}
where τˆ is the unit tangent of the edge eˆ. Meˆ(uˆ) contains 6k degrees of freedom.
• face-based degrees of freedom Mfˆ (uˆ) for k ≥ 2:
Mfˆ (uˆ) =
{
1
|fˆ |
∫
fˆ
uˆ · qˆ dH2 |
for all qˆ ∈ (Pk−2(fˆ))3 with qˆ · νˆ = 0 and faces fˆ of Tˆ
}
where |fˆ | is the area and νˆ is the unit normal of the face fˆ . Mfˆ (uˆ) contains 4k(k− 1)
degrees of freedom.
• cell-based degrees of freedom MTˆ (uˆ) for k ≥ 3:
MTˆ (uˆ) =
{∫
Tˆ
uˆ · qˆ dx | for all qˆ ∈ (Pk−3(Tˆ ))3
}
MTˆ (uˆ) contains
1
2k(k − 1)(k − 2) degrees of freedom.
In summary, LTˆ = Meˆ(uˆ) ∪Mfˆ (uˆ) ∪MTˆ (uˆ) and the total number of degrees of freedom is
dim(Rk) =
1
2k(k + 2)(k + 3).
To show that the curl-conforming element according to Definition 3.41 is actually H(curl)-
conforming, requires several steps. First, we define a curl-conforming transformation, which
was already used in Lemma 2.7 and can be found in [63, p. 77].
Definition 3.42 (Curl-conforming transformation). Let Tˆ a reference tetrahedron and T the
target tetrahedron related by the mapping FT : Tˆ → T . Then, the function uˆ ∈ H(curl; Tˆ )
is transformed to a function u ∈ H(curl;T ) by
u ◦ FT = (DFT ) -T uˆ. (3.38)
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Furthermore [63, Cor. 3.58],
(curlu) ◦ FT = 1
det(DFT )
DFT ĉurl uˆ.
According to [63, Lem. 5.32] or [67, Prop. 2], we can state:
Lemma 3.43 (Invariance of Rk). The polynomial space Rk is invariant under the curl-con-
forming transformation (3.38).
Using this, the curl-conforming element on a general tetrahedron T resulting from the trans-
formation FT is defined, see [63, Def. 5.33]:
Definition 3.44 (Curl-conforming element on general tetrahedron). The curl conforming
element is the triple (T, PT , LT ) with the tetrahedron T , polynomial space PT = Rk, and
with the degrees of freedom LT
• edge-based degrees of freedom Me(u):
Me(u) =
{∫
e
u · τ q dH1 | for all q ∈ Pk−1(e) and edges e of T
}
(3.39)
where τ is the unit tangent of the edge e.
• face-based degrees of freedom Mf (u):
Mf (u) =
{
1
|f |
∫
f
u · q dH2 | for all q = DFT qˆ, qˆ ∈ (Pk−2(fˆ))3
with qˆ · νˆ = 0 and faces fˆ of Tˆ
}
(3.40)
where |fˆ | is the area and νˆ is the unit normal of the face fˆ .
• cell-based degrees of freedom MT (u)
MT (u) =
{∫
T
u · q dx | for all q = 1
det(DFT )
DFT qˆ ◦ F -1T
for qˆ ∈ (Pk−3(Tˆ ))3
}
(3.41)
Thus, LT = Me(u) ∪Mf (u) ∪MT (u).
Note that, by [63, Lem. 5.34], the degrees of freedom on the reference tetrahedron given in
Definition 3.41 and on the general tetrahedron given by Definition 3.44 coincide. The next
two lemmas prepare the proof of H(curl)-conformity.
Lemma 3.45 (H(curl)-conformity). If u ∈ Rk is such that the degrees of freedom of type
(3.40) (face-based) vanish on a given face f and such that the degrees of freedom of type
(3.39) (edge-based) vanish for each edge of that face, then u× ν = 0 on that face.
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Proof. See the proof of [63, Lem. 5.35].
According to this lemma, we can impose homogeneous Dirichlet conditions of the form
E × ν = 0 on a boundary, which occur for instance at antisymmetric boundary conditions
(Theorem 2.8), in a numerical simulation, by just setting all degrees of freedom associated
with that face and the adjacent edges to zero.
Lemma 3.46 (Unisolvence). Suppose u ∈ Rk is such that all its degrees of freedom (3.39)
(edge-based), (3.40) (face-based) and (3.41) (cell-based) vanish. Then u = 0.
Proof. See the proof of [63, Lem. 5.36].
Thus, we have proved:
Theorem 3.47 (H(curl)-conforming and unisolvent). The ﬁnite element deﬁned in Deﬁni-
tion 3.44 is H(curl; Ω)-conforming and unisolvent.
Proof. See [63, Thm. 5.37] using Lemma 3.45 and Lemma 3.46.
The next step is the definition of the basis functions, which correspond to the degrees of
freedom. We restrict ourselves to a maximal order of two. The basis function for k = 1 are
known as the Nédélec element of the first kind of the lowest order [67] or as the Whitney
element [98] and are defined in barycentric coordinates λi of the elements T as
φe = λe1∇λe2 − λe2∇λe1 for all edges e of T
where e1 and e2 denote the indices of the first and second end node of the edge e. To obtain
the second order basis function, the 20 coefficients of the polynomial basis function on each
edge and face must be determined. An elegant way is the hierarchical description of the
basis function. Hierarchical means that the basis function for a given order k are subset of
the basis function of the subsequent order k+1. The construction of a hierarchical H(curl)-
conforming basis function is addressed for example via orthogonalized basis functions in
[1], scaled Legendre polynomials in [82] or Gegenbauer polynomials in [3]. Due to their
straightforward definition, we choose the hierarchical basis functions given in [7], which base
on the higher order elements of [80], for the second-order H(curl)-conforming finite elements.
Definition 3.48 (second-orderH(curl)-conforming basis functions). The two basis functions
associated with each edge of the element are defined as
ψ(1)e = λe1∇λe2 − λe2∇λe1
ψ(2)e = (λe1 − λe2) (λe1∇λe2 − λe2∇λe1)
}
e1 < e2, for all edges e of T
where e1 and e2 are the indices of the end nodes of the edge e.
The face-based degree of freedom are associated with the following two basis functions per
face:
ψ
(1)
f = (λf1∇λf2 − λf2∇λf1)λf3
ψ
(2)
f = (λf3∇λf1 − λf1∇λf3)λf2
 f1 < f2 < f3, for all faces f of T
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Ω
Ω˜
ΩPML
a1 b1
b2
a2
ΓPML
Figure 3.15: Truncation of the free space to the cuboid computational domain Ω˜ including
material inhomogeneities (Ω) and surrounded by perfectly match layer ΩPML.
lution is radiating. This condition is not suitable for the application of the Finite Element
Method, since the computational domain is unbounded. So, we truncate the computational
domain by introducing the so-called perfectly match layer (PML), originating from [14]. This
layer surrounds completely the scatterer and is intended to absorb the radiation wave with
an artificial material. Thus, the free space R3 is truncated to the computational domain Ω˜
containing the scatterers Ω, is a box given by
Ω˜ = [a1, b1]× [a2, b2]× [a3, b3]
with scalars ai < bi ∈ R for 1 ≤ i ≤ 3, see Figure 3.15.
The PML region, denoted by ΩPML, is also assumed to be bounded by a box completely
surrounding Ω˜. On the outer boundary ΓPML of the PML we impose homogeneous Dirichlet
conditions for the tangential traces of scattered electric field.
Following [63, p. 378], the perfectly matched layer is realized by the artificial tensor-valued
relative permeability µPML and the relative permittivity εPML
µPML = εPML =

d2d3
d1
d1d3
d2
d1d2
d3

based on the so-called PML functions di : R→ C for 1 ≤ i ≤ 3 associated with the Cartesian
coordinates. The PML functions di depend on the wave number ω and on the extent of the
computational domain Ω˜ in the corresponding spatial direction, and are piecewisely defined
as
di(xi) = 1 +

0 if ai ≤ xi ≤ bi
ı
ωCi(xi − ai)2 if xi < ai
ı
ωCi(xi − bi)2 if xi > bi
The additional scalar parameter Ci > 0 enables the fine tuning of the PML to reduce back
reflections resulting from the absorption of the electromagnetic wave and is heuristically
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chosen.
Now, we have the required tools available to solve an electromagnetic scattering problem with
the Finite Element Method. Applying the perfectly matched layer to the electromagnetic
scattering problem and assuming that the domain Ω is polyhedral, (2.6) is reformulated as
curl curlES − ω2εrES = −ω2(εb − εr)EI in Ω
curl curlES − ω2εbES = 0 in Ω˜ \ Ω
curlµ -1PML curlES − ω2εbεPMLES = 0 in ΩPML[
ES × ν
]
=
[
curlES × ν
]
= 0 on Γ
ES × ν = 0 on ΓPML

(3.42)
As a reminder, εb is the background permittivity, εr the relative permittivity of the inho-
mogeneities as a complex-valued function of space, EI the incident wave with wave number
ω. Furthermore, we impose the transmission conditions on the interfaces Γ between Ω,
Ω˜ and ΩPML, and the homogeneous Dirichlet condition on the outer boundary ΓPML of the
PML. We combine the computational domain Ω˜ and the PML region to the so-called hold-all
D = Ω˜ ∪ ΩPML.
The next step is the weak formulation of the truncated scattering problem (3.42). First,
combine material parameters defined on each subdomain to the tensor-valued functions
µD : D → C3×3 and εD : D → C3×3 by
µD =

1 in Ω
1 in Ω˜
µPML in ΩPML
and εD =

εr1 in Ω
εb1 in Ω˜
εbεPML in ΩPML
Furthermore, we define the test function space V including vanishing tangential traces on
∂D by
V = {ψ ∈ H(curl;D) | ψ × ν = 0 a. e. on ∂D = ΓPML}.
After testing (3.42) with ψ ∈ V and partial integration, we obtain
Find ES ∈ V s. t.∫
D
µ -1D curlES · curlψ − ω2εDES ·ψ dx = −ω2
∫
Ω
(εb − εr)EI ·ψ dx ∀ψ ∈ V
Let T be a triangulation of D and F the faces on the boundary ΓPML. Then, we approximate
V by the polynomial space
Vh = {p ∈ H(curl;D) | p
∣∣
T
∈ Rk for all T ∈ T ,p× ν
∣∣
f
= 0 for all f ∈ F}
using the curl-conforming finite elements discussed in this section. The scattered field
ES is approximated by a total number of Nd degrees of freedom with coefficients v =
(v1, . . . , vNd) ∈ CNd and the global shape functions ψi, 1 ≤ i ≤ Nd based on Definition 3.44,
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i. e.
ES(x) ≈ ES,h =
Nd∑
i=1
viψi(x).
Hence, the weak formulation can be written as the linear system of equations
(S − ω2M)v = −ω2F
with the so-called stiffness matrix S ∈ CNd×Nd that is element-wise defined as
(S)i,j =
∫
D
µ -1D curlψi · curlψj dx
and the so-called mass matrix M ∈ CNd×Nd that is element-wise defined as
(M)i,j =
∫
D
εDψi ·ψj dx.
Furthermore, the right hand side vector F ∈ CNd has the entries
(F )i =
∫
Ω
(εb − εr)EI ·ψi dx.
As mentioned for the H1-conforming element, the matrices S, M and the vector F are
assembled using transformed local shape function on the reference tetrahedron. But here,
the curl-conforming transformation given in Definition 3.42 is used.
For a particular application, we return to the single particle scattering discussed in Sub-
section 3.1.2. Like in Figure 3.1, the spherical particle with radius 250 nm and relative
permittivity εr = (0.4226 + 2.4730i)
2 is illuminated by a x1-polarized plane wave with a
wave length of 500 nm. The particle is embedded in a box Ω˜ with a side length of 2 µm and
the PML has a thickness of 500 nm. Thus, the hold-all D is a box with a side length 3 µm
and we choose the PML parameters Ci = 50 for 1 ≤ i ≤ 3. The triangulation generates a
total number of 88 678 tetrahedra, that are distributed in 17 536 tetrahedra in ΩPML, 54 647
tetrahedra in Ω˜ \Ω and 16 495 tetrahedra in Ω. With the second-order shape functions, this
result in a total number of Nd = 563 892 degree of freedom. In Figure 3.16, the solution of
the single particle problem using finite elements is visualized. First, the geometrical setting
is depicted in Figure 3.16(a), where the PML is white, the scatterer is blue and the remaining
region is green. The x1-component of the scatterer electric in Figure 3.16(b) demonstrates
the absorption of the scattered electric field by the PML. By the naked eye, the scattered
electric fields using the Finite Element Method and the scattered electric field obtained by
spectral method in Subsection 3.1.2 are quite similar close to the particle, even the magnitude
of the Poynting vector of the total electric field Figure 3.16(c).
It is worth to comment, that the visualization of the electric field requires the projection
of the second-order H(curl) shape function to the second-order Lagrange finite elements for
each component of the vector field. The projection from one space to the other is realized
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Figure 3.17: Results of the convergence study for the H(curl)-conforming finite elements of
order k = 1 and k = 2 for (3.43). (a) shows the H(curl)-error eh against the
maximal edge length lh. (b) shows theH(curl)-error eh against the total number
of degrees of freedom Nd,h.
H(1)1,0( · ; εbω) given in Definition 3.11. Thus, we consider
curl curlES − ω2εbES = 0 in Ω˜ \ Ω
curlµ -1PML curlES − ω2εbεPMLES = 0 in ΩPML[
ES × ν
]
=
[
curlES × ν
]
= 0 on Γ
ES × ν = 0 on ΓPML
curlES × ν − curlH(1)1,0( · ; εbω)× ν = 0 on Γint

(3.43)
If the radiation condition is not approximated by the PML, (3.43) has the solution ES(x) =
H(1)1,0(x; εbω) for all x ∈ Ω˜ \ Ω. So besides the approximation error caused by the finite
elements, the approximation of the radiation condition by the PML is also included in the
considered error. We refine the PML in the same way as the computational domain.
Figure 3.17(a) shows theH(curl)-error eh over the maximal edge length lh of the triangulation
with the curl-conforming finite element according to Definition 3.44 of order k = 1 and k = 2.
In Figure 3.17(b), the error eh is plotted over the total number of degrees of freedom Nd,h.
As expected, e. g. [63, Thm. 5.41], eh ∈ O(lkh) and eh ∈ O( 3
√
Nd,h
−k
), respectively.
3.3 Hybrid Finite Element Method
In Subsection 3.1.3, we already discussed the scattering of the multiple spherical particle with
homogeneous relative permittivity and we derived explicit formulas for the interior Steklov-
Poincaré operators. Now, we consider non-spherical particles and describe an approach to
link the advantage of the spectral method to express the exterior field by superposition of
the vector spherical wave functions and the advantage of the Finite Element Method to treat
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Figure 3.18: Particles and their surrounding ghost particles used by the hybrid FEM.
complex geometries with variable relative permittivity. Therefore, each particle is embedded
in a spherical domain, the so-called ghost particle, and describe its shape by a piecewise
defined relative permittivity field, see Figure 3.18. The introduction of ghost particles for
non-spherical particles can be found in [36] where the interior fields are calculated based on
scalar and vector potential theory resulting in integral equations, e. g. [47]. In contrast to
this, we describe the interior field by finite element shape functions and derive a formulation
that is suitable to be used in a gradient-based design optimization framework, see Section 4.3.
In general, all ghost particles are assumed to be non-overlapping with a positive distance.
Thus, we are in the setting of the multi particle scattering (3.25) but with inhomogeneous
relative permittivity.
Noteworthy, the concept of a hybrid formulation in the sense of coupled analytical or potential
functions and finite element shape functions is also applied also in other fields. A fundamental
introduction can be found in [104] and we mention, for instance, [35] for linear and non-linear
elastic structures, [51] in linear Timoshenko beam theory, [101] in fracture analysis and [78]
for eddy-current problems.
3.3.1 Hybrid Formulation
As indicated before, we use the Finite Element Method to handle the inhomogeneous rel-
ative permittivity and to construct the interior Steklov-Poincaré operator. For improved
readability, we repeat the governing equations but use a different way to derive the interior
Steklov-Poincaré operator, which is more suitable in a finite element framework.
We denote by Np ∈ N the number of particles and define the index set Ip = {1, . . . , Np}.
Moreover, let Ω(k) ⊂ R3 be a spherical domain with center point ξ(k) ∈ R3 and radius r(k) > 0
for all k ∈ Ip. Each particle Ω(k) is equipped with a relative permittivity ε(k) : Ω(k) → C given
by a complex-valued function of space. Furthermore, let the subdomains Ω(k) be disjoint,
i. e. Ω(k) ∩ Ω(l) = ∅ for all 1 ≤ k < l ≤ Np. The assembly of particles Ω = Ω(1) ∪ · · · ∪ Ω(Np)
is embedded in vacuum and is illuminated by an incident wave EI : R
3 → C3 with the wave
number ω > 0 that is related to the vacuum wavelength λ by ω = 2πλ . We denote by
ν(k) the outward normal unit vector of the boundary Γ(k) = ∂Ω(k) of the subdomain Ω(k).
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Thus, we state the governing equations based on the time-harmonic Maxwell’s equations for
the exterior scattering electric field Eext : R
3 \ Ω → C3 and the interior total electric field
E
(k)
int : Ω
(k) → C3 for all k ∈ Ip
curl curlEext − ω2Eext = 0 in R3 \ Ω (3.44a)
curl curlE
(k)
int − ω2ε(k)E(k)int = 0 in Ω(k), k ∈ Ip (3.44b)
E
(k)
int × ν(k) −Eext × ν(k) = EI × ν(k) on Γ(k), k ∈ Ip (3.44c)
curlE
(k)
int × ν(k) − curlEext × ν(k) = curlEI × ν(k) on Γ(k), k ∈ Ip (3.44d)
together with the radiation condition
lim
‖x‖→∞
(curlEext × x− ıω‖x‖Eext) = 0. (3.45)
Each domain Ω(k) is triangulated with N
(k)
t tetrahedral elements and N
(k)
v vertices. For ease
of notation, Ω(k) denotes the discretized domain from here. The interior electric field E
(k)
int is
approximated by N
(k)
f degrees of freedom with coefficient vector u
(k) ∈ CN(k)f and H(curl)-
conforming shape functions φ
(k)
i : Ω
(k) → C3 for all i ∈ I(k)f := {1, . . . , N (k)f }, see Section 3.2.
Thus,
E
(k)
int(x) =
∑
i∈I(k)
f
u
(k)
i φ
(k)
i (x). (3.46)
In the exterior of Ω, the electric field Eext is approximated by superposition of Np trun-
cated series of fundamental solutions of Maxwell’s equation associated with each particle,
see Section 3.1,
ψ
(k)
i (x) = ψi(x− ξ(k)) =
{
H(1)lm(x− ξ(k)) if i = m+ l − 1 + 2l2
H(2)lm(x− ξ(k)) if i = m+ 3l + 2l2
Then, the exterior field holds
Eext(x) =
∑
k∈Ip
∑
i∈I(k)a
v
(k)
i ψ
(k)
i (x). (3.47)
We collect for all k ∈ Ip the shape functions φ(k)i and ψ(k)i in the set U (k) = {φ(k)i | i ∈ I(k)f }
and V(k) = {ψ(k)i | i ∈ I(k)a }, respectively. Note that the vector spherical wave functions H(1)lm
and H(2)lm and thus the analytical basis functions ψ(k)i solve the exterior scattering problem
(3.44a) with (3.45) for all i ∈ I(k)a and k ∈ Ip by construction. We must require that ωr(k) is
neither root of ψq nor curlψq for any q ∈ I(k)a and k ∈ Ip, c. f. Definition 3.16. Otherwise,
these basis functions must be removed from the set of analytical functions V(k).
In the following, we derive the linear system of equations which has to be solved to obtain
the coefficient vectors u(k) and v(k), k ∈ Ip. Therefore, we define, on a domain D ⊂ R3 with
boundary ∂D and equipped with the relative permittivity ε(D) : D → C and for functions
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f , g ∈ H(curl;D), the bilinear forms
a(f , g;D, ε(D)) =
∫
D
curlf · curl g − ω2ε(D)f · g dx
and
b(f , g; ∂D) =
∫
∂D
f∗ · (g × ν) dH2.
By testing (3.44b) with a function φ(k) ∈ U (k) and using integration by parts we obtain∫
Ω(k)
curlE
(k)
int · curlφ(k) dx− ω2
∫
Ω(k)
E
(k)
int · φ(k) dx
−
∫
Γ(k)
(curlE
(k)
int × ν) · φ(k) dH2 = 0.
After imposing the Neumann-type interface condition (3.44d) in the latter equation, the
interior electric field and the exterior field are coupled. Here, we implicitly used the exte-
rior Steklov-Poincaré operator discussed in Subsection 3.1.2. The remaining Dirichlet-type
interface condition (3.44c) is transformed to an integral equation by testing on the surface
Γ(k) with tangential vector fields given by (ν × curlψ(k)) × ν with curlψ(k) ∈ V(k). Thus,
(3.44c) results in∫
Γ(k)
(E
(k)
int × ν) · (curlψ(k))∗ dH2 −
∫
Γ(k)
(Eext × ν) · (curlψ(k))∗ dH2
=
∫
Γ(k)
(EI × ν) · (curlψ(k))∗ dH2,
where we added the normal component of curlψ(k) that vanishes again in the product with
a tangential field.
Finally, we obtain the weak formulation of (3.44) using the bilinear forms:
Find E
(k)
int , k ∈ Ip, and Eext s. t.
a(φ(k),E
(k)
int ; Ω
(k), ε(k))− b(φ(k), curlEext; Γ(k)) = b(φ(k), curlEI ; Γ(k))
b(curlψ(k),E
(k)
int ; Γ
(k))− b(curlψ(k),Eext; Γ(k)) = b(curlψ(k),EI ; Γ(k))
∀k ∈ Ip,φ(k) ∈ U (k), ψ(k) ∈ V(k). (3.48)
By inserting the ansatzes for the interior and exterior fields (3.46) and (3.47), respectively,
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into the weak formulation (3.48), we obtain a linear system of equations of the form:
A(1) 0. . .
0 A(Np)

 C(1,1) · · · C(1,Np)... ...
C(Np,1) · · · C(Np,Np)

B(1) 0. . .
0 B(Np)

 D(1,1) · · · D(1,Np)... ...
D(Np,1) · · · D(Np,Np)



 u(1)...
u(Np)

 v(1)...
v(Np)


=

 F (1)...
F (Np)

 G(1)...
G(Np)


The block matrices A(k) ∈ CN(k)f ×N(k)f , B(k) ∈ CN(k)a ×N(k)f , C(k,l) ∈ CN(k)f ×N(l)a and D(k,l) ∈
C
N
(k)
a ×N(l)a are defined for k, l ∈ Ip as
(A(k))ij = a(φ
(k)
i ,φ
(k)
j ; Ω
(k), ε(k)) ∀i, j ∈ I(k)f
(B(k))pj = b(curlψ
(k)
p ,φ
(k)
j ; Γ
(k)) ∀p ∈ I(k)a , j ∈ I(k)f
(C(k,l))iq = −b(φ(k)i , curlψ(l)q ; Γ(k)) ∀i ∈ I(k)f , q ∈ I(l)a
(D(k,l))pq = −b(curlψ(k)p ,ψ(l)q ; Γ(k)) ∀p ∈ I(k)a , q ∈ I(l)a
and the right hand side vectors F (k) ∈ CN(k)f and G(k) ∈ CN(k)a are given by
(F (k))i = b(φ
(k)
i , curlEI ; Γ
(k)) ∀i ∈ I(k)f
(G(k))p = b(curlψ
(k)
p ,EI ; Γ
(k)) ∀p ∈ I(k)a .
We combine the corresponding blocks to the matrices A, B, C and D and vectors u, v, F
and G, respectively. The mutual independence of the interior electric fields is reflected in
the block diagonal structure of A and B. Note that the matrix A is sparse and structurally
symmetric due to the Finite Element Method, whereas the matrices B, C and D are dense.
The interaction between the particles is encoded in the matrices C and D. Consequently,
we get the linear system of equations with the system matrix Kf :
Kf
(
u
v
)
=
(
A C
B D
)(
u
v
)
=
(
F
G
)
(3.49)
We reduce (3.49) by the Schur complement [103] resulting in the linear system of equations
Kv = L with the reduced system matrix K and right hand side vector L defined as
K =D −BA -1C L = G−BA -1F . (3.50)
Comparing this with Theorem 3.31, we can relate the infinite-dimensional description of the
multiple particle scattering discussed in Subsection 3.1.3 with its fully-discretized counterpart
(3.50) by identifying
T (j) ◦ L(k)ext ←→D(j,k) and S(j)int ◦ T (j) ◦ ∇×L(k)ext ←→ B(j)(A(j)) -1C(j,k)
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in the sense that applying the left hand side to the vector spherical wave functions harmonics
and testing with the vector spherical harmonics yields equivalent expression as for the right
hand side. The expressions may differ in constant factors depending on the wavelength and
radius of the ghost particles. For the right hand side in Theorem 3.31 and L, we find similar
relations.
We call the linear system of equations with system matrix K and right hand side vector L
the hybrid Finite Element Method.
3.3.2 Parametrization via Rigid Body Transformations
Focusing on (3.50), the reduced linear system of equation for the VSWF coefficients v requires
in A -1C and A -1F the solution of the finite elements system for multiple right hand sides.
The number of particles and, in particular, the finite element degrees of freedom per particle
lead to high demand on computational resources. In this section, we give a strategy to reduce
that computational costs by efficiently exploiting the structure of the VSWFs. Finally, the
matrices and vectors in (3.50) are expressed in terms of matrices and vectors that depend
either on the relative permittivity, on the position or on the orientation of the individual
particles.
Therefore, we assume that each particle is result of a rigid body transformation, i. e. rotation
and translation, of a reference domain Ωˆ(k) centered at the origin with boundary Γˆ(k). Since
Ω(k) is polyhedral after discretization, the reference domain is then also polyhedral and
triangulated. We assign the orientations Θ = (Θ(1), . . . ,Θ(Np)) parametrized by rotation
matrices Θ(k) ∈ SO(3) for all k ∈ Ip and the spatial positions ξ = (ξ(1), . . . , ξ(Np)) ∈ R3×Np
to each particle Ω(k). Then, a rigid body transformation T (k) based on the translation vector
ξ(k) and the rotation Θ(k) ∈ SO(3) is defined as
T (k) : Ωˆ(k) → Ω(k), xˆ 7→ Θ(k)xˆ+ ξ(k).
Hence, we get the subdomain Ω(k) by
Ω(k) = T (k)(Ωˆ(k)) = {Θ(k)xˆ+ ξ(k) | xˆ ∈ Ωˆ(k)}.
Moreover, the relative permittivity ε(k) is consistently related to the reference relative per-
mittivity εˆ(k) : Ωˆ(k) → C via ε(k) ◦ T (k) = εˆ(k) for all xˆ ∈ Ωˆ(k) and k ∈ Ip. Figure 3.19 depicts
an assembly of particles, which are identical in shape and material properties, and thus they
are transformed from the same reference domain Ωˆ.
At this point, the block matrices and vectors involved in the solution of the exterior electric
field (3.50) have the following explicit dependency on reference domain Ωˆ(k) and its boundary
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Ωˆ
Ω(1)
Ω(2)
Ω(3)T (1)
T (2)
T (3)
Figure 3.19: Transformation of a common reference domain Ωˆ to individual particles Ω(k) by
rigid body transformation T (k) to form an assembly of three particles.
Γˆ(k), the reference relative permittivity εˆ(k), the position ξ(k) and the orientation Θ(k):
A(k) ←→ A(k)(Ωˆ(k), εˆ(k)) ∀k ∈ Ip,
B(k) ←→ B(k)(Γˆ(k),Θ(k)) ∀k ∈ Ip,
C(k,l) ←→ C(k,l)(Γˆ(k), ξ(k), ξ(l),Θ(k)) ∀k, l ∈ Ip,
D(k,l) ←→D(k,l)(Γˆ(k), ξ(k), ξ(l),Θ(k)) ∀k, l ∈ Ip,
F (k) ←→ F (k)(Γˆ(k), ξ(k),Θ(k)) ∀k ∈ Ip,
G(k) ←→ G(k)(Γˆ(k), ξ(k),Θ(k)) ∀k ∈ Ip.
We see that only the block matrixA(k) depends on the relative permittivity of the particle and
the orientation Θ(k) of a particle enters only the corresponding block entries. Furthermore,
the matrices C(k,l) and D(k,l) reveal the coupling of the VSWF coefficients via the spatial
positions ξ(k) and ξ(l) of two particles.
In the following, we further discuss each of the block matrices and vectors above. For an
efficient assembly of the system matrix K and right hand side vector L, these matrices and
vectors are separated into matrices and vectors depending either on the spatial positions,
on the rotations or the finite element discretization including the relative permittivity. Note
that this separation is not exact due to geometrical and truncation errors. This will be
further discussed in the next section.
At first glance, it is not apparent that the matrix A(k)(Ωˆ(k), εˆ(k)) is independent on transla-
tions and rotations. Using the H(curl)-conforming transformation, given in Definition 3.42,
of the finite element shape functions φˆ
(k)
i associated with the reference domain, we get the
shape function φ
(k)
i by
φ(k) ◦ T (k) = Θ(k)φˆ(k) and curlφ(k) ◦ T (k) = Θ(k) ĉurl φˆ(k).
Here, we used that detΘ(k) = 1 and Θ(k)(Θ(k))T = 1, since Θ(k) ∈ SO(3). Then, we see
with integration by substitution that the block matrices A(k) are independent of the rigid
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body transformations:
(A(k))ij =
∫
Ω(k)
curlφ
(k)
i · curlφ(k)j dx− ω2
∫
Ω(k)
ε(k)φ
(k)
i · φ(k)j dx
=
∫
Ωˆ(k)
curlφ
(k)
i ◦ T (k) · curlφ(k)j ◦ T (k) dxˆ
− ω2
∫
Ωˆ(k)
ε(k) ◦ T (k)φ(k)i ◦ T (k) · φ(k)j ◦ T (k) dxˆ
=
∫
Ωˆ(k)
ĉurl φˆ
(k)
i · ĉurl φˆ(k)j dxˆ− ω2
∫
Ωˆ(k)
εˆ(k)φˆ
(k)
i · φˆ(k)j dxˆ
= a(φˆ
(k)
i , φˆ
(k)
j ; Ωˆ
(k), εˆ(k)).
Advantageously, the block matrices A(k) can be computed for different relative permittivities
before the actual translations and rotations are chosen. Furthermore, if the domains Ω(k) are
transformed from a common reference domain Ωˆ with different rigid body transformations
T (k) like in Figure 3.19, then the block matrices A(k) are identical and must be computed
only once.
Next, we approximate the block matrices B(k)(Γˆ(k),Θ(k)) by a rectangular matrix denoted
by Bˆ(k)(Γˆ(k)) ∈ CN(k)f ×N(k)a and a square matrix denoted by R(k)(Θ(k)) ∈ CN(k)a ×N(k)a . The
matrix Bˆ(k)(Γˆ(k)) has the entries
(Bˆ(k))jp = b(φˆ
(k)
j , curlψq; Γˆ
(k)) ∀j ∈ I(k)f , q ∈ I(k)a
with the finite element shape function on the reference domain and VSWFs ψq, q ∈ I(k)a ,
centered at the origin. Note that Bˆ(k) is independent on the orientation of the k-th particle.
In contrast, the matrix R(k)(Θ(k)) is decoupled from the finite element mesh and depends
on the orientation Θ(k). Let Sr(k) be a sphere with radius r
(k) centered at the origin, then
the p-th column of the matrix R(k) is obtained by solving the projection problem
R
(k)
· ,p = argmin
r∈CN(k)a
∥∥∥ ∑
q∈I(k)a
(r)q curlψq × ν − (Θ(k))T curlψp(Θ(k)x)× ν
∥∥∥2
S
r(k)
(3.51)
with the outer normal unit vector ν of Sr(k) . In general, the matrix R
(k) can be written as
the solution of a linear system of equations for p ∈ I(k)a and all q′ ∈ I(k)a∑
q∈I(k)a
b(ψq′ , curlψq;Sr(k))R
(k,l)
q,p = b(ψq′ , (Θ
(k))T curlψp ◦ (xˆ 7→ Θ(k)xˆ);Sr(k)).
Here, we utilized the properties of the VSWF on the surface of a sphere to get an expression
with the bilinear form.
Note that a rotation matrix Θ can be parametrized by the three so-called Euler angles α, β
and γ such that
Θ = Θz(γ)Θx(β)Θz(α)
with the rotation around the z-axis, denoted byΘz, and rotations around the x-axis, denoted
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by Θx. Furthermore, a rotation around the x-axis by β is also achieved by using a rotation
by an angle of π2 around the y-axis, denoted by Θy together with a rotation round the z-axis
by β such that
Θx(β) = Θy(
π
2 )
T
Θz(β)Θy(
π
2 ).
Thus,
Θ = Θz(γ)Θy(
π
2 )
T
Θz(β)Θy(
π
2 )Θz(α).
By sequentially projecting the basis functions on a rotated coordinate frame using (3.51),
we obtain the R(k) in terms of the Euler angles α(k), β(k) and γ(k) of the k-th particle by
R(k) = Rz(α
(k))Ry(
π
2 )Rz(β
(k))Ry(
π
2 )
HRz(γ
(k))
where Rz = δ 7→ R(k)(Θz(δ)) and Ry = δ 7→ R(k)(Θy(δ)). We shall later see that rotation
around the z-axis results in a diagonal matrix R
(k)
z . Due to the structure of the VSWF, the
entry (Ry)pq resulting from a rotation around the y-axis is only nonzero if p and q correspond
to the same type of VSWF, i. e. H(1)lm or H(2)lm, and to the same order l. According to [25,
Proof of Thm. 2.9], this is attributed to the fact that an orthogonal matrix transforms a
homogeneous harmonic polynomial of order l, here the associated Legendre polynomial, into a
linear combination of again homogeneous harmonic polynomials of order l. Consequently, the
projection onto a rotated coordinate frame is exact assuming exact integration. Furthermore,
R(k) is actually independent on the choice of r(k), which can be proven by inserting the
definition of the VSWFs into (3.51) and straight-forward calculus.
Returning to the definition of the matrix B(k), we use the transformation of the shape
functions φˆ
(k)
i and get on the reference boundary Γˆ
(k)
(B(k))pj = b(curlψ
(k)
p ,φ
(k)
j ; Γ
(k))
= b((Θ(k))T curlψp ◦ (xˆ 7→ Θ(k)xˆ),φ(k)j ; Γˆ(k)).
Swapping the arguments leads to
(B(k))pj = −b(φˆ(k)j , (Θ(k))T curlψp ◦ (x 7→ Θ(k)x); Γˆ(k))∗. (3.52)
With the matrix R(k), we express the VSWF in the rotated coordinate frame in terms of the
VSWF in the reference coordinate frame and get
(Θ(k))T curlψp ◦ (x 7→ Θ(k)x)× νˆ ≈
∑
q∈I(k)a
(R(k))qp curlψq(xˆ)× νˆ (3.53)
where νˆ is the outer normal vector of Γˆ(k). Here, we accept a geometrical error depending
on the approximation of the polyhedral surface Γˆ(k) by the sphere Sr(k) . Inserting (3.53) into
(3.52), the block matrix B(k) is approximated by the product of Bˆ(k) and R(k) such that
B(k)(Γˆ(k),Θ(k)) ≈ −
(
Bˆ(k)(Γˆ(k))R(k)(Θ(k))
)H
. (3.54)
Note that the accuracy of the approximation depends on the error of the quadrature rule
74
3.3 Hybrid Finite Element Method
used for the minimization problem (3.51), see the numerical example of the single particle
scattering in Subsection 3.1.2, and the geometrical error of the finite element boundary. But
we benefit tremendously from the separation of the finite element mesh and the rotations of
the particles at this point.
The block matrix C(k,l) is approximated in a way such that the finite element mesh, the
orientation and the position of the k-th particle together with the position of the l-th particle
are separated. First of all, we define for all q ∈ I(k)a the function curlψ(k,l)q = x 7→ curlψq(x−
(ξ(l) − ξ(k))) and introduce the rectangular matrix T (k,l)(ξ(k) − ξ(l)) ∈ CN(k)a ×N(l)a . The q-th
column of T (k,l) is solution of the minimization problem
T
(k,l)
· ,q := argmin
t∈CI(k)a
∥∥∥ ∑
r∈I(k)a
(t)r curlψp × ν − curlψ(k,l)q × ν
∥∥∥2
S
r(k)
.
That means that we try to express the shifted VSWFs ψ(k.l) by a linear combination of
VSWFs centered at the origin with coefficients t, which is a common problem in methods
based on the VSWFs. In [37], the translation of the VSWFs is performed by a series expan-
sion, which has to be truncated for numerical application. From the implementation point
of view, the formulation as a minimization problem describes the translation as a projection
on the already finite dimensional space in a straight-forward manner and results in a linear
system of equations for q ∈ I(l)a∑
r∈I(k)a
b(ψr′ , curlψr;Sr(k))T
(k,l)
r,q = b(ψr′ , curlψ
(k,l)
q ;Sr(k)) ∀r′ ∈ I(k)a .
Similarly to the matrix R(k), we utilize again the properties of the VSWFs on the surface of
a sphere to get the bilinear form.
By using the matrix T (k,l), the analytical shape function shifted by the vector ξ(l) − ξ(k) are
expressed in terms of the shape function located at the origin, thus we approximate
(C(k,l))iq ≈ −
∑
r∈I(k)a
T (k,l)r,q b(φ
(k)
i , curlψr,Γ
(k)).
Here, we again accept the geometric error between the boundary Γ(k) and the sphere Sr(k) .
In a second step, we use the matrices Bˆ(k) and R(k) to apply the transformation to the
reference domain and obtain
C(k,l)(Γˆ(k), ξ(k), ξ(l),Θ(k)) ≈ −Bˆ(k)(Γˆ(k))R(k)(Θ(k))T (k,l)(ξ(l) − ξ(k)). (3.55)
The accuracy of the approximation depends on the approximation error of Sr(k) by the
geometrical approximation and the truncation error of analytical series expansion. One may
increase the accuracy by projecting the rotated basis function to a larger space, i. e. using
a rectangular matrix T (k) ∈ CN˜(k)a ×N(k)a with N˜ (k)a > N (k)a . Of course, the matrices R(k) and
Bˆ(k) must be appropriately extended.
So far, we derived an approximated version of BA -1C using the approximations (3.54) and
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(3.55)
B(k)(A(k)) -1C(k,l) ≈ (R(k))H(Bˆ(k))H(A(k)) -1Bˆ(k)T (k,l). (3.56)
We observe that only the matrix N (k)(εˆ(k)) := (Bˆ(k))H(A(k)) -1Bˆ(k) ∈ CN(k)a ×N(k)a depends
on the finite element discretization and the relative permittivity of the k-th particle by
construction. Thus, the block matrices N (k) can be prepared before the actual design of the
particulate assembly, i. e. positions and orientations of the individual particles, is specified.
To complement the assembling process of the system matrix K, the block matrix D(k,l) is
approximated by a matrix Dˆ(k,l) ∈ CN(k)a ×N(l)a , which only depends on the positions of the
k-th and l-th particle,
(Dˆ(k,l))pq = −b(curlψp,ψq ◦ (x 7→ x− (ξ(l) − ξ(k)));Sr(k)) ∀p ∈ I(k)a , q ∈ I(l)a .
Thus,
D(k,l)(Γˆ(k), ξ(k), ξ(l),Θ(k)) ≈ Dˆ(k,l)(ξ(l) − ξ(k)).
Similar to the matrix Cˆ(k,l), we define the vector Fˆ (k)(ξ(k)) ∈ CN(k)a as the projection of the
curl of the incident field curlEI on the sphere Sr(k) in terms of the VSWFs
Fˆ (k) = argmin
f∈CI(k)a
∥∥∥ ∑
r∈I(k)a
(f)r curlψr × ν −
(
curlEI ◦ (x 7→ x+ ξ(k))
)
× ν
∥∥∥2
S
r(k)
.
The entries of Fˆ can be computed via the system of equations∑
r∈I(k)a
b(ψr′ , curlψr;Sr(k))Fˆ
(k)
r = b(ψr′ , curlEI ◦ (x 7→ x+ ξ(k));Sr(k)) ∀r′ ∈ I(k)a .
With this and the transformation to the reference domain, we get the approximation
F (k)(Γˆ(k), ξ(k),Θ(k)) ≈ Bˆ(k)(Γˆ(k))R(k)(Θ(k))Fˆ (k)(ξ(k)).
Beside the geometric error, we introduce here a truncation error due to the finite-dimensional
projection.
Also, the right hand side vector G(k) is approximated by the vector Gˆ(k)(ξ(k)) ∈ CN(k)a
depending on the incident field EI shifted by the spatial position ξ
(k)
Gˆ(k)(ξ(k))p = b(curlψp,EI ◦ (x 7→ x+ ξ(k));Sr(k)) ∀p ∈ I(k)a ,
and we obtain
G(k)(Γˆ(k), ξ(k),Θ(k)) ≈ Gˆ(k)(ξ(k))
where we meet with the geometric and truncation error as Fˆ .
The condition that ωr(k) is neither a root of ψq or curlψq for any q ∈ I(k)a and k ∈ Ip leads
to unique solution of the linear systems of equations for R, T and Fˆ .
To conclude, the system matrix K is approximated by matrices depending either on the
positions ξ = (ξ(1), . . . , ξ(Np)), on the orientation Θ = (Θ(1), . . . ,Θ(Np)) or on the relative
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permittivities ε = (ε(1), . . . , ε(Np)) of the particles
K(ξ,Θ, ε) ≈ Kˆ(ξ,Θ, ε) := Dˆ(ξ)−R(Θ)HNˆ(ε)R(Θ)T (ξ), (3.57)
where Dˆ and T are composed like D, and R and Nˆ are diagonal block matrices like B.
Analogously, the right hand side vector L is approximated by
L(ξ,Θ, ε) ≈ Lˆ(ξ,Θ, ε) := Gˆ(ξ)−R(Θ)HNˆ(ε)R(Θ)Fˆ (ξ).
Now, we restrict ourselves to assemblies of particles, which are placed in the x1-x2-plane, the
so-called particle monolayer. Hence, the x3-component of the particle positions is set to zero,
i. e. (ξ(k))3 = 0, and we define the planar spatial position Υ
(k) = ((ξ(k))1, (ξ
(k))2) for the
k-th particle. Then, we can exactly separate the matrices Dˆ(k,l) and T (k,l) into products of
matrices depending either on the polar angle or the length of the vector Υ(l)−Υ(k), i. e. the
distance of two particles. We define for all k ∈ I(k)a the diagonal matrixM (k)(a) ∈ CN
(k)
a ×N(k)a
depending on a scalar a ∈ R by
(M (k))pp = exp(ım
(k)
p a) ∀p ∈ I(k)a . (3.58)
where the index vector m(k) ∈ ZN(k)a has the entries
m(k)p =
L(k)∑
l=1
l∑
m=−l

m if p = m+ l − 1 + 2l2 ∨
p = m+ 3l + 2l2
0 otherwise.
Furthermore, we introduce the matrix Dˆ
(k,l)
ρ (b) ∈ CN
(k)
a ×N(l)a depending on a scalar ρ ∈ R,
which is element-wisely defined by(
Dˆ(k,l)ρ (b))
)
pq
= b(ψp, curlψq ◦ (x 7→ x− be1), Sr(k)) ∀p ∈ I(k)a , q ∈ I(l)a
with the standard basis vector e1 = (1, 0, 0)
T . Using these two matrices and set s =
Υ
(l) −Υ(k), we separate Dˆ(k,l) into
Dˆ(k,l)(ξ(l) − ξ(k)) =M (k)(arg(s))HDˆ(k,l)ρ (‖s‖)M (l)(arg(s)) =: Dˆ(k,l) (s),
where arg(s) returns the polar angle of the vector s. Moreover, we use the symbol Dˆ
(k,l)

as
a synonym to emphasize the planar geometrical setting. The same procedure is applied to
T (k,l) with appropriate T
(k,l)
ρ .
Since the matrix Dˆ
(k,l)
ρ depends only on a single scalar variable, we consider its one-dimen-
sional interpolation matrix on a grid of bilateral distance ‖s‖ of two particles. Therefore,
we denote by ΠDˆ
(k,l)
ρ a one-dimensional piecewise cubic Hermite interpolation [32] of Dˆ
(k,l)
ρ
based on Ng grid points ρ1, . . . , ρNg > 0 and values Dˆ
(k,l)
ρ (ρ1), . . . , Dˆ
(k,l)
ρ (ρNg) such that
ΠDˆ(k,l)ρ (ρg) = Dˆ
(k,l)
ρ (ρg) ∀1 ≤ g ≤ Ng.
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Table 3.1: Estimation of computational complexity to assemble the system matrices K and
Kˆ of the hybrid FEM and the two-stage hybrid FEM, respectively.
VSWF FEM FLOP task oﬄine online
h
y
b
ri
d
F
E
M
p2a2 assemble D •
pfa assemble B •
p2fa assemble C •
pf assemble A •
pf3 factorize A •
p2f2a compute A -1C •
p2fa compute BA -1C •
tw
o-
st
ag
e
h
y
b
ri
d
F
E
M
ga2 assemble Dρ, Tρ •
ga2 generate ΠDρ, ΠTρ •
tfa assemble Bˆ •
tf assemble A •
tf3 factorize A •
tf2a compute A -1Bˆ •
tfa2 compute Nˆ •
a2 assemble Ry(
π
2 ) •
da2 evaluate ΠDρ, ΠTρ •
p2a2 compute Dˆ, T •
pa3 compute R, RHNˆR •
p2a3 compute RHNˆRT •
Up to this point the actual spatial positions and orientations of each particle in a particle
assembly do not play a role. Furthermore, only the unique shapes occuring in the particle as-
sembly are used in the oﬄine phase, since particle of the same shape share the corresponding
material matrix.
With defined spatial positions, orientations and shape of each particle, we enter the online
phase. By evaluating the Hermite interpolation at the radial distance between two particles,
we obtain Tρ(ρ) and Dˆρ(ρ). With the matrix M(φ) depending on the polar angle between
two particles, we compute the matrices T and Dˆ. Using the material database, we request
the matrices Nˆ for each particle and we take the orientation into account with the matrix
R(Θ). The incident wave enters the vectors Fˆ and Gˆ, and we finally obtain the system
matrix Kˆ and right hand side vector Lˆ.
For a direct comparison of the two methods, namely the hybrid FEM and the two-stage
hybrid FEM, we estimate the computational complexity of the assembling process of the
system matrices K and Kˆ of the respective method. For simplicity, we consider p ghost
particles with the same radius r. Furthermore, the interior field and the exterior electric
field of each ghost particle are expressed by f finite element degrees of freedom and a vector
spherical wave functions (VSWF). We assume that the relative permittivity of each particle
is related to one of t particles types by rigid body transformation and the spatial positions
can be reduced to d ≤ p(p+1)2 distances. Moreover, we generate the Hermite interpolation
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using g grid points.
Table 3.1 lists the computational complexities for different tasks for both numerical schemes.
The first column VSWF shows the numerical cost of tasks, which involve the evaluation of
VSWFs. We include these tasks separately in this table, since the numerical evaluation of
the VSWF is significantly expensive. In column FEM, the computational complexity for
tasks related to the pure finite element analysis are listed. Last, the complexities of tasks,
which mainly involve linear algebra operations, are collected in column FLOP.
Starting with the hybrid FEM, the assembly of the matrices D, B and C requires the
evaluation of the VSWF for each nonzero entry of the respective matrix, which results in
the complexities O(p2a2), O(pfa) and O(p2fa). Keep in mind that the matrix B is a block
diagonal matrix and thus the assembly is linear with respect to the number of particles.
Exploiting again the block diagonal structure of the matrix A, the finite element matrices
associated with each particle are assembled and factorized separately. We finish the assembly
of K by formally multiplying the matrices B, A -1 and C.
In contrast, the two-stage hybrid FEM requires more intermediate steps to obtain the system
matrix Kˆ. But most tasks can be treated within the oﬄine stage of the algorithm. First, we
generate the Hermite interpolations ΠDˆρ and ΠTρ whereby the assembly of the matrices Dˆρ
and Tρ for each grid point of the interpolation requires O(ga
2) tasks involving the VSWFs.
The generation of the interpolation functions itself demands O(ga2) arithmetic operations.
Compared to the hybrid FEM, the assembly of Bˆ, A, factorization ofA and the computation
of the matrix Nˆ must be performed for each particle type only. Furthermore, the complexity
of each of these tasks is linear with respect to the number of particle types due to the block
diagonal structure of Bˆ and A. The oﬄine stage is closed by the assembly of the matrix
Ry(
π
2 ), which realizes the rotation by
π
2 round the y-axis and is performed only once for all
particles types.
During the online stage, the interpolation function ΠDˆρ and ΠTρ are evaluated at the unique
distances of the particle and the matrices Dˆ and T are computed by taking the polar angle
between two particles into account. The matrix R has block diagonal structure like Nˆ
resulting in a linear complexity with respect to the number of particles (O(pa3)). After
multiplication with T , we obtain the system matrix Kˆ of the two-stage hybrid FEM. We
see that if the number of particles types is small, the two-stage hybrid FEM is very efficient,
and the number of particles never occurs in combination with the number of finite element
degrees of freedom.
To demonstrate the performance of the two-stage hybrid FEM in comparison to the hybrid
FEM discussed in Section 3.3 for a particular example, we consider an assembly of three
particles, see Figure 3.21(a). Two of them (white and red) have the same shape and ma-
terial distribution, but are differently orientated. Thus, we are able to identify a common
reference domain from which the two-stage FEM benefits. The third particle represents
(green) a complex shaped particle, in particular, non-convex, which can be treated by both
the hybrid FEM and the two-stage FEM. Moreover, the ghost particle and its finite element
discretization are indicated in Figure 3.21(a).
The assembly is illuminated by a x-polarized plane wave propagating in positive z-direction
with wave length λ. We will define the geometric setting in terms of the wave length. Thus,
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Figure 3.23: Comparison of the numerical cost of the hybrid FEM (lower) and the two-stage
hybrid FEM (upper) for various series order. The colors visualize the proportion
of the total execution time to generate required matrices used in the respective
methods. Furthermore, the proportions of the oﬄine and online phase of the
two-stage hybrid FEM are marked when variable orientations and fixed position
are considered.
polyhedral ghost particles. Despite of this possibly rough geometric approximation, the
triangulation of the ghost particles is chosen such that the number of elements lies between
60 000 and 120 000. See in Figure 3.22(c) some examples of spherical approximations where
the black lines show the edges of the resulting polyhedron and the light gray lines show the
finite element discretization. We plot in Figure 3.22(d) the relative error against the fraction
between the volume of the polyhedral ghost particle and the volume of the sphere Sr. Here,
we see that the relative error decreases rapidly with increasing geometric accuracy.
To complement this section, we compare the execution times of the hybrid FEM and the
two-stage hybrid FEM for different series orders, see Figure 3.23. The total execution time
sums up from computation times to generate the required matrices in intermediate steps
and their proportion is visualized by the colored bars. Here, the generation of the matrix D
seems to be a bottleneck in the hybrid FEM, which is avoided by the two-stage hybrid FEM
using the decomposition into the relative distance and polar angle of two particles. Note that
the Hermite interpolation is not necessary here, since there are only three unique distances
0, λ and 2λ between two particles. As expected, the computation time of the matrix Bˆ, the
assembly of A and the factorization of A in the two-stage hybrid FEM is 23 compared to the
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computation time of B, the assembly of A and the factorization of A in the hybrid FEM.
To obtain the matrix Nˆ and A-1C, the factorization of A must be applied to the matrix
Bˆ and C, respectively. Since the number of columns of Bˆ is independent of the number of
particles in contrast to C, the two-stage hybrid FEM proves its performance. In a last step
of the two-stage hybrid FEM, the orientations of the particles are taken into account.
Assuming a study of various orientations of these three particles, the matrices computed so
far are part of the oﬄine phase of two-stage hybrid FEM and only the rotation matrices R
must be computed for each instance, i. e. orientation of interest, in the online phase. Using
the hybrid FEM instead, we would have to compute all matrices again, which is unreasonable
for an iterative optimization process or parameter study. In the context of optimization, the
capabilities of the two-stage hybrid FEM are demonstrated in Section 4.3.
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In the following chapter, we discuss the design optimization of photonic nanostructure. In
this context, design means the distribution of matter with different material-specific prop-
erties, the overall shape of an object and the arrangement of objects to each other. The
photonic nanostructures are illuminated by a light source in the visible wave length range
and a given electrostatic potential is applied. Hence, the design of these nanostructures,
which are assumed to be either transparent and conductive thin films or particle monolay-
ers, is optimized with respect to the optical and electrical properties described in Chapter 2.
Furthermore, we use the numerical solution schemes discussed in Chapter 3 to solve the
respective partial differential equations.
The first section of this chapter is concerned with the optimization of the design of a thin
metal film by distributing material, which is characterized by its relative permittivity and
electric conductivity, inside a design region. Here, the objective functional takes both trans-
mission and electric conductivity into account. We denote this type of optimization by the
term material optimization. In addition, the materials are selected from a catalog containing
finitely many admissible materials. Further applications of material optimization problems
can be found in inverse problems [25; 63] or the design of nanoparticles [8].
From the mathematical point of view, the conduction of the electric potential is equivalent
to the conduction of heat and we mention [34] as an example for a material optimization
problem in this field. In the context of electromagnetic fields, we refer to [29] as an example
for the design of metamaterials where the optimal material distribution is computed with
a variant of the so-called SIMP approach [12]. Although the SIMP approach is originally
developed for structural optimization problem, some concepts are utilized in this thesis.
In this thesis, the considered multi-objective material optimization problem is solved using
Sequential Global Programming (SGP) [84]. The section is closed with a numerical example
where a transparent conductive thin film is designed by material optimization.
In the second section, we formulate the multi-objective optimization of a transparent con-
ductive thin film as a shape optimization problem. Shape optimization denotes the kind of
optimizations where the objective function is minimized or maximized using sensitivities of
the objective function with respect to the shape of a given object. In contrast to the material
optimization, the topology of the object is maintained during the optimization. The concept
of shape optimization is discussed in several text books, e. g. [28; 39; 73; 90]. Usually, the
sensitivity of the objective function with respect to the shape, the so-called shape sensitiv-
ity, is represented either by a function restricted to the boundary of the object, the so-called
boundary representation, or a function distributed over the whole computational domain,
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the so-called domain representation. In this thesis, the shape is iteratively deformed using
a gradient-based descent algorithm where the descent direction is provided by the domain
representation of shape sensitivities. A discussion regarding the advantage and disadvantage
of the two sensitivity representations within a discretized setting can be found in [42]. In an
alternative formulation, we note that the shape of the object can be described by the level
set of a higher dimensional function [70]. Then, a further partial differential equation, the
Hamilton-Jacobi equation, has to be solved to modify the shape, see e. g. [6; 81].
The shape sensitivity of the electric conductivity is computed with aid of the shape optimiza-
tion textbooks given before. Shape optimization problems in context of electromagnetism
and the respective sensitivity are given, for example, in [5; 41; 53; 85]. Nevertheless, the
sensitivities are explicitly derived for sake of comprehensiveness. Before we complete the
second section with a numerical example, the equivalence of the domain representation of
the shape sensitivity in a discretized setting and the sensitivity of objective function with
respect to the position of the nodes of triangulation is proven.
The last section considers the haze factor as objective functional. We consider a finite num-
ber of particles placed in one layer, the so-called particle monolayer. Since the computation
of the haze factor requires the evaluation of the electromagnetic field on a large hemisphere,
a pure finite element scheme would lead to a unmanageable number of unknowns [21]. Thus,
we rely on the two-stage hybrid FEM, which was in Section 3.3, to calculate the electromag-
netic fields. The numerical simulation of the haze factor is a challenging task and is tackled
with different simulation schemes for single nanowires [75] or random surfaces [77; 88]. Ex-
perimental observations show that the design of the particle monolayer influences the haze
factor enormously, see e. g. [49]. From the computational point of view, the gradient-based
optimization of the haze factor discussed in this thesis represents an important innovation in
this field. The two-stage hybrid FEM enables the numerically efficient optimization of par-
ticle monolayers, which is demonstrated with three different optimization problems closely
related to shape and material optimization.
In the first optimization problem, the objective functional is modified by changing the spatial
positions of the individual particles, thus the spatial arrangement of the particle monolayer.
In contrast, the orientations of non-spherical particles is subject to optimize in the second
optimization problem. Finally, the type of a particle is chosen at each predefined position in
a grid. In this example, the particle type is selected out of two admissible particles.
4.1 Multi-Objective Material Optimization of Thin Films
In this section, we discuss the application of the SGP algorithm [84] on a multi-objective
optimization problem, where we consider the two objective functionals transmission (Defini-
tion 2.11) and conductivity (Definition 2.13) of a rectangular symmetric thin film. Goal of
the optimization is the minimization of a scalarized version of these two objective functionals
by distributing material from a finite set of admissible material, a so-called material catalog,
inside a design domain. We treat this discrete material optimization problem by embedding
the admissible materials as nodes and interpolations between two materials as edges of a
graph, respectively.
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4.1.1 Physical Models, Objective Functionals
First, we assume that the computational domain Ω ⊂ R3 is partitioned into the background
domain ΩB with non-absorbing background permittivity εb ≥ 1, the perfectly matched layer
region ΩPML with PML parameters µPML and εPML (Subsection 3.2.3), a fixed inhomogeneity
domain ΩF with a relative permittivity εf as function of space and the design domain ΩD
with relative permittivity εd as a function of space, which is subject to optimization. We
denote the boundary of Ω by Γ and the interfaces between the domains ΩB, ΩPML, ΩF and
ΩD by ΓI . Furthermore, we condense parts of Γ where we impose Dirichlet conditions and
Neumann conditions for the electric field into ΓE ⊂ Γ and ΓH ⊂ Γ, respectively. These
conditions are used to feature symmetry of the domain and as boundary condition for the
PML. Note that the PML parameters are extended to Ω by εPML ≡ εb and µPML ≡ 1
outside the PML region. In general, we denote by ν the outer normal unit vector of the
corresponding surface. The structure is illuminated by an incident wave EI with the wave
number ω > 0 and the scattered electric field E satisfies the equations (see Definition 2.3)
curl curlE − ω2εdE = −ω2(εb − εd)EI in ΩD
curl curlE − ω2εfE = −ω2(εb − εf )EI in ΩF
curl curlE − ω2εbE = 0 in ΩB
curlµ -1PML curlE − ω2εPMLE = 0 in ΩPML[
E × ν] = [µ -1PML curlE × ν] = 0 on ΓI
E × ν = 0 on ΓE
µ -1PML curlE × ν = 0 on ΓH .

(4.1)
We assume that the electric conductivity σ vanishes everywhere except in ΩD. Thus, we
limit the computational domain for the computation of the scalar potential of the stationary
electric field, which is used in the evaluation of the conductivity objective functional, to
the design domain ΩD. Furthermore, we partition the boundary of ΩD into the Dirichlet
boundary ΓV with applied voltage u0 and the homogeneous Neumann boundary ΓN . Thus,
the scalar potential u solves the problem
− div(σ∇u) = 0 in ΩD
u = u0 in ΓV
σ∇u · ν = 0 in ΓN .
 (4.2)
To achieve a uniform conductivity of the thin film, we solve (4.2) for two configurations,
the so-called load cases, which are described by the applied potential u
(1)
0 and u
(2)
0 , Dirichlet
boundary Γ
(1)
V and Γ
(2)
V , and Neumann boundary Γ
(1)
N and Γ
(2)
N , respectively. The correspond-
ing solutions u(1) and u(2) are composed to the vector u = (u(1), u(2)), which then enters the
objective functional.
In the context of the multi-objective optimization, we evaluate the total transmission denoted
here by Jtrans through the surface F , which is located in the background domain ΩB behind
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the scatterer (c. f. Definition 2.11). Hence,
Jtrans(E) =
1
SI
Im
(∫
F
(
(E +EI)× (curlE + curlEI)∗
) · ν dH2)
where SI is the normalization factor
SI =
∫
F
Im
(
EI × curlE∗I
) · ν dH2.
Due to the normalization factor, 0 ≤ Jtrans(E) ≤ 1 independently on the choice of F and
EI as discussed in Definition 2.11.
The conductivities for each load case, which result from the evaluation of
jcond(u, σ) =
∫
ΩD
σ|∇u|2 dx,
c. f. Definition 2.13, for the solutions u(1) and u(2) of the two load cases, are linked to the
conductivity Jcond via the geometric mean of the partial conductivities
Jcond(u, σ) =
2∏
k=1
jcond(u
(k), σ)
1/2 .
Since the transmission and conductivity take advantage of contrary effects, an appropriate
scalarization technique is necessary. Therefore, we adapt the ε-constraint method, a well-
known multi-objective optimization approach, see e. g. [31; 38; 102], where one of the multiple
objectives is transformed to an inequality constraint with a given bound. Instead of this
inequality, we use a penalized conductivity Jαcond with the bound Ccond ≥ 0 and scalar
parameter α > 0 inspired by the interior-point method, see e. g. [79]:
Jαcond(u, σ) =
1
α ln(1 + exp(α(Ccond − Jcond(u, σ)))).
By minimization of this functional, we try to attain that Jcond(u, σ) ≥ Ccond. In Figure 4.1,
the effect of the parameter α on the functional Jαcond is schematically illustrated. Note that
Jαcond tends to max{Ccond − Jcond, 0} for α→∞.
Inspired by its dependency on the physical quantities E and u, we call the combination of
the transmission and penalized conductivity, the physical objective functional
Jphys(E,u, σ) = γtransJtrans(E) + γcondJ
α
cond(u, σ), (4.3)
together with scalarization factors γtrans < 0 and γcond > 0, respectively. In general, we
assume that an objective functional is minimized, thus the negative factor γtrans leads to the
maximization of the transmission.
Next, we derive the weak formulations of (4.1) and (4.2). Therefore, we introduce the
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Figure 4.1: Schematic illustration of the penalized conductivity Jαcond.
symmetric bilinear forms
aD(E,φ; εd) =
∫
ΩD
curlE · curlφ− ω2εdE · φ dx,
and
aC(E,φ) =
∫
ΩF
curlE · curlφ− ω2εfE · φ dx
+
∫
ΩB
curlE · curlφ− ω2εbE · φ dx
+
∫
ΩPML
µ -1PML curlE · curlφ− ω2εPMLE · φ dx,
as well as the linear forms
lD(φ; εd) = −ω2
∫
ΩD
(εb − εd)EI · φ dx
and
lC(φ) = −ω2
∫
ΩF
(εb − εf )EI · φ dx
on the design and non-design domain, respectively. Furthermore, we define the function
space V = {φ ∈ H(curl; Ω;C3) | φ×ν = 0 a. e. on ΓE} and its the restriction to real-valued
functions VR. Hence, the weak formulation of the scattering problem (4.1) reads as
Find E ∈ V s. t.
aD(E,φ; εd) + aC(E,φ) = lD(φ; εd) + lC(φ) ∀φ ∈ VR
}
(4.4)
With the function spaces U (k) = {φ ∈ H1(ΩD) | φ = 0 a. e. on Γ(k)V } for k ∈ {1, 2}, we state
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the weak form of the conductivity problem (4.2) for the k-th load case by
Find u(k) − u(k)0 ∈ U (k) s. t.
b(u(k), φ;σ) =
∫
ΩD
σ∇u(k) · ∇φ dx = 0 ∀φ ∈ U (k).
 (4.5)
For a clear notation, the dependencies on the parameters εd and σ are explicitly indicated
by the additional arguments in the linear and bilinear forms above.
We denote by E(εd) the unique solution of (4.4) with relative permittivity εd in the design
domain and u(σ) = (u(1)(σ), u(2)(σ)) the unique solution of (4.5) with the two load cases and
electric conductivity σ. The reduced physical objective functional Φphys depending on the
material parameters reads then
Φphys(εd, σ) = Jphys(E(εd),u(σ), σ). (4.6)
Furthermore, we call Φtrans(εd) = Jtrans(E(εd)) the reduced transmission objective functional,
Φcond(σ) = J
α
cond(u(σ), σ) the reduced conductivity objective functional and φ
(k)
cond(σ) =
jcond(u
(k)(σ), σ) the reduced partial conductivity objective functional for the k-th load case.
4.1.2 Sensitivity Analysis
The goal of this section is the derivation of the sensitivity of the reduced physical objective
function Φtotal with respect to the relative permittivity εd and electric conductivity σ in the
design domain. The sensitivity analysis is based on the Lagrange formalism [96].
Lemma 4.1 (Adjoint equation associated with Jtrans). Let E(εd) be the solution of (4.4).
Then, the weak formulation of the so-called adjoint equation associated with Jtrans reads
Find P ∈ V s. t.
aD(P ,φ; εd) + aC(P ,φ) = −∂Jtrans(E(εd))[φ] ∀φ ∈ VR
}
(4.7)
with the right hand side
∂Jtrans(E)[φ] =
ı
SI
∫
F
[
φ× curlE∗T −E∗T × curlφ
] · ν dH2 (4.8)
Furthermore, if P(εd) is the solution of (4.7), then the directional derivative of the Lagrange
functional
Ltrans(E, εd,P ) =
Jtrans(E) + Re (aD(E,P ; εd) + aC(E,P )− lD(P ; εd)− lC(P ))
with respect to the ﬁrst argument vanishes at (E(εd), εd,P(εd)) in any direction h ∈ V , i. e.
D1Ltrans(E(εd), εd,P(εd))[h] = 0.
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Proof. With ET = E+EI , the objective functional Jtrans can be alternatively expressed as
Jtrans(E) =
ı
2SI
∫
F
[
ET × curlE∗T −E∗T × curlET
]
· ν dH2.
The directional derivative of Jtrans with respect to the first argument in a direction h ∈ V
is then given by
D1Jtrans(E)[h] =
ı
2SI
∫
F
[
h× curlE∗T −E∗T × curlh
− h∗ × curlET +ET × curlh∗
]
· ν dH2.
Comparing with the right hand side function ∂Jtrans(E)[h] given in (4.8), we obtain
D1Jtrans(E)[h] =
1
2
(∂Jtrans(E)[h]) +
1
2
(∂Jtrans(E)[h])
∗.
Using this, the directional derivative of the Lagrange functional Ltrans with respect to the
first argument in a direction h ∈ V reads as
D1Ltrans(E, εd,P )[h] = 1
2
(∂Jtrans(E)[h] + aD(h,P ; εd) + aC(h,P ))
+
1
2
(∂Jtrans(E)[h] + aD(h,P ; εd) + aC(h,P ))
∗ .
Next, we separate the complex-valued direction h into its real and imaginary part such that
h = hR + ıhI for hR,hI ∈ H0(curl; Ω). Since P(εd) is solution of (4.7),
∂Jtrans(E(εd))[φ] + aD(φ,P(εd); εd) + aC(φ,P(εd)) = 0 ∀φ ∈ VR
and consequentially for both φ := hR and φ := hI . Finally, we obtain that the directional
derivative of Ltrans vanishes at (E(εd), εd,P(εd)).
Theorem 4.2 (Directional derivative of Φtrans). Let E(εd) be the solution of the state
problem (4.4) and P(εd) be solution of the adjoint problem (4.7). Then, the derivative of
the reduced transmission objective functional with respect to the relative permittivity εd in a
direction h ∈ L∞(ΩD;C) is given by
DΦtrans(E(εd))[h] = −ω2Re
(∫
ΩD
h (E(εd) +EI) · P(εd) dx
)
.
Proof. The Lagrange functional Ltrans given in Lemma 4.1 implies that
Φtrans(εd) = Ltrans(E(εd), εd,P(εd)).
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After differentiating both sides with respect to εd in a direction h ∈ L∞(ΩD;C), we obtain
DΦtrans(E(εd))[h] = D1Ltrans(E(εd), εd,P(εd))[D1E(εd)[h]]
+D2Ltrans(E(εd), εd,P(εd))[h]
+D3Ltrans(E(εd), εd,P(εd))[D1E(εd)[h]].
Since E(εd) is solution of (4.4) and according to Lemma 4.1, the partial derivatives D3Ltrans
and D1Ltrans vanish, respectively. Hence, D2Ltrans remains and we obtain the claimed
result.
In a similar way, the derivative of the reduced conductivity objective functional Φαcond is
computed, but we will see that an adjoint equation for the conductivity problem (4.5) is not
required.
Theorem 4.3 (Directional derivative of Φcond). Let u
(1)(σ) and u(2)(σ) be the solutions of
(4.5) for the two load cases and u(σ) = (u(1)(σ), u(2)(σ)). Then, the derivative of Φαcond(σ)
with respect to the electric conductivity σ in a direction h ∈ L∞(ΩD) holds
DΦαcond(σ)[h] =
exp(α(Φcond(σ)− Ccond))
1 + exp(α(Φcond(σ)− Ccond))DΦcond(σ)[h]
where
DΦcond(σ)[h] =
φ
(2)
cond(σ)Dφ
(1)
cond(σ)[h] + φ
(1)
cond(σ)Dφ
(2)
cond(σ)[h]
2Φcond(σ)
and
Dφ
(k)
cond(σ)[h] =
∫
ΩD
h|∇u(k)|2 dx ∀k ∈ {1, 2}.
Proof. Basically, the structure of the derivative of Φαcond arises from the repeatedly applica-
tion of the chain rule. Hence, it is only necessary to show that
Dφ
(k)
cond(σ)[h] =
∫
ΩD
h|∇u(k)|2 dx ∀k ∈ {1, 2}.
Therefore, we define the Lagrange functional
L(k)cond(u, σ, p) = jcond(u, σ) + b(u, p;σ)
for u, p ∈ U (k) and σ ∈ L∞(ΩD). If u(k)(σ) is solution of (4.5) and p fulfills the equation
b(φ, p;σ) = −
∫
ΩD
σ∇u(k)(σ) · ∇φ dx ∀φ ∈ U (k) (4.9)
the derivative of the Lagrange functional with respect to u in any direction φ ∈ U (k) vanishes.
Fortunately, the right hand side of (4.9) is zero and consequently this implies that the solution
of (4.9) p(k)(σ) = 0 . Thus, we obtain the derivative of φ
(k)
cond in the direction h by
Dφ
(k)
cond(σ)[h] = D2L(k)cond(u(k)(σ), σ, p(k)(σ))[h] = D2jcond(u(k), σ)[h],
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which completes the proof.
Due to the additive structure of the reduced physical objective functional Φphys, we get its
derivative with respect to εd and σ in directions h ∈ L∞(ΩD;C) and g ∈ L∞(ΩD) with the
results of Theorem 4.2 and Theorem 4.3
DΦphys(εd, σ)[(h, g)] = γtransDΦ
(k)
trans(εd)[h] + γcondDΦcondα(σ)[g]. (4.10)
4.1.3 Multi-Objective Material Optimization Problem
As mentioned before, we assume that the material parameters εd and σ at any point in ΩD
are contained in the set of admissible materials that is structured in a graph-like set where
two materials are connected by a one-dimensional curve. Using the space B := C × R and
the subset B ⊂ B
B = {(εd, σ) ∈ B | σ > 0, (Re(εd) ≥ 0 ∧ Im(εd) ≥ 0)
∨ (Re(εd) < 0 ∧ Im(ε) > 0)},
we combine the material parameters to the common variableB = (εd, σ) such thatB(x) ∈ B
for all x ∈ ΩD. Furthermore, we denote by BΩD := {B | B : ΩD → B} the set of all functions
from ΩD to B.
Definition 4.4 (Graph-like admissible set G). Let a graph (V,E) be given by nv vertices
V = {v1, . . . , vnv} and ne edges E = {e1, . . . , ene} ⊂ V × V . We assume that every vertex
v ∈ V is part of at least one edge and is associated with a predefined material tuple B(v) ∈ B,
which are then combined in the set N = {B(v) | v ∈ V }. Furthermore, we define the index
set Ie = {1, . . . , ne} for the edges in the graph.
We call the mapping ψ : Ie × [0, 1] → B parametrization of the admissible set G iff the
following holds:
• ψ is twice continuously differentiable with respect to the second variable.
• ψ fulfills the interpolation
ψ(l, 0) = B(e
(1)
l
) and ψ(l, 1) = B(e
(2)
l
) ∀l ∈ Ie
where e
(1)
l and e
(2)
l are the first and second node of the l-th edge, respectively.
• ψ is injective on Ie × (0, 1), i. e.
∀(k, s), (l, t) ∈ Ie × (0, 1) : ψ(k, s) = ψ(l, t)→ (k, s) = (l, t)
The image generated by the parametrization on the l-th edge is denoted by El,i. e.
El = {ψ(l, α) | α ∈ [0, 1]} ∀l ∈ Ie.
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(b) Image G of (V,E) under ψ
Figure 4.2: Exemplary graph (V,E) and admissible set G that is image of the graph under
the parametrization ψ.
Hence, the set of admissible material is defined as
G = {ψ(l, α) | (l, α) ∈ Ie × [0, 1]} = E1 ∪ · · · ∪ Ene ⊂ B.
Similar to BΩD , we denote by GΩD := {B | B : ΩD → G} the set of all functions from ΩD to
G. For ease of notation, we write ψl(α) := ψ(l, α) for the parametrization on the l-th edge
and for all α ∈ [0, 1]. In Figure 4.2(a), an exemplary graph with three vertices and two edges
is depicted. Its image under a parametrization ψ, which is the admissible set G, is shown in
Figure 4.2(b).
In addition to the physical objective function Φphys, we append a so-called filter functional
Jfilt, which is used as a regularization on the material parameter B together with a penalty
factor γfilt > 0.
Definition 4.5 (Filter functional Jfilt). The filter functional Jfilt : B
ΩD → R is continuously
differentiable and has the following form:
Jfilt(B) =
∫
ΩD
‖B(x)− B˜(x)‖2 dx
where B˜ is obtained by convolution with a filter kernel κ : R3 → R≥0, i. e.
B˜(y) =
∫
ΩD
κ(y − x)B(x) dx∫
ΩD
κ(y − x) dx .
A particular choice for κ is the spherical kernel with radius rκ, i. e. κ(x) = max{rκ−|x|, 0}.
In Figure 4.3, the filtering of a material distributing and the resulting objective functional
are illustrated. An abstract material distribution B (a) is convoluted with a filter kernel
κ (b). This results in the so-called filtered material distribution B˜ (c). In Figure 4.3(d)
the difference between the original distribution and the filter distribution is depicted and
one can see how the perimeter is indirectly penalized by this functional. Thus, the use
of the functional prevents a high-frequency variation of the material distribution, which is
controllable via the filter radius rκ.
After adapting the argument of the reduced physical objective functional Φphys given in (4.6)
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(a) material B (b) ﬁlter kernel κ (c) ﬁltered material B˜ (d) diﬀerence ‖B − B˜‖2
Figure 4.3: Illustration of the filter functional Jfilt.
by using the new variable B, we obtain the objective functional
Φtotal(B) = Φphys(B) + γfiltJfilt(B).
The directional derivative of Φtotal in a direction H = (h, g) for h ∈ L∞(ΩD;C) and g ∈
L∞(ΩD) consists of DΦphys given in (4.10) and
DJfilt(B)[H] = 2Re
(∫
ΩD
(B − B˜)∗ · (H − H˜) dx
)
with the filtered direction
H˜(y) =
∫
Ω κ(y − x)H(x) dx∫
Ω κ(y − x) dx
.
Hence,
DΦtotal(B)[H] = DΦphys(B)[H] + γfiltDJfilt(B)[H].
From here on, we partition the design domain ΩD into nT sub-domains. Moreover, the par-
tition T of ΩD satisfies
⋃
T∈T T = ΩD and S ∩T = ∅ for all S, T ∈ T , S 6= T and we assume∫
T 1 dx > 0 for all T ∈ T . Note that such a partition is closely related to the triangulation
of the computation domain Ω to solve the transmission and conductivity problem with a
numerical solution scheme, e. g. the Finite Element Method, but may combine multiple el-
ements to a superordinate structure. Furthermore, we denote by Ti for 1 ≤ i ≤ nT the i-th
element in T .
We restrict ourselves to material distributions B = Bh ∈ GΩD that are constant on each
element T of the partition T , i. e.
Bh(x) =
nT∑
i=1
BiχTi(x) ∀x ∈ ΩD
where, for all i ∈ {1, . . . , nT }, Bi ∈ G is an admissible material and χTi : ΩD → [0, 1] is the
characteristic function of the subdomain Ti. Furthermore, we collect the coefficients Bi in
the tuple B = (B1, . . . ,BnT ) ∈ GnT ⊂ BnT .
Depending on the application, the so-called intermediate materials, which are not associated
with vertices of the graph, i. e. El \ N , are undesired. Therefore, we introduce a so-called
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grayness functional, which is inspired by the grayness penalty term in Discrete Material
Optimization (DMO), see e. g. [44; 91].
Definition 4.6 (Grayness functional). On the partition T of ΩD, we define the grayness
functional Jhgray for Bh(x) =
∑nT
i=1BiχTi(x) with B = (B1, . . . ,BnT ) ∈ GnT by
Jhgray(Bh) =
nT∑
i=1
∫
Ti
jgray(x;Bi) dx
with the local grayness function for all x ∈ ΩD given by
jgray(x;Bi) =
∑
l∈IE
{
ψ -1l (Bi)(1− ψ -1l (Bi)) Bi ∈ El \ N
0 otherwise.
Furthermore, we incorporate the grayness penalization factor γgray ≥ 0. Note that the inverse
ψ -1l exists on El \ N due the assumptions in Definition 4.4.
Finally, the multi-objective material optimization problem considered in this section reads
as
min
Bh
Φtotal(Bh) + γgrayJ
h
gray(Bh)
s. t. Bh =
nT∑
i=1
BiχTi with Bi ∈ G for all 1 ≤ i ≤ nT
 (4.11)
and will be solved with Sequential Global Programming (SGP) [84] that is briefly discussed
in the next section.
4.1.4 Sequential Global Programming (SGP)
The main concept behind the Sequential Global Programming (SGP) is to sequentially solve
a so-called subproblem based on a convex first order approximation of Φtotal on each element
T of partition T . Solving this subproblem in each iteration respecting the graph-structured
admissible set G to global optimality leads to the solution of the original problem (4.11). We
introduce two properties that are key concepts of the SGP.
Definition 4.7 (Convex first order approximation). We call an approximation g : BnT → R
of a continuously differentiable function f : BnT → R a convex first order approximation at
Bˆ = (Bˆ1, . . . , BˆnT ) ∈ BnT if
• the function values coincide at Bˆ, i. e.
g(Bˆ) = f(Bˆ).
• the directional derivatives coincide at Bˆ for any direction H ∈ BnT , i. e.
Dg(Bˆ)[H] = Df(Bˆ)[H].
• g is convex.
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Definition 4.8 (Separable functions on BnT ). A function g ∈ BnT → R is called separable
in BnT iff there exists a Bˆ ∈ BnT and continuously differentiable functions gˆi : B→ R for all
1 ≤ i ≤ nT such that
g(B) = g(Bˆ) +
nT∑
i=1
gˆi(Bi) ∀B ∈ BnT .
We use a gradient model for the non-separable part Φtotal of the objective function in (4.11)
instead of a model based on a hyperbolic approximation like in [84] or [94].
Definition 4.9 (Gradient model of Φtotal). Let Bˆ = (Bˆ1, . . . , BˆnT ) ∈ BnT and τ > 0 be a
non-negative real parameter. Then, we define the gradient model Φˆ( · ; Bˆ, τ) : BnT → R of
the total objective functional Φtotal at Bˆ as
Φˆ(B; Bˆ, τ) := Φtotal(Bˆh) +
nT∑
i=1
DΦtotal(Bˆh)[(Bi − Bˆi)χTi ] + τ‖Bi − Bˆi‖22
where Bh =
∑nT
i=1BiχTi and Bˆh =
∑nT
i=1 BˆiχTi for all x ∈ ΩD.
Theorem 4.10. The gradient model Φˆ is a convex ﬁrst order approximation of Φtotal and
separable on BnT .
Proof. The function values coincide, i. e. Φˆ(Bˆ; Bˆ, τ) = Φtotal(Bˆh), since the remaining
term vanishes at Bˆ. The directional derivative of the model function Φˆ in a direction
H = (H1, . . . ,HnT ) ∈ BnT holds
DΦˆ(B; Bˆ, τ)[H] =
nT∑
i=1
DΦtotal(Bˆh)[HiχTi ] + 2τ Re((Bi − Bˆi) ·H∗i ).
The second term vanishes for B = Bˆ and, with Hh =
∑nT
i=1HiχTi , we obtain
DΦˆ(Bˆ; Bˆ, τ)[H] = DΦtotal(Bˆh)[Hh].
The gradient model Φˆ is convex with respect to B, since for all 1 ≤ i ≤ nT the part
DΦtotal(Bˆh)[(Bi − Bˆi)χTi ] is linear and ‖Bi − Bˆi‖22 is convex for τ ≥ 0.
Note that the grayness function Jgray = B 7→ Jhgray(Bh) formulated in terms of the coeffi-
cients B is separable in BnT by construction. Hence, we define the model problem
min
B∈GnT
Φˆ(B; Bˆ, τ) + γgrayJgray(B), (4.12)
which serves as subproblem in Algorithm 1. Starting with an initial guess B1, an increment
θ > 1, a factor µ > 0 and a grayness penalty γgray ≥ 0, the loop begins with the creation
of the model Φˆ at Bˆ. In Line 5 the model function Φˆ and the grayness term are evaluated
are the current iterate Bj . Within the inner loop, (4.12) is solved to global optimality with
solution B+ (Line 7). The total objective function Jtotal and grayness term are evaluated at
the candidate B+ (Line 8). If we get a sufficiently large descent (Line 9), then the candidate
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Algorithm 1 Sequential Global Programming (SGP)
1: Choose B1 ∈ G, j ← 1, θ > 1, µ > 0, γgray ≥ 0
2: loop
3: Choose τ
4: Bˆ ← Bj
5: Φˆj ← Φˆ(Bj ; Bˆ, τ) + γgrayJgray(Bj)
6: loop
7: Solve (4.12) → B+ to global optimality
8: Φ+h ← Φtotal(B+h ) + γgrayJhgray(B+h )
9: if Φ+h < Φˆ
j
h − µ‖B+ −Bj‖22 then
10: Bj+1 ← B+, break inner loop
11: else
12: τ ← θτ
13: end if
14: end loop
15: if ‖Bj+1 −Bj‖22 = 0 then
16: B⋆ ← Bj+1, break
17: end if
18: j ← j + 1
19: end loop
B+ is accepted and the inner loop is terminated, else the factor τ is increased by θ. The
algorithm terminates, if the new iterate coincides with the last iterate (Line 15). The global
convergence of Algorithm 1 is proven in [84, Sec. 4.2].
Next, we focus on the globally optimal solution of the subproblem, where we exploit the
graph-like structure of G and the separability of Φˆ and Jgray. First, we formulate the model
problem (4.12) in terms of the parametrization ψ for an edge index li ∈ Ie and parameter
αi ∈ [0, 1] associated with each element Ti for all 1 ≤ i ≤ nT :
min
l∈InTe
min
α∈[0,1]nT
Φˆ(ψl1(α1), . . . , ψlnT (αnT ); Bˆ, τ) + γgray
nT∑
i=1
αi(1−αi) (4.13)
Lemma 4.11 (Equivalence of global optima). If (l⋆,α⋆) is a globally optimal solution of
(4.13), then B⋆ = (B⋆1 , . . . ,B
⋆
nT
) with B⋆i = ψ(l
⋆
i ,α
⋆
i ) for all 1 ≤ i ≤ nT is a globally optimal
solution of (4.12).
Proof. Since Jgray(ψ(l1,α1), . . . , ψ(lnT ,αnT )) =
∑nT
i=1αi(1 − αi) by construction, (4.13)
is a reparametrization of (4.12) and the globally optimal solutions coincide, see [84, Lem.
4.14].
The separability of both Φˆ and Jgray allows us to obtain the globally optimal solution of (4.13)
by solving the following problem to global optimality for each element Ti for 1 ≤ i ≤ nT and
for each edge index l ∈ Ie separately
min
αi∈[0,1]
DΦtotal(Bˆh)[ψl(αi)χTi ] + τ
∥∥∥ψl(αi)− Bˆi∥∥∥2
2
+ γgrayαi(1−αi). (4.14)
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Figure 4.4: Geometrical setting for the multi-objective material optimization problem.
Here, constant terms with respect to αi are neglected. The globally optimal solution of
(4.14) can be found by a one-dimensional sampling over the parameter αi or analytically if
the parametrization ψl is a polynomial. Then, we get the solution of (4.13) for an element
Ti by comparing the solutions (4.14) for each edge index l ∈ Ie and selecting the edge index
with the minimal objective value of (4.14), see [84, Alg. 2].
Hence, we reduced the solution to global optimality of the complex model problem (4.13)
on the graph-like admissible set to the globally optimal solution of a simple one-dimensional
problem (4.14) in each element of the partition and on each edge of the graph. How this
one-dimensional problem is solved depends on the choice of the parametrization. In general,
the global optimal solution of (4.14) is a root of the derivative of its objective function with
respect to αi. If the interpolation between two materials is based on polynomial functions of
order k ≥ 1, then the objective function is a polynomial of order 2k and its solution results
in a root finding problem of a polynomial of order 2k − 1, see [84, Sec. 4.3.2].
4.1.5 Numerical Example
To demonstrate the application of the SGP on the multi-objective material optimization
problem, we consider the cuboid computational domain Ω with width w = 190 nm, length
l =
√
3w and height h = 6w, see Figure 4.4. Together with anti-symmetric and symmetric
boundary conditions, the ratio between length and width leads to a hexagonal periodic design
pattern. At the top and bottom of the computational domain, we define the PML region
ΩPML of thickness d = 2w. We assign the cuboid design domain ΩD with a thickness t =
50nm in the middle of the computational domain. In this example, the invariable domain ΩF
is empty. The structure is illuminated with a x-polarized normalized plane wave with a wave
length of 550 nm propagating in positive z-direction, i. e. EI(x, y, z) =
√
2(exp(ıωz), 0, 0)T .
We allow three materials in the design region:
• B(1): vacuum with ε(1)d = 1 and σ(1) = 10−3
• B(2): silver with ε(2)d = −12.9434 + 0.430i and σ(2) = 1
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Figure 4.5: Visualization of the graph-like admissible set of the relative permittivities result-
ing from the interpolation given in (4.15).
• B(3): gold with ε(1)d = −5.9373 + 2.0902i and σ(3) = 0.65
The relative permittivities are taken from Table 1 in [48] interpolated for a photon energy
of 2.25 eV, which corresponds to a wavelength of 550 nm, and the electric conductivities are
found in [27, Table 20.1]
Note that we define the electric conductivities relative to the electric conductivity of silver
σAg = 6.30 · 107 Sm−1. In the following, we call this the relative electric conductivity. Due
to the linearity of the conductivity problem, the absolute value of σ is irrelevant. Moreover,
σ is strictly positive to guarantee a solution of the conductivity problem. The intention to
choose silver and gold is that we can expect less transmission with silver due to its smaller
real part of the relative permittivity whereas it has a higher electric conductivity. These
materials are associated with the nodes of the graph-like admissible set. On each edge of the
complete graph, the relative permittivities of the two nodes e
(1)
l and e
(2)
l of the l-th edge are
interpolated by
(ψ(l, α))1 =
(
(1− α)
(
ε
(e
(1)
l
)
d
)1/2
+ α
(
ε
(e
(2)
l
)
d
)1/2)2 ∀α ∈ [0, 1] (4.15)
Actually, this interpolation is a convex combination in terms of the complex refractive indices√
εd of each material and is depicted in Figure 4.5. The relative permittivity in the remaining
domain is set to one, which is also the background material.
In turn, the relative electric conductivity is directly interpolated by the convex combination
(ψ(l, α))2 = (1− α)σ(e
(1)
l
) + ασ(e
(2)
l
) ∀α ∈ [0, 1].
Furthermore, we impose symmetry and anti-symmetry conditions on the respective side of
the computational domain to mimic a periodic structure.
The transmission objective functional Jtrans is evaluated at the plane F with z =
3
2w and
penalized with the factor γtrans = 1. For the penalized conductivity functional J
α
cond, we
choose the penalty parameter γcond = 1, the smoothing parameter α = 800Ω and the lower
conductivity bound Ccond = 5nm ·σAg, which corresponds to 10% of the conductivity, if the
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Figure 4.6: Evolution of the objective functionals using SGP; left: course the physical ob-
jective functionals Jtrans and Jcond; right: course of the auxiliary functionals Jfilt
and Jgray.
design domain would be completely filled with silver, a so-called bulk silver film. The filter
functional Jfilt is based on a spherical filter kernel with radius rκ = 10nm and is weighted
by γfilt = 100.
Using a continuation strategy [87] for the grayness term, the penalty parameter is successively
increased by the factor 1.3 starting with γgray = 10
−5 to reach a material distribution where
only the materials B(1), B(2) and B(3) are present.
The triangulation of the computational domain using [86] yields in total 163 572 elements of
which 61 971 are in ΩB, 100 226 are in ΩD and 1375 are in ΩPML. Furthermore, the second-
order H(curl)- and H1-conforming finite elements lead to 1 051 640 degrees of freedom for
the electromagnetic field and 141 164 degrees of freedom for the electric potential.
In Figure 4.6 the courses of the individual objective functionals during the optimization
are plotted. After the optimization, the transmission objective functional reaches a value of
87.00% and the conductivity bound is fulfilled with a conductivity value of 10.07% relative to
a bulk silver film. Moreover, the grayness functional approaches zero. Thus, no intermediate
are present and consequently the filter functional increases.
In Figure 4.7, the periodically extended design resulting from the multi-objective material
optimization is depicted in top and perspective view. Silver and gold are colored in green
and red, respectively. The region of vacuum is not shown at all. Intermediate materials are
visualized by transparency, see Figure 4.7(a) and Figure 4.7(c). Note that the final result
exhibits no intermediate materials due to the continuation strategy.
Figure 4.8 demonstrates the performance of the resulting structure. The streamlines of the
Poynting vector are colored by its magnitude and point out the increased transmission after
optimization.
In the final structure, silver is assigned to only 3.86% of the total metal volume, i. e. the
volume where either silver or gold is placed. But replacing silver by gold in the final structure,
results in a lower transmission of 86.37% and decreases the conductivity to 10.00% relative
to a bulk silver film. Although the conductivity bound is satisfied, we can conclude that
the small amount of silver is advantageous for both transmission and conductivity in the
optimized design.
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and obtain
curlµ -1 curlE − ω2εE = −ω2(εb1− ε)EI in Ω[
E × ν] = [µ -1 curlE × ν] = 0 on ΓI
E × ν = 0 on ΓE
µ -1 curlE × ν = 0 on ΓH .
 (4.16)
The conductivity problem (4.2) is formulated on Ω by extending the solution by zero to the
domain Ω and we obtain
− div(σ∇u) = 0 in ΩD
u = 0 in Ω¯ \ Ω¯D
u = u0 in ΓV
σ∇u · ν = 0 in ΓN .
 (4.17)
To emphasize the dependency on the shape Ω, we adapt the notation of the objective func-
tionals, bilinear and linear forms discussed in Section 4.1. With V = {φ ∈ H(curl; Ω;C) |
φ×ν = 0 a. e. on ΓE} and the restriction VR to real-valued functions, the weak formulation
of (4.16) holds
Find E ∈ V s. t. a(E,φ; Ω) = l(φ; Ω) ∀φ ∈ VR (4.18)
with the bilinear and linear forms
a(E,φ; Ω) =
∫
Ω
µ -1 curlE · curlφ− ω2εE · φ dx (4.19)
l(φ; Ω) = −ω2
∫
Ω
(εb1− ε)EI · φ dx (4.20)
The conductivity problem (4.17) for the k-th load case is weakly formulated with aid of the
function space U (k) = {u ∈ L2(Ω)∩H1(ΩD) | u = 0 in Ω¯ \ Ω¯D, u = 0 a. e. on Γ(k)V ∪Γ(k)E } as
Find u(k) − u(k)0 ∈ U (k) s. t. b(u(k), φ; Ω) =
∫
ΩD
σ∇u(k) · ∇φ ∀φ ∈ U (k) (4.21)
where the Dirichlet data u
(k)
0 is extended to the domain Ω by zero.
Finally, we rewrite the physical objective functional Jphys given in (4.3) as
Jphys(E,u,Ω) = γtransJtrans(E) + γcondJ
α
cond(u,Ω)
to mark the explicit dependency on the domain Ω. The transmission functional has no
explicit dependency on Ω, because we assume that the evaluation surface F is fixed.
Similar to the previous section, we denote by E(Ω) the unique solution of (4.18) and u(Ω) =
(u(1)(Ω), u(2)(Ω)) the solution of (4.21) on the domain Ω for the two load cases. Then, we
define the reduced physical objective functional by
Φphys(Ω) = Jphys(E(Ω),u(Ω),Ω).
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Furthermore, we call Φtrans(Ω) = Jtrans(E(Ω)) the reduced transmission objective functional,
Φcond(Ω) = J
α
cond(u(Ω),Ω) the reduced conductivity objective functional and φ
(k)
cond(Ω) =
jcond(u
(k)(Ω),Ω) the reduced partial conductivity objective functional for the k-th load case.
Having the state equations and objective function, we introduce the admissible set Uad for
the multi-objective shape optimization problem
min
Ω∈Uad
Φphys(Ω). (4.22)
The set Uad contains, however, all admissible configurations of the metallic conductor ΩD
as a subdomain of Ω. In general, we assume that the outer boundary of Ω, the PML region
ΩPML and the evaluation surface F of the transmission objective functional are fixed and
only the interfaces ΓI between the conductor ΩD and the matrix domain ΩB can deform. A
precise definition of Uad is postponed to the next subsection.
4.2.2 Shape Calculus
The solution of the shape optimization problem (4.22) with gradient-based optimization al-
gorithm requires the sensitivity of the reduced objective functional with respect to the shape.
We point out that the following derivation of the shape sensitivity is formal. Furthermore,
we assume that the domain Ω is polyhedral and Lipschitz.
Hence, we follow [39, chap. 3.3.1] and describe a transition of the domain Ω to another
domain Ωt by a transformation mapping Tt : Ω → Ωt with the parameter t ∈ [0, t∗]. Each
point xt ∈ Ωt is image of the transformation, i. e.
Ωt = Tt(Ω) := {xt = Tt(x) | x ∈ Ω}.
We assume that the mapping is the identity mapping for t = 0 and Ft is a one-to-one
transformation of Ω onto Ωt such that the interior of Ω is mapped to the interior of Ωt and
the boundary of Ω is mapped to the boundary of Ωt.
In the following, we restrict ourselves to mappings, which are perturbations of identity
[28; 90], i. e.
Tt(x) = x+ tV (x)
for the so-called velocity or deformation field V ∈ (W 1,∞(Ω))3.
As already described in Section 3.2, we obtain the following transformations for H1-conform-
ing and H(curl)-conforming functions, see [63, p. 77]:
Lemma 4.12 (Transformation to reference domain). Let Tt : Ω → Ωt a one-to-one trans-
formation of Ω to Ωt.
• If ut ∈ H1(Ωt) and ut ∈ H1(Ω) are related by
ut(x) = ut(Tt(x)) ∀x ∈ Ω,
then their gradients transform like
(DTt(x))
-T∇ut(x) = (∇tut)(Tt(x)) ∀x ∈ Ω
105
4 Design Optimization of Photonic Nanostructures
where ∇t is the gradient operator in the transformed domain Ωt.
• If Et ∈ H(curl; Ωt) and Et ∈ H(curl; Ω) are related by
(DTt(x))
-TEt(x) = Et(Tt(x)) ∀x ∈ Ω,
then their curl transform like
1
det(DTt)(x)
DTt(x) curlE
t(x) = (curltEt)(Tt(x)) ∀x ∈ Ω
where curlt is the curl operator in the transformed domain Ωt.
The latter transformations of functions are key components of the shape sensitivity analysis,
where the solutions of the involved partial differential equations are transformed from one
domain to another.
For the derivative of the transformation mapping Tt with respect to t, we find the following
important identities [39, Lemma 3.2]:
Lemma 4.13 (Shape calculus identities). We denote by DTt the Jacobian of Tt and by It
the determinant It = det(DTt) of the Jacobian. Then, we get:
dTt
dt
∣∣∣
t=0
= V ,
dDTt
dt
∣∣∣
t=0
= DV ,
dDT -1t
dt
∣∣∣
t=0
= −DV , dIt
dt
∣∣∣
t=0
= div(V ),
where DV is the Jacobian of V .
Proof. Using the definition of the transformation Tt and differentiating with respect to t give
the claimed results, see [39, Lemma 3.2].
In our application, the deformation field V is further restricted to guarantee that the PML
region ΩPML, the transmission evaluation surface F and the outer boundary of Ω are un-
changed. Therefore, we define the set of admissible deformations by
Vad = {V ∈ (W 1,∞(Ω))3 | V (x) = 0 in Ω¯PML ∪ F, V · ν = 0 on ∂Ω}.
Using this, we can also define the set of admissible shapes Uad as the set of domains that are
results of the transformation with the deformation field V ∈ Vad of a Lipschitz domain Ω,
i. e.
Uad = {Ωt Lipschitz domain | Ωt = Tt(Ω),V ∈ Vad, t ∈ [0, t∗]}.
The next step is to define, when a function is shape differentiable, see [28, Def. 3.1].
Definition 4.14 (Shape differentiable, shape derivative). Let Ω ∈ Uad and Ωt = Tt(Ω), then
the functional J : Uad → R is called shape differentiable at Ω if the limit
dJ(Ω;V ) := lim
tց0
J(Ωt)− J(Ω)
t
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exists for all V ∈ Vad.
Furthermore, dJ(Ω;V ) is called the shape derivative of J at Ω in the direction V .
The shape derivative of the reduced transmission objective functional Φtrans is computed in
two intermediate steps. First, we compute the sensitivity with respect to the shape of the
bilinear form a given in (4.19). Hence, we define the following bilinear form at corresponding
to the primal equation (4.18) on the domain Ωt for function Et,Pt ∈ Vt = {DT -Tt φ ◦ T -1t |
φ ∈ V } as
at(Et,Pt; Ωt) =
∫
Ωt
µ -1 ◦ T -1t curltEt · curltPt − ω2ε ◦ T -1t Et · Pt dxt
Note that we transform the coefficients µ and ε with the transformation Tt. Furthermore,
the PML domain is unchanged due to the admissible set of deformation fields Vad. The
intention for the transformation is that in each subdomain, except the PML, we have actually
constant permittivities and permeabilities combined to the piecewise functions ε. With this
transformation, we obtain a new piecewise defined function on the domain Ωt, which is also
constant on each subdomain.
Lemma 4.15 (Shape derivative of the bilinear form a( · , · ; Ω)). The shape derivative of
the bilinear form a( · , · ; Ω) given in (4.19) in a direction V ∈ Vad in the sense
∂a(E,P ; Ω)[V ] := lim
tց0
at(Et,Pt; Ωt)− a(E,P ; Ω)
t
for functions E,P ∈ V and their transported functions Et = DT -Tt E ◦ T -1t ,Pt = DT -Tt P ◦
T -1t ∈ Vt holds
∂a(E,P ; Ω)[V ] = −
∫
ΩB∪ΩD
curlETA(V ) curlP − ω2εETA(V )P dx
where A(V ) = divV 1−DV −DV T .
Proof. The bilinear form at on Ωt reads after transformation to Ω as
at(Et,Pt; Ωt) =
∫
Ω
(µ -1(curltEt) ◦ Tt · (curltPt) ◦ Tt − ω2εEt ◦ Tt · Pt ◦ Tt)It dx
Together with the choice of the transported functionsEt = DT
-T
t E◦T -1t , Pt = DT -Tt P ◦T -1t
and Lemma 4.12, we obtain
at(Et,Pt; Ωt) =
∫
Ω
µ -1DT Tt curlE ·DT Tt curlP I -1t − ω2εDT -Tt E ·DT -Tt P It dx.
Formally differentiating with respect to t and using the identities in Lemma 4.13, the shape
derivative of the bilinear form yields
∂a(E,P ; Ω)[V ] = −
∫
Ω
µ -1A(V ) curlE · curlP − ω2εE ·A(V )P dx
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since µ, ε, E and P are independent on Ω. Using the admissible set for the deformations,
we get the expression only in ΩB ∪ ΩD.
The shape sensitivity of the right hand side of (4.18) is obtained in a similar way. First, we
define the linear form lt corresponding to (4.20) on the domain Ωt for Pt ∈ Vt by
lt(Pt; Ωt) = −ω2
∫
Ωt
(εb1− ε ◦ T -1t )EI · Pt dxt
Again, the coefficient ε is transformed to Ωt to maintain its piecewise constant structure.
Lemma 4.16 (Shape derivative of linear form l( · ; Ω)). The shape derivative of the linear
form l( · ; Ω) given in (4.20) in a direction V ∈ Vad in the sense
∂l(P ; Ω)[V ] := lim
tց0
lt(Pt; Ωt)− l(P ; Ω)
t
for a function P ∈ V and its transported function Pt = DT -Tt P ◦ T -1t ∈ Vt holds
∂l(P ; Ω)[V ] = −ω2
∫
ΩD
(εb − εd)P T (DEIV −DV EI +EI divV ) dx
where DEI is the Jacobian for the incident wave EI .
Proof. The proof is analogously to the proof of Lemma 4.15. Nevertheless, the linear form
lt on Ωt reads after transformation to Ω as
lt(Pt; Ωt) = −ω2
∫
Ω
(εb1− ε)EI ◦ Tt · PtIt dx.
Together with the choice of the transported function Pt = DT
-T
t P ◦ T -1t and Lemma 4.12,
we obtain
lt(Pt; Ωt) = −ω2
∫
Ω
(εb1− ε)EI ◦ Tt ·DT -Tt PtIt dx
Formally differentiating with respect to t and using the identities in Lemma 4.13, the shape
derivative of the linear form yields
∂l(P ; Ω)[V ] = −ω2
∫
Ω
(εb1− ε)EI ◦ Tt · (divV 1−DV T )P dx
− ω2
∫
Ω
(εb1− ε)DEIV · P dx.
Again, ε and P are independent on Ω and we get the expression only in ΩD by using the
admissible set for the deformations and the definition of ε.
The latter two result are now used to derive the shape derivative of the reduced transmission
objective functional.
Theorem 4.17 (Shape derivative of Φphys). The shape derivative of the reduced transmis-
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sion objective functional Φphys in a direction V ∈ Vad holds
dΦtrans(Ω;V ) = Re(∂a(E(Ω),P(Ω),Ω)[V ]− ∂l(P(Ω); Ω)[V ])
where the primal variable E(Ω) is solution of (4.18) and the adjoint variable P(Ω) is solution
of
Find P ∈ V s. t. a(P ,φ; Ω) = −∂Jtrans(E(Ω))[φ] ∀φ ∈ VR
with the right hand side, c. f. (4.8),
∂Jtrans(E)[φ] :=
ı
SI
∫
F
[
φ× curlE∗T −E∗T × curlφ
] · ν dH2
depending on the total electric ﬁeld ET = E +EI .
Proof. We start by defining the Lagrangian function Lttrans on the transported domain Ωt
for functions Et,Pt ∈ Vt
Lttrans(Et,Pt,Ωt) = Jtrans(Et) + Re(at(Et,Pt; Ωt)− lt(Pt; Ωt)).
With non-existent index t, we mark the Lagrangian function on the reference domain Ω. If
E(Ω) is the solution of (4.18) on domain Ω, then the Lagrangian function and the reduced
transmission objective functional coincide for the adjoint solution P(Ω), i. e.
Φtrans(Ω) = Ltrans(E(Ω),P(Ω),Ω).
Formally differentiating both sides with respect to Ω, we get the following expression
dΦtrans(Ω,V ) = D1Ltrans(E(Ω),P(Ω),Ω)[dE(Ω;V )]
+D2Ltrans(E(Ω),P(Ω),Ω)[dP(Ω;V )]
+ ∂Ltrans(E(Ω),P(Ω),Ω)[V ].
The first term includes the shape derivative dE(Ω;V ) of the primal solution E(Ω) in the
sense
dE(Ω;V ) := lim
tց0
DT -Tt E(Ωt) ◦ Tt − E(Ω)
t
with the solution E(Ωt) of (4.18) on Ωt with adapted bilinear and linear form at and lt,
respectively. Due to the transformation Lemma 4.12, dE(Ω;V ) ∈ V and the first term
vanishes using the adjoint system. The second term vanishes because the shape derivative
of the adjoint solution dP(Ω;V ) ∈ V and the partial derivative of the Lagrangian with
respect to the adjoint yields the primal system, which is satisfied by E(Ω). The partial shape
derivative of the Lagrangian function
∂Ltrans(E(Ω),P(Ω),Ω)[V ] = lim
tց0
Lttrans(Et, Pt,Ωt)− Ltrans(E,P ,Ω)
t
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holds with Lemma 4.15 and Lemma 4.16
∂Ltrans(E(Ω),P(Ω),Ω)[V ] = Re(∂a(E(Ω),P(Ω),Ω)[V ]− ∂l(P(Ω); Ω)[V ]).
Thus, we obtain the claimed result.
Noteworthy, the adjoint equation of the shape optimization problem coincide with the adjoint
equation of the material optimization problem Lemma 4.1, except for notation, due to the
derivation via Lagrange formalism.
Next, the shape derivative of the reduced conductivity objective functional Φcond in a di-
rection V is derived. To simplify the notation, we focus on only one of the two load cases.
Thus, we have the functional
φcond(Ω) := φ
(1)
cond(Ω) = jcond(u
(1)(Ω),ΩD)
where u(1)(Ω) ∈ U is the solution of the conductivity problem on the domain ΩD.
Furthermore, we define the objective functional jtcond on the transformed domain Ωt for
functions ut ∈ Ut = {φ ◦ T -1t | φ ∈ U} as
jtcond(ut,Ωt) =
∫
Ωt
σ|∇tut|2 dxt.
Similarly, we consider the bilinear form bt on Ωt defined for functions ut, pt ∈ Ut as
bt(ut, pt; Ωt) =
∫
Ωt
σ∇tut · ∇tpt dxt
Furthermore, the Dirichlet data function u0 in (4.21) is transformed to Ωt by u0 ◦ T -1t .
Lemma 4.18 (Shape derivative of b( · , · ; Ω)). The shape derivative of b( · , · ; Ω) given in
(4.21) in a direction V ∈ Vad in the sense
∂b(u, p; Ω)[V ] = lim
tց0
bt(ut, pt; Ωt)− bt(u, p; Ω)
t
for functions u, p ∈ U and their transported functions ut = u ◦ T -1t , pt = p ◦ T -1t ∈ Ut holds
∂b(u, p; Ω)[V ] =
∫
Ω
σ∇uTA(V )∇p dx
where A(V ) = divV 1−DV −DV T .
Proof. After transformation to the domain Ω, the bilinear form bt reads
bt(ut, pt; Ωt) =
∫
Ω
σ((∇tut) ◦ Tt) · ((∇tpt) ◦ Tt)It dx
110
4.2 Multi-Objective Shape Optimization of Thin Films
since σ is constant. Using Lemma 4.12, we obtain
bt(ut, pt; Ωt) =
∫
Ω
σDT -Tt ∇u ·DT -Tt ∇pIt dx.
Formally differentiating with respect to t and using Lemma 4.13, the shape derivative of the
bilinear form reads as stated, since u and p are chosen independently on Ω.
Since jtcond(ut; Ω) = bt(ut, ut; Ω) for ut = u ◦ T -1t and u ∈ V , we also conclude from
Lemma 4.18 that the partial shape derivative of ∂jcond(u,Ω)[V ], which is defined as
∂jcond(u; Ω)[V ] := lim
tց0
jtcond(ut; Ωt)− jcond(u; Ω)
t
holds
∂j(u; Ω)[V ] =
∫
Ω
σ∇uTA(V )∇u dx. (4.23)
Theorem 4.19 (Shape derivative of φcond). The shape derivative of the conductivity func-
tional φcond in a direction V ∈ Vad reads as
dφcond(Ω;V ) =
∫
Ω
σ∇u(Ω) ·A(V )∇u(Ω) dx
where u(Ω) solves the primal problem and A(V ) = divV 1−DV −DV T .
Proof. We start with definition of the Lagrangian function Ltcond on Ωt by
Ltcond(ut, pt,Ω) = jtcond(ut,Ωt) + bt(ut, pt; Ωt).
On the reference domain Ω, we again drop the index t. The Lagrangian function coincides
at (u(Ω), p,Ω) with the objective functional for any p ∈ U by construction
Lcond(u(Ω),Ω, p) = φcond(Ω).
By formally differentiating both side with respect to Ω, we get the expression
dφcond(Ω;V ) = D1Lcond(u(Ω), p,Ω)[du(Ω;V )]
+D2Lcond(u(Ω), p,Ω)[dp(Ω;V )]
+ ∂Lcond(u(Ω), p,Ω)[V ]
Due to the transformation of the Dirichlet data u0, the shape derivative of the solution
du(Ω;V ) := lim
tց0
u(Ωt) ◦ Tt − u(Ω)
t
∈ U
where u(Ωt) is the solution on Ωt with the adapted bilinear form bt. If the adjoint variable
p ≡ 0, then the partial derivative with respect to the first and second argument of the
Lagrangian function vanish at (u(Ω), p,Ω). Hence, no adjoint system must be solved. Using
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with Lemma 4.18 and the partial shape derivative of jcond given in (4.23), the partial shape
derivative ∂Lcond of the Lagrange function
∂Lcond(u, p; Ω)[V ] := lim
tց0
Ltcond(ut, pt; Ωt)− Lcond(u, p; Ω)
t
holds at (u(Ω), p,Ω)
dφcond(Ω;V ) = ∂j(u(Ω); Ω)[V ] =
∫
Ω
σ∇u(Ω) ·A(V )∇u(Ω) dx.
as stated.
We waive to state the complete formula of the shape derivative dΦphys(Ω;V ) of the physical
objective functional Φphys(Ω), since in Theorem 4.19 and Theorem 4.17 the fundamental
expressions are given from which the shape derivative dΦcond(Ω;V ) and thus dΦphys(Ω;V )
can be computed by straightforward calculus.
4.2.3 Projected Gradient Descent Method
In the previous section, we derived the sensitivity of the objective functional with respect to
the shape. A descent direction V ∈ Vad to minimize the objective is not directly readable
from the domain representation of the shape derivative. Thus, we discuss in this section a
strategy how to find a deformation field V such that the objective function decreases. The
key point is to find a H1-representation by solving the equation [54, p. 1253]
Find V ∈ Vad ∩ (H1(Ω))3 s. t.∫
D
DV T : Dφ dx+ η
∫
D
V · φ dx = −dΦphys(Ω;φ)
∀φ ∈ Vad ∩ (H1(Ω))3
 (4.24)
for positive scalar η > 0 and assuming that the primal and adjoint solutions involved in the
shape derivative dΦphys(Ω;φ) are bounded. That the solution V of (4.24) is a descent direct
follows directly from the ellipticity of the left hand side on H1, i. e.
dΦphys(Ω;V ) = −
∫
D
DV T : DV dx− η
∫
D
V · V dx ≤ 0.
Algorithm 2 shows the projected gradient descent method used for the multi-objective shape
optimization problem. First we choose an initial domain Ω, a step size τ and a step size
parameter θ. In Line 2, the physical objective functional and is shape derivative is evaluated
for Ω, which implies to solve (4.18) and (4.21) for all load cases, and application of Theo-
rem 4.19 and Theorem 4.17. The descent direction is found in Line 3 by solving (4.24) in
the admissible set Vad. With this direction, a decrease in the objective functional is found
with the line search for τ in Line 6 to Line 12. After that the new iteration is prepared by
evaluating for the new domain the physical objective functional and find a descent direc-
tion (Line 14 to Line 15. The algorithm terminates if the descent direction V provides a
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Algorithm 2 Projected gradient descent method
1: Initial domain Ω, step size τ > 0, 0 < θ < 1
2: Φphys(Ω), dΦphys(Ω; · ) ← EvaluatePhysicalObjective(Ω)
3: V ← FindDescentDirection(dΦphys(Ω; · ))
4: while dΦphys(Ω;V ) < TOL do
5: τ+ ← τ
6: repeat
7: Ω+ ← Ω+ τ+V
8: Φphys(Ω
+) ← EvaluatePhysicalObjective(Ω+)
9: if Φphys(Ω
+) > Φphys(Ω) then
10: τ+ ← τ+θ
11: end
12: until Φphys(Ω
+) ≤ Φphys(Ω)
13: Ω← Ω+
14: Φphys(Ω), dΦphys(Ω; · ) ← EvaluatePhysicalObjective(Ω)
15: V ← FindDescentDirection(dΦphys(Ω; · ))
16: end
17: Ω∗ ← Ω
derivative, which is smaller than a given tolerance TOL.
A numerical realization of Algorithm 2 with the Finite Element Method involves a trian-
gulation. The algorithm does not prevent a degeneration of the triangulation and a new
triangulation must be created. In that case, we loose the global convergence of the algo-
rithm. The triangulation of the domain also leads to the question in what extent the shape
derivative dΦphys derived in an infinite-dimensional setting is utilizable in finite-dimensional
optimization algorithms. This is discussed in the following section.
4.2.4 Equivalence of Shape Derivative and Nodal Derivative
We derive in this section conditions such that the shape derivative of the reduced physical
objective functional, which is obtained by the continuous shape calculus of the previous
section, is equivalent to the nodal derivative of the reduced physical objective functional,
which is obtained by direct calculus with respect to the nodal positions in a triangulation.
In the nodal derivative case, the PDE constraint is approximated by the Finite Element
Method on the triangulation resulting in a linear system of equations and thus the reduced
objective functions can be written in an algebraic form. In the context of design sensitivity
analysis in structural mechanics, we find in [4; 23; 58] similar equivalence conditions.
Let T be a triangulation of the polyhedral domain Ω, including its subdomains ΩB, ΩD
and ΩPML, with tetrahedral element T . We start with the reduced transmission objective
function Φphys and approximate the space V ⊂ H(curl; Ω) by the finite-dimensional space
Vh = {φ ∈ V | φ
∣∣
T
∈ Rk for all T in T }
where Rk is the space of vector polynomials of order k introduced in Subsection 3.2.3. Using
the restriction Vh,R of Vh to real-valued functions, the weak form of the electromagnetic
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scattering problem, c. f. (4.18), then reads in the finite-dimensional setting
Find Eh ∈ Vh s. t. ah(Eh,φh; Ω) = lh(φh; Ω) ∀φh ∈ Vh,R (4.25)
with the bilinear and linear forms
ah(Eh,φh; Ω) =
∫
Ω
µ -1 curlhEh · curlhφh − ω2εEh · φh dx
l(φh; Ω) = −ω2
∫
Ω
(εb1− ε)EI · φh dx.
Here, curlh denotes the discrete curl operator in the sense (curlhEh)
∣∣
T
= curl(Eh
∣∣
T
) for
all T ∈ T . In a similar way, we adapt the transmission objective functional Jtrans(E) to
emphasize the finite-dimensional setting and we get under the assumption that F is also a
polyhedral surface
Jhtrans(Eh) =
1
SI
Im
(∫
F
(
(Eh +EI)× (curlhEh + curlEI)∗
) · ν dH2) (4.26)
with the normalization constant SI . Denoting by Eh(Ω) the solution of (4.25) on the do-
main Ω, we define the reduced discretized transmission objective functional Φhphys = Ω 7→
Jhphys(Eh(Ω)). We shall see that the shape derivative of Φ
h
phys has a similar structure as the
shape derivative of Φphys given in Theorem 4.17.
Theorem 4.20 (Shape derivative of Φhphys). The shape derivative of the reduced discretized
transmission objective functional Φhphys in a direction V ∈ Vad holds
dΦhtrans(Ω;V ) = Re(∂ah(Eh(Ω),Ph(Ω),Ω)[V ]− ∂l(Ph(Ω); Ω)[V ])
where
∂ah(Eh(Ω),Ph(Ω),Ω)[V ] = −
∫
ΩB∪ΩD
curlh Eh(Ω)
TA(V ) curlh Ph(Ω) dx
− ω2
∫
ΩB∪ΩD
εEh(Ω)
TA(V )Ph(Ω) dx,
and ∂l is given in Lemma 4.16. Moreover, the primal variable Eh(Ω) is solution of (4.25)
and the adjoint variable Ph(Ω) is solution of
Find Ph ∈ Vh s. t. ah(Ph,φh; Ω) = −∂Jhtrans(Eh(Ω))[φh] ∀φh ∈ Vh,R (4.27)
with the right hand side
∂Jhtrans(Eh)[φh] :=
ı
SI
∫
F
[
φh × (curlhE∗h + curlE∗I )− (E∗h +E∗I )× curlhφh
] · ν dH2.
Proof. Dividing the domain Ω into the elements of the triangulation to obtain a well-defined
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curl operator and using the transported space
V th = {DT -Tt φh ◦ T -1t | φh ∈ Vh}
instead of Vt, the proof is analogous to Lemma 4.15 for the shape derivative ∂ah of the
bilinear form ah. Furthermore, we apply the Lagrange formalism in the space Vh analogously
to Theorem 4.17. Note that we distinguish between the discrete and continuous curl operator
in the definition of the right hand side of the adjoint equation.
At this point, the deformation field V is still from the infinite-dimensional space Vad. More-
over, the consistent formulation of the adjoint equation in the space Vh implies that the
adjoint equation is solved on the same triangulation as the state problem.
Next, we compute the directional derivative of the reduced transmission objective functional
with respect to each of the nv vertices p = R
3×nv of the triangulation T . Beforehand, we
restrict the directional derivative to the set of admissible directions Had, which is linked to
the set of admissible deformations Vad via
Had = {h ∈ R3×nv | ∃V ∈ Vad : hi = V (pi) for all 1 ≤ i ≤ nv}.
We denote by pt1 , . . . ,pt4 the four vertices of the tetrahedral element T ∈ T . Moreover, the
transformation mapping FT (p) from the reference element Tˆ to element T is defined as
FT (p)(xˆ) = BT (p)xˆ+ pt,1
with the matrix
BT (p) =
(
pt2 − pt1 ,pt3 − pt1 ,pt4 − pt1
)
,
which has the determinant JT (p) = detBT (p).
Moreover, let nd ∈ N be the total number of degrees of freedom in the finite element space Vh
and we denote by φˆl, for all 1 ≤ l ≤ nl, the nl local shape functions defined on the reference
element Tˆ . The global shape function are defined by
φi(x) =
∑
T∈T
χT (x)
nl∑
l=1
(PT )ilB
-T
T φl(F
-1
T (x))
with the characteristic function χT of T and the mapping PT ∈ {0, 1}nd×nl that maps the
local degree of freedom index of the element T to the global degree of freedom index. Then,
Vh =
{
φ ∈ V | ∃α ∈ Cnd ∀T ∈ T : φ∣∣
T
=
nd∑
i=1
αiφi
∣∣
T
∈ Rk(T )
}
with V given in Subsection 3.2.3.
We consider the fully-discretized transmission objective functional
Jptrans(α) = Re(α
HT (p)α+ I(p)Hα+ C(p)) (4.28)
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with a matrix T (p) ∈ Cnd×nd ,
T (p)ij = − ı
SI
∫
F
φi × curlhφj · ν dH2
the vector I(p) ∈ Cnd ,
I(p)i =
ı
SI
∫
F
[φi × curlEI −EI × curlhφi] · ν dH2.
and a constant C(p) ∈ C. Actually, the quantities T , I and C are computed by numerical
integration on the surface F and represent the fully-discretized version of the discretized
transmission objective functional (4.26) . Since we assume that the surface F is unchanged
during the optimization and thus also the positions of the vertices on that surface are fixed, a
derivative with respect to the nodal positions vanishes. Hence, we omit the fully-discretized
expressions of these objects in terms of the surface quadrature rule because they do not play
a role to achieve the equivalence statement in this section.
However, using a quadrature rule inside the reference tetrahedron given by nq quadrature
points xˆq and weights wq, the coefficient α are solution of the linear system of equations
K(p)α := (S(p)− ω2M(p))α = L(p) (4.29)
where matrix S(p) ∈ Cnd×nd is assembled via
S(p) =
∑
T∈T
PTST (p)P
T
T
with the local matrix ST (p) ∈ Cnl×nl with entries
(ST (p))lm =
nq∑
q=1
µ -1(FT (p)(xˆq)) ĉurl φˆl(xˆq)
TBT (p)
TBT (p) ĉurl φˆm(xˆq)wqJT (p)
-1.
Similarly, the matrix M(p) is defined via the local matrix MT (p) ∈ Cnl×nl
(MT (p))lm =
nq∑
q=1
ε(FT (p)(xˆq))φˆl(xˆq)
TB -1T (p)
TB -TT (p)φˆm(xˆq)wqJT (p).
The right hand side vector L(p) is obtained by
L(p) =
∑
T∈T
PTLT (p)
with the local vector LT (p) ∈ Cnl×nl with entries
(LT (p))l = −ω2
nq∑
q=1
(εb − ε(FT (p)(xˆq)))φˆl(xˆq)TB -1T (p)EI(FT (p)(xˆq))wqJT (p).
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With the solution α(p) of (4.29), the reduced fully-discretized transmission objective func-
tional Φptrans(p) = J
p
trans(α(p)) can be rewritten as
Φptrans(p) =
1
2
(
α(p)H(T + TH)α(p) + IHα(p) +α(p)HI + C + C∗
)
Theorem 4.21 (Nodal derivative of Φptrans). The directional derivative DΦ
p
trans[h] of the
reduced fully-discretized transmission objective functional Φptrans in a direction h ∈ Had holds
DΦptrans(p)[h] = Re
(
βT (DK(p)[h]α(p)−DL(p)[h]))
where β is solution of
K(p)β = − ((T + TH)α(p) + I)∗ . (4.30)
Furthermore,
DK(p)[h] =
∑
T∈T
PT
(
DST (p)[h]− ω2DMT (p)[h]
)
P TT
DL(p)[h] =
∑
T∈T
PTDLT (p)[h]
with the derivative of the respective local matrices and vectors, which are given element-wise
by
(DST (p)[h])lm = −
nq∑
q=1
(µ -1 ◦ FT ) ĉurl φˆTl BTTAT (HT )BT ĉurl φˆmwqJ -1T
(DMT (p)[h])lm =
nq∑
q=1
(ε ◦ FT )φˆTl B -1T AT (HT )B -TT φˆmwqJT
and
(DLT (p)[h])l = −ω2
nq∑
q=1
wqJT (εb − (ε ◦ FT ))φˆTl B -1T(
(tr(B -1T HT )1−HTB -1T )(EI ◦ FT )
+ (DEI ◦ FT )DFT (p)[h]
)
where
HT :=
(
ht2 − ht1 ,ht3 − ht1 ,ht4 − ht1
)
AT (HT ) := tr(B
-1
T HT )1−HTB -1T −B -TT HTT
and the directional derivative of the reference transformation holds
DFT (p)[h](xˆ) =HT xˆ+ ht1 .
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For ease of notation, we neglected the dependency on xˆq and p whenever possible.
Proof. We start by computing the derivative of the vector α(p) =K(p) -1L(p) with respect
to p in the direction h by using the implicit function theorem and obtain
Dα(p)[h] = −K -1 (DK(p)[h]K -1L−DL(p)[h])
where we omitted the dependency of p for ease of notation. The expressions for DK(p)[h]
and DL(p)[h] will be discussed later. The derivative of reduced objective functional Φptrans
then reads
DΦptrans(p)[h] =
1
2
(
α(p)H(T + TH)Dα(p)[h] + IHDα(p)[h]
)
+
1
2
(
α(p)H(T + TH)Dα(p)[h] + IHDα(p)[h]
)∗
= Re
((
α(p)H(T + TH) + IH
)
Dα(p)[h]
)
where we used that (T + TH) is Hermitian. If we insert Dα(p)[h] and the vector β =
−K(p) -T ((T + TH)α(p) + I)∗, then we obtain
DΦptrans(p)[h] = Re
(
βT (DK(p)[h]α(p)−DL(p)[h])) .
Since K is symmetric, we get the equation for β given in the theorem.
Due to the additive structure of the system matrix over each element, we can focus on
the derivatives of the local matrices ST , MT and local right hand side vector LT . The
local shape functions φˆl, 1 ≤ l ≤ nl are independent on the change of the nodal position.
Moreover, the function µ and ε are constant in each element. Hence, it is sufficient to
compute the derivatives of the reference transformation FT (p), the Jacobian BT (p) and its
inverseB -1T (p), and the determinant JT of the Jacobian to compute the derivative of the local
matrices and vectors with respect to p. Using the matrix HT based on the nodal variations
ht1 , ht2 , ht3 and ht4 of the four vertices of T , we obtain the derivative DFT (p)[h] of the
reference transformation and the derivative DBT (p)[p] of the Jacobian as claimed. The
derivative of inverse of the Jacobian holds DB -1T (p)[h] = −B -1T HTB -1T by straightforward
calculus. Adapting [39, Lem. 3.4], we rewrite the Jacobian JT using the definition of the
matrix BT and the Levi-Civita symbol ǫijk as
JT (p) =
3∑
i,j,k=1
εijk(pt2 − pt1)i(pt3 − pt1)j(pt4 − pt1)k.
Computing the derivative of this expression in direction h, we obtain
DJT (p)[h] =
3∑
i,j,k=1
εijk(ht2 − ht1)i(pt3 − pt1)j(pt4 − pt1)k
+ (pt2 − pt1)i(ht3 − ht1)j(pt4 − pt1)k
+ (pt2 − pt1)i(pt3 − pt1)j(ht4 − ht1)k.
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We know that the adjugate adj(BT ) of BT is element-wise defined by
(adj(BT ))lm =
3∑
i,j,k=1
εijkδ1lδmi(pt3 − pt1)j(pt4 − pt1)k
+ δ2l(pt2 − pt1)iδmj(pt4 − pt1)k
+ δ3l(pt2 − pt1)i(pt3 − pt1)jδmk.
By multiplication of the adjugate ofBT with the matrixHT and applying the trace operator,
we get the element-wise expression
tr(adj(BT )HT ) =
3∑
i,j,k=1
εijk(ht2 − ht1)i(pt3 − pt1)j(pt4 − pt1)k
+ (pt2 − pt1)i(ht3 − ht1)k(pt4 − pt1)k
+ (pt2 − pt1)i(pt3 − pt1)j(ht4 − ht1)k.
Thus, we have proven that DJT (p)[h] = JT tr(B
-1
T HT ), since B
-1
T = J
-1
T adj(BT ).
In the local matrix ST , we identify the term fS(p) := BT (p)
TBT (p)JT (p)
-1 and its deriva-
tive with respect to p reads then
DfS(p)[h] =H
T
TBTJ
-1
T +B
T
THTJ
-1
T −BTTBT tr(B -1T HT )J -1T
= BTT
(
B -TT H
T
T +HTB
-1
T − tr(B -1T HT )1
)
BTJ
-1
T
Similarly, the derivative of the local matrix MT is computed via the function fM (p) :=
BT (p)
-1BT (p)
-TJT (p) and its derivative
DfM (p)[h] = −B -1T
(
HTB
-1
T −B -TT HTT − tr(B -1T HT )1
)
B -TT JT
With the expression for AT (H), we obtain the desired results.
In the end, we get the derivative of the local right hand side vector by using the tools
presented in this proof and the chain rule.
Theorem 4.22 (Equivalence of the derivatives). If the volume integrals in the ﬁnite dimen-
sional problem (4.25) and (4.27) are approximated with the same quadrature rule as in the
fully-discretized system (4.29) and an exact linear solver is applied, then the ﬁnite dimen-
sional problem (4.25) and the fully-discretized problem (4.29) attain the same solution in the
sense that the respective solutions Eh and α hold
Eh(x) =
nd∑
i=1
αiφi(x).
Additionally, if the same quadrature rule is used for Jhtrans, given in (4.26), and for J
p
trans,
given in (4.28), then the reduced objective functionals coincide, i. e.
Φhtrans(Ω) ≡ Φptrans(p).
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Furthermore, if the deformation ﬁeld Vh ∈ Vad is piecewise linear on T , i. e.
Vh(x) =
nv∑
i=1
hili(x)
with coeﬃcients h ∈ Had and linear global shape functions li, and if the volume integrals in
Theorem 4.20 are approximated with the same quadrature rule as in (4.29), then the shape
derivative, given in Theorem 4.20, and the nodal derivative, given in Theorem 4.21, coincide,
i. e.
dΦhtrans(Ω;Vh) ≡ DΦptrans(p)[h].
Proof. Using the same quadrature rule for (4.25) as for (4.29) and the ansatz
Eh(x) =
nd∑
i=1
α˜iφi(x), (4.31)
leads to a linear system of equations with an identical system matrix K and right hand
side as in (4.29). If an exact linear solver is applied, we obtain the same solution vector
α˜ = α. With the quadrature rule used for the fully-discretized objective function Jptrans and
the ansatz for Eh, the objective function J
h
trans results in the same expression as in (4.28).
Since the coefficient vectors coincide, the reduced objective functionals coincide.
To show the equivalence of the derivatives, we have to show first that the adjoint solution
Ph of (4.27) is related to the vector β, given by (4.30), via
Ph =
nd∑
i=1
βiφi(x).
As already mentioned before, we obtain the same system matrix, if we use the ansatz (4.31)
also for Ph with coefficients β˜ and the same quadrature rule. Hence, we focus on the right
hand side of (4.27) that reads with (4.31) for all φi, 1 ≤ i ≤ nd
∂Jhtrans(Eh)[φi] =
nd∑
i=j
α˜∗i
ı
SI
∫
F
[
φi × curlhφj − φj × curlhφi
] · ν dH2
+
ı
SI
∫
F
[
φi × curlE∗I −E∗I × curlhφi
] · ν dH2.
Comparing this with the expression for T and I, we see that
∂Jhtrans(Eh)[φi] =
nd∑
i=j
α˜∗i (Tij − Tji)∗ − I∗i ∀1 ≤ i ≤ nd.
Since T = −T ∗, the right hand side of (4.27) and (4.30) coincide and thus β˜ = β.
Rewriting Eh and Ph in terms of the coefficients α and β, the partial shape derivative
∂ah(Eh,Ph; Ω), given in Theorem 4.20, can be expressed by the local contribution ∂aT (V ) ∈
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C
nl×nl on each element such that
∂ah(Eh,Ph; Ω)[V ] =
∑
T∈T
Re(αHPT∂aT (V )P
T
T β)
where
(∂aT (V ))lm = −
nq∑
q=1
wqJ
-1
T (µ
-1 ◦ FT ) ĉurl φˆTl BTTA(V )BT ĉurl φˆm
− ω2
nq∑
q=1
wqJT (ε ◦ FT )φˆTl B -1T A(V )B -TT φˆm ∀1 ≤ l,m ≤ nl
Similarly, the shape derivative ∂l(Ph; Ω)[V ] given in Lemma 4.16 can be expressed as
∂l(Ph; Ω)[V ] =
∑
T∈T
Re(βTPT∂lT (V ))
with local contributions ∂lT (V ) ∈ Cnl given by
(∂lT (V ))l = −ω2
nq∑
q=1
wqJT (εd − (ε ◦ FT ))φˆTl B -1T
(div(V )EI ◦ FT −DV EI +DEIV ) ∀1 ≤ l,m ≤ nl.
Comparing the expression ∂aT and ∂lT with DST , DMT and DLT given in Theorem 4.21,
we see that we have to proof that the following expressions hold for the deformation field Vh
and the nodal deformation h, and for every element T and at every quadrature point xˆq:
Vh ◦ FT = DFT (p)[h]
DVh ◦ FT =HTB -1T
div(Vh) ◦ FT = tr(B -1T HT ).
The first expression is proven by inserting the definition of the linear functions restricted on
the element T into Vh in barycentric coordinates and we get
Vh
∣∣∣
T
=
nv∑
i=1
hili
∣∣∣
T
= ht1 + (ht2 − ht1)λ2 + (ht3 − ht1)λ3 + (ht4 − ht1)λ4.
By evaluating the barycentric coordinates at xq = BT (p)xˆq + pt1 , we get the claimed
expression. The Jacobian of Vh restricted to the element T is transformed with the matrix
BT (Lemma 4.12) and reads with Vˆh(xˆ) =HT xˆ+ ht1 as
DVh
∣∣∣
T
= DˆVˆhB
-1
T =HTB
-1
T .
Since the expression is a constant matrix on each element due to the linear basis functions
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Φtrans(Ω) Φhtrans(Ω) Φ
p
trans(p)
dΦtrans(Ω;V ) dΦhtrans(Ω;V ) DΦ
p
trans(p)[h]
V ≈ Vh {xˆq, wq}
Eh(Ω) =
∑nd
i=1αi(p)φi
{xˆq, wq}
V =
∑nv
i=1 hili
shape shape nodal
Figure 4.9: Equivalence of discretized the shape derivative dΦhtrans(Ω;V ) and the nodal
derivative DΦp(p)[h].
of Vh, it holds for all quadrature points. Finally, using the latter result
div(Vh)
∣∣∣
T
= tr(DVh)
∣∣∣
T
= tr(VTB
-1
T ).
Since the trace allows the swapping of the matrices and is constant on each element, we
complete the proof.
The result of the latter theorem is summarized by the diagram in Figure 4.9. Starting
from the infinite-dimensional setting Φtrans, we arrive at finite-dimensional setting Φ
h
trans by
approximating the space Vh visualized by the dashed arrow. With a consistent quadrature
rule, an exact linear solver, consistent shape functions and piecewise linear deformations
field, we obtain the equivalence of the derivative marked by the solid arrows. The dotted
arrow between dΦtrans(Ω;V ) and dΦ
h
trans(Ω;V )means that the expressions for dΦtrans(Ω;V )
and dΦhtrans(Ω;V ) are of similar structure.
In a similar way, the equivalence of the shape and nodal derivative of the reduced conductivity
objective functional is proven. All necessary tools and requirements are discussed while
preparing Theorem 4.22. Thus, we allow us to conclude that also the shape derivative
and the nodal derivative of the reduced physical objective functions are equivalent under
these conditions. Note that the equivalence results is based on the domain representation
of the shape derivative. For a similar result but for the boundary representation of the
shape gradient, we refer to [15] that shows the equivalence of the boundary representation
if correction terms are added to the shape gradient inside each element and on the interface
of two elements.
From the implementation point of view, the finite dimensional shape calculus leads to func-
tional description of the shape derivative using finite element shape functions also for the
deformation field, which is easily implemented in an existing Finite Element software. The
advantage of the fully discretized setting is that the nodal derivative can be computed with-
out the knowledge of adjoint calculus.
Independently on choosing the shape derivative approach or the nodal derivative approach,
we can rely on algebraic optimization algorithms to our finite dimensional shape optimization
problems under consideration.
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Figure 4.10: Geometrical configuration used in the numerical multi-objective shape optimiza-
tion problem.
4.2.5 Numerical Example
To complement this section, we try to numerically solve a multi-objective shape optimization
problem using the results of this section.
First, we consider the cuboid computational domain Ω with width w = 190 nm, length
l =
√
3w and height h = 6w, see Figure 4.10. At the top and bottom of the computational
domain, we define the PML region ΩPML of thickness d = 2w. Inspired by the results of the
material optimization in Section 4.1, a gold cross ΩD, which consists of two perpendicular
cylinders with radii rw and rl, is placed in the middle of the computational domain. The
structure is illuminated with a x-polarized normalized plane wave with a wave length of
550 nm propagating in positive z-direction, i. e. EI(x, y, z) =
√
2(exp(ıωz), 0, 0)T . At this
wavelength, the metallic cross has then the relative permittivity εd = −5.9373 + 2.0902i [48,
Tab.1, gold] and an electric conductivity of σAu = 0.65 · σAg. This corresponds to material
B(2) in multi-objective material optimization problem. The relative permittivity in the re-
maining domain is set to one, which is also the background material. Furthermore, we impose
symmetry and anti-symmetry conditions on the respective side of the computational domain
to mimic a periodic structure. Thus, the metal cross can be interpreted as a representative
volume element of a grid of wires.
The transmission objective functional is evaluated at the plane F where z = 1.5w and the
transmission penalty γtrans = 1. Furthermore, the conductivity objective functional J
α
cond
enters the physical objective functional with conductivity penalty γcond = 10. Based on the
smoothing parameter α = 800Ω and the lower bound Ccond = σAg · 5 nm, which is chosen
to be 10% of the conductivity of a bulk conductor with electric conductivity σAg and with a
thickness of 50 nm like in Section 4.1. In the following, we call this the relative conductivity.
Due to the linearity of the conductivity problem, the absolute value of σAg is negligible. We
choose the radii of the gold cross such that r2w ≈ CcondlσAuπ and r2l ≈
Ccondw
σAuπ
to obtain an initial
guess close to the relative conductivity bound.
The triangulation yields in total 86 079 elements of which 67 318 are in ΩB, 17 381 are in ΩD
and 1380 are in ΩPML. Furthermore, the second-order H(curl)- and H
1-conforming finite
elements lead to 555 164 degrees of freedom for the electromagnetic field and 25 894 degrees
123
4 Design Optimization of Photonic Nanostructures
9
10
11
12
13
?
?
re
l.
co
n
d
u
ct
iv
it
y
/
%
0 10 20 30
88
89
90
91
Iterations
?
?
tr
an
sm
is
si
o
n
/
%
Figure 4.11: Objective functions Jtrans and Jcond for 10% feasible relative conductivity
against the iterations.
of freedom for the electric potential. During the optimization, the outer boundary of Ω, the
surface F and ΩPML are fixed. Thus, only the metallic cross ΩD and the surrounding domain
ΩB are allowed to vary.
In Figure 4.11, the course of the objective functionals during the optimization with a 10%
relative lower conductivity bound is plotted. Since the bound is only imposed by a penal-
ization, we obtain the typical zig-zag behavior of both objective functionals. Although, we
chose a very reasonable initial structure, we obtain a gain of more than 2.4% in transmission
from iteration 6 where the conductivity approaches to the lower bound.
The periodic extension of the initial structure and the final structure are depicted in Fig-
ure 4.12(a) and Figure 4.12(b). Figure 4.12(c) shows the initial structure and streamlines of
the resulting Poynting vector colored by its magnitude. After the optimization, the interac-
tion of the incident wave with the structure is clearly reduced, which is observable by the
increased magnitude of the Poynting vector behind the structure, see Figure 4.12(d).
Finally, we instantiate the multi-objective shape optimization problem with various bounds
Ccond to get an insight to the Pareto front of this problem. Therefore, we choose 5%, 7.5%,
10%, 12.5% and 15% relative to the conductivity of the 50 nm bulk silver film as the lower
conductivity bound Ccond. The course of the transmission versus the conductivity objective
function during the optimization is summarized in Figure 4.13 together with the resulting
shapes. Note that all optimizations start at the point near (0.9%, 88.9%), which is close
to the final result of material optimization in Section 4.1 and proceed then into a feasible
direction.
But in all cases, a structural motif is that the cross section of the wire along the polarization
of the incident light is uniformly reduced accompanied with a loss of conductivity along
this dimension. To compensate that, the wire perpendicular to the polarization seems to be
elongated in z-direction to maintain the required conductivity.
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with v = (v(1), . . . ,v(Np)) and the block structured matrix
H =
 H(1,1) · · · H(1,Np)... . . . ...
H(Np,1) · · · H(Np,Np)
 ,
which has the entries
(H(k,l))pq = − ı
2ω
(
b(ψ(k)p , curlψ
(l)
q ;Sα)− b(ψ(l)q , curlψ(k)p ;Sα)∗
)
for all k, l ∈ Ip and p ∈ I(k)a , q ∈ I(l)a . Furthermore, we name the matrix H haze matrix.
Proof. Neglecting the incident wave, the diffuse transmission T2 given in Definition 2.12
yields
T2 =
1
2ω
∫
Sα
Im(Eext × curlE∗ext) · ν dH2.
If we rewrite the imaginary part of a complex number with aid of the complex conjugate,
we recognize the bilinear form b( · , · ;Sα) given in (3.48) and get
T2 = − ı
4ω
∫
Sα
((Eext · (curlE∗ext × ν))− (E∗ext · (curlEext × ν))) · ν dH2
= − ı
4ω
(
b(Eext, curlEext;S
α)∗ − b(Eext, curlEext;Sα)
)
.
By inserting the series expansion of Eext, we obtain
T2 = − ı
4ω
∑
k∈Ip
∑
p∈I(k)a
∑
l∈Ip
∑
q∈I(l)a
(v(k)p )
∗v(l)q
·
(
b(ψ(l)q , curlψ
(k)
p ;S
α)∗ − b(ψ(k)p , curlψ(l)q ;Sα)
)
,
which corresponds to the algebraic expression with H given above.
Noteworthy, the matrix H is Hermitian, i. e. H
(k,l)
p,q = (H
(l,k)
q,p )∗ for all k, l ∈ Ip and
p ∈ I(k)a , q ∈ I(l)a and is independent on the actual shape, material and orientation of the
individual particles. Exploiting the structure of the VSWFs, we separate the relative spa-
tial positions of two particles into the polar angle and distance in H analogously to the
matrices Dˆ and T used by the two-stage hybrid FEM. Furthermore, we also introduce a
one-dimensional piecewise cubic Hermite interpolation ΠHρ with respect to the distance of
two particle, which is modified by the matrix M , c. f. ΠDρ and ΠTρ in Section 3.3. For
sake of notation, we use the symbol H for the haze matrix even if it includes the Hermite
interpolation. Note that punctured hemisphere Sα is centered at the origin of the global
coordinate frame and the interpolation only respects the distance of two particle where one
particle is located at the origin, we suffer an error depending on the actual position of that
particle. Since the radius of the hemisphere is very large compared to the spatial extent
of the sample and wave length of the incident, the said error is negligible. For the same
reasons, we assume that T4 is dominated by the energy of the incident wave truncated by
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the aperture and collected by the hemisphere, i. e. T4 ≈ πw2eval. Therefore, we focus on the
diffuse scattering T2 but we still use the terminology “haze factor”.
The next three sections are concerned with three different haze factor optimization problems
for a fixed number of particles. First, the spatial positions of the particles are varied to alter
the haze factor. This type is closely related to a parametric shape optimization problem.
Since the actual shape of the particles are not subject to the optimization, but the geometric
arrangement, this optimization problem is referred as geometry optimization.
In the second optimization problem, the orientation of particle at fixed position is program-
matically chosen. This can be also formulated as parametric shape optimization problem.
The last optimization problem may be interpreted as a discrete material optimization prob-
lem, where on fixed spatial positions a particle type is selected from a catalog of admissible
particle types.
4.3.1 Spatial Arrangement of Particles
As already mentioned, the first optimization problem, a so-called geometry optimization
problem, addresses the minimization of the haze factor (4.32) by changing the spatial position
of Np spherical particles in the x1-x2-plane. Thus, we consider a planar particle monolayer
where the particle centers ξ(k) = (Υ
(k)
1 ,Υ
(k)
2 , 0) ∈ R3 are parametrized by the design variables
Υ
(k) = (Υ
(k)
1 ,Υ
(k)
2 ) ∈ R2 for all k ∈ Ip := {1, . . . , Np}. Furthermore, we collect the design
variable in the tuple Υ = (Υ(1), . . . ,Υ(Np)). We assume that all particles have the same
constant relative permittivity distribution, i. e. ε(k)(x) = ε ∈ C for all x ∈ Ω(k), and radius
r(k) = r ∈ R>0 for all k ∈ Ip.
For a clear dependency of the involved matrices and vectors, we define K˜(Υ) := Kˆ(1, ξ, ε),
H˜(Υ) := H(ξ) and L˜(Υ) := Lˆ(1, ξ, ε), respectively, in this optimization setting. Finally,
we state the optimization problem:
Definition 4.24 (Geometry optimization of a particle monolayer).
min
Υ∈R2×Np
J(v,Υ) := 1
2
vHH˜(Υ)v
s. t. ‖Υ(k) −Υ(l)‖2 > r ∀k, l ∈ Ip, k 6= l
‖Υ(k)‖∞ ≤ C∞ ∀k ∈ Ip
K˜(Υ)v = L˜(Υ)
The pairwise constraints on the particle positions guarantee that the particles have positive
distance and the box constraints with C∞ < weval ensure that the particles stay inside the
aperture.
Since the coefficient vector v = S(Υ) := K˜(Υ) -1L˜(Υ) is uniquely determined by the
design parameters Υ, we define the reduced objective functional by Φ(Υ) = J(S(Υ),Υ).
A gradient-based optimization algorithm requires the derivative of the reduced objective
function Φ(Υ) with respect to the parameters Υ in a direction h1 ∈ R2×Np . By total
differentiation, we get
DΦ(Υ)[h1] = D1J(S(Υ),Υ)[D1S(Υ)[h1]] +D2J(S(Υ),Υ)[h1]. (4.33)
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Lemma 4.25 (Derivative of S(Υ)). The derivative of the solution operator S(Υ) with
respect to Υ in a direction h1 ∈ R2×Np reads
DS(Υ)[h1] = −K˜ -1(Υ)
(
D1K˜(Υ)[h1]S(Υ)−D1L˜(Υ)[h1]
)
.
Proof. Since S(Υ) = K˜(Υ) -1L˜(Υ) by definition, we get the claimed result by implicit
function theorem.
Using the latter lemma and the so-called adjoint solution w := K˜(Υ) -HH˜(Υ)v, the first
term in (4.33) reads
D1J(S(Υ),Υ)[D1S(Υ)[h1]] = −wH
(
D1K˜(Υ)[h1]v −D1L˜(Υ)[h1]
)
and the second term holds
D2J(S(Υ),Υ)[h1] = 1
2
vHD1H˜(Υ)[h1]v.
The derivatives D1K˜(Υ), D1L˜(Υ) and D1H˜(Υ) are obtained by the chain rule and are
discussed in the following. After extending the direction h1 to h2 = (h1,0) ∈ R3×Np , the
directional derivative of the system matrix K˜ with respect to the planar spatial positions Υ
in direction h1 reads
D1K˜(Υ)[h1] = D1Dˆ(ξ)[h2]− Nˆ(ǫ)D1T (ξ)[h2]
Due to the structure of the matrices Dˆ and T , the derivatives of the block matrices Dˆ(k,l)
and T (k,l) depend also only on the spatial positions ξ(k) and ξ(l) for all k, l ∈ Ip. The polar
angle and the radial component of the vector s := ξ(l)−ξ(k) are computed using the functions
arg : R3 → [0, 2π) and ρ : R3 → R≥0, respectively. Thus, we get for all k, l ∈ Ip
D1Dˆ
(k,l)

(Sr(k) , s)[h1] = D1(M
(k) ◦ arg)(s)[h1]HΠD(k,l)ρ (ρ(s))M (l)(arg(s))
+M (k)(arg(s))HΠD(k,l)ρ (ρ(s))D1(M
(l) ◦ arg)(s)[h1]
+M (k)(arg(s))HD1(ΠD
(k,l)
ρ ◦ ρ)(s)[h1]M (l)(arg(s))
by product rule. The remaining expressions are obtained by chain rule using the derivative
D1ΠD
(k,l)
ρ of the Hermite interpolation and the derivative D1M
(k) of the matrixM (k), which
holds for a direction h ∈ R and for all p ∈ I(k)a(
D1M
(k)(a)[h])
)
pp
= hım(k)p
(
M (k)(a)
)
pp
.
Last but not least, the derivatives of polar coordinates hold
D1 arg(s)[h3] =
eφ(s) · h3
ρ(s)
and D1ρ(s)[h3] = eρ(s) · h3
where eφ and eρ are the polar coordinate basis vectors. Analogously, the same procedure
applies to the derivatives D1T and D1Hˆ. The derivative D1Lˆ
(k) of the right side vector Lˆ(k),
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which entersD1L˜, is computed by using the Jacobian of the incident field in a straightforward
manner. But in the case that the incident field is a plane wave traveling perpendicular to
the planar thin film, this derivative vanishes anyway. Since the distance constraint is just
the radial component of the vector ξ(l) − ξ(k), its derivative holds
Dρ(Υ(l) −Υ(k))[h3] = eρ(Υ(l) −Υ(k)) · h3.
Note that the box constraints can be treated by projection.
In the following numerical example, all particles have a radius of r(k) = 123 nm and a rela-
tive permittivity ε(k) = 2.5469, which corresponds to the refractive index of polystyrene at a
wavelength of 550 nm [93]. The assembly is illuminated by a x1-polarized plane wave prop-
agating in positive x3-direction with a wave length of λ = 550 nm, i. e. EI = e1 exp(ıωx3).
Initially, the particles are placed in a hexagonal grid with grid size dhex = 370 nm trun-
cated to a hexagonal shape. Moreover, each particle position is perturbed by a realization
of a normally distributed random variable with probability distribution N (0, 0.05). and the
optimization procedure is then executed 20 times with randomized initial positions. The
bounding box for the optimization is set to C∞ = 4 µm. Furthermore, the exterior electric
field of each particle is expressed by Na = 240 degrees of freedom, the Hermite interpolations
used in two-stage hybrid FEM has a grid size of 10 nm. Since the particles are spherical and
homogeneous, we utilize the results of Subsection 3.1.2 to construct the matrix Nˆ(ε) instead
of FEM. Therefore, the interior fields are expressed in terms of the interior VSWFs, which
are solutions of Maxwell’s equation inside the particle. Finally, we use sequential quadratic
programming (SQP) [69; 95].
Figure 4.14 depicts the results of the geometry optimization of 61 particles where the haze
factor is minimized. The final objective functional values resulting from the randomized
initial position are compared. The design with the lowest objective functional value Jmin
(Figure 4.14(a)), with the highest objective functional value Jmax (Figure 4.14(c)) and the
design, which corresponding objective functional value is the closest to the average objective
functional value Javg (Figure 4.14(b)) are visualized in top view. We observe that the
particles keep a certain distance and thus the distance constraint is inactive. Furthermore, we
identify hexagonal patterns in all results, which seems to be a compromise between a compact
global design of the sample and an intrinsic minimal distance between two particles.
In contrast, the maximization of the haze factor leads to chain-like formations that are aligned
with the polarization of the incident wave, see Figure 4.15. Here, the distance constraint is
active for all randomized initial configurations.
Table 4.1 summarizes the results for minimization and maximization of the haze factor with
various numbers of particles. To compare the results, the objective functional is evaluated
before the particles are randomly perturbed (J0, unperturbed), i. e. a perfect hexagonal pat-
tern. Again, Jmin, Javg and Jmax are minimal, average and maximal the objective functional
value for 20 randomized configuration, respectively. The minimization with 61 particles
yields an average reduction to 79.7% of the unperturbed configuration. If the haze factor is
maximized by the geometry optimization then we observe that the haze factor is increased
by 553% in average.
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(a) Jmin (b) Javg (c) Jmax
Figure 4.14: Results of the geometry optimization with 61 particles where the haze factor
is minimized; the designs correspond to the minimal (Jmin), average (Javg) and
maximal (Jmax) objective functional for 20 randomized initial values.
(a) Jmin (b) Javg (c) Jmax
Figure 4.15: Results of the geometry optimization with 61 particles where the haze factor is
maximized; the designs correspond to the minimal (Jmin), average (Javg) and
maximal (Jmax) objective functional for 20 randomized initial values.
Table 4.1: Results of the geometry optimization for 20 randomized initial values.
(a) unperturbed
Np J0
7 0.364
19 0.944
37 1.774
61 2.707
(b) minimization
Jmin Javg Jmax
0.331 0.335 0.405
0.777 0.825 0.943
1.376 1.441 1.548
2.068 2.156 2.516
(c) maximization
Jmin Javg Jmax
0.55 0.62 0.67
2.02 2.41 3.09
2.34 6.54 9.39
3.63 14.97 25.56
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Ωrod, ǫrod
Ωˆ(0)
r
rrod
hrodx3
x1
x2
Figure 4.16: Sketch of a nano-rod with height hrod and radius rrod inside a spherical reference
domain Ωˆ(0) with radius r
4.3.2 Orientation of Particles
With the next optimization problem, we study the effect of particle orientations on the haze
factor. We assume that each particle Ω(k), k ∈ Ip, is result of a rigid body transformation
of the same spherical reference domain Ωˆ(0) = Ωˆ(k) with radius r. In the interior of Ωˆ(0), we
define a nano-rod Ωrod ⊂ Ωˆ(0) with radius rrod and height hrod by
Ωrod =
{
(x1, x2, x3) ∈ R3 | x22 + x23 ≤ r2rod, |x1| ≤ 12hrod
}
∪ {(x1, x2, x3) ∈ R3 | x23 + x22 + (x1 − 12hrod)2 ≤ r2rod}
∪ {(x1, x2, x3) ∈ R3 | x23 + x22 + (x1 + 12hrod)2 ≤ r2rod} .
Furthermore, we denote by ǫrod ∈ C a constant relative permittivity of the nano-rod, thus
the relative permittivity on the reference domain is defined for all xˆ ∈ Ωˆ(0) as
ǫˆ(xˆ) =
{
εrod if xˆ ∈ Ωrod
1 otherwise,
see Figure 4.16.
By rotating the reference domain Ωˆ(k) with the rotation matrix Θ(k), we achieve that the
nano-rods are also rotated. Like in the previous example, the particles are placed in the
x1-x2-plane with particle centers ξ
(k) ∈ R3 and (ξ(k))3 = 0, but the position are fixed during
the optimization. Furthermore, we restrict ourselves to in-plane rotations, i. e. rotations
around the positive x3 axis, of all particles, which are parametrized by the angles α =
(α(1), . . . , α(Np)) ∈ [0, 2π)Np such that
Θ
(k) =
cos(α(k)) − sin(α(k)) 0sin(α(k)) cos(α(k)) 0
0 0 1

Using this parametrization for the in-plane rotation of the k-th particle, the matrix R(k)
given by (3.51) is related to the matrix M (k) given by (3.58) via
R(k)(Θ(k)(α(k))) =M (k)(α(k)), (4.34)
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which can be easily verified by the definition of the vector spherical wave functions.
For this optimization setting, we define K˜(α) := Kˆ(Θ(α), ξ, ε), H˜ := Hˆ(ξ) and L˜(α) :=
Lˆ(Θ(α), ξ, ε), and obtain the minimization optimization problem:
Definition 4.26 (Orientation optimization problem of a particle monolayer).
min
α∈[0,2π)Np
J(v) := 1
2
vHH˜v
s. t. K˜(α)v = L˜(α)
Note that the objective functional depends only on the angles α via the state constraint.
The derivative of the solution operator S(α) with respect to the design vector is computed
analogously to Lemma 4.25. Then, the derivative of the reduced objective functional Φ(α) =
J(S(α)) with respect to α in a direction h1 ∈ RNp has the form
D1Φ(α)[h1] = −wH
(
D1K˜(α)[h1]v −D1L˜(α)[h1]
)
with the solution vector v = S(α) = K˜(α) -1L˜(α) and the adjoint solution vector w =
K˜(α) -HH˜v. Due to the block diagonal structure of R, only the block matrix K˜(k,l)(α(k))
of the system matrix K˜(α) and the k-th block component L˜(k)(α(k)) of the right hand side
vector L˜(α) are dependent on the angle α(k). Thus, their derivatives in a direction h2 = (h1)k
read with (4.34)
D1K˜
(k,l)(α(k))[h2] = Z
(k)T (k,l)(ξ(l) − ξ(k)) and D1L˜(k)(α(k))[h2] = Z(k)Fˆ (k)(ξ(k))
with the auxiliary matrix
Z(k) := −D1M (k)(α(k))[h2]HNˆ (k)(ǫˆ(k))M (k)(α(k))
−M (k)(α(k))HNˆ (k)(ǫˆ(k))D1M (k)(α(k))[h2].
Note that the matrices M (k)(α(k)) and their derivatives D1M
(k)(α(k)) must be exclusively
generated during the online phase of the two-stage hybrid FEM.
In this numerical example, we consider Np = 61 nano-rods with height hrod = 62nm and
radius rrod = 31nm. The nano-rods are arranged in a hexagonal pattern in the x1-x2-plane
with grid size dhex = 270 nm and form a hexagonal shape with 5 objects per side. Each
nano-rod has a relative permittivity εP = (1 + 10i)
2 and is embedded in a sphere with
radius r(k) = 123 nm. The assembly is illuminated by a plane wave with wave length λ =
550 nm, polarization in x1-direction, propagation in positive x3-direction, i. e. EI(x, y, z) =
e1 exp(ıωx3) with ω =
2π
λ . We choose a discretization for each subdomain Ωˆ
(k), which result
in N
(k)
f = 394 432 degrees of freedom for the interior electric field, and N
(k)
a = 96 degrees
of freedom for the electric fields scattered by each particle. Furthermore, we compare the
results for the minimization and maximization of the haze factor for different initial out-
of-plane rotations, i. e. about the x2-axis, by the angles θ ∈ {0, π6 , π4 , π3 }, see Figure 4.17.
The effect in the optimization results of polarization is studied by using also an unpolarized
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(a) θ = 0 (b) θ = pi
6
(c) θ = pi
3
Figure 4.17: Visualization of a nano-rod with different out-of-plane rotations by the angle θ.
incident light which is realized by averaging the solutions of the electric field for x1-polarized
and x2-polarized light. The optimization starts uniformly with angles α
(k) = π4 for all k ∈ Ip
and an SQP algorithm is used like in the first example.
In the case of minimizing the haze factor and polarized incident light, the nano-rod align
perpendicularly to the incident light polarization for all initial out-of-plane rotations as
depicted exemplary in Figures 4.18(a) and 4.18(b), where the in-plane orientation angles
α(k) are visualized in top view by a colored hexagonal background for each nano-rod and in
the perspective view by colored nano-rods. When the haze factor is maximized, most nano-
rods align parallel to the incident light polarization, see Figure 4.18(c) and if the nano-rods
are tilted they form an out-of-plane zig-zag pattern, which brings the tips of the nano-rod
closer together, see Figure 4.18(d).
Since the polarization is exploited oppositely for the minimization and maximization, the
haze factor is only reduced to 87% for θ = 0 or 97% for θ = π4 of the initial objective
function value by using an unpolarized incident light, see Figures 4.19(a) and 4.19(b). In
constrast, the maximization of the haze factor under unpolarized light leads to a gain to
223% relative to the initial objective functional value. Both optimized designs, which are
shown in Figures 4.19(c) and 4.19(d), exhibit a ring formation in the central area of the
sample.
Furthermore, all optimization results are collected in Table 4.2 and the relative improvement
to the initial value of the objective functional is specified. Here, we denote by x the polarized
incident wave and by x/y-polarization the unpolarized incident wave.
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(a) minimization and θ = 0 (b) minimization and θ = pi
3
(c) maximization and θ = 0 (d) maximization and θ = pi
3
Figure 4.18: Results of the particle orientation optimization with polarized light for mini-
mization and maximization of the haze factor and various initial out-of-plane
rotations; in-plane rotations are visualized in top view by a colored hexagonal
background for each nano-rod and in the perspective view by colored nano-rods;
the colors range from red over yellow, green, cyan, blue and magenta back to
red.
Table 4.2: Result of the particle orientation optimization.
(a) minimization
θ
(deg)
polarization
–
A
(µm2)
0 x 0.41
0 x/y 0.41
30 x 0.38
30 x/y 0.38
45 x 0.34
45 x/y 0.34
60 x 0.30
60 x/y 0.30
(b) minimization
J
–
J/J0
(%)
11.00 17.06
56.39 87.43
10.21 23.06
40.83 92.22
10.14 34.40
28.05 95.12
8.75 53.30
16.01 97.47
(c) maximization
J
–
J/J0
(%)
127.96 198.47
91.20 141.38
93.35 210.91
71.70 161.95
67.20 227.95
58.53 198.51
36.86 224.39
36.69 223.31
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(a) minimization and θ = 0 (b) minimization and θ = pi
4
(c) maximization and θ = 0 (d) maximization and θ = pi
4
Figure 4.19: Results of the particle orientation optimization with unpolarized light for min-
imization and maximization of the haze factor and various initial out-of-plane
rotations; in-plane rotations are visualized in top view by a colored background
hexagon for each nano-rod and in the perspective view by colored nano-rods;
the colors range from red over yellow, green, cyan, blue and magenta back to
red.
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4.3.3 Type of Particles
The last optimization problem addresses the minimization of the haze factor by selecting
for each scatterer Ωˆ(k) a particle type from two admissible particles. These particles are
characterized by the domains Ωˆ1 and Ωˆ2 with the relative permittivities ε1 : Ωˆ1 → C and
ε2 : Ωˆ2 → C, respectively. This combinatorial optimization problem is relaxed using a pseudo
density parameter δ = (δ(1), . . . , δ(Np)) ∈ [0, 1]Np associated with each particle, see Sec-
tion 4.1. The matrix Nˆ (k)(ε(k)) in (3.57) is then replaced by a convex combination between
the matrices Nˆ (k)(ε1) and Nˆ
(k)(ε2) corresponding to the two admissible particles, i. e.
ΠNˆ (k) : [0, 1]→ CN(k)a ×N(k)a , δ 7→ (1− δ)Nˆ (k)(ε1) + δNˆ (k)(ε2).
We assume that the spatial positions ξ and orientations Θ of the particles are fixed. Hence,
we define H˜ := Hˆ(ξ) entering the objective functional, and K˜(δ) as the system matrix
and L˜(δ) as right hand side including the interpolation ΠNˆ (k) for each k ∈ Ip, respectively.
Furthermore, we penalize intermediate values of δ with penalization parameter γ > 0 in
addition to the objective functional.
Definition 4.27 (Particle type optimization of particle monolayer).
min
δ∈[0,1]Np
J(v, δ) := 1
2
vHH˜v + γδ · (1− δ)
s. t. K˜(δ)v = L˜(δ)
n ≤ ‖δ‖1 ≤ n
The inequalities with the two bounds n, n ∈ Z realize a minimal and maximal number
of particles to which the second particle type (ε2) is assigned. Hence, different mixtures
of particles can be studied. Like in Subsection 4.3.2, the evaluation of the haze factor is
independent on the parameter δ and thus the derivative of the reduced objective functional
Φ(δ) = J(S(δ), δ) in a direction h1 ∈ [0, 1]Np is given by
D1Φ(δ)[h1] = −wH
(
D1K˜(δ)[h1]v −D1L˜(δ)[h1]
)
+ γ(1− 2δ) · h1
with v = S(δ) = K˜(δ) -1L˜(δ) and w = K˜(δ) -HH˜v, see Lemma 4.25. The derivatives of
the block matrices K˜(k,l) and block vectors L˜(k) hold
D1K˜
(k,l)(δ(k))[h
(k)
1 ] = Z2T
(k,l)(ξ(l) − ξ(k)) and D1L˜(k,l)(δ(k))[h(k)1 ] = Z2Fˆ (k)(ξ(k))
where Z2 := −R(k)(Θ(k))H(Nˆ (k)(ε2) − Nˆ (k)(ε1))R(k)(Θ(k))h(k)1 for all k ∈ Ip. We see that
D1K˜
(k,l)(δ(k)) and D1L˜
(k)(δ(k)) are constant with respect to δ(k) and thus their computation
can be shifted to the oﬄine stage.
In the following examples, we solve the optimization problem Definition 4.27 with Np ∈
{7, 19, 61, 217} spherical particles, which are arranged in a hexagonal grid in the x1-x2 plane
with particle distance dhex = 368 nm. Here, the admissible domain Ωˆ1 is a small sphere with
radius r1 = 110 nm and Ωˆ2 is a larger sphere with radius r2 = 166 nm, see Figure 4.20.
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dhex
r2
r1
x1
x2
x3
Figure 4.20: Spherical particles with radius r1 (red) and r2 (blue) arranged in a hexagonal
grid with grid size dhex.
(a) maximize, uniform (b) maximize, random (c) minimize, uniform (d) minimize, random
Figure 4.21: Comparison of optimization results using uniform and randomized initialization
with a volume fraction of V = 0.4
Both admissible particle types have a relative permittivity ε1 = ε2 = 2.5469 [93]. The sample
is illuminated by a x1-polarized plane wave propagating in positive x3-direction with wave
length λ = 550 nm. The bounds for the number of particles are chosen to n = ⌊(V −0.05)Np⌋
and n = ⌈(V + 0.05)Np⌉ based on a desired volume fraction V of the particle of the second
type, here the large particles. The initial value for the parameter δ is chosen to be either
uniformly set to V , i. e. δ(k) = V for all k ∈ Ip, or realizations of a uniformly distributed
random variable with probability distribution U([V − 0.1, V + 0.1]). The grayness penalty
parameter γ = 0.01 and is successively increased by a factor of 1.2 within a continuation
process, see Section 4.1. The optimization problem is solved with SQP.
Exemplary results of the optimization for V = 0.4 are depicted in Figure 4.21 to show the
influence of the random initialization versus the uniform initialization of the optimization
result. In the case of haze factor maximization, the uniform initialization leads to highly
symmetric designs, see Figure 4.21(a), in contrast to the random initialization, see Fig-
ure 4.21(b). In both cases, we find that the large particles form chain-like structures, like in
the geometry optimization case.
If the haze factor is minimized, we observe that the difference between the resulting design
for uniform and randomized initialization is very small even though they are identical, see
Figures 4.21(c) and 4.21(d). This suggests, that compact, sparse and symmetric designs are
beneficial for the haze factor minimization.
For a larger number of particles (Np = 217), the characteristic features are maintained for
both optimization types, which is illustrated in Figure 4.22. The value of the haze factor,
the value of the grayness term and the number of blue particles is listed below the design.
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We see again the chain formation in Figure 4.22(a) and the sparse symmetric structures in
Figure 4.22(b).
In some cases, intermediate values for δ are present due to balancing effects caused by the
bounds on the number of blue particles and the local optimal reduction of the haze factor.
Unfortunately, there is no physical interpretation of these “gray” designs. Therefore, we
round the design parameter up (ceil) and down (floor) to so-called black and white designs.
Afterwards, we evaluate these designs, see Figure 4.23.
Finally, the minimization and maximization of the haze factor by changing the particle type
of 61 particles is performed for various volume fractions V and the results are summarized in
Figure 4.24. The plot shows the final objective functional value obtained with uniform and
randomized initial design parameters against the value fraction of the blue particles (solid,
dots). Moreover, the objective functional evaluated for the rounded “gray” designs is marked
(square), if applicable. We see that with increasing fraction of the large particles the haze
increases as well, since the large particle scatter more light than the smaller particles.
Although the parametrization for each optimization differ, the optimizations show a common
structural motif. Whenever possible, the minimization of the haze factor leads to sparse,
symmetric designs whereas the maximization exhibits chain like structures, In turn, this
behavior is experimentally observed in [16] and [76], respectively. We refer to [83] for a
further discussion and results using the two-stage hybrid FEM in the optimization of the
haze factor of particle monolayers.
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haze 24.40
grayness 0
‖δ‖1 98
haze 28.95
grayness 0
‖δ‖1 120
(a) maximization
haze 15.51
grayness 1
‖δ‖1 75
haze 19.87
grayness 0.75
‖δ‖1 97
(b) minimization
Figure 4.22: Results of the particle type optimization using 217 particles, randomized initial
values and various volume fractions
ceilfloor
haze 4.51
grayness 0
‖δ‖1 14
haze 4.58
grayness 0.75
‖δ‖1 15
haze 5.46
grayness 0
‖δ‖1 18
Figure 4.23: Effect on the haze factor by rounding “gray” designs, which are optimization
results, to black and white design.
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Figure 4.24: Comparison of the optimization results for 61 particles
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Within the scope of this thesis, we considered gradient-based design optimization of pho-
tonic nanostructures. We restricted ourselves to two important classes of photonic structures:
transparent conductive thin films and particle monolayers. These nanostructures were op-
timized with respect to the optical and electrical properties transmission, conductivity and
haze factor by changing their material, shape and geometric arrangement. For that, ana-
lytical and numerical solution methods for the involved partial differential equations were
discussed and a novel hybrid method for the simulation of particle assemblies was developed.
This method bases on the Finite Element Method and the fundamental solutions of Max-
well’s equations. The resulting method relies on two stages, i. e. an oﬄine and an online
stage, and its computational efficiency was elaborated in detail. Furthermore, the hybrid
method enables the fast and accurate optimization of the design of a particle monolayer by
changing the spatial position, the orientation and the type of individual particles. In con-
trast, the design of a transparent and conductive thin film was optimized by a formulation
as a multi-objective material optimization problem, which was solved by Sequential Global
Programming (SGP). In addition, a multi-objective shape optimization problem was solved
with a projected gradient descent method. Each design optimization problem was supported
by suitable numerical examples to demonstrate the capabilities of the respective methods.
As this thesis could not address all aspects of this topic, it leaves room for extensions and
further applications for both the numerical simulation schemes and the optimization algo-
rithms.
All optimizations are performed for one specific wavelength only. In real-world applications,
it is desired that the performance of a photonic nanostructures is optimized for a range of
wavelengths, see e. g. [71], leading to an optimization problem of the abstract form
min
u∈Uad
∫
Λ
Φ(u;λ) dλ
where Φ denotes the reduced objective functional depending on the design variable u, for
instance, the material distribution, from an admissible set Uad, and a wavelength λ from the
wavelength range Λ. The approximation of the integral using a quadrature rule results in a
weighted sum, e. g. [10; 30]. Each term of numerical quadrature requires the solution of the
underlying physical problem, which may be computationally expensive. Another approach
is the stochastic gradient method, see [18], where a single wavelength is randomly chosen
and thus involves only one evaluation of the reduced objective in each iteration.
In Section 4.1, we discussed the application of SGP in the context of multi-objective material
optimization. Here, we used a gradient model for the subproblem, which is the simplest choice
of a convex first order approximation. A natural extension would be the use of an MMA-type
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hyperbolic approximation [94] with asymptotes tailored to the specific optimization problem.
Hence, the resulting model is expected to be a more accurate approximation of the objective
functional leading to fewer optimization iterations. Moreover, SGP can also handle a larger
material catalog as long as the graph-like structure can be worked out.
The shape optimization problem in Section 4.2 was solved using a H1-projection of the shape
derivative. A major problem in shape optimization is the degeneration of the finite element
mesh. To overcome this issue, [45] recently proposed various inner products and demonstrates
the influence on the resulting mesh in a two-dimensional setup. However, we proved the
equivalence of the volume representation of the shape gradient and the nodal derivative under
defined conditions, which brings general purpose finite-dimensional optimization algorithms
into play. But here, the large number of design variables, i. e. each node of the triangulation,
must be kept in mind.
The two-stage hybrid FEM (Section 3.3) provides the most room for extension and further
work. First of all, we solved the resulting linear system of equations with a direct solver.
The applications of an iterative solver would be interesting for computational efficiency with
respect to wall clock time and memory demand. In general, one need to apply a precondi-
tioner to the system to guarantee the convergence of an iterative solver. The challenge is to
design such a preconditioner that is suitable for the two-stage hybrid FEM.
In the derivation of the two-stage hybrid FEM, we restricted ourselves to particle monolayers
where the particle are placed in one plane. This restriction can be neglected by adapting
the matrix M , see (3.58), in which the polar angle between two particles enters. By param-
eterizing the relative positions of two particles by Euler angles, the adapted matrix has a
similar structure as the matrix R, see (3.51), which realizes the orientation of the particles.
A gradient-based optimization by changing the three-dimensional position can be easily per-
formed, since the Euler angles of the positions only enter a diagonal matrices of complex
exponentials.
For the same reason, the optimization of the nano-rod orientations by changing also the out-
of-plane orientation is implemented in a straightforward manner and may create inspiring
results.
Due to the close relation of the particle type optimization problem to a material optimization
problem by interpreting an entire predefined particle as tensor-valued admissible material,
the application of the SGP is a reasonable extension. In particular, if the catalog of admissible
particles contains more than two particles and we can connect them by a graph-like structure.
In this thesis, we also discussed symmetry conditions for the electric field and a set of
vector spherical wave functions, which satisfy said symmetry conditions, was specified. The
structural symmetry of the design of the particle monolayer is not imposed in the haze
factor optimization examples. Structural symmetry reduces the computational costs during
the optimization allowing more particles but limits the design space. However, the symmetry
conditions shown can also be used to efficiently compute the matrices Nˆ , see (3.56), which
includes the approximation by the Finite Element Method.
A key component of the (two-stage) hybrid FEM is the embedding of the particles into non-
overlapping spherical ghost particles. Clearly, this limits the potential designs that can be
treated by the hybrid FEM. To overcome this issue, it is worth to consider non-spherical
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ghost particles, for instance, ellipsoids. From mathematical point of view, the derivation
of the hybrid FEM would be identical. In general, it is unclear how non-spherical ghost
particles affect the number of analytical ansatz function needed to achieve sufficient accuracy.
Furthermore, it would be technically challenging to impose non-overlapping constraints for
non-spherical particles in a geometry optimization problem.
Alternatively, the usage of overlapping ghost particles may be a promising approach. But,
the treatment of the overlapping region between two or more ghost particles needs special
attention and reaches out into the field of overlapping domain decomposition methods, see
e. g. [89].
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