Cell loss is an inherent problem of ATM networks. The magnitude of the service degradation caused by cell loss depends on the application and loss distribution. This paper introduces a neut performance criterion, called effective loss, which can quantitatively measure this degradation. Effective loss is particularly suitable for blockoriented transmissions, such as file transfer applications, but can also be applied to a broad range of other applications. In this paper the eflective loss measure is applied to the study of the eflectiveness of bandwidth reservation mechanisms in an ATM multiplexer. Numerical results demonstrate circumstances under which bandwidth reservation improves performance as well as Circumstances in which it degrades performance.
Introduction
The Asynchronous Transfer Mode (ATM) has been recommended by the International Telegraph and Telephone Consultative Committee (CCITT) as a suitable transport protocol for the Broadband Integrated Services Digital Network (B-ISDN). I t transfers the information through fixed length packets of 48 bytes (plus 5 bytes of header information) called cells. Unlike the synchronous transfer mode, it is able to transfer an arbitrary bit rate (in contrast to fixed predetermined rates) and can take advantage of the statistical behavior of the sources to share communication resources effectively among users.
There are some deficiencies associated with ATM, however. Because of the statistical nature of the sources, there is a non-zero probability that congestion will occur, i.e. there will be too many cells requesting transmission at the same time. If there is no place to store excessive cells, cell loss is inevitable. To prevent cell loss, one should either demand that user sources transmit at constant rates (which *This work was supported by the Ministry of Culture and Higher Education of Iran, the National Science Foundation under grant NCR-9110183, and an industrial consortium of Ascom Timeplex, Bellcore, BNR, DEC, Goldstar, Italtel SIT, NEC America, NTT, SynOptics Communications.
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Southborough, MA 01772 < abovopou@chipcom.com> is incompatible with the philosophy of ATM) or take other measures, such as peak rate allocation, which usually lead to a waste of communication resources and/or unacceptable delays. Therefore controlling cell loss and delay has been investigated by a number of researchers. This control aims to reduce, not eliminate, cell loss and delay problems while maintaining a fair usage of communication resources.
One common way of reducing cell loss is by using buffers at switch elements or concentrators. Buffers can hold excessive cells until previous ones are processed at the limited output rate. Incoming cells which find the buffers full are lost.
Cell loss has a detrimental effect on the quality of service, but the scope and extent of this effect is highly application dependent. A common measure of transmission degradation caused by cell loss is the cell loss rate or cell loss probability. However this gives only a rough estimate of the quality of service and thus is not sufficient. Depending on the distribution of cell loss and the nature of application, the perceived quality of a certain transmission can vary substantially for a fixed cell loss rate. For a review of different problems and issues regarding the performance measurement of telecommunication systems, the reader is referred to [9] .
Data information is usually transmitted in the form of blocks. The information within a block is highly correlated, in the sense that any loss of information in the block results in the ruin of the information content of the whole block (which usually has to be retransmitted). For services which result in the transmission of information in blocks (bursts), such as in file transfers, the emphasis has been in trying to support multiplexing schemes which preserve bursts. Whereas these approaches aim at addressing the intuitive requirements for integrity of the burst, none 80 far has been able to correlate the performance requirements to the intrinsic information content of the media stream in a general and direct way. In this paper the fact that cell loss cannot describe the information loss for a particular cell stream is recognized. To cope with this, a new criterion is introduced. This criterion, called the egective loss , measures the effect of lost cells to the integrity of the information of the whole burst.
To show the effectiveness of this measure, a simple dis-Crete queueing model representing the operation of a multiplexer is analyzed. Using this model, the performance of a special protocol called bandwidth reservation is evaluated using effective loss as the performance measure. The idea of reservation has been used by a number of researchers. Two important references are [2] and [SI. While it is a fact that reservation always increases the cell loss rate (compared to plain statistical multiplexing), it is demonstrated that under certain circumstances, the effective loss is diminished by using a reservation technique. The rest of the paper is organized as follows. In Sections 2 and 3 the general definition of effective loss is given. Sections 4 and 5 introduce the multiplexer model. The effective loss is computed for reservation and non-reservation mechanisms. Finally Section 6 is devoted to numerical results and interpretations.
Definition of Effective Loss
Consider a virtual circuit which is susceptible to impairments caused by cell loss. Suppose that a block of m cells is sent by a source on a virtual circuit, with v cells lost during the transmission process (Figure 1) . In some cases the loss of the v cells leads to an irreversible loss of the information content of the remaining m-v cells, or the block's information content can be recovered but at a cost higher than the cost of retransmission of the whole block. Therefore in some applications, partial cell loss in a block of cells has the same effect as the loss of a much higher number of cells, possibly of the whole block. File transfer is an example of such application. While much less of a problem in voice transmission, the faulty transmission of a phoneme may result in the misinterpretation of an utterance, and the loss of a word may result in the corruption of an entire phrase. Similarly in picture transmission, a slight loss of information may result in the loss of picture details, which in turn may necessitate the retransmission of the whole picture.
To account for the informational content of the transmitted cells, as a first step one needs to identify correlated cells of information within a flow of cells. A group of correlated cells is referred to as a block. Each block is assumed to be independent from all other blocks, but within a single block, any loss of cells affects the information content of the whole block. A block of cells may correspond to a block of data in file transfers, an utterance in speech transmission, or a frame in picture transmission. In this section a quantitative performance criterion called eflective loss is introduced to account for the information loss due to cell loss in a particular application.
In this paper a random variable is represented by a symbol with a tilde c) on top, while a particular value of a random variable is represented by the symbol alone. will be assumed to be the same for all blocks.
The effective loss of the transmission is defined as:
where E is the expectation over the probability space of m and P. Thus,
Effective loss has the following properties: 2. If one defies the cost function to be f(m,v) = v, i.e. the cost of v losses is exactly v, regardless of the size of the block, then q = EP/E& which is simply the loss rate. This property is important because it shows that under the worst case condition, where no natural blocks of information can be identified, an arbitrary block division together with the above cost function gives the usual loss rate measure.
If f represents the amount of information which is
effectively lost in a block, e.g. the size of the block in file transfers when part of the block is lost due to channel impairments, then the effective loss represents the average percentage of the information flow which is effectively lost. This property will be presented in mathematical form in Proposition 1.
Proposition 1 If the discrete-time prdcess ( h i , fii),
where i represents the block number, is an ergodic process, then the following is true almost surely:
Proof:
Example 1: Suppose that the source transmits blocks of & cells through an ATM network, fi of which are lost due to buffer overflow at the nodes. Suppose that the transmission corresponds to file transfers for which the cost function is defined as follows:
The effective loss is then computed as follows:
Note that if P(v = 0 I m) is independent of m, then the effective loss is simply equal to 1 - This shows that in this case, the effective loss is higher than the loss rate by a factor of approximately 1 + A, where X is the average burst length.
Conditional Effective Loss
Consider the cell loss due to buffer overflow in ATM networks. The state of the buffer and the traffic condition at the time of the arrival of a block of cells directly affects the loss distribution, and thus P ( v I m) cannot be defined.
In general, if the description of the loss process involves random variables distinct from ri, and 5, and if these additional random variables have different distributions for different blocks, then P ( m , u ) is not the same for every block and q is not defined for the transmission. In cases in which additional random variables may affect the loss process, one needs to consider the conditional eflective loss. where Ek is the expectation over the probability space of ri, and fi conditioned on k = k .
Proposition 2 If qk is defined, P ( k ) is-independent of
the block number, and if for'every block, k and & are independent random variables, then q ezasts and q = E(qk) where the expectation is taken with respect to k .
Proof:
If k and 6 are independent, then P ( m I k) = P ( m ) and therefore Ekf(&,ri,) = Ef(ri,,rit). On the other hand P ( m , v , k ) = P(m,v I k ) P ( k ) and if P ( k ) is independent of the block number, so are P ( m , u , k ) and P(m, v) = e, P ( m , u, k). Therefore: .
One can interpret r)o as the effective loss for low priority cells, as the effective loss for high priority cells, and as the overall effective loss.
Effective Loss of an ATM Cell Stream
In Section 5, a simple discrete queueing model representing the operation of a multiplexer is presented. Using this model, the performance of a special protocol called bandwidth reservation is evaluated using the effective loss as the performance measure. The idea of reservation has been used by a number of researchers [2] and [8] . While reservation always increases the cell loss rate (compared to plain statistical multiplexing), in the subsequent sections it is demonstrated that under certain circumstances, the effective loss is diminished by using a reservation technique. The model used enables us to compute the joint probability distribution of the number of cell arrivals and cell losses. Cell loss probability has been computed before by many researchers for a number of models ( [7, 6, 51) . By assuming independence between the loss of different cells, one can use these results to compute the cell loss distribution in a block of m arriving cells. However it is proven in [3, 41 that this is'not always a good assumption, and a method is presented there to compute the exact cell loss distribution in a certain block. An exact cell loss distribution in a fixed time duration is also presented in [l] . However in these references, cell loss is computed for the aggregated input, not for individual channels. For the computation of the effective loss, the cell loss distribution for cells belonging to one channel under observation needs to be computed. All remaining channels are treated as background t r d c (noise). The model presented in this paper makes it possible to compute the cell loss distribution on a per-channel basis, while all the other channels constitute some predetermined stochastic process with specified parameters. T ( n ) and a ( . ) are time-dependent probabilities representing the rate of the background traffic and the rate of the channel under observation respectively. Further, assume that, at time n, if there is a cell in the main buffer, it is served with probability r(n). In general, a ( n ) , T(n) and n(n) can be stochastic processes. While this most general case is of theoretical interest, for practical purposes it will be assumed that a ( n ) (during the active period) and r(n) are fixed functions of time n, possibly just a constant. In the following analysis, T(n) is also assumed to be a fixed function of time n during the active period of the channel under observation. However the analysis is still valid if T(n) is a sample of a stochastic process ?(n). This will be explained in Section 5.2, where the effective loss is computed.
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Cell Loss Distribution
Let Pn,,nf (m, U, qf I q,) be the probability that from time n, to nf (including n f but not n , ) the channel under observation sends m cells to the buffer, v of which are lost, and that the number cells in the buffer at time nf is q f , given that at time n, the number of cells in the buffer is qI. This joint distribution can be computed recursively by first computing Pn-1,n(m,u,qn I qn-l) . The latter is found easily for all values of m, v and qn and is tabulated below. Any combination of m, v and qn which is not listed in the tables has probability zero.
Effective Loss
Assume that the channel transmits blocks (or bursts) of cells of time duration La, where La is a random variable with distribution G,. Further, assume that the transmission period is followed by a period of 'no transmission' of duration La, where L b is a random variable with distribution Gb. The 'transmission' and 'no transmission' durations are assumed to be independent from each other and from the duration of other blocks. Suppose that the traffic rate is a fixed function n ( n ) during each block, where k is an index indicating that the traffic rate may not be the same function for every sample of time and every block.
For each block, k can be thought of as a sample of a random variable k. The state of the queue at time zero ( q o ) can also be thought of as a sample of a random variable +. Note that the time n is assumed to be reset to zero at the beginning of every block. Let & be a random variable representing the number of cells in a block, and D a random variable representing the number of cells in that block. Then given k and qo, the joint distribution of rll and P is clearly independent of the block number and is given by:
Define:
Then the effective loss qqo is computed as
Bandwidth Reservation Mechanism
In this section a bandwidth reservation mechanism is described. The channel under observation generaha a burst of cells that lasts for E, units of time, where La is a random variable with distribution G,. During the burst the channel generates cells with fixed cell rate a(.) = a . With the bandwidth reservation scheme, 1. The total rate p ( n ) entering the queue is controlled so that it does not exceed certain fixed level p which is called the rate threshold, with 0 < p(n) 5 p < 1.
2. If, at the beginning of the bursts of the observed channel, the total background rate is less than p -a, the burst is accepted, and bandwidth equal to a is reserved for its service for as long as the burst lasts.
On the other hand, if, at the beginning of the burst, the total background rate exceeds p -a, then all the cells in the burst are rejected. The above definition of bandwidth reservation can be formulated as follows. Let Further, let A g' {k : ~k ( 0 ) 5 p -a ) , and B %f {k :
The burst is accepted if k E A. In this case the incoming burst will enter the queue, and the for the bandwidth reserved for the incoming burst. The burst is rejected if k E E. In this case the incoming burst will not enter the queue and all its cells will be lost at a cost f(%, 6). Tk(n) will remain unchanged.
With the above reservation model, the conditional effective loss is computed as follows:
traffic Tk(t3) will be changed to T P ( n ) < Tk(fl) to account where Ef(jjL, lit) is the expectation of the cost f ( h , h), E R~( G , fi) is the expectation of the cost f ( h , fi) when the traffic is $(n) (given k), EklA is the expectation over those k's belonging to A and EilB. is the expectation over k's belonging to B. Since the arnval process is independent of k, so is f(G, f i ) and the above formula can be simplified to yield:
The effect on qqo of the reservation scheme is now examined. First there is an additional P(k E B) term added to the effective loss. This comes from the fact that some bursts are denied entrance to the queue and therefore are lost. On the other hand, EiIA. replaces EL, and E~f ( h , fi) replaces Ef(h,fi), both of-whch tend to decrease qqo. The reason is that given that k E A, because of correlation in the traffic Tk(n), it is likely that the traffic is low for n > 1.
Also in the calculation of E~f ( f i , f i ) the traffic is T P (~)
which is less than the n ( n ) used to compute Ef(fi,fi), and there is a P(k E A) factor tending to decrease qqo.
With reservation introducing terms that tend both to increase and to decrease the effective loss, it is not clear whether the overall effective loss will increase or decrease by-using a reservation technique. The result depends on P(k E B), rk(n), $(n) and also on f(fi,fi). Section 6 shows the circumstances under which the effective loss is decreased or increased by using a reservation technique.
Numerical Results
A computer program has been run to compute the effective loss for a simple but important case of traffic: a shifted phase random sine wave. More precisely, the traffic is the process +(n) = (1 + sin (9 + 27rk)), where k is a uniform random variable over the interval [0, 1) . This case is interesting because it represents variation in the amount of traffic (sometimes high, sometimes low), with the frequency of the wave representing how fast the traffic changes. The amplitude of the traffic can also be varied to see the effect on the effective loss. To simplify the computations, it is assumed that the time duration of a burst is a deterministic constant N . a ( . ) and c(n) are assumed to be constant functions of time.
While it has not been proven, it is reasonable to assume that these assumptions do not have a significant effect on the conclusions implied by the numerical results. The effective loss is a function of traffic amplitude, traffic frequency, and rate threshold. Two different cost functions are used: index cost function where u(n) is the step function defined as follows:
The first cost function could be useful for data transmissions and the second cost function could work in the case of forward error correction, or the transmission of information such as a picture, which can tolerate up to a certain degree of cell loss. The first set of results are shown in Figures 3 through 6 .
The second set of results are obtained for larger buffer sizes, but only with the first cost function (C = 0). These are shown in Figures 7 through 10 .
Paremeters not shown on these figures are the same as in the first set of figures.
As can be seen from Figures 3, 4, 7 and 8, the effective loss always increases when the traffic amplitude increases. However, in the case in which reservation is used, the effective loss is less than the effective loss in ordinary statistical multiplexing at high traffic intensity only. Note that when the traffic intensity is very low, the total bandwidth never crosses the reservation threshold p, and thus reservation never takes place. In this case, as shown in the picture, both non-reservation and reservation result in the same effective loss.
As the frequency of variation of the traffic is changed, the reservation mechanism results in a lower effective loss in a certain frequency range, namely the range for which the period of variation is comparable to the burst length (see Figure 5 ). Note that the unit for the frequency of the traffic is cycles per burst duration. At low frequencies, there is no need for reservation, because if, at the time the channel burst is generated, the background traffic is low (implying the acceptance of the burst), it will most probably remain low during the whole duration of the burst. On the other hand if the frequency is sufficiently high, the rate variation will be easily absorbed by the buffer and the loss will be low. Recall that in both the above cases the reservation mechanism contributes a fixed amount of effective loss which is related to the probability of rejecting a burst. Only when the traffic variation is comparable to the burst length is reservation useful, because when a burst is accepted, it is protected for the duration of the burst.
When the rate threshold p is varied, the effective loss reaches a minimum value (see Figure 10 ). For the particular example for which computations were carried out, the optimum value for the rate threshold was 10% less than the output rate of the multiplexer. If the threshold is very low, almost all bursts are rejected and the effective loss is almost '1'. If the rate threshold is too high, reservation never takes place, and the effective loss is the same as the non-reservation case.
The final important result of these numerical computations is the effect of the cost function on effective loss. If the cost function is such that the loss of one cell is equal to the cost of losing the entire burst, reservation incurs a lower effective loss. But if cell loss can be tolerated up to 6a.4.6 To summarize, these numerical results show that reservation is indeed a useful method to protect the channel and improve the transmission efficiency, but only under certain conditions. It is suggested that in an adaptive algorithm, these conditions be evaluated before reservation is used.
Conclusion
A simple discrete queueing model representing a multiplexer in an ATM network has been analyzed. A new Numerical results have shown that under certain circumstances, reservation may be a good protocol to protect the transmission channel against massive cell loss. These circumstances include:
0 The traffic (and therefore the loss) at the multiplexer being high.
0 The frequency of variation of the background traffic being comparable to that of the channel under consideration.
0 The rate threshold being properly chosen. If these conditions do not hold, however, the use of reservation may result in *eater quality 
