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化された VM内でエージェントを動作させることにより IDSオフロードを実現するシステム SEVmonitor
を提案する．SEVmonitorは監視対象 VMの内部でエージェントを安全に動作させ，IDSがエージェント
















































以下，2 章では SEVを用いて暗号化された VMの監視
について述べる．3 章では VMの内部でエージェントを安
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全に動作させることにより IDSオフロードを実現するシス































































































































































行う．IDS を起動した時に SEVmonitor ライブラリが監










































































































































軽量な TCP/IPスタックである lwIPを用いて SEVmoni-
torライブラリとのネットワーク通信を行う．そのために，





























の CPUはAMD EPYC 7262，メモリは 128GBであった．
ホストOSとして Linux 5.4.0，仮想化ソフトウェアとして
QEMU-KVM 4.2を動作させた．IDS VMと監視対象 VM
には，それぞれ仮想 CPUを 2個，メモリを 2GB割り当
て，ゲスト OSとして Linux 5.4.0を動作させた．
5.1 OSのバージョン情報の取得
監視対象 VMから OSのバージョン情報を取得する IDS



















































































































































Intel Software Guard Extensions (SGX) を用いて作成
されたエンクレイヴ内部でエージェントを動かす研究が
いくつか行われている．SGX は AMD SEV とは異なる
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