Social Media (SM) platforms, particularly Twitter, have become useful tools for startup companies (henceforth startups) which use the latter to support most of their business activities. As a result, there is a need to gauge the performance of specific business initiatives vis-à-vis public sentiment, or more specifically the spread of such initiatives based on Twitter user-generated content. Previous research which makes use of Twitter analysis to analyze the business activities of startups is minimal, especially for Twitter user content in the Arabic language. Consequently, this paper proposes an analytics-based framework called Startup Initiatives Response Analysis (SIRA) designed to assess the performance of initiatives launched by startups via text classification, sentiment analysis, and statistical analysis techniques. To provide empirical evidence for the viability of the proposed research framework, this paper examined the case of an Arab transportation network startup, carrying out a SIRA analysis of an initiative undertaken by Careem to empower women by encouraging them to work for the company. The results confirm the effectiveness of the proposed framework for statistically measuring the initiative spread and the public feedback based on the user-generated content on the Twitter social platform.
I. INTRODUCTION
Social Media Analytics (SMA) has recently emerged as an essential approach for collecting and analyzing data from social media platforms. It uses advanced analytics tools and techniques to collect, process, and analyze Social Media (SM) data in order to identify useful patterns and knowledge [1] . SMA has been applied across a broad range of industries, including healthcare [2] , social science [3] , political science [4] and economy and business [5] , [6] with a view to generating useful patterns that support various applications and activities.
With increasing use of SM platforms by companies, the practice has become an essential part of many business strategies. In particular, startups depend on such platforms to establish a strong business presence and maintain robust growth. To clarify the concept of startups in business domain, The associate editor coordinating the review of this manuscript and approving it for publication was Zhe Xiao .
although it is stated that there is no clear definition of startup in terms of what they do [7] , the NESTA definition cited in [7] defines startups as ''young, innovative, growth-oriented business (employees, revenue, customers) in search of a sustainable and scalable business model''. Hence, any business irrespective of its nature can be classified as a startup if it aims to develop a product or service that has not been offered before, demonstrates innovativeness in seeking to fill a gap in the market or changes the traditional way of doing something and focuses on business growth.
Microblogging platforms play a crucial role in enabling startups to overcome their limited resources and reach out to a wider audience, to perform effective business operations and to increase customer satisfaction. Furthermore, microblogging is a useful electronic word-of-mouth (e-WOM) tool through which consumers are able to share opinions. These opinions are expressed in blog post form or as written comments that enhance businesses by building effective relationships between businesses and customers [8] , [9] . In recent years, a great number of companies have been interested in the power of SMA to support their decision-making processes, create new value and enhance their competitive advantage [1] , [10] . Research efforts in analyzing startups activities on SM, specifically Twitter, via SMA are generally limited. Extant research which has been limited to European and American startups (i.e., English and Europe languages tweets) has focused largely on predicting success of startups based on their SM activities, their financial success, or on examining public opinion regarding startups in general. Therefore, this study seeks to fill the gaps in existing research by making the following contributions to literature: 1) Propose a novel Twitter-based analytics framework that enables startups to assess the performance of specific initiatives based on a comprehensive quantitative (statistical analysis) and qualitative analysis (text mining and sentiment analysis) techniques. 2) Choose an Arabic startup firm as a case study, so as to furnish empirical evidence for demonstrating the validity of the proposed framework. 3) Undertake comparative analysis based on evaluation of the performance of numerous machine learning classifier algorithms. 4) Undertake a comparative analysis based on evaluating different combinations of preprocessing techniques to improve the classification performance of Arabic text.
The sections of the paper are organized as follows: Section II discusses related research, and Section III discusses the research problem, whereas Section IV presents the proposed framework. The experiment setup and experiment results analysis are presented in Sections V and VI. Finally, the conclusion of the study is presented in Section VII.
II. RELATED WORK
This section reviews the current state of research on Twitter analysis, focusing on Twitter activities undertaken by startup companies. The main aim of the review is to identify a gap in the selected field wherein additional research is merited. Accordingly, the review was guided by the following research question: RQ: How are Twitter analysis techniques used to generate deep business insights for startups?
The approach to synthesizing the literature for this study comprises analysis and comparison of all the surveyed studies and subsuming of the relevant studies' aims and methodology under three main themes elaborated in the following sections.
A. PREDICTING STARTUP SUCCESS
Numerous studies aimed at predicting the success of startups from early development stages to various phases in the life of a startup have been conducted. The applied techniques were found to include machine learning, data mining techniques or Social Network analysis techniques and to be based on structured data, e.g. [11] - [13] .
While one study [11] sought to investigate the usage of digital traces in predicting the early stage of startup survival, another investigation [12] studied the success of startups at early development stages. In the first study [11] discussed above, different machine learning algorithms were applied to predict whether a startup survived or failed, leading to the conclusion that with a context-specific text mining approach, 5-year survival predictions of diverse survival rates ranging from 50% to 10%, with an accuracy of up to 91% could be made. In contrast, the second study mentioned earlier [12] examined the possibility of using web-based open sources in predicting a startup's success rather than mining structured data sources. The dataset was based on Crunchbase database along with crawling company's web-based and LinkedIn people profiles. The evaluation metrics of prediction performance included the use of ROC-AUC classification metric and analysis of the Precision-Recall curve. The results of predictive model results were presented comprehensively, whereby the results were discussed in terms of answers to five sub-problems answers or as hypothesis evidence. Notably, this study [12] suggests some future improvements, such as use of content analysis techniques (e.g., sentiment analysis). In a similar manner, the work presented in another study [13] presents a predictive model for startup success based on consideration of several key factors at play during various phases in the life of a startup. This study proposes a system to predict the failure or success of startups on the basis of analysis of a dataset of 11,000 startups from the Crunchbase resource. The system was based on using data mining classifiers (e.g., Naïve Bayes, logistic regression, decision trees, etc.) for the predictive model. In conclusion, there are several key factors which significantly change the predictive models such as seed funding amount raised by the startup or the rounds of funding it goes through. Furthermore, two significant key factors such as the Burn Rate of the company and few severity factors also affect startup outcomes.
B. THE ROLE OF SOCIAL MEDIA USAGE IN STARTUP FINANCIAL SUCCESS
The electronic word-of-mouth (eWOM) platforms have a significant economic impact on entrepreneurs and startups. Some recent research [7] , [14] - [16] has been conducted to investigate the role of Twitter usage among startups and corresponding financial success.
In one study [7] , the purpose of the investigation was to address the lack of empirical research examining the correlation among Twitter usage in European Union (EU) startups with the total investment in startups per country. The founder data was extracted from F6S.com databases and the focus was on founders' personal Twitter accounts. The number of posts and followers was extracted, and the results suggested a statistically positive correlation between total startup founder presence and the total investment per country. In a similar effort [14] , the role of SM in startup outcomes was examined by studying the activities of entrepreneurs which influenced the outcomes of their startups. The empirical analysis was based on Twitter data. Eight machine learning methods were employed in a data preparation procedure to provide convincing evidence. The results confirmed that differences in entrepreneurs' Twitter presence and activities have a significant effect on further engagement and venture financing. In terms of Twitter content analysis, another study [16] aimed to use entrepreneurs' social media behavior as the basis for predicting the success of their crowdfunding activities. The entrepreneurs' data was extracted from Kickstart, and social network analysis and sentiment analysis techniques were adopted to analyze the content of entrepreneurs' Twitter posts. The results indicated that innovative startups which use Twitter effectively receive a big crowdfunding amount in total. Contrastingly, in another study [15] considered in the review, the aim of the research was to investigate how entrepreneurs' emotions are affected by the funding process which was done by comparing entrepreneurs' emotional ratios with the verification of the founding process. The hypothesis stated that ''the positive emotions increase when there is funding''. To verify that, two main financial databases were adopted, and Twitter text analysis was applied based on entrepreneurs' accounts. The positive and negative emotion ratios were calculated, and Stata software was used to analyze the results and to run the regression. The results confirmed the hypotheses.
C. EXAMINING PUBLIC OPINION AND USER-GENERATED CONTENT REGARDING STARTUP SERVICES Some research has recently been conducted that examines sentiment, perception, preferences and opinions of consumers relevant to startup firms based on SM user-generated content, for instance [17] - [19] .
In the first instance, the study [17] aimed to mathematically measure consumer trust sentiments towards traditional business models (B2C) and compare these to modern business model (C2C) marketplaces. The sentiment analysis was performed using SocialMention tool, and the taxi industry sector was chosen as a case study. The results showed that the percentage of negative sentiments towards modern taxi companies was higher than towards traditional taxis. Also, amongst modern taxi companies, Uber drew the highest percentage of negative perceptions regarding unexpected behavior of drivers along with lack of experience. In contrast, another investigation [18] explored whether the startup collaborative consumption platform (Uber) was perceived by consumers as a technological innovation or as an institutional disruption. This study [18] applied a tool that collected usergenerated content based on specific keywords of Swedish language. According to the findings, Uber was perceived by consumers as comprising both a technological innovation and an institutional transformation, with the latter view being more dominant. Another study [19] , proposed a novel framework for the development of new products and services that aim to support companies in decision-making processes by considering consumer opinions and sentiments. A use case was developed over the Uber App to generate evidence with regard to methodology performance. The protest effects around Uber in Portugal on consumer perception were analyzed, and the results were clearly stated. Besides the usefulness of the framework in evaluating company products or services, it contributes to creating an understanding of the competitor environment.
III. RESEARCH QUESTIONS
SM analytics techniques and text mining contribute to the generation of meaningful, in-depth and reliable business insights that can enhance the effectiveness of business operations. Most of the prior SM analysis research on startups has focused either on predicting a startup's success, examining their financial success, or on general consumer perception regarding startup image and their products or services in general. To date, there is an identifiable gap in research that combines examination of customer sentiments and the performance of a specific business activity (e.g., initiative, marketing campaign) through a general tweet analysis aspect. Additionally, all prior studies have been limited to startups in Europe and the U.S (i.e., dealing with English and European Languages). In view of the above, this study will help to address the previously mentioned research gaps based on Twitter analysis techniques. To fulfill this objective, this study proposes a framework for measuring the performance of a specific initiative taken by a startup firm in an Arab country. This framework contributes to delivering valuable insights regarding the performance of an initiative that was launched on Twitter by combining qualitative and quantitative tweet analyses. These insights might assist startup founders or entrepreneurs with measuring the efficiency of their business operations and supporting their decision-making process. Such an analysis framework must address the following questions:
• How do customers feel about such an initiative? • What is the impact of such an initiative on key engagement features of tweets?
• How quickly did the initiative spread across people?
IV. THE PROPOSED FRAMEWORK
As discussed in the previous section, the main aim of this work is to propose a framework that investigates the use of Twitter data in measuring the performance of a specific business aspect (e.g., initiative, marketing campaign, etc.). Figure 1 shows the general framework architecture. Startup Initiatives Response Analysis (SIRA) is an analytic Twitter-based framework that is designed to support startups or entrepreneurs in improving the performance of their initiatives. It measures Twitter activities, customer satisfaction, and temporal spread. SIRA framework consists of three major components that must be performed sequentially. The following sub-sections explain the framework phases in detail:
A. DATA COLLECTION AND ANNOTATION PHASE
The Twitter platform represents a valuable source for data collection which is commonly used by data science and social network analysis researchers. The Twitter platform has become the preferred source for data collection due to the availability of free Twitter crawling tools. It is open source, which enables the developer to build a crawler script that queries and fetches tweets with all tweet metadata or descriptive information. There are numerous Twitter crawling open source libraries and tools that use Python or Java as base language. For example, Twitter API is widely used for tweet crawling; it is a public platform for querying public streams of information.
In this framework, the data is crawled using keywords, hashtags, Twitter accounts and other query parameters that are predefined by the user to search through Twitter. The extracted dataset is used for classification aim which is carried out using a supervised ML approach. Based on this, a training dataset is required that can be annotated either manually by a human or, in the case of a huge dataset, through crowdsourcing or through Unsupervised ML algorithms (i.e., lexical-based classifier). Text annotation is the process of adding a label or tag to the text based on pre-identified classes, such as the two classes 'others' and 'relevance' shown in Figure 1 . 
B. TEXT CLASSIFICATION PHASE
In the proposed (SIRA) framework, two text classifiers are developed. The first one, Relevance Tweets Classifier is a binary classifier that classifies each tweet as either relevant to the initiative subject or not (i.e., relevant or others). The first classifier is built because even with crawling based on specified keywords, there are some anomalous tweets. The second one, Tweets Sentiment Classifier is a sentiment polarity classifier that classifies each tweet based on the sentiment polarity which it categorizes into three classes: positive, negative or neutral. The relevance tweets classification is performed first; then the tweets sentiment classifier is implemented based on the resulting file from the first classifier. The result of the second classifier is printed in a new column next to the initiative relevance column which is the result of the first classifier. Both Relevance Tweets Classifier and Tweets Sentiment Classifier are grouped under the Text Classification Phase and follow the same steps in building the classification model. Each model covers the following sequential steps:
1) TEXT PREPROCESSING PHASE
This phase is highly important in developing any classification model, since most tweets are unstructured, noisy, and inconsistent. ML algorithms cannot process text directly. Instead, preprocessing steps clean up the text to be machine readable and processable. This preparation phase increases classification accuracy. The preprocessing phase mainly includes four steps: text cleaning, normalization, stemming and stop-word removal.
• Text cleaning. This includes removing each URL link, mentions, numbers, non-Arabic letters, emoticons, multi-spaces, special characters and punctuation marks [20] , [21] .
• Normalizing the text. This is the process of changing the term or letter to a consistent form. In Arabic languages, the same words and letters can occur in diverse forms, such as with dots and characters appended (i.e. diacritics) to a letter that may or may not be written. For example, replacing the same letters that occur in different forms by one of them, or removing non letters (e.g., Arabic diacritics). Table 1 shows most Arabic normalization conditions [20] - [22] .
• Stemming is the process of using algorithms to reduce the word to the possible root form without affecting the meaning, as some words share the same roots and differ only in the affixes. The main aim of stemming is to decrease the number of similar words in the vocabulary, which improves the classification results [21] , [22] .
• Stop-word removal. This is the process of removing words that do not help in determining the polarity and features using a pre-defined stop-word list as demonstrated in Table 2 . It is a critical step and data dependent. Removing words which are important for the classification task will reduce the resulting performance (e.g., removing the negation word will be risky in sentiment classification) [20] , 22].
2) FEATURE EXTRACTION PHASE
This phase is concerned with feature extraction and representation. The ''Bag of n-grams'' feature representation strategy is followed. This strategy encompasses two main processes: tokenization and counting. The tokenization process is as follows: each tweet is tokenized into words or tokens using word delimiters such as space or punctuation marks, and each possible token is given an integer id. The tokenized words then form the words' n-gram (wither unigram, bigram or trigram) representation. However, every token (i.e., feature) is represented in the document with an occurrence weight that is usually computed using TF-IDF, regardless of its position in the document. Term Frequency-Inverse Document Frequency (TF-IDF) term weighting, as shown in (1), is used to re-weight or balance among most weighted and less weighted features by the count into float values that are suitable for use by the classifier. Whereas tf(t,d) means term-frequency (the number of times that term t occurs in document d) idf(t) means inverse document-frequency (the log of the inverse of normalized number of the documents that contain the term t) [22] - [24] .
3) CLASSIFICATION PHASE
This phase applies ML algorithms for model training and testing. First, the model is trained based on a various ML algorithm. The one classifier that results in the best performance score is chosen to fit the model using a testing dataset.
C. STATISTICAL ANALYSIS PHASE
This phase is concerned with statistically analyzing the initiative performance based on the classified dataset (i.e., the relevant tweets). As shown in FIGURE 1, the statistical analysis involves the following four phases:
• Tweets Feature Analysis: this statistically measures the overall initiative impact on startups' Twitter accounts based on tweet features.
• Temporal Distribution Analysis: this measures the temporal spread of the initiative across people statistically.
• Sentiment Polarity Classes Ratio: this measures the percentage of sentiment classes in the overall dataset.
• Hashtag Frequencies: this counts each related hashtag frequency over the dataset.
V. EXPERIMENT SETUP
This study makes use of a case study methodology to implement an empirical evaluation of the proposed framework. The startup for this study was the CAREEM transport network company which recently rolled out an initiative aimed at empowering women to work as drivers (captains) across various countries. This initiative was chosen for several reasons. The most significant one was the fast spread of this initiative on Twitter. Empowering women to work with CAREEM was a Twitter trend in Middle Eastern countries, especially in Saudi Arabia. This coincided with the decision to allow women to drive cars in Saudi Arabia. Secondly, this initiative attracted a significant amount of discussion on Twitter between supporters and opposers of this initiative which is perceived as being at odds with the culture in conservative Middle Eastern societies. CAREEM is an app-based transportation platform based in Dubai that was founded in 2012. It operates in more than 15 countries in the Middle East, South Asia, and Africa [25] . This case study contributes to addressing the gap in previous research on. text mining and machine learning fields by focusing on a startup company from an Arab country and on the Arabic language.
A. HARDWARE AND SOFTWARE
The experiments were implemented using Python 3.6 and conducted on a computer with a 2 GHz Intel Core i7 processor and 4 GB of RAM. In addition, the classification models were built using Scikit-learn library.
B. DATASET
The tweets were first crawled using Twitter streaming API through fetching all the tweets that were tweeted and retweeted by the following CAREEM twitter accounts: @Careem, @CareemCare, @CareemKSA, @CareemEGY, @CareemPAK, @CareemUAE, @Careem-LEB, @CareemKWT, @CareemBAH, @CareemMAR, @CareemJOR, @CareemQAT, @CareemAUH, @Mudassir-Sheikha and @Abdulla_Elyas.
The dataset crawled using Twitter API has some drawbacks and restrictions. It is limited to accessing only tweets that have been written in the past seven days. Getting older tweets represents an issue. In this experiment, the crawling identified by the initiative date (i.e., from the launch of the initiative until the crawling date), and the reply tweets in this study were an essential part of the dataset since they represented user discussions on the initiative. Therefore, overcoming Twitter API limitations was required. The previous limitations can be overcome using tools which use Twitter advanced search interface to get tweets [26] . The query parameters to such a tool involves a list of keywords, hashtags, exact phrases, Twitter accounts, the start and end date, amongst others. The initiative related keywords and hashtags were listed by exploring and reading the previously crawled dataset using Twitter API and exploring Careem accounts on Twitter.
As a result, the result of crawled tweets was 3,074 from May 1, 2017 to June 1, 2018, including tweets from Careem accounts, the replying tweets for those accounts and the tweets that mention those accounts. Additionally, the tweets that contained keywords, hashtags and exact phrases relevant to the initiative were also crawled. 1000 tweets were labeled manually by two graduate students as a training dataset. Each tweet was assigned two labels: one for the initiative relevance classifier (i.e., Relevant or Not), and one for the sentiment polarity classifier (i.e., Positive, Negative or Neutral). To assess the agreement between two annotators, Cohen's Kappa statistic is used as a reliability measure. The kappa value for sentiment labels is 0.966, which indicates that the degree of agreement between the two annotators is almost perfect. Similarly, the kappa value between initiative relevance is 0.955, which indicates a strong agreement as well. Table 3 shows the class distribution of the training dataset. 
VI. EXPERIMENT AND RESULTS ANALYSIS
This section discusses the experiments and results.
A. EVALUATING LEARNING ALGORITHMS
In the first stage of the experiment, which began by training the ML classification models based on the labeled dataset of 1000 tweets, the evaluation process presented the following perspectives:
1) EVALUATION METRICS PERSPECTIVE
For both sentiment classification and subject classification models, the 5-fold cross-validation of the training sets was used for evaluating the classifier. The main job of k-fold cross validation is to ensure that each sample of the data can appear in the test set one time and in the training set (k-1) times to train the classifier model. The most commonly used k-values are 5 and 10. k=5 has been used in this experiment due to the small size of the training dataset. This evaluation was based on four performance measures: Accuracy, Precision, Recall and F1 measure. These performance measures are calculated through a confusion matrix. The Confusion Matrix was used for evaluating the correctness and accuracy of classification problems where the output can be two or more classes. All the performance measures are based on the numbers inside the confusion matrix with these numbers representing the values of the four matrix elements, which are defined as:
• True Positive (TP), the value when the actual class is (True) with the predicted class also (True)
• True Negative (TN), the value when the actual class is (False) with the predicted class also (False)
• False positive (FP), the value when the actual class is (False) and the predicted class is (True)
• False Negative (FN), the value when the actual class is (True) and the predicted class is (False) 
3) EVALUATION IN TERMS OF THE PREPROCESSING STEPS PERSPECTIVE
This kind of evaluation is particular to the classification models of Arabic tweets. Arabic text classification is a challenging process, since Arabic language has very complex morphology. The language is made up of 28 letters, with sentences written from right to left, and the form of letters changes according to their position in the word. The following points clarify some of the challenges associated with Arabic text classification tasks [20] , [21] , [23] , [27] :
• The challenge in tokenization step lies in that; Arabic language does not support letter capitalization, with one Arabic word potentially encompassing four tokens and lacking adherence to strict punctuation rules.
• The challenge in Stemming step lies in that it is hard to differentiate between root letters and affix letters in Arabic language and some words have four or five-letter roots. Therefore, stemming is not precise for Arabic.
• The use of negation words which changes the verb meaning to the opposite.
• The Arabic language comes in three forms: the classical Arabic form, modern standard Arabic and colloquial Arabic. Further, Arabic dialects differ from one Arab country to another.
• Most Arabic traded in SM has a considerable percentage of spelling mistakes and repeated letters in some words used to express feelings. For example, the word ' ' which means something is 'too much'.
To overcome such challenges and improve the classification performance, some previous research [20] - [24] examines the effect of various preprocessing methods. One VOLUME 8, 2020 study [22] trained both SVM and NB classifiers in four phases, such as without any data preprocess (i.e., raw tweets), using normalization, applying stemmer and removing the stop words. Each phase was run separately based on examining a different combination of word n-grams feature representation. This study [22] also found that preprocessing phases enhance the performance of the NB classifier while both stemming and stop word remover does not improve SVM performance. In a similar manner, other studies such as [23] and [24] sought to investigate the effect of some combination of text representation and preprocessing in Arabic sentiment analysis. The first investigation [23] trained three classifiers in seven representation levels of preprocessing that lie in raw data, stemming, feature correlation and n-gram representation and with some combination of them. The results show that a combination of all preprocessing techniques with feature selection improves the classification accuracy. The second study mentioned earlier [24] also trained three classifiers across three phases of evaluation. It first evaluated weighting schemes (e.g., IDF, TF-IDF, TF). Secondly it assessed the different word n-grams combinations with the best result from the first evaluation. The third phase comprised an evaluation based on various combinations of preprocessing steps with feature selection (i.e., IG) in addition to the best of the previous two evaluation steps. The results indicate that the combination of unigram and bigram give higher accuracy over the different dataset and that the text cleaning and normalization tend to be less effective in accuracy improvements, while stemming techniques and information gain feature selection improves the efficiency significantly. In addition, a study [20] trained three ML classifiers for sentiment analysis with three preprocessing cases as one applied stemming, one applied stop-words remover, and one case combined each of them. While stemming and stemming along with removing stop-words achieved the same results, removing stop words alone yielded the worst results. Similarly, in another study [21] , the evaluation was based on combinations of normalization and stemming. The results show that normalization achieved the highest classification accuracy while stemming had lower accuracy.
This experiment followed the approach of the above studies but with extra combinations and techniques described in the following sections. In this study experiment, eight combinations of preprocessing methods were examined for seven supervised ML classifiers; the impact of these methods on the classifier's performance was measured. The applied preprocessing methods are presented in eight levels of combination as in Table 4 .
B. CHOOSING THE LEARNING ALGORITHMS
For choosing the best classifier algorithm based on the evaluation perspectives or phases that are discussed earlier, this section presents a detailed analysis of the model training results.
In this experiment, each classifier is built on a pipeline of the following three steps: • Feature representation using n-gram. A combination of both unigram and bigram word representations were used to overcome the problem of negation words that hugely affected sentiment classification results 23], [27] . Also, the unigram and bigram combination increased the classification performance in previous research findings [24] , [28] , while in other research [22] unigram outperformed both bigram and trigram with only 1%.
• Reduce feature dimensions through applying feature selection techniques, using Chi-square and Mutual Information (MI). Results of feature selection are compared with original features. So, for each of the seven training classifiers, every single run of the preprocessing level has been displayed with three results as shown in Table 5 . Table 5 presents an example of a classification model result with and without the application of feature selection techniques. Feature selection seems to produce the same result for recall, precision, and f1-measure and it affects only the accuracy result. Notably, for most trained classifiers, using feature selection does not improve the accuracy; so, it is excluded from the table of model training result. Further, Table 6 and Table 7 present only the higher performance measures for every classifier while excluding the other results.
In the following, we discuss the results for each model separately. Notably, the F1 measure was chosen to evaluate and select the classification algorithm due to the unbalanced classes as shown in Table 3 . Table 6 shows the training results of the relevance (binary) classification model, with the best result of all performance measures for each classifier highlighted in bold. The overall best result of the F1 measure for the classification model is highlighted in bold with an underline, as it was adopted for evaluating the performance. It can be concluded that CNB classifier outperforms all other classifiers with a 0.84 F1 score. The best results of F1 are achieved when text cleaning is used with text normalization, as both reduce the text noises. Therefore, the CNB classifier is chosen to fit the relevance binary classification as the F1 measure adopted in the model evaluation. However; higher Accuracy results were achieved by the following three classifiers: SVM, CNB, and Neural Net. Additionally, information selection techniques, stop word remover and stemmer techniques seem not to have improved the classification performance in this classification task. It is worth mentioning that all classifier performance results are not conclusive as the performance varies with the dataset and the classification tasks. Table 7 shows the case of best performance results for each of the evaluated classifiers highlighted in bold. As with the previous binary classification result, the highest F1 measure is 0.71 when the CNB classifier is used with the same combination along with stemming. The best combination of preprocessing level is text cleaning + normalization + ISRI stemmer. It seems that stemming improves the sentiment classification in this experiment. This case of CNB is chosen to fit the sentiment classification model. It is worth highlighting that all performance results of this sentiment classification are not conclusive, since the performance varies with the study dataset and on the type of classification task. By taking accuracy into account, SVM achieves the highest score at 0.68 when using text cleaning with the ISRI stemmer, followed by CNB with 0.67 in four cases of preprocessing steps, and followed by NN with 0.65 when text cleaning and normalization are used with the Tashaphyne stemmer. In general, information selection techniques reduce the accuracy of the classifiers except for the two classifiers KNN and DT.
1) THE INITIATIVE RELEVANCE CLASSIFICATION MODEL

2) THE SENTIMENT CLASSIFICATION MODEL
Based on previous results of both binary classification and sentiment classification, CNB has been shown to outperform other classifiers. As an interpretation of this performance.
Naïve Bayes (NB) classifier is a probabilistic classifier based on applying Bayes' Theorem with a strong feature independence assumption. These independence assumptions of features assume that the features order is irrelevant; thus the present or absence of one feature concerning a class does not affect any other features in classification tasks [29] - [31] . NB has been widely used in text classification applications; both studies [22] , [32] used NB classifiers in sentiment analysis due to its simplicity, effective performance in text classification and great success in sentiment analysis. As well, another study [24] justified the use of NB family classifiers (i.e. Complement NB and Multinomial NB) as these are both widely used in polarity classification and have proven effectiveness in outperforming other classifiers over various datasets. Similarly, another study [33] used NB classifier to classify the sentiment polarity for Arabic and English languages as it is considered the most effective performer in data mining applications. According to other research [30] , [34] , evidence in literature suggests the effective performance of NB classifiers in classification tasks in general and in sentiment classification in particular. However, Multinomial Naïve Bayes (MNB) and complement Naïve Bayes (CNB) are probabilistic models for NB classification in which MNB is a unigram language model that captures the information of words counts in a document and it performs well with a large vocabulary size. But MNB faces one systemic problem which is that it selects poor weights for decision boundary when one class has more training documents than the others. Consequently, to balance the number of training documents used per class estimate and to deal with biased training data, a complement version of MNB is proposed that is known as complement Naïve Bayes (CNB) [31] , [35] . So, the training results of the present study have proved that the CNB classifier outperforms other classifiers due to its ability to deal with unbalanced classes as shown in Table 3 . Moreover, NB classifiers can be trained efficiently through a relatively small training dataset to estimate the features required for classification [13] , [30] , [36] . Thus, the study's small training dataset (i.e.,1000 tweets) was enough to train the classifier efficiently, whereas in contrast, all other classifiers require large training datasets to estimate the features needed for classification.
3) CLASSIFICATION RESULTS
The overall class distribution results in the dataset (i.e., 3076 tweets) are shown in Table 8 . C. STATISTICAL ANALYSIS 1) SENTIMENT POLARITY CLASSES RATIO FIGURE 2 statistically shows the percentage of each sentiment class based on the result of the relevance initiative tweets. As is shown, the negative tweets have the highest percentage with 52.03%, while the positive tweets represent more than the dataset quarter with 33.36% which is a good ratio. The neutral represents the lowest ratio with 14.60% distribution. In Table 9 , a random sample of the classified tweet is shown below and the reasons behind the differential percentage of sentiment polarity are inferred. Since the negative tweets represent almost half of the dataset, first five tweets in the table show negative sentiments. All the samples of negative tweets prove that the public opinion was against the idea of empowering women to work as captains in such a transportation company. In tweets 1 and 3, people express the reason for their objection as that the nature of work does not align with women's nature and that such work in public transport will expose women to problems and risks. Another objection noted in tweets with serial No. 2 and 5 is that Careem is exploiting women in the promotion to attract customers and money. In addition, in tweet 4 it is argued that in most world countries women do not work in transportation. In addition, in tweet 4 it is argued that in most of world countries, women do not work in transportation. In the positive tweets, people liked and supported the initiative by some compliment or joining request for such a job. Such examples include tweets 6, 7 and 8. Tweet 8 argued that it is good for women to ride with a woman like her in transport In contrast, the neutral tweets in the sample comprise either inquiries or suggestions regarding the initiative as shown in tweets 9 and 10.
2) TWEETS FEATURES ANALYSIS
This section examines people's responsiveness in terms of tweet features or attributes based on the initiative relevant tweets. The analysis was done by aggregating the classification results. Aggregation was performed on key engagement features of tweets (reply, favorite and retweet).
As shown in FIGURE 3 , the most common response in terms of tweet reply frequency is of positive tweets. On the contrary, the least typical response is higher in negative tweets than in positive and neutral tweets. The top five tweets with a higher number of replies are shown in Table 10 . It is noticeable that all top five tweets are from the company official account in Saudi Arabia (i.e., @CareemKSA). These tweets about the initiative which were made by the company for the first time coincided with the decision of allowing Saudi women to drive. However, this higher number of replies proves the higher responsiveness of public in terms of comments or conversation with the official account of Careem in Saudi Arabia.
As shown in FIGURE 4 , the most common response in terms of favorite tweet frequency is of positive tweets in which the highest number of tweet favorites relate to positive tweets. On the contrary, the least common response of tweet favorites is higher in negative tweets than in positive and neutral tweets.
Based on Table 11 , all the top five tweets of higher favorite number are from the company official account in Saudi Arabia (i.e., @CareemKSA). Accordingly, the higher number of public likes over the study dataset prove the acceptance of and the positive sentiment of public towards such an initiative. (i.e., 763 tweets) compared to negative tweets (i.e., 1190). However, people showed greater response to the positive tweets, while most of the negative tweets drew zero response. Table 12 shows the top five Tweets in term of the highest retweet number. As with replies and favorites, all the five tweets are from the tweets made by Careem official account (i.e., @CareemKSA). This highest level of retweet indicates the wide spread of the Careem initiative, as retweeting feature proves the content value of the tweet and provides a powerful tool in information dissemination [9] . In addition, the highest number of retweets demonstrate an active user response.
All features like replies, favorite and retweet can be considered as a measure of public active engagement and the effectiveness of e-WOM [37] , [38] . According to Table 10 , Table 11 , and Table 12 , the highest number of these three measures belong to the Careem official account tweets which prove an active customer engagement. Likewise, the highest number of favorites show a good level of customer satisfaction in regard to such an initiative, which can be considered as a measure of public sentiment. Consequently, these tweet engagement features prove that it could be inversely related to the ratio of negative and positive tweets. In addition, it demonstrates that there should not be exclusive reliance on the sentiment tweet ratio to examine public opinion; rather tweet engagement features are also important. FIGURE 6 shows the temporal distribution of respondents. The Temporal analysis was based on the date column in the dataset by creating a pivot table with date order from the oldest to the newest date in the raw and counting the initiative relevant tweet in a column. In tweet crawling, the date of tweets was specified from 1/5/2017, but there are some tweets crawled from 30/9/2014 which contain the initiative keywords. It seems that women started working with Careem in some countries before the launch of the initiative by Careem via Twitter. As in FIGURE 6 , the highest distribution of the initiative tweets was from July of 2017 to July of 2018, the period during which the Empower Women initiative was launched through Twitter and disseminated as an initiative within all countries wherein Careem operates. Additionally, FIGURE 6 shows the highest spread distribution of tweets was between September and October of 2017. This highest distribution coincides with the event of Saudi women being allowed to drive a car which dates to September 2017. Based on that event, Careem welcomed Saudi women to work with and join the company. Accordingly, the discussion on Twitter increased because this kind of work by women is considered incompatible with Saudi culture.
3) TEMPORAL DISTRIBUTION ANALYSIS
D. HASHTAG FREQUENCIES
Hashtags were extracted from the tweet text of the initiative relevance tweets using the regular expression ''\#(w+)''. The regular expression extracts all unique hashtags from the tweets. Table 13 shows the initiative relevance Arabic hashtags of the Arabic tweets with the number of occurrences for each one.
The top five Hashtags were selected to examine this wide frequency. The most prevalent one was #The_King_ Empowers_Women_To_Drive that coincided with the granting of permission to drive to Saudi women in the Saudi Kingdom. It was a trend in Saudi Arabia at 26/9/2017. @CareemKSA account and other media accounts participated in this Hashtag such as @MapNewsAR, @Abdulahalsalem and @Ahmed_aleghfeli. The second frequently used Hashtag was the company name (i.e., #Careem) which was widely used as a label for company relevant tweets. Similarly, #Uber was frequently mentioned along with #Careem as a label of company tweets. Uber is a transportation company that has the same business style of Careem, and in March of 2019, Uber acquired Careem for the price of $3.1 Billion. Additionally, both #Congratula-tions_to_homeland_Women and #Saudi_Women_drive_car coincided with the event of permission to drive being granted to Saudi women. On the other hand, #Receive_Captain Hashtag was relevant to the initiative of empowering women to work as captains in Careem.
VII. CONCLUSION
Large companies often possess fixed budgets and work forces which allow them to easily keep track of business changes and improvements in order to maintain a business presence. On the other hand, startups usually have limited resources, and this can hinder them from tracking the effectiveness of their business operations. The right utilization of SM (i.e., Twitter) analytics techniques can protect companies from failure and support them in generating meaningful, indepth and reliable business insights to enhance the effective performance of their business operations. The SIRA framework is proposed specifically to support startup founders and entrepreneurs in facilitating the performance of their initiatives by measuring public responsiveness in terms of Twitter activities, customer satisfaction, and the temporal spread. Broadly, the experiment result analysis confirms the effectiveness of such a framework for delivering valuable insights on the initiative based on the Twitter dataset. The experiment was carried out on an Arabic dataset consisting of 3,074 tweets, which were labeled manually with two labels, namely initiative relevance classification and sentiment polarity classes. The dataset is relatively small, which explains why performance measure values are not very high in the two classification models. For both framework models, the experiments were carried out from two evaluation perspectives based on i) seven supervised ML classifiers and ii) different levels of text preprocessing combinations to enhance Arabic classification performance.
The results showed that in both classification models, the CNB classifier achieved a higher F1 measure. In general, simple text cleaning and normalization seemed to significantly increase the binary classification performance, while the applied information selection techniques appeared to have no effect in improving the classifier performance. On the other hand, the results from the sentiment classification model showed a higher F1 measure when text cleaning and normalization were used with ISRI stemmer. Like CNB, most of the higher F1 values for other classifiers were also associated with the use of text cleaning and normalization with stemmer techniques. Like the binary classification model, using information selection techniques seemed to have no effect on the classifier's accuracy except for two classifiers (KNN and DT) although the increase was not high. Analyzing experiment results confirms the effectiveness of SIRA in delivering valuable insights regarding the initiative based on the Twitter dataset. Indeed, people usually express their opinions through Twitter regarding various topics and issues, not limited to products or services. Consequently, SIRA may be applicable as a Twitter-based analytics framework in various domains and for diverse purposes.
