Abstract : This paper presents analysis and synthesis of interconnected systems where the interconnected system of interest consists of discrete-time positive subsystems and an interconnection matrix. The paper gives sufficient conditions for the discrete-time single-input single-output (SISO) subsystems and the interconnection matrix so that the interconnected system has the property of persistence. The fundamental differences for the persistence between the conditions of the discrete-time setting and those of a continuous-time setting are also discussed. The obtained analysis result can apply to formation control for multi-agent systems, which is a synthesis part of the paper. Numerical examples including formation control of mobile robots are shown to illustrate the proposed formation control design method.
Introduction
Positive systems are systems whose state and output are nonnegative if the initial state and input are nonnegative ( [1] , [2] ). Although positive systems have the restriction on their variables, plenty of actual systems such as chemical reactors, storage systems, compartment systems, and water and atmospheric systems are positive systems. Some of positive systems appear as linear systems in engineering, economics, and biology. A basic mathematical tool for analysis and synthesis of positive linear systems is nonnegative matrices [3] . Recently, positive linear systems have been investigated from the viewpoint of large-scale systems [4] such as traffic networks, power networks, and chemical reaction networks.
One direction to deal with large-scale systems is interconnected positive systems ( [5] , [6] ) where the plant is a gathering of positive subsystems while the controller is a nonnegative interconnection matrix. If an interconnected positive system has so-called admissibility, then the system is well-posed, and the positivity of the subsystem outputs is preserved. In the same way, if the interconnected positive system has the property of persistence, the state converges to a constant multiple of the initial state vector. The sufficient conditions that the interconnected systems have the property of persistence have been studied in the case where each subsystem is single-input single-output (SISO). From a synthesis viewpoint of the interconnected positive systems, the property of persistence directly associates with formation control of multi-agent systems.
Recently, formation control has been studied from the viewpoint of consensus of a multi-agent system where each agent can communicate to exchange information with other agents. In the case where each agent is an integrator system, all agents achieve consensus by a protocol including the Laplacian matrix * Meiji University, Kawasaki 214-8571, Japan * * Kyoto University, Kyoto 615-8510, Japan * * * CNRS, LAAS, 7 avenue du Colonel Roche, F-31400 Toulouse, of the communication graph [7] . In this contexts, applications of consensus to formation control of mobile ground robots are studied ( [8] , [9] ). One way to achieve formation is to introduce a virtual vehicle or hand position for each robot for linearization of its dynamics and to set a virtual structure for these virtual vehicles so that the robots achieve formation with the target shape. Then a consensus of virtual vehicles implies a formation of the mobile robots. If we can see these mobile robots as subsystems of the interconnected positive systems, then we can remove the virtual structure and expect that the resulting formation control system has the properties of admissibility and persistence. Indeed, formation control based on interconnected positive systems is studied for the mobile robots [10] and quadrotors [11] . The above discussion around the interconnected positive systems is in a continuous-time setting, that is, each subsystem is a continuous-time system. When we consider practical system applications, a discrete-time setting is often more convenient. This paper considers analysis and synthesis problems of interconnected positive systems with discrete-time subsystems. Firstly, we review the definition of the admissibility and stability analysis for the discrete-time interconnected systems [12] . We also review the necessary and sufficient conditions for the admissibility and stability under the assumption that each subsystem is SISO. Secondly, to discuss main results, we define the property of persistence for the discrete-time interconnected systems. Then we consider sufficient conditions so that the discrete-time interconnected system has the property of persistence where each subsystem is SISO. From the persistence analysis, we discuss formation control synthesis for discretetime positive and stable subsystems. Finally, from an application perspective, we apply the formation control synthesis to mobile robots. Numerical examples are also presented to support the effectiveness of the proposed formation control methods.
A preliminary version of this paper is [13] . This paper includes complete proofs of the main results and also an example in the case where subsystems are linear and positive SISO.
Notation: R is the real space. R n is the set of real vectors of the length n. R n×m is the set of real matrices of the size n × m. M n is the set of Metzler matrices of the dimension n. H n is the set of Hurwitz matrices of the dimension n. S n is the set of Schur matrices of the dimension n. R + and R ++ are the sets of nonnegative and positive numbers, respectively. R n + and R n ++ are the sets of nonnegative and positive real vectors of the length n, respectively. D n ++ is the set of diagonal matrices of the dimension n whose all diagonal elements are strictly positive. R n×m + and R n×m ++ are the sets of nonnegative and positive real matrices of the size n × m, respectively. Z is the set of positive integers. Z N is the set of positive integers up to N. σ(A) and ρ(A) are the set of the eigenvalues and the spectral radius of the square matrix A, respectively. λ F (A) is the Frobenius eigenvalue of the square and nonnegative matrix A. 0 N ∈ R N and 1 N ∈ R N are the vectors all of whose elements are 0 and 1, respectively.
Preliminaries
This section provides lemmas and definitions for the subsequent sections. (ii) The matrix A − I is Hurwitz stable.
is equivalent to the continuous-time systemẋ(t) = (A − I)x(t) in the sense of stability. We refer in this paper that one of these systems is stability-equivalent to the other. The following two definitions introduce reducibility and irreducibility of matrices.
n×n is said to be reducible if either (a) n = 1 and M = 0 or (b) n ≥ 2 and there exist a permutation matrix P ∈ R n×n and r with 1 ≤ r ≤ n − 1 such that 
The next lemma states a way to check irreducibility of matrices introduced in Definition 2.2. The lemma also states a relation between an irreducible matrix and a strongly connected graph stated in Definition 2.3. (a) M is irreducible.
The next lemma is known as the Perron-Frobenius theorem, a version of the Perron theorem for nonnegative matrices. The following three lemmas are useful for handling nonnegative systems.
n , the following conditions are equivalent.
(i) The matrix A is Hurwitz stable, i.e., A ∈ H n .
(ii) The matrix A is nonsingular and A −1 ≤ 0.
(iii) There exits h ∈ R n ++ such that h A < 0. The next definition introduces primitivity of matrices. The notion of primitivity is required to deal with discrete-time positive systems.
Lemma 2.5 ([5],[6]) For given
A ∈ R n×n + ∩ S n , B ∈ R n×1 + and C ∈ R 1×n + , we have (A − I) −1 B < 0 if (A, B) is controllable. Similarly, C(A − I) −1 < 0 if (A, C) is observable.
Definition 2.4 ([14, p.540]) A matrix M ∈ R
n×n + is said to be primitive if it is irreducible and has only one nonzero eigenvalue of maximum radius.
The next lemma states the eigenvalue distribution of irreducible matrices. The distribution concerns with primitivity of irreducible matrices.
Lemma 2.7 ([3, p.32]) If an irreducible matrix
The next two lemmas give ways to check primitivity of matrices. If an irreducible matrix is primitive, then h in Lemma 2.7 is one.
The last definition in this section introduces cyclicity of irreducible matrices. The number h in Definition 2.5 and that in Lemma 2.7 are common. That is, irreducible matrices whose cyclic of indices are one, h = 1, are primitive.
Discrete-Time Interconnected Positive System
Consider discrete-time positive and stable subsystems described by
where
. Note that the subsystems G i (i = 1, . . . , N) may not have the same dynamics. For these subsystems, we define a positive and stable system G := diag(G 1 , . . . , G N ) such as
For a given interconnection matrix Ω ∈ R nŵ i ×nẑ i + , the discretetime interconnected system G Ω, shown in Fig. 1 , is defined by (2) and 
Admissibility and Stability Analysis
The admissibility defined by the following ensures the wellposedness of the interconnection.
Definition 3.1
The discrete-time interconnected system G Ω is said to be admissible if the Metzler matrix DΩ − I is Hurwitz stable.
The definition of the admissibility is similar to that for continuous-time interconnected positive systems ( [5] , [6] ). If det(I − DΩ) 0, then the interconnection is well-posed and the state-space realization of G Ω is represented by
Under the admissibility, the interconnected system G Ω has the following properties:
(i) The interconnected system G Ω is well-posed.
(ii) The Metzler matrix DΩ − I is Hurwitz stable and thus
These properties imply that the states x i (i = 1, . . . , N) for any nonnegative initial states are nonnegative under the interconnection. The interconnected system G Ω trivially satisfies the admissibility in the case where D = 0 while the admissibility is a sufficient condition for the positivity of G Ω in the case where D 0. These features are similar to those for the continuous-time setting ([5] , [6] ).
To consider admissibility and stability of the discrete-time interconnected positive system G Ω, we introduce the stabilityequivalent continuous-time interconnected positive systemG 
is Hurwitz stable.
Lemma 3.2 ([5]
, [6] ) Consider the case where the subsystem G i (i ∈ Z N ) is SISO. Then, for given Ω ∈ R N×N , the interconnected systemG Ω is admissible and stable if and only if ρ(ΨΩ) < 1, where
From these lemmas, we have the following lemma. 
Persistence Analysis
The persistence of the discrete-time interconnected positive systems is now introduced to discuss asymptotic convergence to a nonzero steady-state. The main results of this paper for the persistence analysis can be summarized in the next theorem. 
is irreducible, i.e., the directed graph Γ(Ω) is strongly connected. 
Here, v R and v L are normalized such that ξ L ξ R = 1.
(III) The matrix A cl represented by (3) satisfies |σ(A cl )| ≤ 1.
(IV) The matrix A cl has eigenvalue 1 that is algebraically (and hence geometrically) simple.
(V) The matrix A cl has no eigenvalues on the unit circle except for the eigenvalue 1.
(VI) For any initial state x[0] ∈ R n x + \ {0}, the state x of the interconnected system G Ω remains non-negative and converges to the steady-state x ∞ given by Proof of (II): Defining Ω D := Ω(I − DΩ) −1 , we can see
Proof Proof of (I): From (i), (ii) and Lemma 2.5, it is clear that C i (I −
The equality
++ . Proof of (III): From (I) and (II), it is clear that A cl is nonnegative and has a positive eigenvector corresponding to the eigenvalue 1. Since λ F (A cl ) = ρ(A cl ) = 1 from Lemma 2.6, we have |σ(A cl )| ≤ 1.
Proof of (IV): If A cl is irreducible, we can readily conclude from (II), (III) and Lemma 2.3 that the matrix A cl has eigenvalue 1 that is algebraically (and hence geometrically) simple. The proof for the irreducibility of A cl is given in Appendix.
Proof of (V): Since A cl is irreducible from the proof of (IV), we can readily conclude that A cl is primitive by (vi) and Lemma 2.8. Then, from the very definition of primitivity given by Definition 2.4, A cl has the unique eigenvalue 1 on the unit circle.
Proof of (VI): Since (IV) and (V) hold and since ξ R ∈ R nx ++ is the eigenvector of A cl corresponding to the eigenvalue 1, it is an elementary fact that the state x of the interconnected positive system G Ω converges to αξ R for some α ∈ R. Moreover, for the dynamics of the discrete-time interconnected positive system described by
. This completes the proof.
The condition (vi) of Theorem 3.1 says that A cl ∈ R nx×nx + is primitive by Lemma 2.8. From Definition 2.4, A cl has only one nonzero eigenvalue of its maximum radius. Then we have that λ F (A cl ) = ρ(A cl ) = 1 for γ = 1 thanks to condition (v). Thus the eigenvalue 1 is the unique dominant pole of A cl on the unit circle. That is, condition (vi) is essential for the discrete-time setting to prevent the state of G Ω from diverging. Therefore condition (vi) is an obvious difference between the discretetime setting and continuous-time setting.
It is not difficult to satisfy condition (vi) by using the fact that A cl is a nonnegative and irreducible matrix from the proof of (IV). If at least one of A i ∈ R n i ×n i for i ∈ Z N has a positive diagonal element, then tr(A cl ) > 0 and thus A cl can be primitive by Lemma 2.9. If A cl is not primitive, then the cyclic index h of A cl is 2 or more than 2. In this case, there are h distinct poles on the unit circle whose distribution follows Lemma 2.7.
Formation Control Synthesis
Let us remind the right eigenvector v R corresponding the Frobenius eigenvalue of the interconnection matrix Ω in Theorem 3.1. The next corollary makes us use the main result in the context of formation control by regarding v R as a positive formation shape of a multi-agent system. Corollary 3.1 Consider the case where every stable subsystem G i represented by (1) is SISO and satisfies conditions (i)-(iii) of Theorem 3.1. For a given shape of formation v ∈ R N ++ , assume that the interconnection matrix Ω satisfies γΩv = v in addition to condition (iv) of Theorem 3.1. For these subsystems and Ω, assume also that condition (vi) of Theorem 3.1 holds. Then, the discrete-time interconnected system G Ω satisfies This completes the proof.
When we see a subsystem as an agent, Corollary 3.1 implies that the agents do not converge to the positions v but achieve the constant multiple of the shape vector γαv .
The parametrization of the interconnection matrices satisfying conditions (iv) and (v) in Theorem 3.1 is available ( [5] , [6] ) for a given shape of formation. For example, consider the case where γ = 1 and the communication topology among subsystems is a ring. Then, for a given shape of formation v ∈ R N ++ , the interconnection matrices are parameterized by
where p ∈ R N ++ can be chosen arbitrarily among 0
parametrized above has λ F (Ω) = 1 and the graph is strongly connected, i.e., Ω is irreducible.
Formation Control of Mobile Robots
The motion equation of i-th (i ∈ Z N ) mobile robot is described by
where (z o i,x , z o i,y ) ∈ R ++ ×R ++ is the position, θ i ∈ R is the attitude angle, v i is the velocity and ω i is the angular velocity. The robot (6) is a nonholonomic system due to a restriction on the velocity and the attitude angle byż o i,x sin θ i =ż o i,y cos θ i . The robot is also a continuous-time nonlinear multi-input multi-output (MIMO) system, thus the conditions of Theorem 3.1 for each subsystem are not satisfied. Nevertheless, we apply Corollary 3.1 to formation control of the mobile robots.
Hand Position of the Mobile Robots
To linearize system (6), we introduce a hand position (or virtual vehicle) of the mobile robot. 
where h i 0. By differentiating (7) and substituting (6), we have the state equation with respect to the hand position such as
We can see that the system (8) is composed of two continuoustime decoupled integrators, one for each axis of the plane.
Discretization
We discretize the system (8) by zero-order hold of the input with the sampling period Δ. Letting x[k] = x(kΔ), we have from (8) that Fig. 2 Hand position of mobile robot.
where the linearization input or decoupling input for the mobile robot is
The resulting system (9) is two discrete-time linear positive and SISO systems. Since the system (9) is not Schur stable, it cannot be subsystems satisfying the conditions of Theorem 3.1.
Formation Control
For each mobile robot, we consider the velocity control input
where 0 < Δ f i, j < 1 in order to ensure the stability and positivity of each subsystem. We also consider the interconnected input
Under the admissibility, the closed-loop system can be written as
To consider formation control of mobile robots, we consider each dynamics of the hand position with separate axes on the plane. That is, we consider subsystems G i, j for (i, j) ∈ Z N ×{x, y} in the framework of discrete-time interconnected positive systems discussed in Section 3. Then we have the following result via Theorem 3.1.
Theorem 4.1 Given a shape of formation (v
and irreducible matrices Ω j ∈ R N×N + satisfying Ω j v j = v j ( j ∈ {x, y}), suppose we apply the feedback linearization law (10) with the velocity control input (11) and the interconnection input (12) . Then, we have
for any (z i,
, and ξ L, j ∈ R N is the left eigenvector corresponding to the eigenvalue 1 of A cl, j .
Proof For each j ∈ {x, y}, we have the relation z i, j [k (9) and (11) . If we apply z-transformation to the both sides of the relation, then we have The hand positions of the mobile robots achieve formation completely with a constant multiple of the given shape. Since the attitude angles of the mobile robots do not achieve formation, the positions of the mobile robots do not achieve formation when the hand positions achieve formation. The obvious fact is that the position of a mobile robot and its hand position are different. If we take a small |h i | ( 0), which is the distance between these two positions, then the positions of the mobile robots can approach a constant multiple of the given shape. But we do not always recommend this strategy from a practical viewpoint because smaller h i makes the control input signal by (10) to be larger. This is a common issue if we adopt a linearization feedback (10) for mobile ground vehicles ( [8] , [9] ).
Numerical Example
Let us illustrate technical results in Sections 3 and 4 by numerical examples. We consider two examples: the first example is the case where the subsystems are linear and positive SISO, and the second example is the case where the subsystems are mobile robots. In both examples, we consider two interconnected positive systems G x Ω x and G y Ω y , where G j := diag (G 1, j , . . . , G N, j ) for j ∈ {x, y} and the interconnection matrices Ω j , j ∈ {x, y} are parametrized by (5) 
Linear Subsystems
Suppose each subsystem is given by
It follows that each subsystem G i, j is positive and stable SISO that satis-
We also set parameters p j = 0.5 · 1 N of Ω j for j ∈ {x, y}. For the case where the number of the subsystems is N = 20, we show the initial positions of the subsystems by • in Fig. 3 . The initial state of each subsystem is
where q i, j ∈ (0, 1) is generated randomly. Then, after carrying out simulation, we found that the positions of the subsystems converge to the points denoted by ×. Namely, we confirmed that the subsystems achieve the desired formation. Figure 4 shows (12) is also nonnegative.
Mobile Robots
We consider mobile robots each of which has two independently driven wheels. To take into account of these wheels, we further consider that the linearization input (10) is transformed into the angular velocity inputs to the left and right wheels, ω L,i , and ω R,i for i ∈ Z N . The relation between (ω L,i , ω R,i ) and (v i , ω i ) is the following:
where R i and T i represent the wheel radius and the distance between two wheels respectively. We set f i, j = 0.5 for (i, j) ∈ Z N × {x, y} and Δ = 0.1 s. We also set parameters p j = 0.5 · 1 N of Ω j for j ∈ {x, y}. The number of the mobile robots is N = 8.
For the mobile robots, we set the distance between the position of a robot and the hand position as h i = 0.05 m for i ∈ Z N . The wheel radius and the distance between two wheels are randomly generated such that R i ∈ (0.15, 0.25) m and T i ∈ (0.03, 0.05) m, respectively, for i ∈ Z N .
The initial and final positions of the mobile robots are shown in Figs. 5 and 6 , respectively, where the small dots represent the hand positions of mobile robots. The trajectories of the hand position are shown in Fig. 7 . We can see that the final points of the hand positions achieve the shape of formation exactly. Then 
Conclusion
This paper discussed the persistence analysis and synthesis problems for discrete-time interconnected positive systems where each subsystem is SISO. In the analysis part, most of the conditions requiring subsystems and the interconnection matrix are similar to those in the continuous-time setting. However, one condition requires the system matrix of the interconnected system to be primitive to avoid the system matrix from having multiple eigenvalues on the unit circle except for the Frobenius one. In the synthesis part, for a given positive shape vector, formation control for multi-agent systems was discussed. This synthesis part is further applicable to formation control of mobile robots. That is, the hand positions of the mobile robots starting from the first quadrant converge to a constant multiple of the formation shape in the first quadrant.
