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Summary
A partial differential equation (PDE), i.e. an equation which involves an unknown
function and some of its partial derivatives, models many physical problems, e.g.
heat conduction or waves, to name a few, but it can be also found in chemistry
(diffusion), biology (population evolution) or architecture (stability of bridges).
This is one of the reasons why PDEs are studied so intensively in these days.
To determine the unknown function one needs additional requirements in the
form of boundary and initial conditions. In the last decades a new field in PDEs
emerged - inverse problems (IPs), where, besides the unknown function, also an
additional information is missing. The missing information might be a coefficient
in the equation, part of the boundary condition or also an initial condition.
This brings new challenges because the IPs are ill-posed in their nature. That
means that a slight difference in input data leads to big differences in output
data which causes issues in computing with measured data because such data are
always influenced by the error of measure devices. This forces the mathematical
research to develop stable and efficient numerical methods for solving IP.
The thesis starts with introducing the terms as PDE and IP followed up by
the Rothe method. The Rothe method is a tool which allows us to prove the
existence of the solution of a PDE and provides a numerical scheme for solving
the problem. The main idea is to discretize the time domain of the evolution
problem in order to create a system of elliptic equations. Thus, the solution is
computed on the individual time steps. A simple parabolic example is taken
to showcase this method, where every step is explained in details: it starts by a
proper problem formulation, goes through proving the uniqueness of the solution,
deriving suitable a priori estimates and showing the convergence of a numerical
solution to the exact solution, finished by error estimates. At the end, the finite
element method is mentioned as an example of an approach capable to solve
the elliptic equations. The idea of this method lies in approximating the infinite
dimensional space by a finite dimensional one. The unknown function is rewritten
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as a linear combination of basis functions with unknown coefficients and in this
way the initial problem can be transformed into an algebraic system that can be
solved by an algebraic solver.
This thesis resolves around solving IPs and proving the existence and unique-
ness of the solutions. All considered problems contain hyperbolic integro-differen-
tial equations with memory terms. The inspiration comes from the telegraph
equation which models transport of voltage or current in transmission lines. If
the current is transported over a very long distances, the hereditary effect occurs.
In Chapter 2 a nonlinear hyperbolic equation with memory term is considered.
The nonlinearity occurs in the damping term and the unknown space source has
to be reconstructed with the help of an additional information at the final time.
The uniqueness of the solution is proven by help of the monotonicity of the
problem. A Landweber-type algorithm for solving such problems is proposed
and its convergence is proved for a linear equation. These results are supported
by a numerical example at the end of this chapter.
The next chapter (Chapter 3) resolves around a nonlinear hyperbolic equation
with a memory term. At this time, the memory kernel is unknown and it is
reconstructed from an additional space integral measurement. The existence and
uniqueness of the solution is proven by means of the Rothe method. Then the
error estimates are derived. The chapter is concluded with a numerical example
supporting the previous results.
Chapter 4 deals with a linear hyperbolic equation with a memory term. The
difference between this problem and the one from Chapter 3, besides the linearity,
is in a different convolution term. Otherwise the approach to this problem is
the same as in previous chapter: we are searching for an unknown convolution
term when we have a space integral measurement as additional condition. The
methodology for proving the existence and uniqueness is repeated, i.e. they are
proven by use of the Rothe method. The chapter concludes with a numerical
example from which the error estimates are derived.
Samenvatting
Een partie¨le differentiaalvergelijking (PDV), d.w.z. een vergelijking die de partie¨le
afgeleiden van een onbekende functie van twee of meer onafhankelijke variabe-
len bevat, modelleert diverse fysische processen, b.v. warmtegeleiding of golven,
maar toepassingen kunnen ook worden gevonden in de chemie (diffusie), biologie
(evolutie van populatie) of architectuur (stabiliteit van bruggen). Dit is e´e´n van
de redenen waarom PDVn tegenwoordig zo intensief bestudeerd worden.
Om de onbekende functie te bepalen heeft men aanvullende informatie nodig
in de vorm van rand- en beginvoorwaarden. In de laatste decennia is een nieuw
veld in PDVn ontstaan - inverse problemen (IPn), dit zijn problemen waarin
naast de onbekende functie ook andere bijkomende informatie ontbreekt. Deze
ontbrekende informatie kan een coe¨fficie¨nt zijn in de vergelijking, een deel van de
randconditie of ook een beginvoorwaarde. Dit brengt nieuwe uitdagingen met zich
mee, omdat IPn in het algemeen slecht gesteld zijn. Dit betekent dat een klein
verschil in de input data kan leiden tot grote verschillen in de output data. Dit
heeft gevolgen als er gewerkt wordt met gemeten data omdat dergelijke gegevens
altijd be¨ınvloed zijn door fouten in de meetapparatuur. Dit dwingt wiskundig
onderzoek in de richting van de ontwikkeling van stabiele en efficie¨nte numerieke
methoden voor het oplossen van IPn.
Dit proefschrift begint met de introductie van de begrippen PDV en IP,
gevolgd door een inleiding op de Rothemethode. De Rothemethode is een in-
strument dat ons in staat stelt om het bestaan van een oplossing van een PDV te
bewijzen. Deze methode verschaft ons bovendien een numeriek schema om het
probleem op te lossen. Het belangrijkste idee is de discretisatie van het tijds-
domein van het evolutieprobleem. Dit resulteert in een systeem van elliptische
vergelijkingen. Dus de oplossing wordt berekend op de individuele tijdstippen.
Deze methode wordt ge¨ıllustreerd op een eenvoudig parabolisch probleem, waarbij
elke stap in detail wordt uitgelegd: het begint met een goede probleemstelling,
gevolgd door het bewijzen van de uniciteit van de oplossing, het afleiden van
xi
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geschikte a priori schattingen, het aantonen van de convergentie van een nu-
merieke oplossing naar de exacte oplossing en eindigt met foutenschattingen. Op
het einde van Hoofdstuk 1 wordt de eindige elementenmethode vermeld als voor-
beeldaanpak om de elliptische vergelijkingen op te lossen. Het idee van deze
methode is de benadering van de oneindig-dimensionale ruimte door middel van
een eindig-dimensionale ruimte. De onbekende functie wordt herschreven als een
lineaire combinatie van basisfuncties met onbekende coe¨fficie¨nten. Op deze wijze
is het oorspronkelijk probleem getransformeerd in een algebra¨ısch systeem dat
kan worden opgelost met behulp van een algebra¨ısche solver.
Dit proefschrift draait om het oplossen van IPn en het aantonen van het
bestaan en uniciteit van de oplossingen. Alle beschouwde problemen bevatten
hyperbolische integro-differentiaal vergelijkingen met geheugentermen. De inspi-
ratie komt van de telegraafvergelijking die het transport van spanning of stroom
in transmissielijnen modelleert. De geheugenterm ontstaat als de stroom ver-
plaatst wordt over grote afstanden.
In Hoofdstuk 2 wordt een niet-lineaire hyperbolische vergelijking met geheu-
genterm beschouwd. De niet-lineariteit treedt op in de dempingsterm en de
onbekende ruimtelijke bron moet gereconstrueerd worden door middel van bi-
jkomende informatie op het eindtijdstip. De uniciteit van een oplossing wordt
aangetoond met behulp van de monotoniciteit van het probleem. Een Landwe-
ber algoritme voor het oplossen van dergelijke problemen wordt voorgesteld en
de convergentie van dit algoritme wordt bewezen voor een lineaire vergelijking.
De resultaten worden ondersteund door een numeriek voorbeeld aan het einde
van het hoofdstuk.
In het volgende hoofdstuk (Hoofdstuk 3) wordt opnieuw een niet-lineaire
hyperbolische vergelijking met een geheugenterm bestudeerd. Echter, nu is de
geheugenkern onbekend en deze wordt gereconstrueerd op basis van een bijko-
mende ruimtelijke integraalmeting. Het bestaan en uniciteit van een oplossing
wordt aangetoond met behulp van de Rothemethode. Daarna zijn foutenschat-
tingen berekend. Het hoofdstuk wordt afgesloten met een numeriek experiment
dat de vorige resultaten ondersteunt.
Hoofdstuk 4 betreft een lineaire hyperbolische vergelijking met een geheugen
term. Het verschil tussen dit probleem en het probleem uit Hoofdstuk 3, naast
de lineariteit, ligt in de behandeling van een andere convolutieterm. Echter, de
aanpak van dit probleem blijft dezelfde als in het vorige hoofdstuk: we zijn op
zoek naar een onbekende convolutieterm als we een ruimtelijke integraalmeting
als bijkomende conditie gegeven hebben. De methodologie voor het bestaan en
uniciteit van een oplossing blijft bewaard, dwz. dit wordt bewezen door gebruik
van de Rothemethode. Het hoofdstuk wordt afgesloten met een numeriek expe-
xiii
riment dat de foutenschattingen bevestigt.
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Chapter 1
Introduction
1.1 Partial differential equations
A partial differential equation (PDE) is an equation involving an unknown func-
tion with two or more variables and some of their partial derivatives. A very
good introduction to PDEs can be found in [24]. Problems like the stability of
bridges, heat conduction, diffusion-like processes, membranes or motion of string
can be described by physical laws and these formulations lead to PDEs.
Just by looking at the PDE one can guess the order of the PDE and whether
the PDE is linear or not. This information is crucial for further investigation of
the problem. The order of PDE is the number which corresponds to the highest
order of derivation in the equation. E.g., if the PDE contains the second derivative
of the unknown function, then the PDE is of the second order. Linearity of
PDE follows from the linearity of the operator which is applied to the unknown
function. Let’s have Au = f where u is unknown, f is known right-hand side and
A is an operator on u. If A is linear, then also the PDE is linear, otherwise it is
nonlinear. In the case of the nonlinearity one can distinguish between following
three types:
(i) semilinear : The PDE of order k is called semilinear if it is linear in the
derivatives of order k (in terms with lower order than k it can be nonlinear).
E.g.
x∂xxu+ (∂xu)
2
= f.
(ii) quasilinear : the PDE of order k is quasilinear if it is linear in the derivatives
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of order k but the coefficients by these derivatives depend on independent
variables and on the derivatives strictly smaller than k. E.g.
x∂xu∂xxu+ (∂xu)
2
= f.
(iii) fully nonlinear : The PDE is fully nonlinear if it is not quasilinear. E.g.
(∂xxu)
3
= f.
One can see that linear PDEs $ semilinear PDEs $ quasilinear PDEs $ fully
nonlinear PDEs.
The most spread PDEs are the ones of the second order, mainly because of
their common use in physics. Three basic types of linear PDEs can be recognized.
Nevertheless, not every linear PDE of the second order can be put into one of
these categories or it may be too difficult to decide which type it is. The first
type is an elliptic equation
Au = f
where u is an unknown function which depends only on space - thus u : Ω→ R,
where Ω ⊂ Rn, f is known and A is the following linear operator
Au = −
n∑
i,j=1
∂xj
(
aij(x)∂xiu
)
+
n∑
i=1
bi(x)∂xiu+ c(x)u, (1.1)
where a is strongly elliptic, i.e. there exists C > 0 such that
n∑
i,j=1
aij(x)ξiξj ≥ C|ξ|2 ∀ξ ∈ Rn and a.a. x ∈ Ω.
Elliptic equations can be found in problems of statics or electrostatics.
The next two types of PDE belong to the linear evolution (time-dependent)
PDEs. One of them is the parabolic equation
∂tu+Au = f,
where A has aforestated form (1.1). The heat conduction is the most representa-
tive example for this equation. The other type is hyperbolic or also called wave
equation
∂ttu+Au = f,
where again A is still elliptic operator defined as above. As the name of this equa-
tion reveals, many kinds of waves are solved by this equation (electromagnetic
waves or membranes to name some).
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In many cases we need more information about the problem to be able to
solve it or to reduce the number of possible solutions. This additional information
comes in the form of boundary conditions which are data on the boundary of the
space domain and initial conditions which give us more information about the
initial state of a solution. There are three types of standard boundary conditions.
Dirichlet boundary condition prescribes the value of the solution on the boundary.
Neumann boundary condition specifies the value of the normal derivative of the
solution on the boundary. The last standard type, Robin boundary conditions,
is a linear combination of both Dirichlet and Neumann boundary conditions.
The initial condition appears e.g. at parabolic or hyperbolic PDEs. For the
parabolic PDE it defines the value of the solution for a given time, commonly the
time is t = 0. The hyperbolic PDE takes the same initial condition as parabolic
PDE and has additional one which defines the value of time derivative of the
solution in the same time.
Suppose that the PDE is of the second order. If we are able to solve it in
its current form, we obtain the classical solution. That means our solution has
continuous derivatives up to the highest order. Not all problems admit classi-
cal solutions. Therefore one needs to solve settings in wider spaces by relaxing
conditions on solutions. The standard way of reformulating the problem is by
multiplying the PDE by a test function from an appropriate space and then inte-
grating the PDE over the space domain. In this way we create a situation where
we can use Green’s identity on the term of the second order to achieve a term of
the first order. The new formulation is called the variational formulation. It does
not change the boundary and initial conditions of the problem but it weakens the
assumptions on the solution of the problem - the solution does not need to have
the second derivative anymore, the first derivative is sufficient. Thus, the solution
of the variational formulation is called a weak solution.
1.2 Inverse Problems
In the last twenty years the field of inverse problems (IPs) has undergone rapid
development. The enormous increase in computing power together with powerful
numerical methods made it possible to simulate real-world direct problems of
growing complexity. Many applications in science and engineering lead to IPs,
which in turn stimulated mathematical research, e.g. on uniqueness questions and
on developing stable and efficient numerical methods (regularization methods) for
solving them.
In the literature, three main types of inverse problems are distinguished:
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(a) parameter identification - the material parameters appearing in the equa-
tion are not known and should be reconstructed, e.g. diffusion coefficients,
source terms, etc.;
(b) boundary value inverse problems - direct measurements on the boundary
(or part of it) are unfeasible and have to be reconstructed;
(c) evolutionary inverse problems - the initial conditions are not known and
have to be reconstructed.
IPs can be otherwise interpreted as achieving information of interest from ob-
served measurements. They can be experienced in many branches of applied sci-
ences, e.g. in vulcanology, remote sensing, geosciences, non-destructive material
evaluation, image and language natural processing and biomedical engineering
and imaging.
According to Keller [47] - two problems are inverse to each other if the for-
mulation of each of them requires full or partial knowledge of the other. In this
definition it is interchangeable which problem is direct and which one is inverse.
However, it is common that one of these problems has been studied in more detail
- such a problem is usually called the direct problem. Then the other one is called
the inverse problem.
The other possibility how to distinguish the direct and inverse problem is
analysing the well-posedness of the problem. The problem is well-posed in sense
of Hadamard if:
1. There exists a solution of the problem,
2. there is at most one solution of the problem,
3. the solution depends continuously on the data.
If one of these conditions is not fulfilled, then the problem is called ill-posed. With
this definition the direct and inverse problems can be determined as follows: The
direct problems are well-posed and the inverse problems are ill-posed.
If a problem is ill-posed, the violation of the first criterion is not a big issue
because one can enlarge the solution space or relax the notion of the solution. If
the second condition is broken, then one needs to choose which solution suits the
problem better (e.g. the one with the smaller norm) or additional information has
to be added to the problem formulation. The infringement of the last condition
causes the biggest troubles because the measurements from devices are always
tainted by inevitable errors and thus the data of the problem are perturbed by
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noise. If the solution does not depend continuously on the data, in general, the
true solution can’t be computed.
Let’s take an example: The derivation and integration are problems which
are inverse to each other, so which one is the inverse problem and which one the
direct problem? One can illustrate the solving of this problem on the following
function: Let u ∈ C1 ([0, 1]) be an arbitrary function and define
uδn(x) = u(x) + δ sin
nx
δ
,
where n ∈ N and δ ∈ (0, 1). Then(
uδn
)′
(x) = u′(x) + n cos
nx
δ
.
Now we take the maximum norm to get
‖u− uδn‖ = δ
‖u′ − (uδn)′ ‖ = n.
If u and uδn represent exact and perturbed data, respectively, then from the
values of norms it is obvious that the arbitrarily small data error δ can result
in an arbitrarily large error n in derivative. Thus derivation does not fulfil the
third condition of well-posedness and therefore the derivation is ill-posed and this
problem can be marked as an inverse problem.
There is also another form of the definition of the well-posedness in the sense
of Hadamard:
Definition 1.1. Let A : U ⊂ X → V ⊂ Y be an operator from a subset U of a
normed space X into a subset V of a normed space Y . The equation
A(u) = v
is called well-posed or properly posed if A is bijective and the inverse operator
A−1 : V → U is continuous. Otherwise the equation is called ill-posed or improp-
erly posed.
One can easily see the relation to the previous definition. If A is not surjective
then there exists such a v ∈ V for which the solution u cannot be found. Thus
surjection associates with the existence of the solution. If A is not injective, then
there exists such v that we can find at least two u1, u2 which fulfil the equation.
This property relates to the uniqueness of the solution. If the inverse operator
A−1 is not continuous then the solution does not depend continuously on the
data which causes the instability of the equation.
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Let’s examine the following typical example of an ill-posed problem. Suppose
that we have the equation
Au = f,
where A : U → V is completely continuous and U ⊂ X, V ⊂ Y , where X and
Y are Banach spaces. An operator is completely continuous if it is compact and
continuous. A compact operator maps the bounded set on relatively compact
set. One can prove the ill-posedness of this problem by proof of contradiction.
Suppose that the problem is well-posed. Thus the operator A is bijective and
its inverse operator A−1 is continuous. Then the identity I = A−1A is compact
because the composition of a compact operator and continuous operator is a
compact operator. An identity operator can be compact only in finite dimensional
spaces. Thus if U is finite dimensional then the problem is well-posed. Otherwise
it is in contradiction with the compactness of I and then the problem is ill-posed.
We stated earlier that if the third condition of well-posedness is broken, in
general the exact solution can’t be computed. Still, one wants to obtain the
solution and one of the methods to overcome this difficulty is the regularization
method. With the regularization the ill-posed problem is approximated by a fam-
ily of neighbouring well-posed problems and thus the solution can be computed.
The concept of such method will be shown on a linear equation Au = f . We
assume the linear operator A : X → Y is injective. This is not a serious loss
of generality because as mentioned earlier, the uniqueness of the solution can be
achieved by adding additional information, e.g. by the modification of the solu-
tion space X. We want to approximate the solution u of the equation Au = f
for a specific right-hand side f in the situation that the ”exact data” f are not
known, but only the perturbed data fδ
‖fδ − f‖ ≤ δ
are accessible. We will call fδ the noisy data and δ the noise level.
If fδ resides in the range of A, we can find a unique solution u to the problem
but in general we cannot expect this. Therefore, by use of noisy data fδ we
want to construct a reasonable approximation uδ to the exact solution u of the
unperturbed equation Au = f . Naturally, the approximation should be stable,
i.e. it depends continuously on the noisy data fδ. Thus our goal is to find an
approximation of the unbounded inverse operator A−1 : A(X)→ X by a bounded
linear operator R : Y → X (A(X) = {Au : u ∈ X}).
Definition 1.2. Let X and Y be normed spaces and let A : X → Y be an
injective bounded linear operator. Then a family of bounded linear operators
Rα : Y → X, α > 0, with the property of pointwise convergence
lim
α→0
RαAu = u (1.2)
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for all u ∈ X is called a regularization scheme for the operator A. The parameter
α is called the regularization parameter.
This convergence cannot be uniform for regularization schemes for compact
operators which is shown in the following theorem.
Theorem 1.1. Let X and Y be normed spaces, let A : X → Y be a compact linear
operator and let dim X =∞. Then for a regularization scheme the operators Rα
cannot be uniformly bounded with respect to α and the operators RαA cannot be
norm convergent as α→ 0.
Proof. Both parts of the theorem will be proved by contradiction. For the first
statement assume ‖Rα‖ ≤ C for all α > 0 and some constant C. The convergence
(1.2) is equivalent to Rαf → A−1f, α→ 0 for all f ∈ A(X). From this we deduce
‖A−1f‖ ≤ C‖f‖, i.e. A−1 : A(X) → X is bounded. As shown in the example
with compact operators, this is in a contradiction with dim(X) =∞.
For the second statement, assume that we have norm convergence. Then there
exists α > 0 such that ‖RαA− I‖ < 1/2. Now for all f ∈ A(X) we can estimate
‖A−1f‖ ≤ ‖A−1f −RαAA−1f‖+ ‖Rαf‖ ≤ 1
2
‖A−1f‖+ ‖Rα‖‖f‖,
whence ‖A−1f‖ ≤ ‖Rα‖‖f‖ follows. Therefore the operator A−1 is bounded and
we get the same contradiction as above.
As mentioned earlier one wants to achieve an approximation of the exact so-
lution. Using the regularization scheme the solution u of Au = f is approximated
by the regularized solution
uδα := Rαf
δ.
Now, the approximation error can be estimated
uδα − u = Rαfδ −Rαf +RαAu− u,
from which we achieve by the triangle inequality
‖uδα − u‖ ≤ δ‖Rα‖+ ‖RαAu− u‖. (1.3)
By looking at this estimate one can see that it consists of two parts: the first
term brings in the impact of the incorrect data and the second one reflects the
approximation error between Rα and A
−1. On behalf of Theorem 1.1, if its
presumptions are fulfilled, the first term cannot be estimated uniformly with
respect to α and the second term cannot be estimated uniformly with respect
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to u. Usually, as α tends to 0 the first term will be increasing because of ill-
posed behaviour and the second term will be decreasing due to (1.2). Each
regularization scheme demands an approach for choosing the parameter α in
dependence on the noise level δ and on given data fδ in order to obtain an
adequate total error for the regularized solution. On one side, the accuracy of
the approximation wants small error ‖RαAu − u‖ - thus a small parameter α.
On the other side, the stability asks for a small ‖Rα‖, i.e. a large parameter
α. It appears the optimal choice is to minimize the right-hand side of (1.3)
to achieve the compromise between accuracy and the stability. For a suitable
regularization strategy it is expected that the regularized solution converges to
the exact solution as the noise level goes to zero. This is stated in the following
definition.
Definition 1.3. A strategy for a regularization scheme Rα, α > 0, that is, the
choice of the regularization parameter α = α(δ, fδ) depending on the noise level δ
and on fδ is called regular if for all f ∈ A(X) and all fδ ∈ Y with ‖fδ − f‖ ≤ δ
we have
Rα(δ,fδ)f
δ → A−1f, δ → 0.
The regularization parameter α = α(δ, fδ) is called in some literature also
a parameter choice rule. We distinguish between two types of parameter choice
rules.
Definition 1.4. Let α = α(δ, fδ) be a parameter choice rule. If α does not
depend on fδ, but only δ, then we call α an a priori parameter choice rule and
write α = α(δ). Otherwise, we call α an a posteriori parameter choice rule.
From the definition we can see that that an a priori parameter choice rule
depends only on the noise level δ, not on the actual data, which means not on
results achieved during the actual computation like the residual ‖ARαfδ − fδ‖.
Such a rule can be constructed before the actual calculation, therefore it is called
an a priori parameter choice rule.
If there is a rule which depends only on δ (α = α(δ)), then one can consider
a rule which depends only on noisy data fδ (α = α(fδ)). However, Bakushinskii
has shown in [3] that such a rule cannot be part of a convergent regularization
method for ill-posed problems.
As a concrete example for a parameter choice rule we bring up the discrepancy
or residue principle introduced by Morozov ([55, 56]) which is one of the standard
ways how to choose the parameter. The idea revolves around the speculation that
in general the residual ‖Au − f‖ for erroneous data should not be smaller than
the accuracy of the measurements of f . Thus the regularization parameter α
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should be determined such that
‖ARαfδ − fδ‖ = γδ,
where γ ≥ 1 is fixed parameter multiplying the noise level δ. We can see that the
discrepancy principle is a a posteriori parameter choice rule.
It is worth noticing that often might happen that the only way how to choose
the parameter will be just by trial and error, i.e. one needs to try out different
parameters and then pick up the most suitable one based on the appropriate
information of the expected solution.
The commonly used regularization method for the ill-posed problems is the
Tikhonov regularization. The following theorem shows the idea of it.
Theorem 1.2. Let A : X → Y be a compact linear operator and let α > 0. Then
for each f ∈ Y there exists a unique uα ∈ X such that
‖Auα − fδ‖2 + α‖uα‖2 = inf
u∈X
{‖Au− fδ‖2 + α‖u‖2} .
The minimizer uα is given by the unique solution of
αuα +A
∗Auα = A∗f
and depends continuously on f .
We omit the proof of this theorem which can be found in [18]. The operator
A∗ is the adjoint operator of A. Recall that for each bounded linear operator A :
X → Y between two Hilbert spaces X and Y there exists a uniquely determined
bounded linear operator A∗ : Y → X called the adjoint operator of A such that
(Au, v) = (u,A∗v) for all u ∈ X and v ∈ Y . The functional
Tαu = ‖Au− fδ‖2 + α‖u‖2
is called also the Tikhonov functional. The minimizing of the Tikhonov func-
tional brings the trade off between the residual norm ‖Au − fδ‖ and keeping
the ”penalty term” ‖u‖ small, i.e. introducing the stability. More about the
Tikhonov regularization can be found in [81, 82, 83].
Ordinarily, one uses the gradient-based or also called steepest decent method
to numerically find the minimizer of the Tikhonov functional. The solution uδα is
achieved by use of approximative sequence {uk} obtained by
uk = uk−1 − ωT ′α(uk−1), k ∈ N,
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where T ′α is the Fre´chet derivative
1 of the Tikhonov functional Tα and ω is suitable
step length.
This section was mainly inspired by [18] to give the readers some basic insight
into this topic. In the case of a deeper interest in regularizations of ill-posed
problems we refer to the book [23] where a comprehensive approach of this topic
can be found.
1.2.1 Landweber Iteration
In most inverse problems arising from real-world applications the direct problem
is much better understood than the inverse problem. There can be already sophis-
ticated methods for solving the direct problem. Therefore, one may be tempted
to use such a method for solving the inverse problem by successive iteration.
Landweber iteration is one of those iterative methods which has ”self-regularizing
property”, i.e. early termination of the iterative process has a regularizing effect.
Here, the iteration index plays the role of the regularization parameter α and the
stopping rule plays the role of the parameter selection method.
The statements in this section are taken from [23]. There can be found also
proofs which are omitted here. In a case of a deeper interest in iterative regular-
ization methods we refer the reader to [23, 65].
We start with definition of Moore-Penrose (generalised) inverse. Let us denote
by D(T ) a domain of an operator T , R(T ) a range of operator T and T ∗ an adjoint
operator to T .
Definition 1.5 (Moore-Penrose (generalised) inverse). The Moore-Penrose (gen-
eralised) inverse T † of T ∈ L(X,Y ) is defined as the unique linear extension of
T˜−1 to
D(T †) := R(T )⊕R(T )⊥
with
Ker(T †) = R(T )⊥,
where
T˜ := T |Ker(T )⊥ : Ker(T )⊥ → R(T ).
Now we explain the Landweber iteration. First, an initial guess u∗ is chosen.
In case of ambiguity the particular solution which will be approximated is chosen
as an initial guess. Then the iteration
uδk = u
δ
k−1 + ωA
∗(fδ −Auδk−1) (1.4)
1See Definition B.19 in Appendix B for Fre´chet derivative
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computes further approximations {uδk} using uδ0 = u∗ recursively, where 0 < ω ≤
1/‖A‖2 is a relaxation parameter. It can be omitted if ‖A‖ < 1. In the following
theorem the convergence of the Landweber iteration is formulated.
Theorem 1.3. If f ∈ D(A†), then uk → A†f as k → ∞. If f /∈ D(A†), then
‖uk‖ → ∞ as k →∞.
Further, we state a simple estimate for the error propagation in the Landweber
iteration.
Lemma 1.1. Let f, fδ be a pair of right-hand side data with ‖fδ − f‖ ≤ δ, and
let {uk} be the corresponding two iteration sequences, cf. (1.4). Then we have
‖uk − uδk‖ ≤
√
kδ, k ≥ 0.
Rewriting
A†f − uδk = A†f − uk + uk − uδk,
we observe that total error has two components, an approximation error converg-
ing to zero (assuming u∗ = 0) and a data error of at most
√
kδ. Consequently, for
small values of k the data error is negligible and the iteration seems to converge
to the exact solution A†f. When
√
kδ reaches the order of magnitude of the ap-
proximation error, the propagated data error is no longer hidden in uδk, and the
approximation change to worse.
1.3 Rothe’s method
Rothe’s method, named after Rothe who came first with this method in [66]
in 1930, is a mechanism for solving evolution problems. The principle of this
method lies in the discretizing the time variable in the evolution problem which
creates a system of elliptic problems. Thus, this method belongs to the semidis-
cretization methods and might be called also the method of lines. By solving the
corresponding elliptic problems the approximate solution of the original problem
can be constructed. Eventually, the convergence of the approximate solution to-
wards the exact solution can be proved. Hence, while proving the existence of the
solution for the original problem Rothe’s method provide also also a numerical
algorithm for computing the approximated solution. For more information about
this method we recommend the book [45] and in case of interest for methods with
time discretization we refer to [5, 63].
We will demonstrate Rothe’s method on a simple example to get better insight
into this topic. We take a very basic parabolic problem as a representative for
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the evolution problem: ∂tu(x, t)−∆u(x, t) = f(x) in Ω× (0, T ],u(x, t) = 0 on Γ× (0, T ],
u(x, 0) = u0 in Ω,
(1.5)
where Ω ⊂ Rd, d ∈ N is a bounded set with a smooth boundary Γ and T > 0 is
the final time. The function f is given and the unknown u has to be found.
The norm in L2(Ω) is denoted by ‖ · ‖ and the constants C, ε, Cε are arbitrary
positive constants which depend only on the data, where ε is a small one and
Cε = C
(
1
ε
)
is a large one.
Before Rothe’s method is used, a well-defined variational formulation must
be defined (each term has to be finite). At first, we multiply the equation (1.5)
by u and use Green’s theorem on the Laplace term to get∫
Ω
u∂tu dx+ ‖∇u(t)‖2 =
∫
Ω
fu(t) dx ≤ ‖f‖‖u(t)‖. (1.6)
The Cauchy-Schwarz inequality was used on the right-hand side. The term with
the partial time derivative can be rewritten as∫
Ω
u∂tu dx =
1
2
∂t‖u(t)‖2 = ‖u(t)‖∂t‖u(t)‖.
Putting this into (1.6) and dividing it by ‖u(t)‖ we achieve
∂t‖u(t)‖ ≤ ∂t‖u(t)‖+ ‖∇u‖
2
‖u(t)‖ ≤ ‖f‖,
where ‖u(t)‖ 6= 0 ∀t ∈ (0, T ]. We integrate it over time to arrive at
‖u(t)‖ − ‖u0‖ ≤ t‖f‖
and from there we have
‖u(t)‖ ≤ C(‖f‖, ‖u0‖).
If (1.6) is integrated over time, the following estimate can be achieved∫ T
0
‖∇u(t)‖2 dt ≤ C(‖f‖, ‖u0‖).
To avoid the assumption ‖u(t)‖ 6= 0 ∀t ∈ (0, T ], integrate (1.6) over time and use
also Young’s inequality on the right-hand side to get∫ t
0
∫
Ω
fu ≤
∫ t
0
‖f‖‖u(s)‖ ≤ 1
2
t‖f‖2 + 1
2
∫ t
0
‖u(s)‖2.
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Now, assuming f, u0 ∈ L2(Ω), Gro¨nwall’s inequality can be used and we get again
max
t∈[0,T ]
‖u(t)‖2 +
∫ T
0
‖∇u(t)‖2 ≤ C(‖f‖, ‖u0‖).
Now ∂tu has to be estimated. This can be done in two different ways. It holds
that
(∂tu, ϕ) + (∇u,∇ϕ) = (f, ϕ) ∀ϕ ∈ H10 (Ω). (1.7)
From here the term (∂tu, ϕ) can be expressed and understood in the sense of du-
ality (thus interpreting ∂tu as an operator from H
1
0 (Ω) to R), it can be estimated
as follows ∫ T
0
‖∂tu(t)‖2H10 (Ω)∗ =
∫ T
0
(
sup
ϕ∈H10 (Ω)
(∂tu(t), ϕ)
‖ϕ‖H10 (Ω)
)2
≤ C.
Hence, ∂tu ∈ L2
(
(0, T ), H10 (Ω)
∗) if u0 ∈ L2(Ω). The other way is to choose
ϕ = ∂tu in (1.7) and integrate it over time. Then Green’s theorem is used on
the Laplace term and the right-hand side is estimated by means of the use of
Cauchy-Schwarz and ε-Young’s inequalities respectively∫ T
0
‖∂tu(t)‖2 + max
t∈[0,T ]
‖∇u(t)‖2 ≤ C(‖f‖, ‖u0‖H1(Ω)).
In this case we need to assume that f ∈ L2(Ω) and u0 ∈ H1(Ω). Thus, the
estimates depend on the assumption on the initial condition.
Definition 1.6. The problem (1.5) has the following variational formulation:
(i) Let f, u0 ∈ L2(Ω). Find u(t) ∈ H10 (Ω) with ∂tu(t) ∈ H10 (Ω)∗ such that
(∂tu, ϕ) + (∇u,∇ϕ) = (f, ϕ) ∀ϕ ∈ H10 (Ω), (1.8)
for a.a. t ∈ (0, T ).
(ii) Let f ∈ L2(Ω) and u0 ∈ H1(Ω). Find u(t) ∈ H10 (Ω) with ∂tu(t) ∈ L2(Ω)
such that
(∂tu, ϕ) + (∇u,∇ϕ) = (f, ϕ) ∀ϕ ∈ H10 (Ω), (1.9)
for a.a. t ∈ (0, T ).
Further only the variational formulation (1.8) is considered. The time deriva-
tion is understood as generalized derivation and thus the equation has to be
fulfilled only a.e. on (0, T ).
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After the clarification of the variational formulation we proceed to Rothe’s
method itself. For the discretization in time the traditional backward Euler
method is used. The time interval [0, T ] is divided into n ∈ N equidistant subin-
tervals, thus the time step is τ = T/n. The usual notation is used
ui = ui(x) ≈ u(x, ti) and δui = ui − ui−1
τ
,
where ti = iτ, i ∈ {1, 2, . . . , n}. Now we are able to rewrite the variational
formulation (1.8) into the system of elliptic problems
(δui, ϕ) + (∇ui,∇ϕ) = (f, ϕ), ∀ϕ ∈ H10 (Ω), i ∈ {1, 2, . . . , n}. (1.10)
This also represents the numerical algorithm for solving the original problem
(1.5). If the solution ui−1 is known, the solution ui can be computed. Then we
proceed to the next time step. The existence and uniqueness of ui ∈ H10 (Ω) is
guaranteed by the Lax-Milgram lemma if u0 ∈ L2(Ω).
For later computations, Rothe’s functions (Fig. 1.1) have to be constructed.
Rothe’s piecewise constant (in time) functions are defined as
un(t) =
{
u0, t = 0
ui, t ∈ (ti−1, ti] , 1 ≤ i ≤ n
and Rothe’s piecewise linear (in time) functions are defined in similar way
un(t) =
{
u0, t = 0
ui−1 + (t− ti−1)δui, t ∈ (ti−1, ti] , 1 ≤ i ≤ n.
To reach the goal of Rothe’s method, i.e. the existence of the solution, we
will proceed according to these steps:
1. the uniqueness of the solution,
2. a priori estimates,
3. convergence of Rothe’s method,
4. error estimates.
1.3.1 Uniqueness of the solution
If the problem has two or more solutions, numerical computations can be difficult
or even impossible - one can never be certain whether he gets the desired solution.
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t
un
un
Figure 1.1: Rothe’s piecewise constant functions un(t) and piecewise linear func-
tions un(t)
Furthermore, when we are using Rothe’s method, the convergence of Rothe’s
functions to the exact solution can’t be proved without the uniqueness.
The proof of the uniqueness proceeds by the standard way, i.e. proof by
contradiction. Assume that u1, u2 solve the problem (1.8) and put u = u1 − u2.
By subtracting the corresponding variational formulations u2 from u1 we get
(∂tu, ϕ) + (∇u,∇ϕ) = 0, ∀ϕ ∈ H10 (Ω)
and u0 = 0. Choosing ϕ = u(t) and integrating over time we obtain
1
2
‖u(t)‖2 +
∫ t
0
‖∇u(s)‖2 = 0,
which implies that ‖u(t)‖2 = 0 for a.a. t ∈ (0, T ). Thus u1 = u2 meaning that
the problem (1.8) has at most one solution.
1.3.2 A priori estimates
The main reason why we need the a priori estimates is to get uniform boundedness
in order to prove the convergence of the scheme. These estimates depend on the
regularity of the initial condition u0. As mentioned earlier, we will concentrate
here only on u0 ∈ L2(Ω).
Choosing ϕ = uiτ in (1.10) and then summing this equation over i = 1, . . . , j,
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where 1 ≤ j ≤ n, gives us
j∑
i=1
(δui, ui)τ +
j∑
i=1
‖∇ui‖2τ =
j∑
i=1
(f, ui)τ.
The first term can be rewritten by Abel’s summation in
j∑
i=1
(δui, ui)τ =
1
2
‖uj‖2 − 1
2
‖u0‖2 + 1
2
j∑
i=1
‖ui − ui−1‖2.
To estimate the right-hand side the Cauchy-Schwarz inequality, ε-Young inequal-
ity and Friedrichs’ inequality is used
j∑
i=1
(f, ui)τ ≤ Cε
j∑
i=1
‖f‖2τ + ε
j∑
i=1
‖ui‖2τ ≤ Cε + ε
j∑
i=1
‖∇ui‖2τ.
Thus, for sufficiently small ε there exists a constant C > 0 such that
max
1≤j≤n
‖uj‖2 +
n∑
i=1
‖∇ui‖2τ +
n∑
i=1
‖ui − ui−1‖2 ≤ C. (1.11)
We note that instead of Friedrichs’ inequality also Gro¨nwall’s inequality can
be used. To estimate δui we proceed similarly as for ∂tu. δui can be prescribed
by use of (1.8) as
(δui, ϕ) = (f, ϕ)− (∇ui,∇ϕ) , ϕ ∈ H10 (Ω).
If δui is understood in the sense of duality, i.e. δui ∈ H10 (Ω)∗, then its norm is
defined as
‖δui‖H10 (Ω)∗ = sup
ϕ∈H10 (Ω)
(δui, ϕ)
‖ϕ‖H10 (Ω)
.
With help of this norm and the knowledge of (1.11) the δui can be estimated
‖δui‖H10 (Ω)∗ ≤ C + C‖∇ui‖,
from which
n∑
i=1
‖δui‖2H10 (Ω)∗τ ≤ C.
These results can be formulated in the following lemma:
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Lemma 1.2. Let f, u0 ∈ L2(Ω). Then there exists C > 0 such that
max
1≤j≤n
‖uj‖2 +
n∑
i=1
‖∇ui‖2τ +
n∑
i=1
‖ui − ui−1‖2 ≤ C
and
n∑
i=1
‖δui‖2H10 (Ω)∗τ ≤ C.
Next the discrete variational formulation (1.10) is rewritten by use of Rothe’s
piecewise constant and piecewise linear functions un, un
(∂tun(t), ϕ) + (∇un(t),∇ϕ) = (f, ϕ) , ϕ ∈ H10 (Ω). (1.12)
The a priori estimates from previous lemma can then be rewritten for any t ∈
[0, T ] and n ∈ N as
max
t∈[0,T ]
‖un(t)‖2 + max
t∈[0,T ]
‖un(t)‖2 +
∫ T
0
‖un(s)‖2H10 (Ω) ds
+
∫ T
0
‖∂tun(s)‖2H10 (Ω)∗ ds+
n∑
i=1
∥∥∥∥∥
∫ ti
ti−1
∂tun(s) ds
∥∥∥∥∥
2
≤ C. (1.13)
For better understanding of the meaning of the estimates a relation between
Rothe’s functions un and un is introduced. From their definition it is clear that
un(0)− un(0) = 0. Further, for any t ∈ (ti−1, ti] where 1 ≤ i ≤ n one has
|un(t)− un(t)| = |ui−1 + (t− ti−1)δui − ui|
= |(t− ti−1)δui − τδui|
= |(t− ti)δui|
≤ τ |δui| (1.14)
= |ui − ui−1|. (1.15)
Due to (1.11) it can be shown that
lim
n→∞ ‖un − un‖
2
L2((0,T ),L2(Ω)) ≤ limn→∞ τ
n∑
i=1
‖ui − ui−1‖2 ≤ lim
n→∞
C
n
= 0.
Thus, un and un have the same limit if it exists in L
2
(
(0, T ), L2(Ω)
)
. Using
(1.11) and (1.15) the order of difference between Rothe’s functions un and un
can be derived∫ T
0
‖un(t)− un(t)‖2 dt ≤ τ
n∑
i=1
‖ui − ui−1‖2 ≤ Cτ, (1.16)
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if u0 ∈ L2(Ω).
1.3.3 Convergence
In this section we are going to pass n → ∞ to show the convergence of Rothe’s
method. Because of the uniqueness of the solution the limit must then be the
same as the solution of (1.8).
From the Rellich-Kondrachov compactness Theorem B.102 it holds that
H10 (Ω) ↪→↪→ L2(Ω) ∼= L2(Ω)∗ ↪→↪→ H10 (Ω)∗.
Further, because of ∂tu ∈ H10 (Ω)∗, we have that
‖un(t)− un(s)‖H10 (Ω)∗ ≤
∫ t
s
‖∂ηu(η)‖H10 (Ω)∗dη
≤
(∫ t
s
12dη
) 1
2
(∫ t
s
‖∂tu(η)‖2H10 (Ω)∗dη
) 1
2
≤ C|t− s| 12 ,
for t, s ∈ [0, T ], which implies Ho¨lder’s continuity of un and also uniform conti-
nuity of {un}∞n=0 for n ∈ N. From (1.13) follows that
max
t∈[0,T ]
‖un(t)‖ ≤ C,
i.e. un(t) is uniformly bounded for all t ∈ [0, T ]. The compactness argument
L2(Ω) ↪→↪→ H10 (Ω)∗ together with the uniform boundedness of un(t) imply the
existence of a subsequence {unk}∞k=0 of {un}∞n=0 such that
unk(t)→ u(t) as k →∞ in H10 (Ω)∗, ∀t ∈ [0, T ],
what means that the set {un(t)} is relatively compact in H10 (Ω)∗ for any t ∈ [0, T ].
Thus, from the generalized Arzela-Ascoli theorem B.2 there exists a subsequence
{unk} of {un} such that
unk → u in C([0, T ], H10 (Ω)∗). (1.17)
Moreover, the reflexivity of L2(Ω) yields by Theorem B.3 that
unk(t) ⇀ u(t) in L
2(Ω) ∀t ∈ [0, T ]. (1.18)
2In this section, some notions, lemmas and theorems from functional analyses are required.
They are collected in the appendix B.
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Because of
lim
n→∞ ‖un(t)− un(t)‖ = 0, ∀t ∈ [0, T ]
it holds
unk(t) ⇀ u(t) in L
2(Ω), ∀t ∈ [0, T ]. (1.19)
Due to
∫ T
0
‖un(t)‖2H10 (Ω) dt ≤ C also
unk ⇀ u(t) in H
1
0 (Ω) for a.a. t ∈ [0, T ]. (1.20)
Thus, u ∈ L∞ ((0, T ), H10 (Ω)). To show the convergence of ∂tun one needs to
have that L2
(
(0, T ), H10 (Ω)
∗) is reflexive and separable. We already know that
H10 (Ω) is reflexive and separable. Then by Lemma B.1 also the space H
1
0 (Ω)
∗ is
reflexive and separable. Followed by Theorem B.12 the space L2
(
(0, T ), H10 (Ω)
∗)
is reflexive and separable, too. Hence, the estimate
∫ T
0
‖∂tun(t)‖2H10 (Ω)∗ dt < C
in connection with Theorem B.13 implies
∂tunk ⇀ ∂tu in L
2
(
(0, T ), H10 (Ω)
∗) . (1.21)
Now, the next step is to show that the limit u of these convergences is also
the weak solution of (1.8). Let’s rewrite the variational formulation (1.8) for the
subsequence unk
(∂tunk(t), ϕ) + (∇unk(t),∇ϕ) = (f, ϕ) , ∀ϕ ∈ H10 (Ω)
and then integrate it over a time interval (0, ξ) ⊂ [0, T ] to get∫ ξ
0
(∂tunk(t), ϕ) dt+
∫ ξ
0
(∇unk(t),∇ϕ) dt = ξ (f, ϕ) , ∀ϕ ∈ H10 (Ω).
Because of Theorem B.5 it holds by use of (1.20) and (1.21) that∫ ξ
0
(∂tunk(t), ϕ) dt→
∫ ξ
0
(∂tu(t), ϕ) dt, as k →∞
and ∫ ξ
0
(∇unk(t),∇ϕ) dt→
∫ ξ
0
(∇u(t),∇ϕ) dt, as k →∞.
Hence, it holds∫ ξ
0
(∂tu(t), ϕ) dt+
∫ ξ
0
(∇u(t),∇ϕ) dt = ξ (f, ϕ) , ∀ϕ ∈ H10 (Ω),
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for all ξ ∈ [0, T ]. After differentiating it with respect to time variable the varia-
tional formulation (1.8) is achieved a.e. in [0, T ]. The convergence is shown for
the subsequence unk . Nevertheless, because of the uniqueness of the solution the
whole sequence un converges towards the weak solution. Thus, the existence of
the weak solution is proved.
The convergences (1.17), (1.18), (1.19) and (1.21) can be achieved also by
Lemma 1.3.13 from [45], which is a common tool for proving the existence of the
weak solution. Unfortunately, in this case it is not enough because also (1.20) is
needed.
1.3.4 Error estimates
Here we derive the error estimates between the semidiscretized solution and the
exact solution (solution of the original problem (1.5)). The discretized variational
formulation (1.10) is subtracted from the initial variational formulation (1.9)
(∂t(u− un)(t), ϕ) + (∇(u− un)(t),∇ϕ) = 0, ∀ϕ ∈ H10 (Ω). (1.22)
Let’s integrate it over time interval (0, ξ) ⊂ (0, T ), then put ϕ = u(ξ) − un(ξ)
and integrate it once more over time interval (0, η) ⊂ (0, T ). Then we arrive at∫ η
0
‖u(ξ)− un(ξ)‖2dξ +
∫ η
0
(∫ ξ
0
(∇u(t)−∇un(t) dt,∇u(ξ)−∇un(ξ)
)
dξ
=
∫ η
0
(u(ξ)− un(ξ), un(ξ)− un(ξ))dξ,
where the zero un(ξ) − un(ξ) was inserted into the first term. By use of the
ε-Young inequality on the right-hand side it holds∫ η
0
‖u− un‖2 + 1
2
∥∥∥∥∫ η
0
(∇u−∇un)
∥∥∥∥2
≤ ε
∫ η
0
‖u− un‖2 + Cε
∫ η
0
‖un − un‖2.
Choosing ε sufficiently small and by use of (1.16) the error estimate is found∫ T
0
‖u− un‖2 ≤ Cτ.
Thus, the error is of order O(√τ) in the space L2 ((0, T ), L2(Ω)).
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Theorem 1.4. Let u0 ∈ L2(Ω). Then there exists a positive constant C such
that ∫ T
0
‖u− un‖2 ≤ Cτ.
It is worth to mention the common approach how to get the error estimates.
Sadly, we were not able to obtain the error estimates for u0 ∈ L2(Ω) using this
approach, therefore it will be shown for u0 ∈ H1(Ω). First, we look at some
relations for u0 ∈ H1(Ω). If we choose ϕ = δuiτ in (1.10), it can be proven that
there is a positive constant C such that
n∑
i=1
‖δui‖2τ + max
1≤j≤n
‖∇uj‖2 +
n∑
i=1
‖∇ui −∇ui−1‖2 ≤ C. (1.23)
Employing (1.14), (1.15) and (1.23) it holds that∫ T
0
‖un(t)− un(t)‖2 dt ≤ τ2
n∑
i=1
‖δui‖2τ ≤ Cτ2 (1.24)
and ∫ T
0
‖∇un(t)−∇un(t)‖2 dt ≤ τ
n∑
i=1
‖∇(ui − ui−1)‖2 ≤ Cτ. (1.25)
Now we are ready for the common approach: let’s take (1.22), choose the test
function ϕ = u− un and then integrate it over time to arrive at∫ t
0
(∂t(u− un), u− un) +
∫ t
0
(∇(u− un),∇(u− un)) = 0.
Rewrite the term with the gradient to achieve
1
2
‖(u− un)(t)‖2 +
∫ t
0
‖∇(u− un)‖2 =
∫ t
0
(∇(un − un),∇(u− un)) .
The right-hand side can be estimated by use of ε-Young inequality and by (1.25)
to get∫ t
0
(∇(un − un),∇(u− un)) ≤ Cε
∫ t
0
‖∇(un − un)‖2 + ε
∫ t
0
‖∇(u− un)‖2
≤ Cετ + ε
∫ t
0
‖∇(u− un)‖2.
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Fixing ε sufficiently small we obtain
max
t∈[0,T ]
‖u(t)− un(t)‖2 +
∫ T
0
‖∇(u− un)‖2 ≤ Cτ,
if u0 ∈ H1(Ω), which says the error is of the order O(
√
τ) in the norm of
C
(
[0, T ], L2(Ω)
)
for the piecewise linear interpolant.
One can also choose the test function as ϕ = u(t)−un(t) in (1.22) and proceed
similarly. In this case the insertion of zero ±un must be in the first term to come
at
1
2
‖(u− un)(t)‖2 +
∫ t
0
‖∇(u− un)‖2 =
∫ t
0
(∂t(u− un), un − un).
The right-hand side can be estimated by the Cauchy-Schwarz inequality and
(1.25) as∫ t
0
(∂t(u− un), un − un) ≤
√∫ t
0
‖∂t(u− un)‖2
√∫ t
0
‖un − un‖2 ≤ Cτ.
We got the same convergence rate as earlier.
1.4 Finite element method
In the previous section we were able to convert the evolution problem into a
system of elliptic problems. Now we mention one method for solving the elliptic
problem - the finite element method (FEM). More details can be found in [8, 12,
54, 79, 85]. FEM is a special case of the Galerkin method, so let’s introduce it
first.
1.4.1 Galerkin method
Recall the definition of a bilinear form:
Definition 1.7 (Bilinear form). Let V be a normed space. The mapping a :
V ×V → R is called a bilinear form if a is linear in both its components, i.e. for
all α1, α2, β1, β2 ∈ R and u1, u2, v1, v2 ∈ V one has
a(α1u1 + α2u2, v1) = α1a(u1, v1) + α2a(u2, v1)
and
a(u1, β1v1 + β2v2) = β1a(u1, v1) + β2a(u1, v2).
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Let a : V ×V → R be a bilinear form, where V is a Hilbert space and f ∈ V ∗.
Consider the following weak formulation: Find u ∈ V such that
a(u, v) = f(v) ∀v ∈ V. (1.26)
We suppose that the bilinear form a is V -elliptic, i.e.
a(u, u) ≥ C‖u‖2V , ∀u ∈ V
and bounded, i.e.
|a(u, v)| ≤ C‖u‖V ‖v‖V , ∀u, v ∈ V.
That assures us, that the problem (1.26) has a unique solution implied by the Lax-
Milgram Lemma. In general, the space V is infinitely dimensional and therefore
it is impossible to find numerically the solution u as a function of infinitely many
unknown parameters. Thus, the idea is to approximate the space V by a sequence
of finite dimensional subspaces {Vn}∞n=1 ⊂ V , where Vn ⊂ Vn+1, which fills in
limit the space V . The problem (1.26) is solved in every subspace separately and
under certain assumptions it can be shown that sequence {un}∞n=1 of approximate
solutions un ∈ Vn converges to the exact solution u of (1.26), see Theorem 1.5.
Each finite dimensional subspace of a Hilbert space is closed and thus a Hilbert
space. The Galerkin approximate problem usually is called the discrete problem.
Definition 1.8 (Discrete problem). Find un ∈ Vn such that
a(un, v) = f(v), ∀v ∈ Vn. (1.27)
The properties of a(·, ·) restricted to Vn×Vn are preserved, thus it is bounded
V -elliptic bilinear form. Same holds for f . Hence, by the Lax-Milgram Lemma
there exists a unique solution un for (1.27). Moreover, the solution un can be
obtained explicitly because the space Vn has finite basis {ϕi}ni=1. The solution
un can be written as a linear combination of these basis functions with unknown
coefficients,
un =
n∑
i=1
ciϕi.
Putting this into (1.27) one can obtain
a
(
n∑
i=1
ciϕi, v
)
=
n∑
i=1
cia(ϕi, v) = f(v), ∀v ∈ Vn. (1.28)
Substituting the basis function ϕj , j = 1, . . . , n into (1.28) we get
n∑
i=1
cia(ϕi, ϕj) = f(ϕj), j = 1, . . . , n. (1.29)
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The formulations (1.28) and (1.29) are equivalent.3 The equation (1.29) can be
also seen as
Ac = f , (1.30)
where c = (c1, . . . , cn)
T , f = (f(ϕ1), . . . , f(ϕn))
T and
A =
 a(ϕ1, ϕ1) . . . a(ϕn, ϕ1)... . . . ...
a(ϕ1, ϕn) . . . a(ϕn, ϕn)
 .
Thanks to V -ellipticity of a the matrix A is positive definite, i.e. bTAb > 0 for
all nonzero b ∈ Rn.4
Hence, the matrix A is regular and there exists a unique solution of (1.30). In
this way, the discrete problem (1.27) can be transformed to the algebraic system
(1.30) and solved by an algebraic solver. So a unique solution of (1.27) can be
found. The error en = u − un of the discrete problem (1.27) has the following
orthogonality property.
Lemma 1.3 (Orthogonality of error for elliptic problems). Let u ∈ V be the
exact solution of the continuous problem (1.26) and un the exact solution of the
3The implication from (1.28) to (1.29) is easy, it’s enough to choose v = ϕj , j = 1, . . . , n.
For the backwards implication, the (1.29) multiplied by bj and summed up over j brings the
following result
n∑
i=1
cia
ϕi, n∑
j=1
bjϕj
 = f
 n∑
j=1
bjϕj
 ,
where the linearity of a and f was used. The expression
n∑
j=1
bjϕj can be understood as v ∈ Vn
written with basis functions.
4Let’s take any b = (b1, . . . , bn)T ∈ Rn and define the vector w =
n∑
i=1
biϕi, where
{ϕ1, . . . , ϕn} is some basis in Vn. Then
bTAb =
n∑
i=1
n∑
j=1
bia(ϕi, ϕj)bj
= a
 n∑
i=1
biϕi,
n∑
j=1
bjϕj

= a(w,w)
≥ C‖w‖2 > 0.
The estimate comes from V -ellipticity of a and that w is nonzero. So indeed, the matrix A is
positive definite.
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discrete problem (1.27). Then the error en = u− un satisfies
a(u− un, v) = 0, ∀v ∈ Vn.
This can be interpreted in the following way. If the bilinear form is symmetric,
then it induces an inner product and a norm ‖v‖e =
√
a(v, v) for all v ∈ V . Thus,
the previous lemma states that the error en = u−un is orthogonal to the subspace
Vn. Therefore, the approximate solution un ∈ Vn is an orthogonal projection of
the exact solution u ∈ V onto the subspace Vn, i.e.
‖u− un‖e = inf
v∈Vn
‖u− v‖e.
The relation between the error of the approximation en and the subspace Vn
is established in the following Cea’s lemma.
Lemma 1.4 (Cea’s lemma). Let V be a Hilbert space, a : V × V → R a bilinear
bounded V -elliptic form and f ∈ V ∗. Let u ∈ V be the solution of the problem
(1.26). Furthermore, let Vn be a subspace of V and un ∈ Vn the solution of the
Galerkin approximation (1.27). Let Cel and Cb be the V -ellipticity and continuity
constants, respectively. Then
‖u− un‖V ≤ Cb
Cel
inf
v∈Vn
‖u− v‖V .
Cea’s lemma says that the approximate error en depends on the choice of
the subspace Vn, but it does not depend on the choice of its basis. Therefore,
the numerical results will remain independent of choice of basis functions. It is
reasonable to choose such a subspace Vn which approximates V sufficiently well.
The convergence of the sequence of the approximate solutions {un}, un ∈ Vn
of the discrete problem (1.27) towards the exact solution u ∈ V of the problem
(1.26) is a consequence of Cea’s lemma.
Theorem 1.5. Let V be a Hilbert space and Vn a sequence of finite dimensional
subspaces Vn ⊂ V for which
inf
v∈Vn
‖u− v‖V → 0 as n→∞, ∀u ∈ V,
where u ∈ V is the solution of problem (1.26). Let un ∈ Vn be the solution of
the Galerkin approximation (1.27). Let a : V × V → R be a bilinear bounded
V -elliptic form and f ∈ V ∗. Then
lim
n→∞ ‖u− un‖V = 0,
i.e. the Galerkin method for problem (1.26) converges.
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1.4.2 Finite element method
Let Ω ⊂ Rn be an open bounded set. If the Hilbert space V consists of functions
defined in Ω and the Galerkin subspace Vh ⊂ V comprises piece-wise polynomial
functions, the Galerkin method is called the finite element method.
Definition 1.9. A finite element in Rn is a triple (K,PK ,ΣK) such that
(i) K is closed subset of Rn with nonempty interior and piece-wise smooth
boundary (the element domain),
(ii) PK is a finite dimensional space of functions over the set K (the space of
basis functions),
(iii) ΣK is a finite set of linearly independent functionals φj , j = 1, . . . , N (the
degrees of freedom). By definition, the set ΣK is PK-unisolvent, i.e. ΣK
can be taken as a basis for the dual space P ∗K .
Functions pi ∈ PK such that
φj(pi) = δij , ∀i, j,
where δij is Kronecker delta, are called basis functions of the finite element. Let
v : K → R be a sufficiently smooth function such that φj(v), j = 1, . . . , N are
well defined. Then there is an unambiguously defined PK-interpolant of v as
piv =
N∑
j=1
φj(v)pj .
The set K is usually an interval in 1D, triangle in 2D and polyhedron in Rn. Now
the whole domain Ω needs to be covered by element domains K. The set Th
Ω =
⋃
K∈Th
K
is called a mesh or triangulation of the domain Ω. It is crucial to note here that
only affine families of finite elements are considered. Those are such families
of elements for which a unique invertible affine mapping FK to the reference
element
(
K̂, P̂ , Σ̂
)
exists. In this way, it is enough to prescribe the reference
element
(
K̂, P̂ , Σ̂
)
and the affine mapping FK instead of prescribing the triple
(K,PK ,ΣK) for each K. This allows to define the family (K,PK ,ΣK), K ∈ Th
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as simply as possible. The union of all degrees of freedom ΣK gives a set of global
degrees of freedom Σh. The space Xh such that
Xh = {v : v|K ∈ PK , K ∈ Th}
and where v fulfils some continuity conditions on vertices (edges) of the adja-
cent elements is called an associated FEM space Xh. We say that the family
(K,PK ,ΣK), K ∈ Th is of class C0 if the space Xh is moreover a subset of con-
tinuous functions on Ω. Let v : Ω → R be a sufficiently smooth function. Then
the global Xh-interpolant of v is
piv =
M∑
j=1
φj,h(v)wj ,
where φj,h are global degrees of freedom and wj are associated global basis func-
tions.
Now let’s consider the problem (1.26) again. First, we choose the finite ele-
ment space Vh ⊂ Xh. Then we rewrite the problem (1.26) as the discrete problem
a(uh, v) = f(v), ∀v ∈ Vh.
Now we are in a similar situation as in the Galerkin method - the above mentioned
discrete problem is equivalent to the algebraic system Ac = f where
Aij = a(φi,h, φj,h), fj = f(φj,h)
and
uh =
M∑
i=1
ciwi.
Let’s take a closer look at this in a one dimensional space. The whole domain
Ω = (a, b) is divided into a finite system of n disjoint open subintervals Ωi =
(xi−1, xi) of length hi = xi − xi−1, i = 1, . . . , n, i.e.
a = x0 < x1 < . . . < xN−1 < xN = b.
The interval Ωi plays here the role of K from the definition of the finite element.
The largest length (mesh diameter) of all subintervals is denoted by
h = max
1≤i≤n
hi.
Let Pk(Ωi) be a set of all polynomials of a degree less than k that are defined on
Ωi. Then the space
V kh :=
{
ϕ ∈ C(Ω) : ϕ|Ωi ∈ Pk(Ωi), i = 1, . . . , n
}
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is called the Lagrange FEM space. The space Pk(Ωi) is the space PK from the
definition of the finite element and V kh is the associated FEM space.
The general form of the polynomial of degree k is pk(x) = a0 +a1x+. . .+akx
k
and can be determined from its values in (k+ 1) nodes zj , j = 1, . . . , k in Ωi. To
determine pk(x), the basis functions pj ∈ Pk(Ωi) are associated with the nodes
in such way that pj(zl) = δjl, 0 ≤ j, l ≤ k. These are Lagrange interpolation
operators given by
pj(x) =
k∏
i=0,i6=j
x− zi
zj − zi , ∀x ∈ Ωi.
The degrees of freedom mentioned in the definition of finite element are the point
values in the nodes zj , j = 1, . . . , k.
So called hat functions wi ∈ V 1h , i = 1, . . . , N, prescribed as
wi(x) =

x− xi−1
hi
x ∈ Ωi,
1− x− xi
hi+1
x ∈ Ωi+1,
0 x /∈ Ωi ∪ Ωi+1.
are commonly used as the basis for FEM. By this choice of basis functions the
matrix A in the final algebraic system will be three-diagonal, which simplifies the
computation of the algebraic system Ac = f .
1.5 Notations
In the upcoming chapters, following notation is used. If X is a normed Ba-
nach space, then by C ([0, T ], X) we denote the set of all abstract functions
w : [0, T ] → X equipped with the usual norm maxt∈[0,T ] ‖·‖X . The standard
space Lp ((0, T ), X) is endowed with the norm
(∫ T
0
‖·‖pX dt
) 1
p
with p > 1, cf.
[27].
We consider an open bounded domain Ω ⊂ Rd, d ≥ 1 (with a Lipschitz bound-
ary Γ). The symbol (·, ·) denotes the usual inner product of L2(Ω), which gener-
ates the corresponding norm ‖·‖. Please note that when working at the boundary
Γ we adopt a similar notation, namely (·, ·)Γ, L2(Γ) and ‖·‖Γ. The space Hk(Ω),
where k = 1, 2, . . . , denotes the standard Sobolev space on Ω, i.e. the space of
functions with generalized derivatives of order k in L2(Ω), cf. [50].
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The symbol X∗ stands for the dual space to X. We will use the so-called
generic positive constants C, ε and Cε which depend only on the data. Here, the
ε is a small one and Cε = C
(
1
ε
)
is a large one.
1.6 Overview and contributions
This thesis revolves around three articles elaborated with my supervisor Maria´n
Slodicˇka. The common topic of all these papers is solving inverse problems for
hyperbolic equations with convolution terms. The inspiration for this kind of
settings came from modelling the transport of current over long distances, where
delay occurs.
In Chapter 2, we take a nonlinear wave equation with damped term and
time convolution term. The goal is to reconstruct the spacial distributed source
from a final-time measurement and to propose a numerical algorithm for solving
this problem. The uniqueness of the solution is proved thanks to the strict
monotonicity of the problem. The developed algorithm is of Landweber type
and its convergence is proved only for the linear problem. The chapter is finished
with numerical examples which support theoretical conclusions. The article [76],
on which this chapter is based, is published in Journal of Inverse and Ill-posed
Problems.
In Chapter 3, I consider again a nonlinear hyperbolic equation including a
time convolution term. However, in this case the time convolution kernel will be
identified from a spatial integral measurement. The uniqueness and the existence
of the solution is proved by Rothe’s method. The chapter is concluded by deriving
error estimates. The paper [77], on which this chapter was created, is published
in journal Inverse problems in Science and Engineering.
Chapter 4 is methodologically similar to the previous one, but the problem
around which it resolves, is different. This time, it is about a linear wave equation
and a different time convolution term than in Chapter 3. The objective is to
reconstruct the convolution kernel based on a spatial integral measurement. The
uniqueness and existence of the solution is proved by the Rothe method and error
estimates are shown. At the end a numerical example is included to support
theoretical results. The article, which inspired this chapter has been currently
submitted to Journal of Computational and Applied Mathematics.
Chapter 5 summarizes the work which is presented and outlines possible future
work. The last pages of this thesis are devoted to appendices. In Appendix A
the inequalities which are used through this work are compiled. Appendix B.2
summarizes some well-known theorems. Appendix B introduces basic notions,
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properties and theorems from the functional analysis field.
Chapter 2
An inverse source problem
for a damped wave equation
with memory
2.1 Introduction
Let Ω be a bounded domain of Rn, where n ≥ 1, with Lipschitz boundary Γ. We
consider the following damped wave equation for u
utt + g(ut)−∇ · (a∇u) + cu+K ∗ u = f + F, (2.1)
where
(K ∗ u(x))(t) =
∫ t
0
K(t− s)u(x, s) ds
and K = K(t), f = f(x) and u, a, c, F depend both on space and time. The
nonlinear damping term is modelled by a monotonically increasing function g
and memory is represented by the smooth time-convolution kernel K.
The solution u obeys the following boundary and initial conditions
u(x, 0) = h0(x) for x ∈ Ω
ut(x, 0) = h1(x) for x ∈ Ω
u(t)|Γ = 0 for t ∈ (0, T ).
(2.2)
If all data functions g, a, c,K, f, F, h0 and h1 are given and they obey appropriate
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conditions (will be specified in Section 2.2), then the Direct problem (2.1) and
(2.2) admits a unique solution u (cf. Section 2.2).
This chapter is devoted to the identification of a spatially distributed source
f = f(x) from a given final-time over-determination
u(x, T ) = ψT (x) for x ∈ Ω. (2.3)
Thus, the Inverse Source Problem (ISP) is to find a couple 〈u(x, t), f(x)〉 obeying
(2.1), (2.2) and (2.3).
Inverse coefficient and source problems for partial differential equations rep-
resent a well-known and established area of mathematical research in the last
decades. They appear in various applied technologies (geophysics, optics, tomog-
raphy, remote sensing, radar-location, etc.). Let us mention two applications of
(2.1), which can be found in literature.
A well-known example of (a homogeneous version of) the general wave equa-
tion is the telegraph equation. It describes the voltage u(x, t) inside a piece
of telegraph/transmission wire, whose electrical properties per unit length are:
resistance R, inductance L, capacitance C, and conductance of leakage current
G:
utt + γut + ku− a2uxx = 0.
Where a2 = 1LC , γ =
G
C +
R
L , and k =
GR
CL . When considering transport over
long distances, the memory effects can be modelled by an additional convolution
term.
Another application of (2.1) can be found in thermo-elasticity problems, cf. [25,
31, 64].
ISPs with a final-time measurement have mainly been considered in some
theoretical papers e.g. [69, 10, 60, 78, 36, 26, 32, 43, 6]. ISPs for hyperbolic
settings have been studied using various solution techniques. Carleman estimates
have been used e.g. in [11, 48]. Linear problems have been investigated e.g in
[36, 86, 33, 44].
The chapter is organized as follows. First we discuss the direct problem in
Section 2.2. Solvability of the ISP for a linear case is addressed in Section 2.3.3.
We design a Landweber type iterative algorithm (as in [42, 22]) for reconstruction
of f and we prove the convergence of iterates in Theorem 2.3. The highlight of
this chapter is the proof of uniqueness of a solution to the ISP with a nonlinear
damping term taking into account memory effects, see Theorem 2.1. The last
part presents some numerical experiments supporting our theoretical results.
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2.2 Direct problem
The proof technique is based on some results for positive-definite kernels. We
recall that if a function ξ satisfies the following relation
(−1)jξ(j)(t) ≥ 0 ∀t > 0; j = 0, 1, 2; ξ(1)(t) 6= 0 ∀t > 0, (2.4)
then it is positive definite, cf. Corollary 2.2 in [59], i.e.,∫ T
0
∫ t
0
ξ(t− s)φ(s)φ(t) ds dt ≥ 0 ∀T > 0, φ ∈ C[0, T ]. (2.5)
The variational form of (2.1) reads
(utt, ϕ) + (g(ut), ϕ) + (a∇u,∇ϕ) + (cu, ϕ) + (K ∗ u, ϕ) = (f + F,ϕ) (2.6)
for any ϕ ∈ H10 (Ω).
Let us first discuss the solvability of a direct problem (2.1) and (2.2). Hyper-
bolic problems including Volterra operators have already been intensively stud-
ied by many authors. Let us mention some papers addressing this topic, e.g.
[19, 46, 52, 57, 62, 71, 72]. First, we recall some stability estimates for solutions
of a direct problem. These can be readily obtained by energy estimates combined
with appropriate discretization method and Gro¨nwall’s lemma, cf. [1]. We do
not present the proofs for direct problems, because they are standard and can be
found in the literature, e.g. [71, 72].
Lemma 2.1. Let the data functions obey the following relations
0 < C0 ≤ a ≤ C1; |∂ta| ≤ C2, in Ω× (0, T );
|c| ≤ C3; |∂tc| ≤ C4, in Ω× (0, T );
|K(s)| ≤ C5, |g(s)| ≤ C6 (|s|+ 1) ; s ∈ R,
where Ci, i = {0, . . . , 6} are constants. Moreover suppose that f ∈ L2(Ω), h0 ∈
H10 (Ω), h1 ∈ L2(Ω), F ∈ L2
(
(0, T ), L2(Ω)
)
. Then
max
t∈[0,T ]
{
‖ut(t)‖2 + ‖∇u(t)‖2
}
≤ C
(
‖f‖2 + 1
)
.
The following lemma shows the continuous dependence of u on f under the
conditions of Lemma 2.1.
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Lemma 2.2. Let the assumptions of Lemma 2.1 be fulfilled. Assume that ui
solves the forward problem (2.1) and (2.2) with f = f i for i = 1, 2. Then for
u = u1 − u2 and f = f1 − f2, we have
max
t∈[0,T ]
{
‖ut(t)‖2 + ‖∇u(t)‖2
}
≤ C ‖f‖2 .
Putting more assumptions on the data one can get improved energy estimates,
namely:
Lemma 2.3. Suppose that the following assumptions are fulfilled
0 < C0 ≤ a ≤ C1; |∂ta| ≤ C2, ∇a(·, 0) ∈ L∞(Ω) in Ω× (0, T );
|c| ≤ C3; |∂tc| ≤ C4, in Ω× (0, T );
|K ′(s)| ≤ C5, |g′(s)| ≤ C6, s ∈ R,
where Ci, i = {0, . . . , 6} are constants. Moreover suppose that f ∈ L2(Ω), h0 ∈
H10 (Ω) ∩H2(Ω), h1 ∈ H1(Ω), F ′ ∈ L2
(
(0, T ), L2(Ω)
)
. Then
max
t∈[0,T ]
{
‖utt(t)‖2 + ‖∇ut(t)‖2
}
≤ C
(
‖f‖2 + 1
)
.
The proof of Lemma 2.3 starts with differentiation of (2.1) with respect to
t. Therefore, we have to assume that (2.1) is fulfilled for t = 0, which can be
ensured by higher regularity of the data functions. Further, the standard method
for energy estimates in evolutionary problems has to be applied.
Now, we introduce the following operator M : L2(Ω) → C ([0, T ], L2(Ω)) as
Mf = u, where u is a solution to (2.1) and (2.2) corresponding to the source term
f . All other coefficients are supposed to be fixed. We introduce the following
notation
W 1,2,2
(
[0, T ], H1(Ω), L2(Ω)
)
:={
ϕ ∈ L2 ((0, T ), H1(Ω)) , ∂tϕ ∈ L2 ((0, T ), L2(Ω))} .
According to the compact embedding H1(Ω) ↪→↪→ L2(Ω) and involving [67,
Lemma 7.7] we see that
W 1,2,2
(
[0, T ], H1(Ω), L2(Ω)
)
↪→↪→ L2 ((0, T ), L2(Ω)) .
Let Mfn = un for n ∈ N such that ‖fn‖ ≤ C. From Lemma 2.1, we get
compactness of un in L
2
(
(0, T ), L2(Ω)
)
. Lemma 2.3 ensures compactness of
∂tun in L
2
(
(0, T ), L2(Ω)
)
. Further we may write
un(t)− un(0) = un(t)− h0 =
∫ t
0
∂tun,
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which implies compactness of the operator M in C
(
[0, T ], L2(Ω)
)
. Hence the ISP
is ill-posed.
Remark 2.1. We would like to point out that the analogue of Lemma 2.2 under
the stronger assumptions of Lemma 2.3 is not so straightforward to prove. Here
we mean to get the following estimate
max
t∈[0,T ]
{
‖utt(t)‖2 + ‖∇ut(t)‖2
}
≤ C ‖f‖2 .
The reason is lack of stability. In fact we have to differentiate (2.1) with respect to
time for solutions u1 and u2 corresponding the f1 and f2, respectively. Then we
subtract both relations from each other and use the test function utt := u
1
tt − u2tt.
So, we have to handle the following term(
g′(u1t )u
1
tt − g′(u2t )u2tt, utt
)
=
([
g′(u1t )− g′(u2t )
]
u1tt, utt
)
+
(
g′(u2t )utt, utt
)
.
We need for this g ∈ C2 and utt ∈ L∞ (Ω× (0, T )), and it is unclear to us how
to prove this for a nonlinear g.
2.3 Inverse problem
Inverse source problems with final over-determination for parabolic settings admit
at most one solution, see e.g. [61]. Hyperbolic problems may have more solutions,
cf. [36, §7.2]. Uniqueness can be enforced by the presence of a damping term
g(ut), see [74]. Let us note that the problem setting (2.1), (2.2) and (2.3) differs
from the one studied in [74] due to the convolution term.
2.3.1 Uniqueness
The next theorem states the uniqueness result for the inverse source problem
(2.1), (2.2) and (2.3).
Theorem 2.1. Suppose that
0 < C0 ≤ a(x, t) ≤ C ∀x ∈ Ω, ∀t ∈ [0, T ]
and
∂ta(x, t) ≤ 0 and ∂tc(x, t) ≤ 0 ∀x ∈ Ω, ∀t ∈ [0, T ],
where C0 and C are constants. Moreover we assume that one of the following
conditions for K ∈ C[0, T ] is satisfied
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(i) K(0) ≤ 0 and −K ′ obeys (2.4),
(ii) ΦK(t) :=
∫ t
0
K(s) ds obeys (2.4).
Let h0, h1, ψT ∈ L2(Ω) and g′ > 0. Then there exists at most one space-
dependent source f ∈ L2(Ω) such that (2.1), (2.3) and (2.2) hold true.
Proof. Let us have two solutions 〈u1, f1〉 and 〈u2, f2〉 to (2.1) and (2.3). Put
u = u1 − u2 and f = f1 − f2. Please note that u(x, 0) = 0, ut(x, 0) = 0 and
u(x, T ) = 0. We will show that u = 0 and f = 0.
Subtracting the corresponding variational forms from each other we get
(utt, ϕ) + (g(∂tu1)− g(∂tu2), ϕ) + (a∇u,∇ϕ) + (cu, ϕ) +
+ (K ∗ u, ϕ) = (f, ϕ) . (2.7)
We put ϕ = ut in (2.7) and integrate in time over (0, T ) to get
1
2 ‖ut(T )‖2 +
∫ T
0
(g(∂tu1)− g(∂tu2), ut) dt+
∫ T
0
(a∇u,∇ut) dt
+
∫ T
0
(cu, ut) dt+
∫ T
0
(K ∗ u, ut) dt = 0.
(2.8)
Applying integration by parts and using u(x, 0) = 0 and u(x, T ) = 0 we have∫ T
0
(cu, ut) dt =
1
2
∫ T
0
(
c, ∂tu
2
)
dt = − 12
∫ T
0
(
∂tc, u
2
)
dt ≥ 0
and∫ T
0
(a∇u,∇ut) dt = 12
∫ T
0
(
a, ∂t|∇u|2
)
dt = − 12
∫ T
0
(
∂ta, |∇u|2
)
dt ≥ 0.
In the case (i), we use integration by parts and deduce that∫ T
0
(K ∗ u, ut) dt =
∫ T
0
(∫ t
0
K(t− s)u(s) ds, ut(t)
)
dt
=
(∫ T
0
K(T − s)u(s) ds, u(T )
)
−
∫ T
0
(
∂t
(∫ t
0
K(t− s)u(s) ds
)
, u(t)
)
dt
=
(∫ T
0
K(T − s)u(s) ds, u(T )
)
−
∫ T
0
(
K(0)u(t) +
∫ t
0
K ′(t− s)u(s) ds, u(t)
)
dt.
(2.9)
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Taking into account (i) and u(x, T ) = 0 we get∫ T
0
(K ∗ u, ut) dt ≥ 0.
In the case (ii), we proceed as follows: integration by parts gives∫ t
0
K(t− s)u(s) ds =
∫ t
0
K(y)u(t− y) dy
= ΦK(y)u(t− y)|y=ty=0 +
∫ t
0
ΦK(y)ut(t− y) dy
= ΦK(t)u(0) +
∫ t
0
ΦK(y)ut(t− y) dy
= ΦK(t)u(0) +
∫ t
0
ΦK(t− s)ut(s) ds.
Taking into account the positive definiteness of ΦK and u(x, 0) = 0, we can write∫ T
0
(K ∗ u, ut) dt =
∫ T
0
(∫ t
0
K(t− s)u(s) ds, ut(t)
)
dt
=
∫ T
0
(∫ t
0
ΦK(t− s)ut(s) ds, ut(t)
)
dt
≥ 0.
(2.10)
Thus, in both cases (i) or (ii) we see that
1
2 ‖ut(T )‖2 +
∫ T
0
(g(∂tu1)− g(∂tu2), ∂tu1 − ∂tu2) dt ≤ 0.
According to the strict monotonicity of the function g we obtain that ut = 0, i.e.
u is constant in time. Looking at u(x, 0) = 0 we get u(x, t) = 0. Inspecting the
relation (2.7) we see that
(f, ϕ) = 0, ∀ϕ ∈ H10 (Ω),
from which we conclude that f = 0. 
Remark 2.2. The proof of uniqueness of the solution keeps true also if K is
constant. Really, if K(t) = C, C ∈ R, then∫ T
0
(K ∗ u, ut) = C
∫ T
0
(u, ut) =
1
2
C
(‖u(T )‖2 − ‖u(0)‖2) = 0.
The rest of the proof remains as stated above.
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2.3.2 Monotonicity
Let us introduce the following operator MT : L
2(Ω) → L2(Ω) given as MT f =
u(x, T ). Please note that the operator MT is nonlinear. Theorem 2.1 implies
invertibility of the operator MT under appropriate conditions on the data func-
tions. The inverse source problem (2.1), (2.2) and (2.3) consists of finding an
unknown f = M−1T u(T ) = M
−1
T ψT . The next theorem shows the monotonicity
(cf. [84]) of MT .
Theorem 2.2. Suppose that
0 < C0 ≤ a(x, t) ≤ C1, 0 ≤ c(x, t) ≤ C2 ∀x ∈ Ω, ∀t ∈ [0, T ],
where C0, C1, C2 are constants and
∂ta(x, t) ≤ 0 and ∂tc(x, t) ≤ 0 ∀x ∈ Ω, ∀t ∈ [0, T ].
Moreover, we assume that one of the following conditions for K ∈ C[0, T ] is
satisfied
(i) K(0) ≤ 0, K and −K ′ obey (2.4)
(ii) ΦK(t) :=
∫ t
0
K(s) ds obeys (2.4).
Let h0, h1, ψT ∈ L2(Ω) and g′ > 0. Then the operator MT is strictly monotone.
Proof. Let us have two solutions u1 and u2 to (2.1) and (2.2) corresponding to
source terms f1 and f2. Put u = u1−u2 and f = f1−f2. Following similar ideas
as in the proof of Theorem 2.1 we may deduce that
(f1 − f2,MT f1 −MT f2) = (f1 − f2, u1(T )− u2(T ))
=
∫ T
0
(f1 − f2, ∂tu1 − ∂tu2)
= 12 ‖ut(T )‖2 +
∫ T
0
(g(∂tu1)− g(∂tu2), ut)
+
∫ T
0
(a∇u,∇ut) +
∫ T
0
(cu, ut)
+
∫ T
0
(K ∗ u, ut) .
Integration by parts and using u(x, 0) = 0, we have that∫ T
0
(cu, ut) dt =
1
2
∫ T
0
(
c, ∂tu
2
)
dt = 12
(
c(T ), u2(T )
)− 12 ∫ T
0
(
∂tc, u
2
)
dt ≥ 0
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and ∫ T
0
(a∇u,∇ut) dt = 12
∫ T
0
(
a, ∂t|∇u|2
)
dt
= 12
(
a(T ), |∇u(T )|2)− 12 ∫ T
0
(
∂ta, |∇u|2
)
dt
≥ 0.
In the case (i), we involve (2.9) to get∫ T
0
(K ∗ u, ut) dt ≥ 0.
In the case (ii) we use (2.10). Thus, in both cases (i) or (ii) we see that
(f1 − f2,MT f1 −MT f2) = (f1 − f2, u1(T )− u2(T ))
=
∫ T
0
(f1 − f2, ∂tu1 − ∂tu2)
≥ 12 ‖ut(T )‖2 +
∫ T
0
(g(∂tu1)− g(∂tu2), ut)
≥ 0,
i.e. the operator MT is monotone. The function g is strictly increasing, which
says that
(f1 − f2,MT f1 −MT f2) = 0 =⇒ ∂tu1 = ∂tu2 a.e. in Ω× (0, T ).
Both solutions u1 and u2 have the same boundary and initial data, therefore
u1 = u2. This implies also that f1 = f2. Hence, the operator MT is strictly
monotone. 
2.3.3 Procedure for finding the source term in a linear case
We will use a similar procedure as shown in [42, 22]. We consider a linear case,
i.e. g(s) = s. Without loss of generality we may assume that we want to find
〈u, f〉 such that u(x, T ) is known and
utt + g(ut)−∇ · (a∇u) + cu+K ∗ u = f
u(x, 0) = 0
ut(x, 0) = 0
u|Γ = 0.
(2.11)
We suggest the use of the following scheme.
40 An inverse source problem for a damped wave equation with memory
Algorithm
1. Choose a function f0 ∈ L2(Ω). Let u0 be solution of (2.11) with f = f0.
2. Assume that fk and uk have been constructed. Let vk solve (2.11) with
f(x) = uk(x, T )− u(x, T ).
3. Define
fk+1(x) = fk(x)− γvk(x, T ),
where γ > 0, and let uk+1 solve (2.11) with f = fk+1.
We repeat the last two steps until a desired level of accuracy is achieved.
The following theorem shows convergence of the proposed algorithm.
Theorem 2.3. Assume that the final state can be reached, i.e. MT f = u(T ) =
ψT . Let 0 < γ < 1/‖MT ‖2 and uk be the k-th iterate of the Algorithm described
above. Then for any function f0 ∈ L2(Ω) we have that fk → f in L2(Ω), uk → u
in the norm of the space C([0, T ], H10 (Ω)) and ∂tuk → ∂tu in the norm of the
space C
(
[0, T ], L2(Ω)
)
.
Proof. From the iterative procedure we deduce that
fk+1 = fk − γvk(x, T )
= fk − γMT (uk(T )− u(T ))
= fk − γMT (MT fk −MT f)
= fk − γMTMT (fk − f).
Thus
fk+1 − f = (I − γMTMT ) (fk − f).
Let us note that this procedure is a Landweber type algorithm. The convergence
of this method has been analyzed in abstract Hilbert spaces, e.g., [23, 65] for self-
adjoint operators. A more general version (for not self-adjoint case) can be found
in [75]. Thus, the sequence fk converges to f in L
2(Ω) from the assumption
that 0 < γ < 1/ ‖MT ‖2. The convergence of uk → u in C([0, T ], H10 (Ω)) and
∂tuk → ∂tu in C
(
[0, T ], L2(Ω)
)
follows from Lemma 2.2.
2.4 Numerical experiments
The goal of this section is to provide numerical experiments to support the fore-
going theoretical results. We present two examples, one linear and one nonlinear.
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During our procedure, we need to solve direct hyperbolic problems at least
twice in one main loop. For this purpose, we use a backward Euler scheme for
the time discretization and a symmetric differentiation for space discretization.
So we need to choose time and space steps and also the γ parameter, which will
be later adapted during the iterations. In our case, we divide the space interval
in 200 subintervals and the time interval in 100 subintervals. For the exact final-
time data, we start with γ = 2 and for the noisy final data we start with γ = 0.2
(here the convergence will be slower but we get better results than with larger
γ).
Because most inverse problems are ill-conditioned, there is a control imposed
mechanism for this purpose. This one compares the error ek = ‖uk(T )− ψT ‖
with ek−1. If ek ≥ ek−1, then we take half of γ and compute uk once more.
We repeat this loop until ek < ek−1 or a maximum of 20 loops is achieved. Let
us note that in the worst case scenario, where 20 loops are passed, the new γ
is 2−20-times smaller. Calculation with such small γ is pointless because it has
no longer impact on the solution. Therefore it makes sense to introduce a third
stopping criterion given below.
We start the procedure with f0 = 0. The algorithm has three stopping criteria:
‖uk(T )− ψT ‖ < 10−6, maximum 1000 iterations and |ek − ek−1|/ek ≤ 0.0001,
where ek = ‖uk(T )− ψT ‖. The first two stopping criteria are the standard ones.
The last one says that the error ek is almost constant from some k, then we stop
the algorithm.
2.4.1 Linear case
We will solve the inverse source problem (2.1),(2.2) and (2.3) with the following
data:
g(x) = x,
h0 = 0,
h1 = sinx,
u|Γ = 0,
a = 1,
c = 2,
K = −1,
ψT (x) = sinx,
F (x, t) = 2 cos t sinx+ 2 sin t sinx,
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for x ∈ [0, pi] and t ∈ [0, pi/2]. One can check that the exact solution is u =
sin t sinx and f = − sinx.
First we suppose that we have exact final-time measurements with no noise.
The algorithm stops already after the 7th iteration. The pointwise error for u is
max
x∈[0,pi]
|u7(x, T )− ψT (x)| ≤ 10−4.
The pointwise error for f is
max
x∈[0,pi]
|f7(x)− f(x)| ≤ 0.018.
This supports our theoretical results.
So let’s have a look what happens when we consider noisy data. We add 5,
10 and 15% noise to final-time measurements. The computations show very low
impact of noise on u, therefore we do not present this. The influence of noise on
f is presented in Fig. 2.1. Here we can see a good recovery of the shape of f .
The behavior of pointwise errors for f are depicted in Fig. 2.2. For 5% noise we
can see just a little deviation from the exact solution f with the pointwise error
less than 0.025. The numerical solution gives us quite a good approximation
because the increase of the pointwise error is only by 0.007 in comparison to the
numerical solution computed from exact data.
The pointwise error for 10% noise is four times larger than the one for 5%
noise. Considering 15% noise the pointwise error is about 0.13 as we can see on
Fig. 2.2. We see that the computed data for f are not reliable any more. But at
least we can deduce the shape of f .
Let us note that the algorithm (for noisy data) stopped after #=131, 118,
106 iterations with ‖u#(T )− ψT ‖ ≈ 0.036, 0.068, 0.106 for 5%, 10%, 15% noise,
respectively.
2.4.2 Nonlinear case
The convergence results from Theorem 2.3 are valid for linear problems. Nev-
ertheless we would like to test our algorithm also in a nonlinear case. In the
following experiment, we use the same data as in the linear example but we
change g and F as follows
g(x) = x2,
F (x, t) = cos2 t sin2 x+ 2 sin t sinx+ cos t sinx.
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One can easily check that the exact solution remains the same as before,
namely u(x, t) = sin t sinx and f = − sinx. Due to the nonlinearity the algorithm
needs more iterations to achieve the expected accuracy. Considering the exact
final-time measurement (i.e. with no noise), we get results after 13th iteration.
The pointwise error for u is max
x∈[0,pi]
|u13(x, T ) − ψT (x)| ≤ 0.001. The pointwise
error for f is max
x∈[0,pi]
|f13(x)− f(x)| ≤ 0.02.
Now, we also take 5,10 and 15% noise into account. Again, the impact of
noise on u is very small and therefore we present just results for f , cf. Fig. 2.3.
Comparing Fig. 2.3 and Fig. 2.4 with Fig. 2.1 and Fig. 2.2, we come to similar
conclusions as in the linear case.
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(a) 5% noise
(b) 10% noise (c) 15% noise
Figure 2.1: Linear example: numerical approximations of f for various levels of
noise in comparison to the exact solution.
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Figure 2.2: Pointwise error fnum(x)− f(x) in the linear case for various levels of
noise.
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(a) 5% noise
(b) 10% noise (c) 15% noise
Figure 2.3: Non-linear example: numerical approximations of f for various levels
of noise in comparison with exact solution.
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Figure 2.4: Pointwise error fnum(x)−f(x) in the nonlinear case for various levels
of noise.
48 An inverse source problem for a damped wave equation with memory
Chapter 3
Determination of a
time-dependent convolution
kernel in a nonlinear
hyperbolic equation
3.1 Introduction
We consider a bounded domain Ω ⊂ RN , N ≥ 1 with sufficiently smooth bound-
ary Γ. The symbol ν stands for the outer normal vector associated with Γ. In
this chapter, we are interested in determining an unknown couple (u,K) obeying
the following nonlinear hyperbolic problem of second order
∂ttu(x, t)−∆u(x, t) + (K ∗ u(x))(t) = f(x, t, u(x, t), ∂tu(x, t)), in Ω× I,
−∇u(x, t) · ν = g(x, t), on Γ× I,
∂tu(x, 0) = v0(x), in Ω,
u(x, 0) = u0(x), in Ω,
(3.1)
where I = (0, T ), T > 0 and f, g, u0, v0 are given real functions. The standard
convolution in time is denoted by
(K ∗ u(x))(t) =
∫ t
0
K(t− s)u(x, s) ds.
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The unknown solely time dependent convolution kernel K = K(t) will be recon-
structed from the additional information∫
Ω
u(x, t) dx = m(t), t ∈ [0, T ]. (3.2)
Several authors have investigated inverse problems (IPs) governed by evolution-
ary partial differential equations (PDEs), see e.g. [61, 38, 70] and the references
therein. The side condition of the type (3.2) also appears in these references.
Identification of missing memory kernels in evolutionary PDEs represents an
interesting topic in IPs. Intensive study of such problems was implemented in
the 1990’s cf. [29, 28, 39, 9, 41, 16, 40, 17, 14, 30, 15, 20, 21]. The paper [29]
deals with a linear hyperbolic equation without a damping term. Here, the time
convolution operator is applied to the Laplacian of solution. The missing data
are recovered from a point measurement. There is no constructive algorithm
for finding a solution for this IP. The manuscript [28] studies identification of
convolution kernels in abstract linear hyperbolic integro-differential problems.
The author shows local in time solvability of this IP. No constructive algorithm
for recovery of the missing convolution kernel is present. The study performed in
[39] is devoted to a one dimensional linear hyperbolic integro-differential problem.
The author uses finite differences for a numerical scheme with dependent time
and space mesh-steps. The error estimates are derived under high regularity of
solution. [9] presents a nice study of properties of Dirichlet-to-Neumann maps
for memory reconstruction for linear settings. The paper [41] studies IPs for
identifying memory kernels in linear heat conduction and viscoelasticity by the
method of least squares with Tikhonov regularization. In [17] a global in time
existence and uniqueness result for an IP arising in the theory of heat conduction
for materials with memory has been studied. The reference [15] derives some
local and global in time existence results for the recovery of memory kernels,
but there is no description of constructive algorithms how to find a solution.
The papers [20, 21] deals with the identification of missing memory kernel in a
parabolic problem.
The ultimate highlight of this chapter is to design a constructive algorithm for
finding the solution and to recover the unknown kernel in nonlinear hyperbolic
problems. This is not achieved by minimization of a cost functional (which is
typical for IPs [23, 65, 37]), but on the time discretization based on the method
of lines [63, 45]. This technique was already applied for parabolic settings in
[20, 7]. First, we start with derivation of a suitable variational formulation.
Section 3.2 is devoted to a time discretization, where (based on backward Euler
scheme) the continuous problem is approximated by a sequence of steady state
settings at each point of a time partitioning. Section 3.3 deals with existence and
uniqueness of a solution. Stability analysis of approximations is performed in
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appropriate function spaces and convergence (based on compactness argument)
is established in Theorem 3.1. Uniqueness is addressed in Theorem 3.2. Theorem
3.3 shows the error estimates for time discretization.
We set
V =
{
ϕ ∈ H1(Ω); ‖∆ϕ‖ <∞} .
Denoting the primitive function of K by ΦK(t) :=
∫ t
0
K(s) ds, we may rewrite
the convolution kernel by integration by parts formula in another way as follows
(K ∗ u)(t) = ΦK(t)u0 + (ΦK ∗ ∂tu) (t).
Hence, the governing PDE takes the form
∂ttu(x, t)−∆u(x, t) + ΦK(t)u0(x) + (ΦK ∗ ∂tu(x))(t)
= f(x, t, u(x, t), ∂tu(x, t))
(3.3)
in Ω× (0, T ). The corresponding variational formulation reads as
(∂ttu, ϕ) + (∇u,∇ϕ) + (g, ϕ)Γ + ΦK (u0, ϕ) + (ΦK ∗ ∂tu, ϕ) = (f(u, ∂tu), ϕ) (P)
for any test function ϕ ∈ H1(Ω).
If we choose ϕ = 1 in (P) and take into account the measurement (u(t), 1) =
m(t) we obtain
m′′ + (g, 1)Γ + ΦKm(0) + ΦK ∗m′ = (f(u, ∂tu), 1) . (MP)
The relations (P) and (MP) represent the variational formulation of (3.1) and
(3.2).
3.2 Time discretization
We use Rothe’s method [45, 63] (introduced in Section 1.3) for discretization in
time. The standard approach must be modified due to the unknown convolution
kernel K.
Let us have an equidistant time-partitioning of the time interval [0, T ] with
a step τ = T/n, for any n ∈ N. We set ti = iτ and we introduce the following
notation
zi = z(ti), δzi =
zi − zi−1
τ
, δ2zi = δ(δzi)
for any function z. Further we use Φi := (ΦK)i to omit double indices.
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At time ti we infer from (3.3) the backward Euler scheme
δ2ui −∆ui + Φiu0 +
i∑
k=1
Φkδui−kτ = fi−1, (3.4)
where fi = f(ui, δui).
The semi-discrete analogue of (P) and (MP) reads as
(
δ2ui, ϕ
)
+ (∇ui,∇ϕ) + (gi, ϕ)Γ + Φi (u0, ϕ) +
(
i∑
k=1
Φkδui−kτ, ϕ
)
= (fi−1, ϕ) , ∀ϕ ∈ H1(Ω)
(DPi)
along with δu0 := v0 and
m′′i + (gi, 1)Γ + Φim0 +
i∑
k=1
Φkm
′
i−kτ = (fi−1, 1). (DMPi)
The unknowns are (ui,Φi) for i = 1, . . . , n. Note that the system (DMPi) and
(DPi) is in fact decoupled. For a given i ∈ {1, . . . , n}, we solve first (DMPi) and
then (DPi). Further we increase i to i+ 1.
Lemma 3.1. Let f : RN+3 → R be bounded, i.e. |f | ≤ C. Moreover assume
that m ∈ C2([0, T ]), m(0) 6= 0, g ∈ C ([0, T ], L2(Γ)), u0, v0 ∈ L2(Ω). Then there
exist C > 0 and τ0 > 0 such that for any τ < τ0 and each i ∈ {1, . . . , n} we have
(i) there exist Φi ∈ R and ui ∈ V obeying (DMPi) and (DPi),
(ii) max
1≤i≤n
|Φi| ≤ C.
Proof. (i) For a sufficiently small time step τ < τ0 = min
{
1,
|m0|
2 |m′0|
}
we may
write
0 < |m0| − |m′0| τ0 ≤ |m0| − |m′0| τ ≤ |m0 +m′0τ | .
We use a bootstrap argument for i = 1, . . . , n :
1. Assume that ui−1, δui−1 ∈ L2(Ω) and Φ1, . . . ,Φi−1 are known. Then Φi ∈
R can be easily obtained from (DMPi) by
Φi [m0 +m
′
0τ ] = (fi−1, 1)−m′′i − (gi, 1)Γ −
i−1∑
k=1
Φkm
′
i−kτ. (3.5)
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2. Having Φi we may apply the Lax-Milgram lemma to (DPi) to get a unique
ui ∈ H1(Ω).
Inspecting the relation (DPi) we may write for any ϕ ∈ H1(Ω) that
− (∆ui, ϕ) = (∇ui,∇ϕ) + (gi, ϕ)Γ
= (fi−1, ϕ)−
(
δ2ui, ϕ
)− Φi (u0, ϕ)− (∑ik=1 Φkδui−kτ, ϕ) .
The term −∆ui has to be understood in the sense of duality, as a functional on
H1(Ω). The right-hand side can be bounded by Ci(τ) ‖ϕ‖. Hence – according to
the Hahn-Banach theorem, cf. [51, p. 173] – there exists an extension of −∆ui
to L2(Ω). This extension will have the same norm as the functional on H1(Ω)
and
−∆ui = fi−1 − δ2ui − Φiu0 −
i∑
k=1
Φkδui−kτ ∈ L2(Ω).
(ii) From the relation (3.5) we can easily get
|Φi| ≤ C
(
1 +
i−1∑
k=1
|Φk| τ
)
,
which is valid for any i = 1, . . . , n. We apply the discrete Gro¨nwall lemma ([1])
to get the uniform bound of |Φi|.
Lemma 3.2. Let the conditions of Lemma 3.1 be fulfilled. Moreover assume
that u0 ∈ H1(Ω). Then there exists C > 0 such that for any τ < τ0
max
1≤j≤n
‖δuj‖2 + max
1≤j≤n
‖∇ui‖2 +
n∑
i=1
‖δui − δui−1‖2 +
n∑
i=1
‖∇ui −∇ui−1‖2 ≤ C.
Proof. Putting ϕ = δuiτ in (DPi) and summing up for i = 1, . . . , j we have
j∑
i=1
(
δ2ui, δui
)
τ +
j∑
i=1
(∇ui,∇δui) τ +
j∑
i=1
(gi, δui)Γ τ
+
j∑
i=1
Φi (u0, δui) τ +
j∑
i=1
(
i∑
k=1
Φkδui−kτ, δui
)
τ =
j∑
i=1
(fi−1, δui) τ.
(3.6)
Let {ai} be any sequence of real numbers, then the following obvious identity
holds true
j∑
i=1
ai(ai − ai−1) = 12
[
a2j − a20 +
j∑
i=1
(ai − ai−1)2
]
. (3.7)
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Thus
j∑
i=1
(
δ2ui, δui
)
τ =
j∑
i=1
(δui − δui−1, δui)
= 12
(
‖δuj‖2 − ‖v0‖2 +
j∑
i=1
‖δui − δui−1‖2
)
and
j∑
i=1
(∇δui,∇ui) τ =
j∑
i=1
(∇ui −∇ui−1,∇ui)
= 12
(
‖∇uj‖2 − ‖∇u0‖2 +
j∑
i=1
‖∇ui −∇ui−1‖2
)
.
For any real sequences {zi}∞i=0 and {wi}∞i=0 the following (summation by parts)
identity takes place
j∑
i=1
zi(wi − wi−1) = zjwj − z0w0 −
j∑
i=1
(zi − zi−1)wi−1. (3.8)
For the third term of (3.6) we get by (3.8)∣∣∣∣∣
j∑
i=1
(gi, δui)Γτ
∣∣∣∣∣ =
∣∣∣∣∣(gj , uj)Γ − (g0, u0)Γ −
j∑
i=1
(δgi, ui−1)Γ τ
∣∣∣∣∣
≤ ‖gj‖Γ ‖uj‖Γ + ‖g0‖Γ ‖u0‖Γ +
j∑
i=1
‖δgi‖Γ ‖ui−1‖Γ τ
≤ ε ‖uj‖2Γ + Cε + Cε
j∑
i=1
‖ui−1‖2Γ τ
≤ ε ‖uj‖2H1(Ω) + Cε + Cε
j∑
i=1
‖ui−1‖2H1(Ω) τ
≤ ε ‖∇uj‖2 + Cε
(
1 +
j∑
i=1
‖∇ui‖2 τ +
j∑
i=1
‖δui‖2 τ
)
.
by Cauchy’s inequality, the trace theorem and Young’s inequality. The fourth
term in (3.6) is easily bounded by∣∣∣∣∣
j∑
i=1
Φi(u0, δui)τ
∣∣∣∣∣ ≤ C
(
1 +
j∑
i=1
‖δui‖2 τ
)
,
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as Φi is bounded, see Lemma 3.1. The last term in the left-hand side of (3.6) is∣∣∣∣∣
j∑
i=1
i∑
k=1
(Φkδui−k, δui)τ2
∣∣∣∣∣ ≤ C
j∑
i=1
i∑
k=1
‖δui−k‖ ‖δui‖ τ2 ≤ C
(
1 +
j∑
i=1
‖δui‖2 τ
)
again as Φi is bounded, see Lemma 3.1. The right-hand side of (3.6) can be
estimated as follows∣∣∣∣∣
j∑
i=1
(fi−1, δui)τ
∣∣∣∣∣ ≤
j∑
i=1
‖fi−1‖ ‖δui‖ τ ≤ C
(
1 +
j∑
i=1
‖δui‖2 τ
)
.
Collecting the estimates together and fixing a sufficiently small ε > 0 we
obtain
‖δuj‖2 + ‖∇uj‖2 +
k∑
i=1
‖δui − δui−1‖2 +
k∑
i=1
‖∇ui −∇ui−1‖2
≤ C
(
1 +
j∑
i=1
‖∇ui‖2 τ +
j∑
i=1
‖δui‖2 τ
)
.
Applying the discrete Gro¨nwall lemma, we obtain the desired result.
Lemma 3.3. Let f : RN+3 → R be bounded, i.e. |f | ≤ C, and globally Lipschitz
continuous. Suppose that (MP) is valid at the time t = 0 (compatibility condi-
tion). Moreover assume that m ∈ C3([0, T ]), m(0) 6= 0, ∂ttg ∈ L2
(
(0, T ), L2(Γ)
)
,
v0 ∈ H1(Ω) and u0 ∈ V . Then there exists C > 0 such that
(i)
max
1≤j≤n
‖∇δuj‖2 + max
1≤j≤n
‖∆uj‖2 +
n∑
i=1
‖∇δui −∇δui−1‖2
+
n∑
i=1
‖∆ui −∆ui−1‖2 ≤ C
(ii) max
1≤j≤n
∥∥δ2uj∥∥ ≤ C
(iii) max
1≤j≤n
|Kj | ≤ C, where Ki := δΦi.
Proof. (i) Multiplying (3.4) by −∆δuiτ and summing up for i = 1, . . . , j we get
j∑
i=1
(
δ2ui,−∆δui
)
τ +
j∑
i=1
(∆ui,∆δui) τ +
j∑
i=1
(Φiu0,−∆δui) τ
+
j∑
i=1
(
i∑
k=1
Φkδui−kτ,−∆δui
)
τ =
j∑
i=1
(fi−1,−∆δui) τ.
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We apply Green’s theorem to find out
j∑
i=1
(∇δ2ui,∇δui) τ + j∑
i=1
(∆ui,∆δui) τ +
j∑
i=1
Φi (∇u0,∇δui) τ
+
j∑
i=1
(
i∑
k=1
Φk∇δui−kτ,∇δui
)
τ =
j∑
i=1
(∇fi−1,∇δui) τ
−
j∑
i=1
(
δ2ui, δgi
)
Γ
τ −
j∑
i=1
Φi (u0, δgi)Γ τ −
j∑
i=1
(
i∑
k=1
Φkδui−kτ, δgi
)
Γ
τ
+
j∑
i=1
(fi−1, δgi)Γ τ.
It holds
j∑
i=1
(∇δ2ui,∇δui) τ = 12
(
‖∇δuj‖2 − ‖∇δu0‖2 +
j∑
i=1
‖∇δui −∇δui−1‖2
)
and
j∑
i=1
(∆ui,∆δui) τ =
1
2
(
‖∆uj‖2 − ‖∆u0‖2 +
j∑
i=1
‖∆ui −∆ui−1‖2
)
.
Employing the Cauchy and Young inequalities, we easily see that∣∣∣∣∣
j∑
i=1
Φi (∇u0,∇δui) τ
∣∣∣∣∣ ≤
j∑
i=1
|Φi| ‖∇u0‖ ‖∇δui‖ τ ≤ C
(
1 +
j∑
i=1
‖∇δui‖2 τ
)
,
∣∣∣∣∣
j∑
i=1
(
i∑
k=1
Φk∇δui−kτ,∇δui
)
τ
∣∣∣∣∣ ≤
j∑
i=1
i∑
k=1
|Φk| ‖∇δui−k‖ ‖∇δui‖ τ2
≤ C
(
1 +
j∑
i=1
‖∇δui‖2 τ
)
,
∣∣∣∣∣
j∑
i=1
(∇fi−1,∇δui) τ
∣∣∣∣∣ ≤
j∑
i=1
‖∇fi−1‖ ‖∇δui‖ τ
≤ C
j∑
i=1
(‖∇ui−1‖+ ‖∇δui−1‖) ‖∇δui‖ τ
≤ C
(
1 +
j∑
i=1
‖∇δui‖2 τ
)
,
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∣∣∣∣∣
j∑
i=1
Φi (u0, δgi)Γ τ
∣∣∣∣∣ ≤
j∑
i=1
|Φi| ‖u0‖Γ ‖δgi‖Γ τ ≤ C,∣∣∣∣∣
j∑
i=1
(fi−1, δgi)Γ τ
∣∣∣∣∣ ≤
j∑
i=1
‖fi−1‖Γ ‖δgi‖Γ τ ≤ C,∣∣∣∣∣
j∑
i=1
(
i∑
k=1
Φkδui−kτ, δgi
)
Γ
τ
∣∣∣∣∣ ≤
j∑
i=1
i∑
k=1
|Φk| ‖δui−k‖Γ ‖δgi‖Γ τ2
≤ C
(
1 +
j∑
i=1
‖δui‖2Γ τ
)
≤ C
(
1 +
j∑
i=1
‖∇δui‖2 τ
)
.
We recall the Necˇas inequality [58]
‖z‖2Γ ≤ ε ‖∇z‖2 + Cε ‖z‖2 , ∀z ∈ H1(Ω), 0 < ε < ε0. (3.9)
Summation by parts formula, Cauchy and Young inequalities, trace theorem
together with (3.9) allow us to deduce that∣∣∣∣∣
j∑
i=1
(
δ2ui, δgi
)
Γ
τ
∣∣∣∣∣ =
∣∣∣∣∣(δuj , δgj)Γ − (δu0, δg0)Γ −
j∑
i=1
(
δui−1, δ2gi
)
Γ
τ
∣∣∣∣∣
≤ ‖δuj‖Γ ‖δgj‖Γ + ‖δu0‖Γ ‖δg0‖Γ +
j∑
i=1
‖δui−1‖Γ
∥∥δ2gi∥∥Γ τ
≤ C
(
‖δuj‖2Γ + 1 +
j∑
i=1
‖δui−1‖2Γ τ
)
≤ ε ‖∇δuj‖2 + Cε
(
1 +
j∑
i=1
‖∇δui‖2 τ
)
.
Summarizing all estimates and fixing a suitable small ε > 0, we arrive at
‖∇δuj‖2 + ‖∆uj‖2 +
j∑
i=1
‖∇δui −∇δui−1‖2 +
j∑
i=1
‖∆ui −∆ui−1‖2
≤ C
(
1 +
j∑
i=1
‖∇δui‖2 τ
)
.
Employing Gro¨nwall’s lemma we conclude the proof.
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(ii) The assertion follows from (i) and (3.4) as follows
∥∥δ2ui∥∥ ≤ ‖∆ui‖+ |Φi| ‖u0‖+ i∑
k=1
|Φk| ‖δui−k‖ τ + ‖fi−1‖ ≤ C.
(iii) Subtract (MP) at the time t = 0 from (DMPi) for i = 1 to observe
δm′′1 + (δg1, 1)Γ +K1m0 + Φ1m
′
0 = 0 =⇒ |K1| ≤ C. (3.10)
Applying the δ-operator to (DMPi) we get for i ≥ 2
δm′′i + (δgi, 1)Γ +Kim0 + Φim
′
0 +
i−1∑
k=1
Φkδm
′
i−kτ = (δfi−1, 1) (3.11)
Taking into account Lemmas 3.1, 3.2 and Lipschitz continuity of f we easily see
that
|Kim(0)| ≤ |(δfi−1, 1)|+ |δm′′i |+ |(δgi, 1)Γ|+ |Φim′0|+
∣∣∣∣∣
i−1∑
k=1
Φkδm
′
i−kτ
∣∣∣∣∣
≤ C (1 + ‖δui−1‖+ ∥∥δ2ui−1∥∥)
≤ C.
3.3 Existence of a solution, uniqueness and error
estimates
We define the following piecewise linear splines in time
un : [0, T ]→ L2(Ω) : t 7→
{
u0 t = 0
ui−1 + (t− ti−1)δui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n,
vn : [0, T ]→ L2(Ω) : t 7→
{
v0 t = 0
δui−1 + (t− ti−1)δ2ui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n,
and step functions
un : [0, T ]→ L2(Ω) : t 7→
{
u0 t = 0
ui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n,
3.3. Existence of a solution, uniqueness and error estimates 59
vn : [0, T ]→ L2(Ω) : t 7→
{
v0 t = 0
δui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n.
Analogously we introduce Φn, Φn, gn, mn, m
′
n and m′′n. Using these Rothe’s
(piecewise linear and continuous, or piecewise constant) functions we may rewrite
(DPi) and (DMPi) as follows 1
(∂tvn, ϕ) + (∇un,∇ϕ) + (gn, ϕ)Γ + Φn (u0, ϕ)
+
btcτ∑
k=1
Φn(tk)vn(t− tk)τ, ϕ
 = (f(un(t− τ), vn(t− τ)), ϕ) . (DP)
and
m′′n + (gn, 1)Γ + Φnm0 +
btcτ∑
k=1
Φn(tk)m′n(t− tk)τ
= (f(un(t− τ), vn(t− τ)), 1) .
(DMP)
The next theorem proves the existence of a weak solution to (P) and (MP).
Theorem 3.1. Let the conditions of Lemma 3.3 be satisfied. Then there exists
a solution (u,K) to (P) and (MP), where u ∈ C ([0, T ], L2(Ω)) ∩ L∞ ((0, T ),V )
with ∂tu ∈ C
(
[0, T ], L2(Ω)
) ∩ L∞ ((0, T ), H1(Ω)), utt ∈ L∞ ((0, T ), L2(Ω)) and
ΦK ∈ C ([0, T ]) with K ∈ L∞(0, T ).
Proof. The functions Φn and ∂tΦn are uniformly bounded in [0, T ]. By the Arzela`
Ascoli theorem we get for a subsequence of Φn (which we denote by the same
symbol again to skip double indices) that Φn → Φ in C([0, T ]) and
|Φ(t)− Φ(t′)| = lim
n→∞ |Φn(t)− Φn(t
′)|
= lim
n→∞
∣∣∣∣∫ t
t′
∂tΦn
∣∣∣∣
≤ lim
n→∞
∫ t
t′
|∂tΦn|
≤ C |t− t′| .
Hence K = ∂tΦ is a.e. bounded in [0, T ]. Moreover we have∣∣Φn(t)− Φn(t)∣∣ ≤ Cτ, i.e. Φn → Φ in L2(0, T ). (3.12)
1btcτ = i when t ∈ (ti−1, ti]
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A priori estimates from Lemma 3.2 say that ‖un‖V + ‖∂tun‖ ≤ C. Due to the
compact embedding V ↪→↪→ L2(Ω) we may invoke [45, Lemma 1.3.13] to claim
the existence of u ∈ C ([0, T ], L2(Ω))∩L∞ ((0, T ),V ) with ut ∈ L∞ ((0, T ), L2(Ω))
and a subsequence of un (denoted by the same symbol again) such that
un → u, in C
(
[0, T ], L2(Ω)
)
,
un(t) ⇀ u(t), in V , ∀t ∈ [0, T ],
un(t) ⇀ u(t), in V , ∀t ∈ [0, T ],
∂tun ⇀ ∂tu, in L
2
(
(0, T ), L2(Ω)
)
.
The limit function u : [0, T ] → L2(Ω) is moreover Lipschitz continuous, which
follows from
‖un(t)− un(t′)‖ =
∥∥∥∥∥
∫ t′
t
∂tun
∥∥∥∥∥ ≤ C |t− t′|
when passing to the limit for n→∞. Similarly, we have that
‖un(t)− un(t)‖+ ‖un(t)− un(t− τ)‖ ≤ Cτ. (3.13)
The stability result ‖vn‖H1(Ω) + ‖∂tvn‖ ≤ C and the compact embedding
H1(Ω) ↪→↪→ L2(Ω) give (by [45, Lemma 1.3.13]) the existence of
v ∈ C ([0, T ], L2(Ω)) ∩ L∞ ((0, T ), H1(Ω)) with vt ∈ L∞ ((0, T ), L2(Ω)) and
a subsequence of vn (denoted by the same symbol again) such that
vn → v, in C
(
[0, T ], L2(Ω)
)
,
vn(t) ⇀ v(t), in H
1(Ω), ∀t ∈ [0, T ],
vn(t) ⇀ v(t), in H
1(Ω), ∀t ∈ [0, T ],
∂tvn ⇀ ∂tv, in L
2
(
(0, T ), L2(Ω)
)
.
The limit function v : [0, T ]→ L2(Ω) is again Lipschitz continuous, which follows
from
‖vn(t)− vn(t′)‖ =
∥∥∥∥∥
∫ t′
t
∂tvn
∥∥∥∥∥ ≤ C |t− t′|
by use of Lemma 3.3(ii) when passing to the limit for n → ∞. Analogously we
get
‖vn(t)− vn(t)‖+ ‖vn(t)− vn(t− τ)‖ ≤ Cτ. (3.14)
Moreover, taking into account un(t) − u0 =
∫ t
0
∂tun =
∫ t
0
vn, letting n to go
to infinity and differentiating the result with respect to the time variable we see
that v = ∂tu.
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Finally, the regularity of g, m together with the convergences above allow us
to pass to the limit for n → ∞ in (DP) and (DMP) to arrive at (P) and (MP).
Thus, the couple (u,Φ) is a solution to (P) and (MP).
Our next goal is to address uniqueness of a solution. Let us have two solutions
(u1,K1) and (u2,K2) to (P)-(MP). We denote K := K1 −K2 and u := u1 − u2.
If we subtract the corresponding variational formulations from each other we get
(∂ttu, ϕ) + (∇u,∇ϕ) + ΦK (u0, ϕ) + (ΦK ∗ ∂tu2, ϕ)
+ (ΦK1 ∗ ∂tu, ϕ) = (f(u1, ∂tu1)− f(u2, ∂tu2), ϕ) , (3.15a)
ΦKm(0) + ΦK ∗m′ = (f(u1, ∂tu1)− f(u2, ∂tu2), 1) . (3.15b)
Theorem 3.2. Let f : RN+3 → R be bounded, i.e. |f | ≤ C, and globally
Lipschitz continuous. Moreover assume that m ∈ C2([0, T ]), m(0) 6= 0, ∂tg ∈
L2
(
(0, T ), L2(Γ)
)
, v0 ∈ L2(Ω) and u0 ∈ H1(Ω). Then the problem (P)-(MP)
has at most one solution satisfying u ∈ C ([0, T ], L2(Ω)) ∩ L∞ ((0, T ),V ) with
∂tu ∈ C
(
[0, T ], L2(Ω)
)∩L∞ ((0, T ), H1(Ω)), utt ∈ L∞ ((0, T ), L2(Ω)) and ΦK ∈
C ([0, T ]) with K ∈ L∞(0, T ).
Proof. Taking into account the Lipschitz continuity of the function f , we can
easily derive from (3.15b) that
|ΦK(t)| ≤ C
(
‖u(t)‖+ ‖∂tu(t)‖+
∫ t
0
|ΦK(s)| ds
)
.
An application of Gro¨nwall’s lemma yields
|ΦK(t)| ≤ C
(
‖u(t)‖+ ‖∂tu(t)‖+
∫ t
0
[‖u(s)‖+ ‖∂tu(s)‖] ds
)
≤ C
(
‖∂tu(t)‖+
∫ t
0
‖∂tu(s)‖ ds
)
.
(3.16)
We put ϕ = ∂tu in (3.15a) and integrate in time to get
1
2 ‖∂tu(t)‖2 + 12 ‖∇u(t)‖2 +
∫ t
0
ΦK (u0, ∂tu) +
∫ t
0
(ΦK ∗ ∂tu2, ∂tu)
+
∫ t
0
(ΦK1 ∗ ∂tu, ∂tu) =
∫ t
0
(f(u1, ∂tu1)− f(u2, ∂tu2), ∂tu) .
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Applying the Cauchy inequality and the Lipschitz continuity of f , we deduce that∣∣∣∣∫ t
0
(f(u1, ∂tu1)− f(u2, ∂tu2), ∂tu)
∣∣∣∣ ≤ ∫ t
0
‖f(u1, ∂tu1)− f(u2, ∂tu2)‖ ‖∂tu‖
≤ C
∫ t
0
(‖u‖+ ‖∂tu‖) ‖∂tu‖
≤ C
∫ t
0
(
‖u‖2 + ‖∂tu‖2
)
≤ C
∫ t
0
‖∂tu‖2 .
An the last step we used the identity
u(t)− u(0) =
∫ t
0
∂tu.
Further ∣∣∣∣∫ t
0
(ΦK1 ∗ ∂tu, ∂tu)
∣∣∣∣ ≤ ∫ t
0
‖ΦK1 ∗ ∂tu‖ ‖∂tu‖
≤ C
∫ t
0
(
‖ΦK1 ∗ ∂tu‖2 + ‖∂tu‖2
)
≤ C
∫ t
0
‖∂tu‖2
using |ΦK1(t)| ≤ C. Taking into account ‖∂tu2(t)‖ ≤ C and (3.16) gives∣∣∣∣∫ t
0
(ΦK ∗ ∂tu2, ∂tu)
∣∣∣∣ ≤ ∫ t
0
‖ΦK ∗ ∂tu2‖ ‖∂tu‖
≤ C
∫ t
0
(
‖ΦK ∗ ∂tu2‖2 + ‖∂tu‖2
)
≤ C
∫ t
0
(
|ΦK |2 + ‖∂tu‖2
)
(3.16)
≤ C
∫ t
0
‖∂tu‖2 .
Finally, we deduce by (3.16) that∣∣∣∣∫ t
0
ΦK (u0, ∂tu)
∣∣∣∣ ≤ C ∫ t
0
|ΦK | ‖∂tu‖
≤ C
∫ t
0
(
|ΦK |2 + ‖∂tu‖2
)
≤ C
∫ t
0
‖∂tu‖2 .
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Collecting all estimates together, we see that
‖∂tu(t)‖2 + ‖∇u(t)‖2 ≤ C
∫ t
0
‖∂tu‖2 ∀t ∈ [0, T ].
Gro¨nwall’s lemma implies that u(t) = 0 and from (3.16) we conclude ΦK(t) = 0.
By differentiation we have K(t) = 0.
Combining the existence Theorem 3.1 with the uniqueness Theorem 3.2 we
see that whole sequence (not only a subsequence) of Rothe’s functions converges
against the solution. Error estimates are addressed in the next theorem.
Theorem 3.3. Suppose the conditions of Lemma 3.3 are fulfilled. Then
max
t∈[0,T ]
|ΦK(t)− Φn(t)|2 + max
t∈[0,T ]
‖∂tu(t)− vn(t)‖2
+ max
t∈[0,T ]
‖u(t)− un(t)‖2H1(Ω) ≤ Cτ.
Proof. Subtract (MP) from (DMP) to get
(Φn − ΦK)m0 = (ΦK − Φn) ∗m′ + Φn ∗m′
−
btcτ∑
k=1
Φn(tk)m′n(t− tk)τ
+ (f(un(t− τ), vn(t− τ))− f(u(t), ∂tu(t)), 1)
+m′′ −m′′n − (gn − g, 1)Γ −
(
Φn − Φn
)
m0.
(3.17)
Clearly ∣∣m′′ −m′′n∣∣+ |(gn − g, 1)Γ| = O (τ)
by the mean value theorem, m ∈ C3([0, T ]) and ∂ttg ∈ L2
(
(0, T ), L2(Γ)
)
. Trian-
gle inequality, (3.13), (3.14), Lipschitz continuity of f imply
|(f(un(t− τ), vn(t− τ))− f(u(t), ∂tu(t)), 1)|
≤ C (‖un(t)− u(t)‖+ ‖vn(t)− ∂tu(t)‖) +O (τ) .
Using m ∈ C3([0, T ]) and (3.12) we easily get∣∣∣∣∣∣Φn ∗m′ −
btcτ∑
k=1
Φn(tk)m′n(t− tk)τ
∣∣∣∣∣∣+ ∣∣(Φn − Φn)m0∣∣ = O (τ) .
This together with (3.17) and (3.14) say
|Φn(t)− ΦK(t)|
≤ C
(
τ + ‖un(t)− u(t)‖+ ‖vn(t)− ∂tu(t)‖+
∫ t
0
|Φn(s)− ΦK(s)| ds
)
.
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Hence, by Gro¨nwall’s argument we obtain
|Φn(t)− ΦK(t)| ≤ C (τ + ‖un(t)− u(t)‖+ ‖vn(t)− ∂tu(t)‖)
+C
∫ t
0
(‖un(s)− u(s)‖+ ‖vn(s)− ∂tu(s)‖) ds. (3.18)
Now, subtract (DP) from (P) to get
(∂ttu− ∂tvn, ϕ) + (∇u−∇un,∇ϕ) + (g − gn, ϕ)Γ
+
(
ΦK − Φn
)
(u0, ϕ) +
ΦK ∗ ∂tu− btcτ∑
k=1
Φn(tk)vn(t− tk)τ, ϕ

= (f(u, ∂tu)− f(un(t− τ), vn(t− τ)), ϕ) .
Based on the triangle inequality, (3.12), (3.13), (3.14) and
‖un(t)− un(t)‖H1(Ω) + ‖un(t)− un(t− τ)‖H1(Ω) ≤ Cτ,
we are allowed to write
(∂ttu− ∂tvn, ϕ) + (∇u−∇un,∇ϕ) + (ΦK − Φn) (u0, ϕ)
+ ((ΦK − Φn) ∗ ∂tu, ϕ) + (Φn ∗ (∂tu− vn) , ϕ)
= (f(u, ∂tu)− f(un, vn), ϕ) +O (τ) ‖ϕ‖H1(Ω) .
(3.19)
Now, we set ϕ = ∂t(u− un)(s) and integrate in time∫ t
0
(∂ttu− ∂tvn, ∂t(u− un)) + 12 ‖∇u(t)−∇un(t)‖2
+
∫ t
0
(ΦK − Φn) (u0, ∂t(u− un))
+
∫ t
0
((ΦK − Φn) ∗ ∂tu, ∂t(u− un))
+
∫ t
0
(Φn ∗ (∂tu− vn) , ∂t(u− un))
=
∫ t
0
(f(u, ∂tu)− f(un, vn), ∂t(u− un))
+O (τ)
∫ t
0
‖∂t(u− un)‖H1(Ω) .
(3.20)
The following estimate is the classical bottleneck for hyperbolic problems, i.e.
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the O (τ) bound∫ t
0
(∂ttu− ∂tvn, ∂t(u− un)) =
∫ t
0
(∂ttu− ∂tvn, ∂tu− vn)
+
∫ t
0
(∂ttu− ∂tvn, vn − ∂tun)
≥ 12 ‖∂tu(t)− vn(t)‖2 − Cτ.
A simple deduction yields∣∣∣∣∫ t
0
(ΦK − Φn) (u0, ∂t(u− un))
∣∣∣∣
≤
∫ t
0
|ΦK − Φn| ‖u0‖ ‖∂t(u− un)‖
≤ C
(∫ t
0
|ΦK − Φn|2 +
∫ t
0
‖∂t(u− un)‖2
)
(3.14)
≤ C
(
τ2 +
∫ t
0
|ΦK − Φn|2 +
∫ t
0
‖∂tu− vn‖2
)
(3.18)
≤ C
(
τ2 +
∫ t
0
‖u− un)‖2 +
∫ t
0
‖∂tu− vn‖2
)
(3.14)
≤ C
(
τ2 +
∫ t
0
‖∂tu− vn‖2
)
.
Similarly we deduce∣∣∣∣∫ t
0
((ΦK − Φn) ∗ ∂tu, ∂t(u− un))
∣∣∣∣ ≤ C (τ2 + ∫ t
0
‖∂tu− vn‖2
)
as ‖∂tu‖ ≤ C. Further∣∣∣∣∫ t
0
(Φn ∗ (∂tu− vn) , ∂t(u− un))
∣∣∣∣
≤ C
∫ t
0
‖Φn ∗ (∂tu− vn)‖ ‖∂t(u− un)‖
≤ C
(∫ t
0
‖Φn ∗ (∂tu− vn)‖2 +
∫ t
0
‖∂t(u− un)‖2
)
(3.14)
≤ C
(
τ2 +
∫ t
0
‖Φn ∗ (∂tu− vn)‖2 +
∫ t
0
‖∂tu− vn‖2
)
≤ C
(
τ2 +
∫ t
0
‖∂tu− vn‖2
)
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as |Φn(t)| ≤ C. Using the Lipschitz continuity of f we derive in a standard way∣∣∣∣∫ t
0
(f(u, ∂tu)− f(un, vn), ∂t(u− un))
∣∣∣∣
≤
∫ t
0
‖f(u, ∂tu)− f(un, vn)‖ ‖∂t(u− un)‖
≤ C
∫ t
0
(‖u− un‖+ ‖∂tun − vn‖) ‖∂t(u− un)‖
(3.14)
≤ C
∫ t
0
(‖u− un‖+ ‖∂tun − vn‖) (τ + ‖∂tu− vn‖)
≤ C
(
τ2 +
∫ t
0
‖∂tun − vn‖2
)
.
Summarizing all estimates we arrive at
‖∂tu(t)− vn(t)‖2 + ‖∇u(t)−∇un(t)‖2 ≤ C
(
τ +
∫ t
0
‖∂tun − vn‖2
)
which holds true in [0, T ]. By Gro¨nwall’s argument we conclude
max
t∈[0,T ]
‖∂tu(t)− vn(t)‖2 + max
t∈[0,T ]
‖∇u(t)−∇un(t)‖2 ≤ Cτ.
Clearly
‖u(t)− un(t)‖ ≤
∫ t
0
‖∂tu− ∂tun‖ ≤
∫ t
0
(‖∂tu− vn‖+ ‖vn − ∂tun‖)
(3.13)
≤ C√τ
and by (3.18) we conclude
|ΦK(t)− Φn(t)| ≤ C
√
τ .
3.4 Numerical Experiment
In this section, we support theoretical results from previous sections on a concrete
example, testing the convergence of the computational scheme and error estimates
from Theorem 3.3. Let’s take x ∈ R, x ∈ [0, pi] and T = pi/2. Further, we set
g(x, t) = (1 + 2t− t2) cosx,
u0(x) = sinx,
v0(x) = 2 sinx,
f(x, t, u(x, t), ∂tu(x, t)) = (e
t + 2t− 2) sinx,
m(t) = 2 + 4t− t2.
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Figure 3.1: Convergence rate on the logarithmic scale
One can easily check that the exact solution to (3.1) and (3.2) is u(x, t) = (1+2t−
t2) sinx and K = et. We divide the space interval in 200 equidistant subintervals.
We choose the time step as τ = 2jpi/100, where j = 0,−1,−2,−3. We denote
the left hand side of inequality from Theorem 3.3 as E:
E = max
t∈[0,T ]
|ΦK(t)− Φn(t)|2+ max
t∈[0,T ]
‖∂tu(t)− vn(t)‖2+ max
t∈[0,T ]
‖u(t)− un(t)‖2H1(Ω)
The errors for mentioned τ are depicted in Fig. 3.1, where the errors log2E are
plotted as a function of log2 τ . The linear regression line through all the data
points is given by log2E = 1.9502 log2 τ+5.2155, which indicates the convergence
rate O (τ). This error estimate is better that the theoretical result O (√τ) from
Theorem 3.3. The absolute error for K, i.e. |Ki − K(ti)|, is shown for τ =
2jpi/50, j = −1,−2,−3 in Fig. 3.2.
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Chapter 4
Identification of
time-dependent memory
kernels in hyperbolic
problems
4.1 Introduction
Many physical processes (such as heat conduction, electromagnetic wave propa-
gation, viscoelasticity, . . . ) are described by integro-differential equations. This
has already been observed by Boltzmann and Volterra. There are hundreds of
papers devoted to the study of direct integro-differential problems subject to
various boundary conditions (BCs). Identification of missing memory kernels in
evolutionary partial differential equations (PDEs) represents an interesting topic
in inverse problems (IPs). The complete overview on this topic would be too
long, that is why we mention just a few important (to authors’ opinion) works.
Intensive study of such problems was implemented in 1990’s by Italian and
Russian schools cf. [29, 28, 39, 9, 41, 16, 40, 17, 14, 30, 15]. The paper [29] deals
with a linear hyperbolic equation without a damping term
∂ttu(t) +Au(t) + (K ∗Au(x))(t) = f(t) (4.1)
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where A is an abstract linear elliptic operator and (K∗w)(t) =
∫ t
0
K(t−s)w(s) ds
is the standard time convolution operator. The missing kernel K(t) is recovered
from a point measurement. There is no constructive algorithm for finding a
solution for this IP.
The work [28] deals with identification of convolution kernels in abstract linear
hyperbolic integro-differential settings. Local in time solvability of this IP is
addressed. No constructive algorithm for recovery of missing convolution kernel
is present. The paper [39] studies a one dimensional linear hyperbolic integro-
differential problem. A finite differences numerical scheme with dependent time
and space mesh-steps is presented. The error estimates are derived under high
regularity of solution. The manuscript [9] presents a nice study of properties of
Dirichlet-to-Neumann maps for memory reconstruction for linear settings of the
type
∂ttu(t) +Au(t) + (K ∗Bu(x))(t) = f(t),
where A generates a strongly continuous semigroup in a Banach space X and
B is closed densely-defined operator in Banach space X. The missing K was
recovered from a measurement Φ(u(t)) = g(t), assuming that f ∈ C3([0, T ], X)
and g ∈ C2([0, T ]).
The article [41] studies IPs for identifying memory kernels in linear heat con-
duction and viscoelasticity by the method of least squares with Tikhonov regular-
ization. In [17] a global in time existence and uniqueness result for an IP arising
in the theory of heat conduction for materials with memory has been studied.
The reference [15] derives some local and global in time existence results for the
recovery of memory kernels, but there is no description of constructive algorithms
how to find a solution.
In this paper, we are interested in determining an unknown couple (u,K)
obeying the following hyperbolic problem of second order
∂ttu(x, t)−∆u(x, t)− (K ∗∆u(x))(t) = f(x, t), in Ω× (0, T ),
−∇u(x, t) · ν = g(x, t), on Γ× (0, T ),
∂tu(x, 0) = v0(x), in Ω,
u(x, 0) = u0(x), in Ω,
(4.2)
where T > 0 and f, g, u0, v0 are given real functions. The missing time-convolution
kernel K = K(t) will be recovered from the following integral-type measurement∫
Ω
u(x, t) dx = m(t), t ∈ [0, T ]. (4.3)
The integral type over-determination in inverse problems (IPs) combined with
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evolutionary partial differential equations (PDEs) has been studied in several
papers, e.g. [61, 38, 70] and the references therein.
The ultimate highlight of this paper is to address global solvability of the
IP and to design a simple constructive algorithm for finding the solution (u,K).
This is not achieved by minimization of a cost functional (which is typical for
IPs [23, 65, 37]), but via the time discretization method of lines (or Rothe’s
method) cf. [63, 45]. This technique can be seen as an approximation by discrete
semigroups cf. [73] and it has already been successfully applied to identification of
memory kernels in parabolic problems [7, 20, 21]. The proposed numerical scheme
involves the semi-discretization in time by a backward Euler scheme. We show
the existence of approximations at each time step of the time partitioning and
we derive suitable stability results. The convergence of approximations towards
the exact solution is investigated in suitable function spaces. Let us note that
our considerations will remain valid also for a more general form as Au(x, t) =
∇ · (−γ(x)∇u(x, t)) subject to appropriate properties of γ.
Multiplication of the governing PDE from (4.2) by ϕ ∈ H1(Ω), integration
over Ω and making use of Green’s first identity give
(∂ttu, ϕ) + (∇u,∇ϕ) + (g, ϕ)Γ + (K ∗ ∇u,∇ϕ) + (K ∗ g, ϕ)Γ = (f, ϕ) . (P)
Setting ϕ = 1 in (P) and involving the measurement (4.3) we obtain
m′′ + (g, 1)Γ + (K ∗ g, 1)Γ = (f, 1) . (MP)
The relations (P) and (MP) represent the variational formulation of (4.2) and
(4.3).
4.2 Uniqueness and existence of a solution
We start with a proof of uniqueness for a solution to (P), (MP).
Theorem 4.1. Assume m ∈ C2([0, T ]), ∂tg ∈ C
(
[0, T ], L2(Γ)
)
, u0, v0 ∈ L2(Ω),
(g(0), 1)Γ 6= 0, f ∈ C
(
[0, T ], L2(Ω)
)
. There exists at most one solution (u,K)
to (P), (MP) obeying u ∈ C ([0, T ], L2(Ω)) ∩ L∞ ((0, T ), H1(Ω)) with ∂tu ∈
C
(
[0, T ], L2(Ω)
) ∩ L∞ ((0, T ), H1(Ω)), utt ∈ L∞ ((0, T ), L2(Ω)), K ∈ C([0, T ]),
K ′ ∈ L∞((0, T )).
Proof. Let (u1,K1) and (u2,K2) be solutions to (P) and (MP). We set u = u1−u2
and K = K1−K2. We subtract the corresponding (MP)’s (for K1 and K2) from
each other to get
K ∗ (g, 1)Γ = 0.
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Differentiation in time gives
K ∗ (∂tg, 1)Γ +K (g(0), 1)Γ = 0.
An application of the Gro¨nwall lemma ([1]) implies that K(t) = 0 in [0, T ], i.e.
K1 = K2.
Now, we subtract the corresponding (P)’s for both solutions from each other.
Taking into account the fact that K1 = K2 we find
(∂ttu, ϕ) + (∇u,∇ϕ) + (K1 ∗ ∇u,∇ϕ) = 0.
Setting ϕ = ∂tu we obtain after integration in time that
1
2 ‖∂tu(t)‖2 + 12 ‖∇u(t)‖2 +
∫ t
0
(K1 ∗ ∇u,∇∂tu) = 0.
The last term integrated by parts yields∫ t
0
(K1 ∗ ∇u,∇∂tu) = (K1 ∗ ∇u,∇u)−
∫ t
0
(∂t (K1 ∗ ∇u) ,∇u)
= (K1 ∗ ∇u,∇u)−
∫ t
0
(K ′1 ∗ ∇u+K1(0)∇u,∇u) .
Applying the Cauchy and Young inequalities we easily deduce that∣∣∣∣∫ t
0
(K1 ∗ ∇u,∇∂tu)
∣∣∣∣ ≤ C ‖∇u(t)‖ ∫ t
0
‖∇u‖+ C
∫ t
0
‖∇u‖2
≤ ε ‖∇u(t)‖2 + Cε
∫ t
0
‖∇u‖2 .
Fixing a sufficiently small ε > 0, we arrive at
‖∂tu(t)‖2 + ‖∇u(t)‖2 ≤ C
∫ t
0
‖∇u‖2 .
Gro¨nwall’s argument implies that ‖∂tu(t)‖2 +‖∇u(t)‖2 = 0 in [0, T ], i.e. u1 = u2
a.e. in Ω× (0, T ).
4.2.1 Time discretization
Using s simple discretization in time (backward Euler) a time-dependent problem
is approximated by a sequence of elliptic problems, which have to be solved with
increasing ti. Solution of these steady-state settings approximate the transient
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solution at the points of the time partitioning. The advantage of Rothe’s method
is twofold: next to the existence and possible uniqueness of a solution to the
original problem, also a numerical algorithm is contained in this approach. For
brevity, we consider an equidistant time-partitioning of the time frame [0, T ] into
n ∈ N equidistant subintervals (ti−1, ti) for ti = iτ , where τ = Tn . We introduce
the following notation
zi = z(ti), δzi =
zi − zi−1
τ
for any function z.
We consider the following system with unknowns (ui,Ki) for i = 1, . . . , n:(
δ2ui, ϕ
)
+ (∇ui,∇ϕ) + (gi, ϕ)Γ +
(
i∑
k=1
Kk∇ui−kτ,∇ϕ
)
+
(
i∑
k=1
Kkgi−kτ, ϕ
)
Γ
= (fi, ϕ)
(DPi)
and
m′′i + (gi, 1)Γ +
i∑
k=1
Kk (gi−k, 1)Γ τ = (fi, 1), (DMPi)
where δu0 := v0. Note that this system is linear and decoupled. For a given
i ∈ {1, . . . , n}, we solve (DMPi) and then (DPi). Further we increase i to i+ 1.
First, we put down some useful identities, which will be used during the proofs.
Let {zi}∞i=0 and {wi}∞i=0 be sequences of real numbers. Besides Abel’s summation
(3.7), summation by parts (3.8) and Necˇas inequality (3.9) we will use following
simple identities
δ
(
i∑
k=1
wkzi−kτ
)
= wiz0 +
i−1∑
k=1
wkδzi−kτ (4.4)
and
δ
(
i∑
k=1
wkzi−kτ
)
= w0zi−1 +
i−1∑
k=0
zkδwi−kτ. (4.5)
The first lemma addresses the solvability of (DMPi) and (DPi).
Lemma 4.1. Let f : Rd+1 → R be bounded, i.e. |f | ≤ C.
(i) If m ∈ C2([0, T ]), g ∈ C ([0, T ], L2(Γ)), u0, v0 ∈ L2(Ω), (g0, 1)Γ 6= 0, then
for any i ∈ {1, . . . , n} there exist Ki ∈ R and ui ∈ H1(Ω) obeying (DMPi)
and (DPi).
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(ii) If m ∈ C3([0, T ]), ∂tg ∈ C
(
[0, T ], L2(Γ)
)
, u0, v0 ∈ L2(Ω), (g0, 1)Γ 6= 0,
∂tf ∈ C
(
[0, T ], L2(Ω)
)
and (MP) is satisfied at t = 0, then there exists
C > 0 such that for i ∈ {1, . . . , n} we have
max
1≤i≤n
|Ki| ≤ C.
(iii) If m ∈ C4([0, T ]), ∂ttg ∈ C
(
[0, T ], L2(Γ)
)
, u0, v0 ∈ L2(Ω), (g0, 1)Γ 6= 0,
∂ttf ∈ C
(
[0, T ], L2(Ω)
)
and (MP) is satisfied at t = 0, then there exists
C > 0 such that for i ∈ {1, . . . , n} we have
max
1≤i≤n
|δKi| ≤ C.
Proof. (i) The following recursive deduction for i = 1, . . . , n holds true
1. Let ui−1, δui−1 ∈ L2(Ω) and K1, . . . ,Ki−1 be given. Then (DMPi) implies
the existence of Ki ∈ R such that
Ki (g0, 1)Γ τ = (fi, 1)−m′′i − (gi, 1)Γ −
(
i−1∑
k=1
Kkgi−kτ, 1
)
Γ
. (4.6)
2. The existence and uniqueness of ui ∈ H1(Ω) follows from (DPi) by the
Lax-Milgram lemma.
(ii) Taking the difference of (DMPi) for i ≥ 2 and using (4.4) we may write
δm′′i + (δgi, 1)Γ +Ki (g0, 1)Γ +
i−1∑
k=1
Kk (δgi−k, 1)Γ τ = (δfi, 1) . (4.7)
Relation (MP) for t = 0 gives
m′′0 + (g0, 1)Γ = (f0, 1) .
Subtracting this from (DMPi) for i = 1 we have
δm′′1 + (δg1, 1)Γ +K1 (g0, 1)Γ = (δf1, 1) .
¿From this we conclude that the relation (4.7) is valid for any i ≥ 1, tacitly
assuming that a sum vanishes if the upper summation bound for the running
index is lower than the bottom bound. Taking into account the assumptions on
data we get
|Ki| ≤ C
(
1 +
i−1∑
k=1
|Kk| τ
)
, ∀i = 1, . . . , n.
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An application of the discrete Gro¨nwall lemma ([1]) gives the uniform bound of
|Ki|.
(iii) We differentiate (MP) in time to get for t = 0
m′′′0 + (∂tg0, 1)Γ +K0 (g0, 1)Γ = (∂tf0, 1) ,
which serves as the definition for K0. Now, setting δm
′′
0 := m
′′′
0 , δg0 := ∂tg0 and
δf0 := ∂tf0 we subtract the last identity from (4.7) for i = 1 and we get
δ2m′′1 +
(
δ2g1, 1
)
Γ
+ δK1 (g0, 1)Γ = (δ
2f1, 1).
¿From this we readily deduce that
|δK1| ≤ C.
Taking the difference of (4.7) we obtain for i ≥ 2 that
δ2m′′i +(δ
2gi, 1)Γ+δKi (g0, 1)Γ+Ki−1 (δg1, 1)Γ+
i−2∑
k=1
Kk
(
δ2gi−k, 1
)
Γ
τ =
(
δ2fi, 1
)
.
Using the assumptions on data we easily arrive at
|δKi| ≤ C for i ≥ 2.
Now, we derive basic energy estimates for ui.
Lemma 4.2. Let the conditions of Lemma 4.1 (iii) be satisfied. Moreover
assume that u0 ∈ H1(Ω). Then there exist C > 0 and τ0 > 0 such that
max
1≤j≤n
‖δuj‖2 + max
1≤j≤n
‖∇uj‖2 +
n∑
i=1
‖δui − δui−1‖2 +
n∑
i=1
‖∇ui −∇ui−1‖2 ≤ C
holds true for any 0 < τ < τ0.
Proof. We set ϕ = δuiτ in (DPi) and sum the result for i = 1, . . . , j we get
j∑
i=1
(
δ2ui, δui
)
τ +
j∑
i=1
(∇ui,∇δui) τ +
j∑
i=1
(gi, δui)Γ τ
+
j∑
i=1
(
i∑
k=1
Kk∇ui−kτ,∇δui
)
τ +
j∑
i=1
(
i∑
k=1
Kkgi−kτ, δui
)
Γ
τ
=
j∑
i=1
(fi, δui) τ.
(4.8)
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Abel’s summation (3.7) can be applied to the first two terms on the LHS (left-
hand-side) of (4.8) to have
2
j∑
i=1
(
δ2ui, δui
)
τ = ‖δuj‖2 − ‖δu0‖2 +
j∑
i=1
‖δui − δui−1‖2
and
2
j∑
i=1
(∇ui,∇δui) τ = ‖∇uj‖2 − ‖∇u0‖2 +
j∑
i=1
‖∇ui −∇ui−1‖2 .
We apply (3.8), the Cauchy and Young inequalities, followed by the trace theorem
to estimate the third term of (4.8)∣∣∣∣∣
j∑
i=1
(gi, δui)Γτ
∣∣∣∣∣ =
∣∣∣∣∣(gj , uj)Γ − (g0, u0)Γ −
j∑
i=1
(δgi, ui−1)Γ τ
∣∣∣∣∣
≤ ‖gj‖Γ ‖uj‖Γ + ‖g0‖Γ ‖u0‖Γ +
j∑
i=1
‖δgi‖Γ ‖ui−1‖Γ τ
≤ ε ‖uj‖2Γ + Cε + Cε
j∑
i=1
‖ui−1‖2Γ τ
≤ ε ‖uj‖2H1(Ω) + Cε + Cε
j∑
i=1
‖ui−1‖2H1(Ω) τ
≤ ε ‖∇uj‖2 + Cε
(
1 +
j∑
i=1
‖∇ui‖2 τ +
j∑
i=1
‖δui‖2 τ
)
.
For the fourth term in (4.8) we successively deduce that∣∣∣∣∣
j∑
i=1
(
i∑
k=1
Kk∇ui−kτ,∇δui
)
τ
∣∣∣∣∣
(3.8)
=
∣∣∣∣∣
(
j∑
k=1
Kk∇uj−kτ,∇uj
)
−
j∑
i=1
(
δ
i∑
k=1
Kk∇ui−kτ,∇ui−1
)
τ
∣∣∣∣∣
(4.5)
=
∣∣∣∣∣
(
j∑
k=1
Kk∇uj−kτ,∇uj
)
−
j∑
i=1
(
K0∇ui−1 +
i−1∑
k=0
δKi−k∇ukτ,∇ui−1
)
τ
∣∣∣∣∣
≤ C
(
j∑
k=1
‖∇uj−k‖ τ ‖∇uj‖+
j∑
i=1
‖∇ui−1‖2 τ +
j∑
i=1
‖∇ui−1‖
i−1∑
k=0
‖∇uk‖ τ2
)
≤ ε ‖∇uj‖2 + Cε + Cε
j−1∑
i=1
‖∇ui‖2 τ.
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In a similar way we may write∣∣∣∣∣
j∑
i=1
(
i∑
k=1
Kkgi−kτ, δui
)
Γ
τ
∣∣∣∣∣
(3.8)
=
∣∣∣∣∣
(
j∑
k=1
Kkgj−kτ, uj
)
Γ
−
j∑
i=1
(
δ
i∑
k=1
Kkgi−kτ, ui−1
)
Γ
τ
∣∣∣∣∣
(4.5)
=
∣∣∣∣∣
(
j∑
k=1
Kkgj−kτ, uj
)
Γ
−
j∑
i=1
(
K0gi−1 +
i−1∑
k=0
δKi−kgkτ, ui−1
)
Γ
τ
∣∣∣∣∣
≤ C
(
‖uj‖Γ +
j∑
i=1
‖ui−1‖Γ τ
)
≤ C
(
1 + ‖uj‖2Γ +
j−1∑
i=1
‖ui‖2Γ τ
)
(3.9)
≤ ε ‖∇uj‖2 + Cε ‖uj‖2 + Cε + Cε
j−1∑
i=1
[
‖∇ui‖2 + ‖ui‖2
]
τ
≤ ε ‖∇uj‖2 + Cε + Cε
j−1∑
i=1
[
‖∇ui‖2 + ‖δui‖2
]
τ.
The RHS (right-hand-side) of (4.8) can be estimated by the Cauchy inequality
as follows ∣∣∣∣∣
j∑
i=1
(fi, δui) τ
∣∣∣∣∣ ≤
j∑
i=1
‖fi‖ ‖δui‖ τ ≤ C + C
j∑
i=1
‖δui‖2 τ.
Putting things together we arrive at
‖δuj‖2 + (1− ε) ‖∇uj‖2 +
j∑
i=1
‖δui − δui−1‖2 +
j∑
i=1
‖∇ui −∇ui−1‖2
≤ Cε + Cε
j∑
i=1
[
‖∇ui‖2 + ‖δui‖2
]
τ.
Fixing a sufficiently small ε > 0 we see that
‖δuj‖2 + ‖∇uj‖2 +
j∑
i=1
‖δui − δui−1‖2 +
j∑
i=1
‖∇ui −∇ui−1‖2
≤ C + C
j−1∑
i=1
[
‖∇ui‖2 + ‖δui‖2
]
τ
holds true for any τ < τ0. Gro¨nwall’s argument implies the desired result.
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Adopting stronger assumptions on data we are able to present the following
lemma.
Lemma 4.3. Assume f : Rd+1 → R be bounded, i.e. |f | ≤ C. Let m ∈
C4([0, T ]), ∂ttg ∈ C
(
[0, T ], L2(Γ)
)
, u0 ∈ H2(Ω), v0 ∈ H1(Ω), (g0, 1)Γ 6= 0,
∂ttf ∈ C
(
[0, T ], L2(Ω)
)
. Then there exist C > 0 and τ0 > 0 such that
max
1≤j≤n
∥∥δ2uj∥∥2 + max
1≤j≤n
‖∇δuj‖2 +
n∑
i=1
∥∥δ2ui − δ2ui−1∥∥2
+
n∑
i=1
‖∇δui −∇δui−1‖2 ≤ C
holds true for any 0 < τ < τ0.
Proof. Taking the difference of (DPi) and using (4.4) we obtain for i ≥ 2 that(
δ3ui, ϕ
)
+ (∇δui,∇ϕ) + (δgi, ϕ)Γ + (Ki∇u0,∇ϕ)
+
(
i−1∑
k=1
Kk∇δui−kτ,∇ϕ
)
+ (Kig0, ϕ)Γ
+
(
i−1∑
k=1
Kkδgi−kτ, ϕ
)
Γ
= (δfi, ϕ)
(4.9)
The assumption u0 ∈ H2(Ω) allows us to set
δ2u0 := ∂ttu(0) := f(0) + ∆u0.
This ensures that (P) is satisfied for t = 0 and also (MP) holds true at t = 0. We
have (
δ2u0, ϕ
)
+ (∇u0,∇ϕ) + (g0, ϕ)Γ = (f0, ϕ) .
We subtract this from (DPi) for i = 1 to find(
δ3u1, ϕ
)
+ (∇δu1,∇ϕ) + (δg1, ϕ)Γ + (K1∇u0,∇ϕ) + (K1g0, ϕ)Γ = (δf1, ϕ) .
Thus we see that the relation (4.9) is valid for any i ≥ 1.
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Now, we set ϕ = δ2uiτ in (4.9) and we sum it up for i = 1, . . . , j to get
j∑
i=1
(
δ3ui, δ
2ui
)
τ +
j∑
i=1
(∇δui,∇δ2ui) τ + j∑
i=1
(
δgi, δ
2ui
)
Γ
τ
+
j∑
i=1
(
Ki∇u0,∇δ2ui
)
τ +
j∑
i=1
(
i−1∑
k=1
Kk∇δui−kτ,∇δ2ui
)
τ
+
j∑
i=1
(
Kig0, δ
2ui
)
Γ
τ +
j∑
i=1
(
i−1∑
k=1
Kkδgi−kτ, δ2ui
)
Γ
τ
=
j∑
i=1
(
δfi, δ
2ui
)
τ.
(4.10)
We would like to point out the similarity between (4.10) and (4.8). Therefore
we can handle majority of the terms in (4.10) in an analogous way as the corre-
sponding items in (4.8). Hence we may write
2
j∑
i=1
(
δ3ui, δ
2ui
)
τ =
∥∥δ2uj∥∥2 − ∥∥δ2u0∥∥2 + j∑
i=1
∥∥δ2ui − δ2ui−1∥∥2 ,
2
j∑
i=1
(∇δui,∇δ2ui) τ = ‖∇δuj‖2 − ‖∇δu0‖2 + j∑
i=1
‖∇δui −∇δui−1‖2 ,∣∣∣∣∣
j∑
i=1
(δgi, δ
2ui)Γτ
∣∣∣∣∣ ≤ ε ‖∇δuj‖2 + Cε
(
1 +
j∑
i=1
‖∇δui‖2 τ +
j∑
i=1
∥∥δ2ui∥∥2 τ) ,∣∣∣∣∣
j∑
i=1
(
i∑
k=1
Kk∇δui−kτ,∇δ2ui
)
τ
∣∣∣∣∣ ≤ ε ‖∇δuj‖2 + Cε + Cε
j−1∑
i=1
‖∇δui‖2 τ,∣∣∣∣∣
j∑
i=1
(
i∑
k=1
Kkδgi−kτ, δ2ui
)
Γ
τ
∣∣∣∣∣
≤ ε ‖∇δuj‖2 + Cε + Cε
j−1∑
i=1
[
‖∇δui‖2 +
∥∥δ2ui∥∥2] τ
and ∣∣∣∣∣
j∑
i=1
(
δfi, δ
2ui
)
τ
∣∣∣∣∣ ≤
j∑
i=1
‖δfi‖
∥∥δ2ui∥∥ τ ≤ C + C j∑
i=1
∥∥δ2ui∥∥2 τ.
For the remaining terms in (4.10) we deduce that∣∣∣∣∣
j∑
i=1
(
Ki∇u0,∇δ2ui
)
τ
∣∣∣∣∣
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(3.8)
=
∣∣∣∣∣(Kj∇u0,∇δuj)− (K0∇u0,∇δu0)−
j∑
i=1
(δKi∇u0,∇δui−1) τ
∣∣∣∣∣
≤ ε ‖∇δuj‖2 + Cε + Cε
j−1∑
i=1
‖∇δui‖2 τ
and∣∣∣∣∣
j∑
i=1
(
Kig0, δ
2ui
)
Γ
τ
∣∣∣∣∣ (3.8)=
∣∣∣∣∣(Kjg0, δuj)Γ − (K0g0, δu0)Γ −
j∑
i=1
(δKig0, δui−1)Γ τ
∣∣∣∣∣
≤ ε ‖δuj‖2Γ + Cε + Cε
j−1∑
i=1
‖δui‖2Γ τ
≤ ε ‖∇δuj‖2 + Cε + Cε
j−1∑
i=1
‖∇δui‖2 τ.
Collecting all estimates, we arrive at
∥∥δ2uj∥∥2 + (1− ε) ‖∇δuj‖2 + j∑
i=1
∥∥δ2ui − δ2ui−1∥∥2 + j∑
i=1
‖∇δui −∇δui−1‖2
≤ Cε + Cε
j∑
i=1
[
‖∇δui‖2 +
∥∥δ2ui∥∥2] τ.
Fixing a sufficiently small ε > 0, we see that
∥∥δ2uj∥∥2 + ‖∇δuj‖2 + j∑
i=1
∥∥δ2ui − δ2ui−1∥∥2 + j∑
i=1
‖∇δui −∇δui−1‖2
≤ C + C
j∑
i=1
[
‖∇δui‖2 +
∥∥δ2ui∥∥2] τ
holds true for any τ < τ0. Gro¨nwall’s argument concludes the proof.
First, we introduce the following piecewise linear functions in time
un : [0, T ]→ L2(Ω) : t 7→
{
u0 t = 0
ui−1 + (t− ti−1)δui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n,
vn : [0, T ]→ L2(Ω) : t 7→
{
v0 t = 0
δui−1 + (t− ti−1)δ2ui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n,
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and step functions
un : [0, T ]→ L2(Ω) : t 7→
{
u0 t = 0
ui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n,
vn : [0, T ]→ L2(Ω) : t 7→
{
v0 t = 0
δui t ∈ (ti−1, ti]
, 1 ≤ i ≤ n.
Analogous definitions hold true for fn, Kn, Kn, gn, mn, m
′
n and m′′n. We would
like to point out that these prolongations are sometimes called Rothe’s (piecewise
linear and continuous, or piecewise constant) functions. Using new notations one
can rewrite (DPi) and (DMPi) on the whole time interval as1
(∂tvn, ϕ) + (∇un,∇ϕ) + (gn, ϕ)Γ +
btcτ∑
k=1
Kn(tk)∇un(t− tk)τ,∇ϕ

+
btcτ∑
k=1
Kn(tk)gn(t− tk)τ, ϕ

Γ
=
(
fn, ϕ
)
.
(DP)
and
m′′n + (gn, 1)Γ +
btcτ∑
k=1
Kn(tk)(gn(t− tk), 1)Γτ =
(
fn, 1
)
. (DMP)
Our next aim is to prove convergence of approximations towards the exact
solution.
Theorem 4.2. Assume f : Rd+1 → R be bounded, i.e. |f | ≤ C. Let m ∈
C4([0, T ]), ∂ttg ∈ C
(
[0, T ], L2(Γ)
)
, u0 ∈ H2(Ω), v0 ∈ H1(Ω), (g0, 1)Γ 6= 0,
∂ttf ∈ C
(
[0, T ], L2(Ω)
)
. Then there exists a solution (u, h) to (P), (MP) obey-
ing u ∈ C ([0, T ], L2(Ω)) ∩ L∞ ((0, T ), H1(Ω)) with ∂tu ∈ C ([0, T ], L2(Ω)) ∩
L∞
(
(0, T ), H1(Ω)
)
, utt ∈ L∞
(
(0, T ), L2(Ω)
)
, K ∈ C([0, T ]), K ′ ∈ L∞((0, T )).
Proof. Based on Lemma 4.2 we have ‖un‖H1(Ω)+‖∂tun‖ ≤ C. Using the compact
embedding H1(Ω) ↪→↪→ L2(Ω) we may invoke [45, Lemma 1.3.13] to claim the ex-
istence of u ∈ C ([0, T ], L2(Ω))∩L∞ ((0, T ), H1(Ω)) with ut ∈ L∞ ((0, T ), L2(Ω))
1btcτ = i when t ∈ (ti−1, ti]
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and a subsequence of un (denoted by the same symbol again) such that
un → u, in C
(
[0, T ], L2(Ω)
)
,
un(t) ⇀ u(t), in H
1(Ω), ∀t ∈ [0, T ],
un(t) ⇀ u(t), in H
1(Ω), ∀t ∈ [0, T ],
∂tun ⇀ ∂tu, in L
2
(
(0, T ), L2(Ω)
)
.
The function u : [0, T ]→ L2(Ω) is Lipschitz continuous, which follows from
‖un(t)− un(t′)‖ =
∥∥∥∥∥
∫ t′
t
∂tun
∥∥∥∥∥ ≤ C |t− t′|
when passing to the limit for n→∞. It holds
‖un(t)− un(t)‖+ ‖un(t)− un(t− τ)‖ ≤ Cτ. (4.11)
The functions Kn and K
′
n are uniformly bounded in [0, T ]. By the Arzela`
Ascoli theorem we get Kn → K in C([0, T ]) (for a subsequence of Kn) and
|K(t)−K(s)| = lim
n→∞ |Kn(t)−Kn(s)| = limn→∞
∣∣∣∣∫ t
s
K ′n
∣∣∣∣ ≤ limn→∞
∫ t
s
|K ′n| ≤ C |t− s| .
Using Lemmas 4.2 and 4.3 we see that ‖vn‖H1(Ω) + ‖∂tvn‖ ≤ C. Thus the situ-
ation for vn is similar to un. According to the compact embedding H
1(Ω) ↪→↪→
L2(Ω) we apply [45, Lemma 1.3.13] to get the existence of v ∈ C ([0, T ], L2(Ω))∩
L∞
(
(0, T ), H1(Ω)
)
with vt ∈ L∞
(
(0, T ), L2(Ω)
)
for which (for a subsequence)
vn → v, in C
(
[0, T ], L2(Ω)
)
,
vn(t) ⇀ v(t), in H
1(Ω), ∀t ∈ [0, T ],
vn(t) ⇀ v(t), in H
1(Ω), ∀t ∈ [0, T ],
∂tvn ⇀ ∂tv, in L
2
(
(0, T ), L2(Ω)
)
.
Moreover, the function v : [0, T ] → L2(Ω) is Lipschitz continuous, which can be
obtained from
‖vn(t)− vn(t′)‖ =
∥∥∥∥∥
∫ t′
t
∂tvn
∥∥∥∥∥ ≤ C |t− t′|
when passing to the limit for n→∞. Moreover we have
‖vn(t)− vn(t)‖+ ‖vn(t)− vn(t− τ)‖ ≤ Cτ. (4.12)
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The relation between u and v is v = ∂tu, which follows from the following diagram
(un(t), ϕ) − (u0, ϕ) =
∫ t
0
(∂tun, ϕ) =
∫ t
0
(vn, ϕ)
↓ ↓
(u(t), ϕ) − (u0, ϕ) =
∫ t
0
(v, ϕ)
valid for any ϕ ∈ L2(Ω).
Now, let us integrate (DP) in time over (0, η) for any 0 < η < T . We obtain∫ η
0
(∂tvn, ϕ) +
∫ η
0
(∇un,∇ϕ) +
∫ η
0
(gn, ϕ)Γ
+
∫ η
0
btcτ∑
k=1
Kn(tk)∇un(t− tk)τ,∇ϕ
+ ∫ η
0
btcτ∑
k=1
Kn(tk)gn(t− tk)τ, ϕ

Γ
=
∫ η
0
(
fn, ϕ
)
.
Passing to the limit for n→∞ we readily get∫ η
0
(∂ttu, ϕ) +
∫ η
0
(∇u,∇ϕ) +
∫ η
0
(g, ϕ)Γ +
∫ η
0
(K ∗ ∇u,∇ϕ)
+
∫ η
0
(K ∗ g, ϕ)Γ =
∫ η
0
(f, ϕ) .
Differentiation in time leads to (P).
Finally, taking the limit for n→∞ in (DMP) we arrive easily at (MP).
Convergence from Theorem 4.2 is valid for subsequences. But due to the
uniqueness of a solution (cf. Theorem 4.1) we get the convergence of the whole
sequence (un,Kn) towards the exact solution (u,K).
4.3 Numerical experiment
In this section we want to support the theoretical results from the previous section
on one numerical example and to (numerically) predict error estimates of the
scheme. We consider x ∈ R, x ∈ [0, pi] and t ∈ [0, pi/2], T = pi/2 . Let’s take the
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Figure 4.1: Error ‖ue − uN‖ in C
(
[0, T ], L2(Ω)
)
norm for different values of τ
following data:
g(x, t) = (1 + 2t− t2) sinx,
u0(x) = sinx,
v0(x) = 2 sinx,
f(x, t, u(x, t), ∂tu(x, t)) = (2t− 2 + et) sinx,
m(t) = 2 + 4t− 2t2.
One can easily check that the exact solution of (4.2) and (4.3) is u(x, t) = (1 +
2t − t2) sinx and K(t) = et. We divide the space interval into 200 equidistant
sub-intervals and we choose the time step as τ = 2jpi/100 where j = −1,−2,−3.
On Figure 4.1 we observe the error ‖ue − uN‖ between the numerical solution
eN and the exact solution ue in the norm C
(
[0, T ], L2(Ω)
)
for earlier mentioned
choices of τ . We can see the linear dependence between time step τ and the error.
Similarly, on Figure 4.2 we can see the absolute error |Ki −K(ti)| between the
numerical solution Ki and the exact solution K(ti) in linear dependence to the
time step τ . Based on these results we see that errors are estimated by O (τ).
Both Figures 4.1 and 4.2 also support the convergence of our numerical
scheme.
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Figure 4.2: Absolute error |Ki −K(ti)| for different values of τ
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Chapter 5
Conclusions and future
research
We end this thesis with a discussion on the work that was performed. The main
contributions are summarized and we give some perspectives for future research.
Integro-differential settings arise in many physical situations where the current
status of the state variable depends not only on the present time but also on its
history. Under the analytical point of view, this corresponds to model problems
represented by integro-differential equations which exhibit a kernel non-local in
time.
This thesis examined three hyperbolic integro-differential problems. In all
of them the well-posedness was proved, moreover a numerical algorithm was
designed and showcased on an illustrative example.
Chapter 2 dealt with a nonlinear hyperbolic integro-differential setting of
second order with an unknown space source. This source was recovered from
an additional final-time measurement. The existence was proved by means of
the monotonicity of the problem. The numerical algorithm of Landweber-type
was introduced in a linear situation. This scheme was illustrated on a numerical
example with noisy data. Despite the fact that convergence of the algorithm was
proved only for a linear case, it was tested also on a nonlinear example with a
positive result.
In Chapter 3, a semilinear hyperbolic integro-differential problem of second or-
der with an unknown time-convolution kernel was considered. The well-posedness
of a weak solution for the IP was proved. The missing integral kernel was re-
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covered from an additional space-integral measurement. A numerical algorithm
based on Rothe’s method was established, convergence of approximations towards
the exact solution was demonstrated and the error estimates were derived. The
IP was reformulated as a direct system of two equations. Please note that the
suggested algorithm involved time derivatives of measurements, thus the IP was
moderately ill-posed.
Chapter 4 dealt with a linear hyperbolic integro-differential problem of second
order with an unknown time-convolution kernel. The missing integral kernel was
reconstructed from an additional space-integral measurement. The inverse prob-
lem under consideration was reformulated as a direct one. A numerical scheme
based on backward Euler method was presented, convergence of approximations
towards the exact solution was demonstrated.
We would like to point out that this solution technique can be easily adapted
to the following class of nonlinear problems
∂ttu(x, t)−∆u(x, t) + (K ∗∆u(x))(t) = F (x, t, u), in Ω× (0, T ),
−∇u(x, t) · ν = g(x, t), on Γ× (0, T ),
∂tu(x, 0) = v0(x), in Ω,
u(x, 0) = u0(x), in Ω,
(5.1)
where F (x, t, u) =
∫ t
0
f(x, y, u(x, y)) dy assuming that |f(·)| ≤ C uniformly to
all arguments. One can establish the same a priori estimates for iterates and
prove the convergence of approximations.
Perspectives for future work
In Chapter 3 and 4 the problem is moderately ill-posed. A natural question
arises how to deal with noisy data? In such a case we suggest to regularize the
measurements first and then to apply the suggested scheme. Still, it could be
interesting to look closer on how exactly the data should be regularized,
which opens a possibility for future work.
Chapters 3 and 4 presented an interesting technique for reconstruction of an
unknown solely time-dependent convolution kernel. This function was recovered
from a global measurement in space. In both cases the governing PDE was
accompanied by a Neumann BC. Several new research topics naturally arise from
this work: how to deal with different BCs and local measurements? The
presence of a global measurement in combination with a Neumann BC was crucial
in the studied approach. This opened a way for obtaining estimates for the
convolution kernel. It could be interesting to find a way to circumvent this
restriction.
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Some physical models contain hereditary effects described in terms of a non-
linear convolution. Applications can be found in chiral media [80], metamaterials
[35, 34] or polarized media [88]. The authors of [4] have considered a nonlinear
memory effect for polarization P of the type
P (t) = (g ∗ [E + f(E)]) (t).
The formulation from [4] can be interpreted as a generalization of the Debye or
Lorentz polarization models in the sense that the polarization dynamics is driven
by a nonlinear function of the electric field. Another interesting direction for
future research would be to look for a way to recover the missing kernel in
problems with nonlinear convolutions.
90 Conclusions and future research
Appendices
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Appendix A
Inequalities
Ho¨lder’s inequality. Suppose n ∈ N, 1 < p, q < ∞, 1p + 1q = 1. If u, v are
integrable functions on Ω ⊂ Rn, then∫
Ω
|u(x)v(x)|dx ≤
(∫
Ω
|u(x)|pdx
) 1
p
(∫
Ω
|v(x)|qdx
) 1
q
.
Cauchy-Schwarz inequality. The Cauchy-Schwarz inequality is special case
of Ho¨lder’s inequality where p = q = 2.
Young’s inequality. Let 1 < p, q <∞, 1p + 1q = 1, a, b > 0. Then
ab ≤ a
p
p
+
bq
q
.
Young’s inequality with ε. Let 1 < p, q <∞, 1p + 1q = 1, a, b > 0. Then
ab ≤ εap + C(ε)bq,
where C(ε) =
(εp)−q/p
q
.
Gro¨nwall’s inequality [1]. Let u(t), a(t) and b(t) be continuous functions in
I = [α, β], let b(t) be nonnegative in I and let the function a(t) be nondecreasing
in I. Suppose
u(t) ≤ a(t) +
∫ t
α
b(s)u(s)ds, t ∈ I.
Then
u(t) ≤ a(t)e
∫ t
α
b(s)ds, t ∈ I.
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Discrete Gro¨nwall’s inequality. Let {an} and {bn} be sequences of real
nonnegative numbers and q > 0. If
an ≤ bn +
n−1∑
i=1
qai, ∀n ∈ N,
then
an ≤ bn + enq
n−1∑
i=1
qbi, ∀n ∈ N.
Necˇas inequality. Let Γ be a Lipschitz continuous boundary of Ω. Then
∀u ∈ H1(Ω), 0 < ε < ε0 holds
‖u‖2Γ ≤ ε‖∇u‖2 + C(ε)‖u‖2.
Note: The general form with the proof can be found in Theorem 7.6 in [2], first
used by Necˇas in [58].
Triangle inequality. Let a, b ∈ X, where X is a vector space. Then
‖a+ b‖X ≤ ‖a‖X + ‖b‖X .
Appendix B
Functional Analysis
In this section basic notions and statements are introduced. It is meant rather
as an overview of needed knowledge for easier understanding of this thesis, than
a section handling properly with this topic. Therefore we omit the proofs of
theorems or lemmas and, when listing properties, it might happen that not all of
them are listed. More information can be found in books dedicated to this topic,
e.g. in [13, 49, 53, 68, 87].
Definition B.1 (Normed vector space). Vector space X over R (or C) is normed
if there exists mapping ‖ · ‖X : X → R+ such that1
1. ‖x‖X = 0 if and only if x = 0,
2. ‖x+ y‖X ≤ ‖x‖X + ‖y‖X , also called the triangle inequality,
3. ‖cx‖X = |c|‖x‖X ,
where x, y ∈ X and c ∈ R (or in C). Such a mapping ‖ · ‖X is called a norm on
the space X.
It is possible to define a metric on normed space X in the form d(x, y) = ‖x−
y‖X , thus the normed space is also a metric space. This allows to use properties
as open and closed set, closure and continuous operators also on normed spaces.
Definition B.2. A set M is dense in the vector space X if M = X.
1with R+ are meant non-negative real numbers, thus 0 ∈ R+
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Definition B.3. A vector space X is separable if it contains a finite or countably
infinite subset which is dense in X.
Definition B.4 (Cauchy sequence). In a metric space X with metric d a se-
quence {xn}∞n=0, xn ∈ X is a Cauchy sequence if for each ε > 0 there exists an
integer N(ε) ≥ 0 such that d(xm, xn) < ε for all m,n ≥ N(ε).
Definition B.5 (Complete space). A metric space X is complete if every Cauchy
sequence {xn}∞n=0, xn ∈ X converges in X.
Definition B.6 (Banach space). A Banach space is a complete normed space.
Definition B.7 (The space L(X,Y )). Let X and Y be normed linear spaces.
The space of all linear bounded operators from X into Y is a linear space, which
is denoted by L(X,Y ), when equipped with the following addition and scalar mul-
tiplication
(A1 +A2)(x) = A1(x) +A2(x),
(αA1)(x) = αA1(x),
for all A1, A2 : X → Y , x ∈ X and α ∈ R. The norm of the operator A ∈ L(X,Y )
is defined as follows
‖A‖L(X,Y ) = sup
‖x‖X≤1
‖Ax‖Y = sup
‖x‖X=1
‖Ax‖Y = sup
x6=0
‖Ax‖Y
‖x‖X ,
where x ∈ D(A).
Definition B.8 (Dual space). Let X be a normed vector space. The space X∗ =
L(X,R), i.e. the space of bounded linear functionals from X to R, is called the
dual space of X, or also the dual of X. The norm of X∗ is given by
‖u‖X∗ = sup
x 6=0
|u(x)|
‖x‖X ,
where u ∈ X∗.
The notion u(x), where x ∈ X and u ∈ X∗, can be written as
〈u, x〉 = u(x),
also called as dual pairing.
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Definition B.9 (Reflexive space). Let X be a normed vector space. The mapping
J : X → X∗∗, Jx(x∗) := x∗(x), where x ∈ X and x∗ ∈ X∗, is a linear isometry,
also called the canonical isometry from X into X∗∗.
The normed vector space X is reflexive if the canonical isometry J is surjec-
tive.
Lemma B.1. (i) Let X be a reflexive Banach space. Then every closed sub-
space of X is also reflexive.
(ii) The product of a finite number of reflexive Banach spaces is a reflexive
Banach space.
(iii) Let X and Y be two isomorphic normed linear spaces. Moreover, let X be
a reflexive Banach space. Then Y is also a reflexive Banach space.
(iv) A Banach space X is reflexive iff its dual X∗ is reflexive.
(v) Let X be a separable reflexive Banach space. Then its dual X∗ is separable.
Definition B.10 (Strong convergence). Let X be a normed vector space. A
sequence {xn}∞n=0, xn ∈ X converges strongly to x ∈ X if
lim
n→∞ ‖xn − x‖X = 0.
This is also written as: xn → x as n→∞.
Definition B.11 (Weak convergence). Let X be a normed vector space and X∗
its dual space. A sequence {xn}∞n=0, xn ∈ X converges weakly, if there exists such
x ∈ X that
∀x∗ ∈ X∗ : x∗(xn)→ x∗(x) as n→∞.
The weak convergence can be noted as: xn ⇀ x as n→∞.
There are different definitions for a compact set, we mention here the following
one:
Definition B.12 (Compactness). A subset M of X is compact if any open cov-
ering of M admits a finite subcovering.
Definition B.13 (Relative compactness). Let X be a Banach space. A set
M ⊂ X is called relatively compact if its closure is compact.
Definition B.14 (Uniform equicontinuity). Assume that (K, d) is metric space
and X = C(K), i.e. X is space of continuous function over K. The set M ⊂ X
is uniform equicontinuous if holds
∀ε > 0 ∃δ > 0 ∀u ∈M ∀x, y ∈ K : d(x, y) < δ ⇒ |u(x)− u(y)| < ε.
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Theorem B.1 (Arzela-Ascoli theorem). Assume that (K, d) is a metric space
and X = C(K), i.e. X is the space of continuous functions over K. A set M ⊂ X
is relatively compact if and only if M is bounded and uniform equicontinuous.
The Arzela-Ascoli theorem can be generalized as follows.
Theorem B.2. Let X be a Banach space. Then a set K is relatively compact in
C([0, T ], X) if and only if
(i) K is uniform equicontinuous,
(ii) the set K(t) = {u(t) : u ∈ X} is relatively compact in X for any t ∈ [0, T ].
Definition B.15 (Compact operator). Let X,Y be Banach spaces. A linear
operator A : X → Y is called compact if it maps bounded sets in X on relatively
compact sets in Y .
Theorem B.3 (Weak compactness of reflexive spaces). Let X be a reflexive
Banach space. Then each bounded set in X is weakly compact. This means that
every bounded sequence {xn}∞n=0 ⊂ X contains a weakly convergent subsequence
{xnk}∞k=1 which converges to x ∈ X, i.e.
f(xnk)→ f(x), ∀f ∈ X∗.
Definition B.16 (Embeddings). Let X,Y be Banach spaces and X ⊂ Y . If the
identity operator I : X → Y, x 7→ x is
• continuous, then X is continuously embedded into Y (X ↪→ Y );
• compact, then X is compactly embedded into Y (X ↪→↪→ Y ).
Theorem B.4. Let X be a Banach space and A : X → X a compact operator.
Then the dimension of Ker(A−I) is finite. (I is an identity operator and Ker(·)
is a kernel.)
Lemma B.2 (Riesz’s lemma). Let Y be a closed proper subspace of a linear space
X. Then ∀ε > 0 ∃x ∈ X, ‖x‖X = 1 such that d(x, Y ) > 1− ε.
Because of this lemma it follows that the closed unit ball is compact if the
space is finite dimensional.
Lemma B.3 (Some properties of weak convergence). Let X be a Banach space
and Y be a normed vector space.
(i) Every weakly convergent sequence in X is bounded;
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(ii) Strong convergence in X implies weak convergence;
(iii) If X is finite dimensional, then weak convergence implies strong conver-
gence;
(iv) If A ∈ L(X,Y ) and xn ⇀ x, then Axn ⇀ Ax;
(v) Let X be a Hilbert space with the norm ‖ · ‖X . If xn ⇀ x in X and
‖xn‖X → ‖x‖X , then xn → x in X;
(vi) Let xn ⇀ x in X and fn → f in X∗ as n→∞. Then
〈fn, xn〉 → 〈f, x〉 as n→∞.
(vii) Let X be reflexive, xn → x in X and fn ⇀ f in X∗ as n→∞. Then
〈fn, xn〉 → 〈f, x〉 as n→∞.
Lemma B.4 (Convergence principles in Banach spaces). A sequence {xn}∞n=0
has in a Banach space X the following properties:
(i) Let x be a fixed element of X. If every subsequence of {xn}∞n=0 has a subse-
quence, which converges strongly to x, then the original sequence {xn}∞n=0
converges strongly to x, i.e. xn → x as n→∞.
(ii) Let x be a fixed element of X. If every subsequence of {xn}∞n=0 has a sub-
sequence, which converges weakly to x, then the original sequence {xn}∞n=0
converges weakly to x, i.e. xn ⇀ x as n→∞.
(iii) Let {xn}∞n=0 be a bounded sequence in reflexive Banach space X. If all the
weakly convergent subsequences of {xn}∞n=0 have the same limit x, then also
{xn}∞n=0 converges weakly to x.
Definition B.17 (Smooth boundary). Let Ω be an open bounded subset of Rn.
The boundary ∂Ω is of class Ck, k ∈ N0, if for all xb ∈ ∂Ω exist r > 0 and
Ck-smooth function γ : Rn−1 → R such that
Ω ∩B(xb, r) = {x ∈ B(xb, r) : xn > γ(x1, . . . , xn−1},
where B(xb, r) is a ball with the center in xb and radius r.
If the boundary is C1, then it is possible to construct the normal vector on
the boundary.
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Definition B.18 (Lebesgue space). Let Ω ⊂ Rn and 1 ≤ p ≤ ∞. Then the set
Lp(Ω) of all measurable functions f : Ω→ R which satisfy∫
Ω
|f(x)|p dx <∞ if 1 ≤ p <∞,
inf{C > 0; |f | ≤ C a.e. in Ω} <∞ if p =∞
is called the Lebesgue space with the norm
‖f‖Lp(Ω) =
(∫
Ω
|f(x)|p dx
) 1
p
if 1 ≤ p <∞,
‖f‖L∞(Ω) = inf{C > 0; |f | ≤ C a.e. in Ω} if p =∞.
Theorem B.5 (A convergence theorem). Let 1 < p, q < ∞, where 1p + 1q = 1.
Moreover
un → u in Lp(Ω) as n→∞,
vn → v in Lq(Ω) as n→∞.
Then ∫
Ω
un(x)vn(x) dx→
∫
Ω
u(x)v(x) dx as n→∞.
Definition B.19 (Fre´chet derivative). Let X,Y be Banach spaces and Ω an open
subset of X. A function f : Ω → Y is called Fre´chet differentiable at x ∈ Ω if
there exists a bounded linear operator A : X → Y such that
lim
h→0
‖f(x+ h)− f(x)−Ah‖Y
‖h‖X = 0.
The operator A = f ′(x) is called the Fre´chet derivative of f in the point x.
Definition B.20 (Weak derivation). Let u ∈ Lp(Ω) and α be a multi-index with
|α| ≥ 1. A function uα ∈ Lp(Ω) is called the weak partial derivative of u of order
|α|, if ∫
Ω
uαϕ dx = (−1)|α|
∫
Ω
u∂αϕ dx, ∀ϕ ∈ D(Ω),
where D(Ω) is the space of infinitely differentiable continuous function with sup-
port in Ω.
Definition B.21 (Sobolev space). Let Ω be an open subset of Rn, k an integer
bigger than 1 and p ∈ R, 1 ≤ p ≤ ∞. The Sobolev space W k,p(Ω) consists of
those functions u ∈ Lp(Ω), for which also the weak partial derivatives ∂αu with
|α| ≤ k belong to the Lp(Ω).
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The norm of u ∈W k,p(Ω) is
‖u‖Wk,p(Ω) :=
∫
Ω
∑
|α|≤k
|∂αu|p dx
1/p if 1 ≤ p ≤ ∞,
‖u‖Wk,p(Ω) := max|α|≤k ‖∂αu‖L∞(Ω) if p =∞.
The Sobolev space W k,p(Ω) is Banach space, it is separable if 1 ≤ p <∞ and
it is reflexive if 1 < p <∞. If p = 2, then it is also Hilbert space and it is marked
as Hk(Ω) = W k,2(Ω).
Theorem B.6 (Trace theorem). Let 1 ≤ p < ∞, Ω be an open bounded subset
of Rn and its boundary ∂Ω ∈ C1. Then there exists such linear bounded operator
T : W 1,p(Ω)→ Lp(∂Ω) that
(i) Tu = u for all u ∈W 1,p(Ω) ∩ C(Ω),
(ii) ‖Tu‖Lp(∂Ω) ≤ C‖u‖W 1,p(Ω).
Definition B.22 (Inner product). Let X be a real normed vector space. The
mapping (·, ·)X : X ×X → R is called inner product if it fulfils for all x, y, z ∈ X
(i) (x, y)X = (y, x)X (symmetry);
(ii) (αx+ βy, z)X = α(x, z)X + β(y, z)X (linearity);
(iii) (x, x)X ≥ 0 and (x, x)X = 0 only if x = 0.
Even if the linearity is stated only in the first term, it holds also in the second
term because of symmetry.
Definition B.23 (Hilbert space). A Hilbert space H is a complete normed vector
space with the inner product, where its norm is induced by the inner product, thus
the norm for u ∈ H is
‖u‖H =
√
(u, u)H .
Definition B.24. Let Ω ⊂ Rd be a bounded domain with a Lipschitz continuous
boundary Γ. Then
H10 (Ω) := {u ∈ H1(Ω) : u = 0 on Γ}.
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Theorem B.7 (Riesz’s representation theorem). Let X be a Hilbert space and
X∗ its dual space. For any bounded linear functional f ∈ X∗ there exists an
element y ∈ X such that
f(x) ≡ 〈f, x〉 = (x, y)X ∀x ∈ X
and moreover ‖f‖X∗ = ‖y‖X .
Theorem B.8 (Adjoint operator). Let X,Y be real Hilbert spaces and let an
operator A ∈ L(X,Y ) be given. Then there exists a unique operator A∗ ∈ L(Y,X)
called adjoint operator of A that satisfies
(Ax, y)Y = (x,A
∗y)X ∀x ∈ X, y ∈ Y.
Moreover, ‖A∗‖L(Y,X) = ‖A‖L(X,Y ).
Theorem B.9. Let V be a real, separable and reflexive Banach space. Let H be
a real separable Hilbert space and V ⊆ H ⊆ V ∗ and V is dense in H. Moreover,
V is continuously embedded in H (V ↪→ H) and V is dense in H. Then it holds:
(i) For any v∗ ∈ V there exists a sequence {hn}∞n=0 ⊂ H such that hn → v∗ in
V ∗ and
〈v∗, v〉 = lim
n→∞(hn, v)H , ∀v ∈ V.
(ii) For any v ∈ V and any h ∈ H it holds that
〈v, h〉 = (v, h)H .
Theorem B.10 (Rellich-Kondrachov compactness theorem). Let Ω ⊂ Rn be an
bounded Lipschitz domain. The space W 1,p(Ω) is compactly embedded in Lp(Ω)
for 1 ≤ p ≤ ∞. Also W 1,p0 (Ω) is compactly embedded in Lp(Ω). In fact,
W 1,p(Ω) ↪→↪→ Lq(Ω), 1 ≤ q ≤ p.
Definition B.25 (Bochner space). Let X be a Banach space and 0 < T < ∞.
Let 1 ≤ p < ∞. Then the space Lp ((0, T ), X) of all measurable functions u :
(0, T )→ X such that
‖u‖Lp((0,T ),X) =
(∫ T
0
‖u(t)‖pX dt
) 1
p
<∞
is called a Bochner space. Two functions u, v ∈ Lp ((0, T ), X) are equal iff u(t) =
v(t) a.e. in (0, T ).
In case of p =∞, the space L∞ ((0, T ), X) consists of all measurable functions
u : (0, T )→ X which are essentially bounded, i.e. there exists such C > 0 that
‖u(t)‖X ≤ C, a.e. in (0, T ).
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Theorem B.11. Let X be a Banach space and u ∈ L1 ((0, T ), X). If∫ T
0
u(t)ϕ(t) dt = 0, ∀ϕ ∈ C∞0 ((0, T )) ,
then
u(t) = 0, a.e. in (0, T ).
Theorem B.12. Let X be a Banach space and 1 ≤ p,∞. Then it holds:
(i) The space Lp ((0, T ), X) is a Banach space.
(ii) The space C ((0, T ), X) is dense in the space Lp ((0, T ), X) and
C ((0, T ), X) ↪→ Lp ((0, T ), X) .
(iii) The space Lp ((0, T ), X) is separable if X is separable.
(iv) Let 1 < p < ∞. The space Lp ((0, T ), X) is reflexive if the space X is
reflexive and separable. Furthermore,
Lp ((0, T ), X)
∗ ∼= Lq ((0, T ), X∗) ,
where
1
p
+
1
q
= 1.
Theorem B.13. Let X and Y be Banach spaces and Y ↪→ X. Let
u
(α)
k = vk, on (0, T ) ∀k and fixed α ≥ 1
and
uk ⇀ u, in L
p ((0, T ), Y ) as k →∞,
vk ⇀ v, in L
q ((0, T ), Z) as k →∞,
where 1 ≤ p, q <∞ and 1
p
+
1
q
= 1. Then
u(α) = v, on (0, T ).
B.1 Monotone operators
Monotone operators provide us with a tool for showing uniqueness and existence
of the solution even in the case of nonlinear operators.
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Definition B.26 (Monotone operator). Let H be a real Hilbert space. An oper-
ator A : H → H is called monotone if for all u, v ∈ H
(Au−Av, u− v)H ≥ 0.
A is strictly monotone if
(Au−Av, u− v)H > 0
and strongly monotone if a c > 0 exists such that
(Au−Av, u− v)H ≥ c‖u− v‖2H .
Definition B.27 (Coercive operator). Let H be a real Hilbert space. A operator
A : H → H is called coercive if
lim
‖u‖→∞
(Au, u)H
‖u‖H =∞.
Definition B.28 (Weakly coercive operator). Let H be a real Hilbert space. A
operator A : H → H is called weakly coercive if
lim
‖u‖→∞
‖Au‖H =∞.
Theorem B.14. Let H be a real Hilbert space and an operator A : H → H be a
continuous, monotone and weakly coercive operator. Then
A(H) = H.
Moreover, if A is strictly monotone, then for all h ∈ H the equation
A(u) = h
has a unique solution u ∈ H.
It is possible to extend this theory to a normed vector space X and its dual
space X∗ working with duality pairings instead of scalar product. See for example
[13], sections 9.13 and 9.14.
B.2 Theorems
Here some important theorems used in this thesis are mentioned.
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Theorem B.15 (Mean value theorem). Let f : [a, b] → R be a continuous
function on the interval [a, b] and differentiable on the interval (a, b), where a < b.
Then there exists c ∈ (a, b) such that
f(b)− f(a) = f ′(c)(b− a).
Theorem B.16 (Lax-Milgram theorem). Let H be Hilbert space. Assume that
B : H × H → R is a bilinear mapping for which there exist constants α, β > 0
such that
(i) |B[u, v]| ≤ α‖u‖H‖v‖H , u, v ∈ H and
(ii) β‖u‖2H ≤ B[u, u], u ∈ H.
Finally, let f : H → R be a bounded linear functional on H. Then there exists
a unique element u ∈ H such that B[u, v] = 〈f, v〉 for all v ∈ H, where 〈·, ·〉 is
the dual pairing of H with its dual space H∗.
Theorem B.17 (Hahn-Banach theorem). Let f : X → R be a function satisfying
f(αx) = αf(x) ∀x ∈ X and α > 0,
f(x+ y) ≤ f(x) + f(y) ∀x, y ∈ X.
Let Ω ⊂ X be a linear subspace and u : Ω → R a linear functional such that
u(x) ≤ f(x) ∀x ∈ Ω. Then there exists a linear functional v defined on all X
that extends u, i.e. v(x) = u(x) ∀x ∈ Ω, and such that v(x) ≤ f(x) ∀x ∈ X.
Theorem B.18 (Integration by parts). Let f and g be two continuously differ-
entiable functions in R. Then∫ b
a
f ′(t)g(t) dt = f(b)g(b)− f(a)g(a)−
∫ b
a
f(t)g′(t) dt.
Theorem B.19 (Fundamental Green’s theorem). Let Ω be a domain in Rn
and let ν = (ν1, . . . , νn) be a unit outward normal vector along the Lipschitz-
continuous boundary Γ of Ω. Then, given any functions u, v ∈ C1(Ω) ∩ C(Ω), it
holds that ∫
Ω
u∂xiv dx = −
∫
Ω
v∂xiu dx+
∫
Γ
uvνidΓ,
for all 1 ≤ i ≤ n.
Theorem B.20 (Green’s formula). Let Ω be a domain in Rn and let ν =
(ν1, . . . , νn) be a unit outward normal vector along the Lipschitz-continuous bound-
ary Γ of Ω. Then, for all u ∈ C2(Ω) ∩ C1(Ω) and v ∈ C1(Ω) ∩ C(Ω), it holds∫
Ω
v∆u dx = −
∫
Ω
∇u · ∇v dx+
∫
Γ
v∇u · νdΓ.
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