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BIFURCATION ANALYSIS OF THE HARDY-SOBOLEV EQUATION
DENIS BONHEURE, JEAN-BAPTISTE CASTERAS, AND FRANCESCA GLADIALI
Abstract. In this paper, we prove existence of multiple non-radial solutions to the Hardy-Sobolev
equation 

−∆u−
γ
|x|2
u =
1
|x|s
|u|ps−2u in RN \ {0},
u ≥ 0,
where N ≥ 3, s ∈ [0, 2), ps =
2(N−s)
N−2
and γ ∈ (−∞, (N−2)
2
4
). We extend results of E.N. Dancer,
F. Gladiali, M. Grossi, Proc. Roy. Soc. Edinburgh Sect. A 147 (2017) where only the case s = 0 is
considered. Moreover, thanks to monotonicity properties of the solutions, we separate two branches of
non-radial solutions.
Keywords: Hardy-Sobolev inequality; positive solutions; Morse index; symmetry and monotonicity
of solutions.
AMS Subject Classifications: 35A01, 35B06, 35B09, 35B32, 35J91
Contents
1. Introduction 1
1.1. Notations 6
2. Radial solutions 6
2.1. Degeneracy of radial solutions 8
2.2. Morse index of radial solutions 11
3. A first bifurcation result 13
4. Separation of the first two branches 18
5. Minimization in symmetry classes 23
6. Other bifurcation results 24
Appendix A. 26
References 28
1. Introduction
Lots of works have been devoted to the study of the best constant CHS in the Hardy-Sobolev
inequality
(1.1)
∫
Ω
|∇u|2 dx− γ
∫
Ω
u2
|x|2
dx ≥ CHS
(∫
Ω
|u|ps
|x|s
dx
) 2
ps
, u ∈ C∞0 (Ω).
This inequality holds true for any regular domain Ω ⊆ RN in dimension N ≥ 3 and for
(1.2) s ∈ [0, 2) and γ ∈ (−∞,
(N − 2)2
4
)
with
(1.3) ps =
2(N − s)
N − 2
.
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1
2 DENIS BONHEURE, JEAN-BAPTISTE CASTERAS, AND FRANCESCA GLADIALI
We refer to the survey paper [GR2] as an entry to the extensive related literature.
It is well-known that if Ω is a bounded domain having 0 in its interior, then CHS is never achieved
and, as a consequence, there is no energy minimizing solutions to the associated Euler-Lagrange
equation completed by Dirichlet boundary condition. The situation drastically changes if 0 is on the
boundary of Ω as shown by Ghoussoub and Robert [GR3, GR4, GR1].
When Ω = RN , the best constant CHS is achieved if and only if {s > 0} or {s = 0 and γ ≥ 0}, see
[GR2]. The Hardy-Sobolev inequality (1.1) is a family of interpolation inequalities between the limit
cases s = 2 which yields Hardy inequality
(N − 2)2
4
∫
RN
u2
|x|2
dx ≤
∫
RN
|∇u|2 dx, u ∈ C∞0 (R
N ),
and Sobolev inequality recovered when s = 0. As noticed e.g. in [DELT], it is also equivalent to the
celebrated Caffarelli-Kohn-Nirenberg inequality [Il, GMGT, CKN]
(1.4)
(∫
RN
|x|−bp|u|p dx
) 2
p
≤ C
∫
RN
|x|−2a|∇u|2 dx, u ∈ C∞0 (R
N ),
where
−∞ < a <
N − 2
2
, 0 ≤ b− a ≤ 1, and p =
2N
N − 2 + 2(b− a)
.
Indeed, setting w(x) = |x|−au(x), we have∫
Ω |x|
−2a|∇u|2 dx(∫
Ω |x|
−bp|u|p dx
) 2
p
=
∫
Ω |∇w|
2 dx− γ
∫
Ω |x|
−2w2 dx(∫
Ω |x|
−s|w|ps dx
) 2
ps
,
for s = (b− a)p and γ = a(N − 2− a).
Dolbeault, Esteban and Loss [DEL16] recently proved an optimal rigidity result for the Euler-
Lagrange equation associated to (1.4)
(1.5) − div
(
|x|−2a∇u
)
= |x|−bpup−1 in RN \ {0}
in the range 2 < p < 2NN−2 . Namely, assuming the integrability condition
(1.6)
∫
RN
|x|−bpup dx < ∞,
they showed this equation has a unique (therefore radial) nonnegative solution whenever
(1.7) 0 ≤ a <
N − 2
2
and b > 0 or a < 0 and b ≥ bFS(a)
with
bFS(a) =
N
(
N−2
2 − a
)
2
√(
N−2
2 − a
)2
+N − 1
+ a−
N − 2
2
.
When a < 0 and b < bFS(a), Felli and Schneider [FS] have previously shown that the best constant in
(1.4) is achieved by non radial functions only and, as a byproduct, (1.5) has non-radial nonnegative
solutions and uniqueness is broken.
We precisely address in this paper the question of existence of non-radial nonnegative solutions of
the Hardy-Sobolev equation
(1.8)

−∆u−
γ
|x|2
u =
1
|x|s
|u|ps−2u in RN \ {0},
u ≥ 0,
which is the Euler-Lagrange equation associated to (1.1). We restrict our attention to solutions in the
Sobolev space
D1,2
(
R
N
)
= {u ∈ L2
∗
(RN ) : |∇u| ∈ L2(RN )}.
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Setting again w(x) = |x|−au(x), we see that solutions of (1.5) satisfying the integrability condition
(1.6) correspond to solutions of (1.8) that satisfy∫
RN
|x|−swps dx <∞.
Applying the rigidity result of [DEL16] proved for (1.5) to (1.8) yields uniqueness for s > 0 and
γ ≥ γFS :=
(N − 2)2
4
(
(N − s)2 −N2
(N − s)2 − (N − 2)2
)
,
whereas the symmetry breaking results of [FS] gives non-radial solutions for γ < γFS . The case s = 0
has been treated by Terracini [Te]. She showed, among other things, that, when γ ∈ [0, (N−2)
2
4 ), the
problem (1.8) has a unique (therefore radial) solution, up to rescaling, whereas for some γ < γ∗ < 0,
there are two solutions : one is radial and the other is not. Motivated by this result, Dancer, Gladiali
and Grossi [DGG] computed the Morse index of the radial solution for γ < 0 and the kernel of the
linearized operator at the degeneracy points γj , see (1.13) below with s = 0. This analysis yields
existence of continua of non-radial solutions bifurcating from the radial one at the critical values γj .
Our goal in this paper is to consider the case s ≥ 0. We will not only generalize and extend
[DGG], but also go deeper into the bifurcation analysis. Improving arguments from [G2], we prove
monotonicity properties of the solutions along two branches of non-radial solutions. This allow us to
separate them, see Section 4 for more details.
Our first crucial observation is a one-to-one correspondence between radial solutions to (1.8) and
the following ODE
(1.9)
{
−
(
rqs−1v′
)′
= Dγr
qs−1v
qs+2
qs−2 for r ∈ (0,∞)
v ≥ 0,
∫∞
0 r
qs−1 (v′(r))2 dr <∞
where qs :=
2(N−s)
2−s and Dγ =
4(N−2)2
(2−s)2((N−2)2−4γ) . We refer to Lemma 2.1 for a precise statement. As a
direct consequence of this fact, we deduce that radial solutions to (1.8) are given by
(1.10) uγ,λ(x) :=
λ
N−2
2
νγ |x|
N−2
2
(νγ−1)
[
(N − s)(N − 2)ν2γ
] N−2
2(2−s)(
1 + λ(2−s)νγ |x|(2−s)νγ
)N−2
2−s
,
where λ > 0 and
(1.11) νγ :=
√
1−
4γ
(N − 2)2
.
This correspondence also gives information on the linearization of equation (1.8) at uγ,λ. We recall
that the Morse index of uγ,λ is the maximal dimension of a subspace of D
1,2(RN ) where the quadratic
form corresponding to the linearized operator
(1.12) Lγ,λv := −∆v −
γ
|x|2
v − (ps − 1)
|uγ,λ|
ps−2v
|x|s
, v ∈ D1,2(RN )
is negative definite. Observe that, as well known, the problem (1.8) is conformally invariant. This
means λ
N−2
2 u(λx) is also a solution for any λ > 0 if u is a solution. Then it is easy to check that
Zγ,λ(x) =
∂uγ,λ
∂λ solves (1.12) for every γ. Therefore,
Zγ,λ(x) = ζγ,λ(x)
(
1− λ(2−s)νγ |x|(2−s)νγ
)
,
where
ζγ,λ(x) =
λ
N−2
2
(νγ−1)|x|
N−2
2
(νγ−1)(
1 + λ(2−s)νγ |x|(2−s)νγ
)N−s
2−s
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belongs to the kernel of Lγ,λ for every γ. For γ > 0, the kernel is always one-dimensional whereas
harmonic polynomials generate degeneracies when γ takes one of the nonpositive values
(1.13) γj =
(N − 2)2
4
−
j(N − 2 + j)(N − 2)2
(2− s)(2N − 2− s)
, j ∈ N.
For s = 0, γ1 = 0 otherwise all those γj ’s are negative. The next theorem gives the precise statement.
The set
(1.14) Υj := {Yj,i | i = 1, . . . ,
(N + 2j − 2)(N + j − 3)!
(N − 2)!j!
}
denotes a basis of the space of all homogeneous harmonic polynomials of degree j in RN (see e.g.
[DX]), and we fix the notation
(1.15) Zj,i,λ(x) = ζγ,λ(x)λ
2−s
2
νγ |x|
2−s
2
νγYj,i(x).
Theorem 1.1. Assume γ < (N−2)
2
4 .
(1) If γ 6= γj , the kernel of Lγ,λ is one-dimensional and it is spanned by the function Zγ,λ(x).
(2) If γ = γj , the kernel has dimension 1 +
(N+2j−2)(N+j−3)!
(N−2)! j! and it is spanned by {Zγj ,λ, Zj,i,λ |
i = 1, . . . , (N+2j−2)(N+j−3)!(N−2)!j! }.
(3) the Morse index of uγ,λ is independent on λ and is given by
m(γ) =
∑
j∈Iγ∩N
(N + 2j − 2)(N + j − 3)!
(N − 2)! j!
,
where Iγ :=
[
0, 2−N2 +
1
2
√
(N − s)2 − 4γ
(N−2)2 (2− s)(2N − 2− s)
)
.
The case s = 0 is covered by [DGG, Lemma 1.2 & Proposition 1.3]. For s 6= 0, we improve the result
of Robert [Ro] who showed one-dimensionality of the kernel when γ + s > 0. Assertion (2) implies
uγ,λ is nondegenerate when γ 6= γj and in particular for γ ∈ (γ1,
(N−2)2
4 ). Nondegeneracy here means
that the unique element in the kernel comes from the natural invariance of the problem. Assertion (3)
is the basis to deduce multiplicity results using bifurcation theory. To kill the conformal invariance of
the problem, following [MW] (and [GGT]), we will work in the functional space
X := D1,2k (R
N ) ∩ L∞(RN ),
where D1,2k (R
N ) is the subset of functions in D1,2(RN ) which are invariant by the Kelvin transform,
namely
D1,2k := {z ∈ D
1,2(RN ) : z(x) =
1
|x|N−2
z
(
x
|x|2
)
in RN \ {0}}.
Observe that uγ,λ ∈ X if and only if λ = 1. This is a general fact. Indeed, if we define zλ(·) =
λ(N−2)/2z(λ·) for any z ∈ D1,2(RN ), then a direct computation shows there exists at most one λ > 0
such that zλ is Kelvin invariant. This means that the Kelvin invariance kills the conformal invariance
of the solution as it selects one particular solution in the conformal class.
One can also see the Kelvin invariance as a weighted symmetry on the sphere. Assume that
z ∈ D1,2k (R
N ). Set P = (0, . . . , 0, 1) and let σ be the stereographic projection from SN−1 \ {P} to
R
N . On the sphere SN−1 \ {P}, we define Z(ζ, ξ) = z( ζ1−ξ ). Then z(x) = Z
(
2x
1+|x|2 ,
|x|2−1
|x|2+1
)
and the
Kelvin invariance of z means on the sphere that
(1 + ξ)
N−2
2 Z(ζ, ξ) = (1− ξ)
N−2
2 Z(ζ,−ξ).
The Kelvin invariance in turn has an impact on the nondegeneracy in X of uγ,1 that we simply
denote hereafter by uγ . Indeed, the function Zγ := Zγ,1 is not invariant by Kelvin transform. This
fact is at the origin of the following bifurcation result. In the statement, O(k) denotes as usual
the orthogonal group in Rk. Before stating the first bifurcation result, observe that taking not only
D1,2k (R
N ) but D1,2k (R
N ) ∩ L∞(RN ) as function space has another important consequence. Indeed, if
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z ∈ X, then z(x)|x|N−2 = z
(
x
|x|2
)
is bounded and this directly gives a polynomial decay at infinity.
On the contrary, if z ∈ D1,2k (R
N ) decays faster than 1/|x|N−2 at infinity, then it is bounded at the
origin.
Theorem 1.2. Fix j ∈ N.
(i) There exists at least one continuum CN−1j of non-radial weak solutions to (1.8), O(N − 1) in-
variant, which bifurcates from (γj , uγj ) in (−∞, 0]×X.
(ii) If j is even, there exist at least
[
N
2
]
continua Cℓj , ℓ ∈ [1, . . . ,
[
N
2
]
], of non-radial weak solutions
to (1.8) bifurcating from (γj , uγj ) in (−∞, 0] ×X. The first branch is O(N − 1) invariant, the
others are O(N − k)×O(k) invariant for k = 2, . . . ,
[
N
2
]
.
(iii) the classical alternative holds: either (a) Cℓj is unbounded in (−∞, 0) ×X or (b) there exists γh
with h 6= j such that (γh, uγh) ∈ C
ℓ
j .
It is worth mentioning that Jin, Li and Xu [JLX] had previously proved a bifurcation result in the
case s = 0. However their solutions do not belong to D1,2 since they arise from the singular solution.
Concerning the assertion (iii), one naturally would like to reinforce the alternative (a) by proving the
branch is unbounded in the γ direction. This requires a priori bounds for the solutions in X which
seems hard to get in a bifurcation setting as no energy bounds a priori hold. In the case s = 0,
Musso and Wei [MW] have built an unbounded sequence of solutions so that an a priori bound along
a branch, if any, should come from special properties of the solutions along that branch. The case
s 6= 0 might be more rigid since a solution cannot concentrate outside the origin. One could therefore
ask if the mere Kelvin invariance along the branch is enough to guarantee that it is unbounded in
the γ direction. We leave that as an open question. In Section 5, we find solutions by minimization
in symmetry classes for any given γ. This supports the conjecture that some branches should be
unbounded in the γ direction.
To get a better picture, one would like also to rule out the alternative (b) in the assertion (iii) of
Theorem 1.2. To do so, we borrow some ideas from [G2]. We introduce spherical coordinates, denoting
by θ the azimuthal angle. We refer to the beginning of Section 4 for the full details. We next define
XN−1 as the subspace of X given by the functions which are invariant by the action of the orthogonal
group O(N − 1) in RN−1, which acts on the first (N − 1)-variables. We then introduce the cones
(1.16) K1+ =
{
v ∈ XN−1, v(r, θ) is non-decreasing in θ for (r, θ) ∈ (0,∞) × [0, π]
}
and
(1.17) K2+ =
{
v ∈ XN−1, v(x′, xN ) = v(x
′,−xN ) for (x
′, xN ) ∈ R
N \ {0},
v(r, θ) is non-decreasing in θ for (r, θ) ∈ (0,∞) × [0, π2 ]
}
.
We define similarly K1− (resp. K
2
−) assuming v(r, θ) is non-increasing in (0,∞) × [0, π] (resp. in
(0,∞) × [0, π2 ]). It is natural to search for solutions in these cones since the operator
(1.18) T (v) :=
(
−∆−
γ
|x|2
I
)−1( |v|ps−2v
|x|s
)
maps Ki± into itself, for i = 1, 2. Moreover, the change of the Morse index of uγ in these cones at γj
is odd. This allows us to prove that the Rabinowitz alternative holds.
Theorem 1.3. Let j = 1 or j = 2. The point (γj, uγj ) is a non-radial bifurcation point in (−∞, 0]×K
j
±
and the continuum C±j that branches out of (γj , uγj ) is unbounded in (−∞, 0] × K
j
±. Moreover, we
have C±1 ∩ C
±
2 = ∅.
Other invariant subspaces can be considered. The symmetries of these subspaces are induced by
those of the spherical harmonics Yj,i introduced in (1.14). Let us describe another choice: let Xj be
the subset of X invariant by rotations of angle 2πj in the plan (x1, x2) and by the reflexion with respect
to the hyperplane x2 = 0. Using polar coordinates (ρ, ψ) in the plan (x1, x2), we define the cones, for
j ∈ N,
(1.19) K˜j+ : =
{
v ∈ Xj , v(ρ, ψ, x3, . . . , xN ) is non-decreasing in
ψ for (ρ, ψ) ∈ (0,∞) × [0, 2π], (x3, . . . , xN ) ∈ R
N−2
}
.
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The cones K˜j− are defined similarly.
Theorem 1.4. Let j ∈ N. The points (γj , uγj ) are non-radial bifurcation points in (−∞, 0] × K˜
j
±.
The continuum C˜±j that branches out of (γj , uγj ) is unbounded in (−∞, 0]× K˜
j
± and if j 6= k, we have
C˜±j ∩ C˜
±
k ⊂ Xψ, where Xψ is the subspace of functions in X that do not depend on the angle ψ.
The plan of the paper is the following : in Section 2, we prove the one-to-one correspondance
between (1.8) and (1.9) as well as Theorem 1.1. Section 3 is devoted to the proof of Theorem 1.2.
Theorem 1.3 is proved in Sections 4 while Theorem 1.4 is proved in Section 6. Section 5 is devoted to
the study of existence and symmetry properties of minimisers of the standard functional associated
to (1.8). Finally, in the Appendix A, we collect several basic results, useful throughout the paper,
on linear equations involving the operator −∆ − γ|x|2 such as a Maximum Principle, a Comparison
Principle and some decay estimates.
1.1. Notations. For convenience, we recall here all the notations
• N is the dimension and we always assume N ≥ 3;
• the ranges for the parameters γ and s are given in (1.2);
• ps =
2(N−s)
N−2 .
• νγ :=
√
1− 4γ(N−2)2 .
• γj =
(N−2)2
4 −
j(N−2+j)(N−2)2
(2−s)(2N−2−s) , j ∈ N.
• Cγ = (N − s)(N − 2)ν
2
γ .
• aγ :=
N−2
2 (1− νγ) and bγ,s :=
2
(2−s)νγ
.
• X := D1,2k (R
N ) ∩ L∞(RN ), where
D1,2k := {z ∈ D
1,2(RN ) : z(x) =
1
|x|N−2
z
(
x
|x|2
)
in RN \ {0}}.
• O(k) is the orthogonal group in Rk.
2. Radial solutions
In this section, we consider radial solutions to (1.8). We give a simple proof of their characterization
in terms of a nonsingular ODE which allows us to identify the degeneracy and to compute the Morse
index. To simplify the expression of the set of solutions, we consider hereafter the problem
(2.1)


−∆u− γ|x|2u = Cγ
|u|ps−2u
|x|s in R
N \ {0}
u ≥ 0 in RN \ {0}
u ∈ D1,2(RN )
with Cγ = (N − s)(N − 2)ν
2
γ where νγ as defined in (1.11). Let us point out that if U is a solution to
(2.1), the function u(x) = c−2U(cx) solves (1.8) provided that c2(ps−1)Cγ = 1. In the sequel, we will
prove all the results for solutions to (2.1).
Since we are working in the space D1,2(RN ), by solution of (2.1) we mean a function u ∈ D1,2(RN )
that satisfies ∫
RN
∇u∇ψ dx− γ
∫
RN
uψ
|x|2
dx = Cγ
∫
RN
|u|ps−2uψ
|x|s
dx
for any ψ ∈ C∞0 (R
N ) and so, by density, for every ψ ∈ D1,2(RN ).
We will show that (2.1) restricted to radial solutions yields the one-dimensional problem
(2.2)
{
−(rqs−1v′)′ = qs(qs − 2)r
qs−1v
qs+2
qs−2 for r ∈ (0,∞)
v ≥ 0,
∫∞
0 r
qs−1 (v′(r))2 dr <∞
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where qs :=
2(N−s)
2−s > 2 plays the role of a fractional dimension when s > 0. Notice that when s = 0,
we recover the classical problem {
−∆v = N(N − 2)v
N+2
N−2 ,
v ≥ 0, v ∈ D1,2rad(R
N ),
where D1,2rad(R
N ) is the subspace of radial functions in D1,2(RN ). To prove the equivalence between
(2.1) and (2.2), we now introduce some notations. For any γ ∈ (−∞, (N−2)
2
4 ), we define
(2.3) aγ :=
N − 2
2
(1− νγ) and bγ,s :=
2
(2− s)νγ
and for any k > 2, denote by Hk := D
1,2
(
(0,∞), rk−1dr
)
the space of measurable functions w :
(0,∞)→ R such that
(2.4) ‖w‖k =
(∫ ∞
0
rk−1(w′)2 dr
) 1
2
<∞.
Observe that D1,2rad(R
N ) = D1,2
(
(0,∞), rN−1dr
)
= HN , see [DGG].
Concerning problem (2.2), we say that a function v ∈ Hqs is a weak solution if it satisfies∫ ∞
0
rqs−1v′ξ′ dr = qs(qs − 2)
∫ ∞
0
rqs−1v
qs+2
qs−2 ξ dr,
for any ξ ∈ C∞0 [0,∞) and, by density for any ξ ∈ Hqs . We can now state the equivalence between the
two problems.
Lemma 2.1. Let u ∈ D1,2rad(R
N ) be a weak solution to (2.1). Then the function
(2.5) v(r) := raγbγ,su
(
rbγ,s
)
belongs to Hqs and satisfies weakly (2.2). Moreover it holds∫
RN
|∇u|2 −
γ
|x|2
u2 dx = ωN
∫ ∞
0
rN−1
(
(u′(r))2 −
γ
r2
u(r)2
)
dr
= ωN
(2− s)νγ
2
∫ ∞
0
rqs−1
(
v′(r)
)2
dr
(2.6)
where ωN is the measure of the unit sphere in R
N .
The previous lemma also holds true in balls or annuli provided that u and v satisfy either a Dirichlet
or a Neumann boundary condition. Notice that, if v satisfies a Dirichlet boundary condition, the
condition
∫∞
0 r
qs−1(v′)2 ds <∞ is equivalent to require v′(0) = 0 in (2.2) as shown in [AG1], in a very
similar case.
Proof. First, we show formally that v satisfies (2.2) in a strong sense provided that u is a strong
solution to (2.1). Then, we prove (2.6) which will implies that v ∈ Hqs and that v satisfies weakly
(2.2). To simplify notation, we drop the subscripts if there is no possible confusion. A straight-forward
computation gives
v′′(r) +
q − 1
r
v′(r) = b2rab+2(b−1)
(
u′′(rb) +
(
2a+ 1 +
q − 2
b
)
u′(rb)
rb
+ (a2 −
a
b
+
(q − 1)a
b
)
u(rb)
r2b
)
.
Using the definitions of a, b and q, one can check that
(2.7) 2a+ 1 +
q − 2
b
= N − 1,
and
a2 −
a
b
+
(q − 1)a
b
= (
N − 2
2
)2(1− ν2) = γ.
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Thus, noticing that ab+ 2(b− 1)− bs− (p − 1)ab = 0 and using (2.1), we find
v′′ +
q − 1
r
v′ = Cγb
2rab+2(b−1)−bs|u|p−2u
= Cγb
2rab+2(b−1)−bs−(p−1)ab|v|p−2v
= q(q − 2)|v|p−2v.
This establishes that v is a solution to (2.2). Next, we are going to prove (2.6). Using a change of
variables and (2.7), we obtain
∫ ∞
0
rq−1(v′(r))2dr =
∫ ∞
0
rq−1(abrab−1u(rb) + brab+b−1u′(rb))2dr
= b
∫ ∞
0
t2a+1+
q−2
b (u′(t) + a
u(t)
t
)2dt
= b
∫ ∞
0
(
tN−1(u′(t))2 + a(tN−2u2(t))′ + (a2 − a(N − 2))tN−3u2(t)
)
dt
= b
∫ ∞
0
tN−1((u′(t))2 − γ
u2(t)
t2
)dt.
This concludes the proof. 
As a corollary of the previous result we have the following
Corollary 2.2. For any γ ∈ (−∞, (N−2)
2
4 ) and s ∈ [0, 2), problem (2.1) admits a unique (up to the
dilation λ
N−2
2 U(λx), λ > 0) radial solution which is given by
(2.8) Uγ(x) :=
|x|
N−2
2
(νγ−1)(
1 + |x|(2−s)νγ
)N−2
2−s
.
Proof. This is a direct consequence of Lemma 2.1 and the facts that problem (2.2) admits only the
solution V (r) =
(
1
(1+r2)
) qs−2
2
, up to the scaling Sλ(V ) = λ
qs−2
2 V (λx) with λ > 0 and the solution
W (r) =
(
1
r
) qs−2
2 . This second solution does not belong to Hqs , see [Ta] or [CGS]. 
Moreover it has been proved that
Proposition 2.3. Problem (2.1) does not admit solutions for γ ≥ (N−2)
2
4 and admits only radial
solutions for γ ∈ (γ1,
(N−2)2
4 ).
The nonexistence part when γ ≥ (N−2)
2
4 has been obtained in [S][Proposition 2.1]. Concerning the
radial symmetry for γ ∈ (γ1,
(N−2)2
4 ), we first point out that γ1 ≤ 0 with equality if and only if s = 0.
The case s = 0 has been established in [Te] using the moving planes method. See also [CC] for the
case of 0 < s < 2 and γ ≥ 0. The remaining cases follow from [DEL16], see also [DEL17].
2.1. Degeneracy of radial solutions. In this section we consider the linearization of equation (2.1)
at the radial solution Uγ given by (2.8) that is to say
(2.9)

−∆v −
γ
|x|2v = (N − s)(N + 2− 2s)ν
2
γ
|x|νγ(2−s)−2
(1+|x|(2−s)νγ )
2 v, in R
N \ {0},
v ∈ D1,2(RN ).
Observe that (2.9) is exactly the linearization of (1.8) at the solution uγ in (1.10) with λ = 1. In our
next result, we classify solutions to (2.9). Before proceeding, we introduce some notation and recall
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some well-known facts. We denote by Yj(θ) the j-th spherical harmonics i.e. Yj satisfies
−∆SN−1Yj = µjYj,
where ∆SN−1 is the Laplace-Beltrami operator on S
N−1 with the standard metric and µj is the j-th
eigenvalue of −∆SN−1 . It is known that, for any j ∈ N,
(2.10) µj = j(N − 2 + j),
whose multiplicity is given by
(2.11)
(N + 2j − 2)(N + j − 3)!
(N − 2)! j!
,
and that
Ker (∆SN−1 + µj) = Yj(R
N ) |SN−1 ,
where Yj(R
N ) is the space of all homogeneous harmonic polynomials of degree j in RN .
Proposition 2.4. Let γ < (N−2)
2
4 . Denote by γj the values
(2.12) γj =
(N − 2)2
4
−
j(N − 2 + j)(N − 2)2
(2− s)(2N − 2− s)
, j ∈ N.
If γ 6= γj then the space of solutions of (2.9) has dimension 1 and it is spanned by
(2.13) Zγ(x) =
|x|
N−2
2
(νγ−1)
(
1− |x|(2−s)νγ
)
(
1 + |x|(2−s)νγ
)N−s
2−s
,
where νγ is as defined in (1.11).
If γ = γj , then the space of solutions of (2.9) has dimension 1 +
(N+2j−2)(N+j−3)!
(N−2)! j! and it is spanned
by
(2.14) Zγj (x) , Zj,i(x) =
|x|
N−2
2
(νγ−1)+
2−s
2
νγ(
1 + |x|(2−s)νγ
)N−s
2−s
Yi(x),
where {Yi}, i = 1, . . . ,
(N+2j−2)(N+j−3)!
(N−2)!j! , form a basis of Yj(R
N ).
Theorem 1.1 (1) and (2) follow by Proposition 2.4 and the scaling invariance of (1.8).
Proof. We solve (2.9) using the decomposition along the spherical harmonic functions Yj(θ). More
precisely, we write
v(r, θ) =
∞∑
j=0
ψj(r)Yj(θ), where r = |x| , θ =
x
|x|
∈ SN−1
and
ψj(r) =
∫
SN−1
V (r, θ)Yj(θ) dθ.
The function v is a weak solution to (2.9) if and only if, for any j ∈ N, ψj(r) is a weak solution to
(2.15)

−
(
rN−1ψ′j(r)
)′
+ (µj − γ)r
N−3ψj(r) =
Cγ (ps−1)rN+(2−s)νγ−3
(1+r(2−s)νγ )
2 ψj in (0,∞)
ψj ∈ HN .
Performing the same transformation as in (2.5), we define
(2.16) ψˆj(r) = r
aγbγ,sψj
(
rbγ,s
)
∈ Hqs .
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Proceeding as in the proof of Lemma 2.1, we see that
−ψˆ′′j (r)−
qs − 1
r
ψˆ′j(r) = b
2
γ,sr
aγbγ,s+2bγ,s−2
(
−µjr
−2bγ,sψj(r
bγ,s)
+Cγ(ps − 1)r
bγ,s((2−s)νγ−1)(1 + rbγ,s(2−s)νγ )−2ψj(r
bγ,s)
)
= −µjb
2
γ,sr
−2ψˆj(r)
+ Cγ(ps − 1)b
2
γ,sr
2bγ,s−2+bγ,s((2−s)νγ−2)(1 + r2)−2ψˆj(r).
So one can check that ψˆj solves weakly
(2.17)

−
(
rqs−1ψˆ′j(r)
)′
+
4µjrqs−3
(2−s)2ν2γ
ψˆj(r) =
qs(qs+2)rqs−1
(1+r2)2
ψˆj , in (0,∞)
ψˆj ∈ Hqs.
The latter can be interpreted as the weighted eigenvalue problem
(2.18) −
(
rqs−1ψ′(r)
)′
− qs(qs + 2)
rqs−1
(1 + r2)2
ψ = µ∗rqs−3ψ, in (0,∞)
with µ∗ = −
4µj
(2−s)2ν2γ
≤ 0. This eigenvalue problem is related to the linearization to (2.2) at the
solution V (r) =
(
1
(1+r2)
) qs−2
2
. Since (2.2) is variational, V (r) is a least energy solution and therefore
the linearized operator admits at most one negative eigenvalue. The same is true for the weighted
eigenvalue problem (2.18) that can have at most one negative eigenvalue. This equivalence has been
proved in details in [AG1, Proposition 3.11] in the case of a bounded interval, see also [DGG]. A
straightforward computation then shows that
i) µ∗ = −(qs−1) is the unique negative eigenvalue to (2.18) and it is related to the eigenfunction
ψˆ(r) =
r
(1 + r2)
qs
2
.
ii) µ∗ = 0 is a non positive eigenvalue to (2.18) and it is related to the function
ψˆ0(r) =
1− r2
(1 + r2)
qs
2
.
See [AAP]. Since µ∗ = 0 implies µj = 0 so that j = 0, scaling back ψˆ0 and recalling that Y0 is
constant, we find that
ψ0(r) = r
−aγ ψˆ0(r
1
bγ ) =
r
N−2
2
(νγ−1)
(
1− r(2−s)νγ
)
(
1 + r(2−s)νγ
)N−s
2−s
is a solution to (2.9), for any value of γ.
The case µ∗ = −(qs − 1) instead implies that
γj =
(N − 2)2
4
(
1−
4µj
(2− s)2(qs − 1)
)
and rescaling back, we find that
ψj(r) = r
−aγ ψˆ(r
1
bγ ) =
r
N−2
2
(νγ−1)+
2−s
2
νγ(
1 + r(2−s)νγ
)N−s
2−s
is a solution to (2.15) if and only if γ = γj.
Thus, when γ = γj, the solutions to (2.9) are given by the function Zγ in (2.13) (corresponding to
γ = γj) and by the functions ψj(|x|)Yj,k(θ) where k = 1, . . . ,
(N+2j−2)(N+j−3)!
(N−2)! j! . This proves (2.14) and
finishes the proof. 
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Remark 2.5. By Proposition 2.4 we obtain a sequence of degeneracy points γj , j ∈ N, such that
the radial solution Uγ is degenerate at γ = γj. These degeneracy points are isolated and accumulate
at −∞. For j = 0, we obtain the value γ = (N−2)
2
4 which is the threshold between existence and
nonexistence of solutions to (2.1) (see Proposition 2.3). For j = 1, we obtain the first degeneracy
point γ1 = (N − 2)
2
(
1
4 −
(N−1)
(2−s)(2N−2−s)
)
of the curve Uγ which is equal to 0 when s = 0 and strictly
negative when s > 0. Moreover γ1 → −∞ as s→ 2
−.
As a corollary to Proposition 2.4, we get the following
Corollary 2.6. The radial solution Uγ is nondegenerate for γ ∈ (γ1,
(N−2)2
4 ).
Here by nondegenerate we mean that it admits only the degeneracy due to the dilation invariance
of the problem, which is given by the function Zγ in (2.13). Corollary 2.6 simplifies a previous result
of Robert in [Ro] and extends it until the first negative value γ1 when s > 0. Moreover Proposition
2.4 proves that the nondegeneracy holds true except for the sequence of values γj in (2.12).
2.2. Morse index of radial solutions. In this section we compute the Morse index of the radial
solutions Uγ depending on the parameter γ. We first recall that the Morse index of a radial solu-
tion Uγ to (2.1) is the maximal dimension of a subspace of D
1,2(RN ) such that the quadratic form
corresponding to the linearized operator, namely
Q(ψ,ψ) :=
∫
RN
|∇ψ|2 − γ
ψ2
|x|2
− (N − s)(N + 2− 2s)ν2γ
|x|νγ(2−s)−2(
1 + |x|(2−s)νγ
)2ψ2 dx
is negative definite. Since the linearized operator is compact in D1,2(RN ), it admits a sequence of
eigenvalues λ1 < λ2 < . . . such that λn → +∞ as n → ∞ with eigenfunctions in D
1,2(RN ) and the
Morse index of the radial solution Uγ is finite and coincides with the number, counted with multiplicity,
of negative eigenvalues of the linearized operator
(2.19)

Lγv := −∆v −
γ
|x|2 v − (N − s)(N + 2− 2s)ν
2
γ
|x|νγ(2−s)−2
(1+|x|(2−s)νγ )
2 v = λv, in R
N \ {0},
v ∈ D1,2(RN ).
To simplify the computation of the Morse index, instead of considering the eigenvalue problem (2.19),
we consider an auxiliary eigenvalue problem associated to the same linearized operator,
(2.20)

Lγv := −∆v −
γ
|x|2 v − (N − s)(N + 2− 2s)ν
2
γ
|x|νγ(2−s)−2
(1+|x|(2−s)νγ )
2 v = Λ
v
|x|2 , in R
N \ {0},
v ∈ D1,2(RN ).
These eigenvalues are well defined thanks to Hardy inequality. Moreover in [AG1, Proposition 3.1]
(see also [DGG] for previous results), it is proved that they are attained when γ + Λ < (N−2)
2
4 . Since
the Morse index of Uγ only involves the negative eigenvalue Λi, then γ + Λ <
(N−2)2
4 , for every
γ < (N−2)
2
4 and all these eigenvalues are attained. Moreover the following correspondence with the
classical eigenvalues λi holds, see [DGG] and [AG1, Proposition 1.1].
Lemma 2.7. The number of negative eigenvalues Λi of (2.20), counted with multiplicity, coincides
with the number of negative eigenvalues λj of (2.19) counted with multiplicity.
As a corollary of the previous result, we obtain
Corollary 2.8. The Morse index of the radial solution Uγ is given by the number of negative eigen-
values Λi of the auxiliary problem (2.20), counted with multiplicity.
We point out that the previous corollary also holds if we work in D1,2G (R
N ), where G is a group
of transformation from RN \ {0} into itself, provided that Lγ is invariant under G, see [AG1]. Above,
D1,2G (R
N ) denotes functions in D1,2(RN ) which are invariant by the action of G. We denote bymG(γ, s)
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the corresponding Morse index. As a special case, we can take G = O(N), the orthogonal group, then
D1,2G (R
N ) = D1,2rad(R
N ) and we denote the radial Morse index by mrad(γ). Next, we show that problem
(2.20) admits a unique explicit radial eigenfunction.
Lemma 2.9. For every γ ∈ (−∞, (N−2)
2
4 ), there is a unique negative radial singular eigenvalue Λ
rad
1
of problem (2.20) given by
(2.21) Λrad1 = −
(2− s)2ν2γ(qs − 1)
4
whose corresponding eigenfunction is
(2.22) ψrad1 (x) =
|x|
N−2
2
(νγ−1)+
2−s
2
νγ
(1 + |x|(2−s)νγ )
N−s
2−s
.
Proof. First, we recall that the radial solution Uγ can be obtained by minimizing the functional
F : D1,2rad(R
N )→ R
(2.23) F (u) :=
1
2
∫
RN
|∇u|2 −
γ
2
∫
RN
u2
|x|2
−
Cγ
ps
∫
RN
|u|ps
|x|s
,
on the Nehari set
Nrad := {u ∈ D
1,2
rad(R
N ) u 6= 0 :
∫
RN
|∇u|2 − γ
∫
RN
u2
|x|2
− Cγ
∫
RN
|u|ps
|x|s
= 0}.
One can refer to Section 5 where this minimization procedure is given in details in the space D1,2(RN ).
Since Uγ is a minimum on a manifold Nrad of codimension 1, the radial Morse index of Uγ is 1. So,
by the previous corollary, the eigenvalue problem (2.20) admits only one negative radial eigenvalue
Λrad1 = Λ1 with corresponding eigenfunction ψ
rad
1 > 0 in D
1,2
rad(R
N ) := HN . This function solves weakly
−(rN−1(ψrad1 )
′)′ − (N − s)(N + 2− 2s)ν2γ
rνγ(2−s)+N−3(
1 + r(2−s)νγ
)2ψrad1 = (Λrad1 + γ)rN−3ψrad1 ,
in (0,∞) with Λrad1 + γ < γ <
(N−2)2
4 . Proceeding as in Proposition 2.4, we find that ψˆ(r) =
raγbγ,sψrad1
(
rbγ,s
)
∈ Hqs solves weakly
−(rqs−1ψˆ′)′ − qs(qs + 2)
rqs−1
(1 + r2)2
ψˆ =
4Λrad1
(2− s)2ν2γ
rqs−3ψˆ, in (0,∞).
It is well known, see e.g. [AAP], that the unique negative eigenvalue of this problem is given by
−(qs − 1) with corresponding eigenfunction ψˆ(r) =
r
(1+r2)
qs
2
. Scaling back, we obtain (2.21) and
(2.22). 
We are now in a position to compute the Morse index of the radial solution Uγ leading therefore to
the assertion (3) of Theorem 1.1.
Proposition 2.10. Let Uγ be a radial solution to (2.1). Then its Morse index m(γ) is equal to
(2.24) m(γ) =
∑
0≤j< 2−N2 +
1
2
√
(N−s)2−
4γ
(N−2)2
(2−s)(2N−2−s)
j integer
(N + 2j − 2)(N + j − 3)!
(N − 2)! j!
.
In particular, the Morse index of Uγ changes as γ crosses the values γj , defined in (2.12) and m(γ)→
+∞ as γ → −∞ for every fixed s ∈ [0, 2).
Proof. We know, by [DGG] and [AG1], that the negative singular eigenvalues Λi of (2.20) can be
decomposed in radial and angular part, and the following identity holds
(2.25) Λi = Λ
rad
1 + µj ,
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for every i = 1, . . . ,m(γ) and for some j ∈ N0, where Λ
rad
1 and µj are defined respectively in Lemma
2.9 and (2.10). Moreover the eigenfunctions corresponding to Λi are given by
(2.26) ψi(x) = ψ
rad
1 (|x|)Yj(θ)
and have the same multiplicity of the spherical harmonics corresponding to µj, namely
(N+2j−2)(N+j−3)!
(N−2)! j! .
Thus, to compute the Morse index of Uγ , we only have to add the multiplicity of the spherical harmonics
such that Λrad1 +µj < 0. This last inequality can be rewritten as 0 ≤ j <
2−N
2 +
1
2
√
(N − 2)2 − 4Λrad1 .
Using the value of Λrad1 given in (2.21), we get (2.24). 
As a corollary we have
Corollary 2.11. Let Uγ be a radial solution to (2.1) and G be a group of transformations of R
N\{0}.
Assume that the operator Lγ is invariant under G. Then the Morse index of Uγ in the symmetric
space D1,2G , is equal to
mG(γ) =
∑
0≤j< 2−N2 +
1
2
√
(N−s)2−
4γ
(N−2)2
(2−s)(2N−2−s)
j integer
dimY Gj ,
where we denote by Y Gj the spherical harmonics which are invariant by the action of G.
3. A first bifurcation result
In this section we turn to the bifurcation problem for which we use a Leray Schauder degree approach
which will be extent to an index argument in Section 4. To this end, we first introduce the functional
setting. For any function z in D1,2(RN ), we denote by k(z) the Kelvin transform of z, namely
k(z)(x) :=
1
|x|N−2
z
(
x
|x|2
)
, in RN \ {0}
which maps D1,2(RN ) into itself. Using that ∆(k(z)(u))(x) = 1
|x|N+2
∆u( x|x|2 ), it is easy to check that
problem (2.1) is also invariant by Kelvin transform. In particular we denote by D1,2k (R
N ) the subset
of functions in D1,2(RN ) which are invariant by the Kelvin transform, namely
D1,2k := {z ∈ D
1,2(RN ) : z(x) = k(z)(x) in RN \ {0}}
and we set
X := D1,2k (R
N ) ∩ L∞(RN ).
The space X is a Banach space with the norm
‖g‖X := max{‖g‖1,2, ‖g‖∞},
where ‖g‖21,2 :=
∫
RN
|∇g|2 dx is the standard norm in D1,2(RN ) and ‖g‖∞ is the standard norm in
L∞(RN ). Observe that any function v ∈ X satisfies
(3.1) |v(x)| ≤ Cv(1 + |x|)
2−N ,
for some constant Cv which depends on v. We next define the operator T : X → X as
(3.2) T (γ, v) :=
(
−∆−
γ
|x|2
I
)−1(
Cγ
|v|ps−2v
|x|s
)
,
so that fixed points for T are solutions to (2.1). First we show:
Lemma 3.1. The operator T is well defined from (−∞, 0]× X into X.
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Proof. Let v ∈ X. Using (3.1), we have |v|
ps−2v
|x|s ∼ |x|
−s at zero and |v|
ps−2v
|x|s ∼ |x|
s−N−2 at infinity,
showing that |v|
ps−2v
|x|s ∈ L
q(RN ) for any 1 < q < Ns (for every 1 < q if s = 0). In particular, we have
|v|ps−2v
|x|s ∈ L
2N
N+2 (RN ). Then, by Lemma A.1 there exists a unique g = T (γ, v) ∈ D1,2(RN ) such that g
is a weak solution to
(3.3) −∆g −
γ
|x|2
g = Cγ
|v|ps−2v
|x|s
in RN \ {0}.
Since v ∈ D1,2k (R
N ), it is easy to check that the Kelvin transform of g, namely k(g) also solves (3.3).
So k(g) − g is a solution to −∆(k(g) − g) − γ|x|2 (k(g) − g) = 0. The maximum principle (see Lemma
A.2) then implies that k(g) = g showing that g is Kelvin invariant.
Next we show that g belongs to L∞(RN ). Since g weakly solves (3.3) and v satisfies (3.1), the
comparison principle (Lemma A.3) implies that |g| ≤ Cw, where w ∈ D1,2(RN ) is a weak solution to
−∆w −
γ
|x|2
w =
1
|x|s(1 + |x|)(N−2)(ps−1)
in RN \ {0}.
Then, by Lemma A.4, for any γ ≤ 0, g belongs to L∞(RN ). 
When 0 < γ < (N−2)
2
4 the space X is not the correct space to consider. This is due to the fact
that the radial solution Uγ is not bounded at the origin for γ > 0 and therefore does not belong to
L∞. This suggests that a singularity of order N−22 (1− νγ) in the origin has to be allowed to consider
this case. But, since we already know that problem (2.1) admits only radial solutions when γ ≥ 0,
a non-radial bifurcation can happen only when γ < 0. Thus, it is not restrictive to consider only
solutions which belong to L∞.
Remark 3.2 (Regularity of g). In the proof of the previous Lemma, we have shown that if v ∈ X
and g = T (γ, v) with γ ≤ 0, then |g| ≤ Cw, with w defined as in Lemma A.4. This implies that
g(x) ∼ |x|β at zero and g(x)|x|N−2 ≤ C at infinity where β := min{2 − s,−aγ} > 0 so that
γ
|x|2 g(x)
and |v|
ps−2v
|x|s are in L
q(RN ) for some N2 < q < min{
N
2−β ,
N
s }. So, by elliptic regularity theory, we have
that g ∈ W 2,q(RN ) and, since q > N2 , we also deduce that g ∈ C
0,α
loc (R
N \ {0}) for some 0 < α < 1.
Furthermore, γ|x|2g(x) and
|v|ps−2v
|x|s belong to L
∞(Ω) ∩H1(Ω) if Ω is any subset of RN such that Ω¯ ⊂
R
N \{0}, meaning that −∆g = f(x) with f ∈ Lq(Ω)∩H1(Ω) for q > N , so that g ∈W 2,q(Ω)∩H3(Ω)
and hence g ∈ C1,αloc (R
N \ {0}).
Our choice of X or more precisely its invariance by Kelvin transform is motivated by the fact that it
“cancels” the dilatation invariance of problem (2.1). The following simple uniqueness result concerning
radial solutions is an illustration of this fact.
Lemma 3.3. For any γ ≤ 0 fixed, the operator T in (3.2) admits a unique radial fixed point in X,
given by
Uγ(x) :=
|x|
N−2
2
(νγ−1)(
1 + |x|(2−s)νγ
)N−2
2−s
.
Proof. By Corollary 2.2, we know that all radial solutions to (2.1) are given by
λ
N−2
2
νγ |x|
N−2
2
(νγ−1)(
1 + λ|x|(2−s)νγ
)N−2
2−s
, where λ > 0.
It is easy to check that only the one corresponding to λ = 1 is kelvin invariant. Furthermore Uγ ∈
L∞(RN ) for every γ ≤ 0. 
Thus, we can say that (γ, Uγ) is a curve of fixed points of T in (−∞, 0]×X.
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Our choice of X has also an influence on the degeneracy of the solution Uγ . Indeed, consider the
Fre´chet derivative Tv of the operator T (γ, v) at the radial solution Uγ , namely
Tv(γ, Uγ) :=
(
−∆−
γ
|x|2
I
)−1(
Cγ(ps − 1)
Ups−2γ
|x|s
)
.
Lemma 3.4. The operator I − Tv(γ, Uγ) : (−∞, 0] ×X → X is invertible for γ 6= γj , j = 1, 2, . . . ,
where γj are given by (2.12).
Proof. First we notice that a function w ∈ Ker (I − Tv(γ, Uγ)) if and only if w weakly solves (2.9) and
w ∈ X by Lemma 3.1. By Lemma 2.4, we know that the unique solution to (2.9) in D1,2(RN ) when
γ 6= γj is the function Zγ ∈ D
1,2(RN ) ∩ L∞(RN ) defined in (2.13). The Kelvin transform of Zγ gives
k(Zγ)(x) = −Zγ(x)
So Zγ /∈ X which implies that Ker (I − Tv(γ, Uγ)) = {0} when γ 6= γj. 
Remark 3.5. By Lemma 3.4, when γ ∈ (−∞, 0], the unique points at which the operator I−Tv(γ, Uγ)
is not invertible are the values γj defined in (2.12) which are explicitly computed and isolated. At these
points γj, the degeneracy of Uγ is given by the function Zj,i ∈ X.
Lemma 3.6. The operator T is continuous with respect to γ and is compact from X into X for any
fixed γ ∈ (−∞, 0].
Proof. First we prove that it is compact from X to X. Let (vn)n ⊂ X be such that ‖vn‖X ≤ C, for
some constant C independent of n. Since ‖vn‖1,2 ≤ C, up to a subsequence, we have that vn ⇀ v
weakly in D1,2(RN ) and almost everywhere in RN . Since ‖vn‖L∞ ≤ C, (3.1) implies that
(3.4) |vn(x)| ≤ C(1 + |x|)
2−N ,
for some C independent of n. By pointwise convergence, we deduce that v satisfies the same estimate.
Define gn := T (γ, vn) i.e. gn ∈ D
1,2(RN ) is the weak solution to
(3.5) −∆gn −
γ
|x|2
gn = Cγ
|vn|
ps−2vn
|x|s
, in RN \ {0}.
Multiplying the previous equation by gn and integrating, we find∫
RN
|∇gn|
2 −
∫
RN
γ
|x|2
g2n = Cγ
∫
RN
|vn|
ps−2vngn
|x|s
.
The Hardy and Sobolev inequality then implies
‖gn‖
2
1,2 ≤ C‖
|vn|
ps−1
|x|s
‖ 2N
N+2
‖gn‖ 2N
N−2
≤ C‖
|vn|
ps−1
|x|s
‖ 2N
N+2
‖gn‖1,2.
Then, up to a subsequence, gn ⇀ g weakly in D
1,2(RN ) and almost everywhere in RN . So we can
pass to the limit in the weak formulation of (3.5) obtaining that g is a weak solution to
(3.6) −∆g −
γ
|x|2
g = Cγ
|v|ps−2v
|x|s
, in RN \ {0}.
From (3.4) and (3.5), using Lemmas A.3 and A.4, we have |gn(x)| ≤ C|x|
β(1+ |x|)2−N−β , for some C
independent of n and β = min{2− s,−aγ}. By pointwise convergence, the same estimate holds for g.
These estimates allow us to get∫
RN
|∇gn|
2 dx− γ
∫
RN
g2n
|x|2
dx = Cγ
∫ N
R
|vn|
ps−2vngn
|x|s
dx→
Cγ
∫ N
R
|v|ps−2vg
|x|s
dx =
∫
RN
|∇g|2 dx− γ
∫
RN
g2
|x|2
dx,
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where the last equality follows from (3.6). By Lemma 5.1 of [DGG], this implies that gn → g strongly
in D1,2(RN ).
To finish the proof, we need to show that ‖gn − g‖∞ < ε if n is large enough. To this end, observe
that gn − g ∈ D
1,2(RN ) weakly solves
−∆(gn − g) −
γ
|x|2
(gn − g) = Cγ
|vn|
ps−2vn − |v|
ps−2v
|x|s
in RN .
As previously, using Lemma A.3 and A.4 (see in particular (A.4)), there exists r0, R0 > 0 such that
|gn(x) − g(x)| ≤
ε
2 in {x ∈ R
N : |x| < r0 , |x| > R0} uniformly in n. Finally, since vn is uniformly
bounded in BR0 \Br0 , |vn|
ps−2vn → |v|
ps−2v in Lp(BR0 \ Br0) for any p. Thus, for any ε > 0, we get
that supBR0\Br0
|gn(x)− g(x)| ≤
ε
2 provided n is large enough.
To prove the continuity of T with respect to γ, we let γn ∈ (−∞, 0) be such that γn → γ and we
set gn = T (γn, v) for a given v ∈ X. As before, the Hardy and the Sobolev inequality implies that
‖gn‖1,2 ≤ C, so that, up to a subsequence, gn → g weakly in D
1,2(RN ) where g is a weak solution to
(3.6), namely g = T (γ, v). The convergence of gn to g in X then follows exactly as in the proof of the
compactness. This concludes the proof.

Before proving our first general bifurcation result, we introduce some notation. We recall that O(k)
is the orthogonal group in Rk. We define the subgroups Gh of O(N) by
Gh = O(h)×O(N − h) for 1 ≤ h ≤
[
N
2
]
where [a] stands for the integer part of a, for h = 1, . . . , [N2 ] . We denote by X
h the subspace of X of
functions invariant by the action of Gh. We will also consider the subspace of X given by the functions
which are invariant by the action of the orthogonal group O(N − 1) in RN−1, which acts on the first
(N − 1)-variables and that we denote hereafter by XN−1.
Theorem 3.7. Fix j ∈ N and let γj be as in (2.12). Then
i) For any j, there exists at least a continuum of non-radial weak solutions to (2.1), invariant with
respect to O(N − 1), bifurcating from (γj , Uγj ) in (−∞, 0] ×X.
ii) If j is even, there exist at least
[
N
2
]
continua of non-radial weak solutions to (2.1) bifurcating from
(γj , Uγj ) in (−∞, 0] ×X. The first branch is O(N − 1) invariant, the second is G2 invariant and so
on.
Moreover the solutions vγ along these continua are Kelvin invariant and satisfy
sup
x∈RN
(1 + |x|)N−2|vγ(x)| ≤ Cv.
The bifurcation is global and the Rabinowitz alternative holds.
Remark 3.8 (Rabinowitz alternative). Let us recall the Rabinowitz alternative. Denote by Σℓ the
closure of the set
{(γ, v) ∈ (−∞, 0) ×Xℓ, : T (γ, v) = v, v 6= Uγ}
with ℓ = 1, . . . , [N2 ] or ℓ = N−1 and by C
ℓ
j the closed connected component of Σ
ℓ that contains (γj, Uγj ),
namely the continuum of solutions to (2.1) bifurcating from (γj , Uγj ). The Rabinowitz alternative states
that one of the following occur:
a) Cℓj is unbounded in (−∞, 0)×X
ℓ;
b) Cℓj intersects {0} ×X
ℓ;
c) there exists γh with h 6= j such that (γh, Uγh) ∈ C
ℓ
j .
Proof of Theorem 3.7. The bifurcation result is standard when we have a compact operator, continu-
ous with respect to the bifurcation parameter γ (by Lemma 3.6) which has only isolated degeneracy
points (by Lemma 3.4) and such that at a degeneracy point the Morse index along the curve of solu-
tions (γ, Uγ) has an odd change. It is also well-known that the bifurcation is global and the Rabinowitz
alternative holds if there is an odd change in the Morse index .
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So we only have to prove that at a degeneracy point γj the Morse index along the curve (γ, Uγ) has
an odd change. To prove i), we are going to work in the space XN−1. First, we observe that T maps
XN−1 into XN−1. By Lemma 3.4 and Remark 3.5, bifurcation in X can happen only at the values
(γj , Uγj ) where the solutions of the operator I − Tv(γj , Uγj ) are Zj,i for i = 1, . . . ,
(N+2j−2)(N+j−3)!
(N−2)!j! .
Moreover, for any j ∈ N, there exists only one spherical harmonic O(N − 1)-invariant. So, in XN−1,
the operator I − Tv(γj , Uγj ) has a unique solution which means, by Corollary 2.11, that the Morse
index in the space XN−1 increases by exactly one at every value γj . This proves i).
The proof of ii) is similar except we work in the spaces Xh. In this case, it has been proved in [SW]
(see also [GGT]) that there is only one spherical harmonic Gh-invariant. 
Remark 3.9. For later purpose, we now precise the uniqueness of the spherical harmonic which is
O(N − 1)-invariant for any k ∈ N. In fact, it is given explicitly by (see [G2])
(3.7) Yk(θ) = P
(N−3
2
,N−3
2
)
k (cos θ)
for θ ∈ [0, π], where P
(N−3
2
,N−3
2
)
k are the Jacobi Polynomials that can be written, using the Rodrigues’
formula
P
(N−3
2
,N−3
2
)
k (z) =
(−1)k
2kk!
(1− z2)−
N−3
2
∂k
∂zk
(
(1− z2)k+
N−3
2
)
for z ∈ [−1, 1] and any k = 0, 1, . . . . In particular we have
P
(N−3
2
,N−3
2
)
1 (z) =
N − 1
2
z
and
P
(N−3
2
,N−3
2
)
2 (z) =
N + 1
16
((N + 1)z2 − 2).
Lemma 3.10 (L∞ a priori bound in RN \B1.). Let γ¯ < γ1. There exists B = B(γ¯) > 0 such that if
v ∈ X is a nonnegative solution of
(3.8) −∆v −
Γ
|x|2
v = CΓ
|v|ps−2v
|x|s
in RN \ {0}
for some Γ ∈ [γ¯, γ1], then ‖v‖L∞(RN\B1) ≤ B.
Proof. Assume there exists a sequence (uγn)n of nonnegative solutions of (3.8) such that γn ∈ [γ¯, γ1]
and
‖uγn‖L∞(RN\B1) →∞.
One can assume that γn → γ ∈ [γ¯, γ1). Let xn be a point where uγn achieves its maximum in
R
N \B1. Define
vn(y) := µnuγn
(
µ(ps−2)/2n y + xn
)
, where µn := 1/‖uγn‖L∞(RN \B1) → 0.
Note that vn(0) = ‖vn‖L∞(RN \B1) = 1. Observe also that the Kelvin invariance of uγn implies that
max
B1\B 1
2
uγn ≤ 2
N−2 max
RN\B1
uγn .
The function vn satisfies
−∆vn −
γnµ
ps−2
n
|µ
(ps−2)/2
n y + xn|2
vn = Cγn
|vn|
ps−2vn
|µ
(ps−2)/2
n y + xn|s
on Brn ,
where rn =
1
2µ
1−ps/2
n . By elliptic regularity, (vn)n is bounded in W
2,r and C1,α, 0 < α < 1 on any
compact set of Brn . Thus, up to a subsequence and a rotation of the domain, one concludes that
vn → v
∗ in W 2,r and C1,α on compact sets of RN .
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Observe also that either we can assume xn → x
∗ for some x∗ ∈ RN \B1 or |xn| → ∞. Therefore, one
has v∗ ≥ 0, v∗(0) = 1, v∗ ∈ L∞ and v∗ satisfies either
−∆v∗ =
1
|x∗|s
(v∗)ps−1 in RN or −∆v∗ = 0 in RN .
Liouville theorems [GS, CL, LZ] and the fact that bounded harmonic functions on RN are trivial imply
v∗ = 0 which contradicts v∗(0) = 1. 
Lemma 3.10 is an incomplete result since we would have like to deduce a uniform bound in X. We
include it for completeness to show that if a branch does explode in L∞, the trouble comes from the
behaviour at the origin. We believe that a D1,2 uniform bound would be enough to control, along a
branch, the behaviour of the solutions at the origin and therefore allow to prove its unboundedness in
the γ direction.
Proposition 3.11. The continua Cℓj are given by nontrivial solutions. Moreover, case b) of Remark
3.8 cannot hold.
Proof. First we show that the continua Cℓj are given by nontrivial solutions. Assume by contradiction
that there exists a sequence of functions vn ∈ C
ℓ
j such that vn solves (2.1) with γ = Γn < 0 and such
that
∫
RN
|∇vn|
2 → 0 as n→∞. Using equation (2.1) we have∫
RN
|∇vn|
2 − Γn
∫
RN
v2n
|x|2
= CΓn
∫
RN
vpsn
|x|s
.
Recalling that Γn < 0 and using the Hardy inequality,∫
RN
v2n
|x|2
≤
(
N − 2
2
)2 ∫
RN
|∇vn|
2,
we get
1 =Γn
∫
RN
v2n
|x|2∫
RN
|∇vn|2
+ CΓn
∫
RN
vpsn
|x|s∫
RN
|∇vn|2
≤ CΓn
(∫
RN
v2n
|x|2
) s
2 (∫
RN
v2
∗
n
) 2−s
2∫
RN
|∇vn|2
≤CΓnS
−N(2−s)
2(N−2)


∫
RN
v2n
|x|2∫
RN
|∇vn|2


s
2 (∫
RN
|∇vn|
2
) 2−s
N−2
≤ CΓnS
−N(2−s)
2(N−2)
(
N − 2
2
)s(∫
RN
|∇vn|
2
) 2−s
N−2
where S is the best Sobolev constant. As the l.h.s. converges to 0 as n→∞, we obtain a contradiction.
Next, Proposition 2.3 implies that the continuum Cj , which contains non-radial, nontrivial solutions,
cannot overpass the value γ1 ≤ 0 proving case b) of Remark 3.8 cannot hold.

4. Separation of the first two branches
In this section we aim to separate two of the branches of non-radial solutions obtained in Theorem
3.7, case i). To this end we need to identify some properties of the solutions along the continuum
CN−1j defined in Remark 3.8, which are preserved and which are not satisfied by solutions along other
continua. In all this section, we consider functions in XN−1. Consider the spherical coordinates in
R
N , (r, ϕ1, . . . , ϕN−2, θ) where ϕ1 ∈ [0, 2π], ϕi ∈ [0, π] i = 2, . . . , N − 2 and θ ∈ [0, π] with
x1 = r sin θ sinϕN−2 · · · sinϕ2 sinϕ1 = r sin θH1(ϕ1, . . . , ϕN−2)
x2 = r sin θ sinϕN−2 · · · sinϕ2 cosϕ1 = r sin θH2(ϕ1, . . . , ϕN−2)
x3 = r sin θ sinϕN−2 · · · cosϕ2 = r sin θH3(ϕ1, . . . , ϕN−2)
· · ·
xN−1 = r sin θ cosϕN−2 = r sin θHN−2(ϕ1, . . . , ϕN−2)
xN = r cos θ
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whereHi(ϕ1, . . . , ϕN−2) =
xi
r sin θ =
xi√
x21+···+x
2
N−1
. In these coordinates, any functions inXN−1 depends
only on r = |x| and θ = arccos xN|x| . Moreover, if v ∈ X
N−1, we have that
(4.1) v(x1, . . . , xi, . . . , xN−1, xN ) = v(x1, . . . ,−xi, . . . , xN−1, xN ),
for all i = 1, . . . , N − 1. Inspired by [G2], we consider in XN−1 the functions that are monotone with
respect to the angle θ in a suitable interval. As we will see this angular monotonicity is preserved
along continua of bifurcating solutions which will allow us to distinguish them from the others.
We now recall the definition of cones K1± and K
2
±
K1± =
{
v ∈ XN−1, v(r, θ) is non-decreasing (-increasing) in
θ for (r, θ) ∈ (0,∞) × [0, π]
}
and
K2± =
{
v ∈ XN−1, v(x′, xN ) = v(x
′,−xN ) for (x
′, xN ) ∈ R
N \ {0},
v(r, θ) is non-decreasing (-increasing) in θ for (r, θ) ∈ (0,∞)× [0, π2 ]
}
.
Observe that functions in K1± are Foliated Schwarz symmetric, i.e. they are axially symmetric with
respect to an axis passing through the origin and nonincreasing in the polar angle from this axis.
To deal with the case of the cone K2± we denote by X
N−1
even the subspace of X
N−1 given by functions
which are even in xN .
Lemma 4.1. For any γ ≤ 0 the operator T (γ,−), defined in (3.2), maps the cone Ki± into K
i
±, for
i = 1, 2.
Proof. We consider the case of K1+ since the proof for K
1
− is exactly the same. So we let h ∈ K
1
+ and
u = T (γ, h), i.e.
(4.2) −∆u−
γ
|x|2
u = Cγ
|h|ps−2h
|x|s
in RN \ {0}.
By the monotonicity assumption on h, we know that ∂h∂θ ≥ 0 for almost every (r, θ) ∈ (0,∞)× [0, π]
and, by Remark 3.2, u ∈ W 2,q(RN ) ∩ C1,αloc (R
N \ {0}). One cannot take directly the derivative with
respect to θ in (4.2) because the Laplacian does not commute with ∂θ. To overcome this, we let
uθ˜i = xN∂xiu− xi∂xNu ∈W
1,q
loc (R
N ) ∩ C0,αloc (R
N \ {0}),
for i = 1, . . . , N − 1. Notice that uθ˜i corresponds to the angular derivative of u in the direction θ˜i
where θ˜i is the angle associated to the rotation R˜i in the plane (xi, xN ) centered at 0 ∈ R
2 preserving
all the other components. Observe, since h is O(N − 1)-invariant, that if h is non-decreasing in θ,
then h is non-decreasing in θ˜i for all i = 1, . . . , N − 1. This follows from the fact that the rotation
corresponding to θ centred at 0 ∈ RN is a finite composition of rotations R˜i (rotation corresponding
to the angle θ˜i, i = 1, . . . , N − 1 centred at 0 ∈ R
N ) and rotations Ri (rotation corresponding to the
angle ϕi, i = 1, . . . , N − 1 centred at 0 ∈ R
N ). The converse is also true namely if h is non-decreasing
in θ˜i, for all i = 1, . . . , N − 1 then h is non-decreasing in θ.
Direct computations using the expression of uθ˜i show that uθ˜i weakly solves
(4.3) −∆uθ˜i −
γ
|x|2
uθ˜i = C¯γ
|h|ps−2
|x|s
hθ˜i in R
N \ {0}
for C¯γ = Cγ(ps − 1). Since the operator
−∆−
γ
|x|2
satisfies a weak maximum principle (Lemma A.2), we will deduce that uθ˜i ≥ 0 from hθ˜i ≥ 0. One needs
to argue carefully since the r.h.s. does not belong to the right Lebesgue space. For every 0 < ε < 1,
we denote by ηε(x) ∈ C
∞
0 (R
N \ {0}) a radial cut-off function such that ηε = 1 for 2ε < |x| <
1
ε ,
ηε = 0 for |x| ∈ [0, ε) ∪ [
2
ε ,∞), |∇ηε(x)| ≤
2
ε for |x| ∈ (ε, 2ε) and |∇ηε(x)| ≤ 2ε for |x| ∈ (
1
ε ,
2
ε ). Let
20 DENIS BONHEURE, JEAN-BAPTISTE CASTERAS, AND FRANCESCA GLADIALI
Ψε = ηε(uθ˜i)
−, where s− denotes the negative part of s. Using (4.3) and the facts that hθ˜i ≥ 0 and
(uθ˜i)
− ≤ 0, we find that∫
RN\{0}
|∇Ψε|
2 =
∫
RN\{0}
∇uθ˜i · ∇(η
2
ε(uθ˜i)
−) +
∫
RN\{0}
((uθ˜i)
−)2|∇ηε|
2
= γ
∫
RN\{0}
uθ˜i(uθ˜i)
−
|x|2
η2ε + C¯γ
∫
RN\{0}
|h|ps−2
|x|s
hθ˜i(uθ˜i)
−η2ε
+
∫
RN\{0}
((uθ˜i)
−)2|∇ηε|
2
≤
∫
RN\{0}
((uθ˜i)
−)2|∇ηε|
2 + γ
∫
RN\{0}
((uθ˜i)
−)2
|x|2
η2ε .
Since by definition |uθ˜i | ≤ |x||∇u| and u ∈ D
1,2(RN ), we have∫
RN\{0}
((uθ˜i)
−)2|∇ηε|
2 ≤ 4ε2
4
ε2
∫
ε<|x|<2ε
|∇u|2
+
4
ε2
4ε2
∫
ε−1<|x|<2ε−1
|∇u|2 = 16
∫
Dε
|∇u|2 = 16
∫
RN\{0}
|∇u|2χDε ,
where χDε is the characteristic function of the set Dε := {x ∈ R
N : ε < |x| < 2ε ∪ ε−1 < |x| < 2ε−1}.
We have 0 ≤ |∇u|2χDε ≤ |∇u|
2 ∈ L1(RN ) and χDε → 0 a.e. in R
N . Then the Lebesgue theorem
implies that ∫
RN\{0}
|∇u|2χDε → 0
so that
lim sup
ε→0
(∫
RN\{0}
|∇Ψε|
2 − γ
∫
RN\{0}
((uθ˜i)
−)2
|x|2
η2ε
)
= 0.
Fatou’s Lemma now implies ∫
RN\{0}
((uθ˜i)
−)2
|x|2
= 0,
so that (uθ˜i)
− = 0 a.e. in RN \ {0}. This holds for every i = 1, . . . , N − 1 proving that u is non-
decreasing in θ i.e. u ∈ K1+.
Suppose now that h ∈ K2+ so that h(x, xN ) = h(x,−xN ). First, it is easy to check that T maps
XN−1even into itself since v = u(x, xN ) − u(x,−xN ) satisfies −∆v −
γ
|x|2
v = 0 and by uniqueness, we
deduce that v = 0. Since, by Remark 3.2, u ∈ C1,αloc (R
N \{0}), we have that uxN (x, 0) = 0 so uθ˜i(x) = 0
for every x ∈ RN \{0} such that xN = 0 for i = 1, . . . , N −1. We are now in the same situation as the
previous case except instead of working on the whole RN , we work on (RN )+ = {x ∈ RN : xN > 0}
and Dirichlet boundary condition on the boundary {xN = 0}. It is indeed straightforward to see that
uθ˜i = 0 on ∂(R
N )+. Using again the cut-off function ηε and reasoning as in the previous part of the
proof we obtain again that (uθ˜i)
− ≡ 0 in (RN )+ showing uθ ≥ 0. The conclusion then follows as in
the previous case. 
When Uγ is an isolated fixed point for the operator T (γ, ·), restricted to the space X
N−1, we can
consider its index relative to the cone K1±, (see [D]), which we denote by indK1± (T (γ, ·), Uγ ). It can
be easily computed when Uγ is non-degenerate in X
N−1. Observe that, by (3.7) this is equivalent
to require that Uγ is non-degenerate in X, namely γ 6= γj for j = 1, 2 . . . . When Uγ is an isolated
fixed point for the operator T (γ, ·), restricted to the space XN−1even , we can consider its index relative
to the cone K2±, which we denote by indK2± (T (γ, ·), Uγ). Again, by (3.7) this can be computed when
γ 6= γj for j even. In this case the characterization in Proposition 2.4, see also Lemma 3.4, implies
the following lemma.
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Lemma 4.2. Let γ 6= γj be as defined in (2.12), for j = 1, 2 . . . , then
indK1± (T (γ, ·), Uγ) =
{
0 if γ > γ1
−1 if γ < γ1
and
indK2± (T (γ, ·), Uγ) =
{
0 if γ > γ2
−1 if γ < γ2
Proof. We denote by Tu the Fre´chet derivative of T with respect to u. First, observe that, since γ 6= γj ,
I − Tu(γ, Uγ) : X
N−1 −→ XN−1 is invertible and the same holds in XN−1even . Next, we claim that when
γ > γ1 resp. when γ > γ2, the equation
(4.4) −∆h−
γ
|x|2
h− t(N − s)(N + 2− 2s)ν2γ
|x|νγ(2−s)−2
(1 + |x|(2−s)νγ )2
h = 0 in RN \ {0}
does not admit a nontrivial solution h ∈ XN−1 resp. h ∈ XN−1even which is not radial for some t ∈ (0, 1).
Notice that the claim is equivalent to the so-called property α (see Lemma 2−(a) of [D]). So, applying
[D][Theorem 1], we get
indK1± (T (γ, ·), Uγ) = indXN−1 (Tv(γ, Uγ), 0) ,
and
indK1± (T (γ, ·), Uγ) = indXN−1even (Tv(γ, Uγ), 0) .
Using standard results on the index (see for instance [AM]), we have
indXN−1 (Tv(γ, Uγ), 0) = (−1)
mN−1(γ),
and
indXN−1even (Tv(γ, Uγ), 0) = (−1)
mN−1even (γ),
where mN−1(γ) resp. mN−1even (γ) denotes the Morse index of Uγ in X
N−1 resp. XN−1even . Arguing in the
same way as in Lemma 2.9, one can prove that mN−1(γ) = mN−1even (γ) = 1. Therefore, to finish the
proof, we only need to show that the claim holds true.
First, we notice that the existence of non radial solution to (4.4) is equivalent to say that zero is an
eigenvalue of the problem
−∆h−
γ
|x|2
h− t(N − s)(N + 2− 2s)ν2γ
|x|νγ(2−s)−2
(1 + |x|(2−s)νγ )2
h = µh in RN \ {0}
with eigenfunction in X⊥rad resp. X
⊥
rad,even for some t ∈ (0, 1). Here X
⊥
rad resp. X
⊥
rad,even is the
orthogonal complement to Xrad in X
N−1 resp. in XN−1even . We denote by µt the smallest eigenvalue of
this problem. By the variational characterization of the eigenvalues, µt is decreasing in t. One can
also check that µt is continuous with respect to t. Moreover, by Lemma A.5, µ0 > 0 and, by definition,
µ1 is the smallest eigenvalue in X
⊥
rad resp. X
⊥
rad,even, of the linearized operator Lγ . So, by continuity
and by the decay of µt with respect to t, we deduce that there exists t ∈ (0, 1) such that µt = 0 if and
only if µ1 < 0. From Lemma 2.4 and (3.7), we have that µ1 < 0 in X
N−1 \ Xrad if and only if γ < γ1
and µ1 < 0 in X
N−1
even \ Xrad if and only if γ < γ2. This concludes the proof. 
Theorem 4.3. The points (γj, Uγj ), j = 1, 2, are non-radial bifurcation points from the curve of
radial solutions (γ, Uγ) and the bifurcating solutions belong to the cone K
j
±. Moreover, the continuum
C±j ⊂ K
j
±, j = 1, 2, that branches out of (γj , Uγj ) is unbounded in (−∞, 0]×K
j
± and the continua C
+
1 ,
C−1 , C
+
2 and C
−
2 have empty mutual intersections.
Proof. Step 1. Non-radial local bifurcation in Kj±. We only consider the point (γ1, Uγ1) and prove
the result in the cone K1+, the other case being similar. By Lemma 4.2, we know that, for any δ > 0
small,
(4.5) indK1+ (T (γ1 − δ, ·), Uγ1−δ) 6= indK1+ (T (γ1 + δ, ·), Uγ1+δ) .
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We assume by contradiction that (γ1, Uγ1) is not a bifurcation point in (−∞, 0) × K
1
+. Then we can
find δ > 0 and a neighborhood O of {(γ, Uγ) : γ ∈ (γ1 − δ, γ1 + δ)} in (γ1 − δ, γ1 + δ)×K
1
+ such that
v−T (γ, v) 6= 0 for every (γ, v) in O different from (γ, Uγ). We can choose δ > 0 such that (4.5) holds.
Let Oγ := {v ∈ K
1
+ : (γ, v) ∈ O}. It follows that there are no solutions to v − T (p, v) = 0
on ∪γ∈(γ1−δ,γ1+δ){γ} × ∂Oγ and there is only the radial solution (γ, Uγ) in ({γ1 − δ} × Oγ1−δ) ∪
({γ1 + δ} × Oγ1+δ). By the homotopy invariance of the fixed point index in the cone, see [D], we
have that
indK1+ (T (γ, ·), Uγ) is constant for γ ∈ (γ1 − δ, γ1 + δ),
which is in contradiction with (4.5). This proves the local bifurcation.
We point out that the bifurcating solutions belong to K1+ since T maps the cone in itself (by Lemma
4.1) and are non-radial for γ close to γ1 since Uγ is radially non-degenerate in X.
Step 2. Global bifurcation and Rabinowitz alternative. As for the Step 1, we only consider the
case γ = γ1 and K
1
+. Following [G], we let
S := {(γ, Uγ) : γ ∈ (−∞, 0)} ⊆ (−∞, 0) ×K
1
+
be the curve of radial solutions, Σ+1 be the closure of the set
{(γ, v) ∈
(
(−∞, 0) ×K1+ \ S
)
: v solves v − T (γ, v) = 0},
and C+1 be the closed connected component of Σ
+
1 that contains (γ1, Uγ1) (which is nonempty by Step
1). Assume by contradiction that the Rabinowitz alternative, namely one of the following, does not
occur:
i) C+1 is unbounded in (−∞, 0)×K
1
+;
ii) C+1 intersects {0} × K
1
+;
iii) there exists γk with k 6= 1 such that (γk, Uγk) ∈ C
+
1 ∩ S.
We have already observed in Proposition 3.11 that ii) cannot hold. Then, as in Step 2 in the proof of
[G, Theorem 3.3], we can construct a suitable neighborhood O of C+1 in K
1
+ such that ∂O ∩ Σ
+
1 = ∅,
O∩S ⊂ (γ1−δ, γ1+δ)×K
1
+, for δ such that 0 < γ1−δ < γ1+δ < γ2. Moreover, there exists c0 > 0 such
that ‖v−Uγ‖X ≥ c0 for (γ, v) ∈ O such that |γ− γ1| ≥ δ. Then we can follow the proof of Step 3 and
Step 4 in [G, Theorem 3.3], recalling now that, for Λc := {(γ, v) ∈ (−∞, 0)×X
N−1 : ‖v − Uγ‖X < c}
one has
degK1+(I − T (γ1 ± δ, ·), (O ∩ Λc)γ1±δ , 0) = indK1+(T (γ1 ± δ, ·), uγ1±δ)
for any c < c0. The fixed point index relative to the cone K
1
+ can then be computed in γ1 ± δ and it
assumes either the value 0 or −1 (by Lemma 4.2). The proof of Step 3 and 4 of [G, Theorem 3.3] can
be repeated and so we get a contradiction.
We can also adapt the proof of [G2, Proposition 2.3], again using the degree in the cone K1+ which
is, as already observed, either 0 or −1 in a neighborhood of the isolated (in XN−1) solution Uγ . The
main difference is that, in the final part of the proof of [G2, Proposition 2.3] we now obtain, following
the notations of [G2], that
degK1+(Sr(γ, v),O ∩Br(γ1, Uγ1), 0) = −1.
Following the rest of the proof of [G2, Proposition 2.3] we get that, whenever C+1 is bounded, the
number of degeneracy points γk, that belong to C
+
1 and at which the index of the operator T (γ, ·) in
the cone K1+ changes, has to be even. Lemma 4.2 then implies that the value γ1 is the unique at which
a change in the index indK1+ (T (γ, ·), Uγ) appears, meaning that C
+
1 cannot be bounded.
Step 3. Conclusion. As already pointed out, the bifurcating solutions along the continuum C±j are
not radial for γ close to γj , and belong to the cone K
j
±. Since K
1
+ ∩K
1
− = Xrad, K
1
± ∩K
2
± = Xrad and
Uγj does not possess any radial degeneracy point different from γ0 =
(N−2)2
4 , the continua C
+
1 , C
−
1 , C
+
2
and C−2 have empty intersections. 
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Remark 4.4. Theorem 4.3 proves that at the points γi, i = 1, 2, we have two continua of bifurcating
solutions. One belongs to Ki+ and the other one is in K
i
− for i = 1, 2. Solutions in C
±
1 exhibit a
one peak profile and have their maximum point either in the north pole of SN−1 or in the south pole.
Solutions in C−2 have their maximum point in the north pole of S
N−1 and, for symmetry reasons,
exhibit then a two peaks profile. Finally, solutions in C+2 have their maximum points all along the
equator of SN−1 and have therefore a manifold, SN−2, of maxima.
As observed in the proof of Theorem 4.3, each time we have an odd change in the Morse index of
Uγ at γj, we have a bifurcation phenomenon. Of course many different symmetries can be considered.
Some of them have been exploited in [AG2] to prove a bifurcation result from a sign-changing solutions.
Due to the expression of the eigenfunctions in (2.26), all the symmetries that one can consider are the
ones of the spherical harmonics Yk(θ), see also Corollary 2.11 for the exact computation of the change
of the Morse index at a value γj .
5. Minimization in symmetry classes
In this section, we find solutions to (2.1) with the same symmetries of the ones in Section 4 mini-
mizing a suitable functional associated with equation (2.1). We include this approach to support the
conjecture that the corresponding branches of solutions obtained in Theorem 4.3 exists for all γ < γ1,
resp. γ < γ2. To this end we define the functional F : D
1,2(RN )→ R
(5.1) F (u) :=
1
2
∫
RN
|∇u|2 −
γ
2
∫
RN
u2
|x|2
−
Cγ
ps
∫
RN
|u|ps
|x|s
which is of class C1 and we recall that if u is a critical point of F , then u is a weak solution to (2.1).
The functional F is not bounded by below in D1,2 and so, using a classical procedure, we restrict it
on the Nehari set
N := {u ∈ D1,2(RN ) u 6= 0 :
∫
RN
|∇u|2 − γ
∫
RN
u2
|x|2
− Cγ
∫
RN
|u|ps
|x|s
= 0}
Now define
(5.2) dγ := inf
u∈N
F (u).
By classical methods we prove the following result.
Theorem 5.1. The infimum dγ on N is nonnegative, every minimizer uγ ∈ N is a critical point of
F , it is positive and weakly solves (2.1). Moreover every minimizer uγ is O(N − 1)-invariant (in a
suitable coordinate system) and foliated Schwarz symmetric. Further, when γ < γ1, uγ is non-radial
and belongs to K1±.
Proof. The existence part of the theorem and the positivity of minimizers are very classical and we
omit it. Now, we focus on the symmetry of uγ . Every minimizer uγ is a minimum of F (u) on the Nehari
manifold N which has codimension one and so the Morse index of uγ is 1. Then, as in Proposition
2.10 of [GPW] there exists a direction e ∈ SN−1 such that, denoting by S(e) := {x ∈ RN : x · e > 0},
it holds
inf
ψ∈C10 (S(e))
Q(ψ,ψ) ≥ 0
where
Q(ψ, φ) =
∫
RN
(∇ψ∇φ− γφψ − Cγ(ps − 1)|uγ |
ps−2φψ)dx.
We denote by σe the reflection with respect to the hyperplane x · e = 0. Then we consider two cases
depending if u(x) − u(σe(x)) = 0 or not. If u(x) − u(σe(x)) ≡ 0 in S(e), then the foliated Schwarz
symmetry of uγ follows by Proposition 2.5 of [GPW]. In the other case, the proof of Theorem 1.4 in
[GPW] gives that u(x)− u(σe(x)) does not change sign in S(e). The foliated Schwarz symmetry of u
then follows by Proposition 2.8 of [GPW]. By definition of foliated Schwarz symmetry, we get that uγ
depends only on r = |x| and on one angle θ = arccos( x|x| · e), with e ∈ S
N−1 in which it is monotone.
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This proves that uγ is O(N − 1)-invariant and, up to rotation, belongs to K
1
±. Finally, we prove that
every minimizer uγ is non-radial for γ < γ1. Following the proof of [GPW], we have that either uγ
is radial or, up to a change of coordinates, it is strictly decreasing with respect to θ and therefore
belongs to the interior of the cone K1. The fact that uγ is not radial when γ < γ1 follows by Morse
index considerations. As already observe the Morse index in D1,2(RN ) of every minimizers uγ is one.
But when γ < γ1, the Morse index of the radial solution Uγ is greater or equal than N+1 from (2.24).
Then uγ 6= Uγ and the proof is completed. 
Next we turn to the case of the cone K2 considered in Section 4 and we restrict the functional F
in (5.1) to the space D1,2N−1,even, given by D
1,2 functions which are O(N − 1)-invariant with respect
(x1, . . . , xN−1) and even in xN . We denote by
N even := {u ∈ D1,2N−1,even u 6= 0 :
∫
RN
|∇u|2 − γ
∫
RN
u2
|x|2
− Cγ
∫
RN
|u|pS
|x|s
= 0}
and
(5.3) devenγ := inf
u∈N even
F (u).
Theorem 5.2. The infimum devenγ on N
even is nonnegative, every minimizer uevenγ ∈ N
even is a
critical point of F , it is positive and weakly solves (2.1). Moreover, when γ < γ1 u
even
γ 6= uγ and every
minimizer uevenγ is non-radial for every γ < γ2.
Proof. As previously, we omit the existence part of the proof. Following the former proof, one can
show that uevenγ is O(N − 1)-invariant and even in xN . So it belongs to K
1
± if and only if it is radial.
Then Theorem 5.1 implies that uevenγ 6= uγ , for γ < γ1, since uγ is strictly decreasing in θ. Finally the
fact that uevenγ is not radial when γ < γ2 follows by Morse index considerations. Indeed, as before, the
Morse index of every minimizers uevenγ in the space D
1,2
N−1,even is one. When γ < γ2, the Morse index of
the radial solution Uγ in the space D
1,2
N−1,even is greater or equal than 2, from (2.24) and Corollary 2.11.
Recall indeed that corresponding to j = 1 there are no eigenfunction Yj(θ) of the Laplace Beltrami
operator in D1,2N−1,even, while corresponding to j = 2 the spherical harmonic P
(N−3
2
,N−3
2
)
2 (θ) in (3.7)
belongs to D1,2N−1,even. Thus u
even
γ 6= Uγ . 
6. Other bifurcation results
In this section, we obtain other continua of bifurcating solutions by exploiting different monotonicity
properties along other bifurcating branches. We start from the expression of the eigenfunctions Yk of
the Laplace-Beltrami operator in SN−1. In spherical coordinates, they can be written as
(6.1) Yk(ϕ1, θ) =
k∑
ℓ=0
P ℓk(cos θ) (Aℓ cos ℓϕ1 +Bℓ sin ℓϕ1) ,
in dimension N = 3, where P ℓk are the associated Legendre polynomials, and as
Yk(ϕ, θ) =
k∑
ℓ=0
N−2∏
j=2
ℓ=i0≤i1...iN−3≤k
G
iN−3
k (cos θ,N −3)G
ij−2
ij−1
(cosϕj , j − 2)
(
A
i1...iN−3
ℓ cos ℓϕ1 +B
i1...iN−3
ℓ sin ℓϕ1
)
,
(6.2)
in dimension N > 3, where G0i (·, j) are the Gegenbauer Polynomials.
We point out that Gℓi(ω, 0) = P
ℓ
i (ω) and G
0
i (−, j) = P
( j
2
, j
2
)
i (−) are the Jacobi Polynomials as in
(3.7). In particular, there are eigenfunctions Yk periodic with respect to the angle ϕ1 of periodicity
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2π
j , for j ∈ N0, as far as k ≥ j. When j = k, they are given by:
(Ak cos kϕ1 +Bk sin kϕ1) (sin θ)
k
N−2∏
j=2
(sinϕj)
k.
We next introduce some functional spaces having the same symmetry properties. Let Oj , j ∈ N0, be
the subgroup of rotations of angle 2πj in the (x1, x2)-plane. Denote by τ the reflection with respect to
the hyperplane x2 = 0, namely τ(x1, x2, . . . , xN ) = (x1,−x2, . . . , xN ). For any k ∈ N0, we define
(6.3) Gj ⊂ O(N) the subgroup generated by the elements of Oj and by τ ,
and
(6.4) D1,2j := {v ∈ D
1,2(RN ) such that v(g(x)) = v(x), ∀g ∈ Gj, ∀x ∈ R
N}.
The functions in the spacesD1,2j clearly possess the following invariances (in polar coordinates (x1, x2) =
(ρ cosψ, ρ sinψ)), with ρ2 = x21 + x
2
2 and ψ ∈ [0, 2π]:
v(ρ, ψ, x3, . . . , xN ) = v(ρ, 2π − ψ, x3, . . . , xN ),(6.5)
v(ρ, ψ, x3, . . . , xN ) = v(ρ, ψ +
2π
j , x3, . . . , xN ),(6.6)
and, by combining the above two relations,
(6.7) v(ρ,
π
j
+ ψ, x3, . . . , xN ) = v(ρ,
π
j
− ψ, x3, . . . , xN )
for every (ρ, ψ, x3, . . . , xN ) ∈ (0,∞) × [0, 2π] × R
N−2. Let
Xj = X ∩D
1,2
j.
We will prove that, for any j ∈ N, there exists an unbounded continuum of solutions in Xj bifurcating
from the radial one. In order to identify different continua, we restrict the operator T to suitable cones
K˜j± ⊂ Xj defined, similarly as in [D], by imposing some angular monotonicity on the Gj-symmetric
functions. Hence, for j ∈ N, we define the cone
K˜j± : =
{
v ∈ Xj , v(ρ, ψ, x3, . . . , xN ) is non-decreasing (-increasing) in
ψ for (ρ, ψ) ∈ (0,∞) × [0, 2π/j), (x3 , . . . , xN ) ∈ R
N−2
}
.
By definition, Xrad ⊂ K˜
j
± ⊂ Xj for any j ≥ 1. Moreover, denoting by Xψ the subspace of functions
in X that do not depend on the angle ψ, we see that Xψ ⊂ Xj for any j ≥ 1 and
(6.8) K˜j+ ∩ K˜
j
− ⊆ Xψ ; K˜
j
± ∩ K˜
h
± ⊆ Xψ and K˜
j
+ ∩ K˜
h
− ⊆ Xψ.
Observe that, for any fixed γ, the operator T (γ, ·) is compact and continuous in γ. Also its restric-
tion to the subspaces Xj, j ≥ 1, is compact and continuous in γ.
First we have
Lemma 6.1. The operator T (γ, ·) maps K˜j± into K˜
j
±.
Proof. Let h ∈ Xj and z = T (γ, h). It is easy to see that T (γ, ·) maps Xj into Xj . Next, we
consider the case of h ∈ K˜j+. By Remark 3.2, we know that z ∈ W
2,q(RN ) ∩ C1,αloc (R
N \ {0}) so
zψ :=
∂z
∂ψ ∈ W
1,q
loc (R
N ) ∩ C0,αloc (R
N \ {0}). For any ϕ ∈ C∞0 (R
N \ {0}) one can check that zψ weakly
solves
(6.9)
∫
RN
∇zψ∇ϕ− γ
∫
RN
|x|−2zψϕ = C¯γ
∫
RN
|h|ps−2
|x|s
hψϕ,
where hψ :=
∂v
∂ψ .
Arguing as in the proof of Lemma 4.1 we deduce that∫
Σj
|x|−2(z−ψ )
2 = 0,
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where Σj := {x ∈ R
N \ {0} , 0 < ψ < 2πj }, showing that zψ ≥ 0. 
As in Section 4, we have
Lemma 6.2. Let γ 6= γi, i ∈ N, be defined as in (2.12). Then, for j ≥ 1, we have
indK˜j±
(T (γ, ·), Uγ) =
{
0 if γ > γj ,
(−1)m
j (γ) if γ < γj ,
where mj(γ) denotes the Morse index of Uγ in the symmetric space Xj .
Proof. The proof is very similar to the one of Lemma 4.2. Just observe that, from (6.2), there exists
an eigenfunction in Xj (associated with a negative eigenvalue) which depends on the angle ψ if and
only if γ < γj. 
Again we have:
Theorem 6.3. The points (γj , Uγj ), j ≥ 1 are non-radial bifurcation points from the curve of radial
solutions (γ, Uγ) and the bifurcating solutions belong to the cone K˜
j
±. Moreover, the continuum C˜
±
j ⊆
K˜j±, j ∈ N, that branches out of (γj , Uγj ) is unbounded in (−∞, 0)×K˜
j
± and the continua C˜
+
j , C˜
−
j , C˜
+
h ,
C˜−h can intersect only in Xψ.
Proof. The proof is a straightforward adaptation of the proof of Theorem 4.3 and we omit it. The last
property follows from (6.8). 
Appendix A.
In this appendix, we collect some general results on solutions w ∈ D1,2(RN ) to
(A.1) −∆w −
γ
|x|2
w = f(x) in RN \ {0},
where γ ≤ 0 and N ≥ 3.
Lemma A.1. For every function f(x) ∈ L
2N
N+2 (RN ), (A.1) admits a unique solution in D1,2(RN ).
Proof. See [DGG, Lemma 5.2]. 
Lemma A.2 (Maximum Principle). Let f(x) ∈ L
2N
N+2 (RN ) such that f(x) ≤ 0 almost everywhere in
R
N \ {0} and w ∈ D1,2(RN ) be a solution to (A.1). Then w ≤ 0 in RN \ {0}.
Proof. By definition of w, we have that∫
RN
∇w∇ψ dx− γ
∫
RN
wψ
|x|2
dx =
∫
RN
f(x)ψ(x) dx
for every ψ ∈ D1,2(RN ). Choosing ψ = w+ (where a+ denotes the positive part of a, namely a+ =
max{a(x), 0}) and using that f ≤ 0, we have∫
RN
|∇w+|2 dx− γ
∫
RN
(w+)2
|x|2
dx =
∫
RN
f(x)w+ dx ≤ 0.
This implies that ∫
RN
|∇w+|2 = 0,
and w+ = 0 almost everywhere in RN \ {0}. 
As a consequence of the Maximum Principle, the Comparison Principle also holds, namely
Lemma A.3 (Comparison Principle). Let f1, f2 ∈ L
2N
N+2 (RN ) such that f1 ≤ f2 almost everywhere in
R
N \ {0}. Then w1 ≤ w2 where wi is the unique weak solutions to (A.1) corresponding to fi.
HARDY-SOBOLEV EQUATION 27
Finally, we obtain a decay estimate for solutions to a suitable linear equation.
Lemma A.4. Let w ∈ D1,2(RN ) be the unique weak solution to
(A.2) −∆w −
γ
|x|2
w =
1
|x|s(1 + |x|)N+2−s
in RN \ {0},
with N ≥ 3, γ ≤ 0 and s ∈ [0, 2). Then w ∈ L∞(RN ) and
|w(x)||x|N−2 ≤ Cmax{|x|aγ , |x|−2} as |x| → ∞,
|w(x)| ≤ Cmax{|x|−aγ , |x|2−s} as |x| → 0.
(A.3)
Moreover when γ < 0 it holds
(A.4) |w(x)||x|N−2 = o(1) as |x| → ∞ and |w(x)| = o(1) as |x| → 0.
Proof. First observe that, since the r.h.s. of (A.2) belongs to L
2N
N+2 (RN ), there exists a unique solution
w ∈ D1,2(RN ) which satisfies w > 0 almost everywhere in RN \ {0} by the Maximum Principle.
Moreover, w is radial by uniqueness. Let w¯ := raw(r) with a = N−22 (1− νγ) as in (2.3). The function
w¯ solves weakly
−(rN−1−2aw′)′ =
rN−1−a−s
(1 + r)N+2−s
in (0,+∞).
For any r0 > 0, we have
(A.5) − w¯′(r) = Cr0r
1+2a−N + r1+2a−N
∫ r
r0
tN−1−a−s
(1 + t)N+2−s
dt,
where Cr0 = −r
N−2a−1
0 w¯
′(r0). From (A.5), we get that
−w¯′(r) ≤ Cr0r
1+2a−N + r1+2a−N
∫ r
r0
r−3−a dr,
which gives, recalling (2.3),
−w¯′(r) ≤
{(
Cr0 +
1
2+ar
−(2+a)
0
)
r1+2a−N − 12+ar
a−1−N when γ 6= −2N,
(Cr0 − log r0 + log r) r
1+2a−N when γ = −2N.
Since w ∈ D1,2(RN ), from Ni’s radial Lemma (see [N]), we know that w(r) ≤ Cwr
2−N
2 , so that
w¯(r) ≤ Cra−
N−2
2 = Cr−
N−2
2
νγ → 0, as r→ +∞. Integrating w¯′(r) from r to +∞ yields to
w¯(r) ≤


Cr0
N−2a−2r
2+2a−N + 1(a−N)(2+a) r
a−N when γ < −2N,
1
N−2a−2r
2+2a−N
(
Cr0 − log r0 +
1
N−2−2a + log r
)
when γ = −2N,(
Cr0
(N−2a−2) +
r
−(a+2)
0
(a+2)(N−2a−2)
)
r2+2a−N when γ > −2N,
which implies that
w(r) ≤


Cr0
N−2a−2r
2+a−N + 1(a−N)(2+a) r
−N when γ < −2N,
1
N−2a−2r
2+a−N
(
Cr0 − log r0 +
1
N−2−2a + log r
)
when γ = −2N,(
Cr0
(N−2a−2) +
r
−(a+2)
0
(a+2)(N−2a−2)
)
r2+a−N when γ > −2N.
Therefore, we have, for r large enough,
(A.6) w(r)rN−2 ≤ Cmax{ra, r−2}.
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To estimate the function w near the origin, we proceed the same way. In this case, we get
w(r) ≤


Cr0
N−2a−2r
−a + 1(a−N−s)(2+a+s)r
2−s ≤
(
Cr0
N−2a−2 + δ
)
r−a when γ < (N − s)(s− 2),
1
N−2a−2r
−a
(
Cr0 − log r0 +
1
N−2−2a − log r
)
when γ = (N − s)(s− 2),(
Cr0
(N−2a−2) +
rs−2−a0
(a+2−s)(N−2a−2)
)
r−a when γ > (N − s)(s− 2).
This proves that
w(r) ≤ Cmax{r−a, r2−s} as r → 0.

Thanks to the Hardy inequality, one can show the following lemma.
Lemma A.5. For every γ <
(
N−2
2
)2
the first eigenvalue of the operator −∆ − γ|x|2 I in D
1,2(RN ) is
strictly positive.
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