We study the properties of the set of binary strings with the relation \the Kolmogorov complexity of x conditional to y is small". We prove that there are pairs of strings which have no greatest common lower bound with respect to this pre-order. We present several examples when the greatest common lower bound exists but its complexity is much less than mutual information (extending G acs and K orner result 2]).
Introduction
The family of Turing degrees is a well studied object. Is there any nite analog of it? In the present paper we study such a nite analog: instead of subsets of N we take binary strings and instead of Turing reducibility we take the relation \Kolmogorov complexity of x conditional to y is small". This structure has many properties common with the set of Turing degrees. For example, it forms also an upper semi-lattice. And it is more rich, since we can measure the complexity of nite strings.
Of course, we should make precise what means that the Kolmogorov complexity of x conditional to y, K(xjy), is small. Instead of being small we will speak about being less than c log(jxj + jyj) 1 , where j j denotes the length. So we say that x is c-simple conditional to y, x c y, if K(xjy) < c(log K(x) + log K(y)). Then the above statement that the structure hf0; 1g ; c i is an upper semi-lattice means the following: 1) the existence of the lowest common upper bound: 9c 1 8c 2 9c 3 8xy 9z (x; y c1 z^8z 0 (x; y c2 z 0 ) z c3 z 0 ));
2) the non-existence of the greatest common lower bound: 8c 1 9c 2 8c 3 9xy 8z (x; y c1 z ) 9z 0 (x; y c2 z 0^z 6 c3 z 0 )):
Why not to de ne that x is c-simple conditional to y by inequality K(xjy) c? The reason is that many interesting inequalities for Kolmogorov complexity are true only up to O(log n) term, where n is the sum of the complexities of all strings involved; for instance the well known commutativeness law for information states that I(x : y) ? I(y : x) = O(log K(x) + logK(y)) 2 Another reason is that di erent versions of Kolmogorov complexity are equivalent up to logarithmic term (see 9] ). Therefore the relation K(xjy) c(log K(x) + log K(y)) is more interesting than the relation K(xjy) c.
Another, more simple, way to make the results rigorous is to consider in nite sequences of binary strings rather then single strings. We say that a sequence x = fx n g is simple conditional to a sequence y = fy n g, x y, if K(x n jy n ) = O(log n). We restrict ourselves with sequences x satisfying the requirement jx n j poly(n), where poly(n) is an arbitrary polynomial. The set of all such sequences is denoted by R. Using the pre-ordered set hR; i we can restate two above assertions 1) and 2) using the standard notions of greatest common lower bound and lowest common upper bound in a pre-ordered set: 1') the existence of the lowest common upper bound: In this form, the results seems to be a bit weaker, but their formulations become simpler. Therefore, in this paper, we prefer to formulate our results using the structure hR; i or the structure hR; ; K( )i, where K( ) is the Kolmogorov complexity.
So, our rst result is the assertion 2' (and the assertion 1' is easy).
Our next results deal with common information. G acs and K orner were rst who pointed out that the quantity of mutual information I(x : y) may be large when the strings x and y have nothing in common. More speci cally, G acs and K orner in 2] proved that there exist x n and y n of length n such that the mutual information I(x n : y n ) has linear growth cn and the complexity of any common lower bound of x n and y n is O( p n) (Another proof appeared in 6].) Using another approach, we present three examples of sequences x n and y n of length n such that I(x n : y n ) has linear growth and the complexity of any common lower bound of x and y is O(log n). Our proof of this fact is simpler than the rather technical proof of the corresponding fact in 2].
If two sequences have greatest common lower bound, its complexity, de ned up to O(log n) term, is called common information in those sequences, as opposed to mutual information I(x n : y n ). It is well known that any common lower bound z of sequences x and y satis es the inequality K(z n ) I(x n : y n ) + O(log n) (for the seek of completeness, this fact is proven in the next section), thus the common information does not exceed the mutual information. The amount of common information does not determine completely how much x and y have in common. What re ects this better is the set M xy of all triples (u; v; w) of reals such that there exists z for which K(z n ) un + O(logn); K(x n jz n ) vn + O(log n); K(y n jz n ) wn + O(logn):
(Here, we assume that K(x n ); K(y n ); I(x n : y n ) have linear growth. Moreover, we we are mostly interested in the speci c case when K(x n ) = 2n + O(log n), K(y n ) = 2n + O(logn), K(hx n ; y n i) = 3n + O(logn).) The larger is this set the more common have x; y. We prove (in a sense non-constructively) that there exist x; y with given complexities K(x n ), K(y n ), I(x n : y n ) having minimum possible set M xy . (Our proof is a generalization of the proof in 6, 7] .) We study then what is the set M xy for one interesting particular pair (x; y). The paper is organized as follows. In Section 2, we recall basic de nitions. In Section 3, we prove that there are sequences having no greatest common lower bound. In Section 4, we present the examples of sequences in which common information is less than mutual information (including G acs and K orner's example). In Section 5, we study the set M xy for certain x; y. And in Section 6, we establish some simple properties of the structure hR; i.
Preliminaries
The set of nite binary strings is denoted by , the empty string is denoted by . A conditional description method is a partial computable function :
The string p is called a program to compute x given y by if (p; y) = x: The complexity K (xjy) of x conditional to y with respect to is de ned by K (xjy) = minfjpj j (p; y) = xg and K (xjy) = for all x; y. Hence 0 is universal. We x a universal conditional description method 0 and de ne complexity of x conditional to y by K(xjy) = K 0 (xjy) and complexity of x by K(x) = K(xj ): If 0 (p; ) = x we say that p is a program to compute x.
Let us x a computable one to one correspondence between and and denote by hu; vi the binary string corresponding to the pair (u; v).
It is easy to show that
Indeed, let p be a minimal program to compute y and q be a minimal program to compute x given y. Let us double all the bits in the binary representation of the length of p and add the string 01 to the end, denote the resulting string by l(p) (for example, if p has 5 bits, then l(p) = 11001101). Given the string l(p)pq we can nd both p and q, then nd x and y, and nally nd hx; yi. (1) We will use this equation several times.
The mutual information in x and y is de ned by
The equality (1) implies that the mutual information is commutative up to a logarithmic term:
It is easy to see that the number of binary strings of length less than n is equal to 1 + 2 + + 2 n?1 = 2 n ? 1. Therefore any set A of strings having at least 2 n elements has a string x with K(x) n. Any such string is called a random string in A. So, for instance, a random string of length n is a string of length n and complexity at least n. Similarly, for any nite A; B there is a pair (a; b) in A B such that K(ha; bi) log(jAjjBj)]. Any such a; b are called random independent elements of A and B, respectively.
3 The structure hR; ; K ( )i
Recall that we denote by R the set of all sequences x of binary strings such that the length of x n is bounded by a polynomial of n. By we denote the sequence, whose all terms are equal to the empty string.
De nition 1 A sequence x is simple conditional to a sequence y, x y, if K(x n jy n ) = O(log n): Proposition 1 Any two elements x, y in R have lowest common upper bound. Proof. Let z n = hx n ; y n i. 2 In the following proposition we establish the upper bound for the complexity of any common lower bound of x and y.
Proposition 2 If z x and z y, then K(z n ) I(x n : y n ) + O(log n).
Proof. We have
K(x n jy n ) K(x n jz n ) + K(z n jy n ) + O(log n) = K(x n jz n ) + O(log n) I(x n : y n ) = K(x n ) ? K(x n jy n ) K(hx n ; z n i) ? K(x n jz n ) + O(logn) = K(z n ) + O(log n):2 If z x, z y and K(z n ) = I(x n : y n ) + O(logn), we say that z extracts the mutual information from x and y. Proposition 3 If z extracts the mutual information from x and y, then z is the greatest common lower bound of x and y.
Proof. Let u x and u y. The sequence hz n ; u n i is a common lower bound of x and y. Using Proposition 2 we get K(hz n ; u n i) I(x n : y n ) + O(log n) = K(z n )+O(log n). Hence K(u n jz n ) = K(hz n ; u n i)?K(z n )+O(log n) O(log n).
2 If x and y do have the greatest common lower bound z, we call, after G acs and K orner 2], the complexity of z the common information in x and y. The common information is de ned up to logarithmic term.
Many pairs of sequences have the lowest common upper bound. Let us give an example of such a pair.
Example 1 Let x n = hp n ; q n i, y n = hp n ; r n i, where jp n j = jq n j = jr n j = n and p n q n r n is a random string of length 3n. Then p = fp n g is the greatest common lower bound of x and y and extracts the mutual information from x; y. Indeed, we have K(x n ) = 2n + O(logn), K(y n ) = 2n + O(logn), K(hx n ; y n i) = 3n+O(log n), I(x n : y n ) = n+O(log n) and K(p n ) = n+O(log n). And p x and p y, thus p n extracts the mutual information from hp n ; q n i and hp n ; r n i.
By Proposition 3 the sequence p is the greatest common lower bound of x and y.
Theorem 1 There are x; y 2 R having no greatest common lower bound.
Proof. Let w n be a random binary string of length 2n 2 +n. Split w n into 2n+1 blocks of length n: w n = " n b 0 1 b 0 2 b 0 n b 1 1 b 1 2 b 1 n . Let " 1 n ; " 2 n ; : : : ; " n n be the bits of " n . Let To prove that x and y have no greatest common lower bound assume, for the contrary, that z = inf(x; y). Let us prove that there exists C such that K(b " k n k jz n ) C log n for all n and all k n.
For every n let k = k n be the index such that the complexity K(b " k n k jz n ) is maximal among complexities K(b " k 0 n k 0 jz n ). Let u n = b " kn n kn . Evidently, u is a common lower bound of x and y. Therefore, u z, i.e. there is a C such that K(b " kn n k jz n ) C logn for all n. Hence,
Lemma 1 For large enough n, for all i 2 f0; 1g, k n the following holds:
K(b i k jz n ) C log n () i = " k n :
Proof. The implication from the left to the right holds by (2) . To prove the inverse, assume that for some r n, K(b " r n r jz n ) C logn, where " r n = 1 ? " r n . Then K(b " r n r jy n ) K(z n jy n ) + O(log n) = O(log n).
Let us note that w n can be retrieved from y n , " n and b " 1 n 1 b " n n n . And b " r n r is simple conditional to y n . Therefore w n can be retrieved from y n , " n , b "
b " n n n and logarithmic number of extra bits. Thus,
As K(w n ) 2n 2 + n, for large enough n there is no r such that K(b " r n r jz n ) C logn. 2
The above lemma yields a way to obtain " n from x n using O(logn) help bits: nd rst z n , then to nd " k n nd the i such that K(b i k jz n ) C logn. Hence, K(" n jx n ) O(log n) and K(w n ) = K(x n ) + K(" n jx n ) + O(log n) = n 2 + O(log n). The obtained contradiction proves the theorem. Then the common information in x and y is O( p n) but the mutual information has linear growth. 3 
Orthogonal lines in F 3 q
Let us x for every integer n an exponent of a prime q = q n such that logq] = n. So n is about the number of bits in binary representation of q.
A line in F 3 q is a 1-dimensional subspace of the linear space There are q+1 lines orthogonal to any line, therefore jUj = (q 2 +q+1)(q+1). Let (x n ; y n ) be a random pair in U. It is easy to see that K(hx n ; y n i) = 3n + O(log n), K(x n ) = 2n + O(log n), K(y n ) = 2n + O(logn), I(x n : y n ) = n + O(log n). Theorem 3 If z n satis es K(z n jx n ) = O(log n) and K(z n jy n ) = O(log n), then K(z n ) = O(log n), that is inf(x; y) = .
Proof. In the following we will omit the subscript in the expressions x n , y n , etc.
Lemma 2 Let a bipartite graph G = (V 0 ; V 00 ; E) have no quadrangles, i.e. there are no a; b 2 V 0 , e; f 2 V 00 such that (a; e) 2 E, (b; e) 2 E, (a; f) 2 E, (b; f) 2 E. Let In this section the word \line" will mean an a ne 1-dimensional subspace in the a ne 3-dimensional space over F q . Let (x; y) be a random element in the set of all pairs of intersecting lines. We have K(x) = 4n + O(log n), K(y) = 4n + O(log n), I(x : y) = n + O(log n). Theorem 4 inf(x; y) = .
Proof. Assume that K(zjx) = O(log n), K(zjy) = O(log n). Let us prove that K(z) = O(log n). Let m = K(z). Then K(xjz); K(yjz) = 4n ? m + O(log n).
Let B be the set of all linesŷ intersecting with x such that K(ŷjz) K(yjz) Given z; x, we can enumerate all the lines in B and identify y by its number in that enumeration. Therefore K(yjx) K(zjx) + log jBj + O(log n) = logjBj + O(log n). On the other hand K(yjx) = 3n + O(logn). Therefore, log jBj 3n?O(logn) and jBj 2 3n?O(log n) . Let us exclude from B all the lines having complexity less 3n ? 2C log n conditional to x, where C is the constant such that jBj 2 3n?C log n . Any lineŷ in the resulting set B 0 intersects with x and has complexity 3n + O(log n) conditional to x. And jB 0 j 2 3n?2C log n . Letŷ be any line in B 0 . We have K(hx;ŷi) = K(x) + K(ŷjx) + O(log n) = 7n + O(log n), K(xjŷ) = K(hx;ŷi) ? K(ŷ) + O(log n) 7n ? 4n + O(log n) = 3n + O(log n). Since x andŷ intersect we have K(xjŷ) 3n + O(log n), thus K(xjŷ) = 3n + O(log n). Finally, K(ŷ) = K(hx;ŷi) ? K(xjŷ) + O(log n) = 7n ? 3n + O(logn) = 4n + O(log n). And we have K(zjŷ) = K(z) + K(ŷjz) ? K(ŷ) + O(log n) m + 4n ? m ? 4n + O(log n) = O(log n).
Let A = Aŷ be the set of all linesx intersecting withŷ such that K(xjz) K(xjz). As x 2 A we have K(xjŷ) log jAj + O(log n). On the other hand K(xjŷ) = 3n + O(log n), so we get jAj 2 3n?O(logn) .
Thus, for any of 2 3n?O(log n) linesŷ in B we have jAŷj 2 3n?O(logn) . Any linex 6 = x belongs to about 2 2n di erent Aŷ, as ifx 2 Aŷ, the lineŷ intersects with both linesx and x and there are at most 2 2n lines intersecting with bothx and x. Hence, the set Since the pair hx; yi is in X Y and x is orthogonal to y, we get K(hx; yi) log N + K(z) + O(logn) = 5n ? 0:5m + O(logn): As K(hx; yi) = 5n + O(log n), we get m = O(log n). 2 Though inf(x; y) = , there is a short string extracting much mutual information from x and y. Namely, there is a z such that K(z) = 3n + O(log n), K(xjz) = n+O(log n) and K(yjz) = n+O(log n), that is I(x : z) = 2n+O(log n) and I(y : z) = 2n + O(log n). (An evident upper bound for the complexity of such a z is 4n.)
The way to construct such a z was pointed by Finkelberg and Bezrukawnikow. Let W be the plain containing the vectors (1; 0; 0; 0) and (0; 1; 0; 0). Let w be any line in W orthogonal to y (obviously it exists). Take as z the plain having the lines x and w (if it happens that x = w, take as z any plain containing x). Let us note that z has at least 1-dimensional intersection with W and the number of plains with this property is about q 3 , therefore K(z) log q 3 + O(log n) = 3n + O(logn). The number of lines in z is at most q + 1, thus K(xjz) = logq +O(log n) = n+O(log n). The line y is orthogonal to both x; w, therefore this line is orthogonal to z. The number of lines orthogonal to z is q + 1, therefore K(yjz) = logq + O(log n) = n + O(log n).
The last two examples show that the greatest common lower bound is a rather rough tool to measure how much common information have x and y. In the next section we introduce a more precise tool to do this.
A ner approach
In this section we consider only the sequences x; y such that K(x n ), K(y n ), K(hx n ; y n i) have linear growth (cn + O(log n)).
De nition 2 A triple of reals (u; v; w) is called x; y-admissible, if there exists a sequence z such that K(x n jz n ) vn + O(log n); K(y n jz n ) wn + O(log n); K(z n ) un + O(log n) (3) (If we added the equations un+vn = K(x n )+O(log n), un+wn = K(y n )+ O(log n), the inequalities (3) would mean that z is the common lower bound of x and y.)
Let us denote the set of all x; y-admissible triples by M x;y . The larger is M x;y the more common information have x and y. Let, for instance, x n be a random string of length n and y n = x n . In this case M x;y = f(u; v; w) j u + v 1; u + w 1g: If x n ; y n are random independent strings of length n, then M x;y is much smaller: M x;y = f(u; v; w) j u + v 1; u + w 1; u + v + w 2g:
For simplicity we restrict ourselves with x, y such that K(x n ) = 2n + O(log n); K(y n ) = 2n + O(log n); K(hx n ; y n i) = 3n + O(log n):
Using the inequalities K(hx n ; y n i) K(z n )+K(x n jz n )+K(y n jz n )+O(logn) and K(x n ) K(z n ) + K(x n jz n ) + O(log n) it is easy to show that for all x; yadmissible triples it holds u + v + w 3; u + v 2; u + w 2:
Thus, for every x; y the set M x;y is included in the set M max , de ned by the inequalities (5).
Example 2 Let x n = hp; qi, y n = hp; ri, where p; q; r are random independent strings of length n. It is easy to show that that the set of x; y-admissible triples is equal to M max . This fact agrees with our intuition that x and y have as much common information as possible (under restriction (4)).
Let us de ne M min to be the set of all triples u; v; w satisfying inequalities (5) and at least one of the following inequalities: u + v + w 4; u + v 3; u + w 3:
Theorem 6 For all x; y satisfying (4) it holds M min M x;y M max .
Proof. Let x; y satisfy (4). We have already shown that M x;y M max . Let us prove that M min M x;y . Let (u; v; w) be in M min . Then the triple (u; v; w) satis es the inequalities (5) and at least one of the inequalities (6) . So consider three cases. 1) u + v + w 4. If v; w 2 let z be the concatenation of the rst (2 ? v)n bits of x and the rst (2 ? w)n bits of y. Since u + v + w 4, we have jzj = (2 ? v)n + (2 ? w)n un. To obtain x given z we need the remaining vn bits of x and the numbers n; vn; wn, so K(xjz) vn + O(log n). Analogously, K(yjz) wn + O(log n).
Otherwise, if say v > 2, let z consist of the rst minf2; ugn bits of y. Then K(yjz) (2 ? minf2; ug)n + O(log n) wn + O(log n), as the triple (u; v; w) satis es (5) . And K(xjz) K(x) 2n + O(logn) vn + O(log n).
2) u + v 3. If u 2 let z consist of the rst un bits of y. To nd x given z is su ces to know the remaining (2 ? u)n bits of y and the minimum program to compute x given y (having n bits). So the total number of bits needed to nd x given u is (2 ? u)n + n + O(log n) vn + O(logn). And K(yjz) (2 ? u)n + O(log n) wn + O(log n).
Otherwise (if u > 2) let z be the concatenation of y and the rst minfu ?
2; 1gn bits of minimum program p to compute x given y. To obtain x given z it su ces to have the remaining n ? (u ? 2)n vn bits of p.
3) u + w 3. Similar to 2). 2 It turns out that there exists x; y such that M x;y = M min . This can by proved using the method of 7].
Theorem 7 There are sequences x, y such that M x;y = M min .
Proof. The proof easily deduces from the following lemma. Lemma 4 There are x; y satisfying (5) such that for any n there is no z satisfying the inequalities K(z n ) + K(x n jz n ) + K(y n jz n ) 4n (7) K(z n ) + K(x n jz n ) 3n (8)
Proof. Let us x natural n. As usually we will omit the subscript n in x n , y n , etc. Let U be the set of all strings of length 2n + C logn, where constant C will be chosen later. Let U 1 = fu 2 U j K(u) < 2ng V = f(x; y) j x; y 2 U; K(hx; yi) < 3ng V 1 = f(x; y) j x; y 2 U; there is c satisfying the inequalities (7), (8) , and (9)g:
We will show that the set (U U) n (U 1 U 1 ) V V 1 ] is non-empty. Any pair (x; y) in this set will satisfy the following:
1) K(x); K(y) = 2n + O(log n) (as both x and y are in U n U 1 ), 2) K(hx; yi) 3n (as hx; yi 6 2 V ), and 3) there is no z satisfying the inequalities (7), (8) , and (9) (as hx; yi 6 2 V 1 ).
Thus, to prove the lemma it su ces to show that there is (x; y) in (U U) n (U 1 U 1 ) V V 1 ] of complexity at most 3n + O(log n).
The non-emptyness of (U U) n (U 1 U 1 ) V V 1 ] is proved by counting arguments. We have jUj = 2 4n n C , jU 1 j < 2 2n , jV j < 2 3n . To obtain an upper bound for jV 1 j let us count the number of pairs (x; y) for which there is z satisfying the inequality (7). For any k; l; m there are at most 2 k 2 l 2 m pairs x; y such that there is z with K(z) = k, K(xjz) = l, K(yjz) = m. And the number of triples k; l; m satisfying the inequality k + l + m 4n is at most (4n + 1) 3 . Therefore, jV 1 j (4n + 1) 3 2 4n . It follows that if C is big enough, then jUj = 2 4n n C > 2 2(2n) + 2 3n + (4n + 1) 3 2 4n jU 1 U 1 j + jV j + jV 1 j, and therefore the set (U U) n (U 1 U 1 ) V V 2 ] is non-empty.
Let (x; y) be the lexicographically rst pair in (U U)n (U 1 U 1 ) V V 2 ].
Lemma 5 K(hx; yi) 3n + O(log n).
Proof. To identify x; y it su ces to know n and the sets U 1 , V and V 1 .
Let 0 be the universal conditional description method. For any k + l 3n let W k;l be the set of all (p; q) such that jpj = k, jqj = l and both 0 (p; ) and G( 0 (p; ); q) are de ned. To identify V 1 it su ces to know n and the sets W k;l for all k; l such that k + l 3n. Therefore, x; y can be retrieved from n and the sets U 1 , V and W k;l , k + l 3n.
The elements of all the sets U 1 , V and W k;l can be enumerated given n, therefore to get the lists of all these sets it su ces to know n and the number m = jU 1 j + jV j + P k+l 3n jW k;l j (given n we enumerate elements in all these sets until m elements are enumerated). We have We claim that M x;y = M min for any sequence satisfying Lemma 4. Assume for the contrary that the set M x;y n M min is not empty, that is there is a triple (u; v; w) satisfying the inequalities u + v + w < 4; u + v < 3; u + w < 3; for which there exists a sequence z satisfying (3). Then for n large enough we get K(z n ) + K(x n jz n ) + K(y n jz n ) un + vn + wn + O(log n) < 4n K(z n ) + K(x n jz n ) un + vn + O(log n) < 3n K(z n ) + K(y n jz n ) un + wn + O(log n) < 3n:
Let us prove that K(yjz) n + O(log n). It is easy to see that c 0 = ?(z 1 z 2 + z 1 t + rt 2 + z 3 + s 2 ) = ?(z 1 z 2 + z 1 t + z 3 + (rt + s) 2 ): Therefore, given z, t and rt + s we can nd y. Hence K(yjz) K(t) + K(rt + s) + O(log n) 2 logp + O(log n) n + O(log n).
So, if we let for instance, q n = 2 2 n=2] we result with x; y for which the set M has the point (1:5; 1; 1). And we do not know whether this is the case for (say) q = 2 2 n=2]+1 .
A natural related question is the following one. Question 1. Does there exist a sequence G n = (V 0 ; V 00 ; E) of bipartite graphs having no quadrangles for which K(G n ) = O(log n), jV 0 j; jV 00 j = 2 2n+O(log n) , jEj = 2 3n+O(log n) and M xy =M, where (x n ; y n ) is any random edge in E.
6 Some properties of the structure hR; i.
1. The operations of taking in mum and supremum are not distributive, even when they are de ned. Indeed, let y n and z n be random independent strings of length n and let x n = y n z n . Then sup(inf(x; y); z) 6 = inf(sup(x; z); sup(y; z)); as sup(inf(x; y); z) = sup( ; z) = z; and inf(sup(x; z); sup(y; z)) = inf(hy; zi; hy; zi) = hy; zi:
Besides that, inf(sup(x; y); z) 6 = sup(inf(x; z); inf(y; z)); as inf(sup(x; y); z) = inf(hy; zi; z) = z and sup(inf(x; z); inf(y; z)) = sup( ; ) = : 2. Any two elements in R have their di erence. (A sequence z is called a di erence of x and y, if sup(y; z) = sup(y; x) and inf(y; z) = .) Indeed, let z n be a minimum program to compute x n given y n . It is easy to verify that sup(y; z) = sup(y; x) and inf(y; z) = .
The di erence is not de ned uniquely: let y n and z n be random independent strings of length n, both y n and y n z n are di erences of y n and z n .
Conclusion
Some questions remain unresolved. One of them is mentioned in the previous section. Here are the others. Question 2. 4 Let us modify the relation \x is easy given y" as follows. Let us x a function f(n) = o(n) and let x f y K(x n jy n ) = O(f(n)):
We do not know whether any two sequences in R have the greatest common lower bound with respect to f ? We conjecture that the answer is negative for all f(n) = o(n) (as it was shown for f(n) = logn).
The same question for the pre-order de ned by Let us call a bijection f : R ! R an automorphism if K(f(x n )jf(y n )) = K(x n jy n )+O(log n) (here, f(x n ); f(y n ) denote any sequences in f( x]); f( y]), respectively; it is easy to verify that this de nition is correct). Does there exist, for any x; y such that K(x n ) = K(y n ) + O(log n), an automorphism f such that f( x]) = y]?
