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１．はじめに
ニューラルネットワーク（NeuralNetwork：以下ＮＮと記す）は学習，識別，パターン認識等の知的処
理の分野で広範囲に応用されようとしている．これは人間の脳細胞の情報処理形態を模倣したもので，人
工的にニューロンを結合させて構成したものである．
ＮＮでの標準的学習則としては逆伝播則が一般的に使用されている．これは多層構造からなるfeed-fbrward
型ＮＮにおいて適用される学習則で，バックプロパゲーシヨン（BackPropagation：以下ＢＰと記す）と
も呼ばれている．ＢＰ学習則の原理は単純であるが，取り扱うデータ構造やデータ数によって学習効率が影
響されやすく，安定した高速な収束が期待できるＢＰ学習法が色々と研究されている．
ＢＰの学習過程における安定`性と収束の効率化のため，最近リャプノフ数を利用した手法が提案されてい
る１)．これはカオス状態にならないように，収束の安定性を保持しながら学習を実施させようとするもの
である．本研究はその有効'性につき検討するものである．
2．固定点としてのＢＰにおける勾配探索学習
ＢＰ学習では入力データＸ`と出力目標データ、iとの対(Xi,Ｄ`)(j＝１，…,p)をニューラルネットＡに
与えることで，変換関数ＦｌＭが入力空間を覆うように重みｗを探索しようとするものである．学習は目
標値との誤差に関するコスト関数
。,W,令妄,FM腓D,,， （１）
上での下降勾配を考慮することで重みの繰り返し最適化を図るものである．つまり出力目標データとＮＮ出
力の誤差を小さくする重み係数を，重み係数空間での微分方向に探索するというものである．
図１のようにｃ個の接続をもつニューロンｊのｎ回目の重みＷｈを
ｗｈ＝(u）加(､）lUj2j2(､）…ＩＤ〃｡(､)）
とすると，ニューロンｊに対する入力は以下のようになる．
｡』(､)＝Ｚｕｌｊｉ(刎肱`("） （２）
にＡ(j）
ここで，Ａ(j)はニューロンｊの前の層のニューロンの集合を表している．このとき，ニューロンｊの出力は，
巧(､)＝ルゴ(､)） （３）
１ただし，ノ(α)＝，＋ezp(_α）
である．
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図１ニューラルネットの構成
結合荷重は，次式によって更新される．
ｕｌｊ`(、＋1)＝u）"(､)＋入(､)△”(ｗｈ）
結合荷重は式(1)を最小になるように変化させればいいので，△jdは次のようになる．
△,F鍋KX凧）
ニューロンｊが出力層のとき KXn）＝２(dj-zj(､)）
ニューロンjが出力層以外のときＫｘｎ）＝Ｚ生ﾋﾞﾑﾋﾞL211hEP(j)azj(､）
(4)
(5)
KWD）
また’式(4)の入はgradientstepを意味しており，Ｐ(j)はニューロンｊの後ろの層のニューロンの集合を
表している．
実数Ｒに関する結合荷重のｃ次関数を一般的にＲｃとすると，式(4)は
Ｒｊ`(Ｗ)＝ujji＋入△”(Ｗ）
となる．繰り返しを考慮したＢＰアルゴリズムの動作は，次式のように書くことができる．
ＴＵｊｊ(、＋1)＝Ｒｊｆ(ｗｈ）
これは最終的には
Wh+'＝Ｒ(Ｗｈ） (6)
と，上式のように表現できる．このときベクトル関数Ｒは，ｃ個のU）”を持つ修正関数を表しており，Ｅｊｉ(Ｗ）
を意味している．
ざらに，もし
蚕＝Ｆ(万）
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という関係が成り立つならば蚕は，関数Ｆの固定点である．これは固定点探索が繰り返し法を示しており，
繰り返し関数
ｚ"+,＝Ｆ(勿冗）
が連続する{Ｚｎ}の蚕への収束を意味している．式(6)の関係は，ＢＰアルゴリズムが修正関数Ｒ(Ｗ)にとっ
て，多層ＮＮの結合荷重ベクトル丁を固定点として探索することと同値である．
3．リヤプノフ数
ＮＮにおけるＢＰ学習はネットワークの接続重みＷを逐次修正しながら最適な重みに収束させるもので
ある．この収束の状態を示す尺度としてリヤプノフ数が提案されている．￣股にリャプノフ数が負であれば
安定な収束が期待できるものと考えられている．
Ｂｐ学習の過程においてネットワークの重みＷは繰り返し最適化の結果としてＷｂ→Ｗｉ→…→
Ｗｈ→Ｗ（固定点）になるものと考える．そこで，Ｒ(Ｗ)＝Ｗとなるようにすると，
Ｗｈ+,＝Ｒ(Ｗｈ）（７）
Rjd(Ｗｈ)＝u）が(､)＋入△,｡(Ｗｈ）（８）
肌"(wL]+A，鶚１ （９）aTDji
となる．この偏微分差分方程式において，ニユーロンノがｃ個の接続ユニットを持つ場合のリャプノフ数７
を以下のように定義する．
F鯨三m11+A＝ 0△九`偽(ｗｉ,） ｌｊｍ′γｹＺｎ→｡。 (10）0u）〃ん
式(5)，式(9)より
aRji(Ｗ） '+入，鶚）Oｍｊｉ
'+億K$+(器騰ｌ
'＋Ｍ”lｗ
ただし，
{窺い小(鶏)１
熟十(鵜)〈異)他ハ
ニューロンｊが出力層のとき Ｌｊｉ
－ユーロンｊが出力層以外のときＬｊｉ￣
ここでγを負の定数〃として
－片三mい,鳥L"|W‘
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ＺＬｊ`|Wｋezp("） １＋入AC
(i,j)ＥＯ
としている．
4．リヤプノフ条件付ＢＰ学習アルゴリズム
ＢＰ学習は与えられたＮＮの重み系列{Ｗt}を収束させる過程であると仮定する．この仮定により，安定
収束のため，重みに対応するリャプノフ数を常に負にする条件を付加したＢＰ学習アルゴリズムを，Ｌ－ＢＰ
学習アルゴリズムと呼ぶことにする．
与えられたＮＮのニューロンｊとニューロンｊとの接続子を(j,j)で表し，それらの集合をＣとすると，
１０回の繰返しにおける重みＷｋに対応するリャプノフ条件は
’一片言､11+１臘順三｡L"'肌｜
として表わされる．ただし〃は負の実数値とする．これはすべての、について
｜,+咄順三｡LがlWl-叩Ⅲ
と考えられるので，札＞ｏとすると，
ＺＬｊｉｌＷ;ＫＯ
（i,j)ＥＣ
でなければならない．
式(12)より
）M_…川(,鳥L"|W;)」
となるが，恥＞ｏとするものをとると
(11）
(12）
ﾊｰⅢW)'(順三・L〃|WＴ (13）
となる．
以上のことを考慮したアルゴリズムを以下に示す．
Ｌ－ＢＰ学習アルゴリズム
step1．入力パターンの提示
ある入力パターンをＮＮに提示し， その入力パターンに対する出力結果ｚｊを得る．
ｚ,(､)＝ノ(αj(､)）
step2．各ユニットの誤差の計算
step１．の出力結果と教師信号の誤差を計算する．
KWU)＝2(dj-zj(､)）
step3．結合荷重の修正量の計算
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・gradientstep入沌の計算
l-ezp("）恥 Ｂ
B＝叩(烏L”|W;)虹
儂叶邇汁(鵲)１
鶏角十(鵜)蟄禺仙州
ニューロンｊが出力層のとき Ljj
ニューロンｊが出力層以外のときＬｊｉ
・結合荷重の修正方向△”(ｗｈ)の計算
△炉鵲い）
ニューロンｊが出力層のとき KXn） 2(dj-mj(､)）
●
禺鶚Kwm）ニューロンjが出力層以外のときＫＷＵ）
step4．結合荷重の修正
ujjm(、＋1)＝mjj(､)＋入(､)△j`(ｗｈ）
step5．収束判定
一定の収束条件を満たすと終了し，そうでなければStep1.に戻り処理を繰り返す．
Ｌ－ＢＰアルゴリズムを用いるとき，ｗeightの初期化やgradientstepの選択に関係しない．くり返し法にお
いて，一定で負のリャプノフ数であるgradientstepはＢＰアルゴリズムに関して安定した振る舞いを課す．
5．実験内容
初期の重みをランダムに与えて，以下の問題を一般的なＢＰ学習とＬ－ＢＰ学習で実施し，比較検討を行った．
(a）Exor問題
Exor問題の状態表を表１に示す．この問題を，
入力層のユニット数(ZＭ２)：２個隠れ層のユニット数：２個出力層のユニット数(Zj)：１個
以上のＮＮ構造を用いてＬ－ＢＰ学習では，〃の値を〃＝－１，－２，－３と変化きせ実験を行なった
表１Exor問題の状態表
功一００１１
功一０１０１
笠
０
１
１
０
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(b）簡単な問題
簡単な問題1)の入力と出力目標データの関係を表２に示す．この問題を，
入力層のユニット数(z1,ｍ2)：２個隠れ層のユニット数：２個出力層のユニット数(zが１個
以上のＮＮ構造を用いてＬ－ＢＰ学習では，〃の値を〃＝－１，－２，－３と変化きせ実験を行なった．
表２簡単な問題の状態表
１５Ｃ
〕（
数字の認識問題
数字の認識問題の入力例を図２に，また出力目標データ例を図３に示す．この問題を，
入力層のユニット数：４９個隠れ層のユニット数：４９個出力層のユニット数：１０個
以上のＮＮ構造を用いてＬ－ＢＰ学習では，〃の値を色々変化ざせ実験を行なった．
(c）
"Ｏ”の入力データ
00000
１１１１１
１０００１
１０００１
１０００１
１１１１１
０００００
"１”の入力データ
００１００
００１００
００１００
００１００
００１００
００１００
００１００
"２''の入力データ
ＯＯＯＯＯ
Ｏ１１１１
０１００１
００００１
０１１１１
０１０００
０１１１１
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
０
図２数字の学習の入力例
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図３ ﾀ例
6．結果と考察
ここで示されている実験結果は，ＢＰ学習は各問題とも１００回実行させた時の平均を表しており，Ｌ－－－ｃ爪ｓＴＬ－Ｌい③実験粕未I王，ｕＬ,字百は谷間題ともｌＵＵＵ夷竹させた時の干均を表して Ｌ－ＢＰ
学習ではExor問題の場合が実行回数２０回の平均で，簡単な問題に対しては実行回数２５回の平均を表して
いる．また，図４～図15の誤差Error[db]は以下の式によって求めた値である．
Ⅲ｡ｇ皿芸
風：基準となる誤差の値（本研究ではＥ･＝１とする）
Ｅｉ：各学習回数における誤差の値
Ｚ１
Ｚ２
坐Ｌ
1.5
－１．５－０．５０．５１５
１１００
-1.5
-1.5-0.5０．５１．５
-0.5
-1.5-0.50.51.5
0.5
-1.5-0.50.5１．５
１１１０ １１１０ １１００
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表３各問題に対する実験結果
簡単な問題
学習時間[sec］最終誤差
0.13740.000039
0.01440.0000
0.00840.0000
0.00960.0000
0.01560.0000
0.01040.0000
0.0080.0000
Ｅｘｏｒ問題
学習時間Isecl最終誤差学習回数学習方法
ＢＰ
Ｌ－ＢＰｚノー－１
(Ｗeightの〃＝－２
初期化あり）〃＝－３
Ｌ－ＢＰｚノー－１
(Ｗeightの〃＝－２
初期化なし）〃＝－３
学習回数
２５８０
１８３
１３９
１３２
１９３
１３７
１１９
006450.007903５０００
239
176
100
0.045
0.003
00000
0.0000
0.0000
0.0000
1623
2642
1994
0.0075
0009
0.0115
0.0000
00000
0.0000
まず，図４～図１５からわかるように，Exor問題，簡単な問題ではＢＰ法よりＬＢＰ法の方が学習精度
が良いと言える．次に，表３より学習時間はＬＢＰ法の方が速いことがわかった．また，学習回数（ここ
では0.0001より誤差が小さくなった時の学習回数を示している.）もＢＰより良い結果が得られた．
しかし，ＬＢＰ学習法は収束したりしなかったりとＢＰ法より確実に学習することができなかった．これ
は初期の結合荷重をランダムに与えているので，その影響を受けているためと考えられる．したがって，最
初の重みに処理を加えて（Ｗeightの初期化）学習させてみた．（図４，図６，図８，図１０，図１２，図
14）これより，Exor問題に対してはWeightの初期化によって実験結果に影響が出ているが，簡単な問題
ではほとんど変化が見られなかった．
また，数字の認識問題については，ＬＢＰ学習法では初期の結合荷重と〃の値を色々変えたり，Ｗeightの
初期化を付加させたりした結果，途中まで学習するケースもあったがきちんと学習することができなかった．
7．おわりに
ＬＢＰ学習法はうまく収束した場合，ＢＰ法より良い結果が得られているのに対して，収束しないケース
が見られる．これは初期の重みによってgradientstep入がうまく収束する値にならないからだと考えられ
る．また，Ｗeightの初期化によって各問題の結果が影響を受けたり受けなかったりするのは，学習する問
題の規模によるものではないかと考えられる．つまり，問題が大き過ぎると（数字の認識問題）きちんと学
習できなくなり，小きいと（Exor問題）初期の結合荷重に左右されやすくなるのではないかと思われる．
これらのことより，ＬＢＰ学習法はきちんと収束した場合，ＢＰ法よりも精度，計算時間，学習回数の結
果有効であると言える．しかし，必ず収束するという学習の安定性の面ではＢＰ法より良いとは考えられ
ない．
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図４Exor問題におけるＢＰとWeightの初期化を付加
したＬ－ＢＰの収束特性(〃＝－１）
図５Exor問題におけるＢＰとＬＢＰの収束特性
（し＝－１）
０
０
０
０
０
０
０
０
０
０
０
２
８
斗
５
６
７
８
ｇ
⑪
桐
氾
●
一
・
０
０
０
０
０
０
０
０
０
０
０
２
８
判
５
６
７
８
ｇ
扣
川
氾
②
。
。
［ロユ』◎上山
ロニら上山
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
IIerations
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
Iterations
図６Exor問題におけるＢＰとWeightの初期化を付加
したＬＢＰの収束特性(〃＝－２）
図７Exor問題におけるＢＰとＬＢＰの収束特性
（し＝－２）
釦
和
知
釦
釦
扣
釦
印
、
加
迦
。
□
』
０
０
０
０
０
０
０
０
０
０
０
２
８
斗
５
６
７
６
ｇ
価
桐
氾
宇
』
』
□三』◎に山
ｏ二』◎上山
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
IIeraIions
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
lIeraIions
図８Exor問題におけるＢＰとWeightの初期化を付加
したＬ－ＢＰの収束特性(し＝－３）
図９Exor問題におけるＢＰとＬ－ＢＰの収束特性
（し＝－３）
ｉ－－ｉ~、
C
O
■
Ｇ
Ｏ
Ｏ
0
回
Ｏ
Ｇ
●
Ｄ
Ｏ
ｃ
ｅ
白
ﾛ ：●8０
０
8
０
，80
■､．.←ﾏ。........｡.＄
０
●。！
●
Ｓ
Ｃ
Ｃ：､■-0o
■
●８Ｇ ＄ｑ
03
,
0 ｌｂ.$■ﾜ'0
0●
U。；
、8
０：
C
C
D……１.……；・OB：
●
●
０＄
□：0･
O
PO．｡●■････ＣＯ･･･●･●‐
。；
b、，ｉＢ
８ｉ
Ｄｃ９
■：
■：
。：
、ﾗｰｰｰｰ
ＢＰ
Ｌ－ＢＰ・-………
；
８
８
：
.８－●
● 》》■Ｃ０－
Ｄ６００ｃ■００，０■●●●●０６
●
』
■
Ｐ
、、l~二L－
．…….（！
』
■
■
、
■
０
■
■
●可：
：
：
：
：
０
□．●●●■Ｇ」Ｑ０Ｃ｜■００●●■．●０００．■０．■０●｜■●
０
５
０
●
５
０
０
■｜■．ｑ●０，．■．■ｄＱＤ０Ｄ
ＢＰ
Ｌ－ＢＰ…-……
8－
八
●
の
。
■
■
●
６
ｓ
■
■
●
Ｄ
Ｃ
？●
‐Ｉ０ｒ０００００●ｑＣ００Ｑ００００乱Ｏ０Ｄ００６０
勺
■
□
■
■
□
●
い
ら
◆
ｃ
－Ｃ一Ｕ００ＤＧ０００●０■●●９００９０口●００
●⑰
い
ち
□
①
Ｂ
■
。
■
■
●
■
■
ロ
ロ
Ｇ
Ｕ
－Ｃ
ｏＣ００やＯ■ＧＵ
ｐ
閂寵
、～－－－
ＢＰ
Ｌ－ＢＰ……..…
８－８
▲ 。：３．.…･～：ｉ￣ し･己…
；｡
●●
：.・・－１$０８
０
－……………i……-…!『･…･；……………・Ｉ．…『.……･…
9
.；
ﾏｰｰｰｰｰｰｰｰ
０
０
，
０
，．，．．．．▲、
一・・ミト
■
Ｇ◆■Ｃｅ巳e■■●pn4pQb●●●●●ＤＯＰ
●●●●－，●●●□●●●● 二8.;ｵ..….…
-０
－O"
ｉ８
－■
!0●００，０■０９日００９０■Ｄ６ＣＤ●ＯＢ０００▲
０
０
０
●
■
●
Ｏ
■
０．Ｓ０Ｃ００●００●■。●●■０●００
Ｂ■
ＢＰ－
Ｌ－ＢＰ…･…･…
：
８8
$；
；
８；
．？●￣●
ＰＩｌＩＩ０ｉ二巴Ｐ｜■●ロ＄■■■△□■。
､~､
、 ・一口■■■■■■■Ｊ■■■■・■■■■■■■■■・■■■■。
<_Z}～|、
？.．．
；％ルヘトー
CO
の．．□、
；
齢-…………!………………ｉｉｉ
！
■，!.….….....､8.............…....。
=､－－
……ルー“
－－…-.．Ｉ！
０
●
Ｄ
Ｄ
Ｂ
ｑ
◆
Ｄ
０
ｄ
６
Ｄ
０
０
ｄ
■
‐
▲
■
■Ｕ
BＰ－
Ｌ－ＢＰ…･…･…
：
８；－
パックプロパゲーション学習における安定性と加速性 1５１
０
０
０
０
０
０
０
０
０
０
０
２
８
剣
５
６
７
６
ｅ
佃
川
セ
ロ
ロ
ロ
如
釦
如
釦
釦
扣
釦
釦
伽
叩
、
■
■
■
ＢＰ－
Ｌ－ＢＰ－………
□三』◎上山
Ｃ三』○世山
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
Iterations
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
１terations
図１０簡単な問題におけるＢＰとweightの初期化を付
加したＬ－ＢＰの収束特性(し＝－１）
図１１簡単な問題におけるＢＰとＬＢＰの収束特性
（〃＝－１）
釦
釦
如
印
釦
扣
釦
釦
ｍ
ｍ
ｍ
■
■
｝
０
０
０
０
０
０
０
０
０
０
０
２
８
乱
５
６
７
６
ｅ
加
川
吃
つ
己
●
□三』◎上山
ｏ三』◎上山
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
Iterations
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
Iterations
図１２簡単な問題におけるＢＰとWeightの初期化を付
加したＬ－ＢＰの収束特性(〃＝－２）
図１３簡単な問題におけるＢＰとＬ－ＢＰの収束特性
（〃＝－２）
０
０
０
０
０
０
０
０
０
０
０
２
８
４
５
６
７
６
ｇ
犯
Ⅲ
担
い
■
。
０
０
０
０
０
０
０
０
０
０
０
２
８
斗
５
６
７
６
ｇ
ね
Ⅲ
セ
ロ
。
』
ＢＰ－
Ｌ－ＢＰ・……….
宣已』○上山
□三』◎上山
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
Iterations
Ｏ５００１０００１５００２０００２５００３０００３５００４０００４５００５０００
IIerations
図１４簡単な問題におけるＢＰとWeightの初期化を付
加したＬＢＰの収束特性(〃＝－３）
図１５簡単な問題におけるＢＰとＬＢＰの収束特性
（し＝－３）
Ｃ
ｅ
●
ｃ
●
●
●
ｑ
寺
●
●
Ｐ
Ｐ
・・ＢＧ…………ｉ…
Ｌ
｜
■
５
●
●
①
、
。
●
●
０
Ｃ
Ｇ
■
の
●
●
■
●
■
①
。
。
●
●
●
●
Ｂ
■
●
の
。
●
●
●
９
句
。
の
。
■
エ
ＢＤＣ０ＢＤ０●←●■の ●■０００００
。
。
■
やり句の
●●びｃ０●ｃ●■■●ＱＯ０■－００Ｓｃ●●■己■●●●ＯＧ００●●■●■■凸■■■｜■
●ＰＰ
－
ｂ■つＧｐＳＳ
+・・・？．.．・・．．・・．．・・・:.｡
．：
■●中のＣｓ■○○の●■｡｡O●｡●■●●･△●c-SSS⑤⑤+--巴一■+●●4■●●●｡｡■■B-｡■●-●－－－c◆
』●●●ＢＱ０①《●。□■■４●ｂｊＱ◆。●●●守廿口●■■■■⑧●■■
◆
：
：
■
…：.．
：
：
：
０白｛●●●のび●■
ｃ
０
０
■
●
●
●
⑧
⑧
◆●
■●●００●■■》Ｇら
己●■■■已已＋p
：
：
０
８
■●Ｐご■ｓ⑧■⑪⑤PFpo■｡●●●■●●りぃ●■●■●●■△●■●●●●｡●▲ＳＳＳＳｃＳ⑧P
lｕ
■
■
■
●
●
■
Ｓ
■
■
■
■
●
け
●
ｐ
０
Ｃ
ｐ
ｃ
Ｏ
■
●
●
●
●
■
Ｐ
ｐ
■
■
Ｓ
■
■
■
０
●
Ｃ
Ｏ
Ｇ
巳
ケ
■
●
●
■
●
。
■
Ｏ０ｇ０●００
▲▲
Ｐ』ｑ●●Ｂ０ｑ００
ｂ
￣
■
一
Ｐ
Ｐ
‐ＢＢし
■
■
■
凸
●
巴
一
。
●
・
・
・
●
。
、
□
●
や
Ｐ
」
□
・
・
Ｇ
・
■
］
Ｓ
可
■
●
●Ｆ●ｂ●●●●Ｐ
●
■
●
●
■
●
●
Ⅲ虻
。
■
。－……０００００．－口－１…：００．…：……０
i…….………..＿….……………..……………っ…….…….….;.………..……
……….….…………………..；……….……….….….……..;……………
：＿■､‐--●-口。.｡.●----。⑤‐⑥⑤--●--
,dB
６０００６０●●００。●０口●ｂｐ００ｄＣ■０００□◆■■ＱＯＤ。■■
Ｃの
◆⑪
申ら『●●●白■甲いけ■●■■●》０。ＯｅＣＣｊ●●ｑｄＣＣ■●印の●已凸▲●ＯＢ■▲■■
●
ロ
ー
■ＣＦＧ句勺句
トトトトト曰垰｛」仁搾乍」に一稚一鋤伜年辨一（峠準栫雛津………０
￣
Ｐ‐Ｂ
・
・
■●
Ｏ
０
ｂ
ｂ
ロ
ロ
●
の
■
Ｓ
■
■
●
■
。
Ｂ
◆
ｄ
印
■
■
Ｃ
ｑ
ｇ
０
二
■●■■
ＰＢ
…
…
Ｌ
『
『
●凸一
》
●
⑭
●
。
。
■■■■■姫
』
一ｃｃＣ０００Ｇ
◆◆◆◆B⑤の◆◆◆●●凸●－●ザＰＰ｡――｡◆巳●●■■●⑧?■ごＣ●□?■●｡①⑪●①凸●｡｡●｡□｡
◆●ｏ●白
．
●
．
．
．
，
、
’
．
，
１
．
，
●
．
．
．
．
。
．
．
．
．
．
．
、
．
●
．
．
・
０
●●●●
。。。；：’９千０００００：。：
一
寸
●
・
０
０
●
Ｃ
Ｏ
・
凸
・
・
Ｏ
Ｐ
Ｐ
ｐ
Ｂ
■
■
●
ｐ
Ｄ
Ｃ
９
Ｂ
０
ヶ
、
Ｐ
Ｐ
Ｇ
■
Ｐ
●
●
・
Ｂ
Ｃ
ｐ
■
■
ｂ
Ｓ
Ｐ
●
且
■
●
●
●
●
①
●
●
ｑ●
①
●
■
●
●
●
●①
■
■
●
●
●●
。●●や６０００ｓ■●■、■■■０扣十Ｏ０Ｕ００Ｆ■■■●■甘●●■００ＯＣ０Ｂ●ｃＰ■■
●Ｃ●●ｑ■ＣｇＣ
ロ
ロ
■
■●●■◆ＣＤ■●ＰＣ｡
●-■午
ｏ
①ｇ
ｑ
９
ｑ
０
Ｏ
Ｏ
■
・
の
４
●
■
Ｏ
０
ｇ
ｄ
ｄ
Ｄ
Ｇ
Ｏ
０
０
Ｏ
Ｏ
ｄ
０
０
０
Ｇ
０
０
０
０
０
Ｏ
０
Ｑ
９
Ｃ
９
０
０
ｃ
Ｏ
・
・
白
白
・
・
▲
■
。
Ｏ●●●＆一
●の
■●ｑ■■■■■。●『ｄＣＣ０００５ＳＳ●■■５■ＯＧＧ６９００Ｆ０Ｓ●●●ＣＯ■の◆◆白◆凸Ｆ●中■■■
●の
Ｌ●
●
古
の
●
●
●●●
●
■
ｏＰＰＰＰＰ６０ＰＯ』Ｃ◆●◆。□■●■■■●■●●●９００９０Ｇ口５．ＰＰ●■Ｃａ■ｂＣ０Ｃ●●■⑧⑧■■
●
■●●
中
●
の
●
●
００ＤＢ●●｛０ＣＣＯＯ■□０》ＯＯｑｑ０ｃ０●■Ｕ０ＢＣ０・ロ。△
Ｐや■
■
』
￣
橋本麻希・井上浩孝・成久洋之152
StabilityandAccelerationintheBackPropagationLearnmg
Algorithm
ＭａｋｉＨＡｓＨＩＭｏＴｏ，ＨｉｒｏｔａｋａＩＮｏｕＥ＊andHiroyukiNARIHIsA＊＊
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（ReceivedNovember4,1999）
Neuralnetworks，ｗｈｉｃｈｉｍｉｔａｔｅｔｈｅｐｒｏｃｅｓｓｏｆｔｈｅｈｕｍanbrain，havebeenappliedtoawide
rangeofproblemsincludingartificialintelligencediscrimination,andpatternrealization・Theback
propagationisthemostwidelyusedleamingalgorithminneuralnetworks,becauseofitssimplicity
andperfbrmancesuperioritycomparedwithfeed-fbrwardtypeneuralnetworks・Notwithstanding，
thebackpropagationhassomedrawbacksintermsofstabilityandconvergentspeedwhenapplied
tolargescaleproblems､Inordertoimprovethesenetwork,manyapproacheshavebeenproposed
bydiflerentresearchers、Recently,thelyapunovnumberalgorithmwasproposedThisalgorithm
aimsatstableconvergencebypositivelyusingchaoticconditionsduringtheconvergenceprocess、
Inthispaper，weinvestigatethepossibilityofanapplicationofthelyapunovnumberalgorithm
topatternrecognitionfromtheviewpointsofstabilityandconvergencespeed．
