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gAbstract In this note we explicitly evaluate the determinants and inverses of
certain matrices that generalize Hilbert matrices by exploiting the relationship
between the kernel polynomials of some system of orthogonal polynomials
and their associated Hankel matrices.
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In the theory of orthogonal polynomials, it is known that we could calculate the
determinants of some Hankel matrices once we know the three term recurrence
relation for the associated orthogonal polynomials and vice versa. It is also knownaud University. Production
.V. All rights reserved.
onsibility of King Saud
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information about the Hankel matrices. In this note we present a method to invert
some Hankel matrices associated with orthogonal polynomials. To illustrate this
method, we compute some examples using the classical orthogonal polynomials
and Wilson orthogonal polynomials. As a consequence of these calculations, we
ﬁnd the explicit determinants and inverses of certain matrices that generalize the
well-known Hilbert matrices.
Theorem 1. Given a probability measure l on X with a support of inﬁnite points, let
us consider the Hilbert space of l-measurable functionsX :¼ ffðxÞ j
Z
X
j fðxÞj2 dlðxÞ <1g ð1:1Þwith the inner product deﬁned asðf; gÞ ¼
Z
X
fðxÞgðxÞdlðxÞ; f; g 2 X : ð1:2ÞAssume that fwnðxÞg1n¼0 is a sequence of linearly independent functions in X with
w0ðxÞ ¼ 1ajk ¼
Z
X
wjðxÞwkðxÞdlðxÞ; j; k ¼ 0; 1 . . . ; ð1:3ÞandDn :¼
a00 a01 . . . a0n
a10 a11 . . . a1n
..
. ..
. ..
. ..
.
an0 an1 . . . ann


: ð1:4ÞFor n ¼ 0; 1; . . ., the matrix Pn ¼ ðajkÞ is positive deﬁnite, consequently, Dn > 0. The
nth orthonormal function with positive coefﬁcients in wnðxÞ is given by the formulapnðxÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DnDn1
p
a00 a01 . . . a0n
a10 a11 . . . a1n
..
. ..
. ..
. ..
.
an10 an11 . . . an1n
w0ðxÞ w1ðxÞ . . . wnðxÞ


ð1:5Þfor n ¼ 1; 2; . . . with
p0ðxÞ ¼ w0ðxÞ ¼ 1: ð1:6ÞFurthermore, the coefﬁcient of pnðxÞ in wnðxÞ is
Matrix inversion using orthogonal polynomials 13cn :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dn1
Dn
r
; ð1:7ÞandDn ¼
Yn
k¼1
1
c2n
: ð1:8ÞThe theorem is well-known in the theory of orthogonal polynomials, you may
ﬁnd it in Ismail (2005), Szeg (1975).
Lemma 2. Let us assume that fpkðxÞg1k¼0 are the orthonormal functions deﬁned in
Theorem 1. For each nonnegative integer n, the kernel functionknðx; yÞ :¼
Xn
k¼0
pkðxÞpkðyÞ; ð1:9Þhas the reproducing propertyZ
X
pðxÞknðx; yÞdlðxÞ ¼ pðyÞ ð1:10Þfor pðxÞ in the linear span of wkðxÞ for k ¼ 0; 1; . . . ; n. Furthermore, there is only one
kernel function with reproducing property (1.10) in the space generated by wkðxÞ for
k ¼ 0; 1; . . . ; n.
Proof. To see (1.10), just expand pðxÞ in fpkðxÞgnk¼0. If there is another kernel
hnðx; yÞ with the same reproducing property, then for each ﬁxed y 2 X,0 < khnð; yÞ  knð; yÞk2 ¼ ðhnð; yÞ  knð; yÞ; hnð; yÞ  knð; yÞÞ
¼ ðhnð; yÞ  knð; yÞ; hnð; yÞÞ  ðhnð; yÞ  knð; yÞ; knð; yÞÞ ¼ 0; ð1:11Þwhich is a contradiction. h
Theorem 3. For each nonnegative integer n, let ðbjkÞ06j;k6n be the inverse of
Pn ¼ ðajkÞ06j;k6n, thenknðx; yÞ ¼
Xn
j;k¼0
bjkwjðyÞwkðxÞ: ð1:12ÞProof. LetfðxÞ ¼
Xn
k¼0
ukwkðxÞ; ð1:13Þthen,
14 R. Zhang, L.-C. ChenfðÞ;
Xn
j;k¼0
bjkwjðyÞwkðÞ
 !
¼
Xn
m¼0
umðwmðÞ; kð; yÞÞ
¼
Xn
m¼0
um
Xn
j;k¼0
bjkwjðyÞðwm;wkÞ
¼
Xn
m¼0
um
Xn
j¼0
wjðyÞ
Xn
k¼0
bjkakm ¼ fðyÞ: ð1:14ÞBy Lemma 2 we haveknðx; yÞ ¼
Xn
j;k¼0
bjkwjðyÞwkðxÞ:  ð1:15ÞTheorem 4. Let fwnðxÞg1n¼0 be the sequence as in Theorem 1, then the kernel is also
given byknðx; yÞ ¼  1Dn
0 1 w1ðyÞ    wnðyÞ
1 a00 a01 . . . a0n
w1ðxÞ a10 a11 . . . a1n
..
. ..
. ..
. ..
. ..
.
wnðxÞ an0 an1 . . . ann


ð1:16Þfor n ¼ 0; 1; . . .
Proof. Sinceknðx; yÞ ¼
Xn
j;k¼0
bjkwjðyÞwkðxÞ; ð1:17ÞwhereP1n ¼ bjk
 
06i;j6n: ð1:18Þ
Then,bjk ¼
Pnðk; jÞ
det Pn
¼ Pnðk; jÞ
Dn
; ð1:19Þwhere Pnðk; jÞ is the ðk; jÞth co-factor. Therefore,knðx; yÞ ¼ 1Dn
Xn
j;k¼0
Pnðk; jÞwjðyÞwkðxÞ: ð1:20Þ
Matrix inversion using orthogonal polynomials 15It is clear thatXn
j;k¼0
Pnðk; jÞwjðyÞwkðxÞ ¼  0 ðWðyÞÞ
T
WðxÞ Pn

; ð1:21Þby direct expansion, whereWðxÞ ¼
1
w1ðxÞ
..
.
wnðxÞ
0
BBBB@
1
CCCCA; ð1:22ÞandðWðyÞÞT ¼ 1;w1ðyÞ; . . . ;wnðyÞ
 
: ð1:23Þ
Thenknðx; yÞ ¼  1Dn
0 ðWðyÞÞT
WðxÞ Pn

; ð1:24Þwhich is (1.16). h
Remarks 5. Theorems 3 and 4 are known for wkðxÞ ¼ xk (see Akhiezer, 1965).
Corollary 6. Given a sequence fwnðxÞg1n¼0 as in Theorem 1. Let us assume that there
exists two families of linear functionals fukg1k¼0 and fvkg1k¼0 over the linear space gen-
erated by fwnðxÞg1n¼0 with the propertiesujðwkÞ ¼ djk; ð1:25Þ
andv jðwkÞ ¼ djk ð1:26Þ
for j; k ¼ 0; 1; . . . Then, the elements of the inverse matrixP1n ¼ ðbjkÞ06j;k6n of Gram
matrix Pn ¼ ðajkÞ06j;k6n are given by the formulabjk ¼
Xn
m¼0
ukðpmðxÞÞv jðpmðyÞÞ; ð1:27Þwhere fpkðxÞg1k¼0 is the associated orthonormal functions deﬁned via Eq. (1.5).
Proof. From Theorem 3, we haveXn
j;k¼0
bjkwjðyÞwkðxÞ ¼
Xn
m¼0
pmðyÞpmðxÞ: ð1:28Þ
16 R. Zhang, L.-C. ChenThen we apply the functional uj and vk both sides of the above equation, the cor-
ollary follows. h
The Barnes G-function is deﬁned asGðzÞ :¼ ð2pÞz=2e½zðzþ1Þþcz2=2
Y1
n¼1
1þ z
n
 n
ezþz
2=ð2nÞ; ð1:29Þwherec :¼ lim
n!1
Xn
k¼1
1
k
 ln n
 !
: ð1:30ÞThe Barnes G-function is an entire function with the propertyGðzþ 1Þ ¼ CðzÞGðzÞ: ð1:31Þ
Consequently,Yn
k¼0
Cðzþ kÞ ¼ Gðzþ nþ 1Þ
GðzÞ ; ð1:32Þand Yn
k¼0
ðaÞk ¼
Gðaþ nþ 1Þ
GðaÞCðaÞnþ1 : ð1:33ÞIt is also known thatGðnÞ ¼ 0 n ¼ 0;1;2; . . . ;Qn2
i¼0 i! n ¼ 1; 2; . . .

ð1:34Þ2. Examples
2.1. Classical polynomials
2.1.1. The Hermite polynomials fHnðxÞg1n¼0
The Hermite polynomials fHnðxÞg, 0 6 n 61 are deﬁned as (Andrews et al.,
1999; Ismail, 2005)HnðxÞ ¼ ð2xÞn2F0
 n
2
; n
2
þ 1
2
 ;
1
x2
	 

ð2:1Þfor nP 0 andH1ðxÞ ¼ 0: ð2:2Þ
They satisfy the differential difference equationdHnðxÞ
dx
¼ 2nHn1ðxÞ ð2:3Þ
Matrix inversion using orthogonal polynomials 17for n ¼ 0; 1 . . .
Hermite polynomials are orthogonal with respect to the measure dlðxÞ ¼
expðx2Þdx,Z
R
HnðxÞHmðxÞ expðx2Þdx ¼ 2nn!
ﬃﬃﬃ
p
p
dmn ð2:4Þfor n;m ¼ 0; 1; . . . Thus, the orthonormal polynomialshnðxÞ :¼ HnðxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n!2n
ﬃﬃﬃ
p
pp ð2:5Þ
have leading coefﬁcientscn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n
n!
ﬃﬃﬃ
p
p
s
: ð2:6ÞThe moments of Hermite measure could be calculatedln ¼
Z 1
1
yney
2
dy ¼ 1þ ð1Þ
n
2
C
nþ 1
2
	 

: ð2:7ÞThen the ði; jÞth entry of the matrix Pn ¼ ðajkÞnj;k¼0 isaij ¼ 1þ ð1Þ
iþj
2
C
iþ jþ 1
2
	 

ð2:8Þfor i; j ¼ 0; 1; . . . ; n, thus, the determinant of the matrix isdet
1þ ð1Þiþj
2
C
iþ jþ 1
2
	 
 !n
j;k¼0
¼ 2nðnþ1Þ2 pnþ12
Yn
k¼0
k!; ð2:9Þordet
1þ ð1Þiþj
2
C
iþ jþ 1
2
	 
 !n
j;k¼0
¼ 2nðnþ1Þ2 pnþ12 Gðnþ 2Þ ð2:10Þfor n ¼ 0; 1; . . .
In this case we use functionals deﬁned byuiðpðxÞÞ ¼ v iðpðxÞÞ ¼ 1
i!
dipðxÞ
dxi
 
x¼0
; ð2:11ÞThe ði; jÞth entry of the inverse matrix P1n ¼ ðbjkÞnj;k¼0 isbij ¼
1
i!j!
Xn
k¼maxði;jÞ
1
k!2k
ﬃﬃﬃ
p
p d
iHkðxÞ
dxi
 
x¼0
djHkðyÞ
dyj
 
y¼0
¼
Xn
k¼maxði;jÞ
1
k!2k
ﬃﬃﬃ
p
p 2i k
i
	 

Hkið0Þ
 
2j
k
j
	 

Hkjð0Þ
 
; ð2:12Þ
18 R. Zhang, L.-C. Chenorbij ¼
2iþjﬃﬃﬃ
p
p
Xn
k¼maxði;jÞ
1
k!2k
k
i
	 

Hkið0Þ
 
k
j
	 

Hkjð0Þ
 
: ð2:13Þfor i; j ¼ 0; 1; . . . ; n.
Theorem 7. For n ¼ 0; 1; . . ., the matrix1þ ð1Þiþj
2
ﬃﬃﬃ
p
p C iþ jþ 1
2
	 
 !
06i;j6n
ð2:14Þhas the determinantdet
1þ ð1Þiþj
2
ﬃﬃﬃ
p
p C iþ jþ 1
2
	 
 !n
i;j¼0
¼ 2nðnþ1Þ2 Gðnþ 2Þ; ð2:15Þand its inverse matrix isXn
k¼maxði;jÞ
2iþj
k
i
	 

Hkið0Þ
 
k
j
	 

Hkjð0Þ
 
k!2k
0
BB@
1
CCA
06i;j6n
: ð2:16Þ2.1.2. The Laguerre polynomials fLanðxÞg1n¼0 with a > 1
The Laguerre polynomials fLanðxÞg1n¼0 may be deﬁned as (Andrews et al., 1999;
Ismail, 2005)LanðxÞ ¼
ðaþ 1Þn
n!
1F1
n
aþ 1 ; x
	 

ð2:17Þfor nP 0, and we assume thatLa1ðxÞ ¼ 0: ð2:18Þ
We also havedLanðxÞ
dx
¼ Laþ1n1ðxÞ ð2:19Þ
for nP 0. For a > 1, we haveZ 1
0
LamðxÞLanðxÞxaex dx ¼
Cðaþ nþ 1Þ
n!
dmn; ð2:20Þfor n;m ¼ 0; 1; . . . Thus the orthonormal polynomials arepnðxÞ ¼ ð1Þn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n!
Cðaþ nþ 1Þ
s
LanðxÞ; ð2:21Þ
Matrix inversion using orthogonal polynomials 19and the leading coefﬁcients arecn ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n!Cðaþ nþ 1Þp ð2:22Þ
for n ¼ 0; 1; . . . The moments of the Laguerre measure areln ¼
Z 1
0
xnþaex dx ¼ Cðaþ nþ 1Þ ð2:23Þfor n ¼ 0; 1; . . . Then ði; jÞth entry of the matrix Pn ¼ ðajkÞnj;k¼0 is
aij ¼ Cðaþ iþ jþ 1Þ ð2:24Þfor i; j ¼ 0; 1; . . . ; n, the determinant of the matrix isdet Cðaþ iþ jþ 1Þð Þnj;k¼0 ¼
Yn
k¼0
k!Cðaþ kþ 1Þf g; ð2:25Þordet Cðaþ iþ jþ 1Þð Þnj;k¼0 ¼
Gðnþ 2ÞGðaþ nþ 2Þ
Gðaþ 1Þ : ð2:26ÞIn this case we use the functionals deﬁned in (2.11) and let P1n ¼ ðbjkÞnj;k¼0 , then,bij ¼
1
i!j!
Xn
k¼maxði;jÞ
k!
Cðaþ kþ 1Þ
diLakðxÞ dxi
 
x¼0
djLakðyÞ
dyj
 
y¼0
¼ 1
i!j!
Xn
k¼maxði;jÞ
k!
Cðaþ kþ 1Þ ð1Þ
i
LaþikiðxÞ
 
x¼0 ð1Þ
j
LaþjkjðyÞ
h i
y¼0
; ð2:27Þorbij ¼
ð1Þiþj
i!j!
Xn
k¼maxði;jÞ
k!Laþikið0ÞLaþjkjð0Þ
Cðaþ kþ 1Þ ¼
ð1ÞiþjPnk¼maxði;jÞ ðaþ1Þkk! ki
	 

k
j
	 

ðaþ 1Þiðaþ 1ÞjCðaþ 1Þ
ð2:28Þ
for j; k ¼ 0; 1; . . . ; n.
Theorem 8. For n ¼ 0; 1; . . ., the matrixðaþ 1Þiþj
 
06i;j6n
ð2:29Þhas the determinantdet ðaþ 1Þiþj
 n
i;j¼0
¼ Gðnþ 2ÞGðaþ nþ 2Þ
Gðaþ 1ÞCðaþ 1Þnþ1 ; ð2:30Þ
20 R. Zhang, L.-C. Chenit is invertible for a R N; its inverse is given by
Pn
k¼maxði;jÞ
ðaþ1Þk
k!
k
i
	 

k
j
	 

ð1Þiþjðaþ 1Þiðaþ 1Þj
0
BB@
1
CCA
06i;j6n
: ð2:31Þ2.2. The ultraspherical polynomials fCknðxÞg1n¼0 with k >  12 ; k – 0
The ultraspherical polynomials (or Genenbauer polynomials) fCknðxÞg1n¼0 are de-
ﬁned as a hypergeometric series (Ismail, 2005)CknðxÞ ¼
ð2kÞn
n!
2F1
n; 2kþ n
kþ 1
2
;
1 x
2
 !
ð2:32Þfor nP 0, and we assume thatCk1ðxÞ ¼ 0: ð2:33Þ
We havedCknðxÞ
dx
¼ 2kCkþ1n1ðxÞ ð2:34Þ
for nP 0. For k >  1
2
and k– 0, we also haveZ 1
1
CkmðxÞCknðxÞð1 x2Þk
1
2dx ¼ pCð2kþ nÞ
22k1n!ðkþ nÞ½CðkÞ2 dmn; ð2:35Þfor n;m ¼ 0; 1; . . . Thus the orthonormal polynomials arepnðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
22k1n!ðkþ nÞ½CðkÞ2
pCð2kþ nÞ
s
CknðxÞ; ð2:36Þfor n ¼ 0; 1; . . . and the leading coefﬁcients arecn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðkþ nÞ22kþ2n1Cðkþ nÞ2
pn!Cð2kþ nÞ :
s
ð2:37ÞThe moments of the ultraspherical measure areln ¼
Z 1
1
xnð1 x2Þk12 dx ¼ 1þ ð1Þ
n
2
B
nþ 1
2
; kþ 1
2
	 

; ð2:38Þfor n ¼ 0; 1; . . ., where Bðp; qÞ is the beta integralBðp; qÞ ¼
Z 1
0
xp1ð1 xÞq1 dx; RðpÞ;RðqÞ > 0: ð2:39Þ
Matrix inversion using orthogonal polynomials 21Then ði; jÞth entry of the matrix Pn ¼ ðajkÞnj;k¼0 isaij ¼ 1þ ð1Þ
iþj
2
B
iþ jþ 1
2
; kþ 1
2
	 

ð2:40Þfor i; j ¼ 0; 1; . . . ; n, and the determinant of the matrix is !
det
1þ ð1Þiþj
2
B
iþ jþ 1
2
; kþ 1
2
	 

¼
Yn
k¼0
pk!Cð2kþ kÞ
ðkþ kÞ22kþ2k1Cðkþ kÞ2
ð2:41Þordet
1þ ð1Þiþj
2
B
iþ jþ 1
2
; kþ 1
2
	 
 !
¼ p
nþ1Gðnþ 2Þ
2ðnþ1Þðnþ2k1ÞðkÞnþ1
 Gð2kþ nþ 1ÞGðkÞ
2
Gð2kÞGðkþ nþ 1Þ2 ð2:42ÞIt is clear that the matrixPn is invertible for 2k – 0;1; . . ., we use the function-
als deﬁned in (2.11) to ﬁnd the ði; jÞth entry of the inverse matrix P1n ¼ ðbjkÞnj;k¼0,bij ¼
1
i!j!
Xn
k¼maxði;jÞ
22k1k!ðkþ kÞ½CðkÞ2
pCð2kþ kÞ
diCkkðxÞ
dxi
 
x¼0
djCkkðyÞ
dyj
 
y¼0
¼ 2
2k1½CðkÞ2
i!j!p
Xn
k¼maxði;jÞ
k!ðkþ kÞ
Cð2kþ kÞ 2
iðkÞiCkþikiðxÞ
 
x¼0 2
jðkÞjCkþjkjðxÞ
h i
y¼0
¼ 2
iþjðkÞiðkÞjCðkÞ
i!j!
ﬃﬃﬃ
p
p
Cðkþ 1
2
Þ
Xn
k¼maxði;jÞ
k!ðkþ kÞCkþikið0ÞCkþjkjð0Þ
ð2kÞk
ð2:43Þfor i; j ¼ 0; 1; . . . ; n.
Theorem 9. For all n ¼ 0; 1; . . . the matrix ðaijÞ06i;j6n with entriesaij ¼ 1þ ð1Þ
iþj
2
B
iþ jþ 1
2
; kþ 1
2
	 

ð2:44Þhas determinantdet
1þ ð1Þiþj
2
B
iþ jþ 1
2
; kþ 1
2
	 
 !
¼
Yn
k¼0
pk!Cð2kþ kÞ
ðkþ kÞ22kþ2k1Cðkþ kÞ2 :
ð2:45Þ
When 2k – 0;1;2; . . ., it is invertible and the inverse matrix ðbijÞ06i;j6n has entriesbij ¼
2iþjðkÞiðkÞjCðkÞ
i!j!
ﬃﬃﬃ
p
p
Cðkþ 1
2
Þ
Xn
k¼maxði;jÞ
k!ðkþ kÞCkþikið0ÞCkþjkjð0Þ
ð2kÞk
ð2:46Þfor i; j ¼ 0; 1; . . . ; n.
22 R. Zhang, L.-C. Chen2.2.1. The Jacobi polynomials fPða;bÞn ðxÞg1n¼0 with a; b > 1
The Jacobi polynomials fPða;bÞn ðxÞg1n¼0 may be deﬁned as (Andrews et al., 1999;
Ismail, 2005)Pða;bÞn ðxÞ ¼
ðaþ 1Þn
n!
2F1
n; nþ aþ bþ 1
aþ 1 ;
1 x
2
	 

ð2:47Þfor nP 0, andP
ða;bÞ
1 ðxÞ ¼ 0: ð2:48ÞWe also havedPða;bÞn ðxÞ
dx
¼ nþ aþ bþ 1
2
P
ðaþ1;bþ1Þ
n1 ðxÞ; ð2:49Þand consequentlydkPða;bÞn ðxÞ
dxk
¼ ðnþ aþ bþ 1Þk
2k
P
ðaþk;bþkÞ
nk ðxÞ ð2:50Þfor k 2 N. For a; b > 1, we haveZ 1
1
Pða;bÞm ðxÞPða;bÞn ðxÞwðxÞdx ¼ hndmn ð2:51Þfor n;m ¼ 0; 1; . . . withwðxÞ :¼ ð1 xÞað1þ xÞb; ð2:52Þ
andhn :¼ 2
aþbþ1Cðaþ nþ 1ÞCðbþ nþ 1Þ
ð2nþ aþ bþ 1ÞCðaþ bþ nþ 1Þn! : ð2:53ÞThus, the orthonormal polynomialspnðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2nþ aþ bþ 1ÞCðaþ bþ nþ 1Þn!
2aþbþ1Cðaþ nþ 1ÞCðbþ nþ 1Þ
s
Pða;bÞn ðxÞ ð2:54Þhave leading coefﬁcientscn ¼
2nþðaþbÞ=2C aþbþ1
2
þ n C aþbþ2
2
þ n  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃaþbþ1
2
þ n
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n!pCðaþ bþ nþ 1ÞCðaþ nþ 1ÞCðbþ nþ 1Þp ð2:55Þfor n ¼ 0; 1; . . .
We take the polynomial sequencewnðxÞ ¼ ðx 1Þn; ð2:56Þ
Matrix inversion using orthogonal polynomials 23and associated functionalsujðfÞ ¼ v jðfÞ ¼ 1
j!
djfðxÞ
dxj
 
x¼1
ð2:57Þ
for j ¼ 0; 1; . . ., then the ði; jÞth entry of the matrix Pn ¼ ðajkÞnj;k¼0 isaij ¼
Z 1
1
ðx 1ÞiþjwðxÞdx; ð2:58Þoraij ¼ 2
aþbþiþjþ1Cðaþ iþ jþ 1ÞCðbþ 1Þ
ð1ÞiþjCðaþ bþ iþ jþ 2Þ ð2:59Þfor i; j ¼ 0; 1; . . . ; n, and its determinant is given by
det Pn ¼ Gðaþ nþ 1ÞGðbþ nþ 1ÞGðaþ bþ nþ 1Þ
2ðnþaþbÞðnþ1ÞGðaþ 1ÞGðbþ 1ÞGðaþ bþ 1Þ
 p
nþ1Gðnþ 2ÞG aþbþ1
2
 2
G aþbþ2
2
 2
aþbþ1
2
 
nþ1G
aþbþ1
2
þ nþ 1 2G aþbþ2
2
þ nþ 1 2 ; ð2:60Þ
its inverse matrix has entriesbij ¼
1
i!j!
Xn
k¼maxði;jÞ
ð2kþ aþ bþ 1ÞCðaþ bþ kþ 1Þk!
2aþbþ1Cðaþ kþ 1ÞCðbþ kþ 1Þ
 d
iP
ða;bÞ
k ðxÞ
dxi
" #
x¼1
djP
ða;bÞ
k ðyÞ
dyj
" #
y¼1
¼
Xn
k¼maxði;jÞ
ð2kþ aþ bþ 1ÞCðaþ bþ kþ 1Þk!
2aþbþ1Cðaþ kþ 1ÞCðbþ kþ 1Þ
 ðkþ aþ bþ 1ÞiP
ðaþi;bþiÞ
ki ðxÞ
i!2i
" #
x¼1
ðkþ aþ bþ 1ÞjPðaþj;bþjÞkj ðyÞ
j!2j
" #
y¼1
;
ð2:61Þ
orbij ¼
Xn
k¼maxði;jÞ
ð2kþ aþbþ 1ÞCðaþbþkþ 1Þk!
Cðaþkþ 1ÞCðbþkþ 1Þ
 fðkþ aþbþ 1ÞiP
ðaþi;bþiÞ
ki ð1Þgfðkþ aþbþ 1ÞjPðaþj;bþjÞkj ð1Þg
i!j!2aþbþiþjþ1
( )
ð2:62Þfor i; j ¼ 0; 1; . . . ; n.
SincePða;bÞn ð1Þ ¼
ðaþ 1Þn
n!
; ð2:63Þ
24 R. Zhang, L.-C. Chenthenbij ¼
Cðaþ bþ 1Þðaþ bþ 1Þiðaþ bþ 1Þj
2aþbþiþjþ1ðaþ 1Þiðaþ 1ÞjCðaþ 1ÞCðbþ 1Þ

Xn
k¼maxði;jÞ
ð2kþ aþ bþ 1Þðaþ 1Þk
k!ðaþ bþ 1Þkðbþ 1Þk
 
 k
i
	 

k
j
	 

ðaþ bþ iþ 1Þkðaþ bþ jþ 1Þk
 
ð2:64Þfor i; j ¼ 0; 1; . . . ; n.
Theorem 10. For n ¼ 0; 1; . . ., the determinant of the matrixðaþ 1Þiþj
ðaþ bþ 2Þiþj
 !
06i;j6n
ð2:65Þisdet
ðaþ1Þiþj
ðaþbþ2Þiþj
 !n
i;j¼0
¼ G
aþbþ1
2
 2
G aþbþ2
2
 2
Gðaþ1ÞGðbþ1ÞGðaþbþ1Þ
 pCðaþbþ2Þ
22nþ2aþ2bþ1Cðaþ1ÞCðbþ1Þ
	 
nþ1
Gðnþ2ÞGðaþnþ1ÞGðbþnþ1ÞGðaþbþnþ1Þ
aþbþ1
2
 
nþ1G
aþbþ1
2
þnþ1 2G aþbþ2
2
þnþ1 2 :
ð2:66ÞFor a;b R N, the matrix (2.57) is invertible and its inverse matrix ðcijÞ06i;j6n has
elementscij ¼
ð1Þiþjðaþ bþ 1Þiðaþ bþ 1Þj
ðaþ 1Þiðaþ 1Þjðaþ bþ 1Þ

Xn
k¼maxði;jÞ
ð2kþ aþ bþ 1Þðaþ 1Þk
k!ðaþ bþ 1Þkðbþ 1Þk
 
 k
i
	 

k
j
	 

ðaþ bþ iþ 1Þkðaþ bþ jþ 1Þk
 
: ð2:67ÞRemarks 11. When a ¼ b ¼ 0, matrix (2.57) reduces to the famous Hilbert matrix.2.3. Wilson polynomials
In this subsection, we will compute some examples using a subset of Wilson
orthogonal polynomials. Because the polynomials we choose, give similar matrices
Matrix inversion using orthogonal polynomials 25as in the classical polynomials cases. It suggests that there exists some transforma-
tion mapping these polynomials to the corresponding set of classical polynomials.
Given a polynomial fðx2Þ, the Wilson operator W is deﬁned asðWfÞðx2Þ :¼ fððxþ
i
2
Þ2Þ  fððx i
2
Þ2Þ
2xi
: ð2:68ÞFor any ﬁxed complex number a, we letwnðx2; aÞ :¼ ðaþ ix; a ixÞn ð2:69Þ
for n ¼ 0; 1; . . . The polynomial sequence fwnðx2; aÞgnP0 forms a basis for all the
polynomials in x2. Furthermore,ðWwnðx2; aÞÞ ¼ nwn1 x2; aþ 1
2
	 

; ð2:70Þconsequently, we haveWkwnðx2; aÞ
 
x2¼x2
k
ðaÞ ¼ n!dkn; ð2:71Þwherex2kðaÞ :¼  aþ
k
2
	 
2
: ð2:72ÞFor the polynomial sequence fwnðx2; aÞgnP0, we letukðfðx2ÞÞ ¼ vkðfðx2ÞÞ :¼ 1
k!
ðWkfÞðx2Þ 
x2¼x2
k
ðaÞ: ð2:73Þ2.3.1. The continuous dual Hahn polynomials fSnðx2; a; a; aÞgnP0
We consider a special form of dual Hahn polynomials fSnðx2; a; a; aÞgnP0. For sim-
plicity, we letSnðx2; aÞ :¼ Snðx2; a; a; aÞ: ð2:74Þ
these polynomials are deﬁned by the hypergeometric seriesSnðx2; aÞ
ð2aÞnð2aÞn
:¼ 3F2
n; aþ ix; a ix
2a; 2a
; 1
	 

; ð2:75Þfor n ¼ 0; 1; . . . and we assume that
S1ðx2; aÞ ¼ 0: ð2:76ÞFor the sake of simplicity, we only consider the case a > 0. It is known that they
satisfy the following orthogonalityZ 1
0
Smðx2; aÞSnðx2; aÞw1ðx2; aÞdx ¼ 2pn!Cð2aþ nÞ3dmn; ð2:77Þwhere
26 R. Zhang, L.-C. Chenw1ðx2; a; bÞ :¼ Cðaþ ixÞ
3
Cð2xiÞ


2
; ð2:78Þand the orthonormal polynomials aresnðx2Þ ¼ ð1Þ
n
Snðx2; aÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pn!Cð2aþ nÞ3
q ð2:79Þwith leading coefﬁcientscn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2pn!Cð2aþ nÞ3
s
: ð2:80ÞThe polynomials Snðx2; aÞ satisfy the following relationWSnðx2; aÞ ¼ ðnÞSn1 x2; aþ 1
2
	 

; ð2:81Þconsequently, for any k 2 NWkSnðx2; aÞ ¼ ðnÞkSnk x2; aþ
k
2
	 

: ð2:82ÞThe matrix PN associated with polynomial sequence f/nðx2; aÞgnP0 with respect
the measure w1ðx2; aÞ has entriesajk ¼
Z 1
0
/jðx2; aÞ/kðx2; aÞw1ðx2; aÞdx
¼
Z 1
0
Cðaþ ixÞCðaþ jþ ixÞCðaþ kþ ixÞ
Cð2xiÞ


2
dx
¼ 2pCð2aþ jÞCð2aþ kÞCð2aþ jþ kÞ ð2:83Þ
orajk ¼ 2pCð2aþ jÞCð2aþ kÞCð2aþ jþ kÞ ð2:84Þ
for j; k ¼ 0; 1; . . . The matrix PN has determinantdet PN ¼ ð2pÞNþ1
YN
n¼0
Cð2aþ nÞ3; ð2:85Þwhich is simpliﬁed todet ð2aÞjþk
 N
j;k¼0
¼
YN
n¼0
n!ð2aÞn: ð2:86ÞTherefore, for N ¼ 0; 1; . . ., we have
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 N
j;k¼0
¼
YN
n¼0
n!ðaÞn
 
: ð2:87ÞThe entries of P1N ¼ ðbjkÞ06j;k6N arebjk ¼
XN
n¼maxðj;kÞ
ðnÞjðnÞk W jSnðx2; aÞ
 
x2¼x2
j
ðaÞ WkSnðy2; aÞ
 
y2¼x2
k
ðaÞ
2pj!k!n!Cð2aþ nÞ3 : ð2:88ÞSinceWkSnðy2; aÞ
 
y2¼x2
k
ðaÞ ¼ ðnÞkSnk x2kðaÞ; aþ
k
2
	 

; ð2:89ÞandSnk x
2
kðaÞ; aþ
k
2
	 

¼ ð2aþ kÞ2nk; ð2:90ÞThus, the matrixð2aÞjþk
 N
j;k¼0
ð2:91Þhas an inverse matrixPN
n¼maxðj;kÞ
ð2aÞn
n!
n
j
	 

n
k
	 

ð1Þjþkð2aÞjð2aÞk
0
BB@
1
CCA
N
j;k¼0
; ð2:92Þthey are the same matrices as in Theorem 8.
2.3.2. The Wilson polynomials Wnðx2; a; a; a; bÞ
In this section, we will look at the inverse of the matrices associated with the Wil-
son polynomials fWnðx2; a; a; a; bÞgnP0 respect to the polynomial sequence f/nðx2;
aÞgnP0. For the simplicity, we letWnðx2; a; bÞ :¼Wnðx2; a; a; a; bÞ ð2:93Þ
for n ¼ 0; 1; . . . ThenWnðx2; a; bÞ
ð2a; 2a; aþ bÞn
:¼ 4F3
n; nþ 3aþ b 1; aþ ix; a ix
2a; 2a; aþ b ; 1
	 

; ð2:94Þfor n ¼ 0; 1; . . . We always assume that
W1ðx2; a; bÞ ¼ 0: ð2:95ÞIn this section, we are only interested in the special case that a; b > 0. Then, the
Wilson polynomials Wnðx2Þ :¼Wnðx2; a; bÞ satisfy the following orthogonality
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0
Wmðx2ÞWnðx2Þwðx2; a; bÞdx ¼ 2pn!ðnþ 3aþ b 1ÞnHndmn; ð2:96Þ
wherewðx2; a; b; cÞ :¼ Cðaþ ixÞ
3Cðbþ ixÞ
Cð2xiÞ


2
ð2:97ÞandHn :¼ Cð2aþ nÞ
3Cðaþ bþ nÞ3
Cð3aþ bþ 2nÞ : ð2:98Þ
Thus, the associated orthonormal polynomialswnðx2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2pn!ðnþ 3aþ b 1ÞnHn
s
Wnðx2Þ ð2:99Þhave leading coefﬁcientscn ¼
2pn!Cð3aþ bþ n 1ÞCð2aþ nÞ3Cðaþ bþ nÞ3
Cð3aþ bþ 2n 1ÞCð3aþ bþ 2nÞ : ð2:100Þ
The polynomials fWnðx2; a; bÞg1n¼0 also satisfy the following relationWWnðx2; a; bÞ ¼ nðnþ 3aþ b 1ÞWn1 x2; aþ 1
2
; bþ 1
2
	 

; ð2:101Þand for any integer k 2 N, we haveWkWnðx2; a; bÞ ¼ ðnÞkðnþ 3aþ b 1ÞkWnkðx2; aþ
k
2
; bþ k
2
Þ: ð2:102ÞFor a1; a2; a3; a4 > 0, The Wilson integral evaluates1
2p
Z 1
0
Q4
j¼1Cðaj þ ixÞ
Cð2xiÞ


2
dx ¼
Q
16j<k4Cðaj þ akÞ
CðP4j¼1ajÞ : ð2:103ÞTherefore, the matrix PN ¼ ðajkÞ06j;k6N associated with polynomial sequence
f/nðx2; aÞgkP0 with respect the Wilson measure has entriesajk ¼
Z 1
0
/jðx2; aÞ/kðx2; aÞ
Cðaþ ixÞ3Cðbþ ixÞ
Cð2xiÞ


2
dx
¼
Z 1
0
Cðaþ jþ ixÞCðaþ kþ ixÞCðaþ ixÞCðbþ ixÞ
Cð2xiÞ


2
dx
¼ Cð2aþ jÞCðaþ bþ jÞCð2aþ kÞCðaþ bþ kÞ
 2pCð2aþ jþ kÞCðaþ bÞ
Cð3aþ bþ jþ kÞ ; ð2:104Þ
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2pCðaþ bÞ ¼
Cð2aþ jÞCðaþ bþ jÞCð2aþ kÞCðaþ bþ kÞCð2aþ jþ kÞ
Cð3aþ bþ jþ kÞ :
ð2:105Þ
for j; k ¼ 0; 1; . . . ;N. Then we have the determinant evaluationdet
ð2aÞjþk
ð3aþ bÞjþk
 !N
j;k¼0
¼
YN
n¼0
n!ð2aÞnðaþ bÞnð3aþ b 1Þn
ð3aþ b 1Þ2nð3aþ bÞ2n
; ð2:106Þwhich is essentially (2.58).
The entries of P1N ¼ ðbjkÞ06j;k6N arebjk ¼
1
j!k!
XN
n¼maxðj;kÞ
W jwnðxÞ
 
x2¼x2
j
WkwnðyÞ
 
y¼x2
k
¼ 1
2pj!k!
XN
n¼maxðj;kÞ
ðnÞjðnÞkðnþ 3aþ b 1Þjðnþ 3aþ b 1Þk
n!ðnþ 3aþ b 1ÞnCð2aþ nÞCðaþ bþ nÞ
Wnjðx
2
j ; aþ j2 ; bþ j2ÞWnkðx2k; aþ k2 ; bþ k2ÞCð3aþ bþ 2nÞ
Cð2aþ nÞ2Cðaþ bþ nÞ2 ð2:107Þfor j; k ¼ 0; 1; . . . FromWnk
 
x2k; aþ
k
2
; bþ k
2
!
¼ ð2aþ k; 2aþ k; aþ bþ kÞnk; ð2:108Þwe havebjk ¼
PN
n¼maxðj;kÞ
ðnÞjðnÞkðnþ3aþb1Þjðnþ3aþb1ÞkCð2aþnÞCð3aþbþ2nÞ
n!ðnþ3aþb1ÞnCðaþbþnÞ
2pj!k!C2ð2aþ jÞCðaþ bþ jÞC2ð2aþ kÞCðaþ bþ kÞ : ð2:109ÞThus, the matrix ðajkÞ06j;k6N has entriesajk ¼ 2pCðaþ bÞCð2aþ jÞCðaþ bþ jÞCð2aþ kÞCðaþ bþ kÞCð2aþ jþ kÞCð3aþ bþ jþ kÞ ;
ð2:110Þ
its inverse ðbjkÞ has entriesbjk ¼
PN
n¼maxðj;kÞ
ðnÞjðnÞkðnþ3aþb1Þjðnþ3aþb1ÞkCð2aþnÞCð3aþbþ2nÞ
2pj!k!n!ðnþ3aþb1ÞnCðaþbþnÞ
C2ð2aþ jÞCðaþ bþ jÞC2ð2aþ kÞCðaþ bþ kÞ : ð2:111ÞThus the matrixð2aÞjþk
ð3aþ bÞjþk
 !
ð2:112Þ
30 R. Zhang, L.-C. Chenhas inverse matrixð3aþ b 1Þjð3aþ b 1Þk
PN
n¼maxðj;kÞ
ð2aÞnð3aþbþ2n1Þð3aþbþjÞnð3aþbþkÞn
n!ðaþbÞn
n
j
	 

n
k
	 

ð1Þjþkð2aÞjð2aÞkð3aþ b 1Þ
0
BB@
1
CCA;
ð2:113Þ
they are essentially the matrices in Theorem 10.
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