In this paper, the stability of Markov jumping neural network (MJNN) with mixed delays under the control of finite frequency domain Parallel Distributed Compensation (PDC) controller is studied. By introducing the generalized-KYP lemma, the frequency domain analysis is combined with the neural network. The positive definite and negative definite conditions in Lyapunov stability theory are improved by using Bessel-Legendre inequality method. Sufficient conditions for the stability of the system are given and proved. Finally, numerical examples show that the system can maintain stability under the control of the PDC controller at low, medium and high frequencies.
I. INTRODUCTION
In the past decades, due to the wide application of neural network in signal processing, pattern recognition, static image processing, associative memory and many other fields, considerable attention has been paid to the stability of neural network, and abundant research results have been achieved [1] - [4] . At the same time, there may be many modes in the neural network. The modes can be switched between each other at different times. The switching between different neural networks can be controlled by Markov chain. Therefore, it is of great significance to study the neural network model with this jump mode [5] - [7] . Therefore, this paper will make correlation stability analysis based on Markov jump neural network system (MJNN).
In addition, time-delay often occurs in various dynamic systems such as electronic systems, chemical systems, pneumatic systems, biological systems and economic systems. It is the main source of instability, oscillation and poor performance of the system. Therefore, the stability analysis of time-delay neural networks has become a hot topic for The associate editor coordinating the review of this manuscript and approving it for publication was Rajeeb Dey . scholars [5] , [8] - [10] . Time-delay stability criteria include time-delay dependence and time-delay independence. Due to the relatively small conservativeness of time-delay dependence criteria, more and more literatures have studied timedelay dependence criteria. Therefore, the first problem of stability analysis in this paper is MJNN with multiple delays, including leakage delays, time-varying delays and distributed delays.
Finite frequency domain control refers to the control of control frequency in a certain range. Many achievements have been made in the research of finite frequency domain [11] - [13] . However, the traditional stability analysis of MJNN is often considered in the time domain. In the literature we read, there is little consideration of MJNN in the finite frequency domain. Thanks to the generalized-KYP lemma, it combines the frequency domain analysis with the system stability analysis, and divides the frequency domain into three bands: low frequency, medium frequency and high frequency. Therefore, the second problem in this paper is how to consider MJNN control in finite frequency domain.
Recently, based on Lyapunov stability theory and linear matrix inequality (LMI) method, a lot of research results have been achieved in various kinds of neural networks, such as neutral, impulsive, stable with mixed delay and Markov jump. The Lyapunov stability theory constructs the following functional: (t) x T (s) (s)x(s)ds + · · · And the following two conditions must be satisfied: one is to make the functional positive definite, the other is to make the derivative of the functional negative definite. In order to satisfy the first condition, the traditional method is to set (t) > 0 and (s) > 0, which is very conservative. In order to satisfy condition two, scholars have proposed many useful inequality methods, such as Jensen inequality [14] , Wirtinger inequality [15] , Free matrix inequality [16] , improved Wirtinger inequality [17] and so on. Although these methods effectively improve the convergence, they still have some conservatism. Therefore, the third problem studied in this paper is to reduce the conservativeness of positive and negative definite conditions of Lyapunov functional by using the Bessel-Legendre inequality method.
In summary, this paper will study the stability of a class of MJNN under finite frequency control. The controller adopts Parallel Distributed Compensation (PDC) controller. The advantage of PDC controller is that current state feedback and time delay feedback are considered simultaneously. The finite frequency domain is introduced by using the generalized-KYP lemma, and the conservativeness of the system is reduced by using the Bessel-Legendre inequality method. Finally, a series of numerical examples are given to verify the stability of MJNN under the control of PDC controller at low, medium and high frequencies, respectively.
Notation: I represents the unit matrix of the appropriate dimension. N is arbitrary matrices whose columns form a basis of the null space of . R n×n represents an arbitrary n-dimensional real matrix. H n stands for a n-dimensional Hermitian matrix. ⊗ means the Kronecker product. In LMIs, the transpose term of diagonal matrix is represented by * . He[α] represents α T + α. T denotes a transpose symbol.
II. PROBLEM FORMULATION
The following Mixed time-delay MJNN are defined:
where x(t) ∈ R n×n stands for the state vector. ω(t) stands for disturbance term and it is in the finite frequency domain W. z(t) stands for objective output. A(·), B(·), C(·), D(·), E(·), H (·), L(·), M (·), N (·) and J (·) represent real matrices of suitable dimensions. f (·) is the neuron excitation function. r(t) stands for having values in a finite-state space S = {1, · · ·, M } and a homogenous stationary Markov chain defined on { , , P}. The state transition rate matrix = (µ ij ) N ×N is represented by:
σ represents the leakage delay. d 2 (t) represents the distributed delay and satisfy: 0
. U (t) is a PDC controller and is designed as follows:
where K (·) represents the current state feedback and K d (·) represents the delayed state feedback. To sum up, we have the following system:
The range of finite frequency domain W is defined as the following three bands:
Remark 1: Thanks to the generalized-KYP lemma [18] , for the MJNN, set ω c = ω 1 +ω 2 2 , we have = 0 1 1 0 , = {jω :
ω ∈ W}, where W is define in (4) . Then, is defined as follows:
The finite frequency domain control problem can be converted into the following form:
(1) The MJNN (3) with ω = 0 is asymptotically stable;
(2) The following finite frequency inequality holds, which under zero-initial condition:
where G s represents the transfer function:
for a given proper positive scalar γ , or equivalently, the following inequality holds:
The following lemmas will play a key role in the proof of this paper.
Lemma 1 (G-KYP lemma [18] ): Let ∈ H n 1 +n 2 , F ∈ C 2n 1 ×(n 1 +n 2 ) and , ∈ H 2 be given such that S( , )
Then N T s F N s F < 0, ∀s ∈ S( , ) is equivalent to
Lemma 2 [19] : By setting symmetric matrices R 1 > 0, R 2 > 0 be in R n×n . For all α = 0, 1, if there exist
where symmetric matrices X 1 , X 2 in R n×n , and matrices Y 1 , Y 2 in R n×n . Then, the following inequality is obtained:
Lemma 3:(Bessel-Legendre Inequality [20] ): By setting constants a < b, for positive integer N ≥ 0 and symmetric matrix R > 0 ∈ R n×n , if Legendre polynomial L N satisfies the following two differential operations:
the following inequality is obtained:
In Bessel-Legendre inequality, the value of N plays a key role. When N = 0, it is equivalent to Jensen inequality [14] ; when N = 1, it is equivalent to Wirtingerbased inequality [15] ; when N = 2, it is equivalent to auxiliary-function based integral inequality [21] . This shows that the inequalities mentioned above are special cases of Bessel-Legendre inequality, which can be transformed into other inequalities by changing the value of N , so Bessel-Legendre inequality is less conservative.
Lemma 4 [22] : If the vector function x satisfies x : [0, τ ] → R n×n , given any matrix G > 0 and scalar τ > 0, the following inequality holds
Assumption (A1): If l i are known constants, u i and v i are arbitrary real numbers, and u = v, the neuron excitation function f (·) satisfies the following conditions:
III. DESIGN OF PDC CONTROLLER IN FINITE FREQUENCY DOMAIN
Theorem 1: For Mixed time-delay σ , d 1 (t) and d 2 (t), given arbitrary constant d 1 , d 2 and γ > 0. Then, for R n×n symmetric matrices P i > 0, 
where And the parameters of the PDC controller are expressed by the following relations:
Proof: Firstly, we analyze the stability of the MJNN (3), let ω = 0. Consider the following improved Lyapunov-Krasovskii func-
where P(r(t)), Q 1 , Q 2 , Q 3 , R and S are positive definite matrices. Let "ϒ" represent the derivative process of LKF. Then, for each r(t) = i, the following equations are shown
Using Lemma 2 and Lemma 3, we have
According to Assumption (A1), we have 
where L = diag{l 1 , l 2 , · · · , l n }. Then, given any positive constants: ζ 1 , ζ 2 and ζ 3 , we have
f (x(s))ds] (16) Given any constants G 1 and G 2 , we have 
where N 1 is shown in (18) , as shown at the top of this page. To sum up, combined with (12)-(18), the following relationship is established:
where
There is a non-linear termR −1 N +1 in N 0 (t). By using Schur complement, the deformation of (19) is as follows:
Multiply diag{X ,X ,X ,X ,X ,X ,X ,X ,X , X , X N +1 ,X N +1 } T and diag{X , X , X , X , X , X , X , X , X , X , X N +1 , X N +1 } on the left and right sides of N (t), respectively. Let G 1 = ε 1 X −T and G 2 = ε 2 X −T , ε 1 and ε 2 are arbitrary constants. The results are as follows:
The substitution relationships are as follows:
. Under zeroinital condition V (x(t), 0, i) = 0 and V (x(t), ∞, i) > 0, through the Newton-Leibniz formula, we have 
Given any constants G 1 and G 2 , we have
where N 2 is shown in (22) , as shown at the top of this page. Given any constant G 3 = ε 3 X −T , we have
where N 3 is shown in (24), as shown at the top of the next page.
On the basis of (20)-(24), we get that
According to Parseval's Theorem [23] and let λ = e jθ , we have
Lemma [18] , if N T λF P2 N λF P2 < 0, then for all ξ s = 0, we have ξ T s ξ s < 0, then + F T P2 ( ⊗ P i + ⊗ Q)F P2 < 0. Set P i = P i + P, the following holds
Similarly, by Schur complement, we can get the following:
Similarly, multiply diag{ 12n X · · · X , X N +1 , X N +1 } T and diag{ 12n X · · · X , X N +1 , X N +1 } on the left and right sides of N (t), respectively. The results are as follows:
The equivalence relations ofP i ,Q 1 ,Q 2 and so on are shown in the previous stability analysis. In summary, as long aš N (t) < 0 is satisfied, J ≤ 0 is satisfied, which implies that z 2 < γ ω 2 . PDC controller parameters: K i = N i X −1 and K di = M i X −1 . This completes the proof.
Remark 2: In LKF V (x(t), t, r(t)), V 1 (t) can be further improved as follows: T t (s)Rẋ t (s)ds, but also to deal with V 1 (t), which further reduces the conservativeness of the system. However, this improved method also has a potential problem. In the subsequent design of PDC controller, we find that the coupling between P i and system matrix increases greatly, which will greatly increase the computational complexity. So the LKF in Theorem 1 does not use the improved V 1 (t).
IV. AN IMPROVED POSITIVE DEFINITE RULE
Next, the positive definite conditions in Theorem 1 are improved by using Lemma 2 and Lemma 3.
Corollary 1: Consider the MJNN (3), for R n×n symmetric matrices P i , Q 1 > 0, Q 2 > 0, Q 3 > 0, R > 0, S > 0 and matrix U ∈ R n(N +1)×n(N +1) , if LKF V (x(t), t, r(t)) is positive definite, the following is hold:
where 1,N (t) and 2,N (t) are shown in Theorem 1, then we can get
is positive definite. This completes the proof. 
V. NUMERICAL EXAMPLES
In this part, three examples are given to illustrate the stabilization effect of MJNN (3) controlled by PDC controller in different frequency bands, and the corresponding curves are given. Firstly, in order to facilitate calculation, some system matrix constants with two modes need to be unified as follows: , ζ 1 = ζ 2 = ζ 3 = 1 × 10 3 , ε 1 = ε 2 = ε 3 = 1 × 10 2 , the time-varying delay and distributed delay are set to d 1 = 0.6 and d 2 = 0.2 respectively.ḋ 1 (t) ≤ = 0.1. Low frequency parameter ω l = 10. We can get the performance index parameter γ = 1.4695. The parameters of the finite frequency domain PDC controller are as follows:
The following response curves are obtained. Figure 1-(a) shows the jump parameter response curve, Figure 1 Figure 1-(c) , it can be seen that the system state is obviously unstable without the control of the PDC controller. When the PDC controller is added, the system state changes from jump to stability, which shows that the conclusion of this paper is effective in low frequency. It can be seen that in high frequency, the PDC controller can still keep the system in a stable state, but this stability is different from the stability in previous examples, which is stable in a certain range. As can be seen from Figure 3-(c) , although the curve is not very stable, it is much better than the divergence curve of Figure 3 -(b), which shows that the method in this paper is also effective.
In order to better illustrate the validity of our conclusions in high frequency, we conducted a second experiment. The transition rates matrix is as follows:
The values of the remaining parameters are the same as before. The following figures are obtained. Figure 4-(a) shows the jump parameter response curve. It can be seen that under the new transition rates matrix, the curve in Figure 4 -(c) is more stable, which shows that the PDC controller can effectively control the stability of the system, and also confirms that the conclusions in this paper are effective in the high frequency domain.
VI. CONCLUSION
In this paper, the stability of MJNN with mixed delays in finite frequency domain is studied. And the PDC controller is used. Based on the generalized-KYP lemma and the Bessel-Legendre inequality method, the sufficient conditions for the stability of the system are given and proved. Finally, numerical examples show the validity and correctness of the stability criteria.
