Abstract. In this paper, we study a classical construction of lattices from number fields and obtain a series of new results about their minimum distance and other characteristics by introducing a new measure of algebraic numbers. In particular, we show that when the number fields have few complex embeddings, the minimum distances of these lattices can be computed exactly.
1. Introduction 1.1. Background. We first recall a classical and simple construction of lattices from number fields, which is usually applied to show that the class number of a number field is finite [18] . Let K be a number field of degree n over the rational numbers Q and of discriminant D K . We denote by Z K the ring of integers of K. We say that K is of signature (s, t) if it has s real embeddings, which are assumed to be σ i : K ֒→ R, i = 1, . . . , s if s ≥ 1, and t conjugate pairs of complex embeddings , which are denoted by τ j , τ j : K ֒→ C, j = 1, . . . , t if t ≥ 1. Thus, s + 2t = n. Then, the embeddings σ 1 , . . . , σ s (if s ≥ 1) and τ 1 , . . . , τ t (if t ≥ 1) naturally yield the vector embedding
and we can define the n-dimensional lattice Λ K = ψ(Z K ), see [7, Chapter 8, Section 7] .
Lattices Λ K are very natural objects which play an important role in algebraic number theory and its applications, so they have been investigated from several different points of view, see, for instance, [2, 3, 4, 5, 15, 17, 31] and references therein. Besides, the interest to such lattices has also been stimulated by the work of Litsyn and Tsfasman [19] which demonstrates that such lattices can be very useful in constructing dense ball packing of the Euclidean space R s+2t ; see also [24, 30] for further developments.
To begin with, let us recall some simple facts about these lattices. For the determinant, it is well known that
(see [18, Chapter V, Section 2, Lemma 2]).
The minimum distance d(Λ K ) of Λ K is the minimum distance between any two distinct lattice points of Λ K and in fact equals the length of the shortest non-zero vector, that is,
for x = (x 1 , . . . , x s , y 1 + z 1 √ −1, . . . , y t + z t √ −1) ∈ Λ K . Notice that if s = 0, then there are no such coordinates x 1 , . . . , x s ; while if t = 0, then there are no such coordinates corresponding to the complex embeddings. We implicitly admit this fact without special indications throughout the paper.
For brevity, we write α K instead of ψ(α) K for α ∈ K; hence, alternatively, d(Λ K ) = min
For simplicity, throughout the paper we also write α = α Q(α) , and call this quantity the absolute size of α. We also call α 2 the absolute square size of α. Similarly, we can define α K and α Here, the upper bound comes from the trivial example α = 1 ∈ K.
The lower bound in (1.1) has been improved in [26, Theorem 5.11] as follows:
(1.2) d(Λ K ) ≥ (s2 −2t/(s+2t) + t2 s/(s+2t) ) 1/2 = 2 s/(2s+4t) (s/2 + t) 1/2 .
New point of view.
It is easy to see that in the case st = 0 the bound in (1.2) together with the upper bound in (1.1) implies d(Λ K ) = (s + t) 1/2 . This motivates us to define, for a number field K with signature (s, t) and an algebraic number α ∈ K, the following two normalised quantities:
Clearly,
If K = Q(α), we simply write
and call m(α) the absolute normalised square size of α, otherwise we call it the relative normalised square size of α (with respect to the field K). Similarly, we call m(α) the absolute normalised size of α and call m K (α) the relative normalised size of α with respect to K. For the convenience of computations, we usually handle m(α) or m K (α) in our arguments and results. This automatically implies related results on m(α) or m K (α).
Below (see Theorem 2.11), we show that for any number field K and any algebraic integer α ∈ K we have m K (α) ≥ min{1, m(α)}, when there exists β ∈ K such that K = Q(α, β) and the fields Q(α) and Q(β) are linearly disjoint over Q.
Note that m(α) is at least 1 for every reciprocal algebraic integer α (such that α −1 is its conjugate over Q). Indeed, then α 2 ≥ s + t, since for every pair of conjugates α, α −1 satisfying |α| = 1 we have |α| 2 + |α| −2 > 2, whereas in the case α is a complex number lying on |z| = 1 the numbers α, α −1 are complex conjugates, so we only take |α| 2 = 1 into the sum of s + t squares. Therefore, unlike in the well-known Lehmer's problem about minimal Mahler measure, the algebraic integers α satisfying m(α) < 1 must be nonreciprocal. By (2.10) below, the smallest value of m(α) is greater than (e log 2)/2 = 0.942084 . . ., where e is the base of the natural logarithm. On the other hand, as we show in Section 4, the smallest value among algebraic integers of degree at most 6 is m(ζ) = ζ 2 + ζ By the upper bound in (1.1) and the lower bound (1.2), we obtain
Thus, m(K) = 1 if either s = 0 or t = 0, which automatically includes cyclotomic fields. In particular, it is interesting to investigate what happens when either s or t are small compared to n. Here, we show that the cases of small s and of small t exhibit a very different behaviour.
1.3.
Outline of the main results. First, in Section 3.1 we use some other ideas to show that if t is small compared to s then m(K) = 1.
In particular, by Theorem 3.3, for any sufficiently large s and for every number field K of signature (s, t) with
we have m(K) = 1. We note that the proof of (1.2) can be extended to the lower bound
where Nm K (α) is the norm from K to Z of α ∈ K \ {0}. We present this as Lemma 2.1 (in a slightly different but equivalent form), which is also one of our tools. We also obtain a lower bound on α K of a new type where instead of using the norm we use the discriminant of α; see Theorem 3.1 below. In Section 3.2, we give infinite series of fields K with s and t of comparable size for which m(K) < 1. Moreover, in Theorem 3.5 we give an infinite family of fields of signature (s, s) for which 0.944940 . . . ≤ m(K) ≤ 0.947279 . . . .
In fact, the lower bound comes directly from (1.4) which demonstrates that it is quite precise for such signature as well. See also Theorem 4.5 for a more precise upper bound when s is even.
Furthermore, in Section 3.3 using a classical result of Erdős and Turán [13] , we show that even for very small s there are fields with m(K) < 1. More precisely, in Theorem 3.6 we give an infinite series of examples of fields K = Q(α) of growing degree with s = 1, 2 for which m(K) ≤ m(α) < 1. Moreover, select any non-zero algebraic integer α with exactly one real conjugate satisfying m(α) < 1. Then, take K = Q(α, β), where β is a totally real algebraic number of degree s over Q(α) and also over Q. In this way, by Lemma 2.9 (see (2.24)), we obtain m(K) < 1 for infinite series of fields K = Q(α, β) of growing degree with precisely s real embeddings.
The most interesting example we find corresponds to the case when s ≥ 2 is even and n is large compared to s. By (1.4), defining γ = s/n we see that the inequality
holds for any number field K with signature (s, (n − s)/2), where n is even. On the other hand, by Theorem 3.8 below, for each even s ≥ 2 and each integer k ≥ 1 there exists a field K of degree n = (2k + 1)s with signature (s, (n − s)/2) satisfying
where (here and elsewhere) the implied constants are absolute, unless stated otherwise. To construct this example we take the square root of a multinacci number of odd degree and compute its absolute size.
(The positive root ϑ > 1 of the polynomial x n − x n−1 − . . . − x − 1 is often called the multinacci number, see, for example, [22] ; although sometimes its reciprocal β = ϑ −1 is also called the same way [16] .)
In Section 4, we give some numerical examples of fields K with small degree satisfying m(K) < 1. To conclude, we raise some questions related to this research.
Preliminaries
2.1. Bounds of some products. We often talk about real and complex conjugates of algebraic numbers. In this context we always follow the convention that "complex" means "complex non-real". We often apply the inequality of arithmetic and geometric means, which we abbreviate as AM-GM.
We now prove (1.5) in an equivalent and sometimes slightly more convenient form.
Lemma 2.1. Given a number field K of signature (s, t), and an algebraic number α ∈ K, we have
where n = s + 2t is the degree of K. Furthermore, if α ∈ K is a non-zero algebraic integer, for st > 0 we have
Proof. We note that (2.1) is equivalent to the inequality
The norm of α in the field K, Nm K (α), can be written as XY 2 , where X is the product of σ(α) over s real embeddings σ of K, and Y 2 is the corresponding product over 2t complex embeddings. For st = 0, we obtain (2.3) immediately, by AM-GM. For instance, when s = 0, we have t = n/2 and |Nm K (α)| = Y 2 .
Assume that st > 0. Then, by AM-GM, we obtain
For A > 0, the minimum of the function F (x) = sx 2/s + tA 1/t x −1/t on the half line x > 0 is attained for x 0 = 2 −st/(s+2t) A s/(s+2t) , which is the root of the equation 2x
2/s = A 1/t x −1/t , and thus is equal to
Using this with A = |Nm K (α)| we derive (2.1).
Now, we further assume that α is a non-zero algebraic integer. Note that Nm K (α) is a non-zero integer. Clearly, (2.1) implies (2.2) in the case |Nm K (α)| ≥ 2. Hence, from now on we assume not only that st > 0 holds but also that α ∈ K is a unit, so that A = |Nm K (α)| = |XY 2 | = 1. Then, the equality in (2.4) holds if and only if for all s real embeddings σ i , i = 1, . . . , s, we have
and for t complex embeddings τ j , j = 1, . . . , t, we have
(then also |τ j (α)| = |Y | 1/t ). Furthermore, as above, we see that the function F (x) attains its minimum (and so α 2 K is equal to n2 s/n−1 ) if, in addition to this,
In order to prove (2.2) it remains to show that at least one of these equalities cannot hold. Indeed, since s > 0, the number α must have a real conjugate. By (2.5) and (2.7), the modulus of this conjugate equals |X| 1/s = 2 −t/(s+2t) = 2 −t/n < 1. So, one of the conjugates of α over Q must be equal to ±2 −t/n . However, such α has all conjugates (real and complex) on the same circle |z| = 2 −t/n , so it is not an algebraic integer, which leads to a contradiction.
An alternative proof of the fact that no algebraic integer satisfies (2.5), (2.6) and (2.7) can be given by employing the results of [10] about algebraic numbers whose all conjugates over Q lie on two circles. ⊓ ⊔
We now record the following useful statement.
Lemma 2.2. If α is an algebraic integer of degree n ≤ 23 with m(α) < 1, then α is an algebraic unit.
Proof. Assume that α has s real conjugates and 2t complex conjugates. Let K = Q(α), which is of signature (s, t).
and Lemma 2.1, we find that
The smallest value of the function 2 y /(1+y) in the interval [0, 1] occurs at the point y 0 = −1 + 1/ log 2 = 0.442695 . . .. The minimum is equal to 2 y 0 /(1 + y 0 ) = (e log 2)/2 = 0.942084 . . .. Since y 0 is not a rational number, from (2.8) we have
Observe that when α is not a unit and n ≤ 23, we have
So, using (2.9) and noticing the assumption m(α) < 1, we complete the proof.
⊓ ⊔
We see from Lemma 2.2 that for number fields K of degree n ≤ 23 in the search of the minimum m(K) it suffices to consider only units α in K. We also remark that (2.9) implies that for any algebraic integer α, we have Note that in the proof of Lemma 2.2 the variable y = s/n is rational number and thus it never takes the optimal value y 0 . In particular, for n = 24 the critical value of y is y = 5/12 (corresponding to fields of the signature (10, 7) ). Unfortunately, this is still not enough to include the value of n = 24 in Lemma 2.2. However, this observation allows us to slightly improve the bound (2.10) for any finite range on n.
We need the following inequality due to Schur [25, Satz II] .
We also need a bound on the product of Lemma 2.3 which is given by [25, Equation (15)] (but here we briefly sketch a proof).
Lemma 2.4. We have
Proof. First we write
Now, using the Euler-Maclaurin summation formula one easily derives that Lemma 2.5. Let N P (φ, ϕ) be the number of roots of a complex polynomial P (x) = a d x d + . . . + a 0 , where a d a 0 = 0, whose arguments belong to the interval [φ, ϕ) ⊆ [0, 2π). Then,
Ganelius [14] had replaced the constant 16 by the smaller constant 2π/G = 2.619089 . . ., where G =
Recall that a Pisot number is a real algebraic integer greater than 1 and all its conjugates lie inside the open unit disk. By definition, if a monic integer polynomial defines a Pisot number, then it is necessarily irreducible.
It has been proved that the polynomial x n − x n−1 − . . . − 1 defines a Pisot number, which is located in the interval (1, 2); see [21] . Here, we need to know more precisely about the locations of all its roots. Lemma 2.6. Fix n ≥ 2. Then, the irreducible polynomial
defines a Pisot number ϑ that lies in the interval
It has another real conjugate ω if and only if n is even, and this second real conjugate lies in the interval
Moreover, the other conjugates of ϑ are non-real and all lie in the annulus (2.14)
Note that the derivative g ′ (x) = ((n + 1)x − 2n)x n−1 is zero at x = 0 and at x 0 = 2n/(n + 1) ∈ (1, 2). So, g is decreasing in (−∞, x 0 ), and increasing in (x 0 , +∞) for n odd. Similarly, for n even, g is increasing in (−∞, 0), decreasing in (0, x 0 ), and then increasing in (x 0 , +∞). Besides, g(1) = 0 and g(2) = 1 > 0. So, g has a unique real root, say ϑ, in the interval (x 0 , 2), which gives (2.12). Also, g has no real roots in [2, +∞). Furthermore, we can see that for any real a with 1 < a < ϑ, we have g(a) < 0, that is a n+1 + 1 < 2a n . Thus, by Rouché's theorem, g has exactly n roots in the disc |z| < a, and so f has exactly n − 1 roots in the disc |z| < a. Hence, all the other roots of f lie in the unit disc |z| ≤ 1. It is clear that f has no roots on the circle |z| = 1, so ϑ is a Pisot number.
In addition, g(−1) is negative for n even and positive for n odd. Thus, in view of g(0) > 0, the polynomial g (and so f ) has a unique negative root, say ω , in (−1, 0) for n even, and no negative roots for n odd. Now, by looking at the values of g at the endpoints of the interval [−1, −3 −1/n ], one easily gets (2.13).
Let ϑ 1 , . . . , ϑ n−1 be all roots of f in the disk |z| < 1. Then, from g(ϑ j ) = ϑ n+1 j − 2ϑ n j + 1 = 0 and |ϑ j | < 1 for each j = 1, . . . , n − 1, it follows that |ϑ n j | = 1/|2 − ϑ j | > 1/3. This implies (2.14) and concludes the proof.
We also need to prove the irreducibility of certain polynomials.
is irreducible over Q and has precisely two real roots.
is exactly the polynomial in the lemma. Since n/2 = 2k + 1 is odd, and −f is reciprocal to the polynomial considered in Lemma 2.6, its root β n/2 is real and positive, and other n/2 − 1 roots are complex. By Lemma 2.6, we know that β n/2 > 1/2. Note that f is irreducible, then it is easy to see that f (x 2 ) is either irreducible with precisely two real roots
To show that the latter case is impossible we change the polynomials into their reciprocals. Then, since the constant coefficient of h is ±1, we must have
for some monic irreducible polynomial g with integer coefficients, which has a root 1/ β n/2 . Since −1/ β n/2 is the root of g(−x) and, by Lemma 2.6, these two roots of x n f (1/x 2 ) are its only roots outside the unit circle, the number 1/ β n/2 < √ 2 = 1.414213 . . . must be a Pisot number. Thus, g is the minimal polynomial of a Pisot number.
However, by the results of Siegel [27] , Dufresnoy and Pisot [11, 12] (see also [6] ), there are only two Pisot numbers smaller than 1.42: one with minimal polynomial x 3 − x − 1 and another with minimal polynomial x 4 − x 3 − 1. Since deg g = n/2 = 2k + 1 is odd, it remains to check the only possibility g(x) = x 3 − x + 1 when n = 6. Then, we see that
is not equal to x 6 − x 4 − x 2 − 1. This in fact completes the proof. ⊓ ⊔
We conclude this subsection with the next lemma which is crucial in the proofs of Theorems 3.6 and 3.7.
Lemma 2.8. Let β 1 , β 2 , . . . , β t be all the roots of the polynomial x n + x n−1 + . . . + x − 1 with positive imaginary parts, where n ≥ 3. Then, for each q > 0 we have
where the constant in O depends only on q .
Proof. We first observe that the polynomial −(x n + x n−1 + . . . + x − 1) is the reciprocal polynomial of f defined in Lemma 2.6. So, we indeed have t ≥ 1 since n ≥ 3. We set β j = ϑ −1 j , where ϑ j , j = 1, . . . , n, are the roots of f defined in Lemma 2.6 (and in its proof). Note that (2.13) and (2.14) implies that
for each j ≤ n − 1. Here, t = (n − 1)/2 for n odd and t = (n − 2)/2 for n even, and the conjugates are labelled so that the imaginary parts of β 1 , . . . , β t are positive.
In order to evaluate the sum C q = t j=1 |β j | q we consider the following k sectors with arguments in the intervals [πj/k, π(j + 1)/k) for j = 0, 1, . . . , k − 1:
Taking into account (2.16) and the definition of S j , we see that the roots β 1 , . . . , β t all lie in the union of the above k sectors
of degree d = n + 1, we find that the number N j of its roots β 1 , . . . , β t lying in S j satisfies
where the extra term 1 reflects a possible real root 1 (for j = 0). Hence, selecting, for instance,
and using n − 2t ∈ {1, 2}, we find that
For the diameter δ of the sector S j , we clearly have
For any root γ of x n+1 − 2x + 1 lying in S j , we have |γ| n+1 = |2γ − 1|. Since the distance from γ to e πj √ −1/k is less than δ = O (1/k), we obtain
Hence,
Combining this with (2.17) and (2.18), we see that the total contribution of squares of the N j roots in the j -th sector S j into the sum C q is
Replacing the sum k
j=0 log(5 − 4 cos(πj/k)) by the corresponding integral 1 0 log(5 − 4 cos(πx)) dx introduces the error of size O(1/k). Hence, recalling the choice of k in (2.17), we find that
Now, from the standard formula
= log a + √ a 2 − b 2 2 for a = 5 and b = −4, it follows that the integral involved in C q is equal to log 4 = 2 log 2. Consequently,
which completes the proof of the lemma. ⊓ ⊔ 2.3. Absolute and relative normalised sizes. Before going further, in this subsection we discuss the relations between absolute and relative normalised sizes. This could be of independent interest.
Given an algebraic number α of degree n = s + 2t with s real and 2t complex conjugates
By convention, we set R(α) = 0 if s = 0, and C(α) = 0 if t = 0. With this notation we have
In particular, we often use the fact that, by AM-GM,
Lemma 2.9. Let α be an arbitrary algebraic number having s 1 real and 2t 1 complex conjugates over Q, and let β be an algebraic number having s 2 real and 2t 2 complex conjugates over Q and degree n 2 = s 2 + 2t 2 over the field Q(α). Then, the signature (s,
and
. Furthermore, if t 2 = 0 and α is an algebraic integer, we have
Proof. The number α is of degree n 1 = s 1 + 2t 1 over Q with s 1 real conjugates α j , 1 ≤ j ≤ s 1 , and 2t 1 complex conjugates α j ,
Similarly, β has s 2 real conjugates β j , 1 ≤ j ≤ s 2 , and 2t 2 complex conjugates β j ,
for some r ∈ Q, the primitive element α + rβ of the field K has n = n 1 n 2 distinct conjugates α i + rβ j , where 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 , over Q. Hence, its conjugate α i + rβ j is real if and only if 1 ≤ i ≤ s 1 and 1 ≤ j ≤ s 2 . Indeed, it cannot be real if at least one of the numbers α i , β j is complex, since otherwise it is equal to its complex conjugate α i + rβ j which should be distinct from α i + rβ j when either i > s 1 or j > s 2 . Consequently, K has exactly s = s 1 s 2 real embeddings. This implies (2.21), because
Next, observe that in the sum α 2 K containing s 1 s 2 + s 1 t 2 + s 2 t 1 + 2t 1 t 2 squares of conjugates of α, each real conjugate α i , 1 ≤ i ≤ s 1 , appears s 2 times under real embedding and t 2 times under complex embedding of K, whereas each complex conjugate α i , where s 1 + 1 ≤ i ≤ s 1 + t 1 , appears n 2 = s 2 + 2t 2 times under complex embedding of K. Hence, taking into account (2.19) we obtain (2.22).
It is evident that for t 2 = 0 we have n 2 = s 2 , so α 2 = R(α) + C(α) combined with (2.22) implies (2.23).
Finally, selecting this α in (1.3) and using (2.21), (2.23) and t 2 = 0, we derive that
which proves (2.24).
It is worth pointing out that in Lemma 2.9 we actually assume that the fields Q(α) and Q(β) are linearly disjoint over Q, which means that
Let α be an algebraic number in a number field K. If there is no β ∈ K such that K = Q(α, β) and the fields Q(α) and Q(β) are linearly disjoint over Q, then (2.22) may be not true. For example, we can take K = Q(2 1/4 ) and α = √ 2. Then, K is of degree 2 over Q(α), α 2 = R(α) = 4, and α 2 K = 6; since in this case (s 2 , t 2 ) = (2, 0) or (0, 1) for any quadratic β , the equation (2.22) does not hold.
The following result is a tool to construct number fields K with m(K) < 1.
Proof. 
In the case |α 1 · · · α s 1 | ≥ 1, this gives
which, together with (2.19) and AM-GM implies
This contradicts to the assumption
So, under the assumption R(α) + C(α) < s 1 + t 1 , we must have |α 1 · · · α s 1 | < 1, and thus, by (2.25), |α
Consequently, as R(α) + C(α) < s 1 + t 1 , we must have R(α) < s 1 . Next, using (2.21) and (2.22) it is easy to see that the inequality α
which concludes the proof. ⊓ ⊔ Theorem 2.10 tells us that starting from an algebraic integer α with m(α) < 1, we can construct infinitely many number fields K with m(K) < 1.
We now estimate m K (α) in terms of m(α) in a special case.
Theorem 2.11. Given a number field K and an algebraic integer α ∈ K.
If there exists β ∈ K such that K = Q(α, β) and the fields Q(α), Q(β) are linearly disjoint over Q, then we have
Proof. There is nothing to prove if m K (α) ≥ 1 or if K = Q(α). Thus, in the following, assume that m K (α) < 1 and that K is a proper extension of Q(α). We need to prove the inequality
Under our assumption,
Below, we use the notations as those in the proof of Lemma 2.9. Then, recalling (2.21) and (2.22), we need to establish the inequality
After clearing the denominators, one can see that (2.26) is equivalent to (2.27)
Put ρ = (s 2 + 2t 2 )/(s 2 + t 2 ). Then, our assumption m K (α) < 1 is equivalent to the inequality
On the other hand, from AM-GM and noticing that α is an algebraic integer, we have
From (2.28) and (2.29) it follows that (ρ − 2)(t 1 − C(α)) > 0. Since 1 ≤ ρ ≤ 2, we must have C(α) > t 1 , and then R(α) < s 1 , by (2.28) . This implies the inequality (2.27), and so the desired result.
⊓ ⊔ Under the assumption in Theorem 2.11 and from (2.27) in the above proof, we can see that m K (α) > m(α) if and only if t 2 > 0 and s 1 C(α) > t 1 R(α). Thus, each of the following three cases can possibly happen:
If we assume that t 2 > 0, then these three cases correspond to s 1 C(α) > t 1 R(α), s 1 C(α) = t 1 R(α), and s 1 C(α) < t 1 R(α), respectively. For example, to see that all these cases can actually occur one can take the roots α of the polynomials x 3 + x + 1, x 3 − 2, and x 3 − x + 1, respectively. However, if m K (α) < 1 then as it has been just shown in the proof of Theorem 2.11 we must have m K (α) ≥ m(α).
Given a non
Proof. Assume that α has s 1 real conjugates α 1 , . . . , α s 1 and 2t 1 complex conjugates α s 1 +1 , . . . , α s 1 +t 1 , α s 1 +1 , . . . , α s 1 +t 1 . Let K = Q(α 1/n ). Note that, since n is odd and [K : Q(α)] = n, the signature (s, t) of K satisfies s = s 1 and
Hence, (2.30)
Since [K : Q(α)] = n, as in the proof of (2.22), we obtain
Hence, (2.31)
Recalling the Taylor expansion of the exponential function for i = 1, . . . , s 1 and j = 1, . . . , t 1 , we get
and, similarly,
Thus, by (2.31),
This finishes the proof, by (2.30).
⊓ ⊔
In particular, we see from Theorem 2.12 that m(α 1/n ) > 1 provided that |Nm(α)| ≥ 2 and n is large enough.
Main results

3.1.
Fields with few complex embeddings. We recall that if t = 0 then m(K) = 1. Here we show that the same holds for a much wider class of number fields, namely, for fields with few complex embeddings.
For an algebraic number α = 0 we denote by ∆(α) the discriminant of α, which is the discriminant of its minimal polynomial over Z. Proof. Let α 1 , . . . , α s be s real and α s+1 , . . . , α s+t , α s+1 , . . . , α s+t be 2t complex conjugates of α. Then, d = s + 2t. We set
In particular, |α i | ≤ √ cdD for each i = 1, . . . , s+t. Thus, the distance between any pair of conjugates of α is at most 2 √ cdD .
Then, applying the estimate of Lemma 2.3 to the product of distances between s 0 real conjugates of α counted in R 0 (α) (with L = R 0 (α) ≤ dD ) and the trivial bound
for each of the other
0 − s 0 2 distances between conjugates of α in the product formula for the discriminant ∆(α) of α, we obtain
Applying Lemma 2.4 and collecting the powers of D together, after some simple calculations, we obtain
We note that
due to the choice of s 0 . Therefore, from the previous upper bound on |∆(α)| we further derive that
where (using d − s 0 = O(s 0 / log s 0 )) we have
provided that s 0 is large enough. Now, recalling (3.1) we derive the inequality
, which yields the desired result. ⊓ ⊔ Since |∆(α)| ≥ 1 for any algebraic integer α = 0, by Theorem 3.1 (taking c = 2, η = ε, κ = 3ε/4 there), we immediately derive: Corollary 3.2. For each ε ∈ (0, 1/4), there is a positive integer S 0 (ε) such that for every algebraic integer α of degree d over Q we have
where s 0 , R 0 (α) and γ are defined as in Theorem 3.1, s 0 ≥ S 0 (ε) and d − s 0 < (1/4 − ε)s 0 / log s 0 .
We are now able to establish the main result of this subsection. Proof. We show that for each ε ∈ (0, 1/4), if s is sufficiently large and
we have m(K) = 1 for every number field K with signature (s, t). Note that the factor √ ε(1/2 − 2ε) attains its maximum value at ε = 1/12.
Then, choosing ε = 1/12 and using 1/12(1/2 − 1/6) = 1/(6 √ 3) = 0.096225 . . . ,
we obtain the desired result.
Suppose that the minimum of m K (α) is attained at an algebraic integer α ∈ K of degree d 1 = s 1 + 2t 1 with s 1 real conjugates and 2t 1 complex conjugates. Since the example 1 ∈ K shows that m(K) ≤ 1, for the reverse inequality m(K) ≥ 1 it suffices to show that m K (α) ≥ 1. By Corollary 3.2, there is nothing to prove if K = Q(α) (provided that s is large enough). So, in the following, we assume that Q(α) is a proper subfield of K. Let α 1 , . . . , α s 1 be all the real conjugates of α. Assume that for each real α i , 1 ≤ i ≤ s 1 , it appears u i times under the s real embeddings of K and 2v i times under the 2t complex embeddings of K. Here, we note that u i + 2v i = d 2 for each i. We also have
So, in view of (2.19) we can write
We first assume that t 1 > 0. Let k be the number of i = 1, . . . , s 1 with v i > 0. Then, the number of i = 1, . . . , s 1 with v i = 0 is s 0 = s 1 − k , and for these i we have u i = u i + 2v i = d 2 . By (3.3) and t 1 > 0, we obtain
Besides, (3.3) implies that s ≤ d 2 s 1 . So, we have
Thus, under the condition (3.2) we have
for s large enough. Also, using ε < 1/4 we obtain
Now, it is also easy to verify that combining this with (3.5) yields the inequality
provided that s is large enough.
Let R 0 (α) be the sum of s 0 squares of such α i , 1 ≤ i ≤ s 1 , which are counted in the sum, where v i = 0. For the real conjugates α i of α not counted in R 0 (α) we have u i + v i ≥ (u i + 2v i )/2 = d 2 /2. Let us denote by R 1 (α) the sum of squares of these real conjugates. Now, combining (3.4) and (3.6) with Corollary 3.2, we get
which actually concludes the proof of the case t 1 > 0.
In the following, we assume that t 1 = 0. Then, d 1 = s 1 and C(α) = 0. Note that since t 1 = 0, we can assume that s 1 ≥ 2, because otherwise α is a non-zero rational integer and we are done.
Let us first recall a result due to Smyth [29, Theorem 1] on the mean values of totally real algebraic integers, which asserts that if β is a totally real algebraic integer of degree q ≥ 2 and {β 1 , . . . , β q } is the full set of conjugates of β , then
, where the equality is achieved only when β is the root of the polynomial
We claim that for each i, 1 ≤ i ≤ s 1 , we have
If so, then combining (3.4) with (3.7) and (3.8), we obtain
To prove the inequality (3.8), we assume that there exists j such that u j + v j ≤ 2(s + t)/(3s 1 ). Notice that since t 1 = 0, we have d = s + 2t = s 1 d 2 . Then,
which together with (3.3) yields that
So, we get s ≤ 3ts 1 < 3 10 s 1 s/ log s < s 1 √ s.
In particular, we now conclude that if s is large enough than so is s 1 .
To continue with the case when t 1 = 0 and s 1 is sufficiently large, we define k to be the number of i = 1, . . . , s 1 with v i ≥ εd 2 /2.
If k = 0, then for each i with 1 ≤ i ≤ s 1 we have v i < εd 2 /2 and
Observing that d 1 − s 1 = 0, and thus the conditions of Corollary 3.2 are trivially satisfied, and applying (3.4) , we deduce that
In view of (1 − ε)e 3ε/2 > 1 (because 0 < ε < 1/4), this is greater than d 1 d 2 = d = s + 2t > s + t, and we are done in this case.
Next, we suppose that k ≥ 1. Then, by (3.3) with t 1 = 0, we get k ≤ t and t ≥ kεd 2 /2, and so
Let s 0 be the number of i = 1, . . . , s 1 for which we have v i < εd 2 /2. Clearly, s 0 = s 1 − k , and for each of those i we have
Observe that, by (3.2),
Thus,
Since t < 0.1 s/ log s, this yields s 0 > (1 + ε) √ εs log s for s sufficiently large. Hence,
provided that t satisfies (3.2) and s (and thus s 0 ) are large enough.
Let R 0 (α) and R 1 (α) be defined as the above (namely, the first one is the sum of s 0 squares of real conjugates, and the second is the sum of the remaining s 1 −s 0 squares of real conjugates). Then, combining (3.4) and (3.9) with Corollary 3.2, which applies due to (3.10), we deduce
which completes the proof.
⊓ ⊔
We want to emphasize that for the element α ∈ K in the above proof, if α ∈ Z, then actually we have shown that m K (α) > 1, which however contradicts the choice of α. Hence, either α = ±1 or K = Q(α).
It is not difficult to see that the arguments used in the proofs of Theorems 3.1 and 3.3 can be made completely explicit. In turn, this can be used to obtain an explicit value of s beyond which the inequality of Theorem 3.3 holds.
3.2.
Fields with many real and many complex embeddings. In Section 3.1 we have shown that m(K) = 1 provided that t is small compared to s. Here we show how to construct series of fields with m(K) < 1 when t and s are of comparable sizes.
We first make a preparation as follows.
Theorem 3.4. Let α = α 1 be a nonzero real cubic algebraic integer with two complex conjugates α 2 and α 3 = α 2 . Then,
where ϑ = 1.324717 . . . is the real root of x 3 − x − 1, and the equality in (3.11) is attained if and only if α = ±ϑ −1 .
Proof. If α is not an algebraic unit, by Lemma 2.2 we have m(α) ≥ 1, and thus
Let α be an algebraic unit. Then, by the result of Smyth [28] , the Mahler measure M(α) of a non-reciprocal algebraic integer α is at least ϑ. Furthermore, for real cubic algebraic integers, this value is attained only for α = ±ϑ, ±ϑ −1 . Assume first |α| > 1. Then, M(α) = |α| and
which is stronger than (3.11). Now, assume that |α|
which yields (3.11). This proves the theorem, since when |α| < 1, the equality M(α) = ϑ for cubic α holds if and only if α = ±ϑ −1 .
⊓ ⊔
Taking, for instance, s = t we find from (1.4) that
This lower bound is close to being sharp. Indeed, selecting the field K = Q(ϑ, β), where β is a totally real algebraic number of degree s over Q(ϑ) (and also over Q), by (2.21) we see that K has signature (s, s). This gives ϑ Theorem 3.6. Let α be any root of x n + x n−1 + . . . + x − 1 = 0, where n ≥ 2. Then, the field K = Q(α) is of degree n over Q, the signature of K is (s, t), s + 2t = n, where s = 1 for n odd and s = 2 for n even, and
In particular, since 3/4 − log 2 > 0, for such fields K with s ∈ {1, 2} Theorem 3.6 implies that the inequality m(K) < 1 holds for all sufficiently large n.
Proof. Put t = (n − 1)/2 for n odd and t = (n − 2)/2 for n even. By Lemma 2.6, the signature of the field K = Q(α), where without restriction of generality we can take the positive root α = ϑ −1 n , is (n − 2t, t) = (s, t). It remains to evaluate α 2 .
From (2.12) one can easily derive that
for n odd (when s = 1). Using in addition (2.13) we further find that
for n even (when s = 2). Thus, in both cases, s = 1 and s = 2, we can write
On the other hand, employing Lemma 2.8 with q = 2 we find that
Combining this with (3.12) we now find that
where K = Q(α). This gives the desired result.
We continue to give examples in the following.
Theorem 3.7. Suppose n = 4k + 2, k ≥ 1, and α is a root of the polynomial x n + x n−2 + . . . + x 2 − 1. Then, α has degree n over Q and has exactly two real conjugates and its absolute size is
Proof. Using the notation in Lemma 2.6, let ϑ j , j = 1, . . . , n/2 be the roots of the polynomial x n/2 − x n/2−1 − . . . − x − 1 such that ϑ n/2 > 1 is the unique real root and ϑ −1 j , j = 1, . . . , (n − 2)/4 have positive imaginary parts. By Lemma 2.7, the polynomial x n +x n−2 +. . .+x 2 −1 is irreducible, so without restriction of generality we can assume that α = 1/ ϑ n/2 by using the reciprocity of polynomials. This α has a real conjugate −α, and n − 2 complex conjugates ±1/ ϑ j , j = 1, . . . , n/2 − 1. Hence, by (2.12),
Note that, ϑ −1 j , j = 1, . . . , (n − 2)/4, are the complex roots of the polynomial x n/2 + x n/2−1 + . . . + x − 1 with positive imaginary parts. Hence, by Lemma 2.8 with q = 1 and t = (n − 2)/4, we find that
Combining this with R(α) we get the desired result.
For the algebraic integer α defined in Theorem 3.7, we have
Thus, for all sufficiently large n we obtain m(α) < 1, which implies that m(K) < 1 for K = Q(α).
Theorem 3.8. Suppose that s ≥ 2 is an even integer. Then, for each integer k ≥ 1 there is a field K of degree n = (2k + 1)s with signature (s, (n − s)/2) for which
Proof. Write s = 2s 1 and take K = Q(α, β), where α is the algebraic number of degree n/s 1 = 4k + 2 with 2 real conjugates as that in Theorem 3.7 and β is a totally real algebraic number of degree s 1 over Q(α) and also over Q. Then, by (2.21) of Lemma 2.9, the signature of the field K is (s, (n−s)/2). Furthermore, using (2.23) and Theorem 3.7 we deduce that
which implies the required result. ⊓ ⊔
In particular, we see that for the field K of Theorem 3.8 we have s + t = n k + 1 2k + 1 and n 2 + s log 2 2 = n 2k + 1 + log 2 2(2k + 1) and (3.13)
With fixed s we get fields K with m(K) < 1 for all sufficiently large k .
Based on Theorem 3.4 and in view of the strategy in Theorem 2.12, we can get more number fields K with few real embeddings such that m(K) < 1. Proof. Note that α is a root of the polynomial x 3n + x 2n − 1. If it were reducible then its reciprocal polynomial −(x 3n − x n − 1) must be reducible too. This is, however, not the case by an old result of Ljunggren [20, Theorem 3] . Hence, [Q(α) : Q] = 3n.
First, suppose that n is odd. Then, K has signature (s, t) with s = 1 and t = 1 2 (3n − 1).
Consequently, (3.14)
Note that the algebraic integer α has one real conjugate of modulus α, (n − 1)/2 pairs of complex conjugates of the same modulus α, and n pairs of complex conjugates of the same modulus α −1/2 . Thus, we obtain R(α) = α 2 = ϑ −2/n , and
Therefore,
In view of (3.14), it remains to check that
We now note that for n = 1 the inequality (3.15) holds by Theorem 3.4 (see (3.11) ). For n ≥ 3, since the function f (y) = (n + 1)y −2 /2 + ny is decreasing in the interval (1, y 1 ), where y 1 = (1 + 1/n) 1/3 , and satisfies f (1) = (3n + 1)/2, in order to prove (3.15) we need to show that 1 < y 0 < y 1 . To verify this it suffices to check that 3 log ϑ < n log(1 + 1/n) for n ≥ 3. One can easily see that the right hand side of this inequality is increasing in n, and its smallest value 3 log(1 + 1/3) = 0.863046 . . . is greater than 3 log ϑ = 0.843598 . . .. This concludes the proof in the case when n is odd.
Next, assume that n ≥ 2 is even. Then, s = 2, t = 3n/2 − 1, R(α) = 2α 2 = 2ϑ −2/n , and
Therefore, instead of (3.15) we now need to verify the inequality
For n ≥ 2, since the function g(y) = (n/2 + 1)y −2 + ny is decreasing in the interval (1, y 2 ), where y 2 = (1 + 2/n) 1/3 , and satisfies g(1) = (3n + 2)/2, as above it suffices to show that 1 < y 0 < y 2 . Now, to verify this we need to check that for n ≥ 2. Again, the right hand side of this inequality is increasing in n, and its smallest value 2 log(1 + 2/2) = 1.386294 . . . is greater than 3 log ϑ = 0.843598 . . .. This completes the proof.
⊓ ⊔
Using the examples in Section 4 below and following the method in Theorem 3.9, one can construct more number fields K with m(K) < 1.
Numerical examples
4.1. Preliminaries. In this section, we use the computer algebra system PARI/GP [23] to make some computations for number fields of low degree.
Let α be an algebraic integer of degree n, which has s real conjugates and 2t complex conjugates. If m(α) < 1 then the absolute value of each conjugate of α is less than (s + t)
1/2 , and so the minimal polynomial f (x) of α has the form of (4.1)
This means that for fixed integer n ≥ 1, we can find all algebraic integers α of degree n satisfying m(α) < 1 by testing finitely many monic integer polynomials. Besides, this also enables us to find the shortest non-zero vectors in such lattices Λ K with m(K) < 1. However, the computational complexity increases very fast when n becomes large.
We especially want to point out that (4.2) implies that for any fixed integer n ≥ 1 there are only finitely many algebraic integers α of degree n such that m(α) < 1. However, there can be infinitely many number fields K of degree n for which m(K) < 1; see Theorem 3.5.
Numerical tables. Given an irreducible polynomial
, where α is an arbitrary root of f . We say that f has signature (s, t) if f has exactly s real roots and 2t complex roots, and so deg f = s + 2t. Based on the above preparations and using PARI/GP, one can list all monic irreducible polynomials f of low degree for which m(f ) < 1. Here, we do this for polynomials of degree at most 6.
We have indicated before that for any monic irreducible polynomial f ∈ Z[x] of signature (s, t), where st = 0, we must have m(f ) ≥ 1. So, it suffices to consider the cases when st = 0.
In Table 4 .1, we list all monic irreducible polynomials f of degree 3 and 4 such that m(f ) < 1. The first column stands for the signature of a polynomial. The polynomials f themselves and their m(f ) are presented in the second and third columns, respectively, and for comparison we illustrate the lower bound coming from (1.4) in the last column.
(s, t)
Polynomials f m(f ) Lower bound
(1, 1)
(2, 1) Our computations show that there are 59 monic irreducible polynomials f of degree 5 or 6 with m(f ) < 1. In Table 4 .2, in the second column we give the number of such polynomials for each signature, and only list the polynomials with minimum value of m(f ) among such f . with m(f ) < 1 4.3. Examples of fields with m(K) < 1 and m(K) = 1. We see from Lemma 2.2 that for small degree n the condition m(α) < 1 implies that α is an algebraic unit, that is, a n = ±1 in (4.1). Hence, it might be of interest to find an algebraic integer α, which is not an algebraic unit, but satisfies m(α) < 1. At the present time we do not have such examples; see also Question 5.1 below.
In the following we present some direct consequences of Tables 4.1 and 4.2.
Theorem 4.1. Let K be a number field of degree 3 with signature (s, t) = (1, 1). Then, m(K) = 1 if and only if K does not contain any roots of the following polynomials:
Theorem 4.2. Let K be a number field of degree 4 with signature (s, t) = (2, 1). Then, m(K) = 1 if and only if K does not contain any roots of the following polynomials:
Proof. From Table 4 .1, it suffices to show that for any algebraic integer α ∈ K of degree 2, we have m K (α) ≥ 1. Note that K has only two complex embeddings, so α must be real. Let β be the conjugate of α, and assume that the minimal polynomial of α is
By definition (or in view of (3.4)), we get
Now assume that |c| = 1. Clearly, b = 0. If c = −1, then αβ < 0, and we must have either |α| > |b| or |β| > |b|, so we still obtain m K (α) > 1 for |b| ≥ 2; while for b = ±1, the inequality m K (α) > 1 can be verified by direct computations. Finally, suppose that c = 1. Then, by (4.3), we have |b| ≥ 3, and then either |α| > 2 or |β| > 2, and thus we also get m K (α) > 1. This completes the proof.
⊓ ⊔
We remark that the above proof of Theorem 4.2 can be replaced by computations using PARI/GP. Indeed, if α 2 K < 2 + 1 = 3, then α and β are of bounded absolute value, and so are the coefficients b and c, thus we can use PARI/GP to check all these quadratic polynomials. (i) Among number fields K of signature (s, t) = (1, 2) the smallest value m(K) = 0.961783 . . . is achieved when K is generated by a root of the following polynomials:
Theorem 4.4. Let K be a number field of degree 6.
(i) Among number fields K of signature (s, t) = (2, 2) the smallest value m(K) = 0.946467 . . . is achieved when K is generated by a root of the following polynomial
(ii) If K is of signature (s, t) = (4, 1) then m(K) = 1.
Proof. (i) First, for algebraic integers α of degree 6 with exactly two real conjugates, by Table 4 .2, we can find that the minimum of α is achieved only when α is a root of the polynomial x 6 + x 2 − 1. It remains to consider algebraic integers α ∈ K of degree 2 or 3.
If α is of degree 2, then, since the signature (s, t) is (2, 2), α must be real. Let β be the conjugate of α. By (3.3) and (3.4), we have If α 2 K < 2 + 2 = 4, then the absolute values of α, β, γ are less than 2, and so α must be a root of an irreducible cubic polynomial, which only has real roots, of the form
where |a| ≤ 5, |b| ≤ 11, |c| ≤ 7. By checking all these polynomials using PARI/GP, we complete the proof of (i).
(ii) By Table 4 .2, we only need to consider algebraic integers α ∈ K of degree 2 or 3.
First, assume that α is of degree 2. Since the field K has only two complex embeddings, α must be real. Let β the conjugate of α. Then, by (3.3) and (3.4), we have
Applying the same arguments as in the proof of Theorem 4.2, we obtain m K (α) > 1.
Finally, assume that α is of degree 3. Similarly, all the conjugates of α, say β and γ , must be real. Then, by (3.3) and (3.4), we have
If α 2 K < 4 + 1 = 5, then the absolute values of α, β, γ are less than √ 5, and so α must be a root of an irreducible cubic polynomial, which only has real roots, of the form
where |a| ≤ 6, |b| ≤ 14, |c| ≤ 11. By checking all these polynomials using PARI/GP, we conclude the proof.
We remark that, by Theorem 3.5, we have infinitely many sextic number fields K with signature (2, 2) and m(K) ≤ (ϑ + ϑ Proof. Begin with the field Q(ζ) of degree 6 and take a totally real algebraic number β of degree s/2 over Q(ζ) and also over Q. Then, by (2.21) and (2.24), K = Q(ζ, β) is the field of degree 3s with signature (s, s) for which the inequality m(K) ≤ m(ζ) ≤ 0.946467 . . . holds. This implies the result, since there are infinitely many such β . ⊓ ⊔
Concluding questions
In conclusion, we pose some questions related to Lemmas 2.1 and 2.2 and als to Theorems 3.7 and 4.4 which might be of interest. The authors, on the basis of some very limited numerical tests, believe that the answers to Questions 5.1 and 5.2 are positive. Unfortunately exhaustive testing of these two and similar questions is infeasible. For example, for Question 5.1, by Lemma 2.2, one has to work with polynomials of degree n ≥ 24.
We remark that, by Theorem 3.7, the inequality (2.2) of Lemma 2.1 on the absolute size α 2 > n2 s/n−1 is sharp for s = 2. The authors are unaware of any other positive integers s for which it is sharp on the set of algebraic integers α of degree n with s real conjugates.
Question 5.3. Is there a positive integer s = 2 such that for any ε > 0 there exists a non-zero algebraic integer α of degree n (depending on s and ε) with exactly s real conjugates for which the inequality α 2 < n2 s/n−1 + ε holds?
By (2.5), (2.6) and (2.7), if such an algebraic unit of degree n = s+2t exists, it should have s real conjugates close to the points ±2 −t/n and 2t complex conjugates close to the circle |z| = 2 s/(2n) . Some restrictions on the number of real conjugates s of an algebraic unit α whose 2t complex conjugates all lie exactly on the circle |z| = R have been recently described in [8, Theorem 1] in an entirely different context.
