A new nonparametric ranked set sampling (NNRSS) procedure is proposed to estimate the mean of a population. The estimator based on NNRSS is compared with the estimators based on ranked set sampling (RSS) and median ranked set sampling (MRSS) procedures. It is shown that the relative precisions of the estimators based on NNRSS are higher than those based on RSS and MRSS schemes for unimodal symmetric distributions around the mean and the distributions with low skewness.
INTRODUCTION
The method of ranked set sampling (RSS) was introduced by McIntyre (1952) to estimate mean pasture yields with greater efficiency than simple random sampling (SRS). The RSS is a cost-efficient alternative to SRS for these situations where small sets of sampling units can be ranked easily by visual inspection or other gauging methods without actually quantifying the units. McIntyre (1952) indicated that the use of RSS is superior to SRS procedure to estimate the population mean. However, Dell and Clutter (1972) and Takahasi and Wakimoto provided mathematical foundation for RSS. They showed that the sample mean of RSS is an unbiased estimator for the population mean with smaller variance than the sample mean based on SRS with the same number of observations. Dell and Clutter also showed that the estimator of population mean based on RSS is at least as efficient as the SRS estimator even when there are ranking errors.
The procedure of selection of RSS involves drawing n random samples with n units in each sample. The n units in each sample are ranked with respect to a variable of interest without actually measuring them. Then the unit with the lowest rank is measured from the first sample, the unit with second lowest rank is measured from the second sample, and this procedure is continued until the unit with the highest rank is measured from the sample. The ordered observations in the n samples can be displayed as:
The observations , , …, are only accurately measured and they constitute the RSS data. If n is small, the cycle may be repeated r times to increase the sample size. For convenience, we assume that r=1.
VARIATIONS OF RANKED SET SAMPLING:
. , , Wolf, 2000). In the MRSS procedure, we use the ranked observations as in RSS. However, we measure the observation The other variation of RSS is its use in parametric setting, where the distribution is known. Several investigators (Bhoj and Ahsanullah (1996) , Bhoj (1997a Bhoj ( , 1997b Bhoj ( , 1997c ; Wu (1994, 1995) , Stokes (1995) ) considered the distributions belong to the family of random variables with cumulative distribution function (CDF) of the form , where and are, in general, the location and scale parameters. Minimum variance linear unbiased estimators of the location and scale parameters were obtained by the above authors by using RSS for various distributions. Most of the above authors also suggested modified ranked set sampling to derive better estimators for the two parameters.
NEW NONPARAMETRIC RANKED SET SAMPLING:
In this paper, we will concentrate on new ranked set sampling (NRSS) proposed by Bhoj (1997c . Bhoj (1997c) proposed NRSS to estimate mean and standard deviation of the distribution when the sample size is even, while Bhoj (2000) proposed NRSS to estimate the mean of the distribution when n is odd. First we assume that is even. The NRSS procedure involves drawing m random samples of size 2n from the population. The 2n members from each sample are ranked among themselves by visual inspection or other inexpensive method. The ordered observations can be displayed as:
…..
From each sample we select appropriate and order statistics. The choices of these two order statistics depend on the distribution under consideration and the parameter to be estimated. The n measured observations ( ) constitute NRSS sample. We note that and are not independently distributed. However, ) and ( ) ) for are independently distributed.
Now we consider the variations of NRSS which can be used for odd values of The NRSS procedure involves drawing samples, each of size 2n. In addition, we draw sample of size n. The members of each sample are ranked among themselves by visual inspection or other inexpensive methods. The ranked set sampling units in NRSS scheme can be displayed as:
We select the and order statistics from each of the samples and order statistic from the last sample. Thus ) and would constitute the NRSS sample. The choices of the order statistics depend on the distribution under investigation.
In practice, the distribution of the variable under consideration is unknown. Therefore, the estimation of the population mean under the nonparametric framework is very important. In this section we propose a new nonparametric ranked set sampling scheme to estimate the population mean. We always select and order http://journals.uob.edu.bh statistics from each ordered sample of size when n is even. When n is odd we select and order statistics from the first samples of size , and order statistics from last sample of size n. We measure n observations in this new nonparametric ranked set sampling (NNRSS) from the ordered observations as in the case of RSS and MRSS procedures. Therefore, the comparison of NNRSS scheme is meaningful with RSS and MRSS procedures.
ESTIMATION OF THE POPULATION MEAN:
McIntyre (1952) proposed the estimator for population mean, , based on RSS as
This is an unbiased estimator of with the property that ̅ ̅ , where ̅ is the sample mean based on simple random sample of size n . The estimator, *, based on MRSS, defined in Section 2, is:
, where for odd n . is an unbiased estimator for when the distribution is symmetric around . Now we propose the estimator for based on NNRSS procedure as defined in Section 3. = ∑ for even n = ∑ for odd n, where ̂ is also an unbiased estimator for when the distribution is symmetric around . We note that both and ̂ are biased estimators for when the distribution is skew.
COMPARISON OF ESTIMATORS:
In this section, we compare the three estimators for based on RSS, MRSS and NNRSS procedures. For this purpose, we define the following two nonparametric relative precisions (NRPs): The values of these relative precisions, the variances of ̅ , and ̂ and the ( of and ̂ are presented in Table 1 for eleven distributions. We have included three symmetric distributions and eight distributions with low to moderately large skewness. For these eleven distributions the means, variances and covariances of the order statistics are readily available in the literatures; see Balakrishnan and Chen (1997) and Harter and Balakrishnan (1996) . Table 1 shows that ̅ ) for all distributions and the three sample sizes. ̅ only for , since RSS and MRSS procedures are the same. We note that the values of increases with n for unimodal symmetric distributions around and distributions with low skewness such as Gamma (5) and Weibull (4). However, this property may not hold for distributions with relative larger skewness. The relative precisions for such distributions decrease slightly when n increases from three to four.
Our estimator based on NNRSS procedure is better than the estimator based on MRSS for all distributions and sample sizes except for Gamma (3) and sample size 4. We therefore tried Log Gamma (3) and found that the estimator ̂ is better than for all three sample sizes. In the case of skew distribution, the bias in ̂ increases as n increases and therefore decreases when n increases from three to four. We note that the bias in remains the same as n increases from three to four for all eight skew distributions. 
CONCLUSIONS AND DISCUSSION:
In this paper, we proposed nonparametric ranked set sampling (NNRSS) procedure for the symmetric and low to moderate skew distributions. The estimator for population mean is suggested based on NNRSS procedure. This estimator is then compared with the estimators based on ranked set sampling (RSS) and median ranked set sampling (MRSS) procedures. We computed the relative precisions of the estimators for eleven distributions and sample sizes 2, 3 and 4. The computations given in Table 1 show that estimator based on NNRSS is uniformly superior to the estimator based on RSS and the gains in precisions are substantial. The relative precisions of the estimators based on NNRSS are higher than the estimator based on MRSS for symmetric distributions and the distributions with lower skewness for all three sample sizes. The gains in precisions are very good for n=2 and 3. However, the gains in precisions may be marginal for n=4 for the skew distributions. As skewness of the distribution increases the relative precision of ̂ over might get smaller than one for n=4.
We note that increases as skewness increases for n=2 and 3, and decreases for n=4. In the case of extreme skew distributions NNRSS is better than MRSS for n=2. For example we calculated for Exponential, Log Normal and Pareto (5) Based on the numerical computations of relative precisions, we recommend the NNRSS procedure for n=2, 3 and 4 when the samples are drawn from symmetric distributions or distributions with low skewness. For moderate skew distributions, NNRSS may be recommended for n=2 and 3. Most importantly for extreme skew distributions we can recommend NNRSS procedure for n=2. Since we are selecting m* (for odd n) and m (for even n) samples of size 2n the use of NNRSS procedure is recommended only for small values of n in order to minimize the error due to ranking. In order to increase the sample size, the procedure may be repeated times.
