We investigate in this paper architectures of deep convolutional networks. Building on existing state of the art models, we propose a reconfiguration of the model parameters into several parallel branches at the global network level, each branch being a standalone CNN. We show that this arrangement is an efficient way to significantly reduce the number of parameters while at the same time improving the performance. The use of branches brings an additional form of regularization. In addition to splitting the parameters into parallel branches, we propose a tighter coupling of these branches by averaging their logprobabilities. The tighter coupling favours the learning of better representations, even at the level of the individual branches, as compared to when each branch is trained independently. We refer to this branched architecture as "coupled ensembles". The approach is generic and can be applied to almost any neural network architecture. With coupled ensembles of DenseNet-BC networks and a 25M-parameter budget, we obtain error rates of 2.92%, 15.68% and 1.50% on CIFAR-10, CIFAR-100 and SVHN respectively. For the same parameter budget, DenseNet-BC has an error rate of 3.46%, 17.18%, and 1.8% respectively. With ensembles of coupled ensembles of DenseNet-BC networks with a 50M-parameter budget, we obtain error rates of 2.72%, 15.13% and 1.42% respectively on these tasks.
I. INTRODUCTION
The design of early convolutional architectures (CNN) involved choices of hyper-parameters such as: filter size, number of filters at each layer, and padding [1] , [2] . Since the introduction of the VGGNet [3] the design has moved towards following a template: fixed filter size of 3×3, down-sample to half the input resolution only by the use of either maxpool or strided convolutions [4] , and double the number the computed feature maps following each down-sampling operation. This philosophy is used by state of the art models like ResNet [5] and DenseNet [6] . The last two architectures extended the template to include the use of "skip-connections" between non-contiguous layers.
Our work extends this template by adding another element, which we refer to as "coupled ensembling". In this set-up, the network is decomposed into several branches, each branch being functionally similar to a complete CNN. The proposed template achieves performance comparable to state of the art models with a significantly lower parameter count.
In this paper, we make the following contributions: (i) we show that given a parameter budget, it is better to have the parameters split among branches rather than having a singlebranch (which is the case for all current networks), (ii) we compare different ways to combine the activations of the parallel branches and find that it is best to take an arithmetic mean of the individual log-probabilities, (iii) combining these elements, we significantly match and improve the performance of convolutional networks on CIFAR and SVHN datasets, with a heavily reduced parameter count, and (iv) further ensembling of coupled ensembles lead to more improvement. This paper is organised as follows: in Section II, we discuss related work; in Section III, we introduce the concept of coupled ensembles and the motivation behind the idea; in Section IV, we evaluate the proposed approach and compare it with the state of the art; and we conclude and discuss future work in Section V.
II. RELATED WORK
Multi-column architectures. The network architecture that we propose has strong similarities with Cireşan's Neural Networks Committees [7] and Multi-Column Deep Neural Network (MCDNN) [8] , which are a type of ensemble of networks where the "committee members" or "DNN columns" correspond to our element blocks (or branches). However, our coupled ensemble networks differ as following: (i) we train a single model which is composed of branches, while they train each member or column separately. (ii) we have a fixed parameter budget for the entire model for improving the performance. This is contrary to improving it by utilising multiple models of fixed size and therefore multiplying the overall size (though both are not exclusive); (iii) we combine the activations of the branches by combining their log-probabilities over the target categories, and (iv) we used the same input for all branches while they considered different preprocessing (data augmentation) blocks for different members or different subsets of columns.
Multi-branch architectures. Multi-branch architectures have been very successful in several vision applications [9] , [10] . Recently, modifications have been proposed [11] , [12] for these architectures using the concept of "grouped convolutions", in order to factorize spatial and depth wise feature extraction. These modifications additionally advocate the use of template building blocks stacked together to form the complete model. This modification is at the level of the building blocks of their corresponding base architectures:
ResNet and Inception respectively. In contrast we propose a generic modification of the structure of the CNN at the global model level. This includes a template in which the specific architecture of a "element block" is specified, and then this "element block" is replicated as parallel branches to form the final composite model. To further improve the performance of such architectures, Shake-Shake regularization [13] proposes a stochastic mixture of each of the branches and has achieved good results on the CIFAR datasets. However, as mentioned by the authors, the number of epochs required for convergence is much higher compared to the base model. Additionally, the technique seems to depend on the batch size. In contrast, we apply our method using the exact same hyper-parameters as used in the underlying CNN.
Zhao et al. [14] investigate the usage of parallel paths in a ResNet, connecting layers across paths to allow information exchange between them. However this requires modification at a local level of each of the residual blocks. In contrast, our method is a generic rearrangement of a given architecture's parameters, which does not introduce additional choices. Additionally, we empirically confirm that our proposed configuration leads to an efficient usage of parameters.
Neural network ensembles. Ensembling is a reliable technique to increase the performance of models for a task. Due to the presence of several local minima, multiple trainings of the exact same neural network architecture can reach a different distribution of errors on a per-class basis. Hence, combining their outputs lead to improved performance on the overall task. This was observed very early [15] and is now commonly used for obtaining top results in classification challenges, despite the increase in training and prediction cost. Our proposed model architecture is not an ensemble of independent networks given that we have a single model made up of parallel branches that is trained jointly. This is similar in spirit to the residual block in ResNet and ResNeXt, and to the inception module in Inception but is done at the global network level. We would like to emphasize here that "arranging" a given budget of parameters into parallel branches leads to an increase in performance (tables I and II). Additionally, the classical ensembling approach can still be applied for the fusion of independently trained coupled ensemble models, where it leads to a significant performance improvement (table III) .
Snapshot ensembles. Huang et al. [16] and Loshchilov and Hutter [17] used the ensembling approach on checkpoints during the training process instead of using fully converged models. This approach is quite efficient since the obtained performance is higher for a same training time budget. However, both the overall model size and prediction time are significantly increased. Given a model size and performance measure, our approach aims to either keep the model size constant and improves the performance, or to obtain the same performance with a smaller model size.
III. COUPLED ENSEMBLES
Terminology: For the following discussion, we define some terms:
• Branch: the proposed model comprises several branches.
The number of branches is denoted by e. Each branch takes as input a data point and produces a score vector corresponding to the target classes. Current design of CNNs are referred to as single-branch (e = 1). • Element block: the model architecture used to form a branch. In our experiments, we use DenseNet-BC and ResNet with pre-activation as element blocks. • Fuse Layer: the operation used to combine the parallel branches which make up our model. In our experiments, the branches are combined by taking the average of each of their individual log probabilities over the target classes. Section IV-D explores different choices of operations for the fuse layer.
We consider a classification task in which individual samples are always associated to exactly one class, labelled from a finite set. This is the case for CIFAR [18] , SVHN [19] and ILSVRC [20] tasks. In theory, this generalises to other tasks as well (for example, segmentation, object detection, etc. We consider neural network models which outputs a score vector of the same size as the number of target classes. This is usually implemented as a linear layer and referred to as a fully connected (FC) layer. This layer can be followed by a SoftMax (SM) layer to produce a probability distribution over the target classes as illustrated in Figure 1 top. During training, this is followed by a loss layer, for example, negative log-likelihood (LL) as illustrated in Figure 1 bottom. This is the case for all recent network architectures for image classification 1 [2] , [3] , [6] , [9] - [11] , [21] , [22] . The differences among them is related to what is present before the last FC layer. We are agnostic to this internal set-up (however complex it may or may not be) because the resulting "element block" always takes an image as input and produces a vector of N values as output, parametrized by a vector W .
In the case of ensemble of independently trained models, fusion is usually done by computing the individual predictions separately for e model instances and then averaging them. Each of the instances are trained separately. This is functionally equivalent to predicting with a "super-network" including the e instances as parallel branches with an averaging (AVG) layer on top. Such super-networks are generally not implemented because the branch instances often already correspond to the maximum memory capacity of GPUs. The remaining AVG layer operation can be implemented separately. Alternatively, it is possible to place the averaging layer just after the last FC layer of the element block instances and before the SM layer, which is then "factorized".
In our set-up, the model is composed of parallel branches and each branch produces a score vector for the target categories. The score vectors are fused through the "fuse layer" during training and the composite model produces a single prediction. We refer to this as coupled ensembles (Figure 2 We explore three options to combine score vectors during training and for inference (Section IV-D):
• Log Likelihood (LL) average: Average the loss of each branch as illustrated in Figure 2 top. • Probability (LSM) average: Average the log-probabilities that each branch predicts for the target classes as illustrated in Figure 2 middle; • Activation (FC) average: Average the output of the FC layers of the branches as illustrated in Figure 2 bottom; Note that for inference, averaging the FC layer activations is equivalent to averaging the log-probabilities because the FC to LSM operator is a global translation.
This transformation of having multiple branches, and combining the branch score vectors by averaging the log probabilities of the target categories, leads to a performance improvement, with a lower parameter count, in all our experiments (see Section IV). The parameter vector W of this composite branched model is the concatenation of the parameter vectors W i of the e element blocks with 1 ≤ i ≤ e. All the parameters are in the "element blocks" as the AVG, LSM and LL layers do not contain any parameters.
Regardless of how the training of the element blocks has been performed, it is possible to use any of the two coupled ways illustrated in Figure 3 for making 'coupled prediction' and it is also possible to use the individual element blocks for 
IV. EXPERIMENTS A. Datasets
We evaluate our proposed architecture on the CIFAR [18] and SVHN [19] data sets. CIFAR-10 and CIFAR-100 consist of 50,000 training images and 10,000 test images, categorised into 10 and 100 categories respectively. SVHN consists of 73,257 training images, 531,131 "easy" training images (we use both for training) and 26,032 testing images, categorised into 10 categories. All images have a size of 32×32 pixels.
B. Experimental setup
All hyper-parameters are set according to the original descriptions of the "element block" that is used. This may not be the optimal setting in our case (especially the learning rate decay schedule) but we do not alter them, so as to not introduce any bias in comparisons.
For CIFAR-10, CIFAR-100 and SVHN, the input image is normalised by subtracting by the mean image and dividing by the standard deviation. During training on CIFAR datasets, standard data augmentation is used, which comprises random horizontal flips and random crops. For SVHN, no data augmentation is used. However, a dropout ratio of 0.2 is applied in the case of DenseNet when training on SVHN. Testing is done after normalising the input in the same way as during training.
All error rates are given in percentages and correspond to an average over the last 10 epochs. This measure is more conservative than the one used by the DenseNet authors.
For DenseNet-BC, Amos's PyTorch implementation [23] has been used. All execution times were measured using a single NVIDIA 1080Ti GPU with the optimal micro-batch size. The micro-batch denotes the number of training examples that are used in one forward pass through the model. This may be smaller than the mini-batch, which denotes the number of training examples over which the gradients are averaged for each back-propagation step. The micro-batch is smaller so that large models can fit in GPU memory. It also enables optimal throughput because a large micro-batch on one GPU is more efficient than small mini-batches over multiple GPUs. Usually the mini-batch is a multiple of the micro-batch, which means I: Coupled Ensembles of DenseNet-BCs (e = 4) with different "fuse layer" combinations versus a single-branch model. Performance is given as the top-1 error rate (mean±standard deviation for the individual branches) on the CIFAR-100 test set. Columns "L" and "k" denote the "element block" architecture, "e" is the number of branches. Column "Avg." indicates the type of "fuse layer" during training (Section III); "none" for separate trainings. Column "Individual" is error of each branch; Columns "FC" and "SM" give the performance for "fuse layer" choices during inference. Epoch is time taken to complete one training epoch, Test is time for testing each image. (*) The average and standard deviations are computed here for the independent trainings (comprising 4 models). that one back-propagation step is taken for every n microbatches. For our experiments, the mini-batch is 64 and the micro-batch ranges for 8 to 64. Experiments in Section IV-C, IV-D are done on the CIFAR-100 data set with the "element block" being DenseNet-BC, depth L = 100, growth rate k = 12.
C. Comparison with single-branch and independent ensembles
A natural point of comparison of the proposed branched architecture is with an ensemble of independent models. Rows 2 (coupled ensemble with LSM averaging) and 4 (independent training) in Table I present the results of these two cases respectively. Row 4 shows the error rate obtained from averaging the predictions of 4 identical models, each trained separately. We see that even though the total number of trainable parameters involved is exactly the same, a jointly trained branched configuration gives a significantly lower test error (17.61 vs. 18.42).
The next point of comparison is with a single branch model comprising a similar number of parameters as the multi-branch configuration. The choice of single-branch models has been done by: increasing k while keeping L constant, by increasing both k and L, or by increasing L while keeping k constant. The last three rows of Table I show that the error from the multi-branch model is considerably lower, as compared to a single-branch model of comparable size (17.61 vs. 20.01).
These observations show that the arranging a given parameter budget into parallel branches is more efficient in terms of parameters, as compared to having a large single-branch or multiple independent models. The branched model with e = 4 and Average LSM as "fuse layer" has almost the same performance as a DenseNet-BC (L = 250, k = 24) model [6] , which has about 5 times more parameters (15.3M versus 3.2M).
D. Choice of Fuse Layer operation
In this Section, we compare the performance of our proposed branched model for different choices of the "fuse layer" (see Section III). Experiments are carried out to evaluate the best training and prediction fusion combinations. We consider a branched model with e = 4, trained in the following conditions: training with fusion after the FC layer, after the LSM layer, or after the LL layer. Table I shows the performance of models under different "fuse layer" operations for inference. Note that this table includes models with parameters obtained using different training methods. Results show that the best combination is to use fusion after the LSM layer for the coupled training and fusion after the FC layer at prediction time.
All further experiments use average LSM as the "fuse layer" for training branched models.
E. Comparison with state of the art
We have evaluated coupled ensembles against existing models of various sizes. We used again Huang et al.'s DenseNet-BC architecture [6] as the "element block" since this was the current state of the art or very close to it at the time we started these experiments. We also evaluated He et al.'s ResNet with pre-activation [5] as the element block to check if the coupled ensemble approach works well with other architectures. Table II shows the current state of the art models (see Section II for references) and performance of coupled ensembles in the lower part. All results presented in this table correspond to the predictions of single (possibly multi-branch) networks. A further level of ensembling involving multiple independently networks is considered in Section IV-F.
Coupled ensembles with ResNet pre-act as element block and e = 2 or 4 leads to a significantly better performance than single-branch models, which have comparable or higher number of parameters.
For the DenseNet-BC architecture, we considered 6 different network sizes, ranging from 0.8M up to 25.6M parameters. [6] reports results for the two extreme cases. We chose these values for the depth L and growth rate k for these points and interpolated between them according to a log scale as much as possible. Our experiments show that the trade-off between L and k is not critical for a given parameter budget. This was also the case for choosing between the number of branches e, depth L and growth rate, k for a fixed parameter budget as long as e ≥ 3 (or even e ≥ 2 for small networks). For the 6 configurations, we experimented with both the singlebranch (classical) and multi-branch versions of the model, with e = 4. Additionally, for the largest model, we tried e = 3, 6, 8 branches.
For single-branch DenseNet-BC, we obtained error rates higher than reported by [6] . From what we have checked, their Torch7 implementation and our PyTorch one are equivalent. The difference may be due to the fact that we used a more conservative measure of the error rate (on the last iterations) and from statistical differences due to different initializations and/or to non-deterministic computations. Still, the coupled ensemble leads to a significantly better performance for all network sizes, even when compared to DenseNet-BC's reported performance.
Our larger models of coupled DenseNet-BCs (error rates of 2.92% on CIFAR 10, 15.68% on CIFAR 100 and 1.50% on SVHN) perform better than or are on par with all current state-of-the-art implementations that we are aware of at the time of submission of this work. Only the Shake-Shake S-S-I model [13] performs slightly better on CIFAR 10.
F. Ensembles of coupled ensembles
The coupled ensemble approach is limited by the size of the network that can fit into GPU memory. With the hardware we have access to, it was not possible to go much beyond the 25M parameters. For going further, we resorted to the classical ensembling approach based on independent trainings. An interesting question was whether we could still significantly improve the performance since the classical approach generally plateaus after quite a small number of models and the coupled ensemble approach already include several. For instance, SGDR with snapshots [17] has a significant improvement from 1 to 3 models but not much improvement from 3 to 16 models (see tables II and III). As doing multiple times the same training is quite costly for large models, we instead ensembled the four large coupled ensemble models, e = 3, 4, 6, 8. Results are shown in table III. We obtained a significant gain by fusing two models and a quite small one from any further fusion of three or four of them. To the best of our knowledge, these ensembles of coupled ensemble networks outperform all state-of-the-art implementations including other ensemble-based ones at the time of submission of this work.
V. DISCUSSION We proposed an approach consisting in replacing a single deep convolutional network by a number of "element blocks" which resemble the single one. The intermediate score vectors produced by each of the elements blocks are coupled via a "fuse layer". At training time, this is done by taking an arithmetic average of their log-probabilities for the targets. At test time the score vectors are averaged following the output from each score vector. Both of these aspects leads to a significant performance improvement over a same size singlebranch configuration. This improvement comes at the cost of a small increase in training and prediction times. The proposed approach leads to the best performance for a given parameter budget as can be seen in tables II and III. Additionally, the individual "element block" performance is better as compared to when they are trained independently. The increase in training and prediction times is mostly due to the smaller width of branches which makes the data parallelism on GPUs slightly less efficient. This effect is not pronounced for larger models. This could be solved with a parallel implementation of multiple 2D convolutions at the same time.
