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Abstract
We analyze two bottom-up reduction algorithms over binary trees that represent replaceable data within a certain system, assuming
the binary search tree (BST) probabilistic model. These reductions are based on idempotent and nilpotent operators, respectively.
In both cases, the average size of the reduced tree, as well as the cost to obtain it, is asymptotically linear with respect to the size
of the original tree. Additionally, the limiting distributions of the size of the trees obtained by means of these reductions satisfy a
central limit law of Gaussian type.
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1. Introduction
The aim of this paper is to analyze the average performance of two kinds of reduction over binary trees, in which
the identical subtrees that hang of the same root reduce to a unique structure. The ﬁrst kind of reduction is based on
idempotent operators labelling the internal nodes of the tree. In this case, the subtrees that are structurally equivalent
and have the same root reduce to a single copy, eliminating therefore one of them (see Fig. 1). Applications of this
procedure are seen, for example, in simpliﬁcation of circuits, terms of propositional calculus, or equivalently, of set
algebra (built with union and intersection). The second kind of reduction is based on nilpotent operators. When a
nilpotent operator in the internal nodes of a tree is applied, any subtree of the original tree that has two equal sons in
structure, is replaced by a distinguished leaf that plays the role of the identity element of the operation (see Fig. 4).
This procedure can be applied for the simpliﬁcation and evaluation of formal expressions, in particular the arithmetical
ones, as well as when some redundant rules are detected and eliminated within a database or a certain logical system.
We will work under the probability model associated with randomly grown binary search trees (BSTs), henceforth
called the BSTmodel, which is of interest in the analysis of binary search trees [18,21,25,27], their randomized versions
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Fig. 1. An example of reduction with an idempotent binary law.
(like treaps [2,23]) and k-d-trees for multidimensional search [20,22,26]. This model also applies to heap-ordered trees
for priority queue maintenance [26,28] as well as to tree representation of permutations [26,27]. Even though the BST
model is less common in the analysis of syntax trees and term trees than the uniformmodel (where all the trees of a given
size are equally likely [26,27]), this model is also of interest in this context, because the uniform model tends to produce
trees that are often too “skinny” while BST’s are built up more compact. In order to derive the average performance of
these reduction algorithms, we will use the technique of generating functions [13,27], in particular, we will use along
this work the “symbolic approach to enumeration” described in [9, Chapter 1] which allows systematic translation of
descriptions of objects to generating functions and apply some results from complex analysis, like convergence and
analyticity, singularity analysis and asymptotic equivalence [7,8,10,14,26,27]. In [5] it is shown that under the uniform
model, the mean and variance of the size of trees obtained after reducing with an idempotent or a nilpotent binary law
is linear with respect to the size of the original tree as well as the average cost to obtain it. It is also known that, under
the uniform model, the limiting distribution of the size of the reduced trees is Gaussian [24]. Our work shows that,
under the BST model, these results are still maintained, although the involved rate constants are different. The limiting
distributions of the size are found by following the meromorphic scheme for bivariate generating functions described
in [11]. It is important to point out that these algorithms operate on a data item that keeps transforming and, also, their
bottom-up recursion is not “friendly” to be analyzed under the BST model, since this model is recursively deﬁned in
a top-down way. These facts cause an added difﬁculty to the treatment of the (normally differential) equations that
characterize the generating functions associated with the required parameters. The paper has two main sections, both
with the same structure, where the idempotent binary law (Section 2) and the nilpotent binary law (Section 3) are
analyzed. Each of these sections contains the study of the mean, the variance, the limiting distribution of the size and
the average cost of reducing trees with the corresponding rule. In both cases we had to restrict ourselves to the study of
trees with only two types of leaves, because the needed technicalities and numerical computations became extremely
complicated whenever more values were considered.
2. Idempotent binary law
2.1. Basic deﬁnitions
Let A be the family of binary trees with two types of leaves. This family can be recursively deﬁned by the equation
A = a + b + ◦(A,A),
where a and b (the symbols that represent the two types of leaves) are constants and ◦ (the internal node symbol) is
a binary operator that applies to an ordered pairs of trees. If t ∈ A then either t = a or t = b or t = ◦(u, v) where
u, v ∈ A, and the trees u and v are called, respectively the left and the right subtrees of t. We deﬁne the size of a tree
t ∈ A (denoted by |t |) as its number of internal nodes. For instance, |b| = 0 and | ◦ (◦(a, a), ◦(b, a)) | = 3.
J.-R. Sánchez-Couso, M.-I. Fernández-Camacho / Theoretical Computer Science 355 (2006) 327–353 329
The BST probabilistic model is related to a binary search tree structure, that is deﬁned as a binary tree with keys
associated with the internal nodes, satisfying the constraint that the key in every node is greater than or equal to all the
keys in its left subtree and less than or equal to all the keys in its right subtree [26].
In abstract terms, the BST model produces for each size n1 a random planar binary tree which consists of an
internal node (the root) connected to a left subtree of size X and a right subtree of size n−X − 1. There X is a discrete
random variable taking values in the range {0, . . . , n − 1} and such that p(X = i) = 1/n, i = 0, . . . , n − 1, and the
subtrees recursively obey the BST model. Note that this model is equivalent to the classical model for binary search
trees built up from random insertions [27].
Deﬁnition 1. Given a tree t ∈ A, we deﬁne
p(t) =
⎧⎪⎪⎨
⎪⎪⎩
1
2
if t = a or t = b,
p(u) p(v)
1 + |u| + |v| if t = ◦(u, v).
For any size n, it can be readily veriﬁed that p(·) satisﬁes Kolmogorov’s axioms on the sample space An = {t ∈
A : |t | = n}, in particular∑|t |=np(t) = 1, so that p(·) is actually a probability mass function on each An. We can see
p(·) as an extension of the probability model corresponding to the pure binary search trees, i.e. BST’s without labels
(see [19, Exercise 5 of 6.2.2] or [21]). Each pure BST t of size n generates a family of 2n+1 trees in A that are obtained
by replacing the leaves of t with either a or b. Obviously, if one takes a random pure BST and assigns label a or b to
its leaves with probability 12 , one gets a random tree in the family A under consideration. This extended probability
distribution will be simply called hereafter the BST model.
Remark 2. Note that the BST model does not depend on the values of the keys of the nodes, it is a “structural”
probability on trees for every ﬁxed size.
Remark 3. In the BST model, not all the trees with the same size are equally likely to occur. For example, if u =
◦(◦(a, a), ◦(b, b)) and v = ◦(◦(◦(a, a), b), b) then both trees have size 3, but p(u) = 148 and p(v) = 196 .
Deﬁnition 4. Let S be any set. A binary operator ⊕ deﬁned on S is said to be idempotent if for any x ∈ S, x ⊕x ≡ x.
Deﬁnition 5. Let ◦ be an idempotent operator. Given t ∈ A, we deﬁne the reduced tree of t, denoted by simp(t), as the
tree obtained from t by reiterated application of the rule ◦(u, u) ≡ u whenever a subtree of the form ◦(u, u) appears.
Note that in the reduction process of a tree, the rule ◦(u, u) ≡ u is also applied to the trees obtained in the successive
reductions, not only to the original tree. An example of this type of reduction is given in Fig. 1.
2.2. Mean and variance of the size of reduced trees
In this section, we are going to apply Darboux’s method [14] to the generating functions (g.f. for short) associated
with the mean and variance of the size of reduced trees. These g.f.’s are characterized by differential equations, however
the difﬁculty to solve some of them leads us to seek for analytic properties of the solutions, which will allow us to
derive appropriate asymptotics for the mean and variance of the size of reduced trees.
A tree in A can be reduced by applying Deﬁnition 5, and a natural way to calculate the equivalent minimal tree is
the bottom-up algorithm given in Fig. 2. Our objective is to study the average size of the reduced tree obtained from a
random tree t ∈ A of size |t | = n (expressed as a function of n) when the probability model given in Deﬁnition 1 is
assumed; in other words, we are interested in estimating the quantity
sn = ∑
|t |=n
|simp(t)|p(t).
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function simp (t : A) : A;
local u, v : A;
if |t | = 0 then simp := t ;
else
u := simp(t.lef t); v := simp(t.right);
if eq(u, v) then simp := u;
else simp := ◦(u, v); ﬁ; ﬁ;
end (simp);
function eq (u, v : A) : Boolean;
if |u| = 0 or |v| = 0 then eq := (u.inf o = v.inf o);
else if eq(u.lef t, v.lef t)
then eq := eq(u.right, v.right);
else eq := false; ﬁ; ﬁ;
end (eq);
Fig. 2. Reduction algorithm with an idempotent binary law. Tree variables have three ﬁelds: info (a, b, ◦), left (for the left subtree) and right (for the
right subtree).
Applying the technique of g.f.’s, we deﬁne the power series associated with the size of reduced binary trees,
S(z) = ∑
t∈A
|simp(t)|p(t) z|t | = ∑
n0
snz
n. (1)
This series, at least apparently, does not seem to verify any direct recurrence that allows its characterization by means of
some functional equation. However, we can get indirectly a recurrence using the scheme that we are going to describe.
Let I be the set of the irreducible elements of A, that is, those trees that satisfy simp(t) = t . This set is inductively
deﬁned by
I = a + b + ◦(I, I) − {◦(t, t) : t ∈ I}. (2)
For each t ∈ I, let At = {u ∈ A : simp(u) = t} and
At(z) = ∑
u∈At
p(u) z|u|
be the g.f. associated with the trees that reduce to t, so that
S(z) = ∑
t∈I
|t |At(z).
Note that {At }t∈I is a partition of A. The next step consists in characterizing the sequence {At(z)}t∈I . First, let us note
that a tree reduces to a leaf  ∈ {a, b} if and only if all its leaves are labelled with the same letter. Then the equation
A =  + ◦(A,A) deﬁnes the set of trees in A whose reduction produces the leaf . This equation and Deﬁnition 1
give that the g.f.
A(z) = ∑
t∈A
p(t) z|t |
satisﬁes the differential equation A′(z) = A2(z), A(0) = 12 , whose solution is
A(z) = 12 − z . (3)
Now, let ◦(u, v) be an element of I, then u, v ∈ I and u = v. The fact that t ∈ A◦(u,v) means that either its left subtree
reduces to u and its right one to v, or both of them reduce to ◦(u, v) producing ◦(◦(u, v), ◦(u, v)) which in turn reduces
to ◦(u, v). Thus we can write A◦(u,v) = ◦(Au,Av)+◦(A◦(u,v),A◦(u,v)) and the corresponding g.f. A◦(u,v)(z) veriﬁes
the differential equation
A′◦(u,v)(z) = Au(z)Av(z) + A2◦(u,v)(z), A◦(u,v)(0) = 0. (4)
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Eqs. (3) and (4) allow us to characterize the series S(z) in the following
Lemma 6. S(z) satisﬁes the differential equation
S′(z) = 1
(1 − z)2 +
2 S(z)
1 − z −
∑
t∈I
(|t | + 1) A2t (z),
subject to the initial condition S(0) = 0.
Proof. Let A(z) = ∑t∈Ap(t) z|t | be the g.f. associated with the family A. Then A(z) = ∑n0∑|t |=np(t) zn =∑
n0z
n = 1/(1 − z). Since {At }t∈I is a partition of A, we have A(z) =
∑
t∈I At(z). To evaluate S(z), we introduce
the series in two variables
F(z, y) = ∑
t∈I
y|t |At(z), (5)
that clearly veriﬁes S(z) = [F/y]y=1 and S′(z) = [2F/z y]y=1. Now, from (4) and the fact that ◦(u, v) ∈ I if
u, v ∈ I, u = v, we obtain the equation
2F
z y
= F 2(z, y) + 2y F(z, y) F
y
− ∑
t∈I
[
(2|t | + 1) y2|t | − |t | y|t |−1
]
A2t (z).
Setting y = 1, we conclude the desired result. 
We are faced with the study of the function
P(z) = ∑
t∈I
(|t | + 1) A2t (z) (6)
to establish its suitable analyticity in order to apply Darboux’s theorem [14]. In particular, we are interested in looking
for an appropriate functional bound for each of the unknown At(z). To get this, we need ﬁrst two auxiliary results:
Lemma 7. For all t ∈ I and 0z2 − 2 e−(2/
√
3) arctan
√
3
, we have At(z)1/(2 − z) where e = exp(1).
Proof. Let J =
[
0, 2 − 2 e−(2/
√
3) arctan
√
3
]
. If |t | = 0 the result is obvious. If |t | > 0, by the induction hypothesis,
we have from (4) that for all z ∈ J ,
A′t (z)
1
(2 − z)2 + A
2
t (z).
Let us consider the differential equation u′(z) = 1/(2 − z)2 +u2(z), u(0) = 0. Then At(z)u(z) whenever z0 and
u(z) exists. 2 The solution of this equation is given by
u(z) = g(z)
2 − z , g(z) =
1
2
[
1 − √3 1 − h(z)
√
3
h(z) + √3
]
, h(z) = tan
(√
3
2
ln
2
2 − z
)
. (7)
Now, a simple calculation shows that g(z)1 for any z ∈ J . 
Lemma 8. Let I∗ = I − {a, b} and t = ◦(u, v) ∈ I∗. Then
(a) At(1) < 2950 .
(b) For all z ∈ [0, 1], At(z)
√
2
∫ z
0 Au(s)Av(s) ds.
Proof. (a) The result follows by induction on |t |. When |t | = 1, from (4) and the proof of Lemma 7, we have
At(1) ≈ 0.566 < 2950 . Note that in this case At(1) = g(1) where g(z) is given in (7). If t = ◦(u, v) with |t |2 then
2 Generalization of Gronwall’s lemma due to Z. Opial (1957).
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at least one of the subtrees is not a leaf. Let us suppose that |u|1. Because At(z) is non-negative and increasing in
[0, 1] for all t, again from (4) and Lemma 7, we have for z ∈ [0, 1],
At(z)Av(z)
∫ z
0
Au(s) ds +
∫ z
0
A2t (s) ds
∫ z
0
Au(s) ds +
∫ z
0
A2t (s) ds.
Now, by the trapezoidal rule for integration [4], we conclude that for all z ∈ [0, 1],∫ z
0
Au(s) ds = z Au(0) + Au(z)2 −
z3
12
A′′u()
z
2
Au(z), (0 <  < z),
sinceAu(z) has positive coefﬁcients and thusA(k)u ()0 for all k. Putting everything together and applying the induction
hypothesis, we have
At(z)
z
2
Au(1) +
∫ z
0
A2t (s) ds0.29 z +
∫ z
0
A2t (s) ds.
Finally, considering the equation w′ = 0.29 + w2, w(0) = 0, whose solution is w(z) = √0.29 tan
(
z
√
0.29
)
, we
conclude that At(1)w(1) ≈ 0.321 < 2950 .(b) If |t |1, part (a) and the trapezoidal rule for integration [4] yield∫ z
0
A2t (s) dsAt(z)
∫ z
0
At(s) ds
29
50
z
At (0) + At(z)
2
0.29At(z).
The result is immediate from (4). 
Now, Lemma 8 and a structural induction on trees yield the desired bound:
Lemma 9. For all t ∈ I∗ and z ∈ [0, 1], At (z)2|t | p(t) ln|t | 22−z√2 .
Proof. If |t | = 1, we have A◦(a,b)(z) = A◦(b,a)(z) = g(z)/(2 − z) 12 (z), where g(z) is given in (7) and (z) =
ln 2/(2 − z√2) (see Lemma A in the appendix). Let us suppose that t = ◦(u, v) with |t | > 1. We distinguish two
cases: in the ﬁrst case one of the subtrees, for example v, is a leaf. In this case |u| = |t | − 1 and |v| = 0. Applying (3),
part (b) of Lemma 8 and the induction hypothesis, we obtain
At(z) 
√
2
∫ z
0
Au(s)Av(s) ds

√
2
∫ z
0
2|t |−1 p(u) |t |−1(s) 1
2 − s ds
= √2
∫ z
0
2|t | p(u) p(v) |t |−1(s)
1√
2
1√
2
1 − s2
ds

∫ z
0
2|t | |t |p(t)
1√
2
1 − s√
2
|t |−1(s) ds = 2|t | p(t) |t |(z).
In the second case both subtrees are not leaves and therefore |u|1 and |v|1. Applying again part (b) of Lemma 8
and the induction hypothesis, we have
At(z) 
√
2
∫ z
0
Au(s)Av(s) ds

√
2
∫ z
0
2|u|+|v| p(u) p(v) |u|+|v|(s) ds
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= √2
∫ z
0
2|t |−1 |t |p(t)
1√
2
1 − s√
2
|t |−1(s)
1 − s√
2
1√
2
ds

∫ z
0
2|t | |t |p(t)
1√
2
1 − s√
2
|t |−1(s) ds = 2|t | p(t) |t |(z). 
Consequently, we have P(z)2/(2 − z)2 +∑t∈I∗ (|t | + 1) 22|t | p2(t) ln2|t | 2/(2 − z√2) for any z ∈ [0, 1] where
the series is convergent, but this fact does not imply a priori the convergence of P(z) in the whole interval [0, 1]. To
guarantee it, we consider the g.f. associated to the family I of irreducible trees (2),
I (z) = ∑
t∈I
p(t) z|t |.
It is easy to see that I (z) satisﬁes the differential equation
I ′(z) = I 2(z) − ∑
t∈I
p2(t) z2|t |, I (0) = 1.
One more time, the power series
∑
t∈Ip2(t) z2|t | does not seem to verify any nice functional equation which simpliﬁes
its calculation. This fact together with the non-linearity of the differential equation, makes practically impossible to
ﬁnd the exact solution of I (z). Nevertheless, it is clear that the g.f. I (z), for any z0 inside of its circle of convergence,
veriﬁes the differential inequality
I ′(z)I 2(z) − 12 , I (0) = 1.
Let L(z) be the solution of the equation when the symbol “” is replaced by “=”. Then we have
L(z) = 1√
2
(
1 + √2
)2
e−z
√
2 + 1(
1 + √2
)2
e−z
√
2 − 1
, (8)
so that I (z)L(z) for all 0z < , where  = √2 ln
(
1 + √2
)
≈ 1.246 is the radius of convergence of L(z). Now,
let (z) = ln 2/(2 − z√2), and ﬁx K = 1.24 and M = 4 2(1)/K ≈ 4.864. These selected constants will be useful to
prove the analyticity of P(z) in some suitable domain.
Lemma 10. The set {M |t | p(t)}t∈A is bounded by a constant M∗.
Proof. An easy computation shows thatM |t | p(t)M∗ = 5.41 for |t |26, simply considering for each size any of the
corresponding quasi-complete left-right well balanced trees 3 (these trees maximize the value of p(t)). If t = ◦(u, v)
with |t |27, we just apply induction on |t | to obtain
M |t | p(t) = M |u| p(u)M |v| p(v) M|t | 
M∗2M
27
M∗. 
Equipped with this result, it is immediate that
P(z) 2
(2 − z)2 + M
∗ ∑
t∈I∗
(|t | + 1) p(t)K |t |, 0z1,
3 A tree t is a quasi-complete left-right well balanced tree if its leaves are at levels h or h − 1 where h is the height of t, and no leaf at level h − 1
has an internal node on its right.
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since (z) is increasing in [0, 1]. Consequently, P(z) converges uniformly in the disk |z|1 because |P(z)|P(|z|)
and K < . At this stage, we can extend the convergence of P(z) to a larger disk enclosing |z|1. In fact, we have the
following
Corollary 11. P(z) converges uniformly in the disk |z|1 + ε for some ε > 0.
Proof. By continuity, it is enough to choose ε > 0 satisfying simultaneously
(a) u(1+ε)1−ε < 2950 , where u(z) is deﬁned in (7).
(b) 2950 (1 + ε)2 −
√
2.
(c) f (1 + ε) > 0, where f (z) = 12 (z) − u(z).(d) f ′() = 0 for a unique  ∈ [0, 1 + ε].
(e) 4 2(1+ε)
K
< 4.87.
Note that these conditions come from the previous development, in particular, the conditions (c) and (d) assure the
validity of Lemma A (see the appendix) in the interval [0, 1 + ε]. 
Thus, P(z) is an analytic function in the disk |z| < 1 + ε by the Weierstrass’ analytic convergence theorem [14].
Finally,
S(z) = 1
(1 − z)2
[
z −
∫ z
0
(1 − s)2 P(s) ds
]
by simply solving the equation in Lemma 6 and, therefore, S(z) satisﬁes all of the hypotheses to apply Darboux’s
theorem [14]. Hence, we conclude the following
Theorem 12. Under the BST model, the average size sn of the tree obtained by reducing a random tree of size n with
an idempotent binary law is asymptotically  n + O(1), where  = 1 − ∫ 10 (1 − s)2 P(s) ds ≈ 0.752.
The constant  was ﬁrst estimated by computing directly a few terms of P(z). Since the convergence of this series
is fast, only the terms corresponding to trees of size less or equal than 3 are necessary to ﬁx the three ﬁrst decimal
digits. We have also conﬁrmed this value by means of a simulation that gives the approximate size of reduced trees by
generating random BSTs.
Next, we are faced with the analysis of the variance. Given a random variable X, the variance of X is deﬁned by
Var[X] = E[(X − E[X])2] = E[X2] − (E[X])2,
where E[X] denotes the mean of X. In our case, we are interested in estimating the quantity
vn = ∑
t∈A, |t |=n
(|simp(t)| − sn)2 p(t) = ∑
t∈A, |t |=n
|simp(t)|2 p(t) − s2n.
Let us consider the bivariate g.f. F(z, y) deﬁned in (5) and the g.f. associated with the second moment
H(z) = ∑
t∈A
|simp(t)|2 p(t) z|t | = ∑
t∈I
|t |2At(z).
The function H(z) is characterized in the following
Lemma 13. H(z) satisﬁes the differential equation
H ′(z) = S′(z) + 2S(z)
1 − z + 2S
2(z) + 2H(z)
1 − z − M(z), H(0) = 0,
where S(z) is given in (1) and M(z) = ∑t∈I3|t |(|t | + 1) A2t (z).
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Proof. Clearly H(z) = [2F/y2]y=1 + S(z) and H ′(z) = [3F/z y2]y=1 + S′(z). Now, it is enough to observe
that S(z) = [F/y]y=1, F(z, 1) = 1/(1 − z) and, using (4),
3F
z y2
= 4F(z, y)F
y
+ 2y
(
F
y
)2
+ 2yF(z, y)
2F
y2
− ∑
t∈I
[
2|t |(2|t | + 1)y2|t |−1 − |t |(|t | − 1)y|t |−2
]
A2t (z). 
The solution of the above equation is precisely
H(z) = S(z) + 2q
2(z)
(1 − z)3 +
N(z)
(1 − z)2 ,
where q(z) = z − ∫ z0 (1 − s)2 P(s) ds, P(z) is the series deﬁned in (6) and
N(z) = 4
∫ z
0
(1 − s) q(s) P (s) ds −
∫ z
0
(1 − s)2 M(s) ds.
The functions q(z) and N(z) are analytic in some disk |z| < 1 + ε (the analyticity of M(z) can be shown analogous to
the previous computations for P(z)), so that Darboux’s theorem [14] applies to H(z), giving the following asymptotics
for the coefﬁcients 4 of the involved functions:
[zn]S(z) = (n + 1) − 1 + O
(
1
n
)
,
[zn] 2q
2(z)
(1 − z)3 = 
2(n2 + 3n) − 4  n + O(1),
[zn] N(z)
(1 − z)2 =  n + O(1),
where  = q(1) ≈ 0.752 and  = N(1) ≈ 0.457. This establishes the next
Theorem 14. Under the BST model, the variance of the size of trees reduced with an idempotent binary law is vn =
 n + O(1), where  = + 2 −  ≈ 0.271.
The constant  is estimated in the same way as  in Theorem 12.
2.3. The limit distribution of the size of reduced trees
The goal of this section is to determine the asymptotic distribution of the size of reduced trees by the idempotent
law. Let Xn be the random variable deﬁned as the size of the tree obtained by reducing a tree of size n. The sequence
fn,k = P(Xn = k) = ∑
u∈A,|u|=n
∑
|simp(u)|=k
p(u)
represents the probability that a random BST of size n reduces to a tree of size k. Then, we just have to study the
asymptotic behavior of the probability distribution {fn,k}k0 as n → ∞ or, alternatively, of the distribution function
P(Xnx) = ∑
kx
fn,k.
Let us consider the bivariate g.f.
F(z, y) = ∑
n,k0
fn,k z
nyk = ∑
u∈A
y|simp(u)| p(u) z|u|,
4 By [zn]f (z) we mean the nth coefﬁcient of the Taylor series of f (z).
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i.e. the series deﬁned in (5). Recalling that ◦(u, v) ∈ I if u, v ∈ I, u = v and using (4), we obtain
F ′z(z, y) = yF 2(z, y) + (z, y), F (0, y) = 1,
where F ′z = F/z and (z, y) =
∑
u∈I
(
y|u| − y2|u|+1)A2u(z) or, equivalently,
G′z(z, y) = G2(z, y) + y (z, y), G(0, y) = y,
with G(z, y) = yF(z, y). The change G(z, y) = −V ′z(z, y)/V (z, y) transforms the above Riccati’s equation into the
second order linear differential equation
V ′′z (z, y) + y (z, y) V (z, y) = 0,
with initial conditions V (0, y) = 1, V ′z(0, y) = −y, where V ′′z = 2V /z2. Let ,  > 0 be such that
4(1 + )22(1 + )
1.24
< 4.87,
where (z) = ln 2/(2 − z√2), with  satisfying all of the restrictions of the proof of Corollary 11. Under these
conditions, we easily deduce that (z, y) is analytic in the set |z| < 1 + , |y| < 1 + , so that for any ﬁxed
|y0| < 1 + , V (z, y0) is analytic in |z| < 1 +  by Fuchs’ theorem [3]. Since y0 is arbitrary and V (z, y) depends
analytically on y, we have that V (z, y) is an analytic function in |z| < 1 + , |y| < 1 + .
Noting that V (z, 1) = 1− z and V ′z(z, 1) = 0 for |z−1| < , by the preparation theorem of Weierstrass [15] and the
implicit function theorem, there exists a unique analytic function around y = 1, say 	(y), such that V (	(y), y) = 0
and 	(1) = 1. Thus, V (z, y) has a single zero z = 	(y) in a sufﬁciently small complex neighborhood of y = 1,
that corresponds to a unique simple pole for G(z, y). Consequently, in this neighborhood, G(z, y) is a meromorphic
function of z whose coefﬁcients can be estimated by singularity analysis. Since −G(z, y) is a logarithmic derivative,
its residue at z = 	(y) is 1 and, therefore, by Cauchy’s coefﬁcient formula and the residue theorem [14], we obtain
[zn]G(z, y) = 	−n−1(y) [1 + O(K−n)]
as n → ∞, where K > 1 is a ﬁxed constant. Now, a direct application of the Hwang’s quasi-power theorem [17,16]
immediately leads to the following
Theorem 15. The random variable Xn of the size of reduced trees by idempotency satisﬁes a central limit law of
Gaussian type, namely,
sup
x∈R
∣∣∣∣P
(
Xn − sn√
vn
x
)
− 1√
2

∫ x
−∞
e−s2/2 ds
∣∣∣∣ < εn,
where εn → 0 as n → ∞. Moreover, in this case, εn = O
(
1√
n
)
.
Following Feller and Hwang [6,17,16], the speed of convergence to the central limit, εn, is estimated by applying
the Berry–Esseen inequalities.
2.4. Average cost of reducing trees
In order to study the average cost of reducing trees with an idempotent binary law, we will assume that testing any
combination of atomic properties (i.e. the basic testing) on roots of trees have unit cost, assignments := have null cost,
as well as branching in conditional statements and function calls. The reason for this simpliﬁcation of “real” costs is
that it makes simpler all the involved mathematical formulas, and thus allows an easier and clearer development, while
maintaining the rate of growth of real costs. If we denote by c(t) the cost of executing the function simp given in
Fig. 2 over the input t, we have
c(t) =
{
1 if t = a or t = b,
1 + c(u) + c(v) + (u∗, v∗) if t = ◦(u, v), (9)
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where (t1, t2) is the cost of the structural equality test over trees and t∗ denotes the resulting tree after reducing a tree
t. We want to estimate the value
cn = ∑
|t |=n
c(t) p(t),
so let
C(z) = ∑
t∈A
c(t) p(t) z|t | = ∑
n0
cnz
n
be the g.f. associated with the cost of the function simp. To derive the desired estimate, we will use a similar scheme
to that of the previous section. For any t ∈ I, we consider the g.f.
Ct(z) = ∑
u∈At
c(u) p(u) z|u|
associated with the cost of simplifying those trees that reduce to t. When t =  is a leaf, we have from (9) that
C′(z) = A′(z) + 2A(z)C(z) + A2(z), C(0) = 12 . (10)
In this equation, the ﬁrst term on the right side represents the ﬁrst test in function simp, the second the recursive
calls and the third one the cost of the equality test over the reduced subtrees, whose value is one in this case. When
t = ◦(u, v) ∈ I, using again (9), we ﬁnd the differential equation
C′t (z) = A′t (z) + Cu(z)Av(z) + Cv(z)Au(z) + (u, v)Au(z)Av(z) + 2Ct(z)At (z) + (2|t | + 1) A2t (z), (11)
with initial condition Ct(0) = 0. The ﬁrst term on the right-hand side of (11) is the same as in the case t = , the
second, third and fourth correspond to the case in which the left subtree reduce to u while the right reduce to v, and the
two last terms represent the situation where both subtrees reduce to t. Now, after some rearrangements and noting that
C(z) = ∑t∈ICt(z), if we sum Eqs. (10) and (11) for all t ∈ I, we have
C′(z) = 1
(1 − z)2 +
2
1 − z C(z) +(z), C(0) = 1,
where (z) = ∑u,v∈I(u, v)Au(z)Av(z). Solving this equation, we obtain
Lemma 16. C(z) = 1/(1 − z)2 [1 + z + ∫ z0 (1 − s)2 (s) ds].
The cost of the function eq over (u, v) is recursively deﬁned by
(u, v) =
⎧⎪⎪⎨
⎪⎪⎩
1 if |u| = 0 or |v| = 0,
1 + (u.left, v.left)+
(u.right, v.right) · (u.left, v.left) otherwise,
where (u, v) denotes the indicator function of the predicate eq, i.e. (u, v) = 1 if u = v and zero otherwise. Let
(z, w) be the bivariate g.f.
(z, w) = ∑
u,v∈I
(u, v)Au(z)Av(w),
which clearly veriﬁes (z) = (z, z). Using (4) and the fact that ◦(u, v) ∈ I if and only if u, v ∈ I and u = v, we
obtain that (z, w) veriﬁes the partial differential equation
2(z, w)
z w
= 1
(1 − z)2(1 − w)2 + G(z,w) +
∑
u,v∈I
(u, v)A2u(z)A
2
v(w)
− ∑
u,v∈I
(u, v)
(
Au(z)A
2
v(w)
1 − z +
A2u(z)Av(w)
1 − w
)
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Fig. 3. The domain ().
− ∑
u,v∈I
(u, v)
(
A2u(z)Au(w)Av(w) + Au(z)Av(z)A2v(w)
)
+∑
t∈I
(2|t | + 1)A2t (z)A2t (w) + (z, w)
(
1
(1 − z)(1 − w) +
∑
t∈I
At(z)At (w)
)
(12)
with boundary conditions (z, 0) = (0, z) = 1/(1 − z), where G(z,w) is given by
G(z,w)=
3∑
i=1
Gi(z,w),
G1(z, w)= ∑
u,v∈I∗
((ul, vl) + (ur , vr ) · (ul, vl)) A2u(z)A2v(w),
G2(z, w)= ∑
u,v∈I∗
((ul, vl) + (ur , vr ) · (ul, vl)) Aul (z)Aur (z)A2v(w),
G3(z, w)= ∑
u,v∈I∗
((ul, vl) + (ur , vr ) · (ul, vl)) A2u(z)Avl (w)Avr (w), (13)
being u = ◦(ul, ur), v = ◦(vl, vr ). In order to apply singularity analysis, the next step consists in proving that the
terms that appear on the right side of (12) are analytic in the domain  × , where
 = () = {z ∈ C : |z| < 1 + , | arg(z − 1)| > , z = 1}
for some  > 0 and 0 <  < 
/2 (see Fig. 3). In the ﬁrst place, the series∑
t∈I
At(z)At (w) (14)
converges in the set |z|1+ ε, |w|1+ ε as an immediate consequence of the Lemma 9 and Corollary 11. The same
argument shows that the series∑
u,v∈I
(u, v)A2u(z)A
2
v(w) (15)
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is also convergent in this set, simply taking into account that∣∣∣∣∣ ∑u,v∈I(u, v)A2u(z)A2v(w)
∣∣∣∣∣  ∑u,v∈I (2|u| + 1) A2u(|z|)A2v(|w|).
By the Weierstrass’ analytic convergence theorem [14], both functions (14) and (15) are analytic in |z| < 1+ ε, |w| <
1 + ε, so they are in ε × ε. Then, to get the desired property, it is enough to guarantee the analyticity of
T (z,w) = ∑
u,t∈I
(u, t) Au(z)A
2
t (w)
in  ×  for some appropriate . For any t ∈ I, let us deﬁne the g.f.
t (z) =
∑
u∈I
(u, t) Au(z),
so that
T (z,w) = ∑
t∈I
t (z)A
2
t (w).
Clearly a(z) = b(z) = 1/(1 − z) and if t = ◦(t l, t r ), applying (3) and (4), we ﬁnd that t (z) veriﬁes the differential
equation
′t (z) =
1
(1 − z)2 +
t l (z)
1 − z + Atl (z) t r (z) + t (z), t (0) = 1,
where
t (z) = − (t l, t r ) A2t l (z) +
∑
u∈I
(
(u, t) − (u, t l) − 1
)
A2u(z).
Noting that
∣∣t (z)∣∣ K∗∑u∈I (2|u| + 1)A2u(|z|) where K∗ = 4 for instance, again from Lemma 9 and Corollary 11,
we obtain that for all t ∈ I, t (z) converges and is uniformly bounded in the disk |z|1 + ε (it is also analytic inside
of the disk). Hence ∫ z0 t (s) ds = O(1) if |z|1 + ε where the constant implied by the “O” symbol does not depend
on t. Consequently, the equation for t (z) can be rewritten as
t (z) =
1
1 − z +
∫ z
0
t l (s)
1 − s ds +
∫ z
0
Atl (s) t r (s) ds + O(1). (16)
Now, we give a list of properties of t (z) that will lead us to the analyticity of T (z,w) in  × .
Lemma 17. Let ε > 0 be such that
∫ z
0 t (s) ds = O(1) if |z|1 + ε. Then
(1) For all t ∈ I, the function t (z) is analytic in the disk |z| < 1.
(2) |t (z)|(2|t | + 1)/(1 − |z|) for all t ∈ I and |z| < 1.
(3) |n,t |e (2|t | + 1)(n+ 1) for all t ∈ I and n0, where n,t is the nth coefﬁcient of the Taylor series of t (z) and
e = exp(1).
(4) There exists some  ∈ (0, ε) such that for all t ∈ I the function t (z) is analytic in the domain .
(5) For all t ∈ I, the function t (z) has a unique singularity on its circle of convergence at z = 1.
(6) For all t ∈ I, t (z) = O(1/(1 − z)) when z = ei.
(7) An indented neighborhood of radius  > 0, N(1, ), of z = 1 and  < min {, } exist such that for all t ∈ I and
z ∈ N(1, ) ∩ , |t (z)|(2|t | + 1)/(|1 − z|).
(8) There are M > 0 and 0 <  such that for all t ∈ I and z ∈ , |t (z)|M (2|t | + 1)/(|1 − z|).
(9) The function T (z,w) is analytic in the domain  × .
Proof.
(1) Obvious since for all t ∈ I, t (z) has positive coefﬁcients.
(2) Note that for all t ∈ I, 1(u, t)2|t | + 1.
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(3) This is a consequence of point 2, since |n,t |r−n (2|t | + 1)/(1 − r) for all r < 1, in particular when r =
n/(n + 1).
(4) This follows by induction on |t | in Eq. (16).
(5) This is evident from (16) since a(z) = b(z) = 1/(1 − z) and Atl (z) is analytic in some disk enclosing properly
|z|1.
(6) This follows by induction on |t | in (16), taking into account that
1
|1 − ei| =
1
2 sin(/2)
,
∫ 1
0
dx
|1 − xei| = ln
(
1 + 1
sin(/2)
)
,
∫ 1
0
dx
|1 − xei|2 =
1
2 sin(/2) cos(/2)
arctan
(
cos(/2)
sin(/2)
)
.
(7) Straightforward from points 2, 3, 4 and 6 recalling that the modulus is a continuous function.
(8) This statement follows from points 4, 5, 6 and 7 together with the continuity of the modulus, since if this is not
true then either for some t ∈ I the function t (z) would have at least a singularity distinct of z = 1 in  or there
would be no neighborhood N(1, ) where |t (z)|(2|t | + 1)/(|1 − z|) for all t ∈ I, but this is not possible.
(9) Let ⊂ × be a closed disk and rewrite T (z,w) = ∑n0gn(z,w)with gn(z,w) = ∑t∈I,|t |=n t (z) A2t (w).
Clearly gn(z,w) is analytic in . Now, for all (z, w) ∈ , we have
|gn(z,w)|  ∑
t∈I,|t |=n
|t (z)|A2t (|w|)

∑
t∈I,|t |=n
M
2|t | + 1
|1 − z| A
2
t (|w|)
 MK
∑
t∈I,|t |=n
(2|t | + 1) A2t (1 + ),
whereK = sup(z,w)∈
{|1 − z|−1}. So,we can apply theWeierstrass’M test [14] to conclude thatT (z,w) converges
absolutely and uniformly on any closed disk  ⊂  ×. Finally, the Weierstrass’ analytic convergence theorem
guarantees the analyticity of T (z,w) in  × . 
This result allows us to afﬁrm that (12) is equivalent to an integral equation of the type
(z, w) = g(z,w) +
∫ z
0
∫ w
0
(r, s) h(r, s) dr ds,
where g(z,w) and h(z,w) are analytic in  × . This equation has a unique analytic solution in  ×  and then,
recalling that (z) = (z, z), we conclude that the function ∫ z0 (1 − s)2 (s) ds is analytic in . Moreover, we have
the following
Lemma 18.
∫ z
0 (1 − s)2 (s) ds = O(1) as z → 1 in .
Proof. We start from (12). When z and w take real values in the interval [0, 1), we have
∑
u,v∈I
(u, v)A2u(z)A
2
v(w)
1
2
∑
u,v∈I
(u, v)
(
Au(z)A
2
v(w)
1 − z +
A2u(z)Av(w)
1 − w
)
,
∑
u,v∈I
(u, v)
(
A2u(z)Au(w)Av(w) + Au(z)Av(z)A2v(w)
)
2
∑
t∈I
(2|t | + 1)A2t (z)A2t (w),
J.-R. Sánchez-Couso, M.-I. Fernández-Camacho / Theoretical Computer Science 355 (2006) 327–353 341
since At(z)1/(1 − z) for all t ∈ I and z ∈ [0, 1). Now, from (13), we have
G1(z, w)
∑
u,v∈I∗
(|u| + |v|) A2u(z)A2v(w),
G2(z, w)
∑
v∈I∗
2|v|A2v(w)
(
1
(1 − z)2 −
∑
t∈I
A2t (z)
)
,
G3(z, w)
∑
u∈I∗
2|u|A2u(z)
(
1
(1 − w)2 −
∑
t∈I
A2t (w)
)
.
These inequalities and Corollary 11 imply that there is some 1 > 0 such that G(z,w)1/(1 − z)2(1 − w)2 for all
z,w ∈ [0, 1), where G(z,w) = ∑3i=1Gi(z,w).
On the other hand, it is clear that∫ z
0
∫ w
0
(r, s)
∑
t∈I
At(r)At (s) dr ds

∫ z
0
∫ w
0
1
(2 − r)(1 − s) (r, s) dr ds

∫ z
0
∫ w
0
∑
u,v∈I
(2|u| + 1) Au(r)Av(s)
(2 − r)(1 − s) dr ds
=
∫ z
0
∫ w
0
1
(2 − r)(1 − s)2
(
2S(r) + 1
1 − r
)
dr ds,
where S(z) is given in (1). Hence
∫ z
0
∫ w
0
(r, s)
∑
t∈I
At(r)At (s) dr ds
2
(1 − z)(1 − w)
for some constant 2 > 0. Putting everything together and integrating in (12), we conclude that for all z,w ∈ [0, 1)
and some constant  = 1 + 1 + 2,
(z, w) 
(1 − z)(1 − w) +
∫ z
0
∫ w
0
(r, s)
(1 − r)(1 − s) dr ds.
Let(z, w) be the unique solution in× of the integral equationL = whereL(z, w) = /(1 − z)(1 − w)+∫ z
0
∫ w
0 (r, s)/(1 − r)(1 − s) dr ds, namely
(z, w) = 
(1 − z)(1 − w) + 
∑
j0
∑
k>j
1
k! ln
k 1
1 − z
∑
k>j
1
k! ln
k 1
1 − w.
By standard functional techniques, it can be shown that (z, w)(z, w) for all z,w ∈ [0, 1). We also have
1

(z, z) ∼ 1
(1 − z)2
(
1 + ln 1
1 − z −
√
1


ln
1
1 − z
)
as z → 1 (see Lemma B in the appendix). Therefore, taking into account that (z) = (z, z), we ﬁnd that ∫ z0 (1 −
s)2 (s) ds = O(1) as z → 1 through real values and, ﬁnally, ∫ z0 (1 − s)2 (s) ds = O(1) as z → 1 in  since (z)
is also analytic in . 
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Fig. 4. An example of reduction with a nilpotent binary law.
The last results show that all of the hypotheses to apply an appropriate transfer lemma [8] to C(z) are fulﬁlled, 5
yielding
Theorem 19. Under the BST model, the average cost cn of reducing a random tree of size n with an idempotent binary
law is asymptotically ∗n, where the constant ∗ is given by ∗ = 2 + ∫ 10 (1 − s)2 (s) ds ≈ 3.431.
The constant ∗ is estimated by a simulation that gives the approximate cost of reducing trees by generating random
BSTs. In this case, the fact that (z) diverges at z = 1 makes practically impossible to approximate the value by
summing a reasonable number of terms of the generating series, as we did in Theorem 12. In fact we tried to do it, but
we only got values close to 3.15 so far from the expected value.
3. Nilpotent binary law
3.1. Basic deﬁnitions
We consider again the family E = a+e+◦(E, E) of binary trees with two types of leaves, where a and e represent the
leaves and ◦ is a binary operator. Class E is isomorphic to class A and it is introduced mainly for clarity. The leaf e will
play the role of the identity elementwhile the leafawill be considered as a generator.Wework again under the probability
model presented in Deﬁnition 1, thus p(a) = p(e) = 12 and for all t = ◦(u, v) ∈ E, p(t) = p(u) p(v)/(1 + |u| + |v|).
Deﬁnition 20. Let S be a set with an identity element e. A binary operator ⊕ deﬁned on S is said to be nilpotent if for
any x ∈ S, x ⊕ x ≡ e.
Deﬁnition 21. Let ◦ be a nilpotent operator. Given t ∈ E , we deﬁne the reduced tree of t, denoted by reduce(t), as the
tree obtained from t by reiterated application of the rule ◦(u, u) ≡ e whenever a subtree of the form ◦(u, u) appears.
We recall that in the reduction process, the rule ◦(u, u) ≡ e is also applied to the trees obtained after successive
reductions, not only to the initial tree. An example of this type of reduction is shown in Fig. 4.
5 Note that
∫ z
0 (1 − s)2 (s) ds is not analytic at z = 1. This precludes the use of Darboux’s theorem.
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function reduce (t : E) : E ;
local u, v : E ;
if |t | = 0 then reduce := t ;
else
u := reduce(t.lef t); v := reduce(t.right);
if eq(u, v) then reduce := e;
else reduce := ◦(u, v); ﬁ; ﬁ;
end (reduce);
Fig. 5. Reduction algorithm with a nilpotent binary law.
3.2. Mean and variance of the size of reduced trees
A binary tree in E can be reduced by applying Deﬁnition 21, and the natural way to obtain the reduced tree is by
means of the bottom-up algorithm in Fig. 5.Again, our objective is to study the average size of the reduced tree obtained
from a random tree t ∈ E of size |t | = n by applying Darboux’s method [14]. Thus, we are interested in estimating the
value
rn = ∑
|t |=n
|reduce(t)|p(t).
Let R(z) be the g.f. associated with the size of reduced binary trees, so that
R(z) = ∑
t∈E
|reduce(t)|p(t) z|t | = ∑
n0
rnz
n, (17)
and let J be the set of the irreducible elements of E , that is, those trees that verify reduce(t) = t . This set is deﬁned
by
J = a + e + ◦(J ,J ) − {◦(t, t) : t ∈ J }
and, therefore, it is isomorphic to the set I deﬁned in (2). For each t ∈ J , let Et = {u ∈ E : reduce(u) = t} and
Et(z) = ∑
u∈Et
p(u) z|u|
be the g.f. associated with the trees that reduce to t. Then we have
R(z) = ∑
t∈J
|t |Et(z).
Since {Et }t∈J is a partition of E , the sequence {Et(z)}t∈J can be recursively characterized as follows. First, a tree
u ∈ E reduces to the leaf a only in the case u = a, so that Ea = {a} and
Ea(z) = p(a) z|a| = 12 . (18)
On the other hand, Ee = e + {◦(u, v) : reduce(u) = reduce(v)} which can be translated into Ee(z) = 12 +∑
reduce(u)=reduce(v)p(u) p(v)/(1 + |u| + |v|) z1+|u|+|v|. Taking the derivative and noting that reduce(u) ∈ J for any
u ∈ E , we have
E′e(z) =
∑
t∈J
( ∑
u∈Et
p(u) z|u|
)2
= ∑
t∈J
E2t (z), Ee(0) =
1
2
. (19)
If ◦(u, v) ∈ J and t ∈ E◦(u,v) then the left and right subtrees of t reduce to u and v respectively, and thus E◦(u,v)(z) =∑
t1∈Eu, t2∈Ev (p(t1) p(t2)/(1 + |t1| + |t2|)) z1+|t1|+|t2|. Now, differentiating w.r.t. z, we conclude that E◦(u,v)(z) veriﬁes
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the equation
E′◦(u,v)(z) = Eu(z)Ev(z), E◦(u,v)(0) = 0. (20)
We use this inductive deﬁnition of Et(z) to characterize the series R(z) by
Lemma 22. The function R(z) veriﬁes the differential equation
R′(z) = 1
(1 − z)2 +
2R(z)
1 − z −
∑
t∈J
(2|t | + 1) E2t (z),
subject to the initial condition R(0) = 0.
Proof. Analogous to the proof of Lemma 6. 
Consequently, to know the behavior of the series R(z), we must study the g.f.
Q(z) = ∑
t∈J
(2|t | + 1) E2t (z). (21)
Unfortunately, now it is not possible to apply the method used in Lemmas 7 and 8, since the system given by (18),
(19) and (20) deﬁnes only implicitly the function Ee(z). For instance, if we integrate (20) for the case t = ◦(a, e), we
obtain E◦(a,e)(z) = 12
∫ z
0 Ee(s) ds. Note that this function depends on the unknown Ee(z) and it also appears on the
right member of (19). However, the study of some particular cases allowed us to devise a manner of continuing the
analysis. If e1 is the radius of convergence of Ee(z), we have the following
Lemma 23. For all t ∈ J ∗ = J − {a, e} and z ∈ [0, e),
Et(z)2|t | p(t)
(∫ z
0
Ee(s) ds
)|t |
.
Proof. The result follows by induction on |t | using (18), (19) and (20). 
Remark 24. There are some cases where Et(z) = 2|t | p(t)
(∫ z
0 Ee(s) ds
)|t |
actually holds. For example, all of the trees
in the family F = ◦(a, e) + ◦(F, e) verify this equality.
Again, by induction on |t |, it is easy to prove that 22|t | p(t) 43 for any t ∈ E which, combined with (19) and Lemma
23, allow us to conclude that the series Ee(z) satisﬁes the differential inequality
E′e(z)
1
4
+ E2e (z) +
4
3
[
J
(
2(z)
)
− 1
]
, Ee(0) = 12 , (22)
where (z) = ∫ z0 Ee(s) ds and J (z) = ∑t∈J p(t) z|t |. Since the family I deﬁned in (2) is isomorphic to J , we have
I (z) = J (z) for any z, and then J (z)L(z) for all 0z <  = √2 ln
(
1 + √2
)
where L(z) is deﬁned in (8). Next,
we consider the equation
y′(x) = 1
4
+ y2(x) + 4
3
[
L
((∫ x
0
y(s) ds
)2)
− 1
]
, y(0) = 1
2
.
Clearly Ee(x)y(x) for any x0 wherever y(x) is deﬁned. Although it does not seem to be possible to ﬁnd the
explicit solution of the previous equation, one can replace
∫ x
0 y(s) ds by some suitable functions that will allow us to
get appropriate bounds for Ee(z) and (z). Indeed, we have the following
Lemma 25. Ee(1)2.579 and
∫ 1
0 Ee(s) ds1.037.
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Proof. Westart from thedifferential inequality (22).The trapezoidal rule [4] for integrationyields(z)z ( 14+Ee(z)/2)
since Ee(z) has positive coefﬁcients. Let us consider the differential equation
y′(x) = f (x, y(x)), y(0) = 12 ,
where f (x, y) = 14 + y2 + 43
(
L(r2) − 1), r(x, y) = x ( 14 + y/2) and L(z) is as in (8). Clearly Ee(x)y(x) for any
x0 where y(x) exists. We have r(x, y)r
( 9
10 , y
)
for all x ∈ K = [0, 910 ] since r is increasing in x for any ﬁxed
y0. On the other hand, r
( 9
10 , y
)
<
√
 if y < 209
√
− 12 ≈ 1.9809 where  =
√
2 ln
(
1 + √2
)
. Let F(x, y) be the
function deﬁned by
F(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
f (x, 0) if y < 0,
f (x, y) if y ∈ [0, 1.98],
f (x, 1.98) if y > 1.98.
Then the differential equation
y′ = F(x, y), y(0) = 12
has a unique solution that is deﬁned in the interval K, since F satisﬁes a global Lipschitz condition in K × R. The
uniqueness of the solution allows us to estimate it in the interval K by means of a numerical scheme. We will apply the
fourth order Runge-Kutta’s method [4]. Moreover, in our case, the resulting scheme is stable and convergent (see for
example [4, Theorem 5.19]) and when it is applied with the step h = 0.005, we obtain the table
i xi y
h
i y
2h
i (h) y˜i
0 0.0 0.500000000000000000 0.500000000000000000 0.000000 0.50
1 0.1 0.552739524152160453 0.552739524153482935 8.816547029 × 10−14 0.56
2 0.2 0.612080002017097752 0.612080002020895252 2.531666608 × 10−13 0.62
3 0.3 0.680186353308613942 0.680186353317024350 5.606938633 × 10−13 0.69
4 0.4 0.760167553632280421 0.760167553649871572 1.172743387 × 10−12 0.77
5 0.5 0.856727109342813222 0.856727109382003755 2.612702180 × 10−12 0.86
6 0.6 0.977518108740489514 0.977518108849937063 7.296503263 × 10−12 0.98
7 0.7 1.136492704518634130 1.136492705021871580 3.354916339 × 10−11 1.14
8 0.8 1.365308699410509400 1.365308706035913740 4.416936227 × 10−10 1.37
9 0.9 1.833005847049723710 1.833066706074658760 4.057268329 × 10−6 1.84
where yhi and y
2h
i are the results of applying the scheme at the point xi with steps h and 2h, respectively, and (h) is
a bound for the global error in the interval [0, xi] which is estimated from Runge’s principle (h) ≈ |yhi − y2hi |/15.
Each value y˜i (except y˜0) is obtained by rounding per excess the second decimal digit of each value yhi (i.e. y˜i =
([100 yhi ] + 1)/100 where [x] denotes the entire part of x). Therefore, each y˜i is an upper bound of the corresponding
y(xi), because the two ﬁrst decimal digits of yhi are exact. 6 Now, since y(x) ∈ [0, 1.98] for x ∈ K , we obtain that
Ee (xi)  y˜i and then, using again the trapezoidal rule for integration,weﬁnd that
( 9
10
)
 110
(
(y˜0 + y˜9)/2 +∑8i=1 y˜i)
= 0.816 and if z 910 ,
(z) = 
(
9
10
)
+
∫ z
0.9
Ee(s) ds0.816 + z − 0.92 (1.84 + Ee(z)) . (23)
6 Note that yh
i
< y2h
i
for i = 0. This is a consequence of the fact that the scheme is convergent.
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It is immediate that the series Ee(z) satisﬁes the inequality
E′e(z)
1
4
+ E2e (z) +
4
3
(
L(2) − 1
)
, Ee
(
9
10
)
1.84,
where (z) = 0.816 + (z − 0.9)/2 (1.84 + Ee(z)) whenever z ∈
[ 9
10 , e
)
and (z) < √. Now, taking w(x, y) =
0.816 + (x − 0.9)/2 (1.84 + y) , if we consider the equation
y′(x) = g(x, y(x)), y
(
9
10
)
= 1.84,
with g(x, y) = 14 +y2 + 43
(
L(w2) − 1), clearly the solution y(x) also veriﬁes Ee(x)y(x) for any x 910 where y(x)
makes sense. Note that w(x, y) is increasing in x for any ﬁxed y0, consequently w(x, y)w(1, y) for any x ∈ H =[ 9
10 , 1
]
, in particular, w(x, y) < √ if w(1, y) < √, in other words, if y < 20(√− 0.816) − 1.84 ≈ 4.1689. The
equation
y′(x) = G(x, y(x)), y
(
9
10
)
= 1.84, (24)
where
G(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
g(x, 0) if y < 0,
g(x, y) if y ∈ [0, 4.16],
g(x, 4.16) if y > 4.16
has a unique solution deﬁned in the interval H, so that Runge–Kutta’s method applies and the resulting scheme is also
stable and convergent. Taking again h = 0.005 as step of computation, we get the table
i xi y
h
i y
2h
i (h)
0 0.90 1.840000000000000000 1.840000000000000000 0.000000
1 0.92 1.940734188173413110 1.940734196639544540 5.644087617 × 10−10
2 0.94 2.056290488767889640 2.056290520739992530 2.131473526 × 10−9
3 0.96 2.191971479897613360 2.191971593397387480 7.566651608 × 10−9
4 0.98 2.357693223130032950 2.357693760654398490 3.583495770 × 10−8
5 1.00 2.578226126323689980 2.578232097301992160 3.980652201 × 10−7
Since y(x) ∈ [0, 4.16] if x ∈ H , we have Ee(x)y(x) for all x ∈ H and then Ee(1)y(1)2.579. Finally, using the
inequality (23), we obtain
(1)0.816 + 1
20
(1.84 + Ee(1)) 1.037. 
This result implies that Ee(z) converges at z = 1, in particular, the series Q(z) deﬁned in (21) converges absolutely
and uniformly in the disk |z|1 since
|Q(z)| 1
4
+ E2e (1) +
4
3
∑
t∈J ∗
(2|t | + 1) p(t)K2|t |
where, for instance,K = 1.037 < √.Moreover, by continuity and using Eq. (24), we can extend the numerical scheme
to a small enough interval on the right of 1, say [1, 1 + ε], where Ee(z) is bounded and such that (1 + ε) < √. In
these conditions, Q(z) converges uniformly in the disk |z|1 + ε. Hence, by the Weierstrass’ analytic convergence
theorem [14], we conclude
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Corollary 26. The function Q(z) is analytic in the disk |z| < 1 + ε.
Now, from Lemma 22, it is immediate that
R(z) = 1
(1 − z)2
[
z −
∫ z
0
(1 − s)2 Q(s) ds
]
,
so that Darboux’s theorem [14] applies to give the next
Theorem 27. Under the BST model, the average size rn of the tree obtained by reducing a random tree of size n with
a nilpotent binary law is asymptotically  n + O(1), where  = 1 − ∫ 10 (1 − s)2 Q(s) ds ≈ 0.728.
The constant  is estimated in the same way as  in Theorem 12.
The analysis of the variance is identical to that in the case of idempotent law. Now, we want to estimate the value
wn = [zn]H(z) − ([zn]R(z))2,
where H(z) = ∑t∈J |t |2Et(z) and R(z) = ∑t∈J |t |Et(z). Then, we have
Lemma 28. H(z) satisﬁes the differential equation
H ′(z) = R′(z) + 2R(z)
1 − z + 2R
2(z) + 2H(z)
1 − z − M(z), H(0) = 0,
where M(z) = ∑t∈J 2|t |(2|t | + 1)E2t (z).
Proof. Analogous to the proof of Lemma 13. 
By solving the above equation we get
H(z) = R(z) + 2q
2(z)
(1 − z)3 +
N(z)
(1 − z)2 ,
where q(z) = z − ∫ z0 (1 − s)2 Q(s) ds, Q(z) is as in (21) and
N(z) = 4
∫ z
0
(1 − s) q(s)Q(s) ds −
∫ z
0
(1 − s)2 M(s) ds.
This formula for H(z) is totally similar to that in Section 2.2. Consequently, by applying Darboux’s theorem, we
conclude.
Theorem 29. Under the BST model, the variance of the size of trees reduced with a nilpotent binary law is wn =
 n + O(1), where  = + 2 −  ≈ 0.396,  = N(1) ≈ 0.594 and  = q(1) ≈ 0.728.
3.3. The limit distribution of the size of reduced trees
We want to estimate the asymptotic behavior of the distribution of the size of reduced trees by the nilpotent law. Let
Xn be the associated random variable and gn,k = P(Xn = k) be the probability distribution of Xn, that is,
gn,k = ∑
u∈E,|u|=n
∑
|reduce(u)|=k
p(u).
Proceeding as in Section 2.3, let G(z, y) be the bivariate g.f.
G(z, y) = ∑
n,k0
gn,k z
nyk = ∑
u∈E
y|reduce(u)| p(u) z|u| = ∑
t∈J
y|t |Et(z).
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Using the characterization of the family {Et(z)}t∈J given in (18), (19) and (20) and the fact that ◦(u, v) ∈ J if
u, v ∈ J , u = v, we ﬁnd the differential equation
G′z(z, y) = y G2(z, y) + (z, y), G(0, y) = 1,
where G′z = G/z and (z, y) = E′e(z) −
∑
u∈J y2|u|+1E2u(z). Now, by continuity (see Lemma 23 and Corollary
26), we deduce that there are some ,  > 0 such that Ee(z) is analytic in |z| < 1 +  and
(1 + )
∫ 1+
0
Ee(s) ds <
√
,
where  = √2 ln
(
1 + √2
)
. This means that the function (z, y) is analytic in |z| < 1+ , |y| < 1+ and, therefore,
the situation is entirely similar to that in Section 2.3. Hence [zn]G(z, y) ∼ 	−n−1(y)/y for some analytic function
	(y) in a neighborhood of 1, so that the Hwang’s quasi-power theorem [17,16] applies yielding
Theorem 30. The random variableXn of the size of reduced trees by nilpotency satisﬁes a central limit law of Gaussian
type with speed of convergence O(1/√n).
3.4. Average cost of reducing trees
This section is devoted to the study of the average cost of reducing trees under the nilpotent binary law. Assuming
the same costs given in Section 2.4, if we denote by d(t) the cost of executing the function reduce deﬁned in Fig. 5
over the input t, we have
d(t) =
{
1 if t = a or t = e,
1 + d(u) + d(v) + (u∗, v∗) if t = ◦(u, v), (25)
where (t1, t2) is the cost of the structural equality test over binary trees and t∗ denotes the resulting tree after reducing
a tree t. We want to estimate the value
dn = ∑
|t |=n
d(t) p(t).
As usual, we deﬁne the g.f. associated with the cost of the function reduce by
D(z) = ∑
t∈E
d(t) p(t) z|t | = ∑
n0
dnz
n.
This series can be characterized in a similar way as in Section 2.4, so that for any t ∈ J , we will consider the series
Dt(z) = ∑
u∈Et
d(u) p(u) z|u|.
From (25), we deduce that if t = a then
Da(z) = ∑
t∈Ea
d(t) p(t) z|t | = Ea(z),
and if t = e,
De(z) = Ee(z) + ∑
t∈Ee, t=◦(u,v)
[
d(u) + d(v) + (u∗, v∗)] p(t) z|t |.
Reminding that Ee = e + {◦(u, v) : reduce(u) = reduce(v)} and differentiating w.r.t. z, we ﬁnd after some manipu-
lations that
D′e(z) = E′e(z) + 2
∑
t∈J
Dt(z)Et (z) + ∑
t∈J
(2|t | + 1) E2t (z). (26)
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The ﬁrst term on the right-hand side of (26) represents the ﬁrst test in the function reduce, the second the recursive
calls and the third one the equality test over the subtrees obtained by the reduction process, that in this case they are
the same.
When t = ◦(u, v) ∈ J , using again (25), we have
D′t (z) = E′t (z) + Du(z)Ev(z) + Dv(z)Eu(z) + (u, v)Eu(z)Ev(z). (27)
In this equation, the ﬁrst term on the right side also represents the ﬁrst test in the function reduce, while the other
three correspond to the case in which the left subtree of t reduces to u and the right one reduces to v. After some
rearrangements, since D(z) = ∑t∈J Dt(z) and D′a(z) = 0, if we sum Eqs. (26) and (27) for all t ∈ J , we obtain the
differential equation
D′(z) = 1
(1 − z)2 +
2
1 − z D(z) + (z), D(0) = 1,
where (z) = ∑u,v∈J (u, v)Eu(z)Ev(z). By solving this equation, we have
Lemma 31. D(z) = 1
(1−z)2
[
1 + z + ∫ z0 (1 − s)2 (s) ds] .
Therefore, we can expect that
∫ z
0 (1− s)2 (s) ds = O(1) since the expression for D(z) is similar to that for C(z) in
Lemma 16. Indeed, let
(z, w) = ∑
u,v∈J
(u, v)Eu(z)Ev(w).
Then (z, w) veriﬁes the partial differential equation
2(z, w)
z w
= 1
(1 − z)2(1 − w)2 + F(z,w) + (z, w)
(
1
(1 − z)(1 − w) +
∑
t∈J
Et(z)Et (w)
)
, (28)
with boundary conditions (z, 0) = (0, z) = 1/(1 − z), where
F(z,w)= ∑
u,v∈J
(u, v)E2u(z)E
2
v (w) +
∑
t∈J
(2|t | + 1) E2t (z)E2t (w)
− ∑
u,v∈J
(u, v)
(
Eu(z)E
2
v (w)
1 − z +
E2u(z)Ev(w)
1 − w
)
− ∑
u,v∈J
(u, v)
(
E2u(z)Eu(w)Ev(w) + Eu(z)Ev(z)E2v (w)
)
. (29)
Now, proceeding similarly as in Section 2.4, one can prove the analyticity of the function (z) = (z, z) in  for
some  > 0. In these conditions, we have the following
Lemma 32.
∫ z
0 (1 − s)2 (s) ds = O(1) as z → 1 in .
Proof. We start from (29). For all z,w ∈ [0, 1), we have
∑
u,v∈J
(u, v)E2u(z)E
2
v (w)
1
2
∑
u,v∈J
(u, v)
(
Eu(z)E
2
v (w)
1 − z +
E2u(z)Ev(w)
1 − w
)
,
∑
u,v∈J
(u, v)
(
E2u(z)Eu(w)Ev(w) + Eu(z)Ev(z)E2v (w)
)
 2
∑
t∈J
(2|t | + 1) E2t (z)E2t (w),
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since Et(z)1/(1 − z) for all t ∈ J and z ∈ [0, 1). This implies that F(z,w)0. Now, using that Et(z)Ee(z) for
any t ∈ J , we obtain∫ z
0
∫ w
0
(r, s)
∑
t∈J
Et(r)Et (s) dr ds
∫ z
0
∫ w
0
Ee(s)
1 − r (r, s) dr ds

∫ z
0
∫ w
0
Ee(s)
1 − r
∑
u,v∈J
(2|v| + 1) Eu(r)Ev(s) dr ds
=
∫ z
0
∫ w
0
Ee(s)
(1 − r)2
(
2R(s) + 1
1 − s
)
dr ds,
where R(z) is the series deﬁned in (17). Since Ee(z) is bounded in [0, 1], we have∫ z
0
∫ w
0
(r, s)
∑
t∈J
Et(r) Et (s) dr ds
1
(1 − z)(1 − w)
for some constant 1 > 0. Putting everything together and integrating in (28), we conclude that for all z,w ∈ [0, 1),
(z, w) 
(1 − z)(1 − w) +
∫ z
0
∫ w
0
(r, s)
(1 − r)(1 − s) dr ds,
where  = 1 + 1. This situation is identical to that in the proof of Lemma 18. 
Finally, using the formula for D(z) in Lemma 31 and the appropriate transfer lemma [8], we establish the following:
Theorem 33. Under the BST model, the average cost dn of reducing a random tree of size n with a nilpotent binary
law is asymptotically ∗n, where the constant ∗ is given by ∗ = 2 + ∫ 10 (1 − s)2 (s) ds ≈ 3.4104.
The value of ∗ is estimated in the same way as ∗ in Theorem 27.
4. Conclusion
It is well known the naturalness of the BST model, which seems to capture better in practice properties of random
expressions, syntax trees, databases, etc, than the classical combinatorial models. Differential equations (ordinary or
partial) arise naturally in this context, being of non-linear type in several cases. Unfortunately in most of the cases these
equations are extremely hard to solve, so that we are forced to use approximating techniques in order to get the necessary
information about their solutions. The gain in space obtained by application of the two presented algorithms is about
25% on the average rather than 18% for the uniform model [5]. This agrees with the intuitive idea that BSTs are built up
more compact than combinatorial trees. The limit of the probability distributions is a consequence of the Weierstrass’
preparation and quasi-power theorem [15–17]. It is also pointed out that the expected cost of both reductions is O(n)
being n the size of the input, in contrast with the worst case that is O(n ln n). Besides these reductions, the technique
of ﬁxed points of the classes (in this case, the irreducible trees) seems to work well for purely bottom-up procedures
that do not increase the size of the input, for instance, some operations that eliminate irrelevant data (compactions) or
algebraic computations with commutative laws, like the logical rule (x∧y)∧ (y∧x) ≡ x∧y. Obviously, the involved
equations will depend on each particular implementation.
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Appendix A
Lemma A. Let
g(z) = 1
2
⎡
⎣1 − √3 1 −
√
3 tan
(√
3
2 ln
2
2−z
)
√
3 + tan
(√
3
2 ln
2
2−z
)
⎤
⎦
and
(z) = ln 2
2 − z√2 .
Then for all z ∈ [0, 1],
g(z)
2 − z
1
2
(z).
Proof. Let f (z) = 12 (z) − g(z)/(2 − z), we will prove that f (z)0 in [0, 1]. We have
f ′(z) = 1
2
(√
2 − z
) − 1 + g2(z)
(2 − z)2 ,
and therefore
f ′(z) = 0 ⇐⇒ 4 − 4z + z
2
2
(√
2 − z
) = 1 + g2(z).
Let (z) = 1 + g2(z). Then  is increasing in [0, 1] since ′(z) = 2 g(z) g′(z)> 0 for all z = 0. Now, let (z) =
(4 − 4z + z2)/2
(√
2 − z
)
. Then
′(z) =
4
(
1 − √2
)
+ 2√2 z − z2
2
(√
2 − z
)2 .
The polynomial 4
(
1 − √2
)
+ 2√2 z − z2 has a unique zero in [0, 1] at
 = √2
(
1 −
√
3 − 2√2
)
≈ 0.8284,
hence ′(z) < 0 for all z ∈ [0, ) and ′(z) > 0 for all z ∈ (, 1]. We have (0) = √2, (0) = 1, () ≈ 1.1715
and () ≈ 1.2003, so that (0) > (0) and () < (). This means that the graphs of  and  intersect at only one
point in the interval [0, ]. Also (1) < (1) since (1) ≈ 1.2071 and (1) ≈ 1.3209. This guarantees that the graphs
of  and  cannot intersect in the interval (, 1], since if that were not the case, we would have either (1)(1)
or ′() = 0 for  ∈ (, 1], but this is not possible. Thus, a unique  ∈ [0, 1] exists such that f ′() = 0. 7 Since
f ′(0) = (√2 − 1)/4 > 0, it is obvious that f (z) is increasing in [0, ) and, ﬁnally, observing that f (0) = 0 and
f (1) = 12 (1) − g(1) ≈ 0.0474 > 0, we conclude that f (z)0 for all z ∈ [0, 1]. 
Lemma B. Consider the function
(z, w) = 1
(1 − z)(1 − w) +
∑
j0
∑
k>j
1
k! ln
k 1
1 − z
∑
k>j
1
k! ln
k 1
1 − w.
7 Its approximate value is  ≈ 0.7791.
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Then, as z → 1,
(z, z) ∼ 1
(1 − z)2
(
1 + ln 1
1 − z −
√
1


ln
1
1 − z
)
.
Proof. Let (z) = ∑j0 (∑k>j zkk! )2. Then
(z) = ∑
j0
∑
k>j
z2k
(k!)2 + 2
∑
j0
∑
k>j
zk
k!
∑
>k
z
 ! .
First, we have
∑
j0
∑
k>j
z2k
(k!)2 =
∑
k1
z2k
k! (k − 1)! =
∑
k0
z2k+2
k! (k + 1)! = zI1(2z),
where I1 is the ﬁrst order modiﬁed Bessel function of the ﬁrst kind. On the other hand
∑
j0
∑
k>j
zk
k!
∑
>k
z
 ! =
∑
k0
zk+1
k!
∑
>k+1
z
 ! = z
[ ∑
k0
zk
k!
∑
>k
z
 ! −
∑
k0
z2k+1
k! (k + 1)!
]
,
hence
(z) = 2zA(z) − zI1(2z), A(z) = ∑
k0
zk
k!
∑
>k
z
 ! .
Splitting the series A(z) = ∑n0 anzn in even and odd terms, we ﬁnd
a0 = 0,
a2p = 1
(2p)!
[
22p −
2p∑
k=p
(
2p
k
)]
,
a2p+1 = 1
(2p + 1)!
[
22p+1 −
2p+1∑
k=p+1
(
2p + 1
k
)]
.
Since
1
(2p)!
2p∑
k=p
(
2p
k
)
= 1
2(p!)2 +
√


4
2p + 1
p!(p + 32 )
and
1
(2p + 1)!
2p+1∑
k=p+1
(
2p + 1
k
)
=
√


2p!(p + 32 ) ,
we obtain
A(z) = e2z − 1
2
[
I0(2z) +
√


2
d
dz
{√
z I 1
2
(2z)
}
+ √
z I 1
2
(2z)
]
,
where I0 and I 1
2
are, respectively, the modiﬁed Bessel function of order 0 and 12 of the ﬁrst kind. Using that I 12 (z) =√
2/
z sinh z, we get A(z) = 12
[
e2z − I0(2z)
]
and therefore
(z) = z
[
e2z − I0(2z) − I1(2z)
]
.
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Finally, by the asymptotic equivalence for modiﬁed Bessel functions [1], we conclude
(z) ∼ ze2z
(
1 − 1√

z
)
, z → ∞.
Now, the lemma follows noticing that (z, z) = 1
(1−z)2 + 
(
ln 11−z
)
. 
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