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06 RESTRICTIONS OF THE LAPLACE-BELTRAMI
EIGENFUNCTIONS TO SUBMANIFOLDS
by
N. Burq, P. Ge´rard & N. Tzvetkov
Abstract. — We estimates the Lp norm (2 ≤ p ≤ +∞) of the restriction to a curve
of the eigenfunctions of the Laplace Beltrami operator on a riemannian surface. If the
curve is a geodesic, we show that on the sphere these estimates are sharp. If the curve
has non vanishing geodesic curvature, we can improve our results. All our estimates
are shown to be optimal for the sphere. Moreover, we sketch their extension to higher
dimension
Re´sume´. — On prouve une estimation de la norme Lp (2 ≤ p ≤ +∞) de la
restriction a` une courbe des fonctions propres de l’ope´rateur de Laplace Beltrami sur
une surface riemannienne. Si la courbe est une ge´ode´sique de la sphe`re, on montre
que nos estimations sont optimales. En revanche, si la courbe posse`de une courbure
ge´ode´sique non nulle, on ame´liore le re´sultat. Toutes nos estime´es sont optimales
sur la sphe`re. Nous en esquissons par ailleurs des ge´ne´ralisations aux dimensions
supe´rieures.
1. Introduction
Let (M,g) be a compact smooth Riemannian manifold (without boundary) of
dimension d. Let us denote by ∆ the Laplace operator associated to the metric g.
Let Σ : [a, b]k → M be a smooth embedded sub-manifold of dimension k. The
metric g endows M and Σ with canonical measures and consequently we can define
the Lebesgue spaces Lp(M) and Lp(Σ), 1 ≤ p ≤ +∞, of functions on M and Σ
respectively. Let (ϕλ), λ ≥ 0, be the eigenfunctions of ∆ such that −∆ϕλ =
λ2ϕλ. This paper fits in the line of researches dealing with possible concentrations
of the eigenfunctions of the Laplace operator on a manifold. There are many ways
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of measuring possible concentrations. One of the most popular is by describing
semi-classical (Wigner) measures (see the works by Shnirelman [17], Zelditch [25],
Colin de Verdie`re [5], Ge´rard-Leichtnam [7], Zelditch-Zworski [26], Helffer-Martinez-
Robert [9], Sarnak [16], Lindenstrauss [13] and Anantharaman [1]). Another way
is the study of the potential growth of ‖ϕλ‖Lp(M), see the works by Sogge [18, 19],
Sogge-Zelditch [20], the authors [3, 2, 4]. In the present paper we propose a third
way (see also the work by Reznikov [15]) and study the possible growth of the Lp
norm (2 ≤ p ≤ +∞) of the restrictions of ϕλ to submanifolds of M . In most of this
article we will concentrate to the simplest case of curves on a surface (i.e., the case
when Σ is a smooth curve γ : [a, b] −→ M parametrized by arc length. Our first
result reads as follows.
Theorem 1. — There exists a constant C such that for every ϕλ,
(1.1) ‖ϕλ‖Lp(γ) ≤ C(1 + λ)δ(p)‖ϕλ‖L2(M) ,
where
(1.2) δ(p) =
{
1
2 − 1p if 4 ≤ p ≤ +∞
1
4 if 2 ≤ p ≤ 4.
Moreover (1.1) is sharp if M is the standard sphere S2 when γ is any curve for
4 ≤ p ≤ +∞ and when γ is a geodesic curve for 2 ≤ p < 4.
Notice that for example if p = 2 then the trace theorem gives the bound (1+λ)1/2
instead of (1+λ)1/4 and thus Theorem 1 can be seen as an improvement of the trace
theorem when the traces are taken from Laplace-Beltrami eigenfunctions.
Recall that the Weyl pointwise bound provides a constant C such that
‖ϕλ‖L∞(M) ≤ C(1 + λ)
1
2 ‖ϕλ‖L2(M) .
Therefore Theorem 1 may also be seen as an effect of the averaging along γ of |ϕλ|
which may(1) grow pointwisely much faster than λ
1
4 as λ→∞.
Let us denote by Ddt the covariant derivative along γ (recall that γ is parametrized
by arc length). For 2 ≤ p < 4, estimate (1.1) is optimal for geodesic curves on the
standard sphere S2, i.e. curves such that Ddtγ
′ = 0 . The second goal of this paper is
to show that estimate (1.1) in the range 2 ≤ p < 4 can be significantly improved for
curves with non vanishing geodesic curvature. We have the following statement.
Theorem 2. — Let γ be such that
(1.3) g
(D
dt
γ′,
D
dt
γ
′) 6= 0 .
(1)If for example M is the standard sphere S2 then ‖ϕλ‖L∞(S2) may grow as λ
1/2 for λ→∞.
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There exists a constant C such that for every ϕλ, 2 ≤ p ≤ 4,
(1.4) ‖ϕλ‖Lp(γ) ≤ C(1 + λ)δ˜(p)‖ϕλ‖L2(M) ,
(1.5) δ˜(p) =
1
3
− 1
3p
Moreover (1.4) is sharp in the case where M is the standard sphere S2 and γ is any
curve with non vanishing geodesic curvature.
Remark 1.1. — In fact both theorems above still hold if one replace the eigenfunc-
tions by the more general spectral 1|√−∆−λ|≤1. In that case, as will appear clearly in
Section 5, the optimality holds for such spectral projector for any compact surface.
Let us remark that the techniques presented here extend to higher dimensions.
Theorem 3. — Let (M,g) be a compact smooth Riemannian manifold of dimension
d and Σ be a smooth submanifold of dimension k. There exists a constant C > 0
such that for any ϕλ, we have
(1.6) ‖ϕλ‖Lp(Σ) ≤ C(1 + λ)ρ(k,d)‖ϕλ‖L2(M)
where
(1.7)
ρ(d− 1, d) =
{
d−1
2 − d−1p if p0 = 2dd−1 < p ≤ +∞
d−1
4 − d−22p if 2 ≤ p < p0 = 2dd−1
ρ(d− 2, d) = d− 1
2
− d− 2
p
if 2 < p ≤ +∞
ρ(k, d) =
d− 1
2
− k
p
if 1 ≤ k ≤ d− 3
If p = p0 =
2d
d−1 and k = d− 1, we have
(1.8) ‖ϕλ‖Lp(Σ) ≤ C(1 + λ)
d−1
2d log1/2(λ)‖ϕλ‖L2(M)
and if p = 2 and k = d− 2, we have
(1.9) ‖ϕλ‖Lp(Σ) ≤ C(1 + λ)
1
2 log1/2(λ)‖ϕλ‖L2(M)
Moreover, all estimates are sharp, except for the log loss if
1. k ≤ d−2, M is the standard sphere Sd and Σ is any submanifold of dimension k.
2. k = d− 1 and 2dd−1 ≤ p ≤ +∞, M is the standard sphere Sd and Σ is any
hypersurface.
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3. k = d − 1 and 2 ≤ p < 2dd−1 , M is the standard sphere M = Sd and Σ is any
hypersurface containing a piece of geodesic.
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Figure 1. Curves on surfaces
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Figure 2. k-submanifolds in a d-manifold
When (M,g) has negative constant curvature and in the special case p = 2, es-
timate (1.1) when γ is a geodesic and estimate (1.4) for γ a geodesic circle were
recently obtained by Reznikov [15]. This work was a starting point and a motiva-
tion for our present work. It was only later that we realized that in fact our results
in the special case of a hypersurface and p = 2 can be deduced from Theorem 1 by
Tataru [23] (considering an eigenfunction as a solution of the wave equation with a
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trivial time dependence). Remark that in turn Tataru’s result is obtained as a con-
sequence of classical estimates on Fourier integral operators with folded canonical
relations by Melrose and Taylor [24] for the analog of our Theorem 2, (which in turn
can be obtained from normal form results by Melrose [14], see also Ho¨rmander, [12,
Theorem 25.3.11]) and by Greenleaf and Seeger [8] for the analog of our Theorem 1.
To keep our paper essentially self contained, avoid the reader to go into the normal
form machinery and maintain the technical nature of the exposition at a (rather)
basic level, we elected to give a complete proof (including the case p = 2).
It should be pointed out that estimates (1.1) and (1.4) are far from being optimal
in the case of the flat torus T2 = R2/(2πZ)2. In this case we have a strong improve-
ment of the Weyl bound on the L∞ norm of the eigenfunctions. More precisely for
every ε > 0 there exists a constant Cε such that for every ϕλ,
(1.10) ‖ϕλ‖L∞(T2) ≤ Cε(1 + λ)ε‖ϕλ‖L2(T2) .
Indeed, in the case of the flat torus we have the explicit representation of the eigen-
functions,
ϕλ(x, y) =
∑
m2+n2=λ2
cm,ne
i(mx+ny), cm,n ∈ C .
Therefore (1.10) results from the Plancherel identity
‖ϕλ‖2L2(T2) =
∑
m2+n2=λ2
|cm,n|2
the Cauchy-Schwarz inequality and the divisor bound
#
(
(m,n) ∈ Z2 : m2 + n2 = λ2) ≤ Cε(1 + λ)ε, ε > 0
in the ring of the Gaussian integers. Estimate (1.10) thus implies that for every
curve γ on T2, we have the bound
(1.11)
∫
γ
|ϕλ|2 ≤ Cε(1 + λ)ε‖ϕλ‖2L2(T2) .
It would be interesting to decide whether one may replace Cε(1 + λ)
ε in (1.11) by a
constant uniform with respect to λ.
Let us mention that estimate (1.10) (and thus (1.11)) is conjectured (see [16, 15])
to hold if the flat torus T2 is replaced by an arbitrary negatively curved manifold.
The paper is organized as follows. In Section 2 we recall the parametrix for a
smoothed spectral projector (as written in [19] for example). Then we use this
representation and a classical TT ⋆ argument to prove (1.1) in the Section 3. In
the Section 4 we precise the form of the parametrix and deduce (1.4) by analyzing
precisely the oscillations which appear in the phase. In the Section 5, this precise
description is used to prove the optimality of (1.1) and (1.4) on the sphere. In the
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last section we show how the two dimensional techniques can be adapted to prove
Theorem 3.
Acknowledgements. A previous version of this article was only dealing with
curves on surfaces. We thank one referee for pointing to us the question of higher
dimension submanifolds and another one for various comments which improved the
presentation of the paper and for proposing a counter example in section 5. We
also thank Melissa Tacy for pointing out an incorrect point in a previous proof of
Lemma 5.3
2. Representation of ϕλ in local coordinates
We have the following representation of ϕλ in local coordinates.
Theorem 4. — There exits a function χ ∈ S(R) such that χ(0) = 1 and for any
x0 ∈M there exists systems of coordinates near x0,
W ⊂ V = {x ∈ Rd : x ∼ 0},
a smooth function
a : Wx × Vy × R+λ −→ C
supported in the set
{(x, y) ∈W × V : |x| ≤ c0ε ≤ c1ε ≤ |y| ≤ c2ε≪ 1}
and such that
∀α ∈ N2d,∃C > 0;∀λ ≥ 0, |∂x,ya(x, y, λ)| ≤ C
and an operator
Rλ : L2(W ) −→ L2(W )
such that,
‖Rλf‖L∞(W ) ≤ C‖f‖L2(W )
and with U := W ∩ {x : |x| ≤ c ε}, for every x ∈ U ,
(2.1) χλ(f) := χ(
√−∆− λ)f = λ d−12
∫
y∈V
eiλψ(x,y)a(x, y, λ)f(y)dy +Rλ(f) ,
where ψ(x, y) = −dg(x, y) is the geodesic distance with respect to g between x and
y. Furthermore, the symbol a(x, y, λ) is real non negative and does not vanish for
|x| ≤ cε and dg(x, y) ∈ [c3ε, c4ε].
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Remark that since χ(
√−∆−λ)ϕλ = ϕλ, relations (1.1) and (1.4) are consequences
of similar estimates on the norm of the operator χ(
√−∆−λ) from L2(M) to Lp(γ).
Remark also that, since Rλ satisfies better estimates than we claimed in Theorems 1
and 2, we will restrict the study to the analysis of the principal part in (2.1), Tλ
Tλ(f)(x) :=
∫
y∈V
eiλψ(x,y)a(x, y)f(y)dy .
The proof of Theorem 4 may be found in [19, Chap. 5] (except for the non
vanishing of the symbol which comes from the explicit calculations made there) and
is based on a representation of ϕλ by the aid of the propagator of the wave equation
(∂2t −∆)u = 0 .
More precisely if χ ∈ S(R), χ(0) = 1 is a Schwartz function such that supp(χ̂) ⊂
[ε, 2ε] where ε≪ 1, then we can write
χ(
√
−∆− λ)f = 1
2π
∫ 2ε
ε
(
eiτ
√−∆f
)
e−iτλχ̂(τ)dτ .
For ε≪ 1 and |τ | ≤ 2ε, introducing local coordinates near x0 ∈M , we can represent
eiτ
√−∆ as a Fourier integral operator (see e.g. [10]). A stationary phase argument
(see [19, Chap. 5]) in this representation then achieves the proof of Theorem 4.
3. Proof of (1.1)
In this section we give the proof of (1.1). Let x0 ∈ γ. Using a partition of unity,
we may assume that γ is contained in the domain U of our coordinate patch defined
in Theorem 4 and x0 = 0. We assume that γ is parametrized by arc length, s and
define
Tλ(f)(s) = Tλ(f)(x(s)).
Therefore it suffices to prove that
(3.1) ‖Tλf‖Lp(γ) ≤ Cλδ(p)−
1
2
(∫
y∈V
|f(y)|2dy
)1/2
.
We represent y in geodesic polar coordinates as y = exp0(rω), r > 0, ω ∈ S1 and
c1ε ≤ r ≤ c2ε. We can write
(Tλf)(x) =
∫ c2ε
c1ε
(T rλfr)(x)dr
where
(T rλf)(x) =
∫
S1
eiλψr(x,ω)ar(x, ω)f(ω)dω
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with
ψr(x, ω) = ψ(x, y), fr(ω) = f(y), ar(x, ω) = κ(r, ω)a(x, y)
for some smooth function κ. It suffices consequently to show the bound
(3.2) ‖T rλf‖Lp(γ) ≤ Cλδ(p)−
1
2
(∫
S1
|f(ω)|2dω
)1/2
.
Indeed if we suppose that (3.2) is true, then we can write
(3.3) ‖Tλf‖Lp(γ) ≤
∫ c2ε
c1ε
‖T rλfr‖Lp(γ)dr
≤ Cλδ(p)− 12
∫ c2ε
c1ε
‖fr‖L2(S1)dr ≤ cλδ(p)−
1
2 ‖f‖L2(V )
which is (3.1). Thus it remains to prove (3.2). For that purpose we use a duality
argument. Computing ‖(T rλ )⋆f‖2L2 , we can apply the usual T -T ⋆ argument:
(3.4)
‖T rλ‖2L(L2(S1);Lp(γ)) = ‖(T rλ)⋆‖2L(Lp′ (γ);L2(S1))
= ‖T rλ(T rλ)⋆‖L(Lp′ (γ);Lp(γ))
A direct computation shows that
(T rλ(T
r
λ)
⋆f)(x(t)) =
∫ b
a
K(t, τ)f(x(τ))dτ ,
where
K(t, τ) =
∫
S1
eiλ[ψr(x(t),ω)−ψr(x(τ),ω)]ar(x(t), ω)ar(x(τ), ω)dω .
One can calculate the traces at zero of the first order derivatives of the map
x −→ ψr(x, ω) .
More precisely, we have the following statement.
Lemma 3.1. — Suppose that g(0) = Id. Then for ε≪ 1,
(∂x1ψr(0, ω), ∂x2ψr(0, ω)) = ω, ω = (ω1, ω2) ∈ S1 .
Proof. — The proof of Lemma 3.1 may be found in [3]. For the sake of completeness,
we recall it below. Let y = exp0(rω) and u = u(x, y) ∈ TyM be the unit vector such
that
expy(−ψ(x, y)u(x, y)) = x.
Differentiating with respect to x this identity, we get for x = 0, and any h ∈ T0M ,
(3.5) h = Tru(0,y)(expy) [−dxψ(0, y) · hu(0, y) − r Txu(0, y) · h] .
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But since y = exp0(rω)
(3.6) Tru(0,y)(expy) · u(0, y) = −ω
Take the scalar product with ω in (3.5). Using Gauss’ Lemma (see for example [6,
3.70]), we get
dxψ(0, y) · h = g0(h, ω),
i.e.
∇xψ(0, y) = ω.
Note that by performing a linear change of coordinates, we can assume that g(0) =
Id. Using Lemma 3.1, we can estimate the kernel K(t, τ).
Lemma 3.2. — There exists δ > 0 such that for |t− τ | < δ,
|K(t, τ)| . (1 + λ|t− τ |)− 12 .
Proof. — For (x, x′) ∈ U × U , we set
K(x, x′) =
∫
S1
eiλ[ψr(x,ω)−ψr(x
′,ω)]ar(x, ω)ar(x
′, ω)dω .
We are going to show that for x, x′ close to zero,
(3.7) |K(x, x′)| . (1 + λ|x− x′|)− 12
which, in view of the property g(x˙(t), x˙(t)) = 1, implies the assertion of the lemma.
Let us now give the proof of (3.7). We parametrize the circle S1 as
ω = ω(w) = (cosw, sinw), w ∈ [0, 2π] .
The Taylor formula allows to write
(3.8) ψr(x, ω)− ψr(x′, ω) = 〈x− x′,Ψ(x, x′, ω)〉,
where
(3.9) Ψ(x, x′, ω) =
∫ 1
0
∇xψr(x′ + θ(x− x′), ω)dθ .
In (3.8), (3.9), 〈·, ·〉 stands for the R2 scalar product and ∇x = (∂x1 , ∂x2). We can
therefore write
ψr(x, ω)− ψr(x′, ω) = |x− x′|Φ(x, x′, σ, ω),
where
Φ(x, x′, σ, ω) = 〈σ,Ψ(x, x′, ω)〉, σ = x− x
′
|x− x′| ∈ S
1 .
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For (x, x′, σ) ∈ U × U × S1 we set
K1(x, x
′, σ) :=
∫
S1
eiλΦ(x,x
′,σ,ω)ar(x, ω)ar(x
′, ω)dω .
It suffices therefore to show that there exist ε ≪ 1 and C > 0 such that for every
(x, x′, σ) ∈ U × U × S1, every λ ≥ 0,
|K1(x, x′, σ)| ≤ C(1 + λ)−
1
2 .
Suppose that
σ = (cosα, sinα), α ∈ [0, 2π] .
Thanks to Lemma 3.1,
Φ(0, 0, σ, ω(w)) = 〈σ, ω〉 = cos(w − α) .
Next, we can write
(3.10) Φ′w(0, 0, σ, ω(w)) = − sin(w − α)
and
(3.11) Φ′′ww(0, 0, σ, ω(w)) = − cos(w − α) .
The main point is that Φ′w(0, 0, σ, ω(w)) and Φ′′ww(0, 0, σ, ω(w)) cannot vanish simul-
taneously. In view of (3.10) and (3.11) we can represent the circle S1 as a disjoint
union of 4 segments I1(σ), I2(σ), I3(σ) and I4(σ), where I2(σ) and I4(σ) are neigh-
borhoods of α and α+ π respectively, so that
|Φ′w(0, 0, σ, ω(w))| ≥
√
2
2
, w ∈ I1(σ) ∪ I3(σ)
and
|Φ′′ww(0, 0, σ, ω(w))| ≥
√
2
2
, w ∈ I2(σ) ∪ I4(σ).
Therefore, by continuity, there exists ε≪ 1 such that for every σ ∈ S1, if
(x, x′) ∈ U × U
then
(3.12) |Φ′w(x, x′, σ, ω(w))| ≥
√
2
4
, w ∈ I1(σ) ∪ I3(σ)
and
(3.13) |Φ′′ww(x, x′, σ, ω(w))| ≥
√
2
4
, w ∈ I2(σ) ∪ I4(σ).
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We now split the integral defining K1(x, x
′, σ) in 4 parts according to the splitting
of S1 to I1(σ), I2(σ), I3(σ) and I4(σ). Thanks to (3.12) and an integration by parts
the contributions of I1(σ) and I3(σ) are bounded by
C(1 + λ)−1 .
Thanks to (3.13) and the basic van der Corput lemma (see [21, Chap VIII.1]) the
contributions of I2(σ) and I4(σ) are bounded by
C(1 + λ)−
1
2 .
This completes the proof of Lemma 3.2.
Let us now complete the proof of Theorem 1. We first recall the following classical
consequence of Young’s and Hardy-Littlewood’s inequalities
Lemma 3.3. — Consider 2 ≤ p ≤ +∞ and T a convolution operator
Tf(x) =
∫ +∞
−∞
K(x− y)f(y)dy
with K ∈ L1
loc
. Then the norm of T as an operator from Lp
′
(R) to Lp(R) is bounded
by ‖K‖
L
p
2
. Furthermore, if K(x) = 1|x|2/p and p 6= 2, then the operator T is still
bounded from Lp
′
(R) to Lp(R) (despite the logarithmic divergence of ‖K‖
L
p
2 (R)
).
Using Lemma 3.2, we can write
‖T rλ(T rλ)⋆f‖Lp(γ) . ‖
∫ b
a
(1 + λ|t− τ |)− 12 |f(x(τ))|dτ‖Lp(a,b)
. ‖(1 + λ|t|)− 12 ‖
L
p
2 (a,b)
‖f‖Lp′ (γ) .
But
‖(1 + λ|t|)− 12 ‖
L
p
2 (a,b)
≤ λ− 2p (
∫ Cλ
0
(1 + τ)−
p
4 dτ)
2
p .
{
λ−
1
2 if 2 ≤ p < 4
λ
− 2
p if 4 < p
Therefore for p 6= 4 T rλ(T rλ)⋆ sends Lp
′
(γ) to Lp(γ) with operator norm ≤ Cλδ(p)− 12 .
The case p = 4 follows from the additional property in Lemma 3.3. This ends the
proof of Theorem 1 (except for the optimality which will be dealt with in section 5).
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4. Proof of (1.4)
This section is devoted to the proof of (1.4). For that purpose we need a more
precise description of the kernel of the operators which appeared in the previous
section. Notice that this section contains all the results in section 3, but we preferred
to keep the technical level of the exposition as low as possible for the proof of
Theorem 1. To prove (1.4) we only need to consider the case p = 2 (all the other
cases being deduced from that one and the special case p = 4 in Theorem 1 by
interpolation).
As in the proof of (1.1), for x0 ∈ γ and λ ≥ 1, we consider the map
(Tλf)(x) :=
∫
y∈V
eiλψ(x,y)a(x, y)f(y)dy, x ∈ U,
where U and V are coordinate systems near x0 given in Theorem 4, a(x, y) is the
amplitude introduced in the statement of Theorem 4 and −ψ(x, y) is the geodesic
distance between x and y. Estimate (1.4) is therefore a consequence of the estimate
‖Tλf‖2L2(γ) ≤ Cλ−
2
3
∫
y∈V
|f(y)|2dy .
Recall that the L2(γ) norm measures the contribution of U to the L2 norm along
γ. By duality it suffices to show that T ⋆λ sends L
2(V ) to L2(γ) with norm ≤ Cλ− 13 .
Finally, both previous statements are equivalent to the continuity of TλT
⋆
λ from
L2(γ) to L2(γ) with operator norm ≤ Cλ− 23 . As in the proof of (1.1) the main point
in the proof of (1.4) is a precise description of the kernel of TλT
⋆
λ . The new fact is
that an oscillatory factor in the kernel of TλT
⋆
λ will be crucial to achieve the needed
bound. Recall that in the proof of (1.1) only pointwise bounds on the kernel of TλT
⋆
λ
were used. We can write
(TλT
⋆
λ )(f)(x(t)) =
∫ b
a
K(t, τ)f(x(τ))dτ ,
where
K(t, τ) = K(x(t), x(τ))
with
K(x, x′) =
∫
V
eiλ[ψ(x,y)−ψ(x
′,y)]a(x, y)a(x′, y)dy .
We now give a precise description of this kernel.
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Lemma 4.1. — There exist ε≪ 1, a±, b ∈ C∞(R2×R2×R) such that for |x−x′| &
λ−1, x, x′ ∈ U ,
K(x, x′) =
∑
±
e±iλψ(x,x
′)
(λ|x− x′|) 12
a±(x′, x− x′) + b(x, x′, λ−1|x− x′|−1) .
Moreover a± are real, have supports of size O(ε) with respect to the x and x′ variables
and a±(0, 0) ≥ c > 0. Finally
|b(x, x′, λ−1|x− x′|−1)| ≤ C(λ|x− x′|)− 32 .
Remark 4.2. — We have χλχ
⋆
λ = (|χ|2)λ. As a consequence, the lemma above
amounts to describing the kernel of |χ|2λ. The main difference with respect to Sogge’s
result in Theorem 4 is that the Fourier transform of |χ|2 no longer vanishes near
t = 0 which makes the description more difficult.
Proof. — We represent y in geodesic polar coordinates with origin at x′ as
y = expx′(rω), r > 0, ω ∈ S1 .
Denote by
br(x, x
′, ω) = a(x, expx′(rω))a(x
′, expx′(rω))κ(x
′, r, ω).
We can therefore write
(4.1) K(x, x′) =
∫ c2ε
r=c1ε
∫
S1
eiλ[ψr(x,ω)−ψr(x
′,ω)]br(x, x
′, ω)dωdr ,
where κ(r) is a smooth positive function and
ψr(x, ω) = ψ(x, y) = −dg
(
x, expx′(rω)
)
.
We are going to evaluate the integral over ω in (4.1) by the stationary phase formula.
Assume that
ω = (cosw, sinw), w ∈ [0, 2π] .
We are going to show that for x 6= x′, close to each other, the map
(4.2) ω −→ ψr(x, ω)− ψr(x′, ω)
from S1 to R has exactly two non degenerate critical points. By the fundamental
theorem of calculus
ψr(x, ω)− ψr(x′, ω) = |x− x′|
∫ 1
0
〈σ,∇xψr(x′ + θ(x− x′), ω)〉dθ , σ = x− x
′
|x− x′| .
Further, we consider the real valued function Φr on S
1 × U × U × S1, defined by
Φr(σ, x, x
′, ω) :=
∫ 1
0
〈σ,∇xψr(x′ + θ(x− x′), ω)〉dθ .
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Let us show that for fixed σ ∈ S1 and x, x′ close to each other, the map
(4.3) w −→ Φr(σ, x, x′, ω(w))
from [0, 2π] to R has exactly two non degenerate critical points. We can assume
that g(x′) = Id and using Lemma 3.1, we obtain
Φr(σ, x
′, x′, ω) = 〈σ, ω〉
and therefore
(4.4)
∂Φr
∂w
(σ, x′, x′, ω(w)) = 〈σ, ω˙〉 ,
where ω˙ = (− sinw, cosw) denotes the first derivative of ω with respect to w. Hence,
for fixed σ ∈ S1 the equation
∂Φr
∂w
(σ, x′, x′, ω) = 0
has exactly two solutions ω = ±σ. Clearly
∂2Φr
∂w2
(σ, x′, x′, ω) = 〈σ, ω¨〉 ,
where ω¨ = (− cosw,− sinw) denotes the second derivative of ω with respect to w.
Therefore ∣∣∣∂2Φr
∂w2
(σ, x′, x′,±σ)
∣∣∣ = 1 .
Thanks to the implicit function theorem(2), we obtain that there exist δ > 0, δ′ > 0
such that for every σ ∈ S1, every |x− x′| < δ there exists a unique ω ∈ S1 satisfying
|ω − σ| < δ′ which is a non degenerate critical point of (4.3). Moreover there exists
a unique ω ∈ S1 satisfying |ω + σ| < δ′ which is a non degenerate critical point of
(4.3). Moreover for ω outside the intervals |ω − σ| < δ′ and |ω + σ| < δ′, thanks to
(4.4), ∣∣∣∂Φr
∂w
(σ, x, x′, ω)
∣∣∣ ≥ c > 0 ,
provided x, x′ being close to each other. We therefore obtain that (4.3) has exactly
two non degenerate critical points. This in turn implies that for x 6= x′ the map
(4.2) has also exactly two non degenerate critical points.
Our next step is to construct explicitly the critical points of (4.2). Let us denote
by Σ the circle centered at x′ and of radius r in the geodesic coordinate system
with center x′ (see Figure 2). The geodesic l joining the (different) points x and
x′ is a straight line in this coordinate system. Let us denote by expx′(rω⋆) and
expx′(r(ω
⋆ + π)) the intersections of l and Σ. We can clearly suppose that x lies
(2)Notice the uniform dependence of δ, δ′ with respect to σ ∈ S1.
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on the segment between x′ and expx′(rω⋆). We are now going to show that ω⋆ and
l
x′
x
Σ
expx′(r(ω
∗ + π))
expx′(rω)
expx′(rω
∗)
Figure 3.
ω⋆+π are (the) critical points of (4.2). Let expx′(rω), ω ∈ S1 be an arbitrary point
on Σ. The triangle inequality yields
(4.5) dg(x
′, expx′(rω))−dg(x, x′) ≤ dg(x, expx′(rω)) ≤ dg(x, x′)+dg(x′, expx′(rω)) .
Notice that dg(x
′, expx′(rω)) = r, and moreover using that the line joining x and x′
is a geodesic, we infer the identities
dg(x, x
′) + dg(x, expx′(rω
⋆)) = r, dg(x, expx′(r(ω
⋆ + π)))− dg(x, x′) = r .
Therefore, in view of (4.5),
(4.6) dg(x, expx′(rω
⋆)) ≤ dg(x, expx′(rω)) ≤ dg(x, expx′(r(ω⋆ + π)))
and equalities are possible if and only if ω = ω⋆ or ω = ω⋆ + π. But (4.6) can be
rewritten as
ψr(x, ω
⋆) ≤ ψr(x, ω) ≤ ψr(x, ω⋆ + π), ∀ω ∈ S1 .
On the other hand
ψr(x
′, ω) = r, ∀ω ∈ S1
and therefore ω⋆ is the unique global minimum of (4.2) while ω⋆ + π is the unique
global maximum of (4.2). Hence, for x 6= x′, the critical points of (4.2) are ω⋆ and
ω⋆ + π.
We next evaluate the value of ψr(x, ω)−ψr(x′, ω) at the critical points. Since the
line joining x and x′ is a geodesic, we obtain that
ψr(x, ω
⋆)− ψr(x′, ω⋆) = −dg(x, x′) = ψ(x, x′) .
Similarly,
ψr(x, ω
⋆ + π)− ψr(x′, ω⋆ + π) = dg(x, x′) = −ψ(x, x′) .
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Therefore the values of the phase ψr(x, ω) − ψr(x′, ω) in the critical points are
±ψ(x, x′). Note that this value is independent of r. Coming back to (4.1) we
apply the stationary phase formula to the integral over ω and since ±ψ(x, x′) is in-
dependent of r, after the integration over r, we arrive at the claimed representation
for the kernel K(x, x′). The non vanishing of a±(0, 0) simply comes from the explicit
representation we get from the stationary phase argument and the non negativeness
of the function a appearing in Theorem 4. This reads
(4.7) a±(0, x′) =
∫
r
Ψ(x, x′, r)br(x, x′, ω⋆ + (±π
2
− π
2
))dr
where Ψ(x, x′, r) is a non vanishing function (the Jacobian determinant). This com-
pletes the proof of Lemma 4.1.
Let χ ∈ C∞0 (R) such that
(4.8) χ(x) =
{
1, |x| ≤ 1/2,
0, |x| ≥ 1
and ζ ∈ C∞0 (R) such that
ζ(x) =
{
1, |x| ≤ 1/8,
0, |x| ≥ 1/4 .
Then, since for λ ≥ 1,
(1− ζ)(λx)(1− χ)(λ1/3x) = (1− χ)(λ1/3x),
we can write
1 = ζ(λ(t− τ)) + (1− ζ)(λ(t− τ)) (1 − χ)(λ1/3(t− τ)) + χ(λ1/3(t− τ)) .
According to the above partition of the unity, we split the kernel as
(4.9) K(t, τ) = K1(t, τ) +K2(t, τ) +K3(t, τ)
which in turn induces a natural splitting of TλT
⋆
λ as
TλT
⋆
λ = L1 + L2 + L3
where Lj, j = 1, 2, 3 denote the contributions of Kj to TλT
⋆
λ respectively. Using the
Young inequality and a crude bound on K(t, τ), we obtain the estimate
‖L1(f)‖L2(γ) ≤ C‖ζ(λt)‖L1(R)‖f‖L2(γ) ≤ Cλ−1‖f‖L2(γ)
which is even better than the needed estimate. Next we estimate L2 whose kernel
in supported in the set
{(t, τ) : λ−1 . |t− τ | . λ−1/3}.
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Using Lemma 4.1, we can write
|K2(t, τ)| ≤
C
∣∣(1− ζ)(λ(t− τ))χ(λ1/3(t− τ))∣∣
(λ|t− τ |) 12
.
Using the Young inequality, we get
‖L2(f)‖L2(γ) ≤
C
λ1/3
∥∥∥(1− ζ)(λt)χ(λ1/3t)
(λ1/3|t|) 12
∥∥∥
L1(R)
‖f‖L2(γ)
≤ Cλ− 23 ‖f‖L2(γ) .
It remains to estimate L3 whose kernel is supported in the set
{(t, τ) : λ−1/3 . |t− τ |}.
For t, τ on the support of (1− χ)(λ1/3(t− τ)), with the notation of Lemma 4.1, we
can write
|b(x(t), x(τ), λ−1|x(t)− x(τ)|−1)| ≤ C(λ|x(t)− x(τ)|)−3/2 ≤ C ′λ−1 .
Therefore, the contribution of b to L3 is bounded by λ
−1‖f‖L2(γ) and we only need
to estimate the contribution of the first term in the representation of K(x, x′) given
by Lemma 4.1.
Our next step is a general property of curves passing through the origin of a
geodesic coordinate system.
Lemma 4.3. — Let
x(t) = (x1(t), x2(t)), t ∼ 0
be a smooth curve in geodesic coordinate system with origin 0, parametrized by its
arc length. Suppose also that x(0) = 0 and g(0) = Id. Then
|x˙(0)| = 1, 〈x˙(0), x¨(0)〉 = 0, |x¨(0)|2 = −〈x˙(0), ...x (0)〉,
where 〈·, ·〉 is the R2 scalar product and | · | is the Euclidean norm.
Proof. — We have that
(4.10) g(x˙(t), x˙(t)) = 1 .
and since g(0) = Id, we deduce that |x˙(0)| = 1. Next, we differentiate (4.10) with
respect to t which gives
(4.11) 2
2∑
i,j=1
gij(x(t))x¨i(t)x˙j(t) +
2∑
i,j,k=1
∂gij
∂xk
(x(t))x˙i(t)x˙j(t)x˙k(t) = 0 .
Since we are working in geodesic coordinates the first derivatives of the metric
are vanishing at the origin. Therefore by taking t = 0 in (4.11), we obtain that
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〈x˙(0), x¨(0)〉 = 0. Since we are working in a geodesic coordinate system, we have the
identity
(4.12)
2∑
j=1
gij(x(t))xj(t) =
2∑
j=1
gij(0)xj(t), i = 1, 2 .
Differentiating three times (4.12) with respect to t and taking t = 0 gives
2∑
j,k,s=1
∂2gij
∂xk∂xs
(0) x˙k(0)x˙j(0)x˙s(0) = 0 , i = 1, 2.
Therefore differentiating (4.11) with respect to t and taking t = 0 gives
|x¨(0)|2 = −〈x˙(0), ...x (0)〉 .
This completes the proof of Lemma 4.3 .
Next, we state an elementary lemma.
Lemma 4.4. — Let
x(t) = (x1(t), x2(t)), t ∼ 0
be a smooth curve in R2 such that
(4.13) x(0) = 0, |x˙(0)| = 1, 〈x˙(0), x¨(0)〉 = 0, |x¨(0)|2 = −〈x˙(0), ...x (0)〉,
Then
(4.14) |x(t)|2 = t2(1− t2
12
|x¨(0)|2 +O(|t|3)) .
Proof. — Write the Taylor expansion
x(t) = t
(
x˙(0) +
t
2
x¨(0) +
t2
6
...
x (0) +O(|t|3)) .
We thus can write
|x(t)|2 = t2(|x˙(0)|2 + t〈x˙(0), x¨(0)〉+ t2
4
|x¨(0)|2 + t
2
3
〈x˙(0), ...x (0)〉+O(|t|3))
which, taking into account (4.13), clearly yields (4.14). This completes the proof of
Lemma 4.4.
With Lemma 4.4 in hand, we can now give a precise description of ψ(γ(t), γ(τ)).
Lemma 4.5. — For ε≪ 1, γ(t), γ(τ) ∈ U , we can write
ψ(γ(t), γ(τ)) = −|t− τ |
(
1− c(τ)(t − τ)2 + d(τ, t− τ)(t− τ)3
)
,
where c(τ) and d(τ, t− τ) are smooth functions such that c(τ) ≥ c > 0 .
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Proof. — Let us consider a geodesic coordinate system x = (x1, x2) centered at
γ(τ). In this system the curve γ is given by {x(s), s ∼ 0} with x(0) = 0. Observe
that
|x(t− τ)| = −ψ(γ(t), γ(τ))
and therefore we can apply Lemma 4.3 and Lemma 4.4 to conclude that
(4.15) ψ2(γ(t), γ(τ)) = |t− τ |2
(
1− (t− τ)
2
12
|x¨(0)|2 +O(|t− τ |3)
)
.
We have that in the considered coordinate system
γ′
∣∣
x(s)
=
2∑
j=1
x˙j(s)
( ∂
∂xj
)
x(s)
and by the definition of the covariant derivative along γ (see e.g. [6]), we can write
in the coordinates (x1, x2),
D
dt
γ′
∣∣∣
x(s)
=
2∑
i=1
x¨i(s) + 2∑
j,k=1
Γijk(x(s)) x˙j(s)x˙k(s)
( ∂
∂xi
)
x(s)
,
where Γijk are the Christoffel symbols of the metric g. Since we are working in a
geodesic coordinate system, we have that Γijk(0) = 0 . Therefore
|x¨(0)|2 = g
(D
dt
γ′(τ) ,
D
dt
γ
′
(τ)
)
= 24c(τ) 6= 0
thanks to the assumption (1.3) on the curve γ. Consequently, coming back to (4.15)
and using that ψ is non-positive, we obtain the assertion of Lemma 4.5.
In view Lemma 4.1 and Lemma 4.5, it is now clear that (1.4) is a consequence of
the following oscillatory integral lemma.
Lemma 4.6. — Let χ ∈ C∞0 satisfying (4.8), a ∈ C∞0 (R2) with support O(ε),
ε > 0. Let γ ∈ C∞(R ×R⋆) be of the form
γ(τ, t− τ) = ±|t− τ |
(
1− c(τ)(t − τ)2 + d(τ, t− τ)(t− τ)3
)
,
where c(τ) and d(τ, t − τ) are smooth functions such that c(τ) ≥ c > 0 . We define
the linear map
(Kλf)(t) =
∫ ∞
−∞
eiλγ(τ,t−τ)
a(τ, t− τ)
(λ|t− τ |) 12
(1− χ)(λ1/3(t− τ))f(τ)dτ .
Then for ε≪ 1,
‖Kλf‖L2 ≤ Cλ−
2
3 ‖f‖L2 .
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Proof. — As a startup and to enlighten the exposition below, let us first indicate
how to prove the result in the model case
(4.16) γ(τ, t− τ) = (t− τ) + c(t− τ)3, a(τ, t− τ) = 1
In that case our operator is (modulo a conjugation by eiλs which is an isometry on
L2) a convolution operator with convolution kernel
k(r) = eiλr
3 (1− χ)(λ1/3r)
λ|r|1/2
and consequently the norm of the operator is equal to
‖k̂‖L∞ = λ−2/3 sup
ρ
|̂˜k|(λ−1/3ρ) = λ−2/3 sup
ρ
|̂˜k|(ρ)
with
k˜(r) = eir
3 (1− χ)(r)
|r|1/2
having a bounded Fourier transform, as can be seen by a straightforward application
of van der Corput lemma.
We now come back to the general case. We shall only consider the case when the
sign in front of |t− τ | in the definition of γ(τ, t − τ) is minus, the case of sign plus
being similar. We split the kernel of Kλ into two parts supported respectively in the
sets {t ≥ τ} and {t ≤ τ} which yields
Kλ = K
+
λ +K
−
λ .
With
γ1(τ, t− τ) = γ(τ, t− τ) + |t− τ | = c(τ)(t − τ)3 − d(τ, t − τ)(t− τ)4,
we can write
(K+λ f)(t) = e
−iλt
∫
t≥τ
eiλγ1(τ,t−τ)
a(τ, t− τ)
(λ|t− τ |) 12
(1− χ)(λ1/3(t− τ))eiτλf(τ)dτ .
It is now clear that it suffices to establish the estimate
‖K˜+λ f‖L2 ≤ Cλ−
2
3 ‖f‖L2 ,
where
(K˜+λ f)(t) =
∫
t≥τ
eiλγ1(τ,t−τ)
a(τ, t− τ)
(λ|t− τ |) 12
(1− χ)(λ1/3(t− τ))f(τ)dτ .
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Let us compute the Fourier transform
̂˜
K+λ f(ξ) =
∫ ∞
−∞
∫
t≥τ
exp
(
iλγ1(τ, t−τ)−itξ
) a(τ, t− τ)
(λ|t− τ |) 12
(1−χ)(λ1/3(t−τ))f(τ)dτdt .
We now exchange the order of integration and then we perform a change of variables
(τ, t)→ (τ, z) where t = τ + z/λ1/3. Therefore
(4.17)
̂˜
K+λ f(ξ)
= λ−
2
3
∫ ∞
−∞
∫ ∞
1/2
exp
(
iλγ1
(
τ,
z
λ1/3
)− iτξ − i zξ
λ1/3
)
a
(
τ,
z
λ1/3
)
χ˜(z)f(τ)dzdτ,
where
χ˜(z) =
(1− χ)(z)
z1/2
.
We can therefore write
̂˜
K+λ f(ξ) = λ
− 2
3 Kf(ξ)
where
Kf(ξ) =
∫ ∞
−∞
e−iτξAλ(τ, ξ)f(τ)dτ
with
(4.18) Aλ(τ, ξ) =
∫ ∞
1/2
exp
(
i
[
λγ1
(
τ,
z
λ1/3
)− ξz
λ1/3
])
a
(
τ,
z
λ1/3
)
χ˜(z)dz .
We therefore reduced the matters to establishing a uniform L2 bound on the linear
map K. Let us denote by Φλ(τ, ξ, z) the phase function in the definition of Aλ(τ, ξ),
i.e.
Φλ(τ, ξ, z) = λγ1
(
τ,
z
λ1/3
)− ξz
λ1/3
.
Coming back to the definition of γ1, we can write
Φλ(τ, ξ, z) = c(τ)z
3 − ξ z
λ1/3
− d(τ, z
λ1/3
) z4
λ1/3
.
Hence
∂Φλ
∂z
(τ, ξ, z) = 3c(τ)z2 − ξ
λ1/3
− d(τ, z
λ1/3
) z
λ1/3
4z2 − ∂d
∂z
(
τ,
z
λ1/3
)( z
λ1/3
)2
z2 .
Therefore for ε≪ 1 and (z, τ) on the support of a(τ, z
λ1/3
)
(4.19)
∣∣∣∂Φλ
∂z
(τ, ξ, z)
∣∣∣ ≥ cz2 ,
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provided ξ ≤ 0. On the other hand for every ξ ∈ R, every k ≥ 2, every (z, τ) on the
support of a
(
τ, z
λ1/3
)
, we have the bound
(4.20)
∣∣∣∂kΦλ
∂zk
(τ, ξ, z)
∣∣∣ ≤ Czmax(3−k,0) .
Therefore, we can integrate by parts with the operator
1
i∂Φλ∂z
∂
∂z
.
Each such integration by parts gains 1cz3 . Since derivatives with respect to τ give
only (fixed) powers of z, we obtain that for ξ ≤ 0, k = 0, 1, . . . ,
(4.21) |∂kτAλ(τ, ξ)| ≤ Ck .
Notice that if |ξ| ≤ Cλ1/3 then we can put the slowly oscillating factor e−iξz/λ1/3
in the amplitude χ˜(z), and, the new phase satisfies the bound (4.19) and similar
integration by parts gaining now 1cz2 , we can still achieve the bound (4.21).
We obtain that for every Λ > 0, every k = 0, 1, . . . there exists C > 0 such that
for every ξ ≤ Λλ1/3,
(4.22) |∂kτAλ(τ, ξ)| ≤ C .
Let χ0 ∈ C∞0 (R) be such that
χ0(x) =
{
0, |x| ≤ 1/2,
1, |x| ≥ 1 .
For Λ > 0 to be fixed later, we consider the splitting
K = K1 +K2,
where
(K1f)(ξ) = (1− χ0)
( ξ
Λλ1/3
)
(Kf)(ξ)
Observe that
(K1f)(ξ) =
∫ ∞
−∞
(1− χ0)
( ξ
Λλ1/3
)
Âλ
(
ξ − σ, ξ)fˆ(σ)dσ
2π
,
where Âλ denotes the Fourier transform of Aλ with respect to the first variable.
Thanks to (4.22), and using the compactness of the support of Aλ(τ, ξ) with respect
to τ , we obtain that for every N ∈ N there exist CN such that
(4.23) |(1− χ0)
( ξ
Λλ1/3
)
Âλ
(
ξ − σ, ξ)| ≤ CN
(1 + |ξ − σ|)N .
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Estimate (4.23) with N = 2 and the Young inequality imply the uniform (with
respect to λ) boundedness of K1 on L2(R).
It remains to estimate K2 as an operator on L2(R). For ξ > 0, we consider a
change of variable
z 7→
( ξ
λ1/3
)1/2
z
which allows to write
(4.24) Aλ(τ, ξ) =
( ξ
λ1/3
) 1
2
∫
exp
(
i
( ξ
λ1/3
) 3
2φλ(τ, ξ, z)
)
a
(
τ,
√
ξ z√
λ
)
χ˜
(√ξ z
λ1/6
)
dz.
Remark that due to support considerations, in the integral above
z ≥ 1
2
(
ξ
λ1/3
)− 1
2
and
(4.25) φλ(τ, ξ, z) = c(τ)z
3 − z − d(τ, √ξ z√
λ
) √ξ z√
λ
z3 .
Now we set
ω =
( ξ
λ1/3
)3/2
and we intend to apply the stationary phase formula (ω being the large parameter)
to the integral (4.24). Consider the equation
(4.26) 3c(τ)z2 − 1 +O(εz2) = 0
satisfied by the critical points with respect to z of the phase φλ(τ, ξ, z) on the support
of a
(
τ,
√
ξ z√
λ
)
. For ε≪ 1, the equation (4.26) has a unique positive root z = zλ(τ, ξ)
which satisfies
(4.27) 0 < c1 ≤ zλ(τ, ξ) ≤ c2 .
In addition, the critical point zλ(τ, ξ) is non degenerate
∃c > 0; c ≤ ∂
2φλ
∂z2
(zλ(τ, ξ)) ≤ 1
c
.
Since
(4.28)
∂φλ
∂z
(τ, ξ, zλ(τ, ξ)) = 0 .
Differentiating (4.28) with respect to τ gives
(4.29)
∂2φλ
∂z∂τ
(τ, ξ, zλ(τ, ξ)) +
∂zλ
∂τ
(τ, ξ)
∂2φλ
∂z2
(τ, ξ, zλ(τ, ξ)) = 0 .
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Coming back to (4.25) and using (4.27), we obtain that∣∣∣∣∂zλ∂τ (τ, ξ)
∣∣∣∣ ≤ C
√
ξ
λ
Similarly, differentiating (4.29) with respect to τ , we get for k ≥ 1,
(4.30)
∣∣∣∣∂kzλ∂τk (τ, ξ)
∣∣∣∣ ≤ Ck .
Next, we notice that
(4.31)
∣∣∣∣( ∂∂τ )p( ∂∂z )qa(τ,
√
ξ z√
λ
)
χ˜
(√ξ z
λ1/6
)∣∣∣∣ ≤ Cp,q( ξλ1/3)
q
2
.
But for ω ≫ 1 we have that ( ξ
λ1/3
)q
≪ ωq
Therefore, for ξ/λ ≤ C, we can apply the stationary phase formula to sufficiently
high order (we recall that in the expansion given by the stationary phase formula
the k-th term in ω−k involves derivatives of order 2k of the symbol, see [11, Th.
7.7.1]), and we get
Aλ(τ, ξ) = exp
(
iωVλ(τ, ξ)
)
qλ(τ, ξ)
where qλ(τ, ξ) satisfies
|∂kτ qλ(τ, ξ)| ≤ Ck
( ξ
λ1/3
)− 1
4
, k = 0, 1, 2, 3
and Vλ(τ, ξ) is the value of the phase φλ(τ, ξ, z) at the critical point z = zλ(τ, ξ),
hence satisfies
(4.32) |∂kτ Vλ(τ, ξ)| ≤ Ck , k = 0, 1, 2, 3.
Moreover, if ξλ ≫ 1, then the critical point zλ(τ, ξ) lies far from the support of
the function a and consequently, by integrating by parts and using (4.20) (4.31), we
obtain a contribution rapidly decaying with respect to λ. Observe that the condition
ω ≫ 1 can be achieved by taking Λ≫ 1 in the definition of the cut-off χ0.
Let χ1 ∈ C∞0 (R) be equal to one in a neighborhood of zero. Consider the splitting
K2 = K21 +K22,
where
(K21f)(ξ) = (1− χ1)
( ξ
δλ
)
(K2f)(ξ) .
Notice that for ξ on the support of (1− χ1)
(
ξ
δλ
)
one has
(4.33) |ξ| & δλ .
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On the other hand, on the domain of integration in (4.24),
(4.34)
∣∣∣∣√ξ z√λ
∣∣∣∣ . ε .
Therefore, if δ = κε2 with κ large enough, we obtain that (4.33) and (4.34) imply
|z| ≤ c1/2. Hence, in view of (4.27), for ξ on the support of (1− χ1)
(
ξ
δλ
)
the phase
function φλ(τ, ξ, z) has no critical point in z and we can evaluate K21 as we did for
K1 thanks to the rapid decay (in λ) satisfied by Aλ(τ, ξ).
It remains to deal withK22. For that purpose, we make another appeal to a duality
argument. We need to establish the uniform (with respect to λ) boundedness on
L2(R) of the operator
(K22f)(ξ) = χ0
( ξ
Λλ1/3
)
χ1
( ξ
δλ
)∫ ∞
−∞
e−iτξeiω Vλ(τ,ξ)qλ(τ, ξ)f(τ)dτ .
By duality one therefore needs to study the uniform L2 boundedness of K22K⋆22,
where K⋆22 is the formal adjoint of K22 with respect to the L2(R) inner product.
Write
(K22K⋆22f)(ξ) =
∫ ∞
−∞
S(ξ, σ)f(σ)dσ,
where
S(ξ, σ) = χ0
( ξ
Λλ1/3
)
χ1
( ξ
δλ
)
χ0
( σ
Λλ1/3
)
χ1
( σ
δλ
)
×
×
∫ ∞
−∞
e−iτ(ξ−σ) exp
(
i
[
ωVλ(τ, ξ)− σ
3/2
λ1/2
Vλ(τ, σ)
])
qλ(τ, ξ)qλ(τ, σ)dτ .
We next write
(4.35) ωVλ(τ, ξ)− σ
3/2
λ1/2
Vλ(τ, σ) =
ξ3/2
λ1/2
Vλ(τ, ξ)− σ
3/2
λ1/2
Vλ(τ, σ) = (ξ−σ)Rλ(τ, ξ, σ) .
The relevant fact about Rλ is that for ε≪ 1, the map
τ 7→ τ −Rλ(τ, ξ, σ)
is a small perturbation of the identity and thus the corresponding integral operator
is L2 bounded. Let us now give the precise argument.
Vλ(τ, ξ) = φλ(τ, ξ, zλ(τ, ξ))
and therefore, by invoking (4.28), we obtain that
∂Vλ
∂ξ
(τ, ξ) =
∂φλ
∂ξ
(τ, ξ, zλ(τ, ξ)) .
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Coming back to the definition of φλ, using (4.27) and (4.30), we obtain that
(4.36)
∣∣∣∣( ∂∂τ )k ∂Vλ∂ξ (τ, ξ)
∣∣∣∣ ≤ Ck ξ− 12 λ− 12 .
Since δ . ǫ2, estimates (4.32) and (4.36) imply the bound∣∣∣∣∣( ∂∂τ )k ( ∂∂ξ)[ ξ3/2λ1/2 Vλ(τ, ξ)]
∣∣∣∣∣ ≤ C(
√
ξ
λ
+
ξ
λ
)
≤ Cε, k = 0, 1, 2, 3
for ξ on the support of χ1
(
ξ
δλ
)
. Coming back to (4.35), we obtain
|∂kτ Rλ(τ, ξ, τ)| ≤ Cε , k = 0, 1, 2, 3.
For ε≪ 1, after two integrations by parts in τ , we obtain the bound
|S(ξ, σ)| ≤ C
(1 + |ξ − σ|)2
and therefore using the Young inequality we obtain that K22K⋆22 is bounded on
L2(R), uniformly in λ. This completes the proof of Lemma 4.6 and consequently
of (1.4).
5. On the optimality of (1.1) and (1.4)
5.1. Optimality for the spectral projectors on any manifold. — In this
section we prove lower bounds for the smoothed spectral projectors χλ involved in
Theorem 3. In section 5.2 we will use these bounds to get the optimality of (1.1)
and (1.4) in the particular case of the standard sphere. Let us first study the case
p ≥ 4.
Lemma 5.1. — Let p ≥ 4. For any smooth curve γ, there exists c > 0 such that
for any λ ≥ 1,
(5.1) ‖χλ‖L(L2(M);Lp(γ))) ≥ cλ
1
2
− 1
p
Proof. — Indeed since
‖χλ‖2L(L2(M);Lp(γ))) = ‖χλχ∗λ‖L(Lp′ (γ);Lp(γ)))
and since
‖Rλ‖L(L2(M);Lp(γ))) ≤ Cλ−1/2,
it suffices to prove
‖TλT ⋆λ‖L(Lp′ (γ);Lp(γ)) ≥ cλ−
2
p .
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But if |t−s| ≤ 2ǫλ−1 then the oscillatory factor eiλ[ψ(x(t),y)−ψ(x(s),y)] does not oscillate
any more and if ǫ > 0 is chosen small enough, the kernel K of the operator TλT
⋆
λ
satisfies
Re(K(t, s)) = Re(K(x(t), x(s)))
=
∫
V
Re(eiλ[ψ(x(t),y)−ψ(x(s),y)])a(x(t), y)a(x(s), y)dy ≥ α > 0.
As a consequence, choosing as test functions f(s) = λ
1
p′ φ
(
λs
ǫ
)
(with φ ∈ C∞0 (−1, 1)
real and non negative), we obtain (for a constant c > 0)
Re
(
1|t|≤ǫλ−1TλT
⋆
λf
)
≥ c1|t|≤ǫλ−1
∫
λ
1
p′ φ
(λs
ǫ
)
ds
≥ c1|t|≤ǫλ−1λ
1
p′
−1
and
‖TλT ⋆λf‖Lp ≥ cλ
1
p′
−1− 1
p = cλ−
2
p
We now turn to the case 2 ≤ p ≤ 4 if γ is a geodesic.
Lemma 5.2. — Let 2 ≤ p ≤ 4. For any geodesic γ, there exist c > 0 such that for
any λ ≥ 1,
(5.2) ‖χλ‖L(L2(M);Lp(γ))) ≥ cλ
1
4
Proof. — As in the previous case, this lemma is equivalent to
‖TλT ⋆λ‖L(Lp′ (γ);Lp(γ)) ≥ cλ−
1
2 .
Assume that the geodesic is parametrized by arc length. The critical value of the
phase in the expression of the kernel of the operator TλT
⋆
λ is
ψ(x(t), x(s)) = |t− s|
and coming back to the expression of the kernel given by Lemma 4.1 we have for
Cλ−1 ≤ |t− s|,
(5.3) K(t, s) = K(x(t), x(s))
= eiλ|t−s|
a+(t, s)
(λ|t− s|)1/2 + e
−iλ|t−s| a
−(t, s)
(λ|t− s|)1/2 +O
( 1
(λ|t− s|)3/2
)
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where a± is non negative and does not vanish for t, s in a neighborhood of (0, 0). As
a consequence, choosing as test functions f(s) = eiλsφ(s−2ǫǫ ) (with φ ∈ C∞0 (−1, 1)
real and non negative), we obtain
(5.4) Re
(
e−iλt14ǫ≤t≤5ǫTλT ⋆λf
)
≥ 14ǫ≤t≤5ǫRe
(∫
e−iλtK(t, s)eiλsφ(
s − 2ǫ
ǫ
)ds
)
≥ 14ǫ≤t≤5ǫ
∫
ǫ≤s≤2ǫ
a+(t, s)
(λ(t− s))1/2φ(
s− 2ǫ
ǫ
)ds
−
∣∣∣∫
ǫ≤s≤2ǫ
e−2iλ(t−s)
a−(t, s)
(λ(t− s))1/2φ(
s− 2ǫ
ǫ
)ds
∣∣∣−O(λ−3/2)
We can integrate by parts with respect to s in the second integral in the right hand
side of (5.4) and gain any power of λ−1. As a consequence, the main contribution
is the first term and we obtain
‖TλT ⋆λf‖Lp ≥
c
λ1/2
(c > 0),
which completes the proof.
We finally turn to the case 2 ≤ p ≤ 4 if γ is geodesically curved.
Lemma 5.3. — Let 2 ≤ p ≤ 4. For any geodically curved γ, there exists c > 0 such
that for any λ ≥ 1,
(5.5) ‖χλ‖L(L2(M);Lp(γ))) ≥ cλ
1
3
− 1
3p
Proof. — As before this lemma is equivalent to
‖TλT ⋆λ‖L(Lp′ (γ);Lp(γ)) ≥ cλ−
1
3
− 2
3p .
In that case, we use the expression of the phase obtained in (4.15) and choose as
test functions f(s) = eiλsλ
1
3p′ φ(λ
1/3s−2ǫ
ǫ ) (with φ ∈ C∞0 (−1, 1) real and non negative)
and obtain
(5.6) Re
(
e−iλt14ǫλ−1/3≤t≤5ǫλ−1/3TλT
⋆
λf
)
≥ 14ǫλ−1/3≤t≤5ǫλ−1/3Re
(∫
e−iλtK(t, s)eiλsλ
1
3p′ φ
(λ1/3s− 2ǫ
ǫ
)
ds
)
But on the support in s of the function f and for 4ǫλ−1/3 ≤ t ≤ 5ǫλ−1/3, we have
ǫλ−1/3 ≤ s ≤ 3ǫλ−1/3 ≤ 4ǫλ−1/3 ≤ t ≤ 5ǫλ−1/3
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and consequently we can use the description of the kernel given in Lemma 4.1 and
according to Lemma 4.5, for ǫ > 0 small enough
Re(e−iλte−iλψ(t,s)eiλs) = Re
(
e−ic(s)λ(t−s)
3(1+O(λ−1/3))
)
≥ 1
2
We deduce, since a+(0, 0) is positive,
(5.7) Re
(
e−iλt14ǫλ−1/3≤t≤5ǫλ−1/3TλT
⋆
λf
)
≥ c14ǫλ−1/3≤t≤5ǫλ−1/3
∫
φ
(λ1/3s− 2ǫ
ǫ
)
× 1
(λ(t− s))1/2 ds
−
∣∣∣∫ e−iλ((t−s)+ψ(t,s)) a−(t, s)
(λ(t− s))1/2φ
(λ1/3s− 2ǫ
ǫ
)
ds
∣∣∣
−O(λ−1)
∫
φ
(λ1/3s− 2ǫ
ǫ
)
ds
≥ cλ−1/314ǫλ−1/3≤t≤5ǫλ−1/3
∫
φ
(λ1/3s− 2ǫ
ǫ
)
ds−O(λ 13p′−2)
where as in the previous case we integrated by parts with respect to the variable s
to gain powers of λ−1 in the integral involving a− (each such integration by parts
gains λ−1 and looses λ1/3 due to the powers of (t− s)). As a consequence
‖TλT ⋆λf‖Lp ≥ cλ−
2
3
− 1
3p = λ
1
3p′
− 2
3
− 1
3p ‖f‖Lp′ = cλ−
1
3
− 2
3p ‖f‖Lp′
which completes the proof.
5.2. From spectral projectors to exact eigenfunctions on spheres. —
Proof. — We first remark that our lower bound for the norm of the smoothed spec-
tral projector χλ from L
2(M) to Lp(γ) gives a lower bound for the norm of the
spectral projector
Πλ = 1√−∆−λ∈[0, 1
2
)
in the following sense:
(5.8) ∃c > 0,∃λn → +∞, fn ∈ L2(M); ‖Πλnfn‖Lp(γ) > cλδˇ(p)n ‖fn‖L2(M)
where δˇ(p) = δ˜(p) or δˇ(p) = δ(p) according whether the curved is geodesically curved
or not. Indeed, if the converse were true,
‖Πλf‖Lp(γ) ≤ ε(λ)λδˇ(p)‖f‖L2(M), with lim
λ→+∞
ε(λ) = 0.
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Writing a partition of unity
1 =
∑
n∈Z
Πn
2
and inserting another projector Π˜λ = 1√−∆−λ∈[−1,1],
χ(
√
−∆− λ) =
∑
n∈Z
Πn
2
Π˜n
2
χ(
√
−∆− λ),
we obtain
‖χ(
√
−∆− λ)‖L(L2(M);Lp(γ)) ≤
∑
n
ε(n)nδˇ(p)‖Π˜n
2
χ(
√
−∆− λ)‖L(L2(M)).
But due to the rapid decay of the function χ,
‖Π˜n
2
χ(
√−∆− λ)‖L(L2(M)) ≤
CN
(1 + |λ− n2 |)N
and consequently we obtain
‖χ(
√
−∆− λ)‖L(L2(M);Lp(γ)) ≤ o(1)λδˇ(p) as λ→ +∞,
which is contradicting our lower bounds for the spectral projector χλ.
Now, if the manifold M is a sphere, we know that Πλ has range either {0} or
the finite dimensional space or spherical harmonics of degree k (corresponding to
eigenvalues −k(k + 1)) if
√
k(k + 1) − λ ∈ [0, 12) (and in that case k is uniquely
determined). The sequence (λn) appearing in (5.8) corresponds necessarily to that
latter case and the sequence gn = Πλnfn satisfies the claimed lower bound.
Remark 5.4. — Inequality (5.1) is optimized on the sphere by the so called zonal
spherical harmonics which concentrate in O(λ−1) neighborhoods of two opposite
points (the poles) and this can be easily seen by using asymptotic descriptions of these
functions (see [22]). Inequality (5.2) is optimized by the highest weight spherical har-
monics Hn(x1, x2, x3) = (x1+ ix2)
n which concentrate on the equator {(x1, x2, x3) ∈
S2;x3 = 0}. Finally, inequality (5.5) is optimized for p = 2 and if the curve is a
parallel circle by some spherical harmonics which can be constructed by some turning
point semi-classical analysis and concentrate on the parallel circles. In the general
case (general curve or 2 < p < 4), as suggested by one of the referees, one can check
that the following spherical harmonics optimize inequality (5.5). Let Hn,φ be the
spherical harmonic rotated by angle φ:
Hn,φ(x1, x2, x3) = (x1 + i(cos(φ)x2 + sin(φ)x3))
n
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and for ψ ∈ C∞0 (−1, 1),
∫
ψ(s)ds = 1 and δ > 0 small enough
un(x1, x2, x3) =
∫
φ
Ψ
(N1/3φ
δ
)
Hn,φ(x1, x2, x3)dφ
(Remark that un is clearly a spherical harmonic )
6. The higher dimensional case
6.1. The estimates in Theorem 3. — In this section we will give the modifica-
tions required to handle the case of submanifolds of higher dimensional manifolds.
Following the approach in Section 3, we define for
z ∼ 0 ∈ Rk → x(z) ∼ 0 ∈ Rd
a system of coordinates on Σ,
Tλ(f) = Tλ(f)(x(z))
and denote by K(x, x′) the kernel of the operator TλT ⋆λ and
K(z, z′) = K(x(z), x(z′))
the kernel of the operator TλT
⋆
λ . The starting point of our analysis is the higher
dimensional analog of Lemma 4.1
Lemma 6.1. — There exist ε≪ 1, (a±n , bn)n∈N ∈ C∞(Rd ×Rd × R), such that for
‖x− x′‖ & λ−1 and any N ∈ N∗,
(6.1) K(x, x′) =
∑
±
N−1∑
n=0
e±iλψ(x,x′)
(λ‖x− x′‖) d−12 +n
a±n (x, x
′, λ) + bN (x, x′, λ) ,
where ψ(x, x′) is now the geodesic distance between the points x and x′. Moreover
a± are real, have supports of size O(ε) with respect to the first two variables and are
uniformly bounded with respect to λ. Finally
|bN (x, x′, λ)| ≤ C(λ|x− x′|)−
d−1
2
−N .
The proof of this Lemma is essentially the same as the proof of Lemma 4.1 (see
also [4, Lemma 2.7]. We simply apply the stationnary phase formula in its full
strength (i.e. with the asymptotic expansion to order P , see for example [11, The-
orem 7.7.5]), the two critical values of the phase (±ψ(x, x′)) being evaluated as in
Section 4.
We shall also use the following Young’s and Hardy-Littlewood inequalities
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Lemma 6.2. — Consider 2 ≤ p ≤ +∞ and T a convolution operator
Tf(x) =
∫
Rk
K(x− y)f(y)dy.
Then the norm of T as an operator from Lp
′
(Rk) to Lp(Rk) is bounded by ‖K‖
L
p
2
.
Furthermore, if K(x) = 1|x|2k/p and p > 2, then the operator T is still bounded from
Lp
′
(Rk) to Lp(Rk) (despite the logarithmic divergence of ‖K‖
L
p
2 (Rk)
).
To conclude the proof of Theorem 3 if k < d−12 is now easy: we simply remark
that, since
dg
(
x(z), x(z′)
) ∼ ‖z − z′‖,
the kernel of Tλ, K(x(z), x(z
′)) is bounded by
(6.2) C(1 + λ‖z − z′‖)− d−12
and apply the Young’s inequality.
If k < d−12 , we conclude that the operator TλT
⋆
λ is bounded from L
2(Σ) to L2(Σ)
by Cλ−k (resp. from L1(Σ) to L∞(Σ) by C) and consequently the operator Tλ is
bounded from L2(M) to L2(Σ) by Cλ−k/2 (resp. from L2(M) to L∞(Σ) by C).
Taking into account that
(6.3) ϕλ = λ
d−1
2 Tλ(ϕλ)
we obtain (if k < d−12 ) Theorem 3 for p = 2 and p = +∞ and consequently, by
interpolation, for any 2 ≤ p ≤ +∞.
If k ≥ d−12 , the simple argument above still applies (using Hardy Littlewood
inequality), but it gives Theorem 3 only in the range
(6.4)
{
p ≥ 4kd−1 if k > d−12 ,
p > 4kd−1 if k =
d−1
2 .
To obtain the full result we have to refine the analysis and take advantage of some
oscillations in the phase in (6.1). We first consider the contribution of {(z, z′); |z −
z′| ≤ Cλ−1} and define for χ ∈ C∞0 (Rd)
K0(z, z) = K(z, z)χ(λ(z − z′)).
Then, using thatK0 is bounded and supported in the set {(z, z′); ‖z−z′‖ ≤ Cλ−1}, in
view of Young’s inequality, the contribution of K0 is easily dealt with. Furthermore,
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the analysis above is sufficient, if N is chosen large enough in Lemma 6.1, to deal
with the contribution of the remainder term bN . Indeed, if N >
d−1
2∫
λ−1≤|z|≤1
dz
(λ|z|) d−12 +N
≤ Cλ−k.
As a consequence, we will focus on the contributions of the main term a+0 and
abusing notations we will still denote by K the function
K(x, x′) = e
iλψ(x,x′)
(λ‖x− x′‖) d−12
a+0 (x, x
′, λ)
The contributions of the other terms (a−0 , a
±
n , 1 ≤ n < N) could be dealt with
similarly, as will appear clearly in the proof below.
We now consider a partition of unity on B = {x ∈ Rk; |x| < 1},
1 = χ(λx) +
log λ/ log 2∑
j=1
χ˜(2jx)
where χ˜ ∈ C∞0 (Rd) and χ˜ is supported in the set {x; 12 < |x| < 2}. We consider the
related partition of the kernel:
(6.5) K(z, z) = K(z, z)χ(λ(z − z′)) +
log λ/ log 2∑
j=1
K(z, z′)χ˜(2j(z − z′))
≡ K0(z, z′) +
log λ/ log 2∑
j=1
Kj(z, z
′)
The main step in the proof of Theorem 3 is the proof of
Proposition 6.3. — If j is large enough, the operator (TT ⋆)j whose kernel is
Kj(z, z
′) satisfies the bounds
(6.6)
‖(TT ⋆)jf‖L∞(Σ) ≤ C
(
2j
λ
) d−1
2
‖f‖L1(Σ)
‖(TT ⋆)jf‖L2(Σ) ≤ C2−jk
(
2j
λ
) d−1
2
+ k−1
2
‖f‖L2(Σ)
Let us first show how Proposition 6.3 implies Theorem 3: by interpolation, we
deduce
‖(TT ⋆)jf‖Lp(Σ) ≤ C2−
2jk
p
(
2j
λ
) d−1
2
+ k−1
p
‖f‖Lp′ (Σ)
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As a consequence, summing for j ≤ log(λ)/ log(2) we obtain
(6.7) ‖TT ⋆f‖L(Lp′(Σ);Lp(Σ)) ≤ Cλ−
d−1
2
− k−1
p
∑
j≤log(λ)/ log(2)
2j(
d−1
2
− k+1
p
)
≤

Cλ−
d−1
2
− k−1
p
+ d−1
2
− k+1
p if p > 2(k+1)d−1
Cλ−
d−1
2
− k−1
p if p < 2(k+1)d−1
Cλ−
d−1
2
− k−1
p log(λ) if p = 2(k+1)d−1
which, taking (6.3) into account gives the estimates in Theorem 3 (remark that the
case p < 2(k + 1)/(d − 1) occurs only when k = d − 1). Remark also that the fact
that we can only prove the estimate for large j is not a problem, as, shrinking the
support of the symbol a (i.e. taking ǫ small enough) in Theorem 4, the contributions
of small j vanish.
We now come back to the proof of Proposition 6.3. The L1 − L∞ bound is
straightforward and we can focus on the L2 bound. We have
Kj(z, z
′) = eiλd(z,z
′) χ˜(2
j(z − z′))
(λd(z, z′))
d−1
2
a0(z, z
′)
where d(z, z′) is the geodesic distance (in M) between points x(z) and x(z′). As
a consequence, on the support of the r.h.s., d(z, z′) ∼ 2−j . Next we introduce a
partition of unity locally finite (uniformly with respect to j):
1 =
∑
p∈Zd−1
χ(2jz − p),
and write
Kj(z, z
′) =
∑
q,q˜∈Zd−1
χ(2jz − q)Kj(z, z′)χ(2jz′ − q˜)
We denote by Rj,q,q˜ the operator whose kernel is
χ(2jz − q)Kj(z, z′)χ(2jz′ − q˜).
Remark that due to the support properties of Kj , in the expression above, only the
contributions from (q, q˜) such that ‖q − q˜‖ ≤ C do not vanish. Remark also that
by quasi-orthogonality in L2 (due to the fact that the partition of unity is locally
finite), we have
‖(TT ⋆)j‖L(L2(Σ)) ≤ C sup
q,q˜
‖Rj,q,q˜‖L(L2(Σ))
For simplicity, we shall only estimate the norm of Rj,q,q (the case of (q, q˜), ‖q−q˜‖ ≤ C
is similar). Using a translation and an orthogonal (linear) transformation, we can
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assume that q = 0 and the metric satisfies gm,n(q) = Id. We now perform a change
of variables, set Z = 2jz and obtain
‖Rj,0,0‖L(L2(Σ)) = 2−jk‖Rj,0,0‖L(L2(Σ))
where the kernel of the operator Rj,0,0, K(Z,Z
′) satisfies
(6.8) K(Z,Z ′) = χ(Z)χ˜(Z ′)Kj(2−jz, 2−jz′)
= eiλd(2
−jZ,2−jZ′)χ(Z)χ(Z ′)
χ˜(Z − Z ′)
(λd(2−jZ, 2−jZ ′))
d−1
2
a0(2
−jZ, 2−jZ ′)
=
(
2j
λ
) d−1
2
eiλ2
−jdj(Z,Z′)χ(Z)χ(Z ′)
χ˜(Z − Z ′)
dj(Z,Z ′)
d−1
2
a0(2
−jZ, 2−jZ ′)
where dj(Z,Z
′) = 2jd(2−jZ, 2−jZ ′) is the distance (measured in Rd) between the
points (Z, 0) and (Z ′, 0) for the family of metrics gjm,n(X) = gm,n(2−jX) which
converges as j tend to the infinity to the metric Id (in the C∞ topology). As a
consequence (and using that on the support of the r.h.s., 12 ≤ ‖Z − Z ′‖ ≤ 2), our
kernel has the following form
K(Z,Z ′) =
(
2j
λ
) d−1
2
eiλ2
−jdj(Z,Z′)σ(Z,Z ′, j)
with dj(Z,Z
′) arbitrarily close (for large j) in C∞ topology to ‖Z − Z ′‖ and σ a
function uniformly bounded with respect to j in C∞0 topology. Proposition 6.3 is
now a consequence of the following non degeneracy property:
Proposition 6.4. — Consider an operator T on L2(Rk), whose kernel K(Z,Z ′)
has the following form
K(Z,Z ′) = eiµdj (Z,Z
′)σ(Z,Z ′, j)
with dj(Z,Z
′) arbitrarily close (for large j) in C∞ topology to d∞(Z,Z ′) = ‖Z−Z ′‖
and σ a function uniformly bounded with respect to j in C∞ topology supported in
the set
{(Z,Z ′); ‖Z‖ ≤ 1, 1
2
≤ ‖Z − Z ′‖ ≤ 2}.
Then, for large j, it satisfies the bound
‖T‖L(L2(Rk)) ≤ Cµ−
k−1
2 .
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The proof of this result (for j = ∞) is standard. We shall recall it to check that
it goes through with the parameter j. By using partition of unities, we can assume
that σ is supported in the set
{(Z,Z ′); ‖Z − Z0‖ ≤ ǫ, ‖Z ′ − Z ′0‖ ≤ ǫ, ‖Z0 − Z ′0‖ ∈ [
1
2
, 2]}
We take polar coordinates centered in Z0 and write Z
′ = Z0 + rθ. We can assume
that Z ′0 = (r0, 0, 0). We have
∇Z(‖Z − Z ′‖) |Z=Z0= −θ.
As a consequence, taking as coordinates Z1,X = (Z2, Z3), we have
∇2X,θ(‖Z − Z ′‖) |Z=Z0,Z′=Z′0= −Id
and we can apply to the operator TZ1,r obtained by freezing the T and r variables the
following classical non-degenerate phase property (see for example [21, Proposition
IX.1.1])
Lemma 6.5. — Consider an operator
Tλf(ξ) =
∫
Rn
eiλΦ(x,ξ)Ψ(x, ξ)f(x)dx
where Ψ(x, ξ) is a fixed smooth function of compact support in Rn and the phase Φ
is real valued, smooth and satisfies
det
(
∂2Φ(x, ξ)
∂xi∂ξj
)
6= 0.
Then
‖Tλf‖L2(Rn) ≤ Cλ−n/2‖f‖L2(Rn).
A simple use of Minkovski inequality gives Proposition 6.4 (in the case j = +∞).
To conclude the proof for large j, we remark that Lemma 6.5 is stable by small
(smooth) perturbations.
6.2. Optimality of Theorem 3. — The first regime to take into account for the
optimality is the zonal regime. If we consider functions on Sd depending only on the
geodesic distance to a fixed point, we obtain the zonal eigenfunctions on Sd. The
zonal eigenfunctions can be expressed in terms of zonal spherical harmonics which
in their turn can be expressed in terms of the classical Jacobi polynomials (see e.g.
[19]). In that case we can show that we have a pointwise concentration. If Zn is the
n-th zonal eigenfunction (with eigenvalue λ2 = n(n+ d− 1))
(6.9) |Zn(x)| ≈ n
d−1
2 ‖Zn‖L2(Sd), d(x, x0) ≤
c
n
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As a consequence, for any submanifold Σ ⊂ Sd if we choose a pole P ∈ Σ, and
consider the family of corresponding zonal eigenfunctions, Zn, we obtain
‖Zn |Σ ‖Lp(Σ) ≥ cn
d−1
2
− k
p ‖Zn‖L2(Sd), c > 0.
and this shows the optimality of Theorem 3 if k ≤ d − 2 and if k = d − 1 and
2d
d−1 ≤ p ≤ +∞.
To obtain the optimality of Theorem 3 in the last regime (k = d−1, 2 ≤ p ≤ 2dd−1 ),
we turn to the highest weight eigenfunctions en = n
d−1
4 (x1 + ix2)
n (corresponding
to eigenvalues λ2 = n(n+ d− 1)). In that case, if Σ contains the geodesic
γ = {x = (x1, . . . , xd);x3 = · · · = xd = 0},
then we obtain
‖en |Σ ‖Lp(Σ) ∼ n
d−1
4
− k−1
2p ‖en‖L2(Sd).
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