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Resumen. Con base en la caracterización de los números naturales a partir de
la propiedad de recursión (ver [2]), probamos en forma general que para un
conjunto dado las propiedades de recursión, inducción y buena fundación son
equivalentes entre sí. El resultado lo extendemos a clases y lo utilizamos para
dar otra prueba de la caracterización del conjunto de los naturales mediante
recursión.
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Recursion, induction and well-founded orders
Abstract. Based on the characterization of the set of natural numbers by the
recursion property, developed in [2], we prove in a general setting that the
properties of recursion, induction and well-foundedness are equivalent for a
given set. This result is extended to classes and is used to give another proof
of the characterization of the set of natural numbers by recursion.
Keywords: recursion, induction, well-founded order.
1. Introducción
Dados un conjunto N , con un elemento e ∈ N , y una función σ : N → N , el sistema
�N, e, σ� satisface los axiomas de Peano si y solo si N es isomorfo al conjunto de números
naturales, donde e representa el neutro y σ la operación sucesor. En [2, Teorema 2] se
logra reducir estos axiomas a una sola propiedad, a saber, la propiedad de recursión y se
muestra lo siguiente:
Si dados un conjunto X y un c ∈ X, y para toda función F : X → X existe una única
función g : N → X tal que
g(e) = c
y
g(σ(n)) = F (g(n)) para n ∈ N ,
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entonces �N, e, σ� satisface los axiomas de Peano.
De lo anterior se sigue que el principio de recursión equivale de hecho al principio de buen
orden y a la propiedad de inducción. Al probar la equivalencia entre las tres propiedades
nos damos cuenta de que el orden lineal no interviene, pues basta considerar una relación
binaria en el conjunto. El único cambio en esta generalización consiste en reemplazar el
principio del buen orden por el de buena fundación.
En la sección 2 probamos la equivalencia entre recursión, inducción y buena fundación
para conjuntos dotados de una relación binaria. Al ﬁnal de esta sección mencionamos
la equivalencia de estos principios para clases. Por último, en la sección 3 damos una
demostración alternativa de la caracterización de los números naturales.
Para ﬁjar la notación, el conjunto de los números naturales se denota por ω, las letras en
negrilla denotan clases, mientras que las letras sin resaltar representan conjuntos. Dada
una función F : A → B y una clase X ⊆ A, F↾X denota la restricción de F al dominio
X. Si F es una función, en ocasiones escribimos Fx en vez de F(x). Dado un conjunto
A, P(A) = {X | X ⊆ A}.
2. Principios para conjuntos
En esta sección ﬁjamos un conjunto A y una relación R ⊆ A×A. Para a ∈ A denotamos
por Sa = {x ∈ A | xRa} el segmento inicial de a, y dado un conjunto X hacemos X<A =
{f : Sa → X | a ∈ A}. Consideremos los siguientes principios para �A,R�.
Principio de Recursión. Dado un conjunto X y una función F : X<A → X , existe
una única función h : A→ X tal que, para todo a ∈ A, h(a) = F (h↾Sa).
Principio de Inducción. Si T ⊆ A es tal que
(∀a ∈ A)(Sa ⊆ T ⇒ a ∈ T ),
entonces A = T .
Principio de Buena Fundación. R es una relación bien fundada. Es decir, todo sub-
conjunto no vacío de A tiene un elemento R-minimal.
Veamos que los principios anteriores son equivalentes.
Lema 2.1. El Principio de Recursión implica que si A �= ∅, entonces (∃a ∈ A)(Sa = ∅).
Demostración. Supongamos que Sa �= ∅ para todo a ∈ A. Entonces ∅<A = ∅, por
lo cual existe una función F : ∅<A → ∅ (la función vacía). Al aplicar el Principio de
Recursión a X = ∅ y a F , existe una función h : A → ∅, de donde se concluye que
A = ∅. �
Lema 2.2. Supongamos el Principio de Recursión. Entonces, dada una función F : A×
X<A → X, existe una única función h : A → X tal que h(a) = F (a, h↾ Sa), para todo
a ∈ A.
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Demostración. Deﬁnamos G : [X<A]<A → X<A de modo que, para α ∈ [X<A]<A,
Gα : domα −→ X
a �−→ Gα(a) = F (a, α(a)).
Al aplicar el Principio de Recursión, existe una única función H : A → X<A tal que,
para todo a ∈ A, Ha = GH↾Sa : Sa → X satisface Ha(c) = F (c,Hc) para c ∈ Sa. Ahora,
si deﬁnimos
h : A −→ X
a �−→ h(a) = F (a,Ha),
se tiene que Ha = h↾Sa y, por lo tanto, h(a) = F (a, h↾Sa).
Para probar la unicidad de h, supongamos que h′ : A → X cumple la recursión con F .
Sea H ′ : A → X<A tal que H ′a = h
′↾Sa para a ∈ A. Luego GH′↾Sa = H
′
a. En efecto, si
c ∈ Sa,
GH′↾Sa(c) = F (c,H
′
c) = F (c, h
′↾Sc) = h
′(c) = H ′a(c).
Luego, por la unicidad de H respecto a la recursión con G, obtenemos H ′ = H y, por lo
tanto, h′(a) = F (a,H ′a) = F (a,Ha) = h(a). �
Teorema 2.3. El Principio de Recursión implica el Principio de Inducción.
Demostración. Supongamos que T ⊆ A satisface
(∀a ∈ A)(Sa ⊆ T ⇒ a ∈ T ). (1)
Basta considerarA �= ∅, pues ∅ cumple inducción al estar bien ordenado. Por el Lema 2.1
existe a0 ∈ A tal que Sa0 = ∅. Luego, por (1), a0 ∈ T . Ahora deﬁnamos F : A×T
<A → T
como sigue:
F (a, g) =
{
a si rang = Sa,
a0 en otro caso.
Entonces, por Lema 2.2, existe una única función h : A → T ⊆ A tal que, para todo
a ∈ A, satisface la recursión
h(a) = F (a, h↾Sa). (2)
Sea F̂ : A×A<A → A deﬁnida por
F̂ (a, g) =
{
a si rang = Sa,
a0 en otro caso.
Notemos que F̂ es una extensión de F , así que h, vista como función de A en A, satisface
(2), con F reemplazado por F̂ . Para concluir entonces que T = A, basta ver que idA
satisface la misma recursión (2), con F reemplazado por F̂ . En efecto, para todo a ∈ A,
id(a) = a = F̂ (a, id↾Sa). Concluimos entonces, por la unicidad de la recursión para F̂ ,
que h = idA. Así A = ranh ⊆ T . �
Notemos que, en la prueba anterior, hacemos recursión sobre cierta función F y utilizamos
la unicidad sobre una extensión F̂ . Esta idea se utiliza posteriormente en el Teorema 3.1
y en el Corolario 3.6.
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Teorema 2.4. El Principio de Inducción implica el Principio de Buena Fundación.
Demostración. Sea B ⊆ A tal que (∀x ∈ B)(∃y ∈ B)(yRx), y veamos que B = ∅. Basta
aplicar inducción a T = A � B y concluir que T = A. En efecto, sea a ∈ A tal que
Sa ⊆ T . Si a /∈ T , entonces a ∈ B, por lo cual existe y ∈ B tal que yRa, i.e., y ∈ Sa ⊆ T ,
lo cual es absurdo. Por lo tanto, a ∈ T y concluimos por inducción que T = A. 
Teorema 2.5. El Principio de Buena Fundación implica el Principio de Recursión.
Demostración. Este es un caso particular del Teorema de la Recursión para clases dotadas
de una relación bien fundada. Para una demostración, ver por ejemplo [1, p. 103]. 
Observación 2.6. Las equivalencias anteriores tienen versiones correspondientes para
clases, cuyas pruebas implican una transcripción directa de los resultados probados an-
teriormente. Especíﬁcamente, y a modo de ilustración, daremos otra demostración del
Teorema 2.3 generalizada a clases. Para tal ﬁn, enunciamos el siguiente resultado, cuya
demostración aparece en [3, p. 67].
Lema 2.7. Suponiendo el Principio de Recursión, existe una función ρ : A → ON tal
que, para cualesquiera a, b ∈ A, si aRb entonces ρ(a) < ρ(b).
La función ρ deﬁnida en el enunciado anterior se conoce como función de rango de A.
En [3, p. 67] se aﬁrma que toda clase dotada de una función de rango es bien fundada,
lo cual es la base para la demostración del siguiente resultado.
Teorema 2.8. El Principio de Recursión implica el Principio de Inducción.
Demostración. Supongamos T ⊆ A tal que
(∀a ∈ A)(Sa ⊆ T ⇒ a ∈ T). (3)
Si A�T �= ∅ consideremos α = mı´nz∈AT{ρ(z)}, y sea a0 ∈ A�T tal que ρ(a0) = α.
Si a ∈ Sa0 , entonces, por el Lema 2.7, ρ(a) < ρ(a0) = α. Luego, por la minimalidad
de α, a ∈ T. Por lo tanto, Sa0 ⊆ T y, de (3), se sigue que a0 ∈ T, lo cual es una
contradicción. 
3. Recursión y los axiomas de Peano
En esta sección damos una prueba alternativa de la caracterización de los números na-
turales a partir del Principio de Recursión, diferente del tratamiento que aparece en
[2].
Fijemos un conjunto N , un elemento distinguido 0N ∈ N y σ : N → N (que representa
la operación sucesor). Para abreviar, escribimos 0 = 0N .
Principio de Recursión. Dados un conjunto X , c ∈ X y F : X → X , existe una única
función g : N → X tal que g(0N) = c y g(σ(n)) = F (g(n)) para todo n ∈ N .
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La estrategia en [2, Teorema 2] es probar primero la recursión con parámetros, la inyec-
tividad de σ y luego inducción. En lo que sigue mostramos dicha inducción sin necesidad
de pasar por los otros preliminares.
Teorema 3.1 (Principio de Inducción). Dado T ⊆ N , si 0 ∈ T y n ∈ T ⇒ σ(n) ∈ T para
todo n ∈ N , entonces T = N .
Demostración. Las hipótesis sobre T implican que σ↾T : T → T y 0 ∈ T . Al aplicar
el Principio de Recursión obtenemos que existe una función g : N → T ⊆ N tal que
g(0) = 0 y g(σ(n)) = σ(g(n)) para n ∈ N . Por otra parte, tenemos que id : N → N
satisface id(0) = 0 y id(σ(n)) = σ(id(n)) para n ∈ N . Notemos que σ es una extensión de
σ↾T , por lo cual g, vista como función de N en N , satisface la recursión con respecto a σ.
Ahora, como g e id satisfacen la misma recursión, entonces, por la unicidad, obtenemos
g = id. Concluimos así que N = ran(id) = ran(g) ⊆ T . �
Del resultado anterior y del Principio de Recursión se pueden demostrar fácilmente los
axiomas de Peano. Ahora, con el propósito de deducir las propiedades básicas de los
naturales de una manera alternativa, procedemos a demostrar el Principio de Recursión
propuesto en la sección 2, sin utilizar el Teorema 3.1.
Consideremos F : P(N) → P(N) tal que F(X) = {0} ∪ σ[X ] para todo X ⊆ N . Luego,
por el Principio de Recursión, existe una única función S : N → P(N) tal que S0 = ∅ y
Sσ(n) = {0} ∪ σ[Sn] para todo n ∈ N . Deﬁnimos m < n ⇔ m ∈ Sn para m,n ∈ N , de
modo que Sn = {k ∈ N | k < n}. Además, k ≤ n representa k < n ó k = n.
Lema 3.2. Para todo n ∈ N , Sσ(n) = Sn ∪ {n}.
Demostración. Sea Ŝ : N → P(N) tal que Ŝn = Sn ∪ {n}. Es claro que Ŝ0 = {0} y
Ŝσ(n) = {0} ∪ σ[Sn] ∪ {σ(n)} = {0} ∪ σ[Ŝn] = F(Ŝn). Como también (S ◦ σ)(0) = {0} y
(S ◦ σ)(σ(n)) = F((S ◦ σ)(n)), entonces Ŝ y S ◦ σ satisfacen la misma recursión sobre F.
Por la unicidad de la Recursión, Ŝ = S ◦ σ. De donde Ŝn = Sσ(n), para todo n ∈ N . �
Lema 3.3. Sean k, n ∈ N .
(a) n ≮ 0.
(b) 0 �= σ(n).
(c) n < σ(n).
(d) k < σ(n) ⇔ k ≤ n.
(e) k ≤ n ⇔ Sk ⊆ Sn.
(f) Las relaciones < y ≤ son transitivas.
(g) k < n ⇔ σ(k) ≤ n.
(h) k < n ⇔ Sσ(k) ⊆ Sn.
(i) 0 ≤ n.
Demostración. Estas propiedades se siguen fácilmente de la notación y del Lema 3.2. La
única demostración que no es directa es la siguiente.
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(e) Sea S′ : N → P(N) tal que S′n =
�




k≤0 S0 = S0 = ∅, y para




































 = {0} ∪ σ[S′n].
Luego S y S′ satisfacen la misma recursión sobre F. Por lo tanto, S = S′ y, si k ≤ n,
entonces Sk ⊆ S′n = Sn. Para el recíproco, si Sk ⊆ Sn, entonces Sσ(k) = {0}∪σ[Sk] ⊆
{0} ∪ σ[Sn] = Sσ(n). Como k ∈ Sσ(k), se tiene que k ∈ Sσ(n). Por (d), k ≤ n. �
Teorema 3.4 (Principio de Recursión Generalizado). Dada F : X<N → X, existe una
única función h : N → X tal que h(n) = F (h↾Sn) para todo n ∈ N .
Demostración. Sea �F : X<N → X<N tal que, si x ∈ X<N , entonces
�Fx : {0} ∪ σ[dom(x)] −→ X
k �−→ �Fx(k) = F (x↾Sk)
(esta función está bien deﬁnida por el item (e) del Lema 3.3). Por el Principio de Recur-
sión, existe una única función H : N → X<N tal que H0 = ∅ y Hσ(n) = �FHn . Es claro
que dom(H0) = ∅ y dom(Hσ(n)) = {0} ∪ σ[dom(Hn)]; es decir, �dom(Hn)�n∈N satisface
la misma recursión que S sobre F. Por lo tanto, dom(Hn) = Sn, para todo n ∈ N , y
Hσ(n) : Sσ(n) −→ X
k �−→ Hσ(n)(k) = F (Hn↾Sk).
Por otra parte, sea H ′ : N → X<N tal que
H ′n : Sn −→ X
k �−→ H ′n(k) = F (Hn↾Sk).
Es claro que H ′0 = ∅ y, dados n ∈ N y k ∈ Sn, H
′
n(k) = Hσ(n)(k). Por lo tanto,
H ′n = Hσ(n)↾Sn. Luego para k < σ(n),
�FH′
n
(k) = F (H ′n↾Sk) = F (Hσ(n)↾Sk) = H
′
σ(n)(k),
por lo cual �FH′
n
= H ′σ(n). Así, H y H
′ satisfacen la misma recursión sobre �F , de modo
que H = H ′; lo cual permite concluir que Hσ(n) = Hn ∪ {(n, F (Hn))}.
Deﬁnamos h : N → X tal que h(n) = F (Hn), y G : N ×X<N → N ×X<N tal que
G(n, x) =
�
(σ(n), x ∪ {(n, F (Hn))}) si domx = Sn,
(0,∅) en otro caso.
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Sea L1 : N → N ×X<N tal que L1(n) = (n,Hn), y deﬁnamos L2 : N → N ×X<N como
L2(n) = (n, h↾Sn). Nótese que L1(0) = L2(0) = (0,∅) y, para n ∈ N ,
L1(σ(n)) = (σ(n), Hσ(n)) = (σ(n), Hn ∪ {(n, F (Hn))}) = G(n,Hn) = G(L1(n))
y
L2(σ(n)) = (σ(n), h↾Sσ(n)) = (σ(n), h↾Sn ∪ {(n, h(n))})
= (σ(n), h↾Sn ∪ {(n, F (Hn))}) = G(n, h↾Sn) = G(L2(n)).
Por lo tanto, L1 y L2 satisfacen la misma recursión sobre G, con término inicial (0,∅),
de donde se concluye que L1 = L2. Luego para todo n ∈ N se sigue que Hn = h↾Sn. Por
lo tanto, h(n) = F (h↾Sn).
Para veriﬁcar la unicidad, sea h′ : N → X tal que h′(n) = F (h′ ↾Sn) para n ∈ N , y
veamos que h′ = h. Consideremos Ĥ : N → X<N tal que Ĥn = h′↾Sn. Luego Ĥ0 = ∅ y,
para k < σ(n),
F̂Ĥn(k) = F (Ĥn↾Sk) = F (Ĥk) = h
′(k).
Entonces F̂Ĥn = h
′↾Sσ(n) = Ĥσ(n). Así, H y Ĥ cumplen la misma recursión sobre F̂ ,
por lo cual Ĥ = H . Por tanto, h↾Sσ(n) = Hσ(n) = h′↾Sσ(n), para cada n ∈ N . Como
n ∈ Sσ(n), concluimos que h(n) = h′(n). �
Corolario 3.5. (a) Si T ⊆ N satisface que
(∀n ∈ N)(Sn ⊆ T ⇒ n ∈ T ),
entonces N = T .
(b) �N,<� es un conjunto bien ordenado.
Demostración. (a) Se sigue de la sección 2 y del Teorema 3.4. Probemos (b). El Teorema
3.4 implica que la relación < es bien fundada, por lo cual es irreﬂexiva y, como es transi-
tiva, entonces �N,<� es un orden parcial tal que todos sus subconjuntos no vacíos tienen
un elemento minimal. Para probar que < es un buen orden, basta ver que los elementos
de N son comparables. Procedamos por inducción según (a). Sea n ∈ N tal que todo
k < n es comparable con todos los elementos de N y veamos, de nuevo por inducción,
que n es comparable con todos los elementos de N . Supongamos k ∈ N tal que todo
i < k es comparable con n, y veamos que k es comparable con n. Si existe algún i < k
tal que n ≤ i, o si existe algún j < n tal que k ≤ j, entonces n y k son comparables
directamente. Supongamos entonces que n � i para todo i < k, y que k � j para todo
j < n. Como todo i < k es comparable con n, entonces i < n, y como todo j < n es
comparable con todos los elementos de N , entonces j < k. Por lo tanto, Sn = Sk, lo cual
implica, por el Lema 3.3, que n ≤ k y k ≤ n. Luego, n = k. �
Corolario 3.6. (a) σ es inyectiva.
(b) Si n ∈ N , entonces n = 0 ó n = σ(k) para algún k ∈ N .
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Demostración. (a) Es directo del Lema 3.3. Para probar (b), sea n ∈ N tal que n �= 0 y
n �= σ(k), para todo k ∈ N . Luego, σ↾Sn : Sn → Sn (si k < n, entonces σ(k) < n, ya que
no pueden ser iguales). Como n �= 0, entonces 0 < n y, por Recursión, existe una función
g : N → Sn tal que g(0) = 0 y g(σ(n)) = σ(g(n)) para todo n ∈ N . También tenemos
que id : N → N cumple que id(0) = 0 y id(σ(n)) = σ(id(n)) para todo n ∈ N . Es decir,
id y g (vista como función de N en N) satisfacen la misma recursión sobre σ : N → N .
Por lo tanto, g = id. Luego, N = ran(id) = ran(g) ⊆ Sn, lo cual implica que n /∈ N . �
Finalmente, deducimos el Principio de Inducción de los otros resultados de esta sección.
Corolario 3.7. Dado T ⊆ N , si 0 ∈ T y n ∈ T ⇒ σ(n) ∈ T para todo n ∈ N , entonces
T = N .
Demostración. Sea n ∈ N tal que Sn ⊆ T . Por el Corolario 3.6 se tiene que n = 0 ó
existe k ∈ N tal que n = σ(k). En el primer caso, es claro que n ∈ T . En el segundo
caso, k ∈ Sn. Por lo tanto k ∈ T y n = σ(k) ∈ T . �
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