The availability and advancements of cloud computing service models such as IaaS, SaaS, and PaaS; introducing on-demand self-service, auto scaling, easy maintenance, and pay as you go, has dramatically transformed the way organizations design and operate their datacenters. However, some organizations still have many concerns like: security, governance, lack of expertise, and migration. The purpose of this paper is to discuss the cloud computing customers' opinions, feedbacks, attitudes, and emotions towards cloud computing services using sentiment analysis. The associated aim, is to help people and organizations to understand the benefits and challenges of cloud services from the general public's perspective view as well as opinions about existing cloud providers, focusing on three main cloud providers: Azure, Amazon Web Services (AWS) and Google Cloud. The methodology used in this paper is based on sentiment analysis applied to the tweets that were extracted from social media platform (Twitter) via its search API. We have extracted a sample of 11,000 tweets and each cloud provider has almost similar proportion of the tweets based on relevant hashtags and keywords. Analysis starts by combining the tweets in order to find the overall polarity about cloud computing, then breaking the tweets to find the specific polarity for each cloud provider. Bing and NRC Lexicons are employed to measure the polarity and emotion of the terms in the tweets. The overall polarity classification of the tweets across all cloud providers shows 68.5% positive and 31.5% negative percentages. More specifically, Azure shows 63.8% positive and 36.2% negative tweets, Google Cloud shows 72.6% positive and 27.4% negative tweets and AWS shows 69.1% positive and 30.9% negative tweets.
Introduction
Cloud computing services are accelerated by the unprecedented amounts of data being generated by not only people but also machines and things. Cisco GCI [1] estimates that nearly 850 ZB will be generated by people, machines, and things by 2021, up from 220 ZB generated in 2016. It is clear that organizations are considering cloud-computing services for financial reasons, more flexibility and robust scalability to meet their dynamic business needs. The traditional way of buying servers, storage, network equipment and setting up infrastructure at your own datacenter may not be cost efficient and extremely difficult to afford for most of the start-up companies as well as the process of maintaining. Therefore, fast scaling resources available on-premise datacenters are quite challenging task. Cloud computing strongly helps under such circumstances; however, the process of choosing cloud provider, cloud model or the service model needs caution and careful evaluation from different angles to avoid vendor's lock-in, and make the transition process to competitor's service easier; if decided to switch in future.
It is common, before subscribing to any service or purchasing a product, to tend to make an online research about products or services, looking at opinions, reviews, advices, experiences and recommendations from other people, especially previous customers or users, mostly using social media such as: Twitter, Facebook, LinkedIn, etc. According to a survey [2] of more than 2000 American adults, 81% of internet users have used the internet to conduct a research about a product they are thinking about buying, with 20% doing this on the typical day.
Twitter [3] is a popular social media platform on which users post and interact with tweets (messages). Twitter has numerous amounts of tweets, which mainly express opinions about a diversity of topics. These tweets may express valuable feedbacks and attitudes from customers about a specific brand or service. This paper discusses the methodology of opinion mining on social media platform (Twitter) to discover people's feedback about cloud computing services in general and attempts to find out the attitudes towards each cloud provider such as Azure [4] , AWS [5] and Google Cloud [6] . It attempts to address the following questions like: Which is the customers' opinion about existing cloud providers? What is the impact of social media on brands and services reputation? and Can the social media reviews and opinions change the customer preference toward a brand or service? This paper is structured as follows. In Section 2, related work and associated research on sentiment analysis is presented. Section 3 focuses on the cloud providers used to collect data. Section 4, discusses the authors' proposed seven steps tweet sentiment analysis methodology. Subsections include, discussions about the collection of the tweet data, the cleaning process, the most frequent words, the related polarity and emotion detection and the sentiment analysis. The emotion and vocabulary detection are based on the two classifiers shown; the Decision Journal of Data Analysis and Information Processing Tree-CART and the Random forest ones. In Section 5, the experimental results are being analysed and in the final section, Section 6, the conclusions drawn out of this paper as well as the future work are shown.
Related Work
Sentiment Analysis has attracted increasing attention from many research communities such as data mining, machine learning and deep learning. Automated sentiment analysis focuses on analyzing the content of online posts, determining whether they are positive, negative, or neutral, and aggregating the sentiments detected into a single generic score [7] . The Net Sentiment Score computes a ratio of positive and negative mentions of a topic. A research study [8] for 120 bank customers on the impact of customer satisfaction, loyalty and intentions to switch, revealed that customer satisfaction was positively correlated with customer loyalty and negatively correlated with customer intentions to switch. Many organizations tend to find out what do customers think or tweet about their products in order to effectively plan marketing campaigns and try to gain the positive impact of Word-of-Mouth [9] . An important criterion for a good classification procedure is that, not only it produces accurate classifiers (within the data limits) but also provides insight and understanding into the predictive structure of the data [10] .
Text mining is another method of automatically extraction of useful and valuable information from different sources like: articles, social media tools and Tweets. The use of an appropriate dictionary, especially a polarity dictionary containing positive and negative expressions is important for this study. A polarity dictionary is a dictionary that assigns a polarity value to each word giving a positive value to word having a positive meaning and a minus value for a word having negative meaning. In principle, the polarity dictionary is created manually. Particular studies tried to automaticate the creation of the polarity dictionaries [11] [12] [13] [14] .
A machine learning approach [15] was used for sentiment analysis. In this approach, the relationship between features of textual data and a polarity is trained and learned from the associated machine learning model. Then, the polarity of a new-text is tested by the application of the learning model. The authors [15] proposed a two-step classification approach. For the first step, the target is classified to be objective (neutral) or subjective. In the second step, the subjective target is classified as positive or negative.
In a lexicon approach [16] for the sentiment analysis, a polarity dictionary is required that consists of pairs of polarity words with the polarity value as positive or negative. The definition of polarity value in a manual way is very difficult, especially for an enormous number of words. For this reason, the construction of polarity dictionary is mandatory for the sentiment analysis.
In another approach [17] , twitter posts are being classified as a distinct service of two functions. Actually, a tweet can be regarded as creation of information (new) or pure distribution (other users' writings or retweet). In regards to emo-Journal of Data Analysis and Information Processing tional divergence and probability or information distribution; the tweets with high emotional divergence have consequently higher probability of retweet.
To this frame, [18] analyzed communication patterns across on-line chatrooms for associated patterns in terms of real time information exchange and emotion. The models of on-line interaction aimed to analyze and compare the emotional triggers in conversations both on-line and in the real world.
Actual results indicated that people did not change their expression patterns between earlier studied of communication approaches. More specifically, the chatrooms do not show the same heated emotional patterns which can be observed in other on-line forms of communication. Effectively, instant reply chats show a more balanced emotion.
Other authors [19] classified tweets based on emoticons and speech parts correlation. More specifically, emoticons [20] were used for the determination of the tweet sentiment, since, the use of characters limit makes it more appropriate to be on a single sentiment. Tweet remainder, by the use of the Tree Tagger algorithm was split in distinct speech parts [21] , indicating which speech part has the highest impact on the overall sentiment.
For large amount of Twitter data, [22] discussed the Perception algorithm for the sentiment classification in the data stream with static selection features.
Cloud Providers Background
The National Institute of Standards and Technology (NIST) [23] defines Cloud computing as a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.
There are three cloud service models: Software as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). Each cloud service model provides a level of abstraction that reduces the efforts required by the service consumer to build and deploy systems. NIST ( Figure 1 ) [24] [25] defines the three service models of cloud services as follows:
• Software as a Service (SaaS). The capability provided to the consumer is to use the provider's applications running on a cloud infrastructure. The applications are accessible from various client devices through either a thin client interface, such as a web browser (e.g., web-based email), or a program interface.
• Platform as a Service (PaaS). The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages, libraries, services, and tools supported by the provider. 
Amazon Web Services (AWS)
Amazon Web Services (AWS) [5] is a cloud services platform from Amazon, 
Google Cloud Platform

Microsoft Azure
Azure [4] is set of cloud services from Microsoft, founded in 2010, which offers compute power, database storage, content delivery, IoT, analytics and big data, identity access, monitoring & management, and other functionalities to help organizations to meet their business needs, scale and grow.
Sentiment Analysis (SA) Methodology
Twitter [3] as a communication and social networking service with a quite complex tweet structure which contains a very specific length of text (140 characters), various hashtags, URLs. The limit imposed upon individual posts, causes users to often utilize shorthand notation as well as emoticons in sentiment expression [26] . For this reason, tweets are quite different from others text formats such as: new articles or product reviews. To solve this problem many sentiment Journal of Data Analysis and Information Processing analysis methods have been developed for the tweet's analysis. These methods can be divided into two categories: Distantly supervised methods [27] and fully supervised methods [28] .
The main problem with twitter information is how to extract the information that is available on tweets and how it can be used to draw meaningful insights.
For this reason, we propose a methodology for tweet sentiment analysis (TSA).
For our study, the following steps are proposed as depicted in Figure 2 for instance, tweets from accounts like "Azure, Microsoft, AzureSupport, awscloud, AWS_Partners, Amazon, Google, GoogleCloud, and GlcouldPartners"
Collect Tweets Dataset
were not collected. The number of tweets collected were 11,822 for the three cloud providers. The distribution of the tweets data is presented in the following 
Preprocessing Data and Cleaning Tweets
The tweets collected were cleaned from hashtags, URLs, unwanted strings, mentions, digits, none words & spaces and converted the words in all the tweets to lower case. Then, we created a label feature to hold the outcome of the classification process. For the tweet's classification into positive, negative or neural is a challenging task; we have used a dictionary of positive and negative opinion words to classify the tweets; opinion lexicon [29] [30] , which contains around 6800 positive and negative words. 
Tokenization of Tweets
In this step, we used the tokenization technique on all the tweets of our dataset as shown in Figure 3 .
We did find out that, the most frequent words were stop words like "to, the, and, a, of, etc."; therefore, we have removed them based on the three lexicons "onix, smart and snowball" as shown in Figure 4 . However, it should be noted that, removing stop words can cause a problem, if the context is affected.
After the stop words removal, some noise appears in the data caused by certain keywords like cloud providers names and some general common terms in cloud computing world. Now, and as it can be seen in Figure 5 , there is a clear indication about the overall most frequent words and specific cloud provider's most frequent words. 
Polarity and Emotion Detection
In this step, the polarity and emotion technique are being evaluated [30] [31] .
We can note that, the prominent positive terms in Azure are: easy, improve, happy, love, beautiful. On the other hand, the negative terms are: miss, issue, bad, error. In Google Cloud, the positive prominent terms are: excited, innovation, support, happy, easy etc., and the negative terms are: issue, miss, error, 
Lexicon Comparison
The results of the three lexicons (AFFIN [32] , NRC [33] , BING [34] ) show different sentiments as shown in the following Figure 10 ; however, the peaks and dips in the sentiment are about the same in the tweets of the cloud providers;
however, AFFIN lexicon shows positive sentiments more than the NRC and BING lexicons.
Build the Document Frequency Matrix (DFM)
The Bag of Words Model [35] iterates though all the tweets in our dataset and calculates its frequency of occurrence in that dataset. The frequency for each term in each tweet is stored in the Document Frequency matrix (DFM), in order to compare all the tokens or terms across each tweet. In this matrix, each row represents a tweet and each column describes a term or feature in that tweet. A sample of the DFM matrix is presented in Figure 11 . indicative of the document correlation given the set of matrix terms. This paper uses the Latent Semantic Analysis (LSA) technique. This technique is based on extracting the relationship between tweets and terms, assuming that terms which are close in meaning will appear in similar pieces of text. LSA leverages a Singular Value Decomposition (SVD) factorization of term-document matrix to extract these relationships as seen in Equation (1).
where:
V contains the eigenvectors of the term correlations XX T . Journal of Data Analysis and Information Processing W contains the eigenvectors of the tweet correlations X T X.
The Latent Semantic Analysis, often provides a solution for the dimensionality problem in text analytics with the selection of the most important singular values. However, the selection of the values of SVD computationally intensive for the prediction models.
Adding a label feature (positive/negative) based on our previous rules-based lexicon's classification. After splitting the tweets into 70% -30% stratified splits, we proceeded with the machine learning algorithms prediction models.
Prediction Model Analysis-Classifiers
In order to predict the tweet sentiment, we build the sentiment classifiers using different models such as Decision Tree/CART and Random Forest. An important criterion for a good classification procedure is, not only the production of accurate classifiers but also, the provision of insights and understanding into the predictive structure of the data [10] . We have tested our classifiers on a set of Twitter posts hand-annotated. A brief description of the two classification models are presented in the following sections.
Decision Tree-CART
Decision trees are supervised learning models. In this analysis, we used the classification and regression trees (CART) [36] to predict the outcome; variable positive or negative (Tweets). Using CART as the base, this classifier extracts knowledge from the proposed dataset and then classifies effectively new data. An example of this CART tree is presented in the following Figure 12 .
Random Forest
A random forest [36] , is a classifier consisting of a collection of tree structured classifiers {h(x, Θk), k = 1, ...} where the {Θk} are independent identically distributed random vectors, and each tree casts a unit vote for the most popular class at input x. Random forests are powerful algorithms, which operate by constructing multiple decision tress; therefore, it is costly in terms of resources and time is required for training. Since we have already reduced our matrix dimension using SVD, it is possible to use the random forest algorithm. In addition to the usage of random forest, a feature added to the matrix to calculate the mean cosine similarity for all the negative tweets, assuming low cosine similarity for negative tweets. As shown in Figure 13 , the use TF-IDF (Term Frequency-Inverse Document Frequency) to enhance the observation, the model and the accuracy is 0.775 at the value cp = 0.01825293.
Classifiers and Performance Evaluation
For the performance evaluation, the two main factors are the accuracy and the sensitivity using a confusion matrix. Accuracy is calculated as the percentage of the total number of instances present for classification which were correctly classified by the model developed. In this paper, accuracy is measured on a scale of 0 to 100 and not from 0 to 1. The confusion matrix [36] presents the number of either type correctly and incorrectly classified by the model developed.
Based on the below Table 2 the accuracy is defined as follows:
Accuracy
TP TN a d TP FP FN TN a b c d
The sensitivity is referred as the true positive (recognition rate) and it is calculated as the percentage of True Positive (TP) over the sum of TP and FN. Figure 13 . Accuracy using TF-IDF approach. 
Experiments and Results
For all the scenarios, a k-fold cross-validation method has been employed to divide the dataset into different sub-samples. A k-fold cross-validation method, is a way to improve the holdout method. The original sample is randomly divided into k equally (or nearly equally) sized sub-samples, and the cross-validation process is repeated k times (the folds). Each time, one of the k sub-samples is used as the test set and the other (k − 1)
sub-samples are put together to form the training set. Finally, the average error across all k trials is computed [36] . For our analysis, we explored the computed results based on 10 folds. Cross-validation was repeated 3 times over the training portion of our dataset that we converted previously to document term matrix in combination with the various classifiers.
In greater details, the Bag of Words Model is applicable on the train dataset. Table 4 ). The accuracy measurement has been improved using the random forest algorithm with the SVD and cosine Figure 14 . Word cloud of our analysis. similarity feature and compared to our previous single tree algorithm; achieved an accuracy 0.856. However, accuracy is not the only measure to look at, for instance: sensitivity which i.e. the proportion of actual positive tweets (true positive rate) measures as 0.77 and specificity i.e. the actual negative (true negative rate) measured at 0.88.
Explore Most Common Words-WordCloud
Word cloud, allows to highlight the most frequently words in the tweets. The most frequent terms in the tweet's dataset are: amp, devops, service, serverless, data, learn as presented in Figure 14 .
Conclusions and Future Work
Conclusions
Organizations may still have many concerns when deploying cloud computing, for example related, but not limited to: security, governance, lack of expertise, Journal of Data Analysis and Information Processing and migration. This paper discussed the cloud computing and services in terms of customers' opinions, feedbacks, attitudes, and emotions by using sentiment analysis. The aim is to help people and organizations to understand the benefits and challenges of cloud services from the general public's perspective view as well as opinions about existing cloud providers. Focus was given on three main cloud providers: Azure, Amazon Web Services (AWS) and Google Cloud.
The methodology used in this paper is based on sentiment analysis applied to tweets extracted from social media platform (Twitter) via its search API. We have extracted a sample of 11,000 tweets and each cloud provider has almost similar proportion of the tweets based on relevant hashtags and keywords. The extracted data, exclude tweets from the official cloud provider's accounts.
Bing and NRC Lexicons were used to measure the polarity and emotion of the tweets' terms. Results indicated that the overall polarity classification, across all cloud providers showed 68.5% positive and 31.5% negative. More specifically, Azure showed 63.8% positive and 36.2% negative, Google Cloud showed 72.6% positive and 27.4% negative and AWS showed 69.1% positive and 30.9% negative.
Future Work
In the near future we are aiming to measure the associated performance using SVM (Support Vector Machine), Neural Networks in supplement to the methods used and described in this paper. Moreover, to be in a position to have more clear idea on the analysis of the given sentiment, we are planning to proceed with a more detailed analysis in order to investigate which one suits better.
