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RÉSUMÉ
Le sujet de ce mémoire est l’étude ab initio des nanotubes de carbone. Premièrement, une
introduction du sujet est présentée. Elle porte sur l’historique, la structure géométrique
et électronique et les applications possibles des nanotubes de carbone. En deuxième lieu,
la stabilité énergétique des nanotubes de carbones double parois ainsi que leur structure
électronique sont étudiées. On trouve entre autres que le changement d’hybridation pro-
voque une chute de l’énergie du dernier niveau occupé pour les petits nanotubes. Troi-
sièmement, nous présenterons une étude sur la dépendance en diamètre et en métallicité
du greffage d’unité bromophényle sur la surface des nanotubes. La principale conclu-
sion est qu’il est plus facile de fonctionnaliser les nanotubes de petit diamètre puisque
ceux-ci ont déjà une partie d’hybridation sp3 dans leur structure électronique. Finale-
ment, le dernier chapitre aborde la combustion des nanotubes par le dioxyde de carbone.
On constate que cette combustion ne peut pas débuter sur une surface intacte, ni par un
pontage d’oxygène dû à la grande quantité d’énergie requise. La réaction privilégiée est
alors la combustion par les extrémités du nanotube. Nous proposons une dynamique de
réaction qui contient une sélectivité en diamètre.
Mots clés : Structure électronique, DFT, ABINIT, ONETEP, Gaussian, fonction-
nalisation, bromophényle, combustion, dioxyde de carbone.
ABSTRACT
The subject of this master’s thesis is the ab initio study of carbon nanotubes. First, an in-
troduction to the subject is presented. It covers the history, the geometric and electronic
structure and potential applications of carbon nanotubes. Second, the energy stability of
double-walled carbon nanotubes and their electronic structure are studied. It is found
that the change of hybridization causes a lowering in the energy of the highest occu-
pied molecular orbital’s level for small nanotubes. Thirdly, a study of the diameter and
metallicity dependence for the bromophenyl bonding energy on the carbon nanotubes is
presented. The main conclusion is that it is easier to functionalize the nanotubes of small
diameter since they already have some sp3 hybridization in their electronic structure. Fi-
nally, the last chapter discusses the burning of carbon nanotubes with carbon dioxide. It
is found that combustion can not begin on a pristine surface or by a oxygen bridge due
to the large amount of energy required. The favored reaction is then burning the ends of
nanotubes. We suggest a path of reaction for which a diameter selectivity is apparent.
Electronic structure, DFT, ABINIT, ONETEP, Gaussian, functionalization, bro-
mophenyl, carbon dioxide.
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CHAPITRE 1
INTRODUCTION
Depuis leur découverte, les nanotubes de carbone se sont vite imposés dans diffé-
rents domaines, notamment dans celui de la nanotechnologie. La structure unique de ce
composé dérivé du graphène en fait l’un des plus intéressants tant du point de vue élec-
tronique que mécanique et promet de nombreux aboutissants commercialisables. Nous
verrons dans ce chapitre l’historique de leur découverte, la description structurale et
électronique du graphène et des nanotubes de carbone simple paroi (SWNT) ainsi que
différentes applications. La méthode utilisée pour obtenir les résultats de l’ensemble de
ce document sera également décrite.
1.1 Historique
Il y a environ 500 000 ans, l’homme produisait déjà des nanotubes de carbone à son
insu ; la chaleur intense du feu permettant alors aux atomes de carbone de se combiner
et de former différents fullerènes [51]. Bien entendu, ils ignoraient totalement toutes les
propriétés extraordinaires de ces matériaux. Tout au plus, ils s’en serviraient pour durcir
leurs bouts de bois afin d’avoir plus de succès à la chasse. Ce n’est qu’au 20ième siècle
que les scientifiques ont enfin pu identifier les nanotubes de carbone grâce à l’inven-
tion du microscope électronique en transmission. La première observation relatée dans
la littérature fut réalisée en 1952 par deux physiciens soviétiques : Radushkevich et
Lukyanovich [60]. Malheureusement, la guerre froide a empêché la divulgation scien-
tifique de cette découverte aux pays de membre l’OTAN. Ce n’est qu’en 1976 que les
nanotubes de carbone refont surface grâce à l’observation d’une équipe française décri-
vant « des fibres de carbone creuses (hollow carbon fibers) de taille nanométrique » à
partir de méthode CVD [53].
D’autres observations mineures furent faites par la suite dont celle de John Abrahamson
en 1979 [1]. Mais ce n’est qu’en 1991 que l’engouement pour cette structure prend véri-
2tablement son envol avec la première description (utilisée actuellement) de la formation
des nanotubes par Iijima [33] ouvrant la porte à plusieurs scientifiques sur les applica-
tions possibles de ce nouveau composé. Il fut le premier à véritablement comprendre
l’importance des propriétés électroniques de ce matériel et c’est d’ailleurs pour cette rai-
son qu’on lui attribut la plupart du temps la découverte des nanotubes de carbone. C’est
qu’à cette époque, on connaissait déjà les propriétés électroniques intéressantes des ful-
lerènes et la découverte d’un composé ayant sensiblement les mêmes propriétés, mais
cette fois unidimensionnel, pouvait engendrer une véritable révolution dans le domaine
de la nanotechnologie qui n’était qu’à ses débuts.
1.2 Structure géométrique et électronique
1.2.1 Le graphène
La structure électronique du nanotube de carbone est basée en grande partie sur la
discrétisation des états du graphène. Il faut donc bien connaitre ce dernier pour com-
prendre les nanotubes. Une feuille de graphène est formée d’atomes de carbone dispo-
sés dans un plan (structure bidimensionnelle). La base est composée de deux atomes
identifiés A et B distants de a= 1.42 Å et dont les vecteurs primitifs de translation
a1 = a2(3,−
√
3) et a2= a2(3,
√
3) forment un angle de 60˚ et ont une norme de a0 = 2.46 Å.
Le réseau réciproque est également hexagonal et est représenté par les vecteurs
b1 = 2pi3a (1,
√
3) et b2 = 2pi3a (1,−
√
3) (voir figure 1.1). La méthode la plus simple pour
obtenir la structure électronique près du niveau de Fermi est d’utiliser le modèle de liai-
sons fortes avec les orbitales pz (c.-à-d. sortants du plan) pour former les bandes qui sont
couramment appelées pi (liante, sous le niveau de Fermi) et pi∗ (antiliante, au-dessus du
niveau de Fermi). Les autres bandes occupées, plus basses en énergie et dénotées σ , sont
formées des autres orbitales p et s du carbone et sont responsables des liens dans le plan.
En considérant l’interaction des premiers (vecteurs δi, figure 1.1) et deuxièmes
(δ ′1 =± a1, δ ′2 =± a2 et δ ′3 =± (a2−a1) ) voisins, on obtient l’hamiltonien (h¯= 1)
H =−t ∑
〈i, j〉,σ
(a†σ ,ibσ , j+H.c.)− t ′ ∑
〈〈i, j〉〉,σ
(a†σ ,iaσ , j+b
†
σ ,ibσ , j+H.c.), (1.1)
3Figure 1.1 – Représentation du graphène et de sa zone de Brillouin. À gauche, la cellule
primitive est formée de deux atomes A et B et des vecteurs primitifs a1 et a2. Les δi ,
i= 1,2,3 sont les vecteurs allant aux plus proches voisins. À droite, la zone de Brillouin
correspondante. Les cônes de Dirac sont situés à K et K’ [10].
où ai,σ (a
†
i,σ ) annihile (crée) un électron de spin σ (↑ ou ↓) sur le site i associé à
l’atome A (une définition équivalente est utilisée pour décrire les opérateurs associés
aux atomes B). H.c. représente l’hermitien conjugué des opérateurs qui le précèdent.
Les constantes t ≈ 2.8 eV et 0.02t ≤ t ′ ≤ 0.2t représentent les intégrales de saut du pre-
mier et deuxième voisin respectivement. En diagonalisant l’hamiltonien 1.1, on obtient
les dispersions des bandes pi et pi∗ :
E±(k) =±t
√
3+ f (k)− t ′ f (k) (1.2)
f (k) = 2cos(
√
3kya)+4cos
(√
3
2
kya
)
cos
(
3
2
kxa
)
,
représentées graphiquement à la figure 1.2 [79][10]. On observe à K et à K’ de la zone de
Brillouin un fait très intéressant : la dispersion est linéaire et l’on obtient une largeur de
bande interdite nulle, ce qui est appelé communément un point de Dirac. En développant
l’énergie près de K (| q−K |<< 1), on obtient
E±(q) =±v f | q |+O
[(q
k
)2]
. (1.3)
4L’électron a une masse effective pratiquement nulle (une faible interaction suffit pour
obtenir une largeur de bande interdite non nul ; p. ex. [76][81]) et la vitesse de Fermi v f
est extrêmement grande, de l’ordre de 1× 106 m/s [79]. On peut donc observer une
très grande mobilité des porteurs (jusqu’à 10,000 cm2/V·s [52]). Fait intéressant, cette
mobilité ne semble pas dépendre de la température (donc limitée par les défauts) ce qui
est très important pour les applications à la température de la pièce.
f!k" = 2 cos!#3kya" + 4 cos$#32 kya%cos$32kxa% , !6"
where the plus sign applies to the upper !!*" and the
minus sign the lower !!" band. It is clear from Eq. !6"
that the spectrum is symmetric around zero energy if t!
=0. For finite values of t!, the electron-hole symmetry is
broken and the ! and !* bands become asymmetric. In
Fig. 3, we show the full band structure of graphene with
both t and t!. In the same figure, we also show a zoom in
of the band structure close to one of the Dirac points !at
the K or K! point in the BZ". This dispersion can be
obtained by expanding the full band structure, Eq. !6",
close to the K !or K!" vector, Eq. !3", as k=K+q, with
&q &" &K& !Wallace, 1947",
E±!q" ' ± vF&q& +O(!q/K"2) , !7"
where q is the momentum measured relatively to the
Dirac points and vF is the Fermi velocity, given by vF
=3ta /2, with a value vF*1#106 m/s. This result was
first obtained by Wallace !1947".
The most striking difference between this result and
the usual case, $!q"=q2 / !2m", where m is the electron
mass, is that the Fermi velocity in Eq. !7" does not de-
pend on the energy or momentum: in the usual case we
have v=k /m=#2E /m and hence the velocity changes
substantially with energy. The expansion of the spectrum
around the Dirac point including t! up to second order
in q /K is given by
E±!q" * 3t! ± vF&q& − $9t!a24 ± 3ta28 sin!3%q"%&q&2, !8"
where
%q = arctan$qxqy% !9"
is the angle in momentum space. Hence, the presence of
t! shifts in energy the position of the Dirac point and
breaks electron-hole symmetry. Note that up to order
!q /K"2 the dispersion depends on the direction in mo-
mentum space and has a threefold symmetry. This is the
so-called trigonal warping of the electronic spectrum
!Ando et al., 1998, Dresselhaus and Dresselhaus, 2002".
1. Cyclotron mass
The energy dispersion !7" resembles the energy of ul-
trarelativistic particles; these particles are quantum me-
chanically described by the massless Dirac equation !see
Sec. II.B for more on this analogy". An immediate con-
sequence of this massless Dirac-like dispersion is a cy-
clotron mass that depends on the electronic density as its
square root !Novoselov, Geim, Morozov, et al., 2005;
Zhang et al., 2005". The cyclotron mass is defined, within
the semiclassical approximation !Ashcroft and Mermin,
1976", as
m* =
1
2!+ !A!E"!E ,E=EF, !10"
with A!E" the area in k space enclosed by the orbit and
given by
A!E" = !q!E"2 = !
E2
vF
2 . !11"
Using Eq. !11" in Eq. !10", one obtains
m* =
EF
vF
2 =
kF
vF
. !12"
The electronic density n is related to the Fermi momen-
tum kF as kF
2 /!=n !with contributions from the two
Dirac points K and K! and spin included", which leads to
m* =
#!
vF
#n . !13"
Fitting Eq. !13" to the experimental data !see Fig. 4"
provides an estimation for the Fermi velocity and the
FIG. 3. !Color online" Electronic dispersion in the honeycomb
lattice. Left: energy spectrum !in units of t" for finite values of
t and t!, with t=2.7 eV and t!=−0.2t. Right: zoom in of the
energy bands close to one of the Dirac points.
FIG. 4. !Color online" Cyclotron mass of charge carriers in
graphene as a function of their concentration n. Positive and
negative n correspond to electrons and holes, respectively.
Symbols are the experimental data extracted from the tem-
perature dependence of the SdH oscillations; solid curves are
the best fit by Eq. !13". m0 is the free-electron mass. Adapted
from Novoselov, Geim, Morozov, et al., 2005.
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Figure 1.2 – Dispersion électronique du graphène représentée dans la zone de Brillouin.
L’énergie est en unité de t et t ′ = 0.2t. À droite, un agrandissement d’un des cônes de
Dirac [10].
1.2.2 Le nanotube
Le nanotube de carbone est souvent vu comme l’enroulement d’une feuille de gra-
phène. Il existe principalement deux méthodes de production : l’ablation du graphène par
arc électrique [33] ou la croissance par Catalitic Chemical Vapor Deposition (CCVD)
[19]. Une feuille de graphène n’étant pas limitée dans l’espace, il y a théoriquement
une infinité d’enroulements possibles. On peut voir à la figure 1.3 différents exemples.
Un nanotube de carbone est généralement décrit par son vecteur chiral qui représente
l’enroulement utilisé pour former la circonférence. Il est composé d’une combinaison
linéaire des vecteurs primitifs du graphène : a1 et a2. Pour des raisons pratiques, on note
normalement chaque nanotube par les poids relatifs à chaque vecteur primitif : m et n
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Figure 2.1: Graphene honeycomb lat-
tice with the lattice vectors a1 and a2.
The chiral vector c = 8a1 + 4a2 of the
(8,4) tube is shown with the 4 graphene-
lattice points indicated by circles; the
first and the last coincide if the sheet is
rolled up. Perpendicular to c is the tube
axis z, the minimum translational period
is given by the vector a = −4a1 + 5a2.
The vectors c and a form a rectangle,
which is the unit cell of the tube, if it is
rolled along c into a cylinder. The zig-
zag and armchair patterns along the chi-
ral vector of zig-zag and armchair tubes,
respectively, are highlighted.
,
a2
a1
circumference
(8,4)
( 4,5)!
armchair
zig-zag
(0,4)
(8,0)
!
tubes; their chiral angle is θ = 30◦. Both, zig-zag and armchair tubes are achiral tubes, in
contrast to the general chiral tubes.
The geometry of the graphene lattice and the chiral vector of the tube determine its struc-
tural parameters like diameter, unit cell, and its number of carbon atoms, as well as size and
shape of the Brillouin zone. The diameter of the tube is simply given by the length of the chiral
vector:
d =
|c|
pi
=
a0
pi
√
n21+n1 n2+n
2
2 =
a0
pi
√
N , (2.2)
with N = n21+n1 n2+n
2
2. The smallest graphene lattice vector a perpendicular to c defines the
translational period a along the tube axis. For example, for the (8,4) tube in Fig. 2.1 the smallest
lattice vector along the tube axis is a = −4a1 + 5a2. In general, the translational period a is
determined from the chiral indices (n1,n2) by
a = −2n2+n1
nR
a1+
2n1+n2
nR
a2 , (2.3)
and
a = |a| =
√
3(n21+n1 n2+n
2
2)
nR
a0 , (2.4)
where R = 3 if (n1− n2)/3n is integer and R = 1 otherwise. Thus, the nanotube unit cell is
formed by a cylindrical surface with height a and diameter d. For achiral tubes, Eqs. (2.2) and
(2.4) can be simplified to
aZ=
√
3 ·a0 |cZ| = na0 (zig-zag) (2.5)
aA= a0 |cA| =
√
3 ·na0 (armchair).
Figure 1.3 – Formation d’un nanotube par l’enroulement d’une feuille de graphène.
L’exemple du nanotube (8,4) est donné ainsi que son vecteur primitif (-4,5) et son angle
chiral θ . On peut également voir la direction des nanotubes zigzags et fauteuils (arm-
chair) [61].
(p. ex., on note ~c = ma1+ na2 par (m,n)) ou par son angle chiral θ (équation 1.4). Le
diamètre est trivial à démontrer (équation 1.5). Rappelons que a= 1.42 Å, donc :
cosθ =
n+m/2√
n2+nm+m2
(1.4)
et
d =
a
pi
√
3(n2+nm+m2). (1.5)
L’unique vecteur primitif ~vprim est perpendiculaire au vecteur de circonférence ~c et a
comme norme
|~vprim |= 3a
√
n2+nm+m2
κχ
(1.6)
où κ est le plus grand commun diviseur du couple (m,n). χ = 3 si (m− n)/3κ est un
entier, autrement χ = 1. On peut voir quelques exemples de cellules primitives à la
figure 1.4.
Deux familles principales se distinguent : les fauteuils (n,n) (armchair en anglais) et
les zigzags (n,0) dont leur nom respectif provient de la forme des liens de carbone le
long de leur circonférence. Ils ont également une structure de bandes très particulière
6Figure 1.4 – Exemples de cellules primitives des nanotubes. À gauche : un nanotube zig-
zag (17,0) ; au centre : un nanotube fauteuil (10,10) ; à droite : l’exemple d’un nanotube
chiral (12,8) [61].
qu’il nous reste à dériver.
La différence fondamentale entre une feuille de graphène et un nanotube est que
la fonction d’onde de ce dernier doit être périodique le long de la circonférence. Il en
découle que seulement certains vecteurs d’onde seront permis le long de la circonférence
(k⊥) alors que tous sont permis le long de l’axe du tube (kz). L’espacement entre les
vecteurs d’onde k⊥ est donné par
∆k⊥ =
2pi
|~c | =
2
d
, (1.7)
jusqu’à ce que la zone de Brillouin soit remplie. On peut voir à la figure 1.5 deux
exemples décrivant la structure de bandes des nanotubes fauteuils et zigzags. Seuls
les vecteurs d’onde kz positifs sont représentés. Il ne faut pas oublier que les vecteurs
d’ondes négatifs sont aussi présents. Puisque la structure de bandes du graphène est sy-
métrique, on obtient des bandes doublement dégénérées.
Règle générale, plus le diamètre du nanotube est grand, plus la largeur de bande
interdite de celui-ci est petite, approchant le graphène. Il existe des cas particuliers où
une bande croise exactement le point de Dirac. Cela se produit lorsque (m−n) mod 3=
0 et donc pour tous les nanotubes fauteuils. Le nanotube zigzag qu’en à lui possède
une largeur de bande interdite (lorsqu’il en a une) exactement à Γ (kz = 0) ou devient
métallique en ce point. Ce dernier est très utilisé dans les simulations DFT, car il permet
de sonder à la fois une dépendance en diamètre ou en métallicité tout en conservant la
7même taille de cellule primitive et un nombre réduit d’atomes [61].
2.1 Structure of carbon nanotubes 12
03a
!
"
kz
k1 k2
k
#
!/a0"!/a0
03
2
a
!
03
2
a
!
"
k
#
kz
03a
!
2!/a0
"$$!2 /a0
k2
k1
Figure 2.4: Brillouin zone of a (7,7) armchair and a (13,0) zig-zag tube (thick lines). The background is a contour
plot of the electronic band structure of graphene (white indicates the maximum energy). The graphene Brillouin
zone in the right panel is rotated by 30◦. The Brillouin zone consists of 2n (i.e., 14 and 26, respectively) lines
parallel to kz, where kz is the reciprocal lattice vector along the tube axis. Each line is indexed by m ∈ [−n,n],
where m= 0 corresponds to the line through the graphene Γ point (k = 0). Note that the Brillouin-zone boundary
pi/a is given by pi/a0 for armchair and pi/
√
3a0 for zig-zag tubes. It can be seen from the symmetry of the graphite
hexagonal Brillouin zone that lines with index m and −m are equivalent. The same holds for k and −k with the
same index m.
This yields
k⊥ =
2n1+n2
qnR
k1+
2n2+n1
qnR
k2 (2.11)
kz = − n2q k1+
n1
q
k2 . (2.12)
In Fig. 2.4 the Brillouin zones of a (7,7) armchair and a (13,0) zig-zag tube are shown for
m ∈ [−n,n] in relation to the graphene Brillouin zone. The line through the graphene Γ point
has the index m= 0. The position of the lines with m= 0 and m= n is the same for all zig-zag
and all armchair tubes, respectively, independent of their diameter. With increasing diameter
the number of lines increases while their distance decreases. For chiral tubes, see Fig. 2.8.
To a first approximation, the properties of carbon nanotubes are related to those of graphite
by taking from graphene the lines that correspond to the nanotube Brillouin zone, according to
Eqs. (2.11) and (2.12). For example, the electronic band structure of a particular nanotube is
found by cutting the two-dimensional band structure of graphene (see background of Fig. 2.4)
into q lines of length 2pi/a and distance 2/d parallel to the direction of the tube axis. This
approach is called zone folding and is commonly used in nanotube research. Since the zone-
Figure 1.5 – Structure de bandes des nanotubes zigzags et fauteuils. À gauche : un na-
notube fauteuil (7,7) ; à droite : un nanotube zigzag (13,0). L’arrière-plan représente la
dispersion électronique du graphène, le blanc étant l’énergie la plus élevée et les lignes
bl nches représ nten les énergies permises pour chaque n notube. À cause de la symé-
trie du système, on remplace souvent la description des bandes où k⊥ est négatif par des
bandes doublement dégénérées où k⊥ est strictement positif. Les kz négatifs sont repré-
sentés ici, ais on peut également se contenter des kz positifs par symétrie. On voit qu’il
y aura toujours une bande qui coupera le point de Dirac pour les nanotubes fauteuils
[61].
1.3 Propriétés et applications des nanotubes de carbone
La réputation des na otubes de carbone n’est plus à faire. Il est présentement (ou
sera prochainement) utilisé dans divers domaines allant de l’électronique à la concep-
tion de matériaux de plus en plus résistants. Voici une petite sélection des principales
applications suggérées.
Les nanotubes empruntent évidemment plusieurs caractéristiques au graphène. Ainsi,
ils ont une mobilité de porteurs de charge extrêmement élevée, environ 104 cm2 V−1s−1
(s it ix fois celle du silicium) et peuvent transporter un d nsité de courant de l’ordre
de 109 A cm−2 (environ trois ordres de grandeur de plus qu’un métal conventionnel)
[32]. Ces caractéristiques, en plus de leur grande conductivité thermique [28], font des
8nanotubes de carbone un choix idéal pour des applications en électronique. Plus spéci-
fiquement pour combler la soif de miniaturisation et de performance que le marché ré-
clame et pallier à l’incapacité du silicium pour remplir ces tâches d’ici peu de temps. La
nanotechnologie n’est pas si loin du but, réussissant déjà à fabriquer des transistors à un
niveau de miniaturisation jamais atteint jusqu’à maintenant [46]. L’application à grande
échelle demeure néanmoins difficile compte tenu d’une standardisation déficiente.
Il est également possible de placer un nanotube de carbone en géométrie de transis-
tor pour obtenir un émetteur opérant dans l’infrarouge [50]. De par leurs petites tailles
et leurs excellents transports électriques, ils sont des candidats de choix dans les appli-
cations d’optoélectronique et de photonique nanométrique [2].
Toujours du coté de l’optique, une forêt de SWNTs serait présentement le matériau le
plus noir au monde avec une réflectivité intégrée allant jusqu’à 0.045% (incidence nulle)
et relativement constant dans toutes les longueurs d’onde du visible [80]. Ce corps noir
quasi parfait pourrait être très utile pour capter l’énergie solaire. L’armée serait aussi
intéressée à en faire un excellent agent de camouflage.
Les nanotubes de carbone peuvent également être supraconducteurs à basse tempé-
rature. Le phénomène fut observé dans les SWNTs de petit diamètre (4 Å) [75] et dans
les MWNTs [74]. Bien que la température critique ne soit pas très élevée (au alentour
de 15 K), le phénomène est très intéressant pour la physique théorique étant donné le
caractère unidimensionnel et la composition unique des nanotubes (carbone pur).
De plus, on retrouve bon nombre d’articles dans la littérature portant sur l’encapsu-
lation de molécules (p. ex. hydrogène, méthane, protéines) à l’intérieur des nanotubes
de carbone. En effet, il semblerait qu’il soit préférable énergétiquement de se lier aux
parois internes d’un SWNT plutôt qu’être dans le vide. Un bon nombre d’applications
sont proposées pour tirer profit de ce phénomène : transport moléculaire, encapsulation
et délivrance de médicaments, stockage de l’hydrogène pour les piles à combustible, etc.
[56][16].
Dans un autre ordre d’idée, les nanotubes de carbone n’ont pas seulement emprunté
les propriétés électroniques du graphène ; il font également partie de la classe des maté-
riaux les plus rigides au monde. Possédant un module de Young d’environ 1 TPa [48],
9soit cinq fois l’acier [36], le nanotube de carbone est un candidat de choix pour la fabri-
cation de gilets pare-balles et pour faire concurrence à la fibre de carbone. L’ingénierie
civile s’intéresse aussi à implémenter ce matériau dans ses structures de béton [43].
Malheureusement, chaque technologie a ses défauts. Les nanotubes de carbone sont
considérés comme un polluant nanométrique, c’est-à-dire des particules de petites tailles
qui peuvent facilement s’introduire dans un organisme vivant et y rester. De par leur
structure benzénique, ils pourraient s’intercaler dans les cycles d’ADN et entrainer des
mutations (cancer) [38]. Quoi qu’il en soit, je suis d’avis qu’avec toutes les applications
mentionnées ci-haut, il est impératif d’aller de l’avant. Il suffit d’être prudent.
1.4 Survol théorique
1.4.1 Théorie de la fonctionnelle de la densité
Je présenterai sommairement la théorie de la fonctionnelle de la densité (DFT). La
littérature sur ce domaine est extrêmement vaste depuis la parution des articles fonda-
teurs de cette théorie [31][37]. Il en revient au lecteur à consulter ces références pour
de plus amples détails. La présente section fut réalisée en consultant principalement les
références [13][40] et [47].
L’hamiltonien représentant un système de N électrons peut s’écrire sous la forme
Hˆ = Tˆ +Uˆee+Vˆext =− h¯
2
2me
∑
i
∇2i +
1
2∑i 6= j
e2
| ri− r j | +∑i
Vext(ri) , (1.8)
où le premier terme est l’énergie cinétique, le deuxième est l’interaction électron-électron
et le dernier est un potentiel externe. Le terme représentant le potentiel ion-ion peut être
rajouté à la fin du raisonnement et n’intervient en rien dans le développement.
Le théorème d’Hohenberg et Kohn stipule que toute quantité peut être exprimée
comme une fonctionnelle de la densité. C’est-à-dire que toute observable Oˆ (dont l’éner-
gie) peut être obtenue à partir de celle-ci. La densité représentant le minimum de la
fonctionnelle de l’énergie E[n] sera celle de l’état fondamental du système (n0). On peut
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donc écrire l’énergie sous la forme d’une fonctionnelle
E[n] = T [n]+U [n]+V [n] , (1.9)
où T [n], U [n] et V [n] sont respectivement les fonctionnelles de l’énergie cinétique, de
l’intéraction entre les électrons et du potentiel externe. L’objectif est de trouver la densité
qui minimise l’équation (1.9). Le problème principal réside dans l’énergie de corrélation
et d’échange des électrons cachée à la fois dans T [n] et U [n].
L’élaboration d’une fonctionnelle T [n] qui donne la contribution de l’énergie ci-
nétique pour une certaine densité s’est avérée très difficile. Afin d’obtenir une mé-
thode praticable, Khon et Sham [37] ont introduit un système auxiliaire d’électrons non-
intéragissants donnant la même densité électronique. L’énergie cinétique du vrai système
peut être approximée avec l’énergie du système auxiliaire. On décompose tout d’abord
l’énergie cinétique en ses parties électrons non interagissant (Tni) et la partie corrélée
(Tc) :
T [n] = Tni[n]+Tc[n]. (1.10)
C’est un peu plus complexe pour le terme d’interaction U[n]. Mais on sait pertinem-
ment qu’une partie correspond au terme d’interaction classique coulombienne UH. On
écrit donc
U [n] =UH[n]+U ′[n] =
1
2
∫
d3r d3r′
n(r)n(r′)
| r− r′ | +U
′[n] , (1.11)
de sorte que E[n] s’écrit maintenant comme
E[n] = Tni[n]+UH[n]+U ′[n]+Tc[n]+V [n] (1.12)
= Tni[n]+UH[n]+Exc[n]+V [n] , (1.13)
où Exc[n] est la fonctionnelle d’échange et de corrélation (on en discutera plus tard). En
regroupant les trois termes de droite, on peut associer l’équation (1.13) à l’hamiltonien
d’un système auxiliaire non interagissant (Kohn-Sham) :
HˆKS = Tˆni+VKS(r) , (1.14)
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où
VKS(r) =Vext(r)+
δUHartree[n]
δn(r)
+
δExc[n]
δn(r)
. (1.15)
Il est à noter que l’hamiltonien du système Kohn-Sham et l’hamiltonien de départ ne sont
pas équivalents. Il en est de même pour les états propres. Seules l’énergie et la densité
sont (en théorie) égales.
Jusqu’à présent, le développement nous donne une fonctionnelle exacte. Les princi-
pales branches de la DFT naissent dans l’approximation pour la fonctionnelle d’échange
et de corrélation. Ce sera le sujet des prochaines sections.
1.4.2 Fonctionnelles d’échange et de corrélation
La grande difficulté de toute fonctionnelle est de bien représenter l’énergie d’échange
et de corrélation : Exc[n] = Ex[n]+Ec[n]. L’échange, Ex[n], représentant l’exclusion de
Pauli, pourrait être représenté de manière exacte par Hartree-Fock
EHFx =−
1
2∑i, j
∫
d3r d3r′
e2
| r− r′ |ψ
∗
i (r)ψi(r
′)ψ∗j (r
′)ψ j(r)δsis j . (1.16)
Malheureusement, l’utilisation de cette seule énergie d’échange s’avère erronée, prin-
cipalement parce que la DFT ne dispose pas d’une formulation exacte de l’énergie de
corrélation Ec[n] et que les deux énergies (échange et corrélation) ne sont pas séparables
exactement. On préfère plutôt utiliser une approximation de densité locale (LDA) ou de
correction du gradient généralisé (GGA) pour exprimer cette fonctionnelle. Il s’avère
que les erreurs faites à la fois dans l’énergie d’échange et l’énergie de corrélation s’an-
nulent en partie donnant des résultats satisfaisants.
1.4.3 Approximation de densité locale
La LDA (Local-Density Approximation) est, comme son nom l’indique, une fonc-
tionnelle pour laquelle les quantités sont calculées à partir de la densité (c’est-à-dire
sans correction d’ordre supérieur). La fonctionnelle de l’énergie cinétique Tni[n] peut
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être calculée à partir de l’approximation de Thomas-Fermi :
TLDAni [n] =
3h¯2
10me
(3pi2)2/3
∫
d3r n(r)5/3. (1.17)
Cependant, cette expression n’est pas utilisée en DFT, car elle est trop imprécise. On
préfère plutôt appliquer directement l’opérateur d’énergie cinétique sur les fonctions
d’onde de Kohn-Sham.
L’énergie d’échange par volume est connue exactement (dans l’approximation LDA)
et vaut
εx(n) =−3q
2
4
( 3
pi
)1/3
n4/3. (1.18)
Donc, en intégrant sur tout l’espace, on trouve la fonctionnelle d’échange
ELDAx [n] =−
3q2
4
( 3
pi
)1/3 ∫
d3r n(r)4/3. (1.19)
Il nous reste à exprimer la fonctionnelle de corrélation. De nos jours, on se sert princi-
palement d’une fonctionnelle ajustée sur des travaux Monte Carlo quantique (QMC) à
propos du liquide d’électrons [15]. Malgré tout, la LDA reste couramment utilisée, même
si d’autres méthodes sont plus performantes (essentiellement à cause de temps de calcul
moindre). Elle reste assez fiable pour la plupart des structures de bandes (ou du moins
donne un bon aperçu) et pour les études d’énergie totale. Cependant, elle demeure très
vague (pour ne pas dire mauvaise) pour estimer quantitativement l’énergie des liens (p.
ex. lors d’une réaction chimique). En cette qualité, la B3LYP (que nous verrons bientôt)
lui est supérieure.
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1.4.4 Approximation du gradient généralisé
La GGA (Generalized Gradient Approximation) est une extension de la LDA avec
une correction à l’ordre du gradient local de la densité. Par exemple, l’énergie cinétique
dans une approximation de Thomas-Fermi peut s’écrire
TTF-GGAni [n] = T
LDA
ni [n]+
h¯2
8me
∫
d3r
| ∇n(r) |2
n(r)
. (1.20)
Encore une fois, on utilise plutôt l’opérateur d’énergie cinétique, car celui-ci est plus
précis.
L’expression de la fonctionnelle d’échange et de corrélation est cependant beaucoup
plus difficile à dériver. Le premier terme de l’expansion n’améliore pas significativement
la LDA (pouvant même la rendre mauvaise) et les termes d’ordres supérieurs sont très
difficiles à calculer. Néanmoins, une paramétrisation peut être faite et varie selon les
implémentations. Exprimons simplement la fonctionnelle d’échange et de corrélation
comme
EGGAxc [n] =
∫
d3r f (n(r),∇n(r)). (1.21)
Deux des meilleures versions de la GGA restent la PBE (de ses auteurs Perdew,
Burke et Ernzerhof [58]) pour le domaine de la physique et la BLYP (de ses auteurs
Becke’s, Lee, Yang et Parr [4]) pour la chimie. Ils offrent une exactitude acceptable pour
plusieurs types de liens chimiques (covalents, ioniques, métalliques et ponts d’hydro-
gène). Par contre, cette fonctionnelle échoue, tout comme la LDA, dans la description
des interactions faibles .
1.4.5 Les fonctionnelles hybrides : l’exemple de la B3LYP
Bien que les fonctionnelles LDA et GGA ont remporté un succès énorme dans le
domaine de la DFT, elles présentent quelques lacunes, notamment dues à des états délo-
calisés artificiels créés par une erreur de self-interaction (interaction de l’électron avec
lui-même). Les fonctionnelles hybrides ont pour but de corriger ce phénomène en intro-
duisant de l’échange exact EHFx dans l’énergie d’échange et de corrélation. Une des plus
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célèbres est la B3LYP [5], développée par Becke dans les années 90. Elle prend la forme
suivante :
EB3LYPxc = E
LDA
xc +a0(E
HF
x −ELDAx )+ax∆EB88x +ac∆EPW91c . (1.22)
Le deuxième terme de droite est la correction en échange exacte, les deux autres termes
sont des corrections pour la surestimation des énergies de liaison et les mauvais po-
tentiels d’ionisation respectivement. Les constantes ai sont essentiellement déterminées
par un ajustement sur des valeurs de potentiels d’ionisation et d’affinités électroniques.
On perd donc une partie de l’ab initio que l’on désirait au départ. Bien que les puristes
n’apprécient pas cette déviance, la B3LYP jouit d’une très grande popularité, surtout
chez les chimistes, car elle permet un rapprochement extraordinaire entre les résultats
expérimentaux et théoriques.
1.5 Implémentations de la DFT
De nos jours, plusieurs implémentations de la DFT sont utilisées dans différents
codes de calculs ab initio. Ils diffèrent principalement dans la base utilisée et dans les
fonctionnelles disponibles. Nous verrons ici une description sommaire des trois implé-
mentations utilisées dans ce mémoire.
1.5.1 ABINIT
ABINIT [24] est un code DFT périodique utilisant une base d’ondes planes. Cette
base a l’avantage d’être complète et orthogonale. Il suffit d’utiliser autant d’ondes planes
nécessaires (selon la précision voulue) pour reproduire la fonction d’onde. L’atout ma-
jeur de cette implémentation réside dans la facilité de calculer l’énergie cinétique en
appliquant l’opérateur dans l’espace réciproque. En effet, la transformée de Fourier de la
fonction d’onde est triviale et, pour les ondes planes, l’énergie cinétique est simplement
Ecin =
h¯2k2
2me
. (1.23)
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La plus grande qualité d’ABINIT est également son plus grand défaut : sa base. La
grandeur de la base est généralement très élevée, alourdissant les calculs. De plus, on
parle généralement de ce code comme ayant un coût computationnel N3 où N est le
nombre d’atomes par cellule primitive. Il est donc très difficile d’atteindre plus d’une
centaine d’atomes.
1.5.2 Gaussian
L’implémentation Gaussian [21] jouit d’une grande popularité, particulièrement chez
les chimistes puisqu’il est possible d’utiliser la fonctionnelle B3LYP. Comme son nom
l’indique, la base utilisée est constituée de gaussiennes localisées sur les atomes. Ceci
est un choix judicieux parce que la forme des orbitales atomiques se représente bien par
cette base (beaucoup plus petite qu’ABINIT), ce qui conduit à un coût computationnel
relativement petit. Un autre avantage majeur est d’ordre calculatoire. La multiplication
de deux gaussiennes donne également une gaussienne et on connait analytiquement le
résultat de l’intégration d’une telle fonction sur tout l’espace. Cette opération est présente
pour le calcul de plusieurs quantités.
Malheureusement, Gaussian a également des défauts. La base utilisée n’est pas com-
plète, ce qui donne naissance au phénomène de complétion de base : la BSSE (Basis Set
Superposition Error) [34]. L’exemple le plus flagrant s’observe lorsque l’on attribut un
léger puit de potentiel lors du rapprochement de deux molécules, la base de l’une com-
plétant l’autre. Ce type d’erreur est souvent trop peu souligné dans la littérature. De plus,
les gaussiennes ont de la difficulté à bien représenter les fonctions d’onde atomiques près
du noyau, car celles-ci sont exponentielles. Ceci peut entrainer des erreurs importantes
lorsque l’on considère de petits liens atomiques (liens triples ou liens d’hydrogène).
1.5.3 ONETEP
ONETEP [68] est le petit frère du code d’ondes planes CASTEP [64]. Il est rela-
tivement récent (2004) et promet d’être un code DFT d’ordre N (c’est d’ailleurs son
acronyme : Order-N Electronic Total Energy Package). Je présenterai une description
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un peu plus détaillée pour cette implémentation, car elle est relativement peu utilisée
comparativement aux autres et gagnerait à être connue.
En mécanique statistique quantique, à une température donnée, la matrice densité est
la quantité ρˆ qui minimise l’énergie libre de Helmholtz (F)
F = Tr
[
ρˆ
(
Hˆ+
1
β
ln ρˆ
)]
, (1.24)
où β = 1/kbT et Hˆ est l’hamiltonien du système. De plus, la matrice densité peut s’ex-
primer sous la forme
ρˆ =∑
i
pi | ψi〉〈ψi | , (1.25)
qui est souvent représentée dans la base réelle
ρ(r,r′) =∑
i
pi ψ∗i (r)ψi(r
′) , (1.26)
où ψi représentent les états propres de Hˆ et pi est la probabilité de peupler l’était i. Cette
quantité est très utile pour calculer toute valeur moyenne d’un opérateur Oˆ :
〈Oˆ〉= Tr[ρˆ Oˆ]. (1.27)
Prenons l’énergie comme exemple :
〈Hˆ〉= Tr[ρˆ Hˆ] (1.28)
= Tr
[
∑
i
pi | ψi〉〈ψi |∑
j
| ψ j〉 ε j 〈ψ j |
]
(1.29)
= Tr
[
∑
i
pi | ψi〉 εi 〈ψi |
]
(1.30)
= Tr
[
∑
i
pi εi〈r′ | ψi〉〈ψi | r〉
]
(1.31)
=
∫
dr∑
i
piεi ψi(r)ψ∗i (r) =∑
i
piεi . (1.32)
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L’astuce est de se rendre compte que pour un isolant, la matrice densité est essentiel-
lement bloc-diagonale, c’est-à-dire que
ρ(r,r′) ∼ exp(−γ | r− r′ |)→ 0 lorsque | r− r′ |→ ∞ , (1.33)
où γ est proportionnel à la largeur de la bande interdite et ne dépend pas de la taille
du système. L’information significative dans cette matrice est donc proportionnelle au
nombre d’atomes (comparativement à N2 pour le cas général). Ainsi, on peut se servir
de cette caractéristique pour concevoir un code d’ordre N permettant de simuler un très
grand nombre d’atomes (par exemple 10 000 atomes par l’équipe de P.D. Haynes [30]). Il
reste le choix de la base. Puisque les états d’un isolant sont localisés, les Nonorthogonal
Generalized Wannier Functions (NGWFs) [69] semblent tout à fait appropriées pour
cette tâche. De plus, un faible nombre de fonctions sont nécessaires (∼ 4 à 6 par atome)
pour bien représenter le système.
La particularité de ONETEP est l’utilisation de deux boucles imbriquées l’une dans
l’autre. On optimise la forme de chaque NGWF dans la boucle externe (exemple figure
1.6) puis on trouve le poids optimal de chaque fonction pour minimiser l’énergie dans la
boucle interne. Ceci a pour résultat de réduire grandement l’erreur causée par la BSSE
[27].
Malgré toutes ces qualités, ONETEP reste difficile à utiliser pour représenter les
systèmes métalliques. En effet, les NGWFs ne sont pas de très bonnes candidates pour
décrire les états délocalisés. De plus, on perd la linéarité du calcul en nombre d’atomes.
Néanmoins, j’ai réussi à produire quelques résultats sur des systèmes faiblement métal-
liques (graphène et nanotube) lors de ma maîtrise. Nous en verrons quelques exemples
dans ce document.
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Our final example demonstrates the direct applicability of
our method to any lattice symmetry without any modifica-
tion. This is a consequence of being consistent throughout
with the plane-wave formalism. As we have shown for the
calculation of the kinetic energy in this way,44 we also
achieve better accuracy at no additional cost compared with
a finite difference approach. In Fig. 6 we show a portion
(Si8H16) of an infinite linear silane chain inside a hexagonal
simulation cell on which we have performed a total energy
calculation at a kinetic energy cutoff of 183 eV. The radii of
the NGWFs were 6.0a0 on silicon and 5.0a0 on hydrogen. A
total energy of !39.097 Eh was obtained when we opti-
mized the density kernel only !with the NGWFs kept con-
stant and equal to PAOs". When both the density kernel and
the NGWFs were optimized, the energy lowered to
!52.216 Eh , which is another manifestation of the fact that
both the density kernel and the NGWFs should be optimized
in calculations with our method.
VI. CONCLUSIONS
We have developed a new formalism where we have re-
cast the plane-wave pseudopotential method in terms of non-
orthogonal localized functions instead of Kohn–Sham bands.
A key ingredient for computationally efficient calculations
with our approach is the restriction of the local functions
both in real and in reciprocal space. We have written a new
code to implement and test this approach. Even though it is
equivalent to plane-waves, our method performs calculations
directly with localized functions without ever resorting to
Kohn–Sham states. As a consequence it could be more suit-
able for application to fields such as the theory of electric
polarization of insulators. However we anticipate that the
main use of this approach will be in density-functional cal-
culations on insulators whose cost scales linearly with the
size of the system. Its extension to linear-scaling calculations
requires the reduction of the elements of the density kernel
by truncation. Our test calculations on a variety of systems
confirm that such a linear-scaling method should be directly
comparable to traditional plane-waves. Advantages of our
approach include high accuracy, applicability to any lattice
symmetry, and systematic basis set improvement controlled
by the kinetic energy cutoff.
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FIG. 5. Isosurfaces of NGWFs for the ethene molecule, before
and after optimization. The light gray surfaces are positive and the
dark gray are negative. A drawing of the ethene molecule is super-
imposed on each NGWF in order to show its location with respect
to the atoms.
FIG. 6. A portion (Si8H16) of an infinite linear silane chain in a
hexagonal simulation cell.
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Figure 1.6 – Exempl d’isosurface de quelques NGWFs pour une molécule d’éthylène.
La surface claire est positive, la surface foncée est négative. À gauche ; l’initialisation
des NGWFs, à droite ; les mêmes fonctions optimisées [69].
CHAPITRE 2
LES NANOTUBES DE CARBONE DOUBLE PAROIS
2.1 Caractéristiques générales
2.1.1 Structure et intérêt expérimental
Les nanotubes de carbone multi parois (MWNT), et plus spécifiquement les double
parois (DWNT), ont fait l’objet de plusieurs travaux de recherche au cours de la dernière
décennie. On apprécie particulièrement leurs grandes stabilités face aux traitements chi-
miques [9], mécaniques [25] et thermiques [73].
Les nanotubes de carbone double parois sont simplement deux nanotubes mono pa-
rois imbriqués l’un dans l’autre (voir figure 2.1). Une des idées que l’on retrouve dans
la littérature consiste à fonctionnaliser la paroi externe (nous en parlerons au chapitre 3)
afin de sélectionner les DWNTs (selon leur diamètre ou leur métallicité) tout en laissant
le nanotube interne (intact) servir de dispositif électronique [9].
ing techniques employed here has been reported previously.
Preliminary TEM studies of suspended and centrifuged
DWNTs likewise provide no evidence for enrichment of
some sort. In the discussion of the time-resolved PL data
we will concentrate on a few of the small diameter tubes.
SWNTs used here were obtained commercially from
tubes@rice (laser vaporization process) or from Carbon
Nanotechnologies Incorporated (HiPCO process). Suspen-
sions of surfactant stabilized nanotubes were produced in
the usual manner by ultrasonnication of 1 wt % of surfactant
in 10 mL H2O or D2O with 1 mg nanotube soot. The resulting
suspensions were centrifuged with 50 000 g for 4 h before
the supernatant was collected for spectroscopic investiga-
tion.20
For time-resolved PL measurements, CNT suspensions
were excited at 795 nm using 80 fs pulses from an 82 MHz
Tsunami Ti:sapphire oscillator with an averaged output
power of 300 mW. Pulse fluences were kept below 1013
photons per cm2. PL was detected up to 1300 nm by a
Hamamatsu streak camera with an IR-enhanced photocathode
operating in synchroscan mode, whereas spectral selection
is provided by an imaging-monochromator integrated into
the detection system. The system response to nonresonantly
scattered incident light is about 10 ps. Experimental details
regarding the measurement of photoluminescence excitation
(PLE) spectra can be found in ref 21.
The surfactants used here were sodium dodecyl sulfate
(SDS), sodium dodecylbenzene sulfonate (SDBS), sodium
cholate, and ammonium cholate. Both cholates were found
to yield suspensions with absorption and emission spectra
of superior quality, in terms of intensities, in particular for
the DWNT material (see inset of Figure 2). Other surfactants
appeared to lead to higher nonresonant background absorp-
tion, and spectral features could not be as well resolved.
Nevertheless, cholate-DWNT spectra were also found to
ride on a pronounced nonresonant background, significantly
higher than that commonly found for SWNT HiPCO mate-
rial, for example.
In Figure 2 we also compare background-corrected spectra
from DWNT-Na-cholate suspensions with spectra from
SDS and Na-cholate suspended HiPCO material as well as
Na-cholate suspended PLV material (pulsed laser vaporiza-
tion), all in D2O. Due to the broad tube diameter distribution
of DWNT material and its maximum at a diameter of about
1.8 nm the corresponding absorption spectrum bears resem-
blance with both spectra from small diameter HiPCO as well
as the larger diameter PLV-SWNT suspensions. Well-
pronounced features in the energy range below about 1.4
eV can be attributed to excitonic E11 transitions associated
with the first subbands of semiconducting CNTs. A com-
parison of the position of features from SWNT material
dispersed in Na-cholate and in SDS reveals a 13 meV red
shift in the cholate suspensions. By comparison, absorption
features in the DWNT-cholate spectra are red-shifted by
another 4 meV (see inset of Figure 4). Such shifts are here
attributed to changes of the dielectric properties in the
environment of the tubes.
An increase of the dielectric constant of the medium
surrounding excited states, for example, allows for a better
screening which will renormalize the binding energy of
excitons as well as the optical free-carrier band-gap. Better
screening will tend to reduce the exciton binding energy,
but it will also reduce the free-carrier band-gap, two effects
which partially compensate each other because the optical
Figure 1. (A) TEM image of a DWNT sample. (B) Frequency of
SWNTs, DWNTs, and TWNTs in raw soot. (C) Diameter distribu-
tion of core and shell tubes compared with the distribution of
residual individual tubes in the suspensions used in these studies
(adapted from ref 19).
Figure 2. UV-VIS-NIR spectra of CNT-surfactant suspensions.
The inset shows a comparison of sodium dodecyl sulfate, sodium
bensodium dodecylbenzene sulfonate, and sodium cholate DWNT
surfactant suspensions (in H2O). Semiconducting E11 transitions for
different systems in D2O are seen in the background corrected
absorption spectra in the lower part of the figure. Due to the broad
distribution of diameters, spectra from the DWNT-cholate suspen-
sions (red curves) bear resemblance with both spectra from larger
diameter PLV and small diameter HiPCO material (green and blue/
black curves, respectively). The dashed line indicates the excitation
wavelength used for the time-resolved PL measurements.
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Figure 2.1 – Illustrations de nanotubes double parois. À gauche, un image par Transmis-
sion Electron Microscopy (TEM) de DWNTs [29]. À droite, un nanotube double parois
(16,0)@(7,0).
Mais avant d’envisager une telle application, il convient de réaliser une étude sur les
propriétés électroniques de cette structure. Le présent chapitre a donc comme objectif
de comprendre en détail les états électroniques des DWNTs. Plus spécifiquement, la
stabilité énergétique de ce matériau ainsi que l’évolution des structures de bandes en
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fonction de la distance inter parois seront étudiées par calculs DFT.
2.1.2 Technique utilisée
Toutes les simulations dans cette section furent réalisées avec le code d’ondes planes
ABINIT (voir section 1.5.1) en utilisant la fonctionnelle LDA (voir section 1.4.3) sur
des nanotubes zigzags. Les études de convergence montrent qu’une grille k-points de
1 x 1 x 6 (pour une cellule primitive) et une énergie de coupure des ondes planes de
35 Ha sont suffisantes pour obtenir une bonne précision de l’énergie totale. Lorsque
requise, la relaxation géométrique est produite en respectant une tolérance sur la force
maximale de 3.0×10−5 Ha/Bohr. Ces critères sont suffisants pour les systèmes à traiter
(p. ex. [70]).
On doit économiser l’espace disponible, car ce logiciel traite aussi bien le vide que
la charge près des atomes (effet de la base). La meilleure solution est de fabriquer une
cellule hexagonale et espacer les nanotubes à une distance où ils n’interagiront pas (ty-
piquement, une distance de 7 Å est suffisante).
2.2 Stabilité énergétique
2.2.1 Translation du nanotube interne
Il fallait, pour l’étude générale des nanotubes de carbone double parois, trouver préa-
lablement la configuration d’énergie minimale. Les coordonnées initiales des atomes
furent générées par le logiciel TUBEGEN [20] nous donnant une bonne approximation
de la configuration. On peut voir un exemple d’une cellule primitive à la figure 2.2. Il
faut tout de même relaxer le système puisque la configuration atomique dépendra de la
fonctionnelle utilisée.
Malheureusement, si nous alignons simplement les cellules primitives du nanotube
interne et externe, le logiciel ABINIT n’aura pas le réflexe d’effectuer une translation de
l’un par rapport à l’autre lors de la relaxation géométrique. Pour s’assurer d’obtenir une
configuration d’énergie minimale, il faut procéder manuellement. L’étude fut faite sur
un DWNT (16,0)@(7,0) (distance inter parois de 3.53 Å) où le nanotube interne a subi
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Figure 2.2 – Exemple d’une cellule primitive d’un nanotube zigzag vue de côté. Ici, le
(11,0). Le vecteur primitif est vertical.
une translation selon son axe (sans relaxation des positions atomiques). Par observation
géométrique, cette translation a une période de 2.13 Å, soit 3/2 de lien carbone-carbone.
La moitié de cette période est donc suffisante pour déterminer le minimum énergétique
de ce degré de liberté.
Figure 2.3 – Configuration géométrique optimale d’un nanotube double parois zigzag-
zigzag. À gauche : une étude de l’énergie totale du nanotube (16,0)@(7,0) (92 atomes
par cellule primitive, distance inter parois de 3.53 Å) en fonction de la translation du
nanotube interne. Le minimum énergétique se situe à une translation de 1.065 Å ( 34 de
lien carbone-carbone). À droite : la représentation visuelle de la structure au minimum
énergétique (l’axe du nanotube est vertical).
C’est sans surprise que l’on trouve ce minimum où l’encombrement stérique est le
plus réduit, soit à 1.065 Å d’une position où les nanotubes sont parfaitement superposés
(voir figure 2.3). La différence d’énergie est très faible soit environ 0.8 meV par atome.
Il faut cependant considérer qu’il existe des DWNTs aillant une distance inter parois
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plus petite et très probablement un minimum énergétique plus important. De plus, cette
énergie additionnée sur une grande longueur d’un nanotube pourrait être significative. À
titre d’exemple, le puit énergétique associé à la translation du nanotube (16,0)@(7,0) de
5 nm serait de l’ordre de 1.5 eV.
Bref, pour être confiant à l’égard des propriétés électroniques discutées plus loin,
cette configuration sera utilisée pour tous les calculs de la présente section. Une brève
étude sur l’effet de l’alignement radial fut aussi tentée, mais aucune tendance importante
ne fut identifiée.
2.2.2 La distance inter parois
Un autre facteur influant sur la stabilité énergétique des DWNTs est bien sûr la dis-
tance inter parois. La présente étude est fort simple à réaliser, il suffit de calculer la
différence d’énergie entre un DWNT et ses constituants pris séparément. Les nano-
tubes étudiés sont encore une fois les zigzags, principalement parce que la périodicité
d’un agencement contenant d’autres types de nanotubes chiraux peut être extrêmement
grande. Malheureusement, ce choix nous oblige à restreindre les distances inter parois à
une petite sélection parmi toutes les distances possibles soit (voir équation (1.5))
∆r =
a
√
3
2pi
(n2−n1) , (2.1)
où n2 et n1 représentent le DWNT (n2,0)@(n1,0). Afin d’isoler le phénomène et d’exclure
au maximum la différence de structures électroniques des différents nanotubes, il est
bon de fixer le nanotube interne et de varier le diamètre du nanotube externe. Le choix
s’arrête sur les DWNTs (n2,0)@(7,0), le nanotube (7,0) étant l’un des plus petits et stable
expérimentalement [57]. La figure 2.4 montre l’énergie de liaison par atome de différents
DWNTs en fonction de la distance inter parois. Le DWNT (16,0)@(8,0) fut également
simulé à titre comparatif.
On peut observer que l’on commence à obtenir un gain énergétique associé à la
formation d’un nanotube double parois quelque part entre 2.8 et 3.0 Å. La distance où la
structure est la plus stable est au alentour de 3.52 Å. Ces résultats sont en parfait accord
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Figure 2.4 – Stabilité énergétique de quelques nanotubes de carbone double parois en
fonction de la distance inter parois. On observe que le gain énergétique associé à former
un DWNT survient quelque part entre 2.8 et 3.0 Å de distance inter parois. Cette distance
pour la structure la plus stable est au alentour de 3.52 Å. La ligne pointillée est un guide
pour l’oeil.
avec la littérature [55]. La formation d’un DWNT ayant une petite distance inter parois
(p. ex. (14,0)@(7,0)) n’est pas totalement impossible puisque le système en tant que tel
est stable énergétiquement. Il serait cependant très surprenant de retrouver une distance
inter parois aussi petite expérimentalement.
2.3 Interaction inter parois
D’après les résultats de la section précédente, l’existence des nanotubes double pa-
rois ayant un espacement inter parois de 3 à 4 Å est tout à fait plausible. À cet intervalle,
il est probable d’observer une interaction électronique entre les deux nanotubes. La pré-
sente section a pour but d’explorer ce phénomène.
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2.3.1 Effet de courbure sur les niveaux énergétiques
La structure de bandes des nanotubes de carbone explorée à la section 1.2.2 est en
fait une vision simplifiée de la réalité. Il importe désormais d’y apporter quelques correc-
tions. Un lecteur scrupuleux remarquera que les niveaux énergétiques d’un nanotube de
carbone devraient subir l’effet de la courbure locale, une correction surtout importante
pour les nanotubes de petit diamètre. En effet, plus la courbure est grande, plus la correc-
tion des orbitales hybrides σ , pi et pi∗ l’est également. Cet ajustement, que nous verrons
sous peu, est crucial pour décrire les structures de bandes des nanotubes DWNTs.
L’hybridation des orbitales est très bien décrite dans l’article de Pudlak et Pincak [59]
par un modèle de liaisons fortes. La conclusion principale est que pour les nanotubes
zigzags, l’énergie de la HOMO s’exprime comme
EHOMO =
(pi
N
)2[1
6
〈s | Hˆ | s〉+ 1
12
〈py | Hˆ | py〉
]
+ 〈pz | Hˆ | pz〉 , (2.2)
où 〈s | Hˆ | s〉 ≈ -12 eV, 〈py | Hˆ | py〉= 〈pz | Hˆ | pz〉 ≈ -4 eV et N est le nombre d’atomes
dans la cellule primitive. La conclusion est donc que les nanotubes plus petits ont leurs
bandes pi plus basses. Notez que la bande pi∗ est aussi revue légèrement à la baisse et la
largeur de bande interdite subit une légère augmentation. Le résultat final (l’énergie de la
HOMO) est représenté à la figure 2.5 avec les données prises de l’article de Shan [67]. On
voit bien l’effet de la courbure à faible diamètre. Les oscillations après le nanotube (11,0)
sont dans la marge d’erreur du calcul. L’exactitude de ces valeurs dépend grandement
de la fonctionnelle utilisée. Cependant, la différence entre deux niveaux est quant à elle
fiable. C’est ce qui sera essentiel dans nos futurs développements.
2.3.2 Déformation géométrique et interaction électronique
La modification de la structure électronique qui s’opère lors du passage de deux na-
notubes simple paroi au DWNT peut provenir de deux principales contributions : la dé-
formation structurale et l’interaction électronique. Le but est de suivre ces deux effets en
fonction de la distance inter parois. Les structures de bandes des DWNTs (14,0)@(7,0),
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Figure 2.5 – Énergie du niveau énergétique HOMO selon l’article de Shan [67] en
fonction de la chiralité des nanotubes zigzags. La ligne pointillée est un guide pour
l’oeil.
(16,0)@(8,0) et (17,0)@(7,0) donnant des distances inter parois respectivement de 2.74,
3.13 et 3.91 Å seront donc étudiées.
Trois structures de bandes accompagnent chaque DWNT. La première consiste à
relaxer géométriquement chaque nanotube individuellement, calculer leurs états électro-
niques séparément, puis fusionner les valeurs propres en un seul graphique (voir figure
2.6(a)). Cette structure de bandes représente donc la superposition pure et simple de
deux structures simple paroi et elle peut être considérée comme un point de repère pour
analyser les deux graphiques adjacents.
La seconde est calculée exactement de la même façon en appliquant cette fois la
relaxation géométrique au système entier (c.-à-d. le DWNT) avant de calculer les états
propres de chaque nanotube séparément (voir figure 2.6(b)). De cette façon, on peut
observer les effets de la déformation sur la structure de bandes.
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Figure 2.6 – Structures de bandes du DWNT (14,0)@(7,0) ayant une distance inter pa-
rois de 2.74 Å. a) Structures relaxées séparément et non interagissantes. Le nanotube
externe dope le nanotube interne en électrons. b) Structures relaxées dans le DWNT,
mais non interagissante. La déformation géométrique abaisse significativement la bande
pi∗ du nanotube externe et augmente la largeur de bande interdite de chaque nanotube.
c) Structure du DWNT avec interaction et relaxé. La forte interaction électronique ouvre
une largeur de bande interdite de 0.76 eV dans le DWNT. L’échelle de chaque graphique
couvre la même plage d’énergie.
Un obstacle pour réaliser les deux dernières figures se dresse. ABINIT place l’éner-
gie des électrons libres (habituellement appelée le niveau du vide) de façon totalement
arbitraire pour chaque structure étudiée. Cette valeur est donc très difficile à déterminer.
Il faut pourtant la connaître pour bien aligner les états énergétiques les uns par rapport
aux autres. Pour pallier à ce problème, l’état HOMO de la figure 2.6(a) fut ajusté aux
données de la figure 2.5. Les états de la figures 2.6(b) furent ensuite décalés de la même
valeur d’énergie afin de pouvoir suivre l’effet de la déformation géométrique sans trop
de problèmes. Pour faciliter l’analyse, les bandes bleues et rouges représentent respecti-
vement les nanotubes externes et internes.
Finalement, pour connaître la force de l’interaction électronique, une dernière struc-
ture de bandes simpliste, où à la fois la relaxation et le calcul des états propres sont faits
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Figure 2.7 – Structures de bandes du DWNT (16,0)@(8,0) ayant une distance inter pa-
rois de 3.13 Å. a) Structures relaxées séparément et non interagissantes. b) Structures
relaxées dans le DWNT, mais non interagissantes. La déformation géométrique abaisse
faiblement la largeur de bande interdite de chaque nanotube, la largeur de bande interdite
totale reste inchangée. c) Structure double parois avec interaction et relaxé. L’interaction
électronique n’a pratiquement aucun effet sur la structure de bandes. L’échelle de chaque
graphique couvre la même plage d’énergie.
dans le DWNT, fut réalisée. Les résultats sont présentés aux figures 2.6, 2.7 et 2.8 pour
les nanotubes (14,0)@(7,0), (16,0)@(8,0) et (17,0)@(7,0) respectivement.
On constate aux figures 2.6(a) et 2.8(a) l’effet que la courbure a lors de la superposi-
tion des niveaux énergétiques. Bien entendu, plus la différence de chiralité est grande et
le nanotube interne petit, plus il y a une différence entre les niveaux HOMO de chaque
nanotube. La différence de courbure est telle qu’il y a chevauchement des bandes pro-
duisant un transfert de charge du nanotube externe vers l’interne. On voit que cet effet
s’estompe rapidement ; le nanotube (16,0)@(8,0) à la figure 2.7 ne présentant pas cette
caractéristique. Le lecteur peut suggérer l’hypothèse que cet effet est simplement dû
à un artifice d’ajustement manuel des niveaux énergétiques selon la figure 2.5. Il peut
toutefois se convaincre du contraire en apercevant la grande similitude entre les figures
2.8(a) et 2.8(c), car les bandes ne sont pas déformées. Cela prouve que la façon de pro-
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céder pour produire les figures (a) et (b) de chaque graphique est adéquate. On peut donc
conclure que l’effet de la courbure n’est important que pour les petits nanotubes internes.
Figure 2.8 – Structures de bandes du DWNT (17,0)@(7,0) ayant une distance inter pa-
rois de 3.91 Å. a) Structures relaxées séparément et non interagissantes. Le nanotube
externe dope le nanotube interne en électrons. b) Structures relaxées dans le DWNT,
mais non interagissantes. La déformation géométrique abaisse très légèrement la largeur
de bande interdite de chaque nanotube. c) Structure double parois avec interaction et
relaxé. L’interaction électronique n’apporte aucune modification. L’échelle de chaque
graphique couvre la même plage d’énergie.
La déformation géométrique a pour sa part un effet mitigée. Si elle augmente de
façon marquante la largeur de bande interdite des nanotubes présents dans le DWNT
(14,0)@(7,0) (figure 2.6(b)), elle diminue très légèrement (voir non significativement)
celles des nanotubes (16,0)@(8,0) et (17,0)@(7,0) (figures 2.7(b) et 2.8(b), respective-
ment).
Il en va de même pour l’interaction électronique. Seul le nanotube (14,0)@(7,0) pré-
sente un effet marqué des niveaux énergétiques à la figure 2.6(c) ouvrant une largeur de
bande interdite de 0.76 eV. C’est donc dire qu’à partir de 3.13 Å de distance inter parois,
on peut considérer l’interaction électronique comme étant négligeable.
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2.4 Bilan du chapitre
Les nanotubes de carbone double parois peuvent être d’une grande utilité dans l’ex-
ploration du domaine des nanotechnologies à base de carbone et plusieurs recherches
fondamentales et expérimentales sont en cours. Une partie des caractéristiques élémen-
taires fut explorée ici, notamment la stabilité énergétique et les structures électroniques
des DWNTs.
Plus particulièrement, nous avons vu que seul le DWNT (14,0)@(7,0) présente des
modifications notables des états électroniques face à la déformation géométrique et à
l’interaction électronique (voir figure 2.4). Cependant, rappelons nous que ce nanotube a
une si faible distance inter parois (2.74 Å) qu’il n’est probablement pas réaliste de l’ob-
server. On peut donc dire que pour les nanotubes double parois, la courbure de chaque
nanotube dicte l’arrangement des bandes d’un DWNT. L’exemple le plus frappant est le
DWNT (17,0)@(7,0) devenant métallique (voir figure 2.8(c)). Quelques articles de la lit-
térature associent à tort le résultat précédent à un effet d’interaction inter parois [70][26].
Il ne faut pas se laisser leurrer, un effet principal mis en lumière par notre calcul vient de
la courbure de chaque nanotube.
CHAPITRE 3
FONCTIONNALISATION AU BROMOPHÉNYLE
3.1 Description du projet
Nous avons mentionné au chapitre 2 qu’il est possible de fonctionnaliser la paroi
externe des nanotubes. C’est ce que nous aborderons dans ce chapitre. La sélectivité de
cette réaction en diamètre et en métallicité des nanotubes de carbone sera plus particu-
lièrement étudiée.
3.1.1 Intérêt expérimental
Depuis une vingtaine d’années maintenant, la physique expérimentale tente d’ex-
ploiter à bon escient les caractéristiques des nanotubes de carbone. Malgré tous leurs
efforts, l’utilisation de ces objets nanométriques reste une tâche assez difficile à maitri-
ser. Le problème principal réside dans la séparation et la manipulation d’un nanotube
de carbone isolé. Ceci est dû en grande partie aux forces Van der Waals les poussant à
s’agglomérer [77][23]. Ce phénomène, combiné à la masse moléculaire élevée et à un
caractère hydrophobe, rend les nanotubes de carbone particulièrement insoluble dans un
liquide et difficiles à manipuler sur un substrat [22][6].
La solution proposée consiste à fonctionnaliser par des liaisons chimiques covalentes
la paroi du nanotube, ce qui permet de modifier l’interaction Van der Waals du nanotube
avec son milieu [8]. Une méthode à haut rendement développée par J.M. Tour et al.
utilise un greffage par des unités phényles [3]. Les unités phényles s’avèrent faciles
à coupler avec différentes molécules, rendant les manipulations (par exemple sur un
substrat) plus aisées [12]. Cette fonctionnalisation augmente également la solubilité des
nanotubes [8]. De plus, elle est reconnue pour être réversible. Il est donc possible de
retrouver les caractéristiques d’origine des nanotubes après un recuit thermique [11].
Le mécanisme régissant cette réaction est bien connu et sera développé plus loin
dans ce chapitre. Par contre, la dépendance de la réactivité des nanotubes en fonction
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du diamètre et de la métallicité reste nébuleuse. Ce sera le but du présent chapitre. Pour
simplifier l’approche, on supposera que les nanotubes sont sans défauts.
3.1.2 Technique utilisée
Tous les résultats de ce chapitre furent produits en utilisant l’implémentation ONETEP
(voir section 1.5.3). Ce choix vient en partie du besoin de simuler un grand nombre
d’atomes pour ce projet (jusqu’à 800 pour le graphène) et également du désir de mettre
à l’essai cette nouvelle implémentation prometteuse. La cellule primitive utilisée est
constituée de cinq cellules de nanotube zigzag pour une longueur totale de 2.13 nm
(avec conditions aux limites périodiques) et, le cas échéant, un ou deux bromophényles
greffés au centre de cette cellule (p. ex. figure 3.5). Ce système assure à la fois un bon
échantillonnage de la zone de Brillouin et un minimum d’interaction qu’a chaque greffon
avec ses images périodiques. Un autre avantage à souligner est, contrairement à ABINIT,
que l’espace vide est gratuit de par la base localisée de cette approche. Ainsi, il n’y a pas
d’inconvénient à simuler des nanotubes de toute taille (les gros contiennent plus de vide)
et à les espacer d’une grande distance pour assurer qu’une structure n’interagisse pas
avec ses propres images. Typiquement, les nanotubes dans ce chapitre sont espacés d’au
moins 5 nm perpendiculairement à leur axe. La simulation du graphène demande quant
à elle une attention particulière. Un bon échantillonage de la zone de Brillouin est cru-
tial pour décrire les états électroniques et surtout le cône de Dirac (notamment pour le
graphene non fonctionnalisé). D’après nos études, une grille de 400 cellules primitives
est amplement suffisante pour bien décrire le système et sera donc utilisée.
La base quant à elle est composée de 1, 4 et 7 NGWFs ayant un rayon de coupure
de 8.0, 7.0 et 8.0 bohrs pour les atomes d’hydrogène, de carbone et de brome respec-
tivement. Une énergie de coupure effective est quant à elle fixée à 35 Ha, ce qui est
largement suffisant pour ce système [45].
Pour cette étude, la précision demandée est de l’ordre de 10 meV sur l’énergie to-
tale du système. Les relaxations géométriques furent donc faites sur l’énergie totale des
structures avec une incertitude qui demeure sous cette limite, soit 5 meV au maximum
(note : l’erreur varie linéairement avec le nombre d’atomes à traiter dans le système).
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3.2 Barrière énergétique
3.2.1 Description de la procédure
Dans cette section, nous verrons comment estimer la barrière de réaction (mieux
connue sous le nom d’énergie d’activation) d’un bromophényle se greffant sur un na-
notube. La première étape consiste à faire relaxer une structure dont le nanotube (non
fonctionnalisé) est distant de 7 Å d’une unité bromophényle. Cette distance nous as-
sure qu’il n’y a pratiquement aucune interaction entre les deux constituants. Un calcul
parallèle fait relaxer la structure du nanotube fonctionnalisé (voir figure 3.1).
(a) Structure de départ (b) Structure fonctionnalisée
Figure 3.1 – Schéma des extremums constituant la barrière de réaction d’une unité bro-
mophényle avec un nanotube. À gauche, la structure de départ de la réaction. Les deux
constituants sont espacés de 7 Å. À droite, le nanotube (9,0) fonctionnalisé.
Par la suite, on interpole les positions géométriques entre les deux configurations.
Nous prendrons ici un total de 14 points pour lesquels l’énergie totale du système est
calculée à chaque configuration géométrique interpolée. On peut donc faire une esquisse
de la barrière de réaction en fonction de la distance entre l’unité bromophényle et le
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nanotube. L’exemple du nanotube (13,0) est donné à la figure 3.2, d’où l’on obtient une
énergie d’activation de 0.76 eV et une énergie de liaison de 1.06 eV. Cette valeur est
du même ordre de grandeur comparativement à des études précédentes [45]. Il est im-
Figure 3.2 – Barrière de réaction du nanotube (13,0) fonctionnalisé par une unité de
bromophényle. La ligne pointillée est un guide pour l’oeil. Chaque point entre les ex-
trémums est une interpolation géométrique entre les positions de départ et finale de la
réaction (figure 3.1). L’énergie d’activation est de 0.76 eV et l’énergie de liaison de
1.06 eV.
portant de souligner que l’énergie d’activation obtenue n’est qu’une approximation. En
effet, une méthode plus précise consisterait plutôt à effectuer une relaxation géométrique
complète pour chaque distance entre le nanotube et l’unité bromophényle. Le principal
effet serait d’abaisser légèrement l’énergie d’activation et, bien sûr, d’augmenter signifi-
cativement le temps de calcul. Cependant, si une dépendance quelconque en diamètre ou
en métallicité est présente, nous espérons néanmoins pouvoir l’observer avec l’approche
utilisée.
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Afin de pousser l’analyse plus loin, il est possible de décomposer l’énergie d’activa-
tion et l’énergie de liaison en trois composantes : la déformation du nanotube, la défor-
mation de l’unité bromophényle et la contribution électronique. Pour isoler la contribu-
tion de la déformation, il suffit de calculer la différence entre l’énergie d’une structure
déformée par rapport à la structure isolée. Pour la contribution électronique, la soustrac-
tion est faite entre l’énergie totale du système (nanotube et bromophényle déformés) et
l’addition des deux structures déformées calculées séparément.
3.2.2 Résultats
Le but principal est de déceler toute dépendance de cette fonctionnalisation en fonc-
tion du diamètre des nanotubes ou de la métallicité. Les nanotubes simulés sont les
semi-conducteurs (8,0), (13,0) et (20,0) et le métallique (9,0). Malheureusement, le coût
computationnel de ces calculs ne nous a pas permis d’étudier un plus grand nombre de
structures. Les résultats pour quelques nanotubes sont présentés dans les tableaux 3.I et
3.II pour l’énergie d’activation et de liaison respectivement.
Tableau 3.I – Décomposition de l’énergie d’activation pour une unité bromophényle.
Nanotube (8,0) (13,0) (20,0) (9,0)
Déformation du nanotube (eV) 0.70 0.81 0.86 0.63
Déformation du bromophényle (eV) 0.06 0.06 0.06 0.10
Contribution électronique (eV) -0.03 -0.11 -0.16 -0.09
Barrière d’énergie (eV) 0.73 0.76 0.76 0.63
Tableau 3.II – Décomposition de l’énergie de liaison pour une unité bromophényle.
Nanotube (8,0) (13,0) (20,0) (9,0)
Déformation du nanotube (eV) 1.12 1.30 1.38 1.17
Déformation du bromophényle (eV) 0.11 0.12 0.11 0.12
Contribution électronique (eV) -2.74 -2.47 -2.33 -3.14
Énergie de liaison (eV) -1.51 -1.06 -0.83 -1.86
Pour l’énergie d’activation, on observe une faible augmentation de l’énergie de dé-
formation des nanotubes semi-conducteurs en fonction de leur diamètre. Cependant, la
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contribution électronique semble avoir la même dépendance et les deux effets s’annulent.
On retrouve globalement une énergie d’activation entre 0.73 et 0,76 eV et l’on ne peut
conclure aucune dépendance en diamètre avec les résultats présents. Tout au plus, nous
pouvons dire qu’elle semble constante. Le seul nanotube métallique (9,0) est quant à lui
plutôt intéressant. Il semble avoir une barrière énergétique plus faible que les autres. En
fait, comme nous le verrons plus tard, tous les nanotubes métalliques (sans exception)
présents dans cette étude sont plus réactifs (en terme d’énergie de liaison) que la tendance
des semi-conducteurs. Ce résultat est d’ailleurs bien compris dans le domaine [7][66]. Il
est associé principalement à une densité électronique plus importante au niveau de Fermi
du nanotube, facilitant ainsi le mélange des états pour se lier chimiquement à d’autres
structures.
En ce qui concerne l’énergie de liaison des semi-conducteurs, on observe la même
dépendance en diamètre pour la déformation du nanotube, quoique plus importante. La
physique intéressante est contenue dans la contribution électronique. Celle-ci diminue
légèrement (en valeur absolue) lorsque le diamètre augmente. Autrement dit, plus le
nanotube est petit, plus le lien électronique est fort. Le résultat global est qu’il y a une
forte dépendance pour l’énergie de liaison en fonction du diamètre : la fonctionnalisation
des petits nanotubes est plus favorable énergétiquement. Pour ce qui est du seul nanotube
métallique (9,0), il est encore une fois plus réactif que la tendance des semi-conducteurs
avec une énergie de liaison de 1.86 eV.
Généralement, on peut conclure que la barrière énergétique n’a aucune dépendance
en diamètre, mais que la fonctionnalisation des petits nanotubes est plus stable énergéti-
quement. Cela est dû, comme nous le verrons dans la prochaine section, à une structure
plus proche d’une hybridation sp3 pour les nanotubes ayant une grande courbure. Il est
également observé qu’une sélection entre les nanotubes semi-conducteurs et métalliques
pourrait être faite.
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3.3 Fonctionnalisation en paires
3.3.1 Argumentation théorique
Nous avons démontré à la section précédente que la fonctionnalisation d’une unité
bromophényle est stable énergétiquement et dépend grandement du diamètre et de la
métallicité du nanotube. Cela dit, une étude effectuée par X. Blaze et al. [45] démontre
que la constante de réaction et le préfacteur vibrationnel pour cette réaction sont très
élevés à la température de la pièce (3× 103 s−1 et 2× 104 s−1 respectivement) ce qui
indique qu’une unité bromophényle désorbera et diffusera très facilement.
Pour stabiliser la fonctionnalisation de radicaux phényles, il est impératif à ce point
d’introduire le mécanisme chimique de cette réaction. Les groupes de
C. Dyke [17] et G. Schmidt [63] avancent essentiellement le même mécanisme repré-
senté de manière simplifiée à la figure 3.3. Le phényle radicalaire a un électron non
apparié provenant de la séparation du phényldiazonium (RC6H4N+2 ).
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reaction with solvent would likely have led to chloride
substitution on the ODCB. Expulsion as the cation would
have led to a highly reactive species that could afford the
products observed in Scheme 2. However, thermolytic
cleavage most likely proceeds via a homolytic process.
Scheme 2 Thermolysis of 4-tert-butylphenyl-functionalized
SWNTs (prepared by the SDS-coated SWNT/H2O protocol)7 in
ODCB (solvent) afforded defunctionalized SWNTs and two discern-
able volatile products, the biphenyls shown, by GC–MS analysis of
the reaction mixture. As in Scheme 1, the shaded bar represents the
SWNT.
In a further effort to rationalize the reaction process be-
tween the diazonium species and the SWNTs, we consid-
ered the mechanisms shown in Scheme 3. Equation 1 in
Scheme 3 shows that the functionalization of a SWNT di-
azonium species might arise by electron addition from the
SWNT to the arenediazonium to form the SWNT-radical
cation and a nearby aryl radical with evolution of dinitro-
gen.12 Radical-radical coupling would afford the aryl–
SWNT cation, which could react with any nucleophile in
solution, most probably fluoride, water or an aryl diazo
species (adjacent to the arene as shown or extended by de-
localization). One would expect the same product (addi-
tion of aryl with fluoride, water or arenediazonium) as that
shown in Equation 1 of Scheme 3 if the SWNT were to re-
act with the aryl cation. 
Equation 2 of Scheme 3 shows the possible reaction of the
SWNT with the aryl radical (generated from the diazoni-
um species as shown in Scheme 4) to form an arene–
SWNT radical that could vicinally couple with another
aryl radical, couple with a second aryl radical after delo-
calization as shown, or delocalize to locate a second radi-
cal on the nanotube and thereby generate a new double
bond.
In order to check for the presence of oxygen, fluoride or
nitrogen species resulting from the diazonium reaction,
functionalized nanotube samples were analyzed by XPS
(Figure 3). Samples were functionalized with 4-tert-bu-
tylphenyl groups using two different methods: in situ gen-
eration of a diazonium salt in a solvent-free reaction with
nanotubes (isoamyl nitrite and 4-tert-butylaniline,
Scheme 1, Equation 1)6 (XPS spectra in Figure 3A) and
via addition of a stable arenediazonium tetrafluoroborate
to SDS-treated nanotubes in solution at pH 107,8 as in
Scheme 1, Equation 2 (XPS spectra in Figure 3B) and
comparison to the XPS spectrum of the pristine SWNTs
(Figure 3C). In Figures 3A–C, the F 1s regions are com-
pared. In both reacted samples, only trace amounts of
fluorine are present. XPS studies of fluorine atoms co-
valently bound to the sidewall of a carbon nanotube typi-
cally show a strong signal at a binding energy of 690 eV
or higher, depending on the degree of chemical bonding.13
Although the isoamyl nitrite reaction has no fluoride and
the BF4– process has a significant amount of F– present for
reaction with the nanotubes, there appears to be little dif-
ference in the fluoride content between the two samples.
In fact, the fluoride-free reaction appears to have trace
amounts more fluoride, but both levels are barely detect-
able (< 1 wt%) above the noise range, as in the pristine
sample. The fluoride traces might arise from impurities
introduced when filtering through PTFE (Teflon®).6–8
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Scheme 3 Equation 1 shows that functionalization of SWNTs by
diazonium species could arise by electron addition from the SWNT to
the arenediazonium followed by nucleophile addition to the cation;
however, the analysis by XPS (vide infra) is not consistent with this
reaction product. The aryl–SWNT cation could also receive another
electron (not shown) thereby generating an aryl–SWNT radical iden-
tical to that shown in Equation 2. Equation 2 shows the possible reac-
tion of the SWNT with the aryl radical followed by delocalization and
reaction with a second aryl radical. Conversely, the aryl radical inter-
mediate could delocalize to couple with a second radical on the tube
and merely generate a new double bond (not shown).
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Figure 3.3 – Mécanisme de fonctionnalisation en paire de groupements phényles. À
gauche, l’attaque du premier greffon crée un électron non apparié près du sit de fonc-
tionnalisation. À droite, la fonctionnalisation de la deuxième unité phényle [17].
Cet électron non apparié est très réac if et est la principale cause d’une réactivité sup-
plémentaire avec le nanotube qui, autrement, est considéré comme extrêmement stable.
Lors de l’attaque du groupement phényle, il y a non seulement une déformation géomé-
trique, mais aussi la délocalisation (de quelques liens carbone-carbone) e cet électron
sur la surface du nanotube. Les sites près de la première fonctionnalisation sont donc
très réactifs p ur l’intr du tion d’un deuxième radical. Cela induit ce que l’on appellera
une fonctionnalisation en paire.
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La question qui demeure est la suivante : étant donné un site fonctionnalisé, où serait-
il le plus probable d’observer le deuxième greffon ? La figure 3.4 montre les trois sites
possibles de fonctionnalisation du deuxième radical phényle après la première attaque
représentée par un "x". Les configurations 1, 2 et 3 portent respectivement les noms de
ortho, meta et para.
x
1
2
3
Axe du tube 
Figure 3.4 – Différentes configurations pour une paire de bromophényles. À gauche :
le premier greffon est représenté par un "x". L’emplacement de la deuxième unité donne
les configurations ortho (1), meta (2) et para (3). À droite : deux configurations para
possibles pour un nanotube zigzag : parallèle à l’axe du tube et à 60◦ de celui-ci.
Figure 3.5 – Schéma d’une cellule primitive fonctionnalisé par une paire de bromophé-
nyles. Ici, le nanotube (13,0) en configuration para 60◦.
Des calculs ab initio montrent que la configuration meta (2) n’est pas stable [35]
conformément à la règle d’addition des aryles, c.-à-d. le nombre de liens entre deux
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fonctionnalisations doit être impair. Il reste donc les possibilités ortho (1) et para (3).
Les énergies de liaison d’une paire de phényles sur le graphène dans ces configurations
(1) et (3) furent calculées par le groupe de X.Blaze et donnent respectivement -1.25 eV
et -1.51 eV [45]. L’écart d’énergie entre ces deux configurations est normalement attri-
bué aux contraintes stériques plus importantes pour la configuration ortho. Pour la pré-
sente étude, le radical contiendra du brome (c.-à-d. du bromophényle) et les contraintes
stériques n’en seront que plus importantes. Compte tenu de ces résultats, seule la confi-
guration para sera étudiée. Il est à noter qu’aucune barrière de réaction ne sera calculée
pour l’attaque du deuxième greffon. Premièrement parce qu’il est très difficile de dé-
terminer le processus menant à l’attache du bromophényle à ce stade, mais aussi parce
que l’énergie d’activation du deuxième radical phényle est considérée plus petite que la
première réaction [45] et ne dicte donc pas la réaction.
Il y a deux dispositions différentes de la configuration para pour les nanotubes zig-
zags (voir figure 3.4). La paire de bromophényles peut être orientée de façon parallèle à
l’axe du tube ou à 60◦ de celui-ci. Les deux configurations subissent un effet de courbure
légèrement différent et seront donc intéressant à étudier.
3.3.2 Résultats
Il fallait trouver un argumentaire pour saisir l’essentiel de la physique en jeu dans les
résultats d’énergie de liaison d’une paire de bromophényles. C’est ce que nous ferons
dans cette sous-section.
Y. Lee et al. [41] propose que la configuration passe d’une géométrie sp2 à sp3
à l’endroit où la fonctionnalisation est faite. Si tel est le cas, nous devrions observer
une nette dépendance de l’énergie de liaison en fonction de la perte d’hybridation sp2
présent dans le nanotube avant même la fonctionnalisation. Plus la surface du nanotube
est courbée, plus cet effet devrait être important.
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En effet, selon l’article de M. Pudlak et al. [59], l’orbitale pi d’un nanotube arbitraire
peut s’écrire comme
| pi 〉= tanθ
√
3cos2θ −1
3cos2θ
| s 〉+ tanθ√
3cos2θ
| py 〉+
√
cos2θ
cosθ
| pz 〉 , (3.1)
où θ est une mesure de la courbure et est exprimé comme
sinθ =
√
3a
4R
, (3.2)
avec a=1.42 Å et R le rayon. Pour le graphène, ayant une hybridation strictement sp2,
on obtient θ = 0 (c.-à-d. un rayon infini) et l’orbitale pi n’est formée que de pz. Puisque
les énergies en question ne sont que de quelques électrons-volts (voir figure 3.6), on peut
s’attendre que les orbitales σ participent peu à la liaison. Dès lors, l’énergie de liaison
devrait être proportionnelle à la perte d’hybridation sp2 contenue dans l’orbital pi (et du
même coup à l’augmentation de l’hybridation sp3) :
Perte de sp2|pi〉 = 1− | 〈pigraphene | pinanotube〉 |2= tan2θ . (3.3)
L’énergie de liaison d’une paire de bromophényles peut donc s’écrire comme
Eliaison = α tan2θ + c , (3.4)
où c représente le cas du graphène et α est une constante. Bien sûr, cette argumenta-
tion est aussi bonne pour la liaison d’un seul bromophényle. Malheureusement, le faible
nombre de données ne permettait pas de vérifier de manière significative l’équation 3.4.
Les résultats sont présentés à la figure 3.6. On note une forte diminution de l’énergie
de liaison lors de l’augmentation du diamètre des nanotubes. Les deux configurations
para (0◦ et 60◦) ne semblent pas différer de beaucoup l’une de l’autre (l’écart est de
l’ordre de la précision du calcul dans la plupart des cas). Dès lors, un ajustement de
l’équation 3.4 fut fait sur tous les nanotubes semi-conducteurs. L’accord est excellent.
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Figure 3.6 – Énergie de liaison d’une paire de bromophényles en fonction de la chiralité
des nanotubes zigzags. Les deux configurations (0◦ et 60◦ par rapport à l’axe) sont dé-
crites à la figure 3.4. On note une diminution importante de l’énergie de liaison lors de
l’augmentation du diamètre.
On trouve
Eliaison = 39.68tan2θ +2.13 eV , (3.5)
avec un χ2 de 20 meV sur douze points. L’énergie de liaison pour le graphène est de
2.13 eV soit un peu plus élevée que la littérature (1.51 eV selon [45]). On remarque
également que les nanotubes métalliques (9,0), (12,0) et (15,0) ont une énergie de liaison
plus grande que la tendance des semi-conducteurs, ce qui est expliqué encore une fois par
le grand nombre d’états disponibles au niveau de Fermi. Ces résultats confirment qu’une
certaine sélection des nanotubes peut être faite selon leur diamètre et leur métallicité.
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Tableau 3.III – Comparaison entre la fonctionnalisation d’une paire de bromophényles
et l’addition de deux radicaux pris séparément.
Nanotube (8,0) (9,0) (13,0) (20,0)
Énergie de liaison d’une paire de bromophényles
(configuration para, 0◦ par rapport à l’axe) (eV)
3.63 3.77 2.76 2.38
Énergie de liaison de deux bromophényles pris
séparément (eV)
3.02 3.72 2.12 1.66
De plus, on constate au tableau 3.III que l’énergie des liaisons d’une paire de bro-
mophényles est toujours plus grande que l’addition de deux radicaux indépendants. La
fonctionnalisation en paire est donc plus favorable. Cependant, il reste à savoir si les
sites près de la paire sont réactifs. La position d’un troisième greffon n’a pas été étudiée
ici. On pourrait faire l’hypothèse que les autres unités bromophényles seraient attirées
par la déformation locale et ainsi fonctionnaliser de manière périodique le nanotube. Ce
problème est loin d’être trivial et gagnerait à être étudié dans des travaux futurs.
3.4 Bilan du chapitre
Au cours de ce chapitre, nous avons décrit en détail la fonctionnalisation au bromo-
phényle des nanotubes de carbone, une réaction très prisée des expérimentateurs. Plus
particulièrement, nous avons vu que la barrière de réaction d’un seul radical sur un na-
notube zigzag semi-conducteur se situe entre 0.73 et 0.76 eV. Aucune dépendance claire
en diamètre n’a été notée. L’énergie de liaison d’un seul greffon a quant à elle une forte
dépendance, passant de 1.51 eV pour le nanotube (8,0) à 0.83 eV pour le nanotube (20,0).
Cependant, un pairage des bromophényles est nécessaire pour assurer la stabilité de
la fonctionnalisation. La configuration para est privilégiée et l’énergie de liaison montre
une tendance à la baisse lors de l’augmentation du diamètre expliqué par la perte d’hy-
bridation sp2. En d’autres mots, les nanotubes ayant une courbure importante ont besoin
d’une moins grande déformation géométrique et changement d’hybridation pour accep-
ter un greffon.
Dans tous les cas, on observe que les nanotubes métalliques sont plus réactifs que
les semi-conducteurs de même diamètre. Ceci est expliqué principalement par le grand
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nombre d’états disponibles au niveau de Fermi pour former le lien chimique. Malheureu-
sement, la simulation du graphène n’a pu être faite avec l’implémentation ONETEP. On
gagnerait surement à poursuivre l’analyse sur d’autres implémentations, comme ABI-
NIT par exemple.
Après cette analyse, on peut imaginer qu’une sélection en taille et métallicité des
nanotubes par fonctionnalisation covalente au bromophényle est possible. Il reste ce-
pendant à le démontrer expérimentalement. Bien que la sélectivité en métallicité soit
connue [72], les nanotubes ont expérimentalement un diamètre assez grand. Trop grand
peut-être pour observer une diminution claire et nette de l’énergie de liaison en fonc-
tion du diamètre, les effets importants étant encore une fois observés chez les très petits
nanotubes.
CHAPITRE 4
COMBUSTION DES NANOTUBES PAR LE DIOXYDE DE CARBONE
4.1 Intérêt expérimental
La combustion endothermique des nanotubes par le dioxyde de carbone est une tech-
nique de l’heure dans le domaine. On pense entre autres à utiliser cette méthode pour
purifier les échantillons d’agrégats de carbone non désirés, mais également pouvoir tirer
de cette réaction une sélectivité en diamètre ou en métallicité pour les nanotubes de car-
bone. Cette réaction est du même coup l’inverse d’une technique menant à la croissance
des nanotubes [44]. On peut donc espérer éclaircir du même coup la combustion et la
croissance des nanotubes par calculs ab initio.
Figure 4.1 – Spectre d’absorption optique normalisé d’un film de nanotube simple pa-
roi sur un substrat de verre. À différentes températures, la concentration des nanotubes
change. On voit dans les parties E22 (transitions des semi-conducteurs) et M11 (transi-
tions des métalliques) une sélectivité en diamètre. Les plus petits tubes brûlent plus vite
que les gros. L’aire sous la courbe de la transition E22 baisse moins vite que celle de la
M11 et donc les nanotubes métalliques brûlent plus rapidement que les semi-conducteurs
(communication interne de Philippe Gagnon du groupe de Richard Martel).
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De par une collaboration interne avec le groupe de Richard Martel, on apprend qu’il
y a en effet une sélectivité des nanotubes pour cette réaction (voir figure 4.1). On parle
d’une plus grande réactivité pour les nanotubes métalliques, mais également d’une aug-
mentation d’environ 40 meV de la barrière de réaction en passant des nanotubes de 2.2
à 3.0 nanomètres de diamètre. Le but du présent chapitre est de tenter d’expliquer le
processus de cette réaction en espérant confirmer ces résultats expérimentaux. L’inspi-
ration proviendra, en partie, de quelques études similaires présentes dans la littérature
[18][65][62][49].
4.2 Exactitude de la DFT pour différentes combustions
Il fallait, pour le bien de notre étude, évaluer le rapprochement des valeurs obte-
nues avec la théorie de la fonctionnelle de la densité et les valeurs expérimentales en
ce qui concerne les énergies de combustion. Notez qu’il y a une différence entre la
précision (c.-à-d. la convergence des calculs) et l’exactitude des résultats face aux va-
leurs expérimentales. Si la DFT a quelques fois de la difficulté à reproduire exactement
l’expérience [71], elle décrit généralement bien la physique sous-jacente. Prenons, par
exemple, l’énergie relative à la fonctionnalisation étudiée au chapitre précédent. L’exac-
titude des valeurs n’est pas démontrée, mais la tendance en diamètre est quant à elle
indéniable.
Malgré tout, il est bon d’évaluer l’erreur que nous faisons sur les calculs ab initio face
à l’expérience pour se donner des repères de comparaison. C’est pourquoi une étude sur
l’énergie de combustion de quelques composés simples en fonction de la fonctionnelle
et de la base utilisée fut faite. Les tableaux 4.I à 4.V représentent respectivement le
cas du monoxyde de carbone, de l’hydrogène, de l’éther méthylique, du méthane et du
méthanal. Bien que la suite du chapitre ne concerne que la première réaction (monoxyde
de carbone), il fallait comparer ce cas aux erreurs encourues globalement.
Les calculs furent faits avec l’implémentation Gaussian (voir section 1.5.2) puis-
qu’il est possible d’utiliser facilement différentes fonctionnelles et types de base. Nous
connaissons déjà la PBE et la B3LYP (sections 1.4.4 et 1.4.5 respectivement). La PBE0
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Tableau 4.I – Combustion du monoxyde de carbone pour différentes fonctionnelles et
bases.
Combustion CO
Fonctionnelle Base Énergie de combustion Erreur relative (%)
PBE 6-311G(d) 6.60 12.47
PBE0 6-311G(d) 6.43 9.68
B3LYP 6-311G(d) 6.12 4.38
PBE aug-cc-pVDZ 6.55 11.63
PBE0 aug-cc-pVDZ 6.40 9.16
B3LYP aug-cc-pVDZ 6.12 4.30
ABINIT-PBE Ondes planes 6.07 3.50
Valeur expérimentale [42] (eV) 5.87 —
Tableau 4.II – Combustion de l’hydrogène pour différentes fonctionnelles et bases.
Combustion H2
Fonctionnelle Base Énergie de combustion Erreur relative (%)
PBE 6-311G(d) 4.74 19.96
PBE0 6-311G(d) 5.10 13.93
B3LYP 6-311G(d) 4.92 16.86
PBE aug-cc-pVDZ 5.87 0.89
PBE0 aug-cc-pVDZ 6.09 2.81
B3LYP aug-cc-pVDZ 5.95 0.55
Valeur expérimentale [42] (eV) 5.92 —
Tableau 4.III – Combustion de l’éther méthylique pour différentes fonctionnelles et
bases.
Combustion CH3OCH3
Fonctionnelle Base Énergie de combustion Erreur relative (%)
PBE 6-311G(d) 12.49 17.50
PBE0 6-311G(d) 12.61 16.70
B3LYP 6-311G(d) 12.85 15.10
PBE aug-cc-pVDZ 14.02 7.35
PBE0 aug-cc-pVDZ 14.01 7.43
B3LYP aug-cc-pVDZ 14.33 5.34
Valeur expérimentale [42] (eV) 15.14 —
[14] est quant à elle une autre fonctionnelle hybride basée sur la PBE et utilisant 25%
d’échange exact comparativement à 20% pour la B3LYP. Deux bases furent utilisées
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Tableau 4.IV – Combustion du méthane pour différentes fonctionnelles et bases.
Combustion CH4
Fonctionnelle Base Énergie de combustion Erreur relative (%)
PBE 6-311G(d) 7.47 19.05
PBE0 6-311G(d) 7.64 17.23
B3LYP 6-311G(d) 7.69 16.73
PBE aug-cc-pVDZ 8.54 7.50
PBE0 aug-cc-pVDZ 8.61 6.78
B3LYP aug-cc-pVDZ 8.71 5.69
Valeur expérimentale [42] (eV) 9.23 —
Tableau 4.V – Combustion du méthanal pour différentes fonctionnelles et bases.
Combustion CH2O
Fonctionnelle Base Énergie de combustion Erreur relative (%)
PBE 6-311G(d) 4.35 26.26
PBE0 6-311G(d) 4.42 25.25
B3LYP 6-311G(d) 4.39 25.70
PBE aug-cc-pVDZ 4.82 18.49
PBE0 aug-cc-pVDZ 5.27 10.76
B3LYP aug-cc-pVDZ 4.84 18.09
Valeur expérimentale [42] (eV) 5.91 —
dans Gaussian. La 6-311G(d) [39] est une base triple-zêta (trois fonctions de Slater
contenant 3, 1 et 1 gaussiennes respectivement pour les électrons de valence), polarisée
(ajout d’orbitale d) et dont les fonctions de coeur sont composées de 6 gaussiennes. La
aug-cc-pVDZ est une base à corrélation consistante polarisée [78] (de l’anglais "correla-
tion consistent polarized basis set") double-zêta contenant des orbitales diffuses pour les
atomes légers (l’hydrogène et l’hélium principalement). Elle est normalement considé-
rée comme plus complète que la 6-311G(d) et plus exacte pour l’énergie de combustion
ou de liaison pour des complexes contenant de l’hydrogène [34]. Un test comparatif fut
fait avec ABINIT (section 1.5.1) avec la fonctionnelle PBE en utilisant une base d’ondes
planes de 25 Ha (PAW) pour la combustion du monoxyde de carbone seulement. Tous
les calculs ont trouvé que l’état fondamental de l’oxygène (O2) est triplet et l’énergie de
condensation de l’eau fut artificiellement ajoutée aux valeurs DFT. Les valeurs expéri-
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mentales sont tirées du Handbook of Chemistry and Physics [42].
Le comportement global est assez simple à comprendre : plus la base est complète
et plus la fonctionnelle d’échange corrélation est précise, plus l’erreur relative est pe-
tite. Étonnamment, en ce qui concerne la combustion du monoxyde de carbone, la PBE
d’ABINIT est plus proche de la valeur expérimentale que la B3LYP avec la base aug-
cc-pVDZ. Deux explications sont possibles : il s’agit d’une coïncidence (en effet nous
n’avons pas d’autres énergies de combustion produites par ABINIT pour comparer) ou
bien la base d’ondes planes est vraiment plus complète. Quoi qu’il en soit, il est ras-
surant de savoir que les calculs reportés plus loin dans ce chapitre sont relativement
près de l’expérience soit 4.38 % et 3.50 % pour la B3LYP/6-311G(d) et PBE-ABINIT
respectivement.
Le bât blesse lorsque l’on ajoute de l’hydrogène aux composés. Théoriquement, le
problème se situe dans la difficulté à représenter la distribution radiale des orbitales s
avec un nombre limité de gaussiennes. C’est un problème important, car c’est principa-
lement cette orbitale qui fera le lien atomique dans l’hydrogène. Pour pallier la situation,
on utilise la base aug-cc-pVDZ contenant, rappelons-le, des orbitales diffuses supplé-
mentaires (gaussiennes à large étendue) pour l’hydrogène. L’exemple le plus frappant
est représenté au tableau 4.II où l’erreur relative sur la combustion de l’hydrogène (H2)
chute pour atteindre, au minimum, 0.55% (B3LYP).
Malgré tout, les erreurs relatives pour les autres combustions, notamment le mé-
thanal, sont relativement grandes allant jusqu’à 26.26% pour la PBE/6-311G(d). La
B3LYP/aug-cc-pVDZ ne fait pas très bonne figure non plus avec une erreur relative
de 18.09% pour ce composé. Ce constat est un peu décevant étant donné que cette fonc-
tionnelle est considérée comme l’une des mieux ajustée sur l’expérience. Une étude de
l’erreur relative en fonction du nombre de liens créés ou détruits fut tentée, mais aucune
tendance nette ne fut observée. En ce qui concerne le sujet du présent chapitre, il sera suf-
fisant d’utiliser la B3LYP/6-311G(d) (rapide et sensiblement fiable pour ces réactions)
et la PBE/Ondes planes (ABINIT) pour des réactions se rapprochant de la combustion
du monoxyde de carbone.
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4.3 Combustion par la surface
Tout au long de ce document, nous supposerons que le dioxyde de carbone agit sur
des nanotubes sans défauts. Nous débuterons par l’attaque de la surface afin de savoir
s’il n’est pas trop coûteux de créer une imperfection qui sera, par la suite, le catalyseur
de la réaction. Les défauts étudiés ici ne sont pas configurationnels, mais plutôt associés
à l’arrachement des atomes de carbones. Les calculs furent produits avec l’implémenta-
tion ONETEP (voir section 1.5.3) vu le nombre élevé d’atomes à simuler. En effet, nous
devons considérer une cellule suffisamment grande pour permettre la relaxation géo-
métrique d’être la plus réaliste possible. On prendra donc un nanotube avec conditions
frontières périodiques et ayant un total de 10 cellules primitives zigzags. La combustion
débutera en son centre. La fonctionnelle PBE sera utilisée avec une énergie de coupure
effective de 50 Ha, ceci ayant pour but de bien décrire l’oxygène qui demande générale-
ment une grande base afin de converger ses états.
La première réaction consiste à arracher un atome de carbone du nanotube et d’émettre
deux molécules de monoxyde de carbone, le tout à partir d’une molécule de dioxyde de
carbone :
Nanotube+CO2 −→ Nanotube (moins 1 carbone)+2 CO. (4.1)
La configuration finale est présentée à la figure 4.2 (à gauche). On voit que cette struc-
ture n’est pas très stable, principalement parce qu’il y a un atome de carbone avec des
liens pendants. D’ailleurs, il en coûte 8.43 eV au nanotube zigzag (10,0) pour atteindre
cette configuration (en comptant la désintégration du CO2 et la création de deux CO).
Par contre, en reprenant la réaction décrite à l’équation 4.1 à partir de cette structure
instable, nous obtenons l’image de droite de la figure 4.2 en ne fournissant que 0.86
eV. Cettre réaction comble bien sur tous les liens pendants et stabilise la structure. On
parle tout de même d’un total de 9.29 eV pour passer à cette configuration à partir d’un
nanotube sans défauts, soit une énergie beaucoup trop grande pour être envisageable
expérimentalement.
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Figure 4.2 – Deux configurations amorçant la combustion des nanotubes de carbone
par la surface. À gauche, la structure résultante après une première combustion (voir
équation 4.1) exigeant une énergie de 8.43 eV. À droite, la même réaction, mais à partir
de la structure de gauche demandant un ajout de 0.86 eV.
En consultant la littérature, on se rend vite compte que la première étape menant à la
combustion du nanotube est plutôt un pontage oxygène [62]. En supposant que l’oxygène
ponté provient de la molécule de CO2 (c.-à-d. sans présence de O2), il en coute 4.04 eV
pour ponter la surface du nanotube. Bien que l’énergie requise est moins grande, elle est
encore une fois trop importante pour qu’il s’agisse de l’étape initiale.
Il faut donc abandonner ici la combustion d’une surface parfaite et pencher plutôt
nos efforts sur la combustion par un défaut simple comme celui retrouvé aux bouts du
nanotube. C’est ce que nous verrons dans la prochaine section.
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4.4 Combustion par les extrémités
4.4.1 Graphène tronqué
Nous étudierons ici quelques réactions pouvant mener à la combustion de l’extrémité
d’un nanotube de carbone. Le lecteur remarquera que l’extrémité est passivée par des
atomes d’oxygène puisqu’on ne peut évidemment pas laisser des liens pendants dans
la structure ; elle serait ainsi instable et hautement réactive à toute fonctionnalisation.
Comme l’oxygène est présent dans la réaction, c’est le seul atome disponible pour ter-
miner l’extrémité du nanotube.
La méthode préconisée ici est de faire une étude rapide des processus envisageables
menant à la combustion. Comme plusieurs configurations sont possibles, nous ne pré-
senterons que les étapes limitantes de la réaction les plus susceptibles d’être présentes.
Les calculs ont été faits avec un bout de graphène tronqué dont les liens sont passivés
par l’hydrogène ou l’oxygène (partie réactive) dans l’implémentation Gaussian en utili-
sant la fonctionnelle B3LYP et la base 6-311G(d). Les quatre structures principales sont
représentées à la figure 4.3 et la dynamique de réaction (incluant les réactants et les pro-
duits) est représentée à la figure 4.4. L’image a) sera considérée comme la structure de
départ. De cette structure, on peut supposer deux pontages d’oxygène différents. Dans
un premier temps, on peut introduire un atome d’oxygène dans le lien reliant les atomes
3 et 4 pour former la structure b), ce qui est similaire à une configuration simulée dans
la section précédente. D’ailleurs, l’énergie pour effectuer ce pontage est du même ordre
de grandeur, soit 3.64 eV, toujours en considérant l’attaque par un dioxyde de carbone.
En faisant nos calculs sur un bout de nanotube oxydé, il est possible maintenant
d’évaluer une autre voie d’attaque par l’oxygène, soit à partir du lien entre les atomes 2
et 3 de la figure a). Cette configuration est bien entendu instable, car l’atome de carbone
2 est alors dans l’obligation de former cinq liens. Dès lors, le liens entre les atomes 2 et
3 est rompu créant la structure c), ce qui nécessite seulement 1.53 eV.
Cette structure est particulièrement déformée près du lieu d’oxydation. L’étape sui-
vante est d’arracher le monoxyde de carbone lié à l’atome 1 de la figure c) et de lier
l’oxygène (atome 2) à ce carbone donnant comme résultat la structure de la figure d).
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a) b) 
c) d) 
Figure 4.3 – Différentes structures intermédiaires menant à la combustion d’un graphène
tronqué. En a), la structure de départ. En b), un pontage oxygène à partir du dioxyde de
carbone nécessitant 3.64 eV. En c), l’attaque d’un oxygène dans le lien 2-3 de la figure a)
provoque la rupture de celui-ci en utilisant 1.53 eV. En d), le monoxyde de carbone greffé
sur le site 1 de la figure c) se détache et libère 0.51eV.
Cette réaction est exothermique et libère 0.51 eV au passage et forme la structure oxy-
dée la plus stable jusqu’à présent. Le bilan énergétique total entre la figure 4.3 a) et 4.3
d) est endothermique de 1.02 eV.
Comme mentionné précédemment, la figure 4.4 représente schématiquement le bi-
lan énergétique des différentes configurations stables calculées ainsi que les réactants et
produits. Notez qu’il n’est pas nécessaire de passer par la deuxième configuration afin
d’atteindre la troisième. De plus, ce schéma ne présente pas les barrières énergétiques
entre les différentes structures, principalement parce que celles-ci sont très difficiles à
évaluer. Nous avons donc une sous-estimation de la barrière réelle pour la réaction. La
figure 4.5 présente essentiellement la même cinétique, mais cette fois en considérant
qu’il y a au départ présence d’oxygène (O2). Comme l’oxygène est beaucoup plus réac-
tif que le dioxyde de carbone, il n’est pas surprenant de constater que le bilan énergétique
est exothermique soit au total un gain de 2.03 eV entre les configurations de départ et
d’arrivée.
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À partir de ce point, il a été convenu d’étudier plus particulièrement l’énergie requise
pour passer de la première à la dernière configuration en fonction du diamètre des na-
notubes. Essentiellement parce que la dernière structure nous semble être l’étape la plus
stable lors de la combustion, mais aussi parce que l’évaluation des états stationnaires in-
termédiaires ne représente pas exactement, rappelons-le, la barrière de la réaction, mais
une sous-évaluation de celle-ci. Ils pourraient néanmoins être le reflet d’une certaine
dépendance en diamètre, principalement à cause de la grande déformation requise pour
passer à la configuration représentée à la figure 4.3 c) et de l’influance des contraintes
stériques dans un nanotube de carbone. La question est laissée en suspend, mais il serait
intéressant d’en faire une étude plus approfondie.
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4.4.2 Dépendance en diamètre de la combustion
Le but principal de toute cette démarche est d’établir s’il y a une dépendance entre
l’énergie de combustion des nanotubes de carbone et leur diamètre. Selon ce qui a été
discuté à la section précédente, nous évaluerons ici l’énergie de combustion entre les
deux configurations représentées à la figure 4.6. Rappelons que les énergies calculées
incluent une molécule de dioxyde de carbone pour la configuration de départ et deux
molécules de monoxyde de carbone pour la configuration finale.
Figure 4.6 – Configurations stables d’un nanotube de carbone (10,0) avant (à gauche) et
après (à droite) la combustion.
Comme nous avons besoin de simuler des systèmes plus importants en nombre
d’atomes pour cette section, un passage obligé vers une autre implémentation est es-
sentiel. Les résultats suivants furent obtenus avec l’implémentation ABINIT utilisant la
fonctionnelle PBE et une énergie de coupure d’ondes planes de 25 Ha (PAW). L’évalua-
tion d’un seul point dans la zone de Brillouin est suffisante pour le type de molécules
que nous étudierons. Bien que nous avons la liberté d’inclure plus d’atomes, il existe
tout de même une limite informatique. Ainsi, la dimension du système fut limitée à
deux cellules primitives zigzags seulement. En choisissant une cellule primitive aussi
petite, on introduit malheureusement une dimérisation des liens, c.-à-d. une alternance
de liens courts et petits. Il faut d’ailleurs passiver les deux côtés du nanotube avec de
l’oxygène pour assurer la stabilité de la strucutre, car de simples hydrogènes ne par-
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viennent pas à supporter la dimérisation. À cause de cet effet et de la grandeur de la
cellule primitive, il est impossible de simuler des nanotubes métalliques. Néanmoins,
nous espérons pouvoir saisir la physique contenue dans la courbure des nanotubes, prin-
cipalement les contraintes stériques entre les oxygènes. Une tentative fut également faite
avec l’implémentation ONETEP pour simuler une cellule primitive plus grande, mais il
était impossible d’obtenir une précision acceptable sous la barre de 10 meV.
Figure 4.7 – Dépendance en diamètre de l’énergie de combustion des nanotubes de car-
bone par le CO2 selon la réaction présentée à la figure 4.6. L’énergie requise pour le
graphène est de 1.98 eV. On observe que les très petits nanotubes sous la chiralité (8,0)
réagissent moins. Pour les plus grands nanotubes, une tendance asymptotique vers le
graphène est observée.
On peut voir à la figure 4.7 les résultats de cette étude. Les énergies requises à la
combustion pour différents nanotubes y sont présentées. Notons que le graphène requière
maintenant 1.98 eV comparativement à 1.02 eV obtenu avec Gaussian (voir section pré-
cédente). Ce décalage est en partie dû au changement de fonctionnelle et de base, mais
surtout à la dimérisation amenée dans le système. Cela est compréhensible, car la dimé-
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risation a normalement comme effet d’augmenter la largeur de bande interdite, ce qui du
même coup rend la structure moins réactive. Tous les résultats devraient donc être revus
à la baisse, mais la tendance observée devrait être sensiblement la même.
Le comportement pour les nanotubes de plus grands diamètres et de chiralités supé-
rieures à (8,0) est facilement explicable par le fait que plus le nanotube est petit, plus les
oxygènes subissent une répulsion électronique. On peut voir cet effet à la figure 4.6 où
les atomes d’oxygène s’éloignent du centre. Il est donc plus facile par la suite d’arracher
des molécules de monoxyde de carbone. Si cela est vrai, il est plus difficile alors d’expli-
quer le comportement des petits nanotubes ; les zigzags (6,0) et le (7,0) en occurrence.
L’énergie requise pour initier la combustion est même plus importante que le graphène,
ce qui est inattendu. La seule explication que l’on peut élaborer est que les structures
finales sont beaucoup moins stables que les autres nanotubes. Comme nous l’avons vu
au cours de ce document, les petits nanotubes ont souvent un caractère bien différent des
autres dû entre autres à la perte d’hybridation sp2.
Étant donné que nous étudions seulement les énergies totales de combustion, il est
malheureusement difficile de confirmer précisément la tendance en barrière énergétique
avec celles trouvées du côté expérimental . Cependant, selon la figure 4.7, nous sommes
en mesure de dire que la dépendance en diamètre pour les gros nanotubes semble être
concordante (c.-à-d. les petits brûlent plus rapidement que les gros) avec l’expérience.
De plus, on peut estimer que la valeur de 40 meV de barrière énergétique entre les nano-
tubes de 2.2 et 3.0 nanomètres semble être du bon ordre de grandeur. Il faut comprendre
qu’obtenir autant de précision pour la DFT est une tâche colossale.
Néanmoins, nous sommes en mesure de faire une prédiction expérimentale. En pre-
nant de très petits nanotubes double parois, il serait possible de produire des nanotubes
ayant un diamètre sous le nanomètre en brûlant la couche externe et laissant le nanotube
interne intact. Des nanotubes ayant un tel diamètre sont assez rares, on pourrait ainsi
élargir les horizons de la physique expérimentale.
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4.4.3 Vitesse de brûlage théorique
Bien que nous ne sommes pas en mesure de donner explicitement une valeur pour la
barrière de réaction, il est bon de faire un parallèle entre celle-ci et la vitesse de com-
bustion. En effet, l’observation directe de cette vitesse par des méthodes expérimentales
permettrait d’avoir une bonne approximation de la barrière de réaction.
Dans un gaz de basse pression, la vitesse moyenne vrms ("root mean square") des
molécules, tirée de la distribution de Maxwell–Boltzmann, donne
vrms =
√
3kbT
m
, (4.2)
où kb est la constante de Maxwell–Boltzmann, m est la masse et T est la température.
Cette valeur multipliée par la probabilité d’avoir des particules d’une énergie suffisante
pour franchir une barrière de réaction εb donne le flux efficace de particules Fe f f . On
obtient ainsi
Fe f f = vrms exp
(
− εb
2kbT
)
. (4.3)
Pour obtenir la vitesse de combustion du nanotube, il ne reste plus qu’à multiplier le flux
efficace par la densité du gaz et la section efficace du nanotube (typiquement quelques
angströms de par et d’autre du contour du nanotube) et diviser par la densité linéique
(nombre d’atomes par unité de longueur).
Prenons par exemple le cas d’un nanotube de 2.2 nm de diamètre à une pression de
38 kPa dans un volume d’un litre à 973 K pour la combustion au dioxyde de carbone.
Pour des barrières de combustion de 1.6, 2.0 et 2.4 eV, on obtient respectivement des
vitesses de combustion de 363.11, 3.08 et 0.03 µm par heure. Bien sûr il s’agit ici d’une
approximation, mais puisque le taux de succès d’une collision dépend d’une exponentiel
de l’énergie, on peut tout de même obtenir un bon ordre de grandeur pour la barrière
de réaction. Un calcul tout simple nous permet de conclure qu’à cette température, avec
une augmentation de 40 meV entre les nanotubes de 2.2 et 3.0 nm, la vitesse de com-
bustion des gros nanotubes est 60% celle des petits. C’est une différence qui devrait être
observable expérimentalement.
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4.5 Bilan du chapitre
Dans ce chapitre, nous avons tenté de trouver le processus menant à la combustion
des nanotubes par le dioxyde de carbone. Il a été démontré que la création de défauts
sur une surface intacte comme point de départ de la combustion demande une énergie
beaucoup trop importante. Il en va de même pour le pontage en oxygène. Dès lors, il
était essentiel de considérer la combustion par le défaut le plus simple qui soit : le bout
du nanotube. Nous croyons avoir saisi l’essentiel de la dynamique de combustion à partir
de modèles simples basés sur des calculs de graphène tronqué.
La complexité des calculs nous a obligée à abandonner l’évaluation précise de la
barrière de réaction. Il est donc impossible pour le moment de confirmer précisément
la dépendance en diamètre de cette barrière soit une augmentation de 40 meV entre les
nanotubes de diamètre 2.2 et 3.0 nanomètres. Il en va de même pour la plus grande
réactivité des nanotubes métalliques.
Cependant, l’étude d’énergie de combustion entre deux états stables intermédiaires
nous apprend que les plus petits nanotubes réagissent plus facilement que les gros, du
moins en ce qui concerne des diamètres plus grands que 6.3 Å conformément à l’expé-
rience. Les nanotubes plus petits sont quant à eux beaucoup moins réactifs, demandant
même plus d’énergie que le graphène pour effectuer la combustion. On peut donc ima-
giner brûler la paroi externe d’un nanotube double parois tout en laissant un nanotube
interne (très petit) intact. Ce serait sans doute une bonne idée de tenter cette expérience,
car jusqu’à présent, les nanotubes d’une si petite taille sont difficiles à obtenir expéri-
mentalement.
Il reste encore beaucoup de travail à faire pour éclaircir cette combustion, mais nous
espérons avoir fourni dans ce chapitre un bon point de départ pour des travaux futurs.
CHAPITRE 5
CONCLUSION
Deux années se sont écoulées depuis ma première initiation à la théorie de la fonc-
tionnelle de la densité et aux nanotubes de carbone. Deux sujets qui sont encore au-
jourd’hui en constante évolution et qui font l’objet de plusieurs études. D’ailleurs, la
publication de S. Ijima [33] sur la découverte des nanotubes de carbone figure au cin-
quième rang des articles les plus cités dans le domaine de la physique au cours des trente
dernières années selon web of Science [54] et les articles qui le précèdent ont tous un
lien direct avec la théorie de la fonctionnelle de la densité.
Le but fixé était de comprendre l’engouement général du domaine pour ce maté-
riel et d’apporter, si possible, quelques éclaircissements sur différents aspects. L’intérêt
principal était d’abord porté sur les nanotubes double parois. On voulait comprendre
l’interaction entre les parois des DWNTs. Cet aspect présenté au chapitre 2 fut éclairci
assez rapidement. Nous nous sommes donc penchés, avec la collaboration du groupe de
Richard Martel, sur le sujet de la sélectivité des nanotubes de carbone en métallicité ou
en diamètre. Cet aspect a occupé les deux derniers chapitres. Il a été question de la fonc-
tionnalisation par groupement bromophényle ainsi que la combustion par le dioxyde de
carbone.
À la lumière de ces études, nous sommes en mesure que conclure qu’il y a une nette
différence entre les petits et les gros nanotubes. Cela est, comme nous l’avons vu au cours
de ce document, dû principalement à deux facteurs intimement liés : la perte d’hybrida-
tion sp2 et la courbure locale. En particulier, il a été démontré que les états électroniques
des nanotubes double parois sont déterminés par ce changement d’hybridation et que
l’interaction électronique entre les parois est globalement négligeable. Lors de l’étude
de la fonctionnalisation au bromophényle, nous avons vu que les petits nanotubes et les
composés métalliques sont plus réactifs. La tendance est sensiblement la même pour la
combustion au dioxyde de carbone (excepté en ce qui concerne les nanotubes de très
petit diamètre). Règle générale, plus le nanotube est petit, plus la physique devient inté-
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ressante.
Suite à l’utilisation de plusieurs implémentations de la DFT, j’arrive à la conclusion
qu’il faut bien connaitre les limites de chaque code et savoir exploiter ses forces et ne
pas essayer de combattre ses faiblesses. Généralement, les ondes planes constituent un
bon point de départ pour l’étude de systèmes de taille raisonnable et il est possible de
converger autant que voulu toutes valeurs (encore faut-il que la physique recherchée soit
décrite). Malheureusement, on se retrouve vite avec des coûts informatiques effarants
et un passage obligé vers des implémentations avec des bases localisées est souvent
inévitable pour de gros systèmes. Cependant, la précision que l’on peut atteindre est li-
mitée. À titre d’exemple, il fut impossible d’atteindre une précision sous les 40 meV
pour l’énergie de combustion au dioxyde de carbone. Selon mon expérience, je crois
que dans l’évaluation de toute quantité (particulièrement l’énergie totale), il faut savoir
choisir l’implémentation en fonction des trois contraintes suivantes : la précision sou-
haitée, les fonctionnelles appliquées et la taille du système (tant pour bien représenter la
physique que pour le coût informatique).
La comparaison avec l’expérience demeure le point fondamental de toute théorie.
C’est d’ailleurs pourquoi ces études furent entreprises avec la collaboration d’un groupe
d’expérimentateurs. Il faut cependant bien connaitre les limites de tous et chacun et
trouver un point d’entente sur les quantités physiques intéressantes. La DFT est tout de
même limitée dans les types de simulations possibles, que ce soit à cause de la taille du
système ou des coûts informatiques. Ainsi, nous avons vu qu’il est généralement assez
difficile d’évaluer précisément les barrières de réaction et qu’il faut user d’ingéniosité
pour y arriver. C’est principalement pourquoi l’étude des différences d’énergies est un
moyen détourné, mais efficace pour obtenir des résultats. Les différences d’énergie sui-
vant généralement la même tendance que les barrières de réaction.
Il ne faut pas non plus tenter de rejoindre exactement les valeurs obtenues du côté
expérimental. Comme nous l’avons vu au dernier chapitre avec une étude d’exactitude de
différentes combustions, les résultats varient en fonction de la fonctionnelle et de la base
utilisée. Ceci est souvent source de mécontentement chez les expérimentateurs, mais
il faut comprendre que certaines coupures au niveau de la théorie sont essentielles au
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bon fonctionnement de la DFT, le problème à N-corps n’étant (et ne sera probablement
jamais) résolu exactement. Il faut simplement choisir la fonctionnelle et la base qui sont
les plus propices à décrire la physique du système. De plus, il est suggéré, comme ce fut
le cas au cours de ce document, de chercher une certaine dépendance en ne variant qu’un
seul paramètre (le diamètre des nanotubes par exemple) plutôt que d’obtenir une seule
valeur pour des fins de comparaison.
Il est maintenant temps de conclure. J’espère avoir éclairci quelques points sur divers
aspects concernant les nanotubes de carbone, notamment sur la sélectivité en diamètre
et en métallicité. Bien que la route vers l’application de ce composé dans les objets du
quotidien, dans le domaine de la nanotechnologie par exemple, semble longue et ardue,
c’est par l’accumulation de petites études comme celles-ci que nous arriverons à mieux
comprendre la physique des nanotubes de carbone et tirer profit de leurs caractéristiques
hors du commun.
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