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ABSTRACT
In this paper we present a complete interactive system en-
abled to detect human laughs and respond appropriately,
by integrating the information of the human behavior and
the context. Furthermore, the impact of our autonomous
laughter-aware agent on the humor experience of the user
and interaction between user and agent is evaluated by sub-
jective and objective means. Preliminary results show that
the laughter-aware agent increases the humor experience
(i.e., felt amusement of the user and the funniness rating
of the lm clip), and creates the notion of a shared social
experience, indicating that the agent is useful to elicit posi-
tive humor-related aect and emotional contagion.
Categories and Subject Descriptors
H.5.2 [Information Technology and Systems]: In-
formation Interfaces and Representation (HCI)User In-
terfaces[Graphical user interfaces]; H.1.2 [Information
Technology and Systems]: Models and Principle-
sUser/Machine Systems[Human factors]
General Terms
Algorithms, Experimentation
Keywords
laughter detection, laughter synthesis, virtual agents
1. INTRODUCTION
Laughter is a signicant feature of human communication,
and machines acting in roles as companions or tutors should
not be blind to it. So far, limited progress has been made
towards allowing computer-based applications to deal with
Appears in: Proceedings of the 12th International Confer-
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Copyright c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laughter. In consequence, only a few multimodal systems
exist that use laughter in the interaction. In this paper we
present a complete laughter-aware interactive system that is
able to detect human laughs and to respond appropriately
(i.e., laugh with right timing and intensity) to the human
behavior and the context. For this purpose we adapted and
integrated several existing open-source analysis and synthe-
sis tools. On top of them we developed user laughter de-
tection and laughter intensity estimation modules as well as
audiovisual laughter synthesis. We also provided a decision
making module that controls the agent behavior. All these
components work in real-time. In addition, we built an in-
teractive scenario for our autonomous laughing agent. In
this scenario, the user watches a pre-selected funny stimu-
lus (i.e., lm clip, cartoon) alongside the agent. The agent
is able to laugh, reacting to both, the context (i.e., punch
lines in the lm clip) and the user's behavior. The impact
of the interaction with the laughing agent and its expressive
behavior is assessed by evaluation questionnaires covering
emotional, motivational, and cognitive aspects of the expe-
rience, as well as beliefs and opinions towards the agent.
2. RELATEDWORK
Urbain et al. [1] have proposed the AVLaughterCycle ma-
chine, a system able to detect and respond to human laughs
in real time. With the aim of creating an engaging inter-
action loop between a human and the agent they built a
system capable of recording the user's laugh and respond-
ing to it with a similar laugh. The virtual agent response is
automatically chosen from an audiovisual laughter database
by analyzing acoustic similarities with the input laughter.
This database is composed of audio samples accompanied
by the motion capture data of facial expressions. While the
audio content is directly replayed, the corresponding motion
capture data are retargeted to the virtual model. Shahid et
al. [2] proposed Adaptive Aective Mirror, a tool that is
able to detect user's laughs and to present audiovisual af-
fective feedback, which may elicit more positive emotions in
the user. In more details, Adaptive Aective Mirror pro-
duces a distortion of the audiovisual input using real-time
graphical lters such as bump distortion. These distortions
are driven by the amount and type of user's laughter that
has been detected. Fukushima et al. [3] built a system able
to increase users' laughter reactions. It is composed of a set
of toy robots that shake heads and play preregistered laugh-
ter sounds when the system detects the initial user laughter.
The evaluation study showed that the system enhances the
users' laughing activity (i.e., generates the eect of conta-
gion). Finally, Becker-Asano et al. [4] studied the impact of
auditory and behavioral signals of laughter in dierent so-
cial robots. They discovered that the social eect of laugh-
ter depends on the situational context including the type of
task executed by the robot, verbal and nonverbal behaviors
(other than laughing) that accompany the laughing act [5].
3. SCENARIO
For the purpose of building a laugh-aware agent we
searched for an interaction scenario where laughter-based in-
teraction appears to be natural and realistic in both human-
human (for training the system) and human-machine con-
ditions. Thus, we opted for a scenario that implies tele-
presence. Our scenario involves two subjects watching a
funny stimulus (i.e., lm clip). Importantly, they do not
share the same physical space: they watch the same content
simultaneously on two separate LCD displays. They can see
the partner's reactions in a small window because a view of
the other person is placed on the top of the displayed con-
tent. This scenario corresponds to very common situation
in real life when someone wants to share interesting content
over the web. For this reason teleconference systems such
as Ekiga or Skype are often used.
We adapted this scenario to human-virtual agent interac-
tion. It has many advantages: the situational context is lim-
ited to the presented context, interaction should be mainly
based on laugh episodes and is possible without using speech
recognition, which is often a bottleneck for current interac-
tive systems. The other advantage of this scenario is that it
allows us to easily alter the interaction conditions. This is
important as we want to evaluate the impact of the laugh-
aware agent for interaction. For this purpose we introduce
three variants of our scenario:
 \xed speech" (FSC): the agent is verbally expressing
amusement at pre-dened time slots,
 \xed laughter" (FLC): the agent is expressing amuse-
ment through laughs at pre-dened times slots,
 \interactive laughter" (ILC): the agent is expressing
amusement through laughter, in reaction to both the
content and the human's behavior.
4. SYSTEM ARCHITECTURE
To realize our scenario we have built a laugh-aware au-
tonomous agent able to analyze the human laugh behavior
and answer appropriately in real-time. It is composed of sev-
eral modalities (see Figure 1). We can distinguish 3 types
of components: input components, decision components and
output components.
The input components are responsible for multimodal
data acquisition and real-time laughter-related analysis.
They include laughter detection from audio features and
input laughter intensity estimation. Data is collected by
Figure 1: Overall architecture of laugh-aware agent
a Microsoft Kinect, video (RGB, 30fps, 640x480) and au-
dio (16 kHz, 16 bit, mono). Two decision components are
used to control the agent audiovisual response. The rst
one (Dialog Manager) receives the information from the in-
put components (i.e., laughter likelihoods and intensity) as
well as contextual information and it generates a high-level
information on laughter response (i.e., its duration and in-
tensity). The second component, Laughter Planner, con-
trols the details of the expressive pattern of the laughter
response. In the current version it chooses the appropri-
ate audiovisual episode from the lexicon of pre-synthesized
laughter samples and it encodes it into Behavior Markup
Language (BML)1. This two-step decision process allows us
to separate the model of interaction and the agent specic
characteristics. While the Dialog Manager is responsible for
high level decisions that are independent of the agent or
its embodiment, the Laughter Planner plans the audiovisual
response taking into consideration the agent characteristics
such as gender or available modalities etc. Finally, two out-
put components are responsible for the audiovisual laughter
synthesis and visualization.
All the components work in real-time. To ensure fast and
ecient communication between the dierent modules, we
use the message-oriented middleware called ActiveMQTM
which supports multiple operating systems and program-
ming languages. Each component can read and write to
some specic ActiveMQ topics. For this purpose we dened
a hierarchy of message topics and for each topic the appro-
priate message format. Simple data (such as input data)
were coded in simple text messages in string/value tuples,
so calledMapMessages, while the description of the behavior
to be displayed by the agent was coded in standard XML-
like language.
4.1 Input Components
To facilitate the multimodal data processing and the syn-
chronization between the dierent signals, we use existing
software called Social Signal Interpretation (SSI) [6]. It is
used to collect, synchronize and process multimodal data
from dierent data sources such as Kinect, microphone or
physiological sensors. For the purpose of our laugh-aware
agent we developed new modules in SSI: audio laughter de-
tection and laughter intensity estimation. We also use SSI
to include information about the context of the interaction.
1http://www.mindmakers.org/projects/bml-1-
0/wiki/Wiki?version=10
4.1.1 Laughter detection
To nd which feature set is appropriate for laughter de-
tection a large scale experiment was conducted. The follow-
ing speech-related low-level features were selected as most
promising candidates: Intensity, MFCCs, Pitch, PLPs. On
these the following 11 groups of functionals were tested:
Zero-Crossings, DCT (Direct Cosine Transform) Coe-
cients, Segments, Times, Extremes, Means, Onsets, Peaks,
Percentiles, Linear and Quadratic Regression, and Moments.
These features were extracted by the openSMILE feature ex-
traction toolkit [7], integrated into SSI. The experiment was
run on 19 sessions of the SEMAINE corpus [8], which were
manually annotated into laughter and speech samples and
distributed in a training and test set, while it was ensured
that samples of the same user would not occur in both sets.
For classication we applied Support Vector Machines.
Results suggest that most reliable results are achieved us-
ing Intensity and MFCCs, while adding Pitch and PLP fea-
tures did not improve results on the studied corpus. Among
the functionals, Regression, Moments, Peaks, Crossings,
Means and Segments are considered to carry most distinctive
information. In the best case an overall accuracy of 88.2%
at an unweighted average recall of 91.2% was obtained.
The developed laughter detection framework was then
tuned to our interactive scenario and input component.
20 subjects were recorded with our scenario settings while
watching the stimulus video. Laughter annotations were
used to re-train the laughter detector described above. The
obtained laughter model was nally combined with a silent
detection to lter out silent frames in the rst place and clas-
sify all remaining frames into laughter or noise. The frame
size was set to 1 second with an overlap of 0.8 second, i.e.
a new classication is received every 200ms.
4.1.2 Laughter intensity
Knowing the intensity of the incoming laugh is important
information to determine the appropriate reaction. We built
and integrated into SSI a laughter intensity estimation mod-
ule that takes into consideration the audio characteristics
of user laughs. For this purpose we used some episodes of
the freely available AVLC database [9] that contains nearly
1000 audiovisual spontaneous laughter episodes. 49 acoustic
laughs, produced by 3 subjects, have been continuously an-
notated in intensity by one labeler. Looking at the intensity
curves and the dynamics of standard audio features (energy,
pitch, MFCCs, ...), a simple function to automatically es-
timate the intensity has been designed: the intensity curve
is obtained by a linear combination between the maximum
pitch and the maximum loudness values over a sliding 200ms
window, followed by median ltering to smooth the curve.
A comparison between the manual intensity annotation and
our automatic estimation is presented on Figure 2. It can
be seen that the overall trend is followed, even though there
are dierences, mostly at the edge of the manually spotted
bursts, and the manual curve is smoother than the auto-
matic one.
4.1.3 Context information
The context in our scenario is dened according to the
ranging of funniness of the displayed content. For this pur-
pose we asked 14 labelers to give a continuous evaluation of
the funniness of the presented content. The results of the
analysis (for details see Section 5.2.1) of their responses are
Figure 2: Example of laughter continuous intensity
curve. Top: waveform; Bottom: manual and auto-
matic intensity curves.
then synchronized with the displayed content. The current
information about funniness is available through ActiveMQ
to all the components. It is used by the Dialog Manager (see
Section 4.2.1) in ILC condition and directly by the Laughter
Planner (see Section 4.2.2) in FLC and FSC conditions.
4.2 Decision components
The laughter-enabled decision making module aims at de-
ciding, given the information from the input components,
when and how to laugh so as to generate a natural interac-
tion with human users. It is composed of two layers: the
Dialog Manager which is responsible for high-level decisions
about when to generate laughter and the Laughter Planner
that plans the details of laughter audiovisual response.
4.2.1 Dialog Manager
The input I received by the Dialog Manager at each 200ms
time frame is a vector (I 2 [0; 1]k: each feature being nor-
malized) where k is the number of features (5 in our case).
The output O produced at each time frame is a vector
(O 2 [0; 1]  [0; timemax]) where the rst dimension codes
the laughter intensity and the second dimension codes the
duration of the laugh.
To train the Dialog Manager, we used data recorded with
the participation of two user dyads. The users (named P1
and P2) watch simultaneously, but in separate rooms, the
same stimulus video: P2 is viewable by P1 and is, in our
model, considered as playing the role of the virtual agent.
The objective is to nd a decision rule such that the vir-
tual agent will imitate P2. To do so, an hybrid super-
vised/unsupervised learning method has been used. In a
rst stage, the inputs are clustered in N classes with a k-
means method and the outputs are clusted in M classes via
a GMM method. Secondly, a matching  between input and
output clusters is computed thanks to a k-nearest neighbors
algorithm (k-nn). K-nn is a classication method associat-
ing inputs and outputs using a majority vote among the k
nearest examples in the training set.
Because we want to introduce some variability into the
generated laughs, the actual output of the dialogue manager
is randomly drawn from the distribution of the examples
in the output cluster (instead of the centroid). This is
why we use a GMM method for clustering the outputs: in
each cluster l, the distribution of samples can be seen, in
the 2-dimensional intensity-duration plane, as a Gaussian
of law N (Ol ;Ol ). Therefore, to obtain an output, it is
sucient to sample an element O of law N (Ol ;Ol ). This
operation is called the output generation.
Figure 3 summarizes the Dialog Manager operations: at
each time frame the input vector I is associated to the closest
input cluster IC 2 f1; : : : ; Ng, then the decision rule  gives
the output cluster (IC) 2 f1; : : : ;Mg, nally the output O
is chosen in the output cluster (IC) 2 f1; : : : ;Mg via the
output generation.
Figure 3: Dialog Manager functioning
4.2.2 Laughter Planner
In our laugh-aware agent the Dialog Manager is followed
by the Laughter Planner, which is adapting the outputs of
the Dialog Manager to the constraints of the synthesis mod-
ules. The Laughter Planner module can work in three dier-
ent conditions (FSC/FLC/ILC). In the rst two conditions
(FSC and FLC), the Laughter Planner receives the infor-
mation about the context (time of funny event, see Section
5.2.1) and it sends to the agent the pre-scripted BML verbal
(FSC) or nonverbal (FLC) reaction to be displayed. The list
of these behaviors was chosen manually.
In ILC condition the behavior of the agent is exible as it
is adapted to the user and the context. The Laughter Plan-
ner receives from the Dialog Manager the information on
duration and intensity of laughter responses and using these
values it chooses one laugh episode from the library that
matches the best both values, i.e. the less distant (in the
sense of a weighted Euclidean metric) episode i, (inti; duri)
that minimizes the value of:
p
(3 (int))2  ((dur))2. At
the moment, the synthesis components do not allow for in-
terruptions of the animation. Once it is chosen, the laugh
episode has to be played until the end. During this pe-
riod the Laughter Planner does not take into account any
new information coming from the Dialog Manager. All the
episodes start and end with a neutral expression.
4.3 Output components
The role of output components is to synthesize and display
the agent laugh-based behaviors. At the moment laughter
synthesis is realized o-line. The laughter episodes are syn-
thesized using a freely available database of human laughter
(AVLC corpus [9]). We synthesize separately the acoustic
and the visual modalities, using the original audiovisual sig-
nals (with synchronized audio and video ows). All the re-
synthesized episodes are stored in the agent lexicon, and can
then be displayed in real-time. In the following sections we
present details of laughter audio and visual synthesis.
4.3.1 Acoustic laughter synthesis
Given 1) the lack of naturalness resulting from previous
attempts at the acoustic synthesis of laughter [10], 2) the
need for high level control of the laugh synthesizer and 3)
the good performance achieved with Hidden Markov Model
(HMM) based speech synthesis [11], we decided to inves-
tigate the potential of this technique for acoustic laughter
synthesis. We opted for the HMM-based Speech Synthesis
System (HTS) [12], as it is free and widely used in speech
synthesis and research. Explaining the details of speech syn-
thesis with HMMs or HTS goes beyond the scope of this
paper. In short, the standard HTS process has been fol-
lowed. HMMs have been trained with the help of the AVLC
database and its phonetic annotations [13]. Some modi-
cations have been made to the data annotations to better
exploit the potential of HTS: a syllable annotation layer has
been introduced, and phones have been grouped in 8 broad
phonetic classes|namely: fricatives, plosives, vowels, hum-
like (including nasal consonants), glottal stops, nareal frica-
tives (noisy respiration airow going through the nasal cavi-
ties), cackles (very short vowel similar to hiccup sound) and
silence|to increase the number of samples available to train
each phonetic model. In addition, some standard parame-
ters of HTS have been tuned to our laughter voices (e.g., the
fundamental frequency boundaries).
After training laughter synthesis HMMs, we can produce
acoustic laughs from acoustic laughter transcriptions. It is
worth noting that there is currently no module to gener-
ate such laughter phonetic transcriptions from high-level in-
structions (e.g., a type of laughter, its duration and its inten-
sity). For the moment, only existing acoustic transcriptions
from the AVLC database are synthesized, in synchrony with
their visual counterparts (see following section).
4.3.2 Visual laughter Synthesis
For the visual synthesis we use an existing BML Real-
izer that can be driven by both anatomically inspired fa-
cial behavior description based on the Facial Action Coding
System (FACS) [14] or low-level facial animation parame-
terization (FAPs) that is a part of MPEG-4 standard [15]
for facial animation. To create the lexicon of laughter facial
expressions we use both, procedural animation based on the
manual annotation of action units (AUs) on the video, as
well as synthesis based on automatic facial action detection
from landmarks.
In the rst approach, using FACS and viewing digital-
recorded facial behavior at frame rate and in slow motion, a
selection of twenty pre-recorded laughter events were coded
by certied FACS coders. These codes were automatically
converted in BML, in order to be displayed by BML Realizer.
In the second approach we estimate the facial animation
parameters (FAPs) for each frame of animation by using
an open-source face tracking tool { FaceTracker [16]. It
uses a Constrained Local Model (CLM) tting approach
track facial landmark localizations. It can detect 66 facial
landmark coordinates within real-time latency. FAPs are
estimated as a distance between facial landmarks and
neutral face landmarks where a default neutral face model
is created with the help of 50 neutral faces of dierent
persons. Some landmarks can be directly mapped to
corresponding FAPs because they have exactly the same
positions on the face while other FAPS are computed
using linear interpolations between two or more landmarks.
The landmark coordinates produced by FaceTracker are
observed as noisy due to the discontinuities and outliers
in each facial point localization. In order to smooth the
face tracking parameters, a temporal regression strategy
is applied on individual landmarks by tting 3rd order
polynomial coecients on a sliding window, where the
sliding window size is 0.67 seconds (i.e., 16 frames) and
sliding rate is 0.17 seconds (i.e., 4 frames).
5. EVALUATION
Humor research has shown that the presence of another
person inuences cognitive and emotional responses to hu-
mor stimuli. Chapman [17] showed that a companion's
laughter increased the displayed laughter, smiling, and rat-
ings of funniness of humorous material. Consequent studies
on the role of others for the laughing behavior included fac-
tors like the presence of a laughing versus a non-laughing
model, proximity, crowding, eye contact, seating position,
age dierence between participants, and whether groups of
strangers or friends were tested, as well as the role of state
cheerfulness [17, 18]. Several of these factors have been
shown to enhance the frequency and/or duration of smil-
ing and laughter. Also, the potential facilitation of amuse-
ment through virtual agents and their expression of humor
appreciation in face and voice has been claimed (see e.g.,
[19]). In consequence, the laughing virtual agent, simi-
larly to the human companion, might be able to facilitate
emotional contagion of amusement in an interactive setting.
Therefore the purpose of this evaluation was to investigate
the laughing agent and its impact on the humor experience.
Our evaluation was organized according to three conditions
(FSC/FLC/ILC) of the scenario proposed in Section 3 and
entails a user watching a funny lm alongside the laughing
agent. The set of hypothesis concerning the perception of
agent and interaction is treated with subjective measures
assessed by self-report questionnaires.
In more details, this rst evaluation focuses on two as-
pects. Firstly, the quality of the agent's laughter (i.e., the
naturalness of the agent's laughter in face and voice, as well
as the timing and adequacy of response) were evaluated.
Here, it is assumed that the perceived naturalness is com-
parable over all conditions of the experimental scenario, as
the methods used for generating the agent's responses are
the same. Secondly, the impact of the agent behavior on the
humor experience of the user when watching the funny lm
clip is investigated. More specically, in the two xed condi-
tions (FSC, FLC), the agent expresses amusement but does
so independent of the user. In the interactive condition, the
agent reacts to the user's laughter with laughter, which can
be interpreted as the agent responding in the most natural
way to the user's behavior, creating a rapport, and facili-
tating emotional contagion of amusement when watching a
funny video. Compared to the xed conditions, where the
agent acts independently, the interactive condition allows
for a mutual response pattern in user and agent. Therefore,
it was assumed that the interactive condition would lead to
higher scores in felt amusement (H1) and the agent's laugh-
ter should be perceived more contagious (H2) compared to
the two xed conditions. Also, more intense social connec-
tion should be felt in the interactive condition compared to
the xed ones (H3).
5.1 Evaluation Questionnaire
To evaluate the quality of the interaction with the virtual
agent, the naturalness of the virtual agent and felt emotions,
an evaluation questionnaire was utilized. It consists of four
broad dimensions targeting the evaluation of the natural-
ness, emotions, cognitions towards the agent, social aspects,
as well as general questions. Items are formulated by using
the term \avatar", as it is more easily understood by nave
participants. For the purpose of this paper, the relevant
item clusters for the stated hypothesis on a laughing virtual
agent were selected. Five items target the judgment of qual-
ity of the virtual agent's expressive behaviour (5 items; e.g.,
\the laughter of the virtual agent was very natural", \The
avatar's facial expression matched the vocal expressions"),
forming a scale on naturalness (Cronbach's Alpha = .83).
Experienced amusement, as the specic humor related aect
was chosen from the broader scale on positive experience (4
items; e.g., \the virtual agent increased my amusement"),
building a subscale \amusement" (Cronbach's Alpha = .79).
The contagiousness of the agent's laughter (\The laughter
of the avatar was contagious"), is represented by one item.
The social presence/connection (6 items, \I felt company
when interacting with the avatar", \I felt connected to the
avatar") was assessed with the respective scale of the ques-
tionnaire (Cronbach's Alpha = .81). All items are judged
on a seven point Likert-scale (1 = strongly disagree to 7 =
strongly agree). In the three open questions, participants
can express any other thoughts, feelings or opinions they
would like to mention, as well as describing what they liked
best/least.
5.2 Conditions
The three conditions (xed speech (FSC), xed laughter
(FLC), interactive laughter (ILC)) dier in the degree of ex-
pressed appreciation of the clip (amusement) in verbal and
non-verbal behavior, as well as degree of interaction with the
user's behavior. In the xed speech and xed laughter con-
ditions, the agent would be acting independent of the user,
but still be signaling appreciation towards the funny lm. In
the interactive condition, the agent would be responding to
the user's behavior. In other words, only the contextual in-
formation is used in the FSC and FLC conditions, while the
input and decision components (see Sections 4.1 and 4.2.1)
were active in the interactive condition.
5.2.1 Time points selection in FSC and FLC
The pre-dened times were chosen from the stimulus
video. Firstly, 14 subjects (3 females, 11 males) watched
the video material and annotated the funniness to it on a
continuous funniness rating scale (ranging from \not funny
at all" to \slightly funny", to \funny", to \really funny" to
\irresistibly funny"). Averaged and normalized funniness
scores were computed over all subjects, leading to sections
with steep increases in funniness (apexes; see Figure 4) over
the video. Secondly, trained raters assigned \punch lines" to
the stimulus material, basing on assumptions of incongruity-
resolution humor theory. Whenever the incongruous situa-
tion/prank was resolved for the subject involved, and amuse-
ment in the observer would occur from observing the resolu-
tion moment, a peak punch line was assigned. Punch lines
were assigned for the rst punch line occurring and the last
punch line occurring in a given clip. When matching the
continuous ratings with the punch lines, it was shown that
the funniness apexes did cluster within the rst and last
punch lines for all subjects and all pranks, apart from one
outlier. From these analyses, 8 funny moments have been
selected: 2 for each of the 3 long pranks, 1 for the other 2.
Pre-dened time points were controlled for a 1.5s delay in
the rating/recording, due to reaction latency of the subjects
and motor response delay.
5.2.2 Fixed Speech
In the FSC condition, the agent expressed verbal appre-
Figure 4: Continuous funniness ratings (means in
blue and standard deviations in red) over the stim-
ulus video for 14 subjects and expert assigned punch
lines (rst and last, in blue) to each clip. Red arrows
indicate time points for xed responses.
ciation in 8 short phrases (e.g., \oh, that is funny", \I liked
that one", \this is great", \how amusing", \I wonder what
is next") at pre-dened times. The verbal responses were
rated for intensity on a four-point scale and matched to the
intensity scores of the pre-dened time points.
5.2.3 Fixed Laughter
In the FLC condition, the agent laughed at pre-dened
times during the video. The times were the same as the time
points in the xed speech condition. The agent displayed 8
laughs which varied in intensity and duration, according to
the intensity ratings of the pre-dened time points.
A laughter bout may be segmented into an onset (i.e.,
the pre-vocal facial part), an apex (i.e., the period where
vocalization or forced exhalation occurs), and an oset (i.e.,
a post-vocalization part; often a long-lasting smile fading
out smoothly; see [20]). Therefore, the onset was emulated
by an independent smiling action just before the laughter
(apex) would occur at the xed time. The oset of the
laughter was already integrated in the 8 chosen laughs.
5.2.4 Interactive Condition
In the ILC condition, the agent was using two sources of
information to respond to the user: the continuous funniness
ratings to the clip (context, shown in Figure 4) and the
user's acoustic laughter vocalizations. The Dialog Manager
was receiving these two information ows and continuously
taking decisions about whether and how the virtual agent
had to laugh, providing intensity and duration values of the
laugh to display. These instructions were then transmitted
to the audiovisual synthesis modules.
5.3 Procedure of the evaluation study
The study consisted of the lling in of questionnaires (ap-
proximately 30-45 minutes) and a session of 30 minutes. No
further information on the aims of the study was given. At
the experimental session, users were assigned to one of the
three conditions. Then, they were asked to ll in some initial
questionnaires which were part of a broader assessment. Af-
terwards they were asked to sit in front of a television screen
on a cushion about 1m from the screen. A camera allowed
for the frontal lming of the head and shoulder and upper
body of the user. They were also given headphones to hear
the virtual agent. The experimenter explained that the user
was asked to watch a lm together with virtual agent and
that the experimenters would leave the room when the ex-
periment started. Once the experimenters left the room, the
agent greeted the user and subsequently, the video started.
After the lm, the post measures/evaluation questions were
lled in. After all questionnaires were completed, the user
was debriefed and asked for written permission to use the
obtained data. All users agreed to their data being used.
The following setup was used in this experimental session.
Two LCD displays were used: the bigger one (46") was used
to display the stimuli (the funny lm). The smaller (19")
LCD display placed on the right side of the big one was used
to display the agent (a close-up view of the agent with only
the face visible was used). The stimulus lm consisted of
ve candid camera pranks with a total length of 8 minutes.
The clips were chosen by one expert rater who screened a
large amount of video clips (approximately 4 hours) and
chose ve representative, culturally unbiased pranks sections
of approximately 1 to 2 minutes length. All pranks were
soundless and consisted of incongruity-resolution humor.
6. RESULTS
Twenty-one users (13 males; ages ranging from 25 to 56
years, M = 33:16, SD = 8:11) volunteered to participate.
Four users were assigned to the xed speech condition, 5 to
the xed laughter condition and 11 to the interactive con-
dition. Next, the results for the analysis of the naturalness
and the stated hypothesis H1 to H3 are presented (see Table
1). Due to the low sample size, the two xed conditions were
compiled (N = 9) and compared to the interactive condition
(N = 11), as the degree of interaction was the main focus
of the experimental variation.
6.1 Naturalness of the agent laughter
In respect to the naturalness of the agent's laughter, ve
items were rated by the users (e.g., \the avatars facial ex-
pressions matched the laughing sounds"). The item means
ranged from M = 2.22 (SD = 1.20; xed condition; \The
behavior of the avatar was very natural") to M = 4.27 (SD
= 1.79; interactive condition; \The way the avatar laughed
was similar to human laughter"). The means of the items in-
dicate that the users choose values around the mid-point of
the rating scale and also beyond, indicating that the laugh-
ter of the agent was not rated \extremely natural" in any
condition. Next, the ve items were aggregated to form a
scale on naturalness and a oneway ANOVA (condition as
the factor and naturalness as the dependent variable) was
performed to reveal any mean dierences between the xed
and interactive conditions. Results show that the two group
means did not dier in the rated naturalness, F (1, 19) =
2.90, p = .137.
6.2 Amusement, Emotional Contagion and
Social Experience
Concerning the hypothesis H1, four items of the question-
naire forming the subscale amusement were aggregated. A
oneway ANOVA was computed with condition as indepen-
dent (xed vs. interactive) and the aggregated amusement
score as dependent variable. The interactive condition led
to higher felt amusement in the users, compared to the xed
conditions, F (1, 20) = 3.10, p < .05, one-tailed, 2 = 0.146,
showing that the virtual agent contributed to the humor ex-
perience.
In respect to the hypothesis H2 of emotional contagion
of amusement (laughter contagion), a oneway ANOVA with
condition as independent variable (xed vs. interactive) and
the item on laughter contagion was computed. In line with
the expectations, the interactive condition yielded higher
scores on the item \the laughter of the avatar was conta-
gious" than the xed conditions, F (1, 19) = 6.35, p < .05,
2 = 0.261.
In respect to the hypothesis H3, targeting the experienced
social presence with the agent, the six items of the question-
naire were aggregated and used as the dependent variable
in a oneway ANOVA (condition as independent variable).
Although numerically rating social presence and experience
higher in the interactive than the xed conditions, results
show that the dierence between the groups failed to reach
statistical signicance (F [1, 20] = 2.68, p = .119).
Table 1: Evaluation results (standard deviation in
brackets, signicant dierences in bold).
Fixed Interactive F (1, 19)
Naturalness 2.50 (1.10) 3.48 (1.40) 2.90
H1: Amusement 2.28 (0.96) 3.30 (1.51) 3.10
H2: Contagion 1.67 (0.50) 3.27 (1.85) 6.35
H3: Presence 2.07 (0.69) 2.89 (1.36) 2.68
6.3 Open Answers
Out of the 21 users, 14 gave answers to the question of
what they liked least about the session. Half of the users
mentioned that the video was not very funny or would have
been funnier with sound. Two users mentioned that they
could not concentrate on both, the virtual agent and the
lm. 17 users responded to what was liked best about the
session. Best liked was the laughter of the virtual agent
through the headphones (it was considered amusing and con-
tagious; three nominations), the video (ve nominations),
the set up (four nominations) and one person stated: \It
was interesting to see in what situations and in what man-
ner the virtual agent responded to my laughter and to funny
situations respectively" (subject 12).
7. DISCUSSION
Overall, the perceived naturalness of the agent's laughter
was comparable over the conditions, in line with the expec-
tations. In respect to the hypothesis H1 to H3, the results
indicate that H1 (amusement) and H2 (laughter contagion)
were conrmed, while H3 (social experience) failed to reach
statistical signicance and was therefore rejected.
Concerning the naturalness of the displayed laughter, re-
sults indicate that users did not rate the laughter produced
by our agent as very natural. This nding was independent
of the experimental condition, indicating that whether the
agent responds at xed time points with laughter or reacts
to the user's laughter does not alter how the synthesized
laughter utterances and facial expressions are judged. This
nding is reasonable, as the technical features, the matching
of facial expression and audio features etc., were the same
for all three conditions.
In more details on H1, expressing laughter in response to
the users laughter behavior increased the felt amusement,
as compared to an agent that acts independently of the user
(i.e., xed conditions). More specically, they indicated that
they felt the agent shared their sense of humor, the agent
added to the experience in the sense that it would have been
less funny without the agent, and the agent itself was funny.
Concerning the hypothesis H2 on the emotional conta-
gion, the interactive condition rated the contagiousness of
the agent's laughter as higher, compared to the xed con-
ditions. This conrmed the assumption, that the process of
emotional contagion is facilitated by the feedback loop of the
expressed laughter by the user and an adequate response by
the agent.
In respect to the hypothesis H3 on the social presence, the
interactive condition yielded higher scores on those evalua-
tion items, although the dierence failed to be statistically
signicant. Still, the numerical dierences clearly favoured
the interactive condition over the xed conditions and the
result may be signicant if the sample size was bigger, as
the cells only consisted of 9 and 11 users.
Some limitations of this study should be noted. First, in
the interactive condition, the amount of laughter displayed
by the agent varied for each user, depending on how many
times the users actually laughed. Therefore, the agent be-
haved similar to the user, which seems to be natural and
comfortable for the user. Nevertheless, the current state of
data analysis does not allow to dierentiating between indi-
viduals who displayed a lot of laughter|and consequently
had a lot of laughter feedback by the agent|and individuals
who showed only little laughter|and received little laugh-
ter feedback by the agent. An in{depth analysis of the video
material obtained during the evaluation experiment will al-
low for an investigation of how many times the users actu-
ally laughed and how this inuenced the perception of the
setting. Moreover, the stimulus video used in the video con-
sisted of only one type of humorous material. It is well estab-
lished in psychological research that inter-individual dier-
ences exist in the appreciation of types of humor. Therefore,
including only one type of humor may limit the amusement
elicitation in certain users and the results may prot from
a broader sample of videos. Nevertheless, for evaluating the
laughing agent, this variation is not necessary. Last but not
least these results need replicating in a further study with
more users, as the sample size was small.
8. CONCLUSIONS AND FUTUREWORKS
In this paper we presented an interactive system that is
able to detect human laughs and to respond appropriately by
integrating information on the context and human behavior.
We also evaluated the impact of the laugh-aware agent on
the humor experience of the user and interaction.
On the technical side, the outcome of this work is a full
processing chain with components that can perform multi-
modal data acquisition, real-time laughter-related analysis,
output laughter decision and audiovisual laughter synthesis.
Concerning the evaluation, the rst results of the evaluation
experiment are highly promising: it was shown that the con-
ditions elicit dierent degrees of amusement in the user and
the amount of social interaction induced, showing that the
interactive condition yielded the most positive outcomes and
implying that the feedback given to the user by responding
to his or her laughter is best capable of creating a \mutual
lm watching experience" that is pleasurable.
This is ongoing work. Future works will include: improv-
ing the laughter detection and intensity estimation by using
multimodal user data, extending the range of output laughs
by allowing laughs to be generated or modied on the y, as
well as multimodal visual laughter synthesis including body
movements and visible respiration. We also plan to evaluate
other psychological measures to be able to control for inu-
ences of personality and mood on the experimental session
and the evaluation of the agent. For example, gelotophobes,
individuals with a fear of being laughed at [21], do not per-
ceive any laughter as joyful or relaxing and they fear being
laughed at even in ambiguous situations. Therefore, the
laughing virtual agent might be interpreted as a threat and
the evaluation would be biased by the individuals fear. By
assessing the gelotophobic trait, individuals with at least a
slight fear of being laughed at can either be excluded from
further analysis, or the inuence of gelotophobia can be in-
vestigated for the dependent variables.
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