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Abstract
This paper estimates the quadratic convergence reduction of scaled iterates by J -symmetric
Jacobi method [Numer. Math. 64 (1993) 241]. Although, the method is well defined for a general
definite pair (H, J ), H = HT, J = diag(Im, In−m), the paper considers the most important
case whenH is positive definite. In that case the method is an accurate floating point eigensolver
for the pair (H, J ). As such, it is used in a compound algorithm for accurate floating point
computation of eigenvalues and eigenvectors of a non-singular indefinite symmetric matrix.
The new result is proved for scaled diagonally dominant matrices in the general case of multiple
eigenvalues. It uses Frobenius norm of the off-diagonal part of symmetrically scaled iteration
matrix, and a relative gap in the spectrum of (H, J ). It can be effectively used in connection
with stopping criterion of the method, especially with its one-sided version.
© 2004 Elsevier Inc. All rights reserved.
AMS classification: 65F15; 65G05
Keywords: Jacobi method; J -symmetric matrix; Quadratic convergence; Scaled iterates
∗ Corresponding author.
E-mail address: josip.matejas@kr.htnet.hr (J. Matejaš).
0024-3795/$ - see front matter ( 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.01.017
J. Matejaš, V. Hari / Linear Algebra and its Applications 417 (2006) 434–465 435
1. Introduction
In this paper we prove a quadratic convergence estimate of scaled iterates by
J -symmetric Jacobi method (see [21]) for solving matrix eigenproblem Hx = λJx
with H symmetric positive definite and J = diag(Im,−In−m). Here Ik denotes the
identity matrix of order k. Although the previous quadratic convergence result for
this method [5] reveals its asymptotic behavior, recent important applications of the
method (e.g. accurate floating point computation of eigenvalues and eigenvectors of
symmetric indefinite matrices) require another approach which uses scaled iterates
and relative gaps in the spectrum. Let us shortly explain it.
There exist symmetric indefinite matrices which behave nicely with respect to
eigenvalue perturbation. If H is a non-singular indefinite symmetric matrix and H
a symmetric perturbation, then “well-behaved” H would satisfy (see [23])
max
i
∣∣∣∣λiλi
∣∣∣∣  C max
i,j
∣∣∣∣HijHij
∣∣∣∣ , C of moderate size,
where λi is the ith eigenvalue of H and λi the perturbation of λi coming from
perturbing H by H . In particular, the class of well-behaved non-singular indefi-
nite symmetric matrices includes scaled diagonally dominant matrices (see [2]) and
matrices for which minD ‖|DHD|‖2‖D
√
H−2D‖2 is not large (see [23]). Here the
minimum is taken over positive definite diagonal matricesD. These two types of well-
behaved symmetric indefinite matrices determine well the corresponding eigenvectors
with respect to the relative gaps between eigenvalues. Note that matrix perturbations
described above are somewhat special (pointwise relatively small with respect to
unperturbed elements), but they appear in practice, e.g. when storing matrix elements
in the computer.
If a well-behaved indefinite symmetric matrix is given, not all methods will com-
pute all its eigenvalues and eigenvectors to high relative accuracy. In particular, the
fastest methods like divide and conquer and QR which use tridiagonalization as
preliminary step, are not accurate.
In recent works [16,17,19–21,23] Veselic´ and Slapnicˇar proposed a new method
for accurate floating-point computation of eigenvalues and eigenvectors of some
indefinite symmetric matrices. The method consists of two stages.
In the first stage indefinite symmetric matrix H is decomposed as
P THP = GJGT, J = Im ⊕ (−Ir−m),
where r is rank of H and G is n × m full column rank matrix. This algorithm is
similar to the one of Bunch and Parlett [3] and its stability properties are proved in
[17]. Now, Hx = λx can be written as G0JGT0x = λx with G0 = PG. This implies
GT0G0z = λJz, z = JGT0x. The eigenvalues of the pair (GT0G0, J ) are the non-sin-
gular eigenvalues of H , while an orthonormal basis for the null-subspace of H can be
obtained from the last n − r columns of an orthogonalQ from theQR factorization of
G0. In [16,17] Slapnicˇar has proved favorable stability properties of this factorization
when using floating point arithmetic. This has been the basis for using it in the first
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stage of the compound eigenvalue method. Note also the new results [18] on the
relative perturbations for the J -symmetric eigenvalue problem.
In 1992 Veselic´ [21] proposed a method for computing the eigenpairs of (H0, J ),
where H0 is symmetric and the pair (H0, J ) is definite. It uses J -orthogonal plane
matrices U(0), U(1), U(1), . . . (which leave J invariant, i.e. U(k)TJU(k) = J for all
k) in such a way that
H(k+1) = (U(0)U(1) · · ·U(k))TH0(U(0)U(1) · · ·U(k)) −→  as k → ∞.
Details of the method are given in Section 2. In [16,19] Slapnicˇar has proved its relative
accuracy when H0 is positive definite. Note that after the first stage H0 = GT0G0 is
positive definite. Therefore, thisJ -symmetric Jacobi method can be used in the second
stage of the proposed compound eigenvalue method.
While the first stage of the method consists of at most n − 1 steps, the second stage
is an iterative algorithm. Hence, the question of a proper measure for advancing of
the algorithm arises, provided the accuracy of the output data is predominant.
Let H(k) = (h(k)ij ). In order to estimate |(h(k)ii − λi)/λi | for all i, in the final phase,
we have to consider the so called scaled diagonally dominant pairs of Hermitian matri-
ces (see [2,7]). For these introductory considerations, we assume simple eigenvalues.
Then by [7] (see also the relation (4.8) here), we have
n∑
i=1
∣∣∣∣∣h
(k)
ii − |λi |
h
(k)
ii
∣∣∣∣∣
2
 2
γ 2
∥∥∥[D(k)]− 12 H(k)[D(k)]− 12 − In∥∥∥4
F
,
D(k) = diag(H (k)),
where ‖ · ‖F stands for the Frobenius norm (similar, ‖ · ‖ denotes the Euclidean vector
norm), γ = mini γi and
γi = min
1jn
j =i
| λi − λj |
| λi | + | λj | , 1  i  n,
are the relative gaps in the spectrum of (H0, J ). We see that if we expect to compute
even the tiniest eigenvalues to high accuracy, we have to monitor the decrease of
αk = ‖H(k)S − I‖F rather than of βk = ‖H(k) − D(k)‖F which bounds [
∑
i |h(k)ii −
|λi | |2]1/2. Here
H
(k)
S = [D(k)]−
1
2 H(k)[D(k)]− 12 , k  0, (1.1)
is the kth scaled iterate of the method. Note also that γ can be large (meaning close
to one) even if the eigenvalues cluster around zero.
If δ denotes the minimum absolute distance between two different eigenvalues
of the pair (H (0), J ), the previous quadratic convergence result for the serial J -
symmetric method from [5, Theorem 3.7], based on the techniques from [24] and [6],
has form
βN  3
β20
δ
provided that β0 <
δ
3M
, (1.2)
J. Matejaš, V. Hari / Linear Algebra and its Applications 417 (2006) 434–465 437
where N = n(n − 1)/2 is the number of all steps and M = m(n − m) is the number
of “hyperbolic” steps (see Section 1) within one sweep. The new result, based on the
techniques from [9–11] has form
αN 
√
5
2
α20
γ
provided that α0 <
1
6
min
{
1
n
, γ
}
.
We see, if the eigenvalues cluster around the origin, δ is tiny, and the previous result
either cannot be used or cannot predict accurately the number sweeps till convergence.
Exactly in this case γ can be large and the new result can be very applicable for
predicting the number of needed sweeps. Similar results have already been proved
for the Kogbetliantz method (see [8,13]).
If the initial H0 is given in factored form, like in our case: H0 = GT0G0, the
two-sided method can be modified (cf. [22]), as one-sided method, to become more
efficient and in general more accurate (cf. [4]). For these reasons, one-sided method
is used in the second stage of the compound method for solving the eigenproblem for
the initial symmetric indefinite H . Its form
G(k+1) = G(k)U(k), k = 0, 1, 2, . . . , G(0) = G0,
is very suitable for vector and parallel processing. If eigenvectors are wanted, one-
sided method requires just one half of the memory needed to run the two-sided
method. With clever use of an additional vector (containing the diagonal elements of
H(k) = (G(k))TG(k) which can cheaply be updated using the formulas (2.5) and (2.6)),
the parameters of each U(k) can be computed using just one dot product of columns
of G(k), thus reducing the overall cost. Further reduction in floating point operations
(flops) can be achieved by using fast-scaled rotations (see [1,14]). In addition to these
nice properties, it has been shown in [16,17], that one-sided method is in general more
accurate than the two-sided method.
The remaining problem is to decrease the number of flops associated with the
termination of the process. Note that the proper measure for stopping the process
αk = ‖(G(k)D(k)−1)T(G(k)D(k)−1) − I‖F, where D(k) = diag(‖G(k)ei‖), requires
n(n − 1)/2 dot products which amounts to n3 flops. In double precision arithmetic,
usually 6–8 sweeps are needed until convergence, and usually αk is computed after
each completed sweep to check for convergence. This means that only checking for
convergence can cost as much as two complete sweeps. At this point the new quadratic
convergence result might help.
When the matrix becomes scaled diagonally dominant, it is easy and cheap (see
[12]) to compute sharp lower bounds of all γi and thus of γ , from the vector of
diagonal elements of H(k). It is then sufficient to compute αk just once and use it
together with the new asymptotic convergence result to obtain yet needed number
of sweeps till convergence (see the final section in this paper). For this purpose it is
important for the new result to be sharp, otherwise it could predict more sweeps till
convergence than necessary.
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The paper is organized as follows. In Section 2, the serial two-sided J -symmetric
Jacobi method is briefly described. In Section 3 some auxiliary results associated
with J-orthogonal transformations are proved. They enable that some complicated and
lengthy proofs become identical to the corresponding ones for simple Jacobi method
from [11]. In Section 4, scaled diagonally dominant pair (H, J ) with symmetric
positive definite H is considered. The relative gaps are defined therein. In Section
5, asymptotic assumptions are formulated and the main result is proved. Finally, in
Section 6, some matrix examples are provided to show how the new result can be
used in practice.
2. J -symmetric Jacobi method
As we have mentioned, J -symmetric Jacobi method of Veselic´ [21] is a diago-
nalization method for solving the generalized eigenvalue problem Hx = λJx, with
H ∈ Rn×n symmetric and
J =
[
Im 0
0 −In−m
]
, 1  m < n. (2.1)
It uses congruence transformations,
H(k+1) = (U(k))TH(k)U(k), k = 0, 1, 2, . . . , H (0) = H,
where U(k) are elementary J -orthogonal transformation matrices, Each U(k) is a non-
singular matrix equal to the identity matrix except for the four essential elements at
positions (i, i), (i, j), (j, i) and (j, j), where i < j and i = i(k), j = j (k). The pair
(i, j) is called pivot pair at step k. The 2 × 2 essential submatrix of U(k), obtained at
the intersection of rows and columns i and j (also called pivot submatrix of U(k)) is
given by
Uˆ (k) =
[
u
(k)
ii u
(k)
ij
u
(k)
j i u
(k)
jj
]
=

[
cosh ϕ(k) sinh ϕ(k)
sinh ϕ(k) cosh ϕ(k)
]
if 1  i  m
m < j  n[
cosϕ(k) sin ϕ(k)
− sin ϕ(k) cosϕ(k)
]
otherwise,
(2.2)
where ϕ(k) is parameter (or angle) of hyperbolic or trigonometric rotation. The param-
eter ϕ(k) is chosen to annihilate h(k)i(k)j (k) where H
(k) = (h(k)pq ). The angle formulae
are simple
tan 2ϕ(k) = 2h
(k)
ij
h
(k)
jj − h(k)ii
, ϕ(k) ∈ [−/4, /4], (2.3)
and
tanh 2ϕ(k) = −2h
(k)
ij
h
(k)
jj + h(k)ii
, 1  i  m, m < j  n, (2.4)
J. Matejaš, V. Hari / Linear Algebra and its Applications 417 (2006) 434–465 439
otherwise. Using the notation c(k) = cosϕ(k), s(k) = sin ϕ(k) and t (k) = tan ϕ(k),
we obtain the following transformation formulae for one “trigonometric iteration
step”:
h
(k+1)
il = c(k)h(k)il − s(k)h(k)j l , h(k+1)li = h(k+1)il , l ∈ {i, j}
h
(k+1)
j l = c(k)h(k)j l + s(k)h(k)il , h(k+1)lj = h(k+1)j l , l ∈ {i, j}
h
(k+1)
ii = h(k)ii − t (k)h(k)ij ,
h
(k+1)
jj = h(k)jj + t (k)h(k)ij ,
h
(k+1)
ij = h(k+1)j i = 0,
h
(k+1)
lr = h(k)lr if {l, r} ∩ {i, j} = ∅.
(2.5)
Obviously, trigonometric step is just the Jacobi step for the symmetric matrix H(k).
Using the same notation for hyperbolic functions, we obtain the following formulae
for one “hyperbolic step”:
h
(k+1)
il = c(k)h(k)il + s(k)h(k)j l , h(k+1)li = h(k+1)il , l ∈ {i, j}
h
(k+1)
j l = c(k)h(k)j l + s(k)h(k)il , h(k+1)lj = h(k+1)j l , l ∈ {i, j}
h
(k+1)
ii = h(k)ii + t (k)h(k)ij ,
h
(k+1)
jj = h(k)jj + t (k)h(k)ij ,
h
(k+1)
ij = h(k+1)j i = 0,
h
(k+1)
lr = h(k)lr if {l, r} ∩ {i, j} = ∅.
(2.6)
The way of choosing pivot pair is called pivot strategy. We assume the reader is
acquainted with serial (i.e. the row- and column-cyclic) strategies (see for example
[5,21] or [11, Section 3]). Each cycle of a serial J -symmetric method consists of
N = n(n − 1)
2
(2.7)
rotations (iterations or steps). Among them there are m(n − m) hyperbolic and N −
m(n − m) trigonometric steps. Under the serial strategies the method is globally [21]
and quadratically [5] convergent.
Let U be any accumulation point of the sequence {U(0)U(1) · · ·U(k), k = 0,
1, . . .}. Since for any given J , J orthogonal matrices make a closed subgroup of
the multiplicative group of non-singular matrices of order n, U is J -orthogonal and
satisfies UTHU =  and UTJU = J . We conclude that diagonal elements of J
are the eigenvalues and the columns of U are the corresponding eigenvectors of the
pair (H, J ).
In this paper we assume that H is positive definite. Hence, all generated matrices
H(k) together with the limit  are also positive definite. If in computation one makes
use of the LAPACK routine SLAEV2 (DLAEV2 in double precision) in trigonometric
steps, the final diagonal matrix will have diagonal elements ordered non-increasingly
within firstm and lastn − mpositions. Namely, SLAEV2 tries to order the eigenvalues
in non-increasing ordering by moduli. This motivates us to assume that the limit matrix
 = diag(λ1, . . . , λn) satisfies
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λ1  · · ·  λm > 0, λm+1  · · ·  λn > 0. (2.8)
Taking into account the relations (2.1) and (2.5), the eigenvalues of (H, J ) are given
by
λ˜i = σiλi, 1  i  n, J = diag(σ1, . . . , σn). (2.9)
Hence, the eigenvalues of (H, J ) satisfy
λ˜1  · · ·  λ˜m > 0 and λ˜m+1  · · ·  λ˜n < 0. (2.10)
This ordering will be later assumed in our asymptotic analysis.
As each H(k) is positive definite, scaled iterates defined by (1.1) are well defined.
In our estimates we shall mostly work with the off-diagonal part of the scaled iterate
H
(k)
S (see (1.1)),
A(k) = H(k)S − I, k  0, (2.11)
and its Frobenius norm (the so called off-norm of H(k)S ),
αk = ‖A(k)‖F, k  0. (2.12)
Note that the diagonal elements of each A(k) = (a(k)lr ) are zeroes, while the off-diag-
onal elements are given by
a
(k)
lr =
h
(k)
lr√
h
(k)
ll h
(k)
rr
, l /= r, k  0. (2.13)
3. Basic estimates for the hyperbolic transformation
Here we provide some estimates for the norm of A(k) when one or several hyper-
bolic steps are applied. We note that similar estimates for trigonometric steps are
already proved in [9–11] and they will be used in this paper.
Lemma 3.1. Let H = (hrp) be a positive definite matrix of order n. Suppose H˜ is
obtained from H by applying a single hyperbolic Jacobi step which annihilates the
element hij . Let A = (arp) and A˜ = (˜arp) be defined by
A=HS − I, HS = D−1/2HD−1/2, D = diag(H),
A˜=H˜S − I, H˜S = D˜−1/2H˜ D˜−1/2, D˜ = diag(H˜ ).
Then
(i) a˜2il + a˜2j l =
a2il + a2j l − 2aij ailajl
1 − a2ij

a2il + a2j l
1 − |aij | , l ∈ {i, j},
(ii) ‖A˜‖2F − ‖A‖2F  |aij |
‖A‖2F − 2|aij |
1 − |aij | .
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If in addition ‖A˜‖F > ‖A‖F, then
(iii) |aij | < 12‖A‖
2
F.
Proof. (i) Using the relations (2.6) and (2.13) we obtain
(
a˜2il + a˜2j l
)− (a2il + a2j l) =
(
h˜2il
h˜iihll
+ h˜
2
j l
h˜jj hll
)
−
(
h2il
hiihll
+ h
2
j l
hjjhll
)
= 1
hll
·
(
h˜2il
h˜ii
+ h˜
2
j l
h˜jj
− h
2
il
hii
− h
2
j l
hjj
)
=
(
c2
h˜ii
+ s
2
h˜jj
− 1
hii
)
· h
2
il
hll
+
(
c2
h˜jj
+ s
2
h˜ii
− 1
hjj
)
· h
2
j l
hll
+ 2sc ·
(
1
h˜ii
+ 1
h˜jj
)
· hilhjl
hll
,
where s = sinh ϕ and c = cosh ϕ. Let t = s/c. Using the relations (2.4) and (2.6),
we obtain
c2
h˜ii
+ s
2
h˜jj
− 1
hii
= c
2(hjj + hij t) + s2(hii + hij t)
(hjj + hij t) · (hii + hij t) −
1
hii
= c
2hjj + s2hii + hij t (c2 + s2)
hiihjj + hij t (hjj + hii + hij t) −
1
hii
= hjj + s
2(hjj + hii) + hij t cosh 2ϕ
hiihjj + hij t (−2hij coth 2ϕ + hij t) −
1
hii
= hjj − s
2 · 2hij coth 2ϕ + hij t cosh 2ϕ
hiihjj + h2ij t (t − 2 coth 2ϕ)
− 1
hii
= hjj − hij t cosh 2ϕ + hij t cosh 2ϕ
hiihjj + h2ij t · (−1/t)
− 1
hii
= hjj
hiihjj − h2ij
− 1
hii
= h
2
ij
hii(hiihjj − h2ij )
= a
2
ij
1 − a2ij
· 1
hii
.
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In a similar way we obtain
c2
h˜jj
+ s
2
h˜ii
− 1
hjj
= a
2
ij
1 − a2ij
· 1
hjj
and
2sc ·
(
1
h˜ii
+ 1
h˜jj
)
= 2sc · hii + hjj + 2thij
h˜ii h˜jj
= (hii + hjj ) tanh 2ϕ cosh 2ϕ + 2hij · 2s
2
hiihjj − h2ij
= −2hij (c
2 + s2) + 2hij · 2s2
hiihjj − h2ij
= − 2hij
hiihjj − h2ij
= − 1√
hiihjj
· 2aij
1 − a2ij
.
Using the above expressions we obtain(
a˜2il + a˜2j l
)− (a2il + a2j l) = a2ij1 − a2ij
(
a2il + a2j l
)− 2aij ailajl
1 − a2ij
which yields the equality in our assertion. Since HS is positive definite with ones
on diagonal, we have |aij | < 1. The second part of the assertion follows from the
inequality 2|aij ailajl |  |aij |(a2il + a2j l).
(ii) Using (i) we have
‖A˜‖2F − ‖A‖2F = 2
n∑
l=1
l /=i,j
[(
a˜2il + a˜2j l
)− (a2il + a2j l)]− 2a2ij
 2|aij |
1 − |aij |
n∑
l=1
l /=i,j
(
a2il + a2j l
)− 2a2ij
 2|aij |
1 − |aij |
(
‖A‖2F
2
− a2ij
)
− 2a2ij
= |aij |
1 − |aij |
(‖A‖2F − 2|aij |).
(iii) This assertion follows from the assumption ‖A˜‖F > ‖A‖F and the assertion
(ii). 
Comparing Lemma 3.1 with [11, Lemma 2] we can see that we have obtained the
same bounds as for the standard trigonometric Jacobi step. The consequence of this
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fact is that for the J -symmetric Jacobi method we have the same upper bound for the
sequence α0, α1, . . . , αN as for the symmetric Jacobi method.
Lemma 3.2. Let H be a positive definite matrix of order n  3 and let N be given by
the relation (2.7). Let H(0) = H,H(1), . . . , H (N) be obtained by applying N steps
of J -symmetric Jacobi method to H under any ordering. Let αk be defined by the
relation (2.12) and let
α0 
1
6n
.
Then
α2k  ckα20, 0  k  N,
with
ck =
(
1 + 0.0036
n2
)k
< 1.002, 0  k  N.
Proof. See [11, Lemma 3] and the proof of [10, Lemma 3]. 
We can now estimate the angle parameter in a hyperbolic transformation.
Lemma 3.3. Let the assumptions of Lemma 3.2 hold. Let in the kth step, the hyper-
bolic transformation which annihilates h(k)ij be performed. Then
(i) | tanh 2ϕ(k)| = 2|h
(k)
ij |
h
(k)
ii + h(k)jj

∣∣a(k)ij ∣∣,
(ii) | tanh ϕ(k)|  | tanh 2ϕ
(k)|
1 +
√
1 − (a(k)ij )2  0.5002| tanh 2ϕ
(k)|,
(iii) | cosh ϕ(k)|  1 + 0.125146| tanh 2ϕ(k)|2 < 1.0002,
(iv) | sinh ϕ(k)|  0.5003| tanh 2ϕ(k)|.
Proof. To simplify the notation we omit the superscript k.
(i) Using the relation (2.4) we have
| tanh 2ϕ| = 2|hij |
hii + hjj =
∣∣∣∣∣∣∣
2 hij√
hiihjj
hii+hjj√
hiihjj
∣∣∣∣∣∣∣ =
2|aij |√
hii
hjj
+
√
hjj
hii
 2|aij |
2
= |aij |.
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(ii) The relation
tanh ϕ = tanh 2ϕ
1 +
√
1 − tanh2 2ϕ
together with (i) yields the first inequality. Using Lemma 3.2 and the assumption
α0  1/6n, n  3, we obtain
a2ij 
1
2
α2k 
1
2
· 1.002α20 
1
2
· 1.002 ·
(
1
6
· 1
3
)2
< 0.0015463 (3.1)
which yields the second inequality.
(iii) Note that
cosh2 ϕ = 1 + tanh
2 2ϕ
2
(
1 − tanh2 2ϕ +
√
1 − tanh2 2ϕ
) .
Using the relation
√
1 + x  1 + x2 , x  0 and the assertion (i), we obtain
| cosh ϕ|  1 + tanh
2 2ϕ
4
(
1 − a2ij +
√
1 − a2ij
) ,
which together with the relation (3.1) yields
| cosh ϕ|  1 + 0.125146| tanh 2ϕ|2 < 1.000194. (3.2)
(iv) Since | sinh ϕ| = | tanh ϕ| · | cosh ϕ|, we just combine the assertion (ii) and the
relation (3.2). 
4. Scaled diagonally dominant pair (H, J )
Here we assume that symmetric positive definite H from the pair (H, J ), where J
is given by (2.1), is in some sense almost diagonal. Let the eigenvalues of (H, J ) be
ordered as noted in the relations (2.8)–(2.10). Since we allow for multiple eigenvalues,
we can assume
λ1 = · · · = λs1 > λs1+1 = · · · = λs2 > · · · > λsw−1+1 = · · · = λsw > 0,
λsw+1 = · · · = λsw+1 > · · · > λsp−1+1 = · · · = λsp > 0,
(4.1)
where sw = m, sp = n andp is the number of distinct eigenvalues of (H, J ). For each
i, 1  i  p, ni = si − si−1(s0 = 0) is the multiplicity of λ˜si where each eigenvalue
λ˜i of the pair (H, J ) is given by the relation (2.9). Since H is positive definite, we
must have m = n1 + · · · + nw for some 1  w < p. We also define sets of indices
Ni = {t ∈ N : si−1 + 1  t  si}, 1  i  p, (4.2)
which make a partition of the set {1, 2, . . . , n}.
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We assume (that rows and columns of H are so permuted—see the paragraph just
before (2.8)) that for the diagonal elements of H holds
if 1  i < j  w or w + 1  i < j  p then hll > htt
for all l ∈Ni and for all t ∈Nj . (4.3)
Note that the assumption (4.3) is a generalization of the more usual condition
h11  h22  · · ·  hmm and hm+1,m+1  · · ·  hnn.
According to the partition n = n1 + n2 + · · · + np, we define for any n × n matrix
X, the block partition
X =
X11 . . . X1p... ...
Xp1 . . . Xpp
 , Xij is ni × nj , 1  i, j  p.
In the sequel we use the following notation (cf. [7]):
diag(X)=diag(x11, . . . xnn), the diagonal of X,
(X)=X − diag(X), the off-diagonal part of X,
(X)=diag(X11, . . . , Xpp), the block-diagonal part of X,
τ(X)=X − (X), the off-block-diagonal part of X.
For 1  i  p we also define
i (X) = Xii, τi(X) = [Xi1 . . . Xi,i−1Xi,i+1 . . . Xip].
For H we have defined the scaled matrix HS (or shorter, the scaled H ) by the relation
(1.1). Note that HS has ones on diagonal. If ‖(HS)‖  α < 1, then H is said (see
[2]) to be α-scaled diagonally dominant (α-s.d.d.) matrix with respect to the given
norm ‖ · ‖. Since H is positive definite, H is also referred to as α-s.d.d. positive
definite (α-s.d.d.p.d.).
The relative gap function rg of two real arguments is defined by (see [7])
rg(a, b) =
{ |a−b|
|a|+|b| , |a| + |b| > 0,
0, a = b = 0.
Using the ordering (4.1), one can define the relative gap of λ˜si in the spectrum of
(H, J ) by
γi = min
1jp
j /=i
rg(λ˜si , λ˜sj ), 1  i  p,
and the minimum relative gap,
γ = min
1ip
γi . (4.4)
Note that for positive a and b we have 0  rg(a, b) = rg(−a,−b) < 1 and
rg(−a, b) = rg(a,−b) = 1. Hence, for positive definite H , we have
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γi =

min
1jw
j /=i
rg(λsi , λsj ), 1  i  w,
min
w+1jp
j /=i
rg(λsi , λsj ), w + 1  i  p, (4.5)
which implies 0 < γi < 1 for 1  i  p and γ > 0.
Note also that all γi , 1  i  p and consequently γ are invariant under inverse
transformation: λ˜si → 1/λ˜si , 1  i  p. Since the eigenvalues of the pair (J,H) are
reciprocals of the eigenvalues of (H, J ), all γi and γ are the appropriate relative gaps
of the eigenvalues of (J,H). This enables us to prove
Theorem 4.1. Let H = (hrt ) be a symmetric positive definite matrix of order n
satisfying the condition (4.3) and let J = diag(Im,−In−m). Let H = 	HS	, 	 =
diag(
√
h11, . . . ,
√
hnn), A = HS − In and α = ‖A‖F. Let the eigenvalues of (H, J )
be given by (2.9) and (4.1), their relative gaps γi by (4.5) and let γ be as in (4.4).
Let H = (Hij ), A = (Aij ) and 	 = diag(	11, . . . , 	pp) be the block partitions of
H,A, and 	, respectively, in accordance with the multiplicities n1, . . . , np of the
eigenvalues. If
α <
γ
3
(4.6)
then
(i) ‖Hii − λsi Ini‖F  2γi min
 2λsi
p∑
j=1
j /=i
‖Hij‖2F,
p∑
j=1
j /=i
‖	iiAij‖2F
 , 1  i  p,
(ii) ‖(HS)ii − λsi	−2ii ‖F  2γi
p∑
j=1
j /=i
‖Aij‖2F.
Proof. The first assertion follows from [7, Theorem 2.2 assertions (i), (ii), (iv)].
The second assertion follows from [7, Theorem 2.2 assertion (iii)]. We note that
in the proof of Theorem 4.1, we have replaced the original assumption from [7,
Theorem 2.2]: h11  h22  · · ·  hnn, by the weaker one (4.3). This change does not
affect the proof of [7, Theorem 2.2] because it corresponds to permuting the diagonal
elements within each diagonal block. We also note that Theorem 2.2 from [7] is
invariant under permutation of diagonal blocksHii along the block-diagonal provided
that the same permutation is applied to the ordering of the corresponding eigen-
values. 
Note that (ii) can be written as∑
t∈Ni
∣∣∣∣1 − λsihtt
∣∣∣∣2 + ‖Aii‖2F  4γ 2i ‖τi(A)‖4F, 1  i  p, (4.7)
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and using symmetry of A, it implies
n∑
t=1
∣∣∣∣1 − λthtt
∣∣∣∣2 + ‖(A)‖2F  2γ 2 ‖τ(A)‖4F  2γ 2 ‖A‖4F. (4.8)
In (4.8), 2‖τ(A)‖4F/γ 2 can be replaced by 2‖τ(A)‖2F · maxi{‖τi(A)‖2F/γ 2i }.
These results reveal the special structure of an α-s.d.d. pair (H, J ). From the
relation (4.7) we have
1 − 2‖τi(A)‖
2
F
γi
 λsi
htt
 1 + 2‖τi(A)‖
2
F
γi
, t ∈Ni , 1  i  p, (4.9)
and consequently, since 2‖τi(A)‖2F  ‖τ(A)‖2F and γi  γ ,
1 − ‖τ(A)‖
2
F
γ
 λsi
htt
 1 + ‖τ(A)‖
2
F
γ
, t ∈Ni , 1  i  p, (4.10)
which will be used later.
We see that for a positive definite α-s.d.d. matrix satisfying (4.6), the off-diagonal
elements of diagonal blocks which are affiliated with the same eigenvalue are qua-
dratically small with respect to ‖τ(HS)‖F. The same is true for the relative distance
|λsi − hjj |/hjj , j ∈Ni . This structure has impact on the rate of convergence of
scaled iterates in Jacobi method.
5. Quadratic convergence of scaled iterates
Here we derive the quadratic convergence bound for the scaled iterates by J -
symmetric Jacobi method. In the proof we use the technique from [11] and [10].
Since the major portion of the proof just follows the proof for the serial symmetric
Jacobi method from [11], we present here only the differences which arise due to
hyperbolic steps. In [10] ([11]) the reader can find all details of the proof for the case
of simple (multiple) eigenvalues.
5.1. Asymptotic assumptions
As in [11], the following assumptions are sufficient to prove the quadratic conver-
gence of scaled iterates:
(A1) H ∈ Rn×n, n  3, is a symmetric positive definite matrix, satisfying
α0 
1
6
min
{
1
n
, γ
}
,
where α0 and γ are defined by the relations (2.12) and (4.4), respectively.
(A2) The diagonal elements of H = (hij ) satisfy
hll > htt , l ∈Ni , t ∈Nj whenever
{
1  i < j  w or
w + 1  i < j  p.
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The setsNr , 1  r  p are defined by the relation (4.2).
Note that w and p − w in the asymptotic assumption (A2) are numbers of dis-
tinct positive and negative eigenvalues, respectively. We assume the non-increasing
ordering of the positive eigenvalues λ˜s1 , . . . , λ˜sw and the non-decreasing ordering of
the negative eigenvalues λ˜sw+1 , . . . , λ˜sp in accordance with (2.10). The assumptions
(A1) and (A2) imply that for each 1  r  p the diagonal elements hll , l ∈Nr , are
affiliated with the eigenvalue λ˜sr of (H, J ) as is indicated by the relation (4.7).
According to Lemma 3.2, almost diagonality defined by the assumption (A1) is
retained (up to factor 1.001) during the whole cycle. The following lemma shows that
the same is true for the ordering of the diagonal elements.
Lemma 5.1. Let H(0) = H,H(1), . . . , H (N) be as in Lemma 3.2. In addition, let
H(0) satisfy the asymptotic assumptions (A1) and (A2). Then each H(k), 1  k  N,
satisfies the asymptotic assumption (A2).
Proof. We shall prove that
h
(k)
tt ∈ Dr , t ∈Nr , 1  r  p, 0  k  N, (5.1)
where
Dr = {x : (1 − 0.0279γ )λsr < x < (1 + 0.0281γ )λsr }. (5.2)
Since the intervals from {Dr : 1  r  w} and from {Dr : w + 1  r  p} are not
necessarily disjoint, we define
D˜r =
{
Dr , 1  r  w
−Dr , w + 1  r  p,
where −Dr = {−z : z ∈ Dr}. Let us show that D˜r , 1  r  p, are mutually disjoint.
To this end we bound |x − y| from below, where x ∈ D˜l , y ∈ D˜r and l < r .
If r  w or l > w, then λsl > λsr > 0, hence using the definition (4.4) of γ , we
obtain
|x − y| > (1 − 0.0279γ )λsl − (1 + 0.0281γ )λsr
= λsl − λsr − 0.0281γ (λsl + λsr )
 γ (λsl + λsr ) − 0.0281γ (λsl + λsr )
= 0.9719γ (λsl + λsr ).
If 1  l  w < r  p, then
|x − y| = x − y > (1 − 0.0279γ )λsl + (1 − 0.0279γ )λsr
= (λsl + λsr )(1 − 0.0279γ )  0.9721(λsl + λsr ).
So, for the distance between any two sets D˜l and D˜r , we have
distance(D˜l , D˜r ) > 0.9719γ (λsl + λsr ), l /= r. (5.3)
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Next, we prove (5.1). Note that by Lemma 3.2, we have
αk 
√
1.002 · α0 
√
1.002 · γ
6
<
γ
3
, 0  k  N. (5.4)
Hence Theorem 4.1 can be applied to every pair (H (k), J ), 0  k  N . By the relation
(4.7), for each 0  k  N , there is a J-orthogonal permutation matrix Pk such that
for the diagonal elements of H(k) = P Tk H (k)Pk = (h¯(k)lm ) holds
1 − α
2
k
γr
 1 − 2‖τr (H
(k)
S )‖2
γr
 λsr
h¯
(k)
tt
 1 + 2‖τr (H
(k)
S )‖2
γr
 1 + α
2
k
γr
, t ∈Nr
for every 1  r  p. This implies
1
1 + α2k
γr
 h¯
(k)
tt
λsr
 1
1 − α2k
γr
or equivalently
λsr
1 − α2kγr
1 + α2k
γr
  h¯(k)tt  λsr
1 + α2kγr
1 − α2k
γr
 .
Using Lemma 3.2 and the asymptotic assumption (A1), we obtain
α2k
γr
 1.002
α20
γ
= 1.002
(
α0
γ
)2
· γ  1.002
36
γ
and
α2k
γr
 1.002α0
γ
· α0  1.002 · 16 ·
1
18
 1.002
108
.
Hence
λsr
(
1 − 1.002
36
γ
)
 h¯(k)tt  λsr
(
1 +
1.002
36
1 − 1.002108
γ
)
,
which implies
h¯
(k)
tt ∈ Dr , t ∈Nr , 1  r  p. (5.5)
Let H˜ (k) = (h˜(k)rt ) = JP Tk HPk = P Tk JHPk , 0  k  N . ThisJ -symmetric matrices
have eigenvalues λ˜sr , 1  r  p, and for their diagonal elements, the relation (5.5)
takes form
h˜
(k)
tt ∈ D˜r , t ∈Nr , 1  r  p, 0  k  N. (5.6)
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We see that for each k, 0  k  N , the diagonal elements h˜(k)tt , t ∈Nr , are affil-
iated with the eigenvalue λ˜sr . As is indicated in (5.6), each D˜r contains exactly
nr = sr − sr−1 diagonal elements of H˜ (k). Theorem shall be proved if we show that{
h˜
(k)
tt : t ∈Nr
} = {{h(k)tt : t ∈Nr}, 1  r  w,{−h(k)tt : t ∈Nr}, w + 1  r  p, 1  r  p,
(5.7)
holds for all 0  k  N . This means that each Pk can be taken identity.
The relation (5.7) is proved by induction with respect to k. The induction base is
obvious, since for k = 0, the asymptotic assumption (A2) implies (5.7). Suppose that
(5.7) holds for some k, 0  k < N . In the induction step, it suffices to prove that
h
(k)
tt ∈ Dr implies h(k+1)tt ∈ Dr , 1  r  p. (5.8)
According to the relations (2.5) and (2.6), in the step k, only two diagonal elements,
h
(k)
ii and h
(k)
jj are changed. So, the relation (5.8) is obvious for t ∈ {1, . . . , n} \ {i, j}.
Suppose
h
(k)
ii ∈ Dl , h(k)jj ∈ Dr , l  r. (5.9)
If l = r , then (JH(k+1))ii ∈ D˜l and (JH(k+1))jj ∈ D˜l because each D˜q , q /= l con-
tains exactly nq diagonal elements of JH(k+1). So, (5.9) holds.
If l /= r , then we have two alternatives:
(JH(k+1))ii ∈ D˜l , (JH(k+1))jj ∈ D˜r (5.10)
and
(JH(k+1))ii ∈ D˜r , (JH(k+1))jj ∈ D˜l .
Using the relations (2.5), (2.6), (5.9), (5.2), (5.4) and the inequality linking the geo-
metric and the arithmetic mean, we obtain∣∣(JH(k+1))ii − (JH(k))ii∣∣ = ∣∣(JH(k+1))jj − (JH(k))jj ∣∣ = ∣∣h(k)ij t (k)∣∣
 |a(k)ij | ·
√
h
(k)
ii h
(k)
jj · 1
 αk√
2
· (1 + 0.0281γ ) ·√λsl λsr
 1√
2
· √1.002 · γ
6
· (1 + 0.0281γ ) · 1
2
(λsl + λsr )
< 0.061γ (λsl + λsr ), (5.11)
where t (k) denotes either tan ϕ(k) or tanh ϕ(k). From the relations (5.3) and (5.11) it
follows that (JH(k))ii and (JH(k+1))ii (similar, (JH(k))jj and (JH(k+1))jj ) cannot
belong to different intervals D˜l and D˜r (D˜r and D˜l). Therefore, the relation (5.10)
and consequently the relation (5.8) holds. This completes the induction step and the
proof of the relations (5.7) and (5.1). 
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5.2. The main theorem
Here we state and prove the main result.
Theorem 5.2. Let H ∈ Rn×n satisfy the asymptotic assumptions (A1) and (A2) and
let J be defined by the relation (2.1). Let the sequence H(0) = H,H(1), . . . , H (N),
where N is given by the relation (2.7), be generated by applying a serial J -symmetric
Jacobi method to (H, J ). Then
αN  3.5
α20
γ
,
where N, α0, αN and γ are defined by the relations (2.7), (2.12) and (4.4), respec-
tively.
We note that theorem holds for any pivot strategy which is equivalent to the column-
cyclic strategy.
5.3. Proof of Theorem 5.2
According to relations (2.1)–(2.10), there is a natural block-partition
H =
[
H11 H12
H21 H22
]
,
H11 ∈ Rm×m,
H12 = HT21 ∈ Rm×(n−m),
H22 ∈ R(n−m)×(n−m).
Hyperbolic transformations are used to annihilate the elements in the block H12 (and
consequently H21) while trigonometric transformations annihilate the off-diagonal
elements in the blocks H11 and H22. In the proof we use a cyclic strategy which
is equivalent to the column-cyclic one (cf. [15]); more details on how it is used
in the proof, see [11, Lemma 7]. In this strategy, first the elements in the block
H11 are annihilated by columns (using m(m − 1)/2 trigonometric rotations), then
the elements in block H12 are annihilated by columns (using m(n − m) hyperbolic
rotations) and finally the elements in the block H22 are annihilated by columns (using
(n − m)(n − m − 1)/2 trigonometric rotations).
In [10,11] one can find all the results which are needed in the proof, concerning
trigonometric rotations. The asymptotic assumption (A2) and Lemma 5.1 ensure that
the diagonal elements of H11 and of H22 are ordered “non-increasingly by blocks”,
what is used in the proof (see [11]).
Let us derive the needed estimates involving hyperbolic transformations. We start
by considering carefully the hyperbolic rotations which annihilate m elements of
column t , belonging to the block H12. Note that
ν(t) = m(m − 1)
2
+ m(t − m − 1), m + 1  t  n, (5.12)
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denotes the stage of the process, just before annihilating the elements of column t .
In particular, at steps ν(t), ν(t) + 1, . . . , ν(t) + m the elements at positions (1, t),
(2, t), . . . , (m, t) are annihilated, respectively. Because of symmetry, the same is true
for the elements at positions (t, 1), . . . , (t, m).
Lemma 5.3. Suppose the assumptions of Theorem 5.2 are fulfilled. Let m + 1  t 
n and let ν = ν(t) be defined by the relation (5.12). Then
(i) a(ν+k)kt = 0, k = 1, . . . m,
(ii)
∣∣a(ν+k)lt ∣∣1.0106
(
|a(ν)lt | +
k∑
r=1
|a(ν)lr a(ν+r−1)rt |
)
, k = 1, . . . l − 1, 2  l  m,
(iii)
∣∣a(ν+k)lt ∣∣  1.0206 k∑
r=l+1
(∣∣a(ν)lr a(ν+r−1)rt ∣∣+ ∣∣a(ν+l−1)lt a(ν+l−1)rt a(ν+r−1)rt ∣∣) ,
k = l + 1, . . . m, 1  l  m − 1,
(iv)
∣∣a(ν+k)lq ∣∣1.01914∣∣a(ν)lq ∣∣+ 1.01955 (∣∣a(ν+l−1)lt a(ν+l−1)qt ∣∣+∣∣a(ν+q−1)lt a(ν+q−1)qt ∣∣),
k = max{l, q}, . . . , m, 1  l /= q  m,
(v)
∣∣a(ν+k)lq ∣∣  1.00953∣∣a(ν)lq ∣∣+ 1.00993∣∣a(ν+l−1)lt a(ν+l−1)qt ∣∣,
1  l  k  m < q < t.
Proof. Within the proof we shall shift each superscript by −ν and after that, we shall
omit the zero superscripts.
(i) This assertion is obvious since a(k−1)kt is the pivot element.
(ii) By the relation (2.6) we have (see also the figure below)
h
(1)
lt = c(0)h(0)lt + s(0)h(0)l1
h
(2)
lt = c(1)h(1)lt + s(1)h(0)l2
· · ·
h
(k)
lt = c(k−1)h(k−1)lt + s(k−1)h(0)lk ,
r l tm
m
r
l
k
whence for 1  k  l − 1, 2  l  m,
h
(k)
lt = c(0)c(1) · · · c(k−1)hlt +
k∑
r=1
s(r−1)c(r) · · · c(k−1)hlr . (5.13)
Here the empty product of hyperbolic cosines (when r = k) is considered one. Using
Lemma 3.3(iii), Lemma 3.3(i) and the inequality
k∏
r=1
(1 + xr) 
(
1 −
k∑
r=1
xr
)−1
, whenever xr > 0,
k∑
r=1
xr < 1,
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we obtain
|c(0)c(1) · · · c(k−1)|
k∏
r=1
(1 + 0.125146(a(r−1)rt )2)
 1
1 − 0.125146∑kr=1(a(r−1)rt )2 . (5.14)
Using Lemma 3.2 and the asymptotic assumption (A1), we have
k∑
r=1
(a
(r−1)
rt )
2  1
2
k∑
r=1
α2r−1 
1
2
· 1.002kα20
 0.501k · 1
6n
· 1
6n
 0.501 · 1
6
· k
n
· 1
6 · 3
 0.501 · 1
6 · 6 · 3 < 0.00463889. (5.15)
Combining the relations (5.14) and (5.15), we obtain
|c(0)c(1) · · · c(k−1)| < 1.0006. (5.16)
Therefore, using the relations (5.13) and (5.16) we have for k = 1, . . . , l − 1,
|a(k)lt | =
|h(k)lt |√
h
(k)
ll h
(k)
tt
 1.0006 · |hlt | +
∑k
r=1 |s(r−1)hlr |√
hllh
(k)
tt
. (5.17)
Now, using Lemma 3.3(iv) and Lemma 3.3(i), we have
|s(r−1)hlr |√
hllh
(k)
tt
 0.5003 ·
2|h(r−1)rt |
hrr+h(r−1)tt
· |hlr |√
hllh
(k)
tt
= 1.0006 ·
|h(r−1)rt |√
hrrh
(r−1)
tt
·
√
hrrh
(r−1)
tt · |hlr |
(hrr + h(r−1)tt )
√
hllh
(k)
tt
 1.0006|a(r−1)rt | ·
√
hrrh
(r−1)
tt
hrr + h(r−1)tt
· |hlr |√
hllhrr
√
hrr
h
(k)
tt
 1.0006|a(r−1)rt alr |
hrr
hrr + h(r−1)tt
√√√√h(r−1)tt
h
(k)
tt
 1.0006|a(r−1)rt alr |
√√√√h(r−1)tt
h
(k)
tt
. (5.18)
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Let t ∈Nq for some w + 1  q  p. From the relation (4.10), Lemma 3.2 and the
asymptotic assumption (A1) we obtain
h
(r−1)
tt
h
(k)
tt
=
λsq
h
(k)
tt
λsq
h
(r−1)
tt

1 + α2k/γ
1 − α2r−1/γ

1 + 1.002α0 · α0γ
1 − 1.002α0 · α0γ

1 + 1.002 · 118 · 16
1 − 1.002 · 118 · 16
< 1.01873. (5.19)
The same bound is used to estimate the first term
|hlt |√
hllh
(k)
tt
= |hlt |√
hllhtt
√
htt
h
(k)
tt

√
1.01873|alt |. (5.20)
Combining the relations (5.17)–(5.20), we obtain the assertion (ii).
(iii) By the relation (2.6) we have (see also the figure below)
h
(l+1)
lt = c(l) · 0 + s(l)h(l)l,l+1
h
(l+2)
lt = c(l+1)h(l+1)lt + s(l+1)h(l)l,l+2
· · ·
h
(k)
lt = c(k−1)h(k−1)lt + s(k−1)h(l)lk ,
l r tm
m
l
r
k
whence
h
(k)
lt =
k∑
r=l+1
s(r−1)c(r) · · · c(k−1)h(l)lr , l + 1  k  m, 1  l  m − 1.
Since
h
(l)
lr = c(l−1)hlr + s(l−1)h(l−1)tr , r = l + 1, . . . k,
and h(l−1)tr = h(l−1)rt , we obtain
|h(k)lt | =
∣∣∣∣∣∣
k∑
r=l+1
s(r−1)c(r) · · · c(k−1)(c(l−1)hlr + s(l−1)h(l−1)rt )
∣∣∣∣∣∣ .
Using the relation (5.16), we have
|a(k)lt | 
k∑
r=l+1
1.0006 · |s
(r−1)hlr | + |s(r−1)s(l−1)h(l−1)rt |√
h
(k)
ll h
(k)
tt
. (5.21)
For the first term in (5.21) we proceed in the same way as earlier in the proof of the
relation (5.18). Using also the relation (5.19), we have
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|s(r−1)hlr |√
h
(k)
ll h
(k)
tt
 |s
(r−1)hlr |√
hllh
(k)
tt
·
√
hll
h
(k)
ll
1.0006 · √1.01873 · |a(r−1)rt alr | ·
√
1.01873
1.01934124|a(r−1)rt alr |. (5.22)
For the second term in (5.21), using Lemma 3.3(iv), Lemma 3.3(i) and the relation
(5.19), we have
|s(r−1)s(l−1)h(l−1)rt |√
h
(k)
ll h
(k)
tt
 1.00062 · |h
(r−1)
rt |
hrr + h(r−1)tt
· |h
(l−1)
lt |
hll + h(l−1)tt
· |h
(l−1)
rt |√
hrrh
(l−1)
tt
·
√√√√hrrh(l−1)tt
h
(k)
ll h
(k)
tt
 1.00062 · |a(r−1)rt | · |a(l−1)lt | · |a(l−1)rt |
×
√
hrrh
(r−1)
tt
hrr + h(r−1)tt
·
√
hllh
(l−1)
tt
hll + h(l−1)tt
·
√√√√hrrh(l−1)tt
h
(k)
ll h
(k)
tt
 1.00062 · |a(r−1)rt a(l−1)lt a(l−1)rt |
× hrr
hrr + h(r−1)tt︸ ︷︷ ︸
1
· h
(l−1)
tt
hll + h(l−1)tt︸ ︷︷ ︸
1
·
√√√√hllh(r−1)tt
h
(k)
ll h
(k)
tt
 1.00062 · |a(r−1)rt a(l−1)lt a(l−1)rt | · 1.01873
 1.01995285 · |a(r−1)rt a(l−1)lt a(l−1)rt |. (5.23)
Now the assertion (iii) follows from the relations (5.21)–(5.23).
(iv) If k  max{l, q}, then h(k)lq has already changed twice (see the figure below).
Since all H(k) are symmetric, it suffices to consider only the case l < q. Using the
relation (2.6), we have
h
(l)
lq =c(l−1)hlq + s(l−1)h(l−1)tq
h
(q)
lq =c(q−1)h(l)lq + s(q−1)h(q−1)lt ,
ql tm
m
q
l
k
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whence
h
(k)
lq = h(q)lq
= c(q−1)c(l−1)hlq + c(q−1)s(l−1)h(l−1)tq + s(q−1)h(q−1)lt , k  q > l.
By Lemma 3.3(iii), Lemma 3.3(iv), Lemma 3.3(i) and the relation (5.19), we have
|a(k)lq | = |c(q−1)c(l−1)| ·
|hlq |√
h
(k)
ll h
(k)
qq
+ |c(q−1)s(l−1)| · |h
(l−1)
qt |√
h
(k)
ll h
(k)
qq
+ |s(q−1)| · |h
(q−1)
lt |√
h
(k)
ll h
(k)
qq
 1.00022|alq |
√
hllhqq
h
(k)
ll h
(k)
qq
+ 1.0002 · 1.0006 |h
(l−1)
lt |
hll + h(l−1)tt
· |h
(l−1)
qt |√
h
(k)
ll h
(k)
qq
+ 1.0006 · |h
(q−1)
qt |
hqq + h(q−1)tt
· |h
(q−1)
lt |√
h
(k)
ll h
(k)
qq
 1.00022 · 1.01873 · |alq |
+ 1.0002 · 1.0006 · |a(l−1)lt a(l−1)qt | ·
√
hllh
(l−1)
tt
hll + h(l−1)tt
·
√√√√h(l−1)qq h(l−1)tt
h
(k)
ll h
(k)
qq
+ 1.0006 · |a(q−1)lt a(q−1)qt | ·
√
hqqh
(q−1)
tt
hqq + h(q−1)tt
·
√√√√h(q−1)ll h(q−1)tt
h
(k)
ll h
(k)
qq
 1.01914 · |alq |
+ 1.0002 · 1.0006 · |a(l−1)lt a(l−1)qt | ·
h
(l−1)
tt
hll + h(l−1)tt
·
√√√√hllh(l−1)qq
h
(k)
ll h
(k)
qq
+ 1.0006 · |a(q−1)lt a(q−1)qt | ·
h
(q−1)
tt
hqq + h(q−1)tt
·
√√√√h(q−1)ll hqq
h
(k)
ll h
(k)
qq
 1.01914 · |alq | + 1.0002 · 1.0006 · |a(l−1)lt a(l−1)qt | · 1 · 1.01873
+ 1.0006 · |a(q−1)lt a(q−1)qt | · 1 · 1.01873
 1.01914|alq | + 1.01955
(|a(l−1)lt a(l−1)qt | + |a(q−1)lt a(q−1)qt |),
proving our assertion.
(v) The element at the position (l, q), 1  l  m < q < t , changes only once when
m hyperbolic transformations in column t take place. According to the relation (2.6)
we have (see also the figure below)
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h
(k)
lq = h(l)lq = c(l−1)hlq + s(l−1)h(l−1)tq ,
l  k  m.
ml tq
m
l
k
Since h(k)qq = hqq for k < q, we have
|a(k)lq | =
|h(k)lq |√
h
(k)
ll hqq
= |c(l−1)| · |hlq |√
h
(k)
ll hqq
+ |s(l−1)| · |h
(l−1)
qt |√
h
(k)
ll hqq
.
Similarly as before, using Lemma 3.3(iii), Lemma 3.3(iv), Lemma 3.3(i) and the
relation (5.19), we obtain
|a(k)lq |1.0002 ·
|hlq |√
hllhqq
·
√
hll
h
(k)
ll
+ 1.0006 · |h
(l−1)
lt |
hll + h(l−1)tt
· |h
(l−1)
qt |√
h
(k)
ll hqq
1.0002 · |alq | ·
√
1.01873
+ 1.0006 · |a(l−1)lt a(l−1)qt | ·
√
hllh
(l−1)
tt
hll + h(l−1)tt
·
√√√√h(l−1)tt
h
(k)
ll
1.00953 · |alq | + 1.0006 · |a(l−1)lt a(l−1)qt | ·
h
(l−1)
tt
hll + h(l−1)tt
·
√
hll
h
(k)
ll
1.00953 · |alq | + 1.00993 · |a(l−1)lt a(l−1)qt |.
This completes the proof of (iv) and of the lemma. 
Note that here we have to distinguish parts of matrix where hyperbolic and trig-
onometric rotations appear. Lemma 5.3 has the same role here as has [11, Lemma
8] in the former paper [11]. Since we also use here trigonometric rotations, we need
[11, Lemma 8]. Therefore we state it for the block H11 without proof (which is the
same as in [11]). Note that the results refer to special annihilation strategy (see [11,
pp. 29–30]) which is equivalent to the column-cyclic strategy.
Lemma 5.4 [11, Lemma 8]. Let H satisfy the assumptions of Theorem 5.2. Let t ∈
Nr , 1  r  w where sw = m. Let ν = ν(t) be defined by
ν(t) = sr−1(sr−1 − 1)
2
+ sr−1(t − 1 − sr−1). (5.24)
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Let 1  k  sr−1 so that the superscript ν + k corresponds to the stage when the
element at the position (k, t) is annihilated. Then
(i) a(ν+k)kt = 0, 1  k  sr−1,
(ii)
∣∣a(ν+k)lt ∣∣  √1.015
(∣∣a(ν)lt ∣∣+ 1.058γ
k∑
r=1
∣∣a(ν)lr a(ν+r−1)rt ∣∣
)
,
1  k  sr−1, k < l  t − 1,
(iii)
∣∣a(ν+k)lt ∣∣  1.066γ
k∑
r=l+1
∣∣a(ν+r−1)rt ∣∣ (|a(ν)lr | + 0.273γ ∣∣a(ν+l−1)lt a(ν+l−1)rt ∣∣
)
,
1  l < k  sr−1,
(iv)
∣∣a(ν+sr−1)lq ∣∣  ∣∣a(ν)lq ∣∣+ 0.529γ (∣∣a(ν+l−1)lt a(ν+l−1)qt ∣∣+ ∣∣a(ν+q−1)lt a(ν+q−1)qt ∣∣) ,
1  l /= q  sr−1,
(v)
∣∣a(ν+sr−1)lq ∣∣  ∣∣a(ν)lq ∣∣+ 0.529γ ∣∣a(ν+l−1)lt a(ν+l−1)qt ∣∣, 1  l  sr−1 < q < t.
The same result holds for the block H22 (only the appropriate indices are changed,
e.g. t ∈Nr , w + 1  r  p, and k > m).
In the derived bounds for scaled elements, coming from applying hyperbolic
(Lemma 5.3) and trigonometric (Lemma 5.4) transformations, we see differences
only in the multiplicative constants. In the assertions of Lemma 5.3 the relative gap
γ does not appear. The reason lies in different denominators in the angle formulas
(2.4) and (2.3). That makes some bounds in Lemma 5.3 sharper than the appropriate
bounds in Lemma 5.4.
We now combine the assertions of the last two lemmas to obtain the common
bounds for trigonometric and hyperbolic transformations. Using again the annihilation
strategy from [11, pp. 29–30], we have
Lemma 5.5. Let H satisfy the assumptions of Theorem 5.2. Let t ∈Nr , 1  r  p
and let ν = ν(t) be defined by the relation (5.24). Let 1  k  sr−1 so that the
superscript ν + k corresponds to the annihilation of the element at the position (k, t).
Then
(i) a(ν+k)kt = 0, 1  k  sr−1,
(ii)
∣∣a(ν+k)lt ∣∣  1.0106
(∣∣a(ν)lt ∣∣+ 1.058γ
k∑
r=1
∣∣a(ν)lr a(ν+r−1)rt ∣∣
)
,
1  k  sr−1, k < l  t − 1,
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(iii)
∣∣a(ν+k)lt ∣∣  1.066γ
k∑
r=l+1
∣∣a(ν+r−1)rt a(ν)lr ∣∣
+1.0206
γ 2
k∑
r=l+1
∣∣a(ν+r−1)rt a(ν+l−1)lt a(ν+l−1)rt ∣∣, 1  l < k  sr−1,
(iv)
∣∣a(ν+sr−1)lq ∣∣  1.01914∣∣a(ν)lq ∣∣+ 1.01955γ
×
(∣∣a(ν+l−1)lt a(ν+l−1)qt ∣∣+ ∣∣a(ν+q−1)lt a(ν+q−1)qt ∣∣) , 1  l /= q  sr−1,
(v)
∣∣a(ν+sr−1)lq ∣∣  1.00953∣∣a(ν)lq ∣∣+ 1.00993γ ∣∣a(ν+l−1)lt a(ν+l−1)qt ∣∣,
1  l  sr−1 < q < t.
The rest of the proof of Theorem 5.2 follows the lines of the proof of [11, Theorem
6, pp. 26–29]. Let us explain it with more details.
Lemma 5.5 covers the effects of trigonometric and hyperbolic transformations.
So, in the course of accumulating these effects during the whole cycle, one does not
have to take care whether hyperbolic or trigonometric transformation has taken place.
It suffices to use the common bounds of Lemma 5.5.
Lemma 5.5 here is equivalent to [11, Lemma 8]. If we follow the proof of [11,
Theorem 6] we can see that the proofs of [11, Lemmas 9–16] rely upon [11, Lemmas
8 and 4]. For example, in the proof of [11, Lemma 9] we use [11, Lemma 8]; in
the proof of [11, Lemma 10] we use [11, Lemma 8(iv) and Lemma 9]; in the proof
of [11, Lemma 11] we use [11, Lemma 8(ii) and Lemma 9(i)] etc. Thus, the proof
of [11, Theorem 6] is actually completed, once we have proved [11, Lemmas 8
and 4].
The same can be done here. Instead of [11, Lemma 8] we have here Lemma 5.5.
Its proof is given because due to hyperbolic transformations it differed from the proof
of [11, Lemma 8]. However, there are no more differences in the rest of the proof.
In particular, [11, Lemma 4] holds here, with exactly the same proof, because it is
derived from Lemma 3.1(i) (in [11] from [11, Lemma 2(i)]). So, to finish the proof
of Theorem 5.2, we continue with Lemma 5.5 and [11, Lemma 4] and proceed in the
same way as in [11].
Note that in this whole process, we just accumulate, step by step, the contributions
caused by trigonometric and hyperbolic transformations. The basic estimates are
given in Lemma 5.5 and [11, Lemma 4]. However, since the upper bounds in Lemma
5.5 are larger than those in [11, Lemma 8], the later bounds in subsequent lemmas,
are also increased. This leads to the final constant 3.5 in Theorem 5.2 (compared to√
5/2 in [11, Theorem 6]).
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6. Numerical examples
We have performed some numerical tests. Test matrices have been generated in
several ways and here we describe the simplest one. We have used Digital Visual
Fortran compiler (Professional Edition 6.0, Windows platform). The code has been
written in double precision; LAPACK and BLAS 1 routines have been frequently
used.
For given n, and the initial integer seed vector (11, 382, 1466, 3289), we have
used LAPACK 2.0 auxiliary routine DLARND to produce random numbers from
the uniform distribution in the interval (0, 1). These numbers have filled the upper
triangle of n by n upper-triangular matrix B. The starting matrix H is then generated
as D
1
2 BTBD
1
2 , where diagonal matrix D is defined by its diagonal, the vector d. J
is assumed to have m = n/2 ones and n − m minus ones on diagonal, where a
denotes the largest integer smaller or equal to the real number a. Vector d is generated
by three integer parameters e1, e2 and e3 using the formula
d(i) =
{
10e1+
i−1
m−1 (e2−e1), 1  i  m,
10e2+
i−m−1
n−m−1 (e3−e2), m + 1  i  n.
For every n, each triplet (e1, e2, e3) yields one initial matrix H . We have changed the
parameters through all integers in the closed interval [−10, 10]. We have started with
n = 20 and have incremented n by step 10 until the value 100.
We present here characteristic behavior of the quantities
α(k) = ‖H(kN)S − I‖F and β(k) = ‖H(kN) − D(kN)‖F, k = 0, 1, 2 . . . ,
where D(kN) = diag(H (kN)), H(kN)S is given by (1.1) and N = n(n − 1)/2. We also
discuss how well the previous and the new result predict the number of sweeps till
convergence.
Before doing that, we briefly explain how the J -symmetric Jacobi method is coded.
A denotes the array which contains the floating point approximation of the iteration
matrix H(k) and V the array containing approximate eigenvectors. DROTH is a subrou-
tine very similar to BLAS 1 routine DROT, however it uses hyperbolic sine and cosine.
DHLEV2 has similar role for hyperbolic step as has the LAPACK auxiliary routine
DLAEV2 for trigonometric step. The integer variables I and J define the pivot position
at each step of the column-cyclic strategy. Although, we have coded in FORTRAN
77, we use here semicolon to denote the new-line character, in order to save some
vertical space. Here is the essential part of the code
IF(I.LE.M .AND. M.LT. J) THEN
CALL DHLEV2(A(I,I),A(I,J),A(J,J),AII,AJJ,C,S,INFO)
CALL DROTH( I-1, A(1,I), 1, A(1,J), 1, C, S)
CALL DROTH(J-I-1,A(I,I+1),LDA,A(I+1,J),1,C,S)
CALL DROTH( N-J,A(I,J+1),LDA,A(J,J+1),LDA,C,S)
A(I,J) = (A(I,I)+A(J,J))*C*S+A(I,J)*(C**2+S**2)
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A(I,I) = AII ; A(J,J) = AJJ; ABS\-IJ = DABS(A(I,J))
AIIC = AII + ABS\-IJ; AJJC = AJJ + ABS\-IJ
IF(AIIC .EQ. AII .AND. AJJC .EQ. AJJ) A(I,J) = ZERO
CALL DROTH( N,V(1,I),1,V(1,J),1,C,S)
ICOUNT = ICOUNT + 1
ELSE
CALL DLAEV2(A(I,I),A(I,J),A(J,J),AII,AJJ,C,S)
CALL DROT( I-1, A(1,I), 1, A(1,J), 1, C, S)
CALL DROT(J-I-1,A(I,I+1),LDA,A(I+1,J),1,C,S)
CALL DROT( N-J,A(I,J+1),LDA,A(J,J+1),LDA,C,S)
A(I,J) = ZERO ; A(I,I) = AII ; A(J,J) = AJJ
CALL DROT( N,V(1,I),1,V(1,J),1,C,S)
ICOUNT = ICOUNT + 1
EN\-DIF
Note that after hyperbolic rotations we do not automatically assign zero to A(I,J).
Namely, if the hyperbolic angle is large, then the “annihilated pivot element” is com-
puted as difference of large numbers. Severe cancellation takes place, and using
computer arithmetic, one can expect an error of order (A(I,I)+A(J,J))*S*C*EPS,
where EPS is the machine precision. Making A(I,J) zero would certainly insert an
error of that order of magnitude at the pivot position. Furthermore, every inaccuracy
in C and/or S will influence that error.
On the other hand, computing the “annihilated element” by the rule of congru-
ence transformation (as coded above), will better preserve accuracy of the computed
eigenvalues since errors in C and/or S are now less relevant.
However, if the computed A(I,J) is negligible with respect to the updated diag-
onal elements, it is set zero. This has two favorable impacts. First, on the quadratic
convergence and second, it enables a sound stopping criterion of Rutishauser: stop
the process when all off-diagonal elements are zero.
Note also that avoiding to assign zero to pivot position has no impact on the
quadratic convergence, since large hyperbolic angles cannot appear for a scaled diag-
onally dominant matrix pair (H, J ).
We have two versions of DHLEV2. The essential part of the simpler version is given
below.
SUB\-ROU\-TINE DHLEV2(A,B,C,RT1,RT2,CH,SH,INFO)
. . .
IF(B.EQ.ZERO)THEN
RTI=A ; RT2=C ; CH=ONE ; SH =ZERO
RETURN
EN\-DIF
ZETA = -(C+A)/(TWO*B)
T=DSIGN(ONE,ZETA)/(DABS(ZETA)+DSQRT(ZETA**2-ONE))
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H=DSQRT(ONE-T**2)
CH = ONE/H ; SH = T/H
H=T*B ; RT1 = A + H ; RT2 = C + H
RETURN
END
Here A, B, C refer to the elements at positions (I,I), (I,J), (J,J), respectively.
In a more sophisticated version of DHLEV2, we check if the computed (annihi-
lated) element at (I,J) position can be neglected with respect to the updated diagonal
elements. If yes, it is set zero. If not, then hyperbolic rotation has large condition
and we use additional hyperbolic rotation to “fine tune” the first one (two successive
hyperbolic rotations are applied to pivot submatrix).
INFO is used (beside the usual checking of the input parameters) to alarm that
hyperbolic transformation is not applicable (DABS(ZETA)< 1). In that case the diag-
onalization is aborted. Note that using DLAEV2 ensures that at the end of the pro-
cess, the first M and the last N-M diagonal elements of A (that is H(k)) are ordered
non-increasingly.
In all performed diagonalizations, the quantity α(k) has decreased as expected,
smoothly quadratically, while in less than 10% cases, β(k) has decreased pretty irreg-
ularly.
Say, for N=20, M=10, E1=6, E2=-6, E3=-8, we have obtained the array A
whose first and last four diagonal elements are given in Table 1. We also display
the corresponding (computed) eigenvalues so that one can estimate the condition of
the initial matrix and can have better insight in spectral properties. Our program has
computed the minimum absolute and relative gap (δ and γ ) a posterior, from the
computed eigenvalues.
Since γ  δ, one can expect that the scaled iterates behave more regularly than
the ordinary iterates. Table 2 below shows that straightforwardly.
Table 1
i A(I,I) ≈ λsi
1 0.3389966386841209D+06 ≈ 0.3502119000497534D+06
2 0.1169794627658865D+05 ≈ 0.2856185700745027D+04
3 0.3081827092099795D+04 ≈ 0.8419836971888171D+03
4 0.1999475097690193D+03 ≈ 0.7101281918789786D+02
.
.
.
.
.
.
.
.
.
17 0.3771863765377391D−06 ≈ −0.8233479458656298D−08
18 0.2250494174756317D−06 ≈ −0.3885348221581620D−08
19 0.6319293813337303D−07 ≈ −0.1743713956034539D−08
20 0.4834446901360130D−07 ≈ −0.1008583686708637D−09
δ = 0.1642855587363676 × 10−8, γ = 0.2404693987055903.
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Table 2
k α(k) β(k)
0 0.7947693663015317E+01 0.6161227986538330E+05
1 0.1339883481355898D+01 0.6724131834039191D+02
2 0.4141284272762596D+00 0.1765136064522193D−02
3 0.1228072778550134D−02 0.7855041113586859D−11
4 0.5672083672926400D−07 0.7839493458180412D−15
5 0.1032533958540185D−15 0.3015978538466785D−23
We see that due to tiny δ, the quantity β(k) behaves strange: strong reduction in the
first three sweeps and no further quadratic reduction in the subsequent sweeps. On
the contrary, due to large γ , α(k) exhibits sound quadratic reduction after the second
sweep.
The clue for the strange behavior of β(k) lies in the fact that the previous re-
sult (1.2) ensures the quadratic convergence of ‖(H (kN))‖F/δ and not just of
‖(H (kN))‖F alone, provided that the former expression is smaller than δ/(3M).
However, if δ is tiny like, say 10−10 and n = 200, the previous result can be applied
provided the current β(k) is smaller than 1/3 × 10−14 which can be at the moment
when the process has already been terminated. If for that case γ is large, we can rely
on Theorem 5.2 which detects the quadratic convergence much sooner and which can
be safely used in predicting the number of yet needed sweeps till convergence.
Not only that α(k) reduces quadratically, but its value gives a lower bound on
the number of sure digits in each diagonal element viewed as approximation of the
(modulus of the) corresponding eigenvalue. This gives us information when to com-
pute lower bounds for the relative gaps. Note, when α(k) < γ/3, Theorem 4.1 holds
and there are simple and cheap ways to compute the needed lower bounds of all γi ,
1  i  p, and hence of γ (see [12]). Once these bounds are computed, they can be
Table 3
k α(k) β(k)
0 0.1872655288192050D+02 0.1830066574298421D+04
1 0.4628785166216017D+01 0.1429966557320171D+03
2 0.3128443190245950D+01 0.2919676782944666D+01
3 0.2291479105024053D+01 0.7811222508193259D−02
4 0.1467680825645986D+01 0.9087659595403180D−05
5 0.1003680914503330D+01 0.2407863989513126D−07
6 0.5931869247554973D−04 0.8356080177165782D−11
7 0.1162799313034640D−12 0.7955247803439933D−18
8 0.3619159201968520D−28 0.6860824401735716D−33
δ = 0.5472988926071118 × 10−10, γ = 0.05715798879501610, N=50, M=25, E1=-1, E2=-4, E3=2.
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Table 4
k α(k) β(k)
0 0.3019217514691990D+02 0.1270067836750680D+05
1 0.4181467160702799D+01 0.1038944627474075D+04
2 0.2795798988022628D+01 0.6512289989887432D+02
3 0.2023261038494266D+01 0.9410937588895626D−01
4 0.1739695734153867D+01 0.3347905520755308D−04
5 0.9972469629854583D+00 0.9978574866014442D−08
6 0.1180159949070006D+00 0.2016241937377626D−10
7 0.6112838161239674D−04 0.1314419848137354D−13
8 0.1478996545769784D−10 0.7676362262138469D−21
9 0.8134587086331026D−25 0.5644682945287651D−35
δ = 0.4131599468108691 × 10−10, γ = 0.01558967134228652, N=80, M=40, E1=4, E2=-4, E3=-8.
used in the relations (4.7)–(4.10) to get yet sharper estimates for the eigenvalues and
relative gaps.
We end the paper by another two examples of matrices. For each diagonalization
process we display a table with relevant data.
Note the behavior of β(k) in Table 3. First it “suggests” quadratic convergence, but
in the 5th sweep it slows down, and till the end one is not sure whether the quadratic
convergence has started again or not. In the same time α(k) converges regularly
quadratically as it should by Theorem 5.2.
Similar behavior is seen from Table 4.
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