Abstract-A family of oblivious routing schemes for Fat Trees and their slimmed versions is presented in this work. First, two popular oblivious routing algorithms, which we refer to as S-mod-k and D-mod-k, are analyzed in detail. S-mod-k is the default routing algorithm given as an example in the first works formally describing Fat Tree networks. D-mod-k has been independently proposed and investigated by several authors, who conclude in their evaluations that it achieves better performance than a random or adaptive routing approach. First, we identify the reasons why these algorithms perform well. Using this insight we extend these algorithms, originally intended for full bisection networks, to slimmed networks. Based on the lessons learned we propose a new generalized family of algorithms that provides a better oblivious solution than the existing ones for this class of networks. Moreover, this family extends the previous work from k-ary n-trees to the more general class of extended generalized fat trees.
I. INTRODUCTION
Fat Tree networks have been present in many High Performance Computing (HPC) machines since they were first introduced in a popular HPC system, the Thinking Machines CM-5 in 1991. Deadlock freedom and availability of multiple paths, along with the capability of emulating other well-known networks with a theoretically achievable polylogarithmic slowdown [1] popularized their use. However, despite the huge corpus of theoretical results, studies of their suitability and cost for HPC traffic using real application patterns are few. Recent works [2] , [3] , [4] arrive at the conclusion that the network is overdesigned and underutilized.
Among many possible realizations of Fat Tree networks, kary n-trees are the most widely spread. k-ary n-trees sacrifice connectivity to reduce complexity [5] and provide a fullbisection network using switches all having the same number of ports. The traded connectivity increases the impact of network contention.
Network contention can be mitigitated by an appropriate routing scheme. To this end, many proposals exist, the majority of which are oblivious to the global communication pattern that is taking place. Many adaptive algorithms that take local decisions have also been proposed; however, some works have shown that these are not always better than oblivious algorithms [6] . A very simple oblivious algorithm (D-mod-k) has been proved to be very good for a wide collection of patterns [7] , [6] , [8] , [9] .
In this work we analyze three static oblivious algorithms (which we will call Random, S-mod-k and D-mod-k) in detail. We will demonstrate that S-mod-k, proposed as a default "selfrouting" scheme on several works on fat trees [10] , [11] , and D-mod-k perform similarly well, and we will argue that they should lead to similar performance in most cases. We will show that both algorithms concentrate endpoint contention and perform better than Random. When extending these algorithms from k-ary n-trees to slimmed trees (which have less connectivity in the upper levels) we discover that another important aspect to gain performance is to distribute endpoint contention evenly across the roots 1 of the tree. Finally, we identify patterns that perform poorly for both S-mod-k and D-mod-k, because of the regularity of the pattern and the regularity of the assignments of routes to roots of the tree (in this case, Random does better). We combine the ideas of concentrating endpoint contention, even distribution of endpoint contention across roots, and randomization to break regularity into a proposal for a new class of oblivious routing algorithms.
The rest of the paper is structured as follows: we will start with a brief description of extended generalized fat tree (XGFT) topologies (Sec. II), communication patterns (Sec. III) and a discussion on contention (Sec. IV). Before delving into the experimental and combinatorial analysis of well-known oblivious routings (Sec. VII) that motivate our proposal (Sec. VIII) we will first describe our evaluation and experimental framework (Sec. VI) as a part of the analysis is based on simulation results obtained to compare several routing schemes. Finally, we will conclude in Sec. X.
II. EXTENDED GENERALIZED FAT TREES
Many current supercomputers employ k-ary n-tree networks [12] . They are a popular parametric family of indirect multi-tree networks. A k-ary n-tree has N = k n leaf nodes used as processing nodes and n · k n−1 inner nodes (2k-port switches). These full bisection bandwidth networks exhibit path redundancy and the property of being rearrangeable [13] . This means that any scheduled permutation of sources over destinations can be routed without blocking, i.e., no messages contend for the same network port. Each specific permutation needs an appropriate set of routes.
Several recent works have identified a potential overprovisioning of bandwidth of k-ary n-trees [2] , [3] , [14] . Consequently, the use of "slimmed" k-ary n-trees has been considered. Slimmed k-ary n-tree topologies have less than n · k n−1 switches, losing both the full bisection bandwidth and the rearrangeable non-blocking properties.
Formally, k-ary n-trees and their slimmed versions belong to the family of XGFTs [10] . This family includes many popular Multi-stage Interconnection Networks (MIN), such as m-ary complete trees, k-ary n-trees [12] , fat trees as described in [1] , and slimmed k-ary n-trees. An XGFT(h; m 1 , ..., m i , ..., m h ; w 1 , ..., w i , ..., w h ) of height h has N = h i=1 m i leaf processors, with the inner nodes serving only as routers. Each non-leaf node in level i has m i child nodes, and each non-root has w i+1 parent nodes [10] . An XGFT of height h has h + 1 levels. Leaf nodes are at level l = 0. XGFTs are constructed recursively, each sub-tree at level l having parents numbered from 0 to (w l+1 − 1). See Fig. 1 for some examples.
A k-ary n-tree is an XGFT(n; n k, ..., k; 1,
A slimmed k-ary n-tree is precisely defined by the vectors w i and m i when ∃i|(w i < k) with 2 ≤ i ≤ n. Slimmed trees are blocking networks. Figure 1 shows several slimmed trees.
In both cases, the number of inner switches I can be computed as
At a particular level l, there are h j=l+1 m j · l j=1 w j nodes. A vector of size h can be defined to label each of the nodes (leaf nodes (l = 0) are the hosts), and similar tuples of length h + 1 can be defined to identify both the links up and down to each level (where the links up from level l take identical labels to the ones down from level l + 1).
In a k-ary n-tree, a node label can be expressed as an ndigit base-k number. In an XGFT, on the other hand, the base of each digit can be different. Table I shows how we label the nodes at each level. The processing nodes are labelled using m h through m 1 as the base numbers. For each level up the tree, the corresponding base m i is replaced by w i ; as a result, the top level switches are labelled using w h through w 1 as the base numbers. The number of links at level i simply equals the number of nodes N i times m i (down) or w i+1 (up). As indicated in I the number of links up from level i equals the number of links down from level i + 1.
III. COMMUNICATION PATTERNS
A communication pattern C can be described by a connectivity matrix M (N × N ). The connectivity matrix M of C records its set of connections with elements m ij = 0 iff the connection (i → j) ∈ C. The actual value of m i,j can represent a useful cost metric of (i → j) such as, e.g., the number of bytes. If the network is circuit-switched with end-to-end connections, permutations are the only kind of patterns that can take place at a single point in time. In packet-switched networks, however the situation is quite different. Messages coming from the same source to different destinations or from different sources to the same destination can be present in the network simultaneously, because a message is usually divided into packets that can be interleaved at either of the endpoints. Therefore, at a single point in time, the packets within the network have a more general connectivity matrix than a permutation.
In many HPC applications nodes usually communicate with more than one destination. Application programmers normally choose one of the two following strategies in an effort to maximize the performance of the communication phase: (i) schedule communications such that they form a series of permutations, or (ii) inject all messages in the network at the same time (fragmented into segments) with the objective of taking every possible cycle of progress that would be lost if there was contention in a permutation.
In either case, no general static routing solution exists for k-ary n-trees or slimmed XGFTs that can route all possible permutations without conflict. Oblivious routing algorithms provide a pre-computed set of routes that try to minimize the contention that will apppear in the network. In the following section we will briefly address what contention is, how it affects performance, and what kind of contention can be addressed by a routing scheme. We will then analyze existing routing proposals that have been made to efficiently route as many patterns as possible with minimum contention.
IV. CONTENTION
We can differentiate between two kinds of contention in an application: (i) endpoint contention, caused by messages contending for a network adapter because they were produced by or are going to be consumed at the same node 2 and (ii) routing contention, caused by messages injected by different nodes and competing for some common switch port. A routing scheme by itself can only address the latter kind.
Level
# Nodes Node Labels # Links We have previously proposed [4] a metric to measure contention by the effective performance loss that a given assignment of routes will cause, rather than by the number of flows assigned to a link. The rationale behind this metric is that flows experiencing endpoint contention can share (part of) their routes without reducing their effective end-to-end bandwidth further, which is the only thing that matters for the global completion time, as messages are being serialized at the edge of the network. Moreover, assigning those flows to the same link (and therefore increasing the number or flows per link) may be beneficial, as more links are left idle for other flows that would otherwise unnecessarily experience network contention (reducing performance further) as opposed to causing more endpoint contention (which is unavoidable and does not depend on the routing scheme).
V. ROUTING IN XGFTS
Finding a minimal deadlock-free path for connection (s → d) between source node s and destination node d in an XGFT can be done by choosing any of their Nearest Common Ancestors (NCAs) [12] . Having selected the NCA, it is very simple to compute the unique ascending and descending paths.
Still, assigning the NCAs such that contention is minimized is not easy. Given that there are less NCAs than possible (source, destination) pairs, the assignments of NCAs to the communicating pairs of a communication pattern is a combinatorial optimization problem. When the pattern to be optimized is known and is a permutation, and the topology is a k-ary ntree, a very efficient algorithm exists [15] . When the pattern is known but more general than a permutation, or the topology is not a k-ary n-tree, the problem becomes a hard combinatorial problem.
When the communication pattern is not known, a sensible attempt would be to evenly distribute the NCAs among the different communicating pairs. Several oblivious schemes to do so have been proposed. Random routing [16] , [17] , consists in randomly assigning NCAs to the communicating pairs. It is used as the default mechanism in Myrinet and InfiniBand interconnects. A path (s → d) from node s to node d is created by choosing any random NCA between both nodes.
Two other oblivious routing techniques have been proposed independently without a common agreement on their names: we refer to them as Source-mod-k routing [1] , [10] and Destination-mod-k routing [6] - [9] , [11] . Both techniques employ the same function to select routes. The difference is that the former uses the source node label (See Table I ) and the latter the destination label to choose the NCA. S-mod-k and D-mod-k routings can be concisely described for k-ary n-trees with a simple formula (as the labels form a number in base k): to establish a path (s → d) from node s to node d, S-mod-k routing chooses parent
Routing in any XGFT is identical to finding paths in kary n-trees (see [10] ). The routing tables of XGFTs can be filled using straightforward adaptations of the algorithms used in k-ary n-trees. For instance, S-mod-k and D-mod-k can be adapted by replacing k by w l in the modulo operation. A route r from s to d that has NCAs at level l NCA is determined by the sequence of local output ports to reach the NCA. Local output ports of switches at level l are numbered from 0 to w l+1 − 1. Each local output port corresponds to one of the possible parents of the switch reached at level l. A route r is therefore described as: < r 0 , ..., r l , ..., r l (s,d)−1 >, the path to NCA. The second half of the route to the destination can easily be reconstructed from the first half by knowing the destination (d) identifier [15] .
Routing algorithms for k-ary n-trees can easily be adapted for XGFTs (see [10] ). In particular, S-mod-k and D-mod-k can be easily adapted using the node labels in Table I , which define a variable-radix base numbering for the nodes. To choose the output port at level l, the operation M l mod w l+1 is performed. For S-mod-k the source's M l digit is used, and for the D-mod-k, the destination's M l digit.
VI. WORKLOADS AND EXPERIMENTAL METHODOLOGY
In this Section, the applications chosen as benchmarks are described and the employed methodology and tools are presented.
A. Applications
We have selected two applications that show opposite extreme performance behaviour under commonly used oblivious routings.
1) WRF (Weather Report Forecast) is a numerical weather prediction system designed to serve the atmospheric research community. We include results with 256 processors (WRF-256).
2) The NAS Parallel Benchmarks are a set of pseudoapplications and numerical kernels designed to compare the performance of HPC machines. We present the results for Conjugate Gradient (CG) benchmark with 128 processors for data-set class D: CG.D-128.
B. Tools and Experimental Framework
To study the effect of the routing scheme on network contention, we have used two coupled simulators [18] : Venus and Dimemas. Venus is an event-driven simulator developed at the IBM Zurich Research Laboratory that is able to simulate any generic network topology of nodes, switches, and wires at the flit level. It can simulate any XGFT as well as many other topologies. Dimemas [19] is an MPI simulator driven by a post-mortem trace of a real application execution. The trace contains the MPI calls the application performed, which in turn include the communication pattern as well as the causal relationships between messages. Dimemas reconstructs the temporal behavior according to a parametric bus network model.
For the network model, we have used an input/output buffered switch model, link speed of 2 Gbits/s, flit size of 8 bytes, and segment size of 1 KB with a round-robin interleaving of messages at the network adapter.
We obtained execution traces from runs of the applications selected. Dimemas was fed with the execution trace, relying on Venus to do the detailed network simulation of the communications. We extracted the connectivity matrix M (sourcedestination pairs) for each communication phase. For each topology under study (instantiations of XGFTs) we fed our routing algorithms with (i) the connectivity matrix, (ii) the topology file, and (iii) the mapping of processes to nodes (sequential). The routes obtained were then supplied, along with the topology and mapping, to the Venus simulator.
We have scaled the reported times against the time employed by a single ideal single-stage crossbar network connecting all the nodes. This network provides the best performance that can be obtained in the absence of network contention. A single-stage network does not need any routing algorithm and does not have any routing contention. We will refer to this network as Full-Crossbar.
VII. EXPERIMENTAL AND COMBINATORIAL ANALYSIS OF
S-mod-k AND D-mod-k
The basic conceptual difference between S-mod-k and D-mod-k in a k-ary n-tree is that while S-mod-k concentrates the endpoint contention from the source (every source is assigned a unique path up regardless of the destination), D-mod-k works conversely, i.e., every destination is assigned a unique path down regardless of the source. However, S-mod-k had been proposed by the earliest works [1] , [10] , [11] and little attention had been given to it in favor of randomized algorithms [16] . Recently, several works [6] - [9] , have analyzed D-mod-k and some concluded that it is better than a static random routing [8] or some adaptive routing algorithm [6] .
In our experiments (Sec. VII-A and [4]) we saw a negligible difference in performance between S-mod-k and D-mod-k for the communication patterns used in real applications, prompting the question whether there is an intrinsic difference between the two. We analyzed how many permutations can be routed by either algorithm with a certain level of contention C, and concluded that they are exactly the same. As many applications use more general patterns and the simulations of the cited works have been mainly done with random traffic (which are generally not permutations) it is worth to see whether there are more general patterns routed with a certain level of contention C by S-mod-k than by D-mod-k. We will show that both algorithms are, in performance terms, for random patterns, equivalent.
When S-mod-k and D-mod-k are compared against a Random routing, Random performs better for one of the cases (Section VII-A). One might argue that Random better distributes the routes to the roots. A random routing, however, performs worse than either S-mod-k and D-mod-k for the other application pattern shown in Section VII-A. We studied the distribution of assigned paths per root node of Random routing for those patterns and we found that they are better balanced than for S-mod-k and D-mod-k (Sec. VII-D). That means that balancing of paths to roots, while important, is not the only important factor. Random does not assign roots while at the same time concentrating the endpoint contention of the nodes. S-mod-k (D-mod-k) assign a certain number of sources (destinations) to each NCAs, such that the endpoint contention of those sources (destinations) gets accumulated in the way up (down) to the NCA.
A. Patterns that are not properly routed by S-mod-k or D-mod-k Figure 2 shows the slowdown of three oblivious static routings against a pattern-aware routing scheme [4] and the performance that would be obtained with a single-stage network.
The pattern-aware routing scheme (Colored [4] ), which takes into account the actual communication pattern to optimize the routes, serves as a upper bound for the achievable performance within a network of the same reduced cost as the compared oblivious routing schemes. From the analysis of Fig. 2 we can draw the following conclusions: For WRF-256 ( Fig. 2(a) ) Random is worse than the oblivious alternatives S-mod-k and D-mod-k, which achieve the same performance as a pattern-aware routing scheme. The communication pattern of WRF-256 consists of pairwise exchanges in a 16 × 16 mesh. Every task (T i ) initiates two outstanding communications to nodes T (i±16) (except for the first and last 16 tasks, which only send to nodes T (i+16) and (T (i−16) ) respectively). Therefore, most of the nodes are either sending to or receiving from two different endpoints. Both S-mod-k and D-mod-k concentrate the endpoint contention to the same NCAs and assign a different NCA for communicating pairs that do not have endpoint contention. The Random scheme, however, introduces additional network contention to the endpoint contention, which explains its poorer behaviour.
On the other side, for CG.D-128 ( Fig. 2(b) ) we see that Random improves over S-mod-k and D-mod-k in almost all cases. In both WRF-256 and CG.D-128, the performance of S-mod-k and D-mod-k is almost identical 3 as the communication pattern is symmetric. Yet, for CG.D-128 the performance degradation for S-mod-k and D-mod-k is huge.
CG has a communication pattern (Fig. 3) that consists of five exchanges of equal size, four of which are local to the first-level switch for the radix 4 we have used m 1 = 16. Only the fifth phase is non-local, so whatever degradation in performance this application might suffer due to the routing decision exclusively corresponds to the fifth exchange phase. We performed a detailed analysis of the performance degradation incurred by D-mod-k for the non-slimmed case (w 2 = 16), i.e., a k = 16-ary 2-tree. There is no contention in the first four phases, which are local to the switch. However, the degradation for the fifth phase (all of equal number of bytes, namely, 750 KB), accounts for more than a factor of two. The simulated trace reveals that this last phase takes eight times longer with D-mod-k routing (Fig. 3(a) ). This is due to the nature of the communication pattern of CG: each processor s inside a switch communicates to a processor
D-mod-k routing will choose r 1 = (d mod 16) as the first local port going up into the tree. Given (2), r 1 can only be either 0 for the eight sources within a switch, where s ≡ 0 (mod 2), or 1 for the other eight sources, where s ≡ 1 (mod 2).
In the CG.D-128 case, the regular pattern of the application clashes with the regular assignment of links by the D-mod-k routing scheme, as the function used to decide the roots (modulo) is congruent with the pattern itself.
However, if we look at figure 2(b), Random, performs better, but still far from the optimum reached by a pattern-aware routing. The fifth phase of CG (the only one that goes out of the switch) is a permutation (Section III). Because it is a permutation, there is no endpoint contention at all and all performance degradation is due to network contention. For a full k-ary n-tree (XGFT(2; 16, 16; 1, 16)) many optimal solutions exist assigning a different NCA to the communicating pairs such that they do not conflict in the lowermost levels (those close to the leaf nodes). For slimmed trees, not only the NCAs have to be assigned to the communicating pairs such that they do not conflict in the lowermost levels. Because of the reduced connectivity, there will be conflicts in the NCAs as well, and these conflicts should be distributed such that no set of communicating pairs suffers more contention than others; completion time is determined the slowest thread.
B. Number of permutations routed by a S-mod-k or D-mod-k with a certain level of contention C Given a sequence of source nodes (S) and a sequence of destinations (D), such that D is a permutation P of the sequence S and given a routing table (S-mod-k/D-mod-k), we can compute the contention level C as the maximum network contention (not accounting for endoint contention) at each of the NCAs assigned to the communicating pairs (C NCAi ). The NCAs for S-mod-k are chosen by applying a certain function to the sources in S alone. For the complementary D-mod-k routing scheme the function used is the same, but it is applied to the destinations D.
For each communication pattern (S → D) we can compute the inverse permutation, i.e., D →S, where the destinations are now the sources, and the sources are the destinations. For this permutation, the NCAs that were previously assigned by S-mod-k are now the ones assigned by D-mod-k, and vice versa. If we now compute the contention level at the NCAs for (D → S), with the opposite algorithm as for (S → D), we will obtain the exact same distribution of contention levels per NCAs, as the sources and destinations have changed place and so has the endpoint in which the routing scheme selects its path.
C. Number of general patterns routed by a S-mod-k or D-mod-k with a certain level of contention C Any general pattern G can be decomposed into a certain set of permutations, G = i P i . Each of the permutations P i will achieve a certain contention level c i , and because the effective bandwidth loss is due to the network contention and not the endpoint contention, we only need to focus on the maximum contention level c max = max i c i . Under a S-mod-k routing, let's say a particular source s i appears in several permutations P i . In the union of permutations, that source will not additionally increase network contention over c max , as source s i will share the way up in all P i , increasing endpoint contention only. If we compute the inverse permutations P inv i = Inverse(P i ) and create the general pattern:
, the maximum contention level under the complementary routing scheme (in this example, D-mod-k) will be c inv max = max i c inv i = c max . As for any general pattern, an inverse can be found, that will show the exact same behaviour under the converse routing policy, we can safely conclude that both algorithms should perform equally under a well randomized set of permutations.
For application's patterns, if the pattern is symmetric, the inverse is itself, so the number of expected conflicts is the same under both routing schemes. If the pattern is not symmetric, one could be better than other. It is not yet clear which of the two would better apply to a non-symmetric pattern. A possible heuristic would be to choose S-mod-k for a manydestinations dominated pattern. And D-mod-k for a manysource dominated pattern.
D. Distribution of routes per NCA and the effect on performance
It seems obvious that routes should be evenly distributed across the NCAs. For instance, if in an extreme case all routes go through a single NCA, the effective network is a single kary tree (rightmost data points of Fig. 2, with w 2 = 1) . Figure 4 shows the distribution of routes per NCAs in a XGFT (2; 16, 16; 16, 10) for different algorithms. Random assigns roots evenly to NCAs for the whole set of (source,destination) pairs as can be seen in figure 4(b) , but fails to achieve a good performance for WRF-256 ( Fig. 2(a) ) and a close to optimum performance for CG.D-128 ( Fig.  2(b) ). S-mod-k and D-mod-k work much better for WRF-256 despite the uneven distribution of routes to NCAs. The uneven distribution of the S-mod-k and D-mod-k routing schemes is due to the modulo operation going further up to the tree (going down we have multiples of 16 nodes, but going up, we have 9 roots. Routes for nodes with M 1 = [10 − 15] are assigned to the first five roots as well as those with
If we look at the results for XGFT (2; 16, 16; 16, 10) and the distributions of routes to NCAs of the different algorithms in Fig. 4(a) , we see a perfect distribution of routes to NCAs by S-mod-k and D-mod-k. However, the performance results for CG.D-128 (Fig. 2(b) ) are the worst. We might conclude that an even assignment of routes to NCAs is irrelevant.
The problem witht the previous example is that we are looking at the total number of routes assigned to the NCAs and not the ones effectively used by the communication pattern.
When we know nothing about the communication pattern, it will be better to distribute the NCAs as evenly as possible.
VIII. PROPOSAL: RANDOM NCA UP AND RANDOM NCA DOWN.
The results of the previous section gives us a series of hints to design a class of oblivious algorithms that should behave better for extreme cases such as CG.D-128 and not degrade WRF-256 much.
There are three basic recommendations that lead to better oblivious algorithms: first, concentrate the endpoint contention. This can be seen as assigning "responsabilities" to the root nodes: Each root node will be responsible for a collection of nodes. The responsability taken by the root nodes will be to either concentrate the endpoint contention at the sources (way up) like S-mod-k, or to concentrate the endpoint contention at the destinations (way down) like D-mod-k. Second, distribute the load among the roots. Random does so but does not concentrate endpoint contention, causing unnecessary network contention. Third, break down the regular dependencies of typical applications' patterns. The way we assign the responsabilities while at the same time trying to use the self-routing approach is to relabel the sources nodes in a way that applying the modulo of either the source or the destination will randomly distribute the responsabilities of the root nodes, while at the same time assigning the exact same root to each source or destination (depending of whether we are designing a S-mod-k-like algorithm or a D-mod-k-like one, respectively).
We will first explain the idea behind the relabeling assuming a k-ary n-tree. The relabeling for a k-ary n-tree can be seen as a recursive scramble of the uppermost subtrees (of height h − 1), and then, independent scrambles of each the lower subtrees of height h − 2, until we scramble the nodes. Finally the new label given to the node corresponds to the label corresponding to the new position of the node after the scramble. Note that the way the relabeling is done, the topological neighbourhoods of the nodes with respect to their labels are preseved; otherwise the relabeling, and thus the routing would be completely random.
If we want to extend this relabeling to more general XGFTs we have to realize the following: if we give labels based solely on the children per level parameters of an XGFT (the m i parameter) and then try to use a modulo function to reach the NCA, we will create an unbalance of assignments of routes to NCAs, as seen in Sec. VII-D. If we want to minimize this effect, we have to map the m i 's to w i 's. This leads to repeated labels, but to a better distribution to the NCAs.
Formally, the relabeling can be expressed as follows: given an XGFT(h; m 1 , ..., m i , ..., m h ; w 1 , ..., w i , ..., w h ), and node labels N ode
, we create new node labels
we will obtain routing strategies D-mod-k or S-mod-k. We have experimented with random balanced distributions
Once the relabeling is done, we can choose to use the labels either to concentrate the endpoint contention of the sources (in the path up to the NCA) by using the source labels as the guide to reach the NCA (applying S-mod-k to the new labels) or to concentrate the contention of the destinations (in the path down from the NCAs) by using the destination labels (applying D-mod-k to the new labels).
S-mod-k and D-mod-k become particular cases of the new class of algorithms. By randomly selecting the NCAs, but still concentrating endpoint contention in the manner of S-mod-k or D-mod-k, the result over time should avoid pathological cases and improve over a static Random strategy.
IX. EVALUATION
In this section we present the results obtained for nonslimmed and slimmed networks. Figures 5(a) and 5(b) show how diffferent routing algorithms perform when a k-ary n-tree (w 2 = 16) is progressively slimmed until it is converted into a k-ary tree (w 2 = 1). The X axis records the topology, whereas the Y axis is the slowdown with respect to a Full Crossbar. We use a pattern-aware routing scheme (Colored [4] ) as a baseline for the best achievable performance for each of the corresponding topologies. We also compare the new routing proposals against S-mod-k and D-mod-k For the algorithms Random NCA Up and Random NCA Down we use functions W(. . . ) that perform a uniform random mapping at each subtree. We use boxplots in the graphs that show the median (as a thick line within the box), and the 25 and 75 percentiles (bottom and top lines of the box), along with the minimum and maximum as whiskerbars. Every box plot is computed from 40 to 60 samples of each algorithm using a different seed.
We can see that both for WRF-256 and CG.D-128, the Random NCA Up and Random NCA Down strategies perform statistically better than Random. For WRF-256, The performance is always bettern than Random and most of the times it is close to the performance of S-mod-k, D-mod-k or Colored for the majority of cases. For the case of CG.D-128, Random NCA Up and Random NCA Down perform statistically better than random for all the cases, and avoids the pathological 5 The new value for M n h (represented as a dash) is irrelevant for the routing scheme. The W i () function to map M n 1 is W 2 () because the XGFTs we are considering have w 1 = 1.
behaviour of S-mod-k and D-mod-k. Still, there is a gap to reach the performance of a pattern-aware algorithm such as Colored. X. CONCLUSIONS AND FUTURE WORK In this work we analyzed three widespread oblivious routing algorithms: Random, S-mod-k, and D-mod-k. We identified the reasons that make these algorithm perform well and analyzed two extreme cases. From this analysis we drew a series of conclusions that we used to extend S-mod-k and D-mod-k to the whole family of XGFTs, and do it as efficiently as possible, while at the same time avoiding pathological cases.
We plan to further improve these algorithms to reduce the gap between their performance in the worst cases and the optimum that is achievable for a specific topology.
