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Abstract: In this paper, we study λφ4 scalar field theory defined on the unramified
extension of p-adic numbers Qpn . For different “space-time” dimensions n, we com-
pute one-loop quantum corrections to the effective potential. Surprisingly, despite the
unusual properties of non-Archimedean geometry, the Coleman-Weinberg potential of
p-adic field theory has structure very similar to that of its real cousin. We also study
two formal limits of the effective potential, p → 1 and p → ∞. We show that the
p → 1 limit allows to reconstruct the canonical result for real field theory from the p-
adic effective potential and provide an explanation of this fact. On the other hand, in
the p→∞ limit, the theory exhibits very peculiar behavior with emerging logarithmic
terms in the effective potential, which has no analogue in real theories.
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1 Introduction
A possible relevance of non-Archimedean geometry and p-adic number theory within
different contexts of theoretical physics is being discussed for more than thirty years.
Originally p-adic concepts have been introduced in string theory [1–6] as a model of
spacetime beyond the Planck distance, where one should not expect the Archimedean
axiom to hold true. The concept of ultrametric spaces and the corresponding mathe-
matical machinery percolated into other fields of knowledge from high-energy [7–9] to
condensed matter physics [10–13] and biology [14, 15], since they were appreciated for
being a natural language to describe hierarchical systems [16, 17].
Recently, interest in p-adic quantum field theory has revived due to the possible
relations between geometry of non-Archimedean number fields and the holographic
correspondence [18]. The p-adic version of the AdS/CFT duality with bulk geome-
try represented by Bruhat-Tits tree has been introduced [18–21]. Since the boundary
quantum field theory in this case is defined over a p-adic number field (either Qp or
its unramified extension Qpn), further development of non-Archimedean holographic
duality requires a deeper insight into the structure of p-adic field theory. Among other
things, the Wilson renormalization group has been studied perturbatively, and criti-
cal exponents were computed in hierarchical bosonic and fermionic models [22–24], for
large-N models [25], and for scalar field theory defined over mixed (p-adic/real) number
fields [26]. In this note, we attempt to make a step further in this direction and con-
struct a non-Archimedean analogue of the Coleman-Weinberg effective potential [27].
The Coleman-Weinberg potential is an important and illustrative concept which allows
to incorporate quantum effects on the level of theory action, and provides a natural
language to speak of symmetry breaking in interacting field theory [28]. The renormal-
ization group flow is convenient to represent in terms of the effective potential as well.
In Rn scalar field theory, one can derive the renormalization group by computing scat-
tering amplitudes or integrating out UV momentum shells in the Wilsonian approach.
In p-adic field theory, coordinates/momenta and wave functions take values in different
number fields, making certain construction normally used to describe RG flows (e.g.
the Callan-Symanzik equation) tricky to define. This gives an additional motivation to
study the non-Archimedean effective potential.
A critical issue that one almost unavoidably encounters when trying to construct
a quantum field theory over p-adic numbers is the lack of well-defined space-time sig-
nature that makes the very concept of Lorentzian or Euclidean symmetry poorly de-
fined. Pragmatically speaking, it means that Wick rotation cannot be used to bypass
difficulties emerging in the Lorentzian case by performing analytical continuation to
Euclidean time. For non-Archimedean AdS2/CFT1 holography, this problem has been
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addressed in [29], where a possible approach to defining spacelike and timelike geodesics
in the p-adic bulk via constructing quadratic extension Qp [
√
τ ] of the number field, and
expanding the original “spacelike” Bruhat-Tits tree with a set of branches that are pos-
tulated to be timelike. However, to a large extent this problem remains unresolved,
especially outside of the holographic context, and one has to cope with it to compute
observables in p-adic quantum field theory.
The Coleman-Weinberg potential is usually computed in Euclidean signature, while
its Lorentzian treatment leads to appearance of certain pathological structures such as
logarithmic divergences and imaginary terms in the potential already in field theories
defined over Rn. Since in the p-adic case, there is no way to do analytical continuation,
we take the measure of the path integral e−S rather than eiS as a starting point of our
consideration.
We compute one-loop effective potential of a real-valued λφ4 scalar field theory
with quadratic dispersion defined on Qpn space, mainly focusing on the n = 1 (“p-adic
quantum mechanics” [16]), n = 2 and n = 4 cases. The quantum corrections to the
potential are given by integrals over Qpn that can be expressed as infinite (divergent)
series. We find a tractable approximation that allows to evaluate them and, after renor-
malization, obtain an explicit expression for the effective potential. In all considered
dimensions, the resulting potentials have very similar structure to their real analogues.
Moreover, in the formal p→ 1 limit, an exact matching occurs. A very peculiar behav-
ior is observed in the opposite, p→∞ limit, where the potential acquires logarithmic
term ln (1 + λφ2b/2). However, given the fact that this takes place in any dimension
including n = 1, which is suspicious even in the rather exotic non-Archimedean setting,
we think that this could either be an artifact of the one-loop approximation or should
be cured with renormalization group transformation of the potential.
The paper has the following structure. In Sec. 2, we define the model, obtain a
formal expression for the Coleman-Weinberg potential, and perform its renormalization
for three particular cases, n = 1, 2, 4. In Sec. 3, we define the formal p→ 1 limit, and
use it to relate the p-adic effective potential to its real cousin. In Sec. 4, we consider the
p → ∞ limit. In Sec. 5, an alternative approach to computing the effective potential
via the Euler-Maclaurin formula is proposed, and its validity limits are discussed. Sec.
6 briefly summarizes the obtained results. App. A contains definition of the unramified
extension Qpn . App. B proves an identity relating integrals over Qpn and Rn. App. C
is to remind the standard Coleman-Weinberg calculation in real field theory.
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2 Coleman-Weinberg potential in p-adic field theory
We shall focus on the real-valued scalar field theory defined over the unramified exten-
sion Qpn of p-adic number field:
S =
∫
Qpn
dkφ˜(−k)(|k|s)φ˜(k) + λ
4!
∫
Qpn
dxφ(x)4, x ∈ Qpn (2.1)
Here | . | = | . |pn = | . |p is the norm on Qpn , k is the p-adic “momentum”, and φ˜ is the
Fourier transform of φ:
φ(x) =
∫
Qpn
dkχ(k)φ˜(kx), (2.2)
where χ(x) = exp 2pii {x} is the additive character on Qpn . Dispersion s corresponds
to the Vladimirov derivative “power” in the configuration space:
Dsφ(x) =
1
Γp(−s)
∫
dy
φ(y)− φ(x)
|y − x|1+s . (2.3)
Our aim is to compute the one-loop effective potential for the theory given by (2.1)
with p, s and n fixed. Here n plays the role of space-time “dimension” as explained in
[18], so one can think of the n = 1 case as of p-adic quantum mechanics, and n = 4
corresponds to four-dimensional scalar field. Since φ is real-valued, derivation of the
effective potential in general follows the strategy of calculating of the conventional
Coleman-Weinberg potential but with a different propagator:
G(k) =
1
|k|s . (2.4)
As usual, we split φ in the background field φb and the dynamical field (see App. C
for the outline of the conventional calculation), and sum all one-loop diagrams having
2m background field external legs each. Assigning (−λφ2b/2) factor to each vertex and
taking into account symmetry factor 1/2m, we write
∆Γ(φb) = Vpn
∑
m
∫
1
2m
(−λφ2b
2|k|s
)m
dk = −Vpn
2
∫
ln
(
1 +
λφ2b
2|k|s
)
dk, (2.5)
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where Vpn is the (infinite) normalization constant corresponding to the volume of Qpn .
Thus the one-loop correction to the effective action is given by
∆V = −∆Γ(φb)
Vpn
=
1
2
∫
Qpn
dk log(1 +
λφ2b
2|k|s ). (2.6)
This is a direct analogue of the conventional expression for the Coleman-Weinberg po-
tential. We should make a remark that here we used (−λφ2b/2) vertex factor from the
very beginning instead of taking iλφ2b/2 and performing analytical continuation to Eu-
clidean signature later on. The reason for doing this is that, in the non-Archimedean
case, the notion of space-time signature is not well-defined, and the Wick rotation can-
not be performed to eliminate the logarithmic singularity and imaginary contributions
at small |k|. Thus we mimic the Euclidean signature by using a prescription for the
vertex that corresponds to real measure in the path integral of the theory.
Since the integrand in (2.6) depends only on the Qpn norm, one can use the formula
(see (A.3)): ∫
Qpn
f(|x|)dx = (1− p−n)
∞∑
i=−∞
pnif(pi), (2.7)
which leads to the formal expression for one-loop correction to the effective potential:
∆V (φb) =
1
2
(1− p−n)
∞∑
i=−∞
pni ln(1 +
λφ2b
2psi
). (2.8)
This series is the starting point of our analysis. In a general case, it is divergent, so we
have to regularize it by imposing a finite-scale cut-off by analogy with the real case:
∆V (α) =
1
2
(1− p−n)
M∑
i=−∞
pni ln(1 + αp−si), (2.9)
where α = λφ2b/2. One can think of number M as of a logarithm of the corresponding
ultraviolet momentum scale |k|UV = Λ = pM .
A more subtle feature of ∆V is that, as a function of background field φb, it
contains a set of logarithmic singularities at φ2b = 2p
si/λ points if λ < 0. These points
are concentrated around φb = 0 and φb = +∞. Since we deal with finite φb, only
the divergences around φb = 0 matter. These singularities arise only for tachyonic
expression λ < 0, while the stable case λ > 0 leads to non-singular expression.
To proceed further, we split sum (2.9) into two parts. For that, we introduce index
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Iα as
Iα = [ln |α|/s ln p], (2.10)
where the brackets denote integer part. If i > Iα and |α|p−si < 1, logarithm in (2.9)
can be expanded as a convergent Taylor series, ln(1 + x) = x− x2/2− . . . For i < Iα,
we rewrite and expand the logarithm as ln(1 +x) = ln(x) + ln(1 + 1/x) = ln(x) + 1/x−
1/(2x2)− . . .
Summing these two parts after expansion we obtain an expression that is valid
everywhere except for the aforementioned singular points α = pis:
2∆V (α) = −(1− p−n)
M∑
i=Iα
pni
∞∑
l=1
(−α)lp−sli
l
+ (1− p−n)
Iα−1∑
i=−∞
pni ln(αp−si)− (2.11)
−(1− p−n)
Iα−1∑
i=−∞
pni
∞∑
l=1
psli
l(−α)l =
−(1− p−n)
∞∑
l=1
(−α)l(p(M+1)(n−sl) − pIα(n−sl))
l(pn−sl − 1) + (1− p
−n)
[
−p
n(Iα−1)
p−n − 1 ln(α)− (2.12)
−pn(Iα−2) (Iα − 1)p
n − Iα
(1− p−n)2 s ln p
]
− (1− p−n)
∞∑
l=1
pIα(n+sl)
l(−α)l(pn+sl − 1)
If α > 0, the series converges and no issues arise. If α < 0, the series in the first line of
(2.12) diverges, – this will be cured by the renormalization procedure.
This sum can be approximated by neglecting integer part operation in Iα and taking
Iα = ln |α|/s ln p, so that pIα = |α| 1s . We obtain:
2∆V (α) = −(1− p−n)
l0∑
l=1
(−α)lΛn−sl
l(1− psl−n)+ (2.13)
+p−n|α|ns ln(signα) + p
−n
1− p−n |α|
n
s s ln p+
+(1− p−n)|α|ns
∞∑
l=1
(− signα)l
l
( 1
pn−sl − 1 −
1
pn+sl − 1
)
.
Here we introduced l0 = [n/s] to separate the terms that diverge as Λ→∞. If l0 = n/s,
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a logarithmic term emerges:
2∆V (α) = −(1− p−n)
l0−1∑
l=1
(−α)lΛn−sl
l(1− psl−n) − (1− p
−n)
(−α)ns
l0s ln p
ln
Λs
−α+ (2.14)
+p−n|α|ns ln(signα) + p
−n
1− p−n |α|
n
s s ln p+
+(1− p−n)|α|ns
∞∑
l=1,l 6=l0
(− signα)l
l
1
pn−sl − 1 − (1− p
−n)|α|ns
∞∑
l=1
(− signα)l
l
1
pn+sl − 1 .
The singular terms can be removed by means of the standard renormalization protocol.
For α > 0, we need to take care only of the terms dependent on Λ. For α < 0, we
also need to remove the divergent series (the last sum in (2.14)). In both cases, the
renormalization conditions are1:
V
(4)
φb
(φ0) = λ, (2.15)
V
′′
φb
(0) = m2R = 0,
where we introduced additional scale φ0 to step away from the logarithmic singularity.
Let us now perform the renormalization procedure for three concrete choices of n
and s.
2.1 Case n=1 s=2
Series (2.13) converges for positive λ and contains no terms dependent on Λ since l0 = 0,
so we can readily evaluate it without the need to renormalize:
∆V =
1
2
√
|λ|
2
|φb|
[
p−1
1− p−1 2 ln p+ (1− p
−1)
∞∑
l=1
(−1)l
l
(
1
p1−2l − 1 −
1
p1+2l − 1
)]
(2.16)
Convergence of the latter sum follows from the Leibniz criterion.
If λ < 0, we add a counterterm A|φb| to (2.13) and impose conditions2 (2.15). Then
the counterterm exactly cancels the bare terms, and ∆V becomes trivial. This makes
the cases of λ > 0 and λ < 0 qualitatively different. If λ > 0, a term ∼ |φb| adds to the
1Note, that in the case n = 2, s = 2 the renormalization conditions are slightly different, see Sec.
2.2
2Although two renormalization conditions for one counterterm seem like an overdefined problem,
they can be consistently resolved.
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effective potential, while for λ < 0 the effective potential does not receive any one-loop
corrections.
2.2 Case n=2 s=2
To perform renormalization, we need to modify conditions (2.15) by shifting the mass
renormalization condition to scale φ0 as well
V
′′
φb
(φ0) = 0 (2.17)
Solving then equations on Aφ2b and Bφ
4
b counterterms, we arrive at:
∆V = −λφ
4
b
4t2
+
(1− p−2)λφ2b
2 log p
(
−1 + t
2
24
+
log t2
4
)
, t = φb/φ0 (2.18)
This flow is the most non-trivial one among considered cases. Depending on the dimen-
sionless parameter t, the effective potential can take different forms with renormalized
coupling constant λR = λ (1− 6/t2) and mass acquiring both positive and negative
values.
2.3 Case n=4 s=2
Adding counterterms Aφ2b and Bφ
4
b and solving (2.15), we obtain renormalized one-loop
correction to the effective potential of the following form:
∆V =
λ2φ4b
32 log p
(
1− 1
p4
)(
log
φ2b
φ20
− 25
6
)
. (2.19)
Interesting to note that the p-adic one-loop corrections to the effective potential have
structure very similar to that of their Rn cousins. Moreover, as we will show in the
next section, the Archimedean case can be reproduced from the non-Archimedean one
in the formal limit of p→ 1.
3 p→ 1 limit
One of important reasons why physical theories defined over p-adic number fields attract
attention is their possible connections to real-domain theories. There are different ways
to relate Archimedean and non-Archimedean physical models. The most canonical
approach is via adelic formulas, when observables in real theory are decomposed into
products over their p-adic analogues at all possible values of p [30, 31]. Recently, a
– 8 –
construction employing Berkovich spaces was suggested to relate energy spectra of p-
adic and real quantum mechanics [32]. Not widely discussed but elegant approach is
based onto p→ 1 limit [33–35]. To proceed along this line, one first obtains an explicit
p-dependent expression (e.g., some observable) in non-Archimedean theory and then
takes the formal limit p → 1 treating p as a real number. The approach was taken in
[34] to relate p-adic string theory to conventional string field theory.
To rigorously justify this limit, or to even explain why it provides a connection to
real space theories, might require quite some effort [35]. However, in our particular case
the reason why this limit could lead to meaningful results is rather transparent. Quan-
tum corrections to the effective potential in p-adic field theory are given by integrals of
the form (2.7). For that kind of expression, the following identity can be proven3 (see
App. B):
lim
p→1
∫
Qpn
f(|x|)dx = nΓ(n/2)
2pin/2
·
∫
Rn
f(|x|)dx, n > 1, (3.1)
lim
p→1
∫
Qp
f(|x|)dx =
∫
R
f(|x|)dx, n = 1, (3.2)
where r.h.s. integral is exactly what defines corrections to the effective potential in
real space field theory modulo the overall volume factor, see e.g. (C.3). This gives us
an exact relation between the effective potentials of p-adic and real field theories for
arbitrary s and n.
To illustrate this statement, we shall go through the three particular cases. First
of all, let us make a comment on the validity of Eqs. (2.16)-(2.19). Those were derived
from (2.12) under assumption that [ln |α|/s ln p] ' ln |α|/s ln p which is valid at the
points |α|p−si = 1, i ∈ Z. In the limit p → 1, such points form a dense set, and
approximation (2.13)-(2.14) becomes exact, which means that we can just take p→ 1
limit of (2.16)-(2.19).
From that we readily obtain
3To the best of our knowledge, for n = 1 it was first derived in [33].
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• for n = 1, s = 2:
∆V
(1,2)
p→1 =
1
2
θ(α) lim
p→1
[
p−1
1− p−1 |α|
1
22 ln p+ (3.3)
(1− p−1)|α| 12
∞∑
l=1
(−1)l
l
(
1
p1−2l − 1 −
1
p1+2l − 1
)]
=(
2|α| 12 + |α| 12
∞∑
l=1
4(−1)l
1− 4l2
)
θ(α) =
1
2
pi|α| 12 θ(α) = 1
2
pi
√
|λ|
2
|φb|θ(λ),
where we introduced Heaviside θ-function to highlight that the one-loop correction
is trivial at λ < 0.
• For n = 2, s = 2:
∆V
(2,2)
p→1 = −
λφ4b
4t2
+ λφ2b
(
−1 + t
2
24
+
log t2
4
)
, t = φb/φ0. (3.4)
• For n = 4, s = 2:
∆V
(4,2)
p→1 =
λ2φ4b
8
(
log
φ2b
φ20
− 25
6
)
. (3.5)
Computing the corresponding one-loop corrections in real space field theory, for n = 1
and n = 4 we conclude:
∆V
(1,2)
R =
1
4
√
|λ|
2
|φb| = 1
2pi
∆V
(1,2)
p→1 , (3.6)
∆V
(4,2)
R =
λ2φ4b
256pi2
(
log
φ2b
φ20
− 25
6
)
=
1
32pi2
∆V
(4,2)
p→1 =
2pi2
(2pi)44Γ(2)
∆V
(4,2)
p→1 .
This looks like a nice evidence supporting our claim. At the same time, the n = 2
case is more subtle. Before renormalization, the real Coleman-Weinberg potentials
perfectly matches its p-adic cousin obtained by means of the Euler-Maclaurin integral
approximation (see Sec. 5 for details, and Eq. (5.5) in particular):
∆V˜
(2,2)
R = −
λφ2b
16pi
(
1 + ln(
2Λ2
λφ2b
)− ln(−1)
)
=
1
4pi
∆V˜
(2,2)
p→1 =
2pi
2(2pi)2Γ(1)
∆V˜
(2,2)
p→1 , (3.7)
where we use tilde to stress out that those are potentials before renormalization. After
renormalization a mismatch occurs. The reason is that in two dimensions, we have
to impose mass renormalization condition at some scale φ0 6= 0. This leads us to
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appearance of ∼ 1/t2 term in the renormalized potential which comes with different
relative coefficients in p-adic and in real field theories:
∆V
(2,2)
p→1 = −
λφ4b
4t2
+ λφ2b
(
−1 + t
2
24
+
log t2
4
)
, (3.8)
∆V
(2,2)
R = −
λφ4b
4t2
+
λφ2b
4pi
(
−1 + t
2
24
+
log t2
4
)
.
If we assume φb  φ0, this term becomes negligible, and the matching restores.
4 p→∞ limit
Another limit which is instructive to consider is p → ∞. It seems to exhibit very
different behavior from what one can see for any fixed finite p. In this case, Iα =
[ln |α|/s ln p] = 0, and only the first sum in (2.12) survives:
2∆V (α) = −(1− p−n)
∞∑
l=1
(−α)l(p(M+1)(n−sl) − 1)
l(pn−sl − 1) (4.1)
As before, introducing l0 = [n/s] to separate UV-divergent terms from the rest, we can
write
∞∑
l=1
(−α)l
l
p(M+1)(n−sl) − 1
pn−sl − 1 '
l=l0∑
l=1
(−α)l
l
[pM(n−sl) − 1]− ln(1 + α). (4.2)
Note that in contrast with Sec. 2, here we restrict our considerations to |α| = |λ|φ2b/2 <
1. Restoring Λ = pM notation, for the one-loop correction we obtain:
2∆V (φb) = −
l=l0∑
l=1
(−λφ2b)l
l2l
[Λn−sl − 1] + ln(1 + λφ
2
b
2
). (4.3)
If n = sl0, it rather acquires the form:
2∆V (φb) = −
l=l0−1∑
l=1
(−λφ2b)l
l2l
[Λn−sl − 1]− (−λφ
2
b)
l0
l02l0
[
ln Λ
ln p
− 1] + ln(1 + λφ
2
b
2
). (4.4)
Now we shall consider the three cases of interest discussed before.
If n = 1, s = 2, (4.3) contains no divergent terms, and in the p → ∞ the effective
potential reduces to
V
(1,2)
eff
=
λ
4!
φ4b +
1
2
ln
(
1 +
λφ2b
2
)
(4.5)
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If n = 2, s = 2, there is a logarithmic term we need to renormalize. In that case,
we do not need to make a shift to some φ0 scale, and renormalization (2.15) conditions
can be imposed at φb = 0. Adding Aφ
2
b and Bφ
4
b counterterms, we obtain
V
(2,2)
eff
=
λφ4b
4!
(1 +
3
2
λ)− λφ
2
b
4
+
1
2
ln
(
1 +
λφ2b
2
)
. (4.6)
If n = 4, s = 2, there are both logarithmic and Λ2 terms. However, after renormal-
ization we obtain exactly the same result:
V
(4,2)
eff
=
λφ4b
4!
(1 +
3
2
λ)− λφ
2
b
4
+
1
2
ln
(
1 +
λφ2b
2
)
. (4.7)
A peculiar feature of the p→∞ limit is the logarithmic term in the effective potential
for all “space-time” dimensions. It does not have an analogue in the conventional real
field theory, but does not lead to any unusual or pathological behavior causing neither
symmetry breaking nor singularities in the potential if λ > 0.
5 Euler-Maclaurin estimate of the effective potential
While we managed to compute the effective potential by evaluating series (2.13)-(2.14),
relying on the assumption that [lnα/s ln p] ' lnα/s ln p, it is instructive to discuss
another possible approach to do that. Naively, a sum of that kind can be approximated
by a continuous integral:
M∑
j=−∞
f(j) '
∫ M
−∞
f(x) dx. (5.1)
That would be possible if the Euler–Maclaurin formula for infinitely differentiable func-
tions was valid:
M∑
i=m
f(i) =
∫ M
m
f(x) dx+
f(M) + f(m)
2
+
∞∑
k=1
B2k
(2k)!
(f (2k−1)(M)− f (2k−1)(m)), (5.2)
and the residual term was small enough.
Mildly speaking, applicability of this formula in our case is questionable. However,
we can plainly compute the integral estimation and make an attempt to relate the
outcome of the evaluation to the previously obtained results.
If n = 1, s = 2, the integral converges as M →∞ for λ > 0 (the other case becomes
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trivial after renormalization), and we get:
∆V =
1
2
(1− p−1)
∫ +∞
−∞
px ln(1 +
λφ2b
2p2x
)dx = (1− p−1)|φb|
√|λ|pi
2
√
2 ln p
(5.3)
versus the result of series summation (2.16):
∆V =
√|λ|
2
√
2
|φb|N(p), (5.4)
N(p) =
p−1
1− p−1 2 ln p+ (1− p
−1)
∞∑
l=1
(−1)l
l
(
1
p1−2l − 1 −
1
p1+2l − 1
)
.
There is a clear discrepancy between these two expressions for large values of p since:
lim
p→∞
N(p) = ln 2,
lim
p→∞
pi(1− p−1)
ln p
= 0.
On the other hand, for small p the Euler-Maclaurin estimate has surprisingly good
accuracy. For example, for p = 7:
N(7) ' 1.387,
pi(1− 7−1)
ln 7
' 1.384.
If n = 2, s = 2, the integral approximation gives:
∆V = −(1− p
−2)λφ2b
8 ln p
(
1 + ln(
2Λ2
λφ2b
)
)
, (5.5)
which after renormalization with conditions V ′′(φ0) = 0, V (4)(φ0) = λ, becomes
∆V = −λφ
4
b
4t2
+
(1− p−2)λφ2b
2 log p
(
−1 + t
2
24
+
log t2
4
)
, t = φb/φ0. (5.6)
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Finally, for n = 4, s = 2:
∆V =
1
2
(
1− p−4) ∫ M
−∞
p4x ln
(
1 +
λφ2b
2p2x
)
dx = (5.7)
1− p−4
8 ln p
(
Λ4 ln
(
1 +
λφ2b
2Λ2
)
+
λφ2b
2
Λ2 − λ
2φ4b
4
ln
(
1 +
2Λ2
λφ2b
))
'
1− p−4
8 ln p
(
λφ2bΛ
2 +
λφ2b
2
− λ
2φ4b
4
(
ln
2Λ2
−λφ2b
))
, Λ→∞
where we restored Λ = pM notation. Renormalization of (5.7) with conditions (2.15)
leads to
∆V =
λ2φ4b
32 log p
(
1− 1
p4
)(
log
φ2b
φ20
− 25
6
)
, (5.8)
Contra to the n = 1 case, for n = 2 and n = 4, there is no difference between the
Euler-Maclaurin estimate and the discreet sum. Technically this happens because the
coefficients in front of logarithmically divergent terms ln(2Λ2/λφ2b) are the same in
sum (2.14) and in the Euler-Maclaurin estimate (5.7). These terms define the form of
renormalized potential, while the terms that do not depend on Λ and the divergences
of higher order are eliminated by renormalization completely. It can be shown that
this kind of perfect matching between the Euler-Maclaurin and series expressions for
the effective potential always takes place if n/s ∈ N.
6 Summary and discussion
We have studied one-loop effective potential in the real-valued scalar field theory over
unramified extension Qpn of p-adic numbers. Typically, by computing the effective
potential one can easily gain information on quantum behavior of field theory, since
it provides a transparent representation of such concepts as symmetry breaking and
renormalization group flow.
In the conventional textbook case, the Feynman diagrams contributing to the ef-
fective potential are usually computed in Euclidean signature. In p-adic field theory,
the Wick rotation is not well defined, hence we have to change the measure of the path
integral, simulating Euclidean behavior of the partition function.
For arbitrary fixed p, the effective potential is given by a formal series that can
be evaluated approximately. In all studied dimensions (n = 1, 2, 4), the analytical
structure of the potential is very similar to that in Archimedean theory, and all the
results regarding vacuum stability in conventional λφ4 theory hold true in the non-
Archimedean case. Moreover, in the p → 1 limit, the effective potential of real field
– 14 –
theory can be exactly reproduced from the p-adic one. At first glance, this correspon-
dence seems surprising, given the huge difference between real and p-adic geometries,
and deserves a more detailed discussion. First, an interesting analogy can be drawn with
deformations of quantum mechanics. As shown in [36], in some cases, q-deformation
of quantum mechanics is related to p-adic quantum mechanics with p = q−1. It can
be possible that the observed similarity between real and p-adic effective potentials
indicates that the quantum field theory over p-adic field can be interpreted as a defor-
mation of the Archimedean one. At the same time, it might well be that the similarity
fades away once higher-loop corrections are taken into account. On the level of one
loop, the Coleman-Weinberg potential is given by effectively one-dimensional integral
(B.2) that can be matched with its real analogue. If there are more than one momen-
tum running in the loops, the real/p-adic correspondence can be destroyed, and p-adic
theory starts qualitatively deviating from its Rn cousin. We find this aspect interesting
and important to investigate.
Another limit we have considered is p → ∞. In contrast with the finite p and
p→ 1 cases, it leads to a totally different vacuum structure than in the real field theory.
An unusual logarithmic term emerges that survives the renormalization procedure. If
λ < 0, the potential has a singular minimum at φb =
√
2/|λ|. However, there is a high
chance that it is an artifact of either one-loop approximation or the fact that this limit
is singular (i.e. cannot be smoothly derived from finite-p effective potential expression).
Our study leaves a number of open questions. Hopefully, some of them can be
answered by computing the next-order quantum corrections which could shed light on
what the main difference between p-adic and real field theories is. Apart from that,
it seems essential to proceed further along the line of studying objects that can be
potentially used to clarify the RG flows structure in p-adic theories, where one has to
deal with scaling transformations in two different number fields. We hope to address
these issues in the future.
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A Definition of Qpn space
In order to describe higher-dimensional structures in p-adic mathematical physics, one
has to construct a non-Archimedean analogue of Rn space. A direct way to do that
would be to simply take an external product Qnp of n copies of p-adic field and equip
it with a structure of vector space. In many cases this would be sufficient. However,
bearing in mind possible applications to the AdS/CFT correspondence, it is desirable
to have a space that admits a natural holographic interpretation. Qnp is not a field per
se, and thus does not possess a structure of the Bruhat-Tits tree which would play a
role of dual bulk geometry.
This issue can be resolved by using instead of Qnp unramified extension of the p-adic
number field Qpn of degree [Qpn : Qp] = n. As a vector space, Qpn is isomorphic to
Qnp . To be an unramified extension, it must obey the following requirement. If L and
K are two fields, and L is an extension of K, we can consider quotients of these fields
by their maximal ideals ` = L/mL, k = K/mK . Then k is a field extension of `, and
if its’ degree is equal to the degree of L, so that [` : k] = [L : K], L is an unramified
extension. Explicitly, Qpn can be obtained from Qp by adjoining a primitive (pn−1)-st
root of unity [37].
We also need to equip Qpn with a norm that satisfies the requirement of ultra-
metricity and becomes the standard p-adic norm for n = 1. It is also handy to assume
that the norm takes values in integer powers of p, since it induces a branching structure
that can serve as a skeleton of the Bruhat-Tits tree. The natural choice is:
|x| = |N(x)|1/np , (A.1)
where N(x) is a determinant of a linear map induced by multiplication in Qpn : f(a) =
xa, a ∈ Qpn , that can be seen as a linear operator acting on Qnp .
Integration over Qpn is defined in the following way. As demonstrated in [25],
integral over a constant norm shell in Qpn is∫
|x|=Λ
dx =
Λn
ζ(n)
, ζ(n) =
1
1− p−n . (A.2)
Then for a function that depends only on the norm of p-adic argument, f(x) = f(|x|):∫
Qpn
f(|x|)dx =
∑
Λ
∫
|x|=Λ
f(Λ)dx =
∑
Λ
f(Λ)Λn
(
1− p−n) = (1− p−n) ∞∑
j=−∞
pjnf(pj),
(A.3)
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given |pj m
q
| = p−j (everywhere here norm (A.1) is assumed).
B The p→ 1 limit in the integral formula
Here we show that for a general function that depends on the norm of its argument
f(|x|), the following identity holds true:
lim
p→1
∫
Qpn
f(|x|)dx = n
Ωn
·
∫
Rn
f(|s|)ds, (B.1)
where Ωn is the surface area of an n-dimensional unit sphere in real space. The norms
on the l.h.s and the r.h.s of (B.1) are taken with respect to Qpn and Rn correspondingly.
As we have shown in the previous section:∫
Qpn
f(|x|)dx = (1− p−n)
∞∑
j=−∞
pnjf(pj). (B.2)
The sum above is very similar to notion of Jackson integral in q-analysis, which is a
q-deformation of integral over reals and becomes usual integral in the limit of q → 1
[38].
Having a series like (B.2) at hand, one can view p as a formal parameter and
continue it from the set of prime numbers onto reals. This makes possible to treat p
as a continuous variable and define the p→ 1 limit. This limit leads to uncertainty in
(B.2): volume element (1− p−n) goes to zero and the series itself becomes divergent as
an infinite sum of identical constants f(1). To resolve it, we shall rewrite the series as
a Darboux sum. We set p = 1 + δp, so that (1 − p−n) ' nδp. The sum (B.2) would
then be a Darboux sum for some integral, if the summand function were defined on an
equidistant lattice. Rewriting pj as
pj = (1 + δp)j = ej ln(1+δp) = ejδp,
we obtain:
lim
p→1
(1− p−n)
∞∑
j=−∞
pnjf(pj) = lim
δp→0
[n
∞∑
j=−∞
enjδpf(ejδp)δp+ o(δp)] = n
∫ +∞
−∞
enxf(ex)dx,
where the summation goes over equally spaced points jδp, which makes the limit to
continuous variable x = jδp possible. After a change of variables k = ex, we arrive at
(B.1).
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Let us illustrate this formula with a simple example of f(k) = ks. Then the followng
integral ∫ 1
0
kn−1ksdk =
1
n+ s
,
corresponds to the sum
(1− p−n)
j=0∑
j=−∞
pnjpsj =
1− p−n
1− p−(n+s) ,
which in the p→ 1 limit gives
lim
p→1
(1− p−n)
j=0∑
j=−∞
pnjpsj = lim
δp→0
1− (1 + δp)−n
1− (1 + δp)−(n+s) =
n
n+ s
,
and
lim
p→1
(1− p−n)
j=0∑
j=−∞
pnjpsj = n
∫ 1
0
kn−1ksdk, (B.3)
which is a particular case of (B.1).
C Coleman-Weinberg potential in conventional scalar field the-
ory
Here we give a short review of the conventional calculation of one-loop Coleman-
Weinberg potential in massless scalar field theory:
S = −
∫
(φ(x)∂µ∂
µφ(x) + V (φ(x))) dnx, V (φ(x)) =
λ
4!
φ4(x), x ∈ Rn. (C.1)
The prescription is to expand the field ϕ(x) near some stationary background configu-
ration φb(x) as
φ(x) = φb(x) + ϕ(x)
where ϕ(x) is dynamical field fluctuations, and then derive the quantum corrected
effective action for φb by integrating out the dynamical fluctuations. To do that, we
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expand the action in the path integral up to the second order in ϕ:
exp(iΓ[φb]) = C(φb)
∫
Dϕ exp
(
i
∫
dnx(−1
2
φ2φ− 1
2
ϕ2V ′′(φb)
)
, (C.2)
C(φb) = exp
(
i
∫
dnx
(
−1
2
φb2φb − V (φb)
))
,
where Γ[φb] is the effective action. The path integral can be evaluated by summing up all
one-loop diagrams carrying different number of φb external legs. Each one-loop diagram
with 2j background field legs comes with a prefactor (− i
2
λφ2b)
j and j propagators
carrying the same momentum. Thus one has to sum a series of contributions Sj that
have the form
Sj =
1
2j
∫
dnk
(2pi)n
( α
k2 + iε
)j
,
where we introduced shorthand notation α = λφ2b/2, and the 1/(2j) factor is included
to account for symmetry of the diagram. Summation of all diagrams gives
i∆Γ = V T
∫
dnk
(2pi)n
∑
j=1
1
2n
( α
k2 + iε
)j
= −V T 1
2
∫
dnk
(2pi)n
ln
(
1− α
(k2 + iε)
)
(C.3)
where V and T are divergent normalization constants resulting from volume and time
integration. The effective potential is then ∆V = −∆Γ/V T . Performing the Wick
rotation and introducing UV cut-off Λ, we get
∆V =
1
2
Ω
(2pi)n
∫ Λ
0
dkEk
(n−1)
E log(1 +
α
k2E
), (C.4)
with Ω = Ωn = 2pi
n
2 /Γ(n
2
) for n > 1, and Ω = 1 for n = 1.
If n = 1, the integral converges as Λ→∞, and
∆V =
√
λ|φb|
4
√
2
. (C.5)
For n = 4, after renormalization with (2.15) we arrive at
∆V =
λ2φ4b
256pi2
(
log
φ2b
φ20
− 25
6
)
. (C.6)
In the case of n = 2, one has to slightly modify the renormalization conditions and use
– 19 –
(2.17), which leads to
∆V = −λφ
4
b
4t2
+
λφ2b
4pi
(
−1 + t
2
24
+
log t2
4
)
, t = φb/φ0 (C.7)
References
[1] I. Volovich, “Number theory as the ultimate physical theory,” CERN-TH-4781/87.
[2] I. V. Volovich, “p-adic string,” Class. Quant. Grav. 4, L83 (1987).
doi:10.1088/0264-9381/4/4/003
[3] L. Brekke, P. G. Freund, M. Olson and E. Witten, “Nonarchimedean String
Dynamics,” Nucl. Phys. B 302, 365-402 (1988) doi:10.1016/0550-3213(88)90207-6
[4] P. H. Frampton and Y. Okada, “The p-adic String N Point Function,” Phys. Rev.
Lett. 60, 484 (1988) doi:10.1103/PhysRevLett.60.484
[5] P. H. Frampton and Y. Okada, “Effective Scalar Field Theory of p-adic String,” Phys.
Rev. D 37, 3077-3079 (1988) doi:10.1103/PhysRevD.37.3077
[6] P. G. O. Freund and M. Olson, “Nonarchimedean Strings,” Phys. Lett. B 199, 186
(1987). doi:10.1016/0370-2693(87)91356-6
[7] Y. I. Manin and M. Marcolli, “Holography principle and arithmetic of algebraic
curves,” Adv. Theor. Math. Phys. 5, 617 (2002) doi:10.4310/ATMP.2001.v5.n3.a6
[hep-th/0201036].
[8] I. Ya. Aref’eva, “Holographic relation between p-adic effective action and string field
theory,” Proc. Steklov Inst. Math. 285, 26-29 (2014).
[9] I. Y. Aref’eva, “Nonlocal string tachyon as a model for cosmological dark energy,” AIP
Conf. Proc. 826, no. 1, 301 (2006) doi:10.1063/1.2193132 [astro-ph/0410443].
[10] G. Parisi and N. Sourlas, “P-adic numbers and replica symmetry breaking,” The
European Physical Journal B-Condensed Matter and Complex Systems 14.3 (2000):
535-542, [cond-mat/9906095]
[11] V. A. Avetisov, A. H. Bikulov, and S. V. Kozyrev, “Application of p-adic analysis to
models of breaking of replica symmetry,” Journal of Physics A: Mathematical and
General 32.50 (1999): 8785.
[12] G. Bentsen, T. Hashizume, A. S. Buyskikh, E. J. Davis, A. J. Daley, S. S. Gubser and
M. Schleier-Smith, “Treelike interactions and fast scrambling with cold atoms,” Phys.
Rev. Lett. 123, no.13, 130601 (2019) doi:10.1103/PhysRevLett.123.130601
[arXiv:1905.11430 [quant-ph]]
[13] V. M. Zharkov, “The functional integral in the Hubbard model,” Theoretical and
Mathematical Physics 172, no. 3, 1298 (2012) [Teoreticheskaya i Matematicheskaya
– 20 –
Fizika 172, no. 3, 479 (2012)] doi:10.1007/s11232-012-0115-5 [arXiv:1210.1022
[cond-mat.str-el]]
[14] V. A. Avetisov and A. Kh. Bikulov, “Ultrametricity of fluctuation dynamic mobility
ofprotein molecules,” Proc. Steklov Inst. Math.265(1), 75-81 (2009)
[15] B. Dragovich, A. Yu. Khrennikov and N. Z. Misic, “Ultrametrics in the genetic code
andthe genome,” Appl. Math. Comput.309, 350-358 (2017) [arXiv:1704.04194
[q-bio.OT]]
[16] V. S. Vladimirov, I. V. Volovich, E. I. Zelenov, p-adic Analysis and Mathematical
Physics, World Scientific 1994
[17] B. Dragovich, A. Y. Khrennikov, S. Kozyrev, I. Volovich and E. Zelenov, “p-Adic
Mathematical Physics: The First 30 Years,” Anal. Appl. 9, 87-121 (2017)
doi:10.1134/S2070046617020017 [arXiv:1705.04758 [math-ph]].
[18] S. S. Gubser, J. Knaute, S. Parikh, A. Samberg and P. Witaszczyk, “p-adic
AdS/CFT,” Commun. Math. Phys. 352, no. 3, 1019 (2017)
doi:10.1007/s00220-016-2813-6 [arXiv:1605.01061 [hep-th]].
[19] S. S. Gubser, M. Heydeman, C. Jepsen, M. Marcolli, S. Parikh, I. Saberi, B. Stoica and
B. Trundy, “Edge length dynamics on graphs with applications to p-adic AdS/CFT,”
JHEP 1706, 157 (2017) doi:10.1007/JHEP06(2017)157 [arXiv:1612.09580 [hep-th]].
[20] M. Heydeman, M. Marcolli, I. Saberi and B. Stoica, “Tensor networks, p-adic fields,
and algebraic curves: arithmetic and the AdS3/CFT2 correspondence,” Adv. Theor.
Math. Phys. 22, 93 (2018) doi:10.4310/ATMP.2018.v22.n1.a4 [arXiv:1605.07639
[hep-th]].
[21] B. Stoica, ‘’Building Archimedean Space,” arXiv:1809.01165 [hep-th].
[22] E. Y. Lerner and M. D. Missarov, “Scalar Models of p-adic Quantum Field Theory and
Hierarchical Models,” Theor. Math. Phys. 78, 177 (1989) [Teor. Mat. Fiz. 78, 248
(1989)]. doi:10.1007/BF01018683
[23] E. Y. Lerner and M. D. Missarov, “Renormalization group in a fermionic hierarchical
model,” Theor. Math. Phys. 101, 1353 (1994) [Teor. Mat. Fiz. 101, 282 (1994)].
doi:10.1007/BF01018283
[24] E. Y. Lerner and M. D. Missarov, “P-adic conformal invariance and the Bruhat-Tits
tree,” Lett. Math. Phys. 22, 123 (1991). doi:10.1007/BF00405176
[25] S. S. Gubser, C. Jepsen, S. Parikh and B. Trundy, “O(N) and O(N) and O(N),” JHEP
1711, 107 (2017) doi:10.1007/JHEP11(2017)107 [arXiv:1703.04202 [hep-th]].
[26] S. S. Gubser, C. Jepsen, Z. Ji and B. Trundy, “Mixed field theory,” JHEP 1912, 136
(2019) doi:10.1007/JHEP12(2019)136 [arXiv:1811.12380 [hep-th]].
– 21 –
[27] E. Weinberg, “Radiative corrections as the origin of spontaneous symmetry breaking”,
1973 [hep-th/0507214]
[28] L. Dolan and R. Jackiw, “Symmetry Behavior at Finite Temperature,” Phys. Rev. D
9, 3320 (1974). doi:10.1103/PhysRevD.9.3320
[29] B. Stoica, “Building Archimedean Space,” hep-th/1809.01165
[30] P. G. O. Freund and E. Witten, “Adelic String Amplitudes,” Phys. Lett. B 199, 191
(1987). doi:10.1016/0370-2693(87)91357-8
[31] I. Y. Arefeva, B. G. Dragovic and I. V. Volovich, “On the Adelic String Amplitudes,”
Phys. Lett. B 209, 445 (1988). doi:10.1016/0370-2693(88)91171-9
[32] A. Huang, D. Mao and B. Stoica, “From p-adic to Archimedean Physics:
Renormalization Group Flow and Berkovich Spaces,” arXiv:2001.01725 [hep-th].
[33] B. Spokoiny, “Quantum Geometry of Nonarchimedean Particles and Strings,” Phys.
Lett. B 208, 401-406 (1988) doi:10.1016/0370-2693(88)90637-5
[34] A. A. Gerasimov and S. L. Shatashvili, “On exact tachyon potential in open string field
theory,” JHEP 0010, 034 (2000) doi:10.1088/1126-6708/2000/10/034 [hep-th/0009103].
[35] M. Bocardo-Gaspar, H. Garcia-Compean and W. A. Zuniga-Galindo, “On p-adic string
amplitudes in the limit p approaches to one,” JHEP 1808, 043 (2018)
doi:10.1007/JHEP08(2018)043 [arXiv:1712.08725 [hep-th]].
[36] I. Y. Arefeva, I. V. Volovich, “Quantum group particles and non-archimedean
geometry”, Physics Letters B 268 (1991) 179-187
[37] F. Q. Gouvea, p-adic numbers: an introduction, Springer-Verlag, Berlin, 2000
[38] V. Kac, P. Cheung, “Quantum Calculus”, Universitext, Springer-Verlag, 2002
– 22 –
