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Abstrat
We investigate the regularity of shot noise series and of Poisson integrals. We give
onditions for the absolute ontinuity of their law with respet to Lebesgue measure
and for their ontinuity in total variation norm. In partiular, the ase of trunated
series in adressed. Our method relies on a disintegration of the probability spae
based on a mere onditioning by the rst jumps of the underlying Poisson proess.
Keywords: Absolute ontinuity, Convergene in variation, Disintegration of proba-
bility spae, Poisson integrals, Shot noise series.
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Introdution
The regularity of the laws of funtionals of Lévy proess has been intensively studied sine
the early eighties. The main idea has been to introdue on the path-spae (supporting
jumps) of the Lévy proess some smooth struture to apply next a stohasti alulus of
variation on this struture. Sine the "Malliavin alulus" takles suessfully the regularity
(existene of density, smoothness of density, et) for Wiener funtionals (see for instane
[Nu℄), one approah, originally by Bismut in [Bi℄, has been to extend this Malliavin alulus
to more general probability spae, introduing in partiular a hain-rule of dierentiation
and an integration-by-part in the path-spae, see [BGJ℄. This setting applies in partiular
when the Lévy measure of the Lévy proess has a density with respet to the Lebesgue
measure. Another approah is based on perturbations introdued by Piard (see [Pi℄)
onsisting in adding points to random ongurations driving the funtionals. This line
∗
This is a version of an original paper to be published in the Journal of Theoretial Probability whih
only diers from the published paper by typographial hanges.
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of work diers from Bismut's one both from the viewpoint of the tehnique used and
of the onditions required, for instane the Lévy measure is not required to possess a
density for Piard's approah. More in the spirit of Bismut's approah, another way to
introdue a smooth struture in a probability spae has been given by Davydov with
the "stratiation method". In this ase, the smooth struture omes from a measurable
group of admissible transformations of the spae (the admissibility is referred to the law
under study), see [DL℄ and [DLS℄. Via a disintegration of the probability spae into layers
(the orbits of the group), this approah redues the analysis of the law on path-spae to
nite-dimensional distributions. This method supports in partiular mild dierentiability
properties for the funtionals and applies in partiular in a Poissonian setting. Reently,
in a yle of papers [K1℄, [K2℄, [K3℄, [K4℄, Kulik has developped a modiation of the
stratiation method well designed for the study of funtionals of Poisson point measure
(absolute ontinuity and onvergene in variation of the laws). He applies a so-alled
"time-strething transformation" by hanging time, strething every innitesimal segment
of time dt by eh(t) for some suitable funtion h.
As it appears in the time-strething transformation, the method of Kulik relies on some
perturbation of the jumping times of the proess. Atually perturbation in the jumps of the
Lévy proess is a ommon feature of all those methods. For instane, in [BGJ, DL, DLS℄
the values of the jumps are modied; in [Pi℄, a new jump is added to the path of the
proess; while, as seen above, the jumping times are hanged in [K1℄[K4℄. This ommon
feature implies that all these approahes require some kind of dierentiability with respet
to the perburbation used and onsequently non-trivial regularity on the funtionals or/and
on the Lévy measure are required.
Another tehnique to study the absolute ontinuity of the law of Lévy funtionals whih
does not rely on dierentiability behavior is given by Sato in the monograph [Sa℄. It is
based on a deomposition of the underlying Lévy proess in two independent omponents,
eah equipped with a trunation of the initial Lévy measures. The regularity of the law
of the funtionals usually omes from the omponent equipped with the nite trunated
Lévy measure whih is a ompound proess whose law may be easily analysed. We refer for
instane to Theorem 27.7 in [Sa℄ and to [PZ℄ for a reent appliation of suh deomposition
to the study of the law of Ornstein-Uhlenbek proesses.
In this paper we deal with spei Lévy funtionals having some deomposition in series,
the so-alled "shot noise series", see [Ro℄, and we investigate the regularity of its law (by
regularity, we mean throughout either absolute ontinuity or onvergene in variation). Our
method is a version of the stratiation method from [DLS℄ and relies, like in [PZ, Sa℄, on
a deomposition of the series in two parts. However in ontrast to Sato's tehnique whose
deomposition is based on the jump size, our deomposition is based on the jumping times:
it is obtained by onditioning by some jumping time and yields a "regular part" (related
to the rst jumps and from whih the regularity will be derived) and an "interfering part"
(related to the last jumps). For instane in the most simple ase, onditioning by (say) the
seond jump allows to derive the regularity of the law of the whole series from the behavior
of the rst summand, in a pretty elementary way. Similar type of tehniques inspired
from [DLS℄ have been also reently used in [Si℄ to generalize [PZ℄ for Ornstein-Uhlenbek
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proesses. In ontrast with the literature quoted above [BGJ, Bi, DL, DLS, K1, K2, K3,
K4, Pi℄, we do not apply any pertubation on the jump and our onditions are expressed
diretly in terms of some image measure of the kernel appearing in the shot noise series.
Speially, the dierentiability of the kernel is not required in our results. Kulik's results
for instane have a broader sope and they apply in partiular for shot noise series (see
Theorem 3.1 in [K1℄, Theorems 2.1 and 2.2 in [K4℄). But, as indiated above, it requires the
dierentiability of the kernel. However, of ourse even in our results, the dierentiability
is useful to state expliit and tratable suient onditions, see Lemma 3.3 and Remarks
2.1, 3.2 below.
The rest of the paper is organized as follows. In Setion 1, we introdue preisely
the shot noise series, realling onditions under whih it is well dened. We give some
modeling interpretations of those Lévy funtionals and we exhibit its onnetions with
Poisson integrals. In Setion 2, we investigate the absolute ontinuity of the law of shot
noise series. Setion 3 is devoted to the ontinuity for the total variation norm of the laws
of shot noise series with respet to their kernel. Note that in the whole paper, we deal also
systematially with "trunated" shot noise series for whih spei problems arise. Finally
in Setion 4, we use similar tehniques to study the regularity (in variation) of the law of
simple Lévy-driven stohasti dierential equation.
In the whole sequel, we denote µ1 ≪ µ2 for the absolute ontinuity of a measure µ1
with respet to a measure µ2 and µ1 ≍ µ2 for the equivalene of µ1 and µ2, i.e. µ1 ≪ µ2
and µ2 ≪ µ1. Impliitely, the absolute ontinuity of a measure µ refers to the Lebesgue
measure λ. The restrition of the Lebesgue measure to some Borelian set A is denoted by
λA. The total variation of a signed measure µ is given by ‖µ‖ = µ+(A∗)+µ−(A
c
∗) where µ+,
µ− are the unique positive measures in the Hahn's deomposition of µ (µ = µ+ − µ−) and
A∗ is suh that µ+(A∗) = µ+(R), µ−(A
c
∗) = 0. The orresponding onvergene is denoted
var
−→. Finally, we note L(X) for the law of a random variable X or X ∼ µ to indiate that
µ is the law of X .
1 Shot noise series and Poisson integrals
Let (∆i)i≥1 be a sequene of independent and identially distributed (i.i.d.) random vetors
in R
d
with ommon law σ without atom in 0 and, independently, let (Ti)i≥1 be a sequene
of partial sums of independent exponential random variables with parameter α. Given a
measurable funtion h : R+ × R
d −→ R, we are interested in this paper in the regularity
of the law of the so-alled shot noise series
I =
+∞∑
i=1
h(Ti,∆i). (1.1)
Namely, we give onditions on h and on the law σ for the absolute ontinuity of the law of
I in (1.1) on R or on R\{0}. We study also the ontinuity of the law for the total variation
norm with respet to the kernel h. Typially, our onditions are stated in terms of image
3
measure (λ⊗σ)h−1 and we refer to [ABP℄, [Da℄ and [DLS, Setion 4℄ for suient expliit
onditions on h and on σ ensuring our onditions.
The interest of suh random series lies in their onnetions with Poisson integrals and
in their interpretation as "shot noise series". Namely, the series (1.1) an be seen as the
umulated eet of a repeated signal ∆i under a "lter" h. More preisely, h(Ti,∆i) an be
viewed as an eet at time zero of a shot ∆i that happened Ti time units ago and the series
(1.1) represents the total umulated shot noise at time zero. In this setting, it is standard
to suppose that t 7→ |h(t, x)| is non-inreasing for all x, so that the magnitude of the eet
dereases as the time elapsed from the moment of the shot inreases. When d = 1, a typial
hoie of lter is h(t, x) = xg(t), with a fading eet as time goes on given by g when it is
dereasing. Suh a ase is related to Lévy-type integral (see below) and, in the sequel, we
shall speify our results in this ase. We refer to [Ro℄ for a more preise interpretation of
shot noise series. Shot noise series are also used to model internet bakbone tra. In suh
models, internet sessions are randomly opened aording to Poisson arrivals Ti and for a
random duration ∆i. In this setting, the series I represents an aggregate of paket streams
generated by the random sessions, see [BTIDO℄ for an analysis of ow-level information on
an IP (Internet Protool) bakbone link, using Poisson shot noise series.
We reall from Theorem 4.1 in [Ro℄ neessary and suient onditions for the almost
sure onvergene of the series in (1.1), namely∫ +∞
0
∫
Rd\{0}
(|h(t, x)|2 ∧ 1)dtσ(dx) < +∞ (1.2)
and the existene of the following limit
a(h) := lim
s→+∞
∫ s
0
∫
Rd\{0}
h(t, x)1|h(t,x)|≤1dtσ(dx). (1.3)
In partiular, (1.2)(1.3) hold true and the series in (1.1) is well dened when h ∈ L1(λ⊗σ).
In this ase E[|I|] ≤
∫ +∞
0
∫
Rd\{0}
|h(t, x)|dtσ(dx). Moreover, reall that the law of the shot
noise series in (1.1) is innitely divisible and its harateristi funtion is given by (see
again [Ro, Th. 4.1℄)
φI(u) = exp
(
ia(h)u+
∫ +∞
0
∫
Rd\{0}
(
eiuh(t,x) − 1− iuh(t, x)1|h(t,x)|≤1
)
dtσ(dx)
)
. (1.4)
As indiated above, the shot noise series have also natural onnetion with Poisson inte-
grals (more generally with Lévy-type integrals). We refer to [Sa℄ for a preise desription of
Poisson and Lévy integrals. Let us x some notations by desribing the onnetions between
shot noise series and Poisson integrals. For instane, for a Poisson measure N on Rd with
ontrol measure ν, let Z(t) =
∫ t
0
∫
|x|≥1
xN(ds, dx) be the multidimensional Poisson point
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proess assoiated to N , i.e. Z(t) = (Z1(t), . . . , Zd(t)) with Zi(t) =
∫ t
0
∫
|x|≥1
xiN(ds, dx).
Dene (Ti)i≥0 to be the sequene of ordered jumping times of Z in B
c
1 = {x ∈ R
d : |x| ≥ 1},
that is T0 = 0 and Ti = inf{t > Ti−1 : |∆Zt| > 1} for i ≥ 1. As a sum of i independent
exponential random variables with parameter 1/ν(Bc1), Ti has a law equivalent to λR+ .
Moreover, the jumps ∆i := ∆ZTi of Z form an i.i.d. sequene of random variables with
ommon law ν(· ∩ Bc1)/ν(B
c
1) and whih is independent of the jumping times (Ti)i≥0. In
this ase, taking
h(t, x) = f(t, x)1|x|≥1, α = 1/ν(B
c
1), σ = ν(· ∩B
c
1)/ν(B
c
1), (1.5)
the series in (1.1) beomes a representation for∫ +∞
0
∫
|x|≥1
f(t, x)N(dt, dx). (1.6)
In the partiular ase f(t, x) = xg(t) when d = 1, note that the Poisson integral in
(1.6) is the non-ompensated part of the Lévy-type integral∫ +∞
0
g(s)dYs =
∫ +∞
0
∫
|x|<1
xg(s)N˜(ds, dx) +
∫ +∞
0
∫
|x|≥1
xg(s)N(ds, dx) (1.7)
where Yt is the Lévy proess
∫ t
0
∫
|x|<1
xN˜(ds, dx)+
∫ t
0
∫
|x|≥1
xN(ds, dx) and where N˜ = N−ν
stands for the ompensated Poisson measure. The shot noise series (1.1) thus gives an in-
sight into the law of the Lévy-integral. For instane, sine the integrals in the right-hand
side of (1.7) are independent, the absolute ontinuity with respet to the Lebesgue measure
of the law of I (=
∫ +∞
0
∫
|x|≥1
xg(s)N(ds, dx) in this ase) ensures that of
∫ +∞
0
g(s)dYs. Of
ourse, suh a remark is useful only if there is no Gaussian part in the Lévy proess Y .
When h(s, x) = f(s, x)1[0,t]×Bc
1
(s, x) or h(s, x) = f(s, x)1[0,t]×(Rd\{0})(s, x) with ν(R \
{0}) < +∞, the shot noise series represent Poisson integrals omputed on [0, t]. In this
ase, there is almost surely (a.s.) a nite number of summand in (1.1) and the series is
atually trunated
I(t) =
∑
i≥1
Ti≤t
h(Ti,∆i). (1.8)
We shall see that spei problems arise for trunated series (for instane, there is an
obvious atom in the law at zero) and this ase requires a deeper analysis. Note that, aord-
ing to our interpretation in terms of umulated shots, I(t) represents the total umulated
eet of random shots than happened less than t units of time before zero.
Note that in this Poissonian interpretation, the shot noise series appears as funtionals
of Poisson point proess. Moreover, following this interpretation, in the sequel, Ti's will be
referred to as the jumping times and the ∆i's as the (orresponding) jumps.
In our study of shot noise series I, a ruial step in the sequel is to ondition for some
p > 1 by the jumping time Tp+1 and to derive the regularity of the series I from the
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behavior of its rst summands. Typially, p will be set to 1. To do so, we shall onsider
(without restrition) that the probability spae (Ω,F ,P) is disintegrated as follows:(
Ω¯p+1 × [0, Tp+1(ω¯)]
p × (Rd \ {0}),F∗p+1 × B([0, Tp+1(ω¯)]
p)× B(R \ {0}), P¯p+1 ⊗ λ¯
stat
[0,Tp+1(ω¯)] ⊗ σ
)
(1.9)
where we note F∗p+1 = σ(Ti,∆i : i ≥ p+1) and λ¯
stat
[0,Tp+1(ω¯)]
is the p-dimensional distribution of
the order statistis on [0, Tp+1(ω¯)], i.e. the measure with density (p!/Tp+1(ω¯))10≤t1≤···≤tp≤Tp+1(ω¯).
For any random funtional F on this spae and every Borelian set A, we have:
P(F ∈ A)
= P(F (ω¯, T1,∆1, . . . , Tp,∆p) ∈ A)
= E¯p+1
[
1
Tp+1(ω¯)p
∫
(Rd\{0})p
∫
0≤t1≤···≤tp≤Tp+1(ω¯)
1{F (ω¯,t1,x1,...tp,xp)∈A}
p∏
i=1
dtiσ(dxi)
]
where E¯p+1 stands for the expetation with respet to P¯p+1. In the sequel, h stands for a
typial kernel in the shot noise series (1.1) we onsider. We use the notation f when the
kernel is, in a way, trunated, for instane h(s, x) = f(s, x)1Bc
1
(x), h(s, x) = f(s, x)1[0,t](s)
or h(s, x) = f(s, x)1[0,t]×Bc
1
(s, x) and we use the notation g when the kernel h(t, x) = xg(t)
is related to Lévy-type integral.
2 Absolute ontinuity of the law of shot noise series
In this setion, we address the problem of the absolute ontinuity of the law of shot noise
series. Sine I is innitely divisible distributed without Gaussian part, it is known that it
is not easy to nd onditions ensuring absolute ontinuity. Nevertheless, suh onditions
are given for instane by Sato in [Sa℄ for general innite divisible law and by Kulik in
[K4, Th. 2.1℄ for funtionals of Poisson point proess. In partiular, in our setting, with
ν˜(dx) = (x2 ∧ 1)(λ ⊗ σ)h−1(dx), Sato shows in [Sa, Th. 27.7℄ that the law of I in (1.1)
is absolutely ontinuous if, for some p > 0, ν˜∗p ≪ λ. However, it is worth noting that
several interesting shot noise series suh as trunated one in (1.8) have an obvious atom
in zero (the sum in (1.8) is empty on the non-negligible event {T1 > t} so that I(t) = 0).
In this ase, the general results are no longer appliable. In this setion, we are interested
in the absolute ontinuity on R \ {0} of the law of shot noise series, see Proposition 2.1.
Our argument is simple and relies on the behavior of the rst summands in the series by
onditioning. Sine suh trunated series are related to Poisson integrals on [0, t] appearing
for instane in some Lévy-type integrals, Proposition 2.1 gives an insight in the regularity
of the law of Lévy-type integrals, see Corollary 2.1.
First, in order to illustrate our tehnique in a simple ontext, let us reover a ondition
lose to that of [Sa, Th. 27.7℄, stated above. Sine for eah n, the law of Tn is equivalent
to λR+ , the ondition (λR+ ⊗ σ)h
−1 ≪ λ ensures the absolute ontinuity of the law of
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eah summands h(Ti,∆i) in (1.1). Sine the summands are not independent, this does not
imply diretly the absolute ontinuity of the law of I. However beause of the onditional
independene of the summands, this appears to be suient. Atually, it is enough to
suppose that, for some p ∈ N \ {0},
((λR+ ⊗ σ)h
−1)∗p ≪ λ (2.1)
that is, roughly speaking, the absolute ontinuity of the law of the sum of any of the rst
terms ensures the absolute ontinuity of the total sum. This is a stritly weaker ondition
than (λR+ ⊗ σ)h
−1 ≪ λ (see Remark 27.2 in [Sa℄) whih reovers, up to a density, the
ondition in [Sa, Th. 27.7℄. Using the disintegrated probability spae Ω¯p+1× [0, Tp+1(ω¯)]
p×
(Rd \ {0})p dened in (1.9), the proof of the absolute ontinuity of µ := L(I) under (2.1)
omes from the absolute ontinuity of the onditional measures µω¯ = L(I|F
∗
p+1)(ω¯) in
the deomposition µ =
∫
Ω¯p+1
µω¯ P¯p+1(dω¯) of µ as the mixture of the µω¯. Indeed, with
Σp+1(ω¯) :=
∑
i≥p+1 h(Ti,∆i) and (T
′
1, . . . , T
′
p)
L
= L(T1, . . . , Tp|F
∗
p+1)(ω¯) the uniform order
statistis on [0, Tp+1(ω¯)], we have
µω¯ = L
(
p∑
i=1
h(T ′i ,∆i) + Σp+1(ω¯)
)
. (2.2)
Sine Σp+1(ω¯) is known when ω¯ ∈ Ω¯p+1 is given, the absolute ontinuity of µω¯ is equivalent
to that of L(
∑p
i=1 h(T
′
i ,∆i)) = (λ¯[0,Tp+1(ω¯)]⊗σ)h
−1)∗p. This ensures µω¯ ≪ λ for all ω¯ ∈ Ω¯p+1
and µ≪ λ.
Remark 2.1 In the sequel, we shall express our onditions in terms of regularity of image
measure (λR+⊗σ)h
−1
like in (2.1) We give here some expliit suient onditions to ensure
suh a regularity. Let ht and hx be the setions of h dened by h(t, x) = ht(x) = hx(t) and
observe that
(λR+ ⊗ σ)h
−1(A) =
∫
Rd
λR+h
−1
x (A)σ(dx) =
∫
R+
σh−1t (A)dt.
The ondition (2.1) is satised for p = 1 if, for σ-almost all x ∈ Rd, λR+h
−1
x ≪ λ or if, for
almost all t ∈ R+, σh
−1
t ≪ λ. This is satised in partiular if for σ-almost all x ∈ R
d
, hx
is dierentiable a.e. with ∂th(t, x) 6= 0 for almost all t ∈ R, resp. if σ ≪ λ
d
and for almost
all t ∈ R+, ht is dierentiable a.e. with detDxh(t, x) 6= 0 for σ-almost all x ∈ R+, see
Theorem 4.3 in [DLS℄. Here ∂th(t, x) stands for the partial derivative of h with respet to
t ∈ R+ and Dxh(t, x) for the matrix of rst order partial derivatives of h(t, x) with respet
to x ∈ Rd.
Suh dierentiability-type onditions along time for h(t, x) are also required in the
"time-strething" method used by Kulik, see in partiular Theorem 2.1 in [K4℄.
We investigate now the law of the shot noise series beside a possible atom in 0. The
typial interesting ase is that of a trunated shot noise series I(t) as dened in (1.8).
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Proposition 2.1 Suppose that
((λR+ ⊗ σ)h
−1)|R\{0} ≪ λ, (2.3)
then the law of I in (1.1) is absolutely ontinuous with respet to λ on R\{0}, with possibly
an atom at zero.
Proof. Consider the sequene of random variablesNi(ω) = min{j ≥ Ni−1 : h(Tj ,∆j) 6=
0}, with the onvention min{∅} = +∞. This denes stopping times for the σ-algebrae
σ(Ti − Ti−1,∆i : i ≤ k), k ∈ N \ {0}. Let A0 = {N1 = +∞}, A1 = {N1 < N2 = +∞},
A2 = {N2 < +∞}. The law µ of I splits as µ = P(A0)µ0 + P(A1)µ1 + P(A2)µ2 where
µk = P(I ∈ ·|Ak) for 0 ≤ k ≤ 2.
We have µ0 = δ0 sine on A0, the sum dening I in (1.1) is empty. On A1, the sum
dening I in (1.1) redues to h(TN1 ,∆N1), and for any Borelian set A with λ(A) = 0, we
have:
µ1(A) = P(h(TN1 ,∆N1) ∈ A | A1)
=
+∞∑
i1=1
P(h(Ti1 ,∆i1) ∈ A \ {0}, h(Tk,∆k) = 0 ∀k 6= i1)
P(A1)
≤
+∞∑
i1=1
P(h(Ti1 ,∆i1) ∈ A \ {0})
P(A1)
. (2.4)
But sine L(h(Ti1 ,∆i1)) ≍ (λR+⊗σ)h
−1
, the ondition (2.3) entails µ1(A) = 0, i.e. µ1 ≪ λ.
Next on A2, rst we ondition by N2 = i2
µ2 =
+∞∑
i2=2
P(N2 = i2)
P(A2)
µi2
where µi2 = L(I|N2 = i2). Next, we ondition by Ti2 :
µi2 =
∫
µ˜i2 dPTi2
where the measure µ˜i2 is the law of
i2−1∑
k=1
h(Tk,∆k) +
+∞∑
k=i2
h(Ti2 + T
′
k,∆k) = h(T
′
N1
,∆′N1) +
+∞∑
k=i2
h(Ti2 + T
′
k,∆k)
where L(T ′N1 ,∆N1) = L((TN1 ,∆N1)|N2 = i2, Ti2) and for k ≥ i2, T
′
k = Tk − Ti2 is indepen-
dent of σ(Tk,∆k : k ≤ i2 − 1). Thus µ˜i2 is absolutely ontinuous with respet to λ if the
onditonal law L(h(TN1,∆N1)|N2 = i2, Ti2) is. But for a Borelian set A with λ(A) = 0, we
have
P(h(TN1 ,∆N1) ∈ A|N2 = i2, Ti2)
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=i2−1∑
i1=1
P(h(Ti1 ,∆i1) ∈ A,N1 = i1|N2 = i2, Tn2)
=
i2−1∑
i1=1
P(h(Ti1 ,∆i1) ∈ A \ {0}, h(Tk,∆k) = 0 ∀i1 6= k < i2|N2 = i2, Ti2)
≤
i2−1∑
i1=1
P(h(Ti1 ,∆i1) ∈ A \ {0}|N2 = i2, Ti2)
=
i2−1∑
i1=1
P(h(Ti1 ,∆i1) ∈ A \ {0}, N2 = i2|Ti2)
P(N2 = i2|Ti2)
≤
i2−1∑
i1=1
P(h(T ′i1 ,∆i1) ∈ A \ {0})
P(N2 = i2|Ti2)
(2.5)
where here L(T ′i1) = L(Ti1 |Ti2) is the i1-th uniform order statistis on [0, Ti2 ]. But sine
h(T ′i1 ,∆i1) ≃ (λ¯[0,Ti2(ω¯)]⊗σ)h
−1
, ondition (2.3) entails P(h(TN1 ,∆N1) ∈ A|N2 = i2, Ti2) = 0
and nally µ2 ≪ λ. We onlude the proof of Proposition 2.1 gathering all the intermediate
results. 
In ase h(t, x) = xg(t) when d = 1, the previous results an be speialized for the
non-ompensated part in Lévy-type integrals (1.7). Beause of the speial struture of h,
onditions for absolute ontinuity an be proposed independently of the measure σ.
Corollary 2.1 Let g : R+ → R and onsider the shot noise series I in (1.1) but with
h(t, x) = xg(t).
1. The law of I is absolutely ontinuous with respet to λ on R if:
λR+g
−1 ≪ λ. (2.6)
2. The law of I is absolutely ontinuous with respet to λ on R \ {0} if:
(λR+g
−1)|R\{0} ≪ λ.
Remark 2.2 • In order to state an "easy-to-hek" ondition in 1) as in (2.6), we do
not give a strit ounterpart of (2.1) in terms of onvolution.
• Like in Remark 2.1, if g is dierentiable a.e. with g′(t) 6= 0 a.e., ondition (2.6) is
satised, see Theorem 4.2 in [DLS℄.
• Like for Proposition 2.1, the seond statement is interesting in partiular for trunated
shot noise series I(t) for whih we know there is an atom in zero.
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Proof. 1) Follow the same lines as in the simple argument before Proposition 2.1 with
p = 1. Plugging h(T ′1,∆1) = ∆1g(T
′
1) in (2.2), the proof redues to the absolute ontinuity
of the law of ∆1g(T
′
1). But sine g(T
′
1) is absolutely ontinuous under (2.6), the onlusion
omes from the following remark: a produt XY of independent random variables X, Y
has an absolutely ontinuous law whenever X has one and Y does not have atom in zero
(P(Y = 0) = 0).
2) We follow similarly the same lines as in the proof of Proposition 2.1. Plugging
h(Ti1 ,∆i1) = ∆i1g(Ti1) in (2.4) and h(T
′
i1
,∆i1) = ∆i1g(T
′
i1
) in (2.5), the proof redues to
the absolute ontinuity of the law of∆i1g(T
′
i1
). We onlude like in 1) with a similar remark:
a produt XY of independent random variables X, Y has also an absolutely ontinuous
law on R \ {0} law when L(X)|R\{0} ≪ λ and P(Y = 0) = 0. 
3 Convergene in variation of the law of shot noise series
In this setion, we study further the law of shot noise series by investigating its behavior
for the total variation norm with respet to the "lter" h. Suh onvergenes have been
reently given by Kulik for general funtionals of Poisson point proess under some kind
of dierentiability of the funtionals, see Theorem 2.2 in [K4℄. Here, we propose in an
elementary fashion onvergene in variation under onditions expressed in terms of image
measure by the lter h. Expliit suient onditions are available when the lters are
smooth funtions using Lemma 3.3 below from [ABP℄. See also Remark 3.2 for a om-
parison with [K4℄. Note that when the laws of the shot noise series have densities, the
onvergene in variation is equivalent to the onvergene in L1(R) of the densities. In the
sequel, we deal in Setion 3.2 with series I in (1.1), typial examples are Poisson integrals
(1.6) on R+ ×B
c
1 when (1.5) holds true. The ase of trunated series I(t) in (1.8) is more
diult sine the laws have an atom in zero and this ase is addressed in Setion 3.3. We
begin with some useful results on onvergene in variation in Setion 3.1.
3.1 On onvergene in variation
We shall use the following elementary results. For the sake of self ontainess, we inlude
their proofs:
Lemma 3.1 Let X, Y, Z be random variables suh that Z is independent of (X, Y ) and
P(Z = 0) = 0. Then ‖L(XZ)−L(Y Z)‖ ≤ ‖L(X)− L(Y )‖.
Proof. Let PX stand for the law of the random variable X . Using the Hahn's deom-
position of PXZ −PY Z into PXZ −PY Z = µ+−µ− and of PX−PY into PX−PY = ν+−ν−,
we have
‖PXZ − PY Z‖ = µ+(A∗) + µ−(A
c
∗), ‖PX − PY ‖ = ν+(B∗) + ν−(B
c
∗)
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where µ+(A∗) = µ+(R), µ−(A
c
∗) = 0 and ν+(B∗) = ν+(R), ν−(B
c
∗) = 0. Note that,
for any Borelian set A, −ν−(B
c
∗) ≤ −ν−(A) ≤ PX(A) − PY (A) ≤ ν+(A) ≤ ν+(B∗) and
P(XZ ∈ A) = EZ [PX(AZ)] where EZ is the expetation with respet to Z and for any
z 6= 0, Az = {a/z : a ∈ A} (note that AZ is almost surely well dened sine P(Z = 0) = 0).
We have
µ+(A∗) = PXZ(A∗)− PY Z(A∗) = EZ [PX((A∗)Z)− PY ((A∗)Z)] ≤ ν+(B∗)
−µ−(A
c
∗) = PXZ(A
c
∗)− PY Z(A
c
∗) = EZ [PX((A
c
∗)Z)− PY ((A
c
∗)Z)] ≥ −ν−(B
c
∗)
from whih the onlusion of the lemma derives. 
Lemma 3.2 Let µ, ν be two nite (signed) measures. For any p ∈ N \ {0}, we have
‖µ∗p − ν∗p‖ ≤ pmax(‖µ‖, ‖ν‖)p−1‖µ− ν‖.
In partiular, if for probability measures µn
var
−→ µ when n → +∞, then µ∗pn
var
−→ µ∗p for
any p ≥ 1.
Proof. The statement is obvious for p = 1. Suppose it holds true for p ≥ 1, we have
‖µ∗(p+1) − ν∗(p+1)‖ ≤ ‖µ ∗ (µ∗p − ν∗p)‖+ ‖(µ− ν) ∗ ν∗p‖
≤ ‖µ‖‖µ∗p − ν∗p‖+ ‖ν∗p‖‖µ− ν‖
≤ p‖µ‖max(‖µ‖, ‖ν‖)p−1‖µ− ν‖+ ‖ν‖p‖µ− ν‖
≤ (p+ 1)max(‖µ‖, ‖ν‖)p‖µ− ν‖.
This proves the statement by indution. 
Our main onditions for onvergene of variation of the law of shot noise series are
expressed in terms of image measures (see (3.1), (3.5), (3.6), (3.7) below). In order to
give more expliit suient onditions in Remarks 3.1, 3.3, 3.4, 3.5, we shall use the
following result. This is an adaptation, speially designed to our setting, of Theorem 3.1
and Corollary 3.2 in [ABP℄ (where we set thereinX = Rp+q, Y = Rp, Z = Rq and µ = λp+q,
µ0 = λ
p ⊗ σ). We denote ∂yiF (y, z) for the derivative of F (y, z) with respet to the i-th
oordinate of y, and the same for ∂zjF (y, z).
Lemma 3.3 Let Fn, F : R
p+q → R suh that for almost all y, Fn(y, z) and F (y, z) are
absolutely ontinuous as funtions of zi, 1 ≤ i ≤ q. Suppose Fn → F and ∂ziFn(y, z) →
∂ziF (y, z) in L
r(Rp+q, λp+q) for r ≥ p+q when n→ +∞. Suppose moreover that for almost
all (y, z), det(∂ziF (y, z), ∂zjF (y, z))
q
i,j=1 6= 0 Then λ
p+qF−1n
var
−→ λp+qF−1 when n → +∞.
Moreover if σ ≪ λq, we have also (λp ⊗ σ)F−1n
var
−→ (λp ⊗ σ)F−1.
We shall use also Lemma 3.3 in a one-dimensional setting. In this ase, Lemma 3.3 redues
to the original result due to Davydov in [Da℄.
Lemma 3.4 Suppose that the funtions fn and f are absolutely ontinuous on [α, β] suh
that limn→+∞ fn(α) = f(α), limn→+∞ ‖f
′
n − f
′‖L1([α,β]) = 0 and f
′(x) 6= 0 for almost all
x ∈ [α, β]. Then λ[α,β]f
−1
n
var
−→ λ[α,β]f
−1
, n→ +∞.
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3.2 Convergene of shot noise series
In this setion, we give onditions for the ontinuity in total variation norm of the law of
shot noise series I as in (1.1) with respet to h.
Proposition 3.1 Let hn, h satisfy (1.2)(1.3). Suppose
1. limn→+∞ a(hn) = a(h);
2. limn→+∞
∫ +∞
0
∫
Rd\{0}
(|hn(t, x)− h(t, x)|
2 ∧ 1)dtσ(dx) = 0;
3. for some p ∈ N \ {0}, ((λR+ ⊗ σ)h
−1)∗p ≪ λ and for all t > 0:
((λ[0,t] ⊗ σ)h
−1
n )
∗p var−→ ((λ[0,t] ⊗ σ)h
−1)∗p. (3.1)
Then L(In)
var
−→ L(I) when n→ +∞.
Proof. From the main ondition (3.1), we have
µ˜n,p := L
(
p∑
i=1
hn(U,∆i)
)
var
−→ µ˜p := L
(
p∑
i=1
h(U,∆i)
)
(3.2)
for any independent random variables Ui, 1 ≤ i ≤ p, uniform on [0, t] and independent
of (∆i)i≥1. We disintegrate the probability spae as in (1.9) and the total variation of
measures rewrites:
‖µn − µ‖ =
∫
Ω¯p+1
‖µn,ω¯ − µω¯‖P¯p+1(dω¯). (3.3)
Let τn,ω¯(x) = x+Σ
n
p+1(ω¯), resp. τω¯(x) = x+Σp+1(ω¯), be the translation of Σ
n
p+1(ω¯), resp.
of Σp+1(ω¯). The measure µn,ω¯ is the law of
∑p
i=1 fn(T
′
i ,∆i) + Σ
n
p+1 where (T
′
1, . . . , T
′
p)
L
=
L(T1, . . . , Tp|Tp+1(ω¯)) is the uniform order statisti on [0, Tp+1(ω¯)]. It rewrites µn,ω¯ =
µ˜n,pτ
−1
n,ω¯ and we have
‖µn,ω¯ − µω¯‖ ≤ ‖µ˜n,pτ
−1
n,ω¯ − µ˜pτ
−1
ω¯ ‖
≤ ‖µ˜n,pτ
−1
n,ω¯ − µ˜pτ
−1
n,ω¯‖+ ‖µ˜pτ
−1
n,ω¯ − µ˜pτ
−1
ω¯ ‖
≤ ‖µ˜n,p − µ˜p‖+ ‖µ˜pτ
−1
n,ω¯ − µ˜pτ
−1
ω¯ ‖. (3.4)
From (3.2), the rst term in (3.4) goes to 0.
For the seond term in (3.4), we study the onvergene of Σn2 (ω¯) to Σ
n
2 (ω¯). Reall that
a(h) is dened in (1.3) and that the harateristi funtion of I is given in (1.4). Sine
|eiuy − 1− iuy1|y|≤1| ≤ 21|y|>1 + (1/2)u
2y21|y|≤1
≤ (21|y|>1 + (1/2)u
2
1|y|≤1)(|y|
2 ∧ 1)
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we derive from (1.4) that φI−In(u) → 1 for all xed u. Thus, we have In − I
L
−→ δ0
and In
P
−→ I. Next, sine Ti has a bounded density for all i ≥ 1, ondition 2 entails
hn(Ti,∆i)
2 ∧ 1 → h(Ti,∆i)
2 ∧ 1 in L1(Ω,F ,P) and hn(Ti,∆i)
P
−→ h(Ti,∆i). So that∑p
i=1 hn(Ti,∆i)
P
−→
∑p
i=1 h(Ti,∆i). Together with In
P
−→ I, we derive on the disintegrated
probability spae Ω¯p+1:
Σnp+1 :=
∑
k≥p+1
hn(Tk,∆k)
P¯
−→ Σp+1 :=
∑
k≥p+1
h(Tk,∆k).
For any subsequene (n′) ⊂ (n), there is some further subsequene (n′′) ⊂ (n′) and Ω¯0p+1
with P¯p+1(Ω¯
0
p+1) = 1 suh that for every ω¯ ∈ Ω¯
0
p+1, the onvergene limn′′→+∞Σ
n′′
p+1(ω¯) =
Σp+1(ω¯) holds true. Sine the operator of translation is ontinuous in L
1(R), and sine,
under ondition 3, µ˜1 ≪ λ, the seond term in (3.4) goes also to 0. This yields µn′′,ω¯
var
−→ µω¯
when n′′ → +∞ for all ω¯ ∈ Ω¯0.
Finally from the disintegration formula (3.3), for any (n′) ⊂ (n), there is some (n′′) ⊂ (n′)
suh that µn′′
var
−→ µ. This proves µn
var
−→ µ. 
Remark 3.1 (Disussion on the onditions of Proposition 3.1)
• As seen before, if hn, h ∈ L
1(λR+⊗σ), then onditions (1.2)(1.3) are satised for the
existene of In and of I. Moreover, if limn→+∞ hn = h in L
1(λR+ ⊗ σ), onditions 1
and 2 hold true.
• Suppose σ ≪ λd, then if, for almost all t ∈ R, hn(t, x) and h(t, x) are absolutely
ontinuous as funtions of xi for all 1 ≤ i ≤ d and hn → h, ∂xihn(t, x) → ∂xih(t, x),
n → +∞, in Lr(R1+d) for some r ≥ 1 + d with det(∂xih(t, x), ∂xjh(t, x))
d
i,j=1 6= 0
then Condition 3 holds true in the simplest ase where p = 1. The same holds true
if for almost all x ∈ Rd, hn(t, x) and h(t, x) are absolutely ontinuous funtion of t
and hn → h, ∂thn(t, x) → ∂th(t, x), n → +∞, in L
r(R1+d) for some r ≥ 1 + d with
∂th(t, x) 6= 0 for almost all (t, x), see Lemma 3.3.
Remark 3.2 (Comparison of Proposition 3.1 with [K4℄)
Like in Remark 2.1, observe that the "time-strething" transformation used by Kulik
requires a smooth behavior of the kernels hn with respet to time. Indeed, the onvergene
of the stohasti derivates of In assumed in [K4, Th. 2.2℄ requires in partiular the dif-
ferentiability of the kernels hn(t, x) with respet to t and a onvergene of the derivatives.
In ontrast, Proposition 3.1 above an be applied without smooth behavior of h(t, x) with
respet to t, see the seond point in Remark 3.1 above where expliit onditions in terms
of smoothness of h(t, x) but with respet to x are given.
When d = 1 and hn(t, x) = xgn(t), we an adapt the proof of Proposition 3.1 for the
shot noise series In =
∑
k≥1∆kgn(Tk) under more spei onditions. This is in partiular
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interesting when hn(t, x) = xgn(t)1Bc
1
(x). In this ase, the series In beomes the Poisson
integrals
∫ +∞
0
∫
|x|>1
xgn(t)N(dt, dx) appearing for instane in the Lévy-It deomposition
of a Lévy-type stohasti integral (1.7). The following result applies in partiular in suh
setting:
Corollary 3.1 For a law σ with a nite rst moment and gn ∈ L
1(λR+), onsider the shot
noise series In =
∑
k≥1∆kgn(Tk). Suppose gn → g in L
1(λR+), λR+g
−1 ≪ λ and for all
t > 0
λ[0,t]g
−1
n
var
−→ λ[0,t]g
−1. (3.5)
Then L(In)
var
−→ L(I) when n→ +∞.
Proof. Under the onditions of Corollary 3.1, we have xgn(t) → xg(t), n → +∞,
in L1(λR+ ⊗ σ) and Remark 3.1 shows that the proof of Proposition 3.1 still works with
p = 1 therein. The only point to revise is (3.2) (with p = 1). But Condition (3.5) entails
L(gn(U))
var
−→ L(g(U)) for all uniform random variable U , independent of (∆i)i≥1, and
Lemma 3.1 ensures L(∆1gn(U))
var
−→ L(∆1g(U)). The rest of the proof follows the same
lines as that of Proposition 3.1 sine L(∆1g(U)) ≪ λ when λR+g
−1 ≪ λ and σ does not
have atom in zero. 
Remark 3.3 If the funtions gn, g are absolutely ontinuous with gn(0)→ g(0) and g
′
n →
g′ in L1(λR+) when n→ +∞ and with g
′(t) 6= 0 for almost all x ≥ 0, then the onditions
(3.5) and λR+g
−1 ≪ λ are satised, see Lemma 3.4.
3.3 Convergene for trunated shot noise series
Trunated shot noise series I(t) in (1.8) have an atom in zero and spei arguments have
to be given to derive again the onvergene in variation of the laws. We reall that this
setting applies in partiular to Poisson integrals in the Lévy-It deomposition of Lévy-
type integrals on [0, t] when hn(s, x) = fn(s, x)1[0,t]×Bc
1
(s, x), see (1.7). We use the following
elementary result:
Lemma 3.5 Conditionally to Ai = {Ti ≤ t < Ti+1}, the vetor (T1, . . . , Ti) is the uniform
order statistis, i.e. its law is given by the density (i!/ti)10≤t1≤t2≤···≤ti≤t.
The main result for the trunated shot noise series is:
Proposition 3.2 Let fn and f be suh that the shot noise series In(t), I(t) are well dened
for some xed t > 0. Suppose
(λ[0,t] ⊗ σ)f
−1
n
var
−→ (λ[0,t] ⊗ σ)f
−1. (3.6)
Then L(In(t))
var
−→ L(I(t)) when n→ +∞.
Remark 3.4 • Like in Remark 3.1, expliit suient onditions for (3.6) are given by
Lemma 3.3. Moreover, expliit onditions for the existene of In(t) are given in (1.2)
and (1.3) with h(s, x) = f(s, x)1[0,t](s).
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• In Proposition 3.1, the main ondition (3.1) asks, roughly speaking, for the onver-
gene in variation of the law of some nite sub sum of the shot noise series. In the
trunated ase of Proposition 3.2, the series have only a nite (random) number of
terms and possibly just one term with a positive probability. Consequently the on-
dition (3.1) does not seems suient, and instead we ask in (3.6) for the onvergene
in variation of the law of one term.
Proof. The trunated series is made of a nite number of summands. We ondition
by the number of terms in the series and we deal with eah ase. Let µn = L(In(t)) and
µ = L(I(t)) and for A0 = {T1 > t} and Ai = {Ti ≤ t < Ti+1}, i ≥ 1, let µn,i = L(In(t)|Ai)
and µi = L(I(t)|Ai). We have:
µn = P(A0)δ0 +
+∞∑
i=1
P(Ai)µn,i and µ = P(A0)δ0 +
+∞∑
i=1
P(Ai)µi
and for arbitrary p ≥ 1:
‖µn − µ‖ ≤
+∞∑
i=1
P(Ai)‖µn,i − µi‖ ≤
p∑
i=1
P(Ai)‖µn,i − µi‖+ 2
+∞∑
i=p+1
P(Ai).
Sine
∑+∞
i=0 P(Ai) = 1 is a onvergent series, it is enough to show, for all i ≥ 1, µn,i
var
−→ µi
when n→ +∞.
Sine onditionally to Ai, In(t) and I(t) rewrites In(t) =
∑i
k=1 fn(T
′
k,∆k) and I(t) =∑i
k=1 f(T
′
k,∆k), Lemma 3.5 (and ommutativity of addition) entails that onditionally to
Ai, In(t) and I(t) have the same law as
∑i
k=1 fn(Uk,∆k) and
∑i
k=1 f(Uk,∆k) where Uk
(1 ≤ k ≤ i) are i.i.d. uniform random variables on [0, t]. By independene, the law of∑i
k=1 fn(Uk,∆k) is the onvolution of the law of fn(Uk,∆k), 1 ≤ k ≤ i, that is
L
(
i∑
k=1
fn(Uk,∆k)
)
=
(
(t−1λ[0,t] ⊗ σ)f
−1
n
)∗i
and similarly
L
(
i∑
k=1
f(Uk,∆k)
)
=
(
(t−1λ[0,t] ⊗ σ)f
−1
)∗i
.
Finally under ondition (3.6), Lemma 3.2 ahieves the proof. 
In the ase of integrands f(s, x) = xg(s) related to Poisson integrals, Proposition 3.2
rewrites as follows:
Corollary 3.2 Let gn be suh that for some xed t, the shot noise series I(t) with kernels
hn(s, x) := xgn(s) are well dened. Suppose that
λ[0,t]g
−1
n
var
−→ λ[0,t]g
−1. (3.7)
Then the laws L(In(t)) onverge in total variation to L(I(t)).
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Remark 3.5 Suient onditions for (3.7) to hold true are given by Lemma 3.4.
Proof. Like in the proof of Proposition 3.2, it is enough to show for all i ≥ 1 that
L
(
i∑
k=1
∆kgn(Uk)
)
var
−→ L
(
i∑
k=1
∆kg(Uk)
)
, n→ +∞.
This omes from Lemma 3.1 and Lemma 3.2 when (3.7) holds true. 
4 Appliation of the method to a stohasti dierential
equation
In this setion, we are interested in the law of the solutions of a Lévy driven stohasti
dierential equation (SDE)
Xn,t = xn,0 +
∫ t
0
an(Xn,s)ds+ Zt (4.1)
where an are C
1
drifts with bounded derivatives and Z is given in Setion 1. We apply
our tehnique with a slight modiation ontrasting with the previous setions. Indeed,
we apply a perturbation whih onsists in erasing the rst jump of the driven Lévy proess
Z. However the tehnique is still elementary and deals only with the rst jumps. We show
that when the parameters of the SDE onverge, we have the onvergene of variation of
the law of the solution. This reovers a partiular ase of Theorem 1.2 in [K3℄ (see also
[K4, Th. 4.1℄).
In suh an SDE, Nourdin and Simon show in [NS℄ the regularizing eet of the drift
term a(Xs)ds on the law of the solution, i.e. when a is loally monotonous at the initial
ondition x0, L(Xt) ≪ λ ⇐⇒ L(X1) ≪ λ ⇐⇒ ν is innite. Our initial motivation was
to show that the regularizing eet of the drift atually works on the total variation on
the law. This is the ontent of the main result of the setion. In a n-dimensional setting,
when the drift is linear (a(x) = a ·x), the solution to (4.1) is a Ornstein-Uhlenbek proess
whose law has been studied in [Si℄ with similar tehnique as our (see also [PZ℄).
Proposition 4.1 Assume the Lévy measure ν is innite and let Xn be the solution of the
SDE (4.1) with drift funtion an and initial ondition xn,0. Suppose
1. limn→+∞ xn,0 = x0.
2. an and a are dierentiable with bounded derivatives, the onvergene a
′
n → a
′
is
uniform on bounded sets and for some xed t0, an(t0)→ a(t0).
3. an(y) and a
′
n(y) are both ontinuous funtions of the ouple (n, y).
4. a is loally monotonous at x0.
16
Then, for eah t > 0, the law of Xn,t onverges in variation to that of Xt.
Proof. Sine this result is proved in a greater generality in [K3℄, we only sketh our
elementary argument for t = 1, following the setting in [NS℄. Sine ν([0, 1]) = +∞, we
an dene a sequene of jumping times Ti orresponding to small jumps ∆i of Z suh
that, with a probability lose to 1, T2 < 1. We disintegrate the probability spae as follows(
Ω¯2 × [0, T2(ω¯)], F¯2 × B([0, T2(ω¯)]), P¯2 ⊗ λ¯[0,T2(ω¯)]
)
where (Ω¯2, F¯2, P¯2) is the anonial spae
assoiated to (∆1, Z¯) with Z¯t = Zt − ∆11T1≤t (Z¯ is Z with its rst jump being erased).
Consider Yn = Xn − Z and Y = X − Z and observe that they are solutions of ordinary
dierential equations. For a subset Ω¯02 ∈ F¯2 of probability lose to 1, X and Y remain
lose to x0 on [0, T2]. Denoting µn and µ for the law of Xn,1 and of X1, we have
‖µn − µ‖ ≤ 2P¯2((Ω¯
0
2)
c) +
∫
Ω¯0
2
‖µ¯n,ω¯ − µ¯ω¯‖dP¯2
where
µ¯n,ω¯ = λ¯[0,T2(ω¯)]Xn,1(ω¯, ·)
−1
and µ¯ω¯ = λ¯[0,T2(ω¯)]X1(ω¯, ·)
−1.
We stress that on the disintegrated probability spae Ω¯2× [0, T2(ω¯)], the random variables
X1, Xn,1, Y1, Yn,1 and Z1 are seen as variables of (ω¯, T1). However, observe that Z1(ω¯, ·)
atually does not depend on T1 sine Z jumps at least twie before 1 and by the Lévy-It
deomposition, the terminal value Z1 is independent of the rst jumping time T1. By
simpliity we shall write Z1(ω¯). Setting τZ1(ω¯) for the translation of Z1(ω¯) in R, we rewrite
λ¯[0,T2(ω¯)]Xn,1(ω¯, ·)
−1 = λ¯[0,T2(ω¯)]Yn,1(ω¯, ·)
−1τ−1
Z1(ω¯)
λ¯[0,T2(ω¯)]X1(ω¯, ·)
−1 = λ¯[0,T2(ω¯)]Y1(ω¯, ·)
−1τ−1
Z1(ω¯)
and it remains to show for all ω¯ ∈ Ω¯02:
λ¯[0,T2(ω¯)]Yn,1(ω¯, ·)
−1 var−→ λ¯[0,T2(ω¯)]Y1(ω¯, ·)
−1.
Note that under those notations when ω¯ is xed, T1 is just a parameter in [0, T2(ω¯)] and
we are investigating for the onvergene in variation of image measures by the mappings
Yn(ω¯, ·) on [0, T2(ω¯)]. This is proved by applying Lemma 3.4 sine from [NS, Proposition
2℄, Yn,1 depends dierentiably on the parameter T1 with the derivative given by
dYn,1
dT1
= (an(XT−
1
)− an(XT1)) exp
(∫ 1
T1
a′n(Xs)ds
)
.
Our hypothesis on an and on a
′
n ensure that the rst two onditions of Lemma 3.4 are
satised. The third one is ensured by the loal monotoniity of a at x0 sine XT−
1
and XT1
are losed to x0 for ω¯ ∈ Ω¯
0
2. 
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