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The acquisition of spectral images 
in a fast way is very important in 
several domains. A multispectral 
imaging system consisting of a 
set of LEDs and a monochrome 
camera makes it possible to ac-
quire spectral images directly in 
compressed form, thus the ac-
quisition time and the amount of 
acquired data are reduced. The 
ability of the system to acquire 
spectral images in precise way 
was successfully demonstrated by 
the significant distinction of four 
blue color metamers. The spectral 
reflectance can be reconstructed 
from the compressed data within 
an absolute error of less than 3%.
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ABSTRACT
Spectral images are very important in a wide range of applications
such in industry, medicine, pharmacy, dermatology, biological re-
search or in the restoration or authenticity processes. They repre-
sent a two-dimensional distribution of the reflected light spectra
of an object. The characteristics of reflected light from an object
depend on the illuminant and on the spectral properties of the ob-
ject to reflect light (called reflectance of the object). Every object
has a unique reflectance spectrum. The trichromatic systems (e.g.
RGB systems) are commonly used for light-spectrum representa-
tion. Unfortunately, the representation of the light spectrum by
these systems has several limitations: different spectra can be re-
presented by the same values. For many applications, such a repre-
sentation is not appropriate.
Different systems for measuring the two-dimensional (2D) dis-
tribution of reflectance spectra with high accuracy have been de-
veloped. However, the acquisition of the 2D-distribution requires
a great deal of time and enormous data-storage capacity. Further-
more, the response time of the existing spectral imaging systems is
too high to be used in real time measurement.
The proposed multispectral imaging system makes it possible
to measure the 2D-distribution of reflectance spectra with a high
accuracy and with a fast response time, which allows measurement
in real time. The key of the proposed system is the measurement of
2D-distribution of reflectance spectra directly in compressed form.
Measurement in compressed form makes it possible to reduce the
amount of acquired data. The system consists of a set of light-
emitting diodes controlled by a computer and synchronized with a
monochrome camera. Only 13 frames are needed to obtain a 2D-
distribution of reflectance spectra. The spectral optical power of
such a system is large enough to decrease the response time consi-
derably compared with other multispectral systems. The precision
of the measurement of the proposed system was demonstrated by
reconstructing the reflectance spectra in compressed form of three
samples from the Munsell book (red, yellow, blue) and a matt white
standard sample. All these spectra were correctly recovered within
an absolute error of less than 3%. The ability of the system to dis-
tinguish small hue differences without reflectance spectra recons-
truction was successfully demonstrated by comparing the acquired
compressed data of the blue color metamers of the Macbeth Com-
pany.
Universal Decimal Classification: 528.8.041.5, 535.243, 535.338, 535.657,
778.3
PACS Classification: 07.60.-j, 07.60.HV, 42.25.GY, 42.30.-d, 42.30.Va,
42.72.Bj, 78.40.-q
Library of Congress Subject Headings: Optics; Optical images; Imaging
systems; Spectrum analysis; Multispectral photography; Optical measure-
ments; Spectral reflectance; Light sources; Light emitting diodes
Yleinen suomalainen asiasanasto: optiikka; optiset laitteet; kuvantaminen;
spektrikuvaus; spektrit; heijastuminen; spektrianalyysi; spektroskopia; ledit
RE´SUME´
Les images spectrales sont tre`s importantes dans une large gamme
d’applications telles que dans l’industrie, la me´decine, la pharma-
ceutique, la dermatologie, la recherche biologique ou dans les proce´-
de´s de restauration ou d’authentification. Elles repre´sentent une
distribution en deux dimensions de spectres de la lumie`re re´fle´chie
par un objet. Les caracte´ristiques de la lumie`re re´fle´chie par un ob-
jet de´pendent de l’illuminant et des proprie´te´s spectrales de l’objet
a` re´fle´chir la lumie`re (appele´es re´flectance de l’objet). Chaque ob-
jet a un spectre de re´flectance unique. Les syste`mes trichroma-
tiques (par exemple: les syste`mes RVB) sont les plus communs a`
eˆtre utilise´s pour la repre´sentation du spectre de la lumie`re. Mal-
heureusement, la repre´sentation du spectre de la lumie`re par ces
syste`mes a` plusieurs limitations: les diffe´rents spectres peuvent eˆtre
repre´sente´s par les meˆmes valeurs. Pour plusieurs applications, une
telle repre´sentation n’est pas bien approprie´e.
Diffe´rents syste`mes ont e´te´ de´veloppe´s pour la mesure de la dis-
tribution en deux dimensions de spectres de re´flectance avec une
pre´cision e´leve´e. Cependant, l’acquisition de la distribution bidi-
mensionnelle requie`re un temps de consommation et une capacite´
de stockage de donne´es e´normes. De plus, le temps de re´ponse
des syste`mes existants d’imagerie spectrale est trop e´leve´ pour eˆtre
utilise´s dans les mesures en temps re´el.
Le syste`me propose´ d’imagerie multispectrale permet de mesu-
rer la distribution bidimensionnelle de spectres de re´flectance avec
une pre´cision e´leve´e et un temps de re´ponse rapide, ce qui permet
des mesures en temps re´el. La cle´ du syste`me propose´ est la mesure
de la distribution bidimensionnelle de spectres de re´flectance di-
rectement en forme compresse´e. La mesure en forme compresse´e
permet de re´duire le nombre de donne´es obtenues. Le syste`me est
constitue´ d’un jeu de diodes e´lectroluminescentes commande´es par
un ordinateur et synchronise´es avec un appareil photo monochrome.
Seulement treize trames sont ne´cessaires pour obtenir une distribu-
tion bidimensionnelle de spectres de re´flectance. La puissance op-
tique spectrale d’un tel syste`me est suffisamment importante pour
re´duire conside´rablement le temps de re´ponse compare´ aux autres
syste`mes multispectraux. La pre´cision de mesure du syste`me pro-
pose´ a e´te´ de´monte´e en reconstruisant les spectres de re´flectance
de forme compresse´e de trois e´chantillons du livre de Munsell (un
rouge, un jaune et un bleu) et d’un e´chantillon standard blanc mat.
Tous ces spectres ont e´te´ correctement reconstruits avec une erreur
absolue infe´rieure a` trois pourcent. La capacite´ du syste`me a` dis-
tinguer les petites diffe´rences entres les hues sans reconstruire les
spectres de re´flectance a e´te´ de´montre´e avec succe`s en comparant
les donne´es compresse´es obtenues des me´tame`res de couleur bleu
de l’entreprise Macbeth.
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LIST OF SYMBOLS
λ: light wavelength
R(λ) : reflectance spectrum
R(c)(λ) : original reflectance spectrum of the sample denoted by (c)
r(c)(λ) : recovered reflectance spectrum of the sample denoted by
(c)
R: reflectance vector
Si(λ): basis spectral functions
Si: eigenvectors
S: matrix of eigenvectors
ς
(P)
i (λ): spectral energy distribution measured proportional to the
positive part of the spectral function i
ς
(N)
i (λ): spectral energy distribution measured proportional to the
negative part of the spectral function i
ςi(λ): synthetized spectral functions
ςi: synthetized eigenvector
Γ(P)i : pixel magnitudes when the positive part of the basis function
is synthesized
Γ(N)i : pixel magnitudes when the negative part of the basis function
is synthesized
Γi: measured coefficient which is proportional to the weighting co-
efficient of the basis function i
Γ(P): vector of pixel magnitudes obtained when the positive part of
the basis function were synthesized
Γ(N): vector of pixel magnitudes obtained when the negative part
of the basis function were synthesized
Γ: vectors characterizing different samples
σi : weighting coefficients of the spectral functions
σ: 7-dimensional vector called color vector
Mk,x,y: pixel magnitude measured when the light of the k-spectral
band is reflected by the white sample situated at z-distance from
the camera
t(λ): exposure time of the camera
Δti,k: emission time of lights of different spectral bands
Δt(P)i,k : time of illumination by light of k-spectral band when the po-
sitive part of the basis function is synthesized
Δt(N)i,k : time of illumination by light of k-spectral band when the ne-
gative part of the basis function is synthesized
Ti: column vector of illumination time of LEDs which are needed
for the implementation of the basis function i
M: total number of the spectral basis functions
k: spectral-band number
N: total number of the used spectral bands
(c): sample under study
Ek(λ): spectral irradiance of the light of k-spectral band at the sam-
ple
τ: exposure time of the camera
W(λ): reflectance spectrum of the standard matt white sample
(B97)
(x, y) : pixel coordinates
η(λ): spectral sensitivity of the camera
δk(λ): spectral power distribution of the emission of the k-LED
δ: matrix of the spectral power distribution of the emission of the
LEDs
L: spectral irradiance by the light source light taking into account
the property of the camera
(c): deviation error from the original reflectance spectrum
Δλ: wavelength range
χk(u): uniformity parameter
ρk(u): pixel magnitude
z: axis of normal to the samples
x: axis orthogonal to the normal to the sample
u: axis of the normal to the end-surfaces of the fiber.
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1 Introduction
Color is a very important part of our lives. We recognize and a-
nalyze color all the time. Color is one of the most commonly used
criteria in decision making, for example when diagnosing a disease,
selecting fruits or vegetables, or choosing a product such as a car,
clothes or paint. Color is also associated with light sources, based
on their physical properties such as light absorption, reflection [1],
or emission spectra.
The origin of color was already investigated in antiquity. The
first text about colors appeared in 490 BC when Empedocles wrote
that colors are a relation of the four fundamental elements: earth,
fire, sky and water [2]. Later, in the seventeenth century, Robert
Hooke suggested that light was made up of waves of fast oscilla-
tion [3]. Fundamental insight into colored light was obtained by
Isaac Newton in 1666. He showed that white light can be decom-
posed into a spectrum of colored light [4] and put forward the cor-
puscular theory of light. Michael Faraday in 1845 discovered the
connection between electromagnetism and light [5]. He described
light as an electromagnetic wave.
Electromagnetic waves take the form of quantized, self-propaga-
ting oscillatory electromagnetic field disturbances called photons.
Different frequencies of oscillation give rise to the different forms of
electromagnetic radiation, from radio waves at the lowest frequen-
cies to visible light at intermediate frequencies, and gamma rays at
the highest frequencies. Electromagnetic radiation is characterized
by its wavelength (or frequency) and its intensity. The electroma-
gnetic radiation which has a wavelength in the range from about
400 nm to 700 nm (corresponding to the frequency range from 428
THz to 750 THz) is the visible light. Isaac Newton identified seven
colored lights (rainbow colors) [4] that can be produced by visible
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light of a single wavelength [1]. He showed that any colored light
can be created by a mixture of other colored lights [4]. Later, the
trichromatic theory of color presentation was proposed based on
the observation that any color could be matched with a combina-
tion of three lights [6]. The idea of this theory was based on human
color vision [7]. The retina contains three types of photoreceptor
cells (cones) [8]. The light coming from an object or a source inte-
racts with the eye’s photoreceptors, giving rise to three color com-
ponents. By using these three components, all colors recognized by
the human eye can be presented.
Nowadays, most color imaging systems, both analog and digital
color cameras, represent a light spectrum in three values. Analog
cameras use three types of emulators of different spectral sensi-
tivity and digital cameras use a Bayer filter which contains three
different filters (red, green and blue) to produce color pictures. The
representation of the light spectrum using only three values allows
for the fast acquisition of a two-dimensional color image. These
systems are inexpensive and can provide images with large spatial
resolution. Unfortunately, the representations of a light spectrum
by three components lead to the loss of some spectral information.
The systems allowing the acquisition of the two-dimensional
spectral distribution are called spectral imaging systems. The com-
mon characteristic of such systems is the number of individual
spectral bands which sample the electromagnetic spectrum. Every
spectral band is defined by its shape and its bandwidth. The sam-
pled spectrum determinates a color-vector. The number of spectral
bands defines the number of dimensions of the color-vector. Each
pixel of the two-dimensional acquired image consists of a color-
vector. When the spectral bands have narrow bandwidth, the three
dimensional array of obtained values (datacube) [9, 10] is called a
hyperspectral image.
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The acquisition of a hyperspectral image is very useful, since a
small variation in the light spectrum can be detected [9–54]. How-
ever, the number of channels in hyperspectral image measurement
(i.e. the dimension of the color-vector) would be large. For example,
to measure the light spectrum between 400 nm and 700 nm with a
sampling step of 1 nm, 301 values are obtained for one pixel, and
the number of values is still large even for higher sampling steps,
e.g. 61 values for 5 nm. For two-dimensional images the num-
ber of acquired values becomes huge. Furthermore, hyperspectral
imaging systems are usually time consuming and expensive, and
therefore for many applications, such devices are not suitable. To
overcome these disadvantages, researchers have developed multi-
spectral imaging systems [11, 12]. Multispectral systems usually
use spectral broadbands, with fewer values than hyperspectral sys-
tems [10]. This makes it possible to decrease the number of ac-
quired values but it affects the measurement accuracy.
The aim of this study was to measure multispectral images di-
rectly in compressed form, where the spectral data are represented
by a small number of values. The multispectral imaging system
presented here makes it possible to measure smooth reflectance
spectra in compressed form. The system was first briefly described
in Laser Focus World journal of December 2010 [55]. The ability
of the system to acquire spectral images with high precision was
shown by measuring the color-vector of four metameric blue colors
which are barely distinguishable by conventional trichromatic color
systems under daylight. The advantage of the proposed system is
its rapidity in acquiring an accurate two-dimensional representa-
tion of a color spectra (light transmission or reflection spectra). The
reflectance spectrum of an object can be recovered from its com-
pressed measured data. Three samples from the Munsell book (red,
yellow, and blue) and a white standard sample were measured and
their reflectance spectrum was recovered with an error of less than
three percent.
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This dissertation contains six chapters. The second chapter is
devoted to the interaction of the light with a medium. The spec-
tral properties of the reflected or transmitted light from or through
a medium are described in this chapter. Different imaging sys-
tems, such as trichromatic systems and spectral imaging systems,
are presented in chapter three. In this chapter, the properties of and
differences between these systems are discussed. The main work of
the PhD study is presented in chapter four. In this chapter, the
development of the multispectral system with LEDs and photode-
tector matrix is described. Different methods of object illumination,
sequential or simultaneous illumination, are discussed in this chap-
ter. The features of the system are described in chapter five. The
reflectance spectra of the Munsell color chips were measured in
compressed form. The recovery of their reflectance spectra from the
compressed data and the measurement process are discussed in this
chapter. In chapter six, the ability of the system to acquire spectral
images in compressed form with high accuracy is presented. The
measurement process and the results of reflectance spectra of the
blue metameric samples in compressed form are presented in this
chapter. The chapter also, presents, the distinguishing of the blue
metameric samples from the reflectance spectra measured by dif-
ferent multispectral imaging systems based on the same approach.
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matter
When an object is illuminated, interactions occur between the radi-
ation from the light source and the illuminated object. Depending
on the properties and characteristics of the object, a part of the in-
cident radiation is reflected, another is absorbed, and another is
transmitted [56, 57]. The ratio of the amount of radiation (i.e. light
intensity) reflected by a material over the amount of incident ra-
diation varies with the wavelength of light radiation. When this
ratio is plotted as a function of the wavelength, the obtained curve
is called the reflectance spectrum [56] or the spectral signature of
the material. Each material has its own signature [32]. This im-
portant property of material makes it possible to identify various
materials. The reflected light from and transmitted light through a
material are related to both light interaction with the material’s sur-
face and light interactions inside the material. In this chapter, these
two types of interactions are described to understand the spectral
properties of the reflected and transmitted lights.
2.1 RADIATION INTERACTIONS AT MATERIAL’S SURFACE
When electromagnetic radiation reaches the surface of an object, a
part of the radiation is reflected by the surface, while another is
refracted at the surface [58, 59].
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Figure 2.1: Interaction of light with a material
Figure 2.1 shows the interaction of electromagnetic radiation
with a material. When the light passes through a medium, the part
of the radiation which is refracted can be absorbed or scattered by
different particles of the medium [60–62]. Some part of the scat-
tered light can be reflected back to the surface of the material and
added itself to the light reflected by the surface. The portions of
reflected, absorbed and transmitted energies depend on the illumi-
nated material [63, 64]. The ratios are expressed by the reflection,
absorption and transmission coefficients [56], respectively. These
coefficients characterize the material [65].
Based upon the principle of conservation of energy [65], the
energy I(λ) of the incident light must be equal to the sum of the
reflected R(λ) absorbed A(λ) and transmitted T(λ) energies.
I(λ) = R(λ) + A(λ) + T(λ) (2.1)
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2.1.1 Surface reflection
Electromagnetic radiation can be reflected by a surface in many
ways [66–68]. The type of reflection which occurs at the surface of
a material depends on the material’s surface [68]. These different
types of reflection are illustrated in figure 2.2.
Figure 2.2: Different surface reflections: a) specular reflection, b) diffuse reflection c)
directed diffuse reflection , d) prismatic reflection
The specular reflection, shown in figure 2.2 (a), occurs when
the surface variations is smaller than the wavelength of the incident
radiation [58]. The reflection is specular when the incident radia-
tion is reflected in one direction by the surface [56, 66]. The angle
of the reflected radiation θr is symmetrical to that of the incident
radiation θi at the surface compared to normal [56, 58, 59, 69].
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Reflection can be also partially diffuse [70] (figure 2.2 (c)) or
completely diffuse (figure 2.2 (b)). The light reaching a surface is
diffused if the size of the asperities of the surface is greater than or
the same value as the wavelength of the radiation incident on the
surface [58]. In this case, the radiation incident on the surface is
reflected in several directions [58, 66]. These directions are inside a
luminous cone. The angle of the luminous cone is the angle formed
by the direction of maximum intensity (Imax) of the reflected light
and the direction of the light of intensity value equal to Imax/2 as
shown in figure 2.3.
Figure 2.3: Schematic of the diffuse reflections which appear at the material surface
The value δ of this angle depends on how light interacts with
every small variation of surface condition of the illuminated ob-
ject. When δ = 0, the reflection is specular, since all the light is
reflected in one direction. When δ > 60, the reflection is considered
completely diffuse [71] and the light is scattered uniformly in all
directions [56]. The radiance of the reflected light is approximated
by Lambert’s law
Ld = LAcos(θi) (2.2)
where Ld is the diffusely reflected light, A is the illuminated sur-
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face area and θi is the incident angle of the beam on the surface.
Surfaces such as the matt white surfaces, which reflect the incident
radiation homogeneously in all directions, are called Lambertian
surfaces [65].
There is another particular type of surface reflection. This is the
complex prismatic reflection. This reflection is a reflection of light
in all directions with random intensities as shown in figure 2.2 (d).
2.1.2 Refraction
The phenomenon of refraction corresponds to a deviation of the
refracted beam from the beam of the incident radiation when the
radiation passes from one medium to another [58, 68].
Figure 2.4: Refraction at the surface of a material
Figure 2.4 illustrates the phenomenon of refraction at the in-
terface between air and a material. The refraction occurs at the
interface between two media of different refractive index. The de-
viation of the beam depends on two factors: the angle of incidence
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and refractive indices of the two media. If the refractive indices of
the two media are identical, then the light will be refracted into the
medium without being deviated. The angle of the refracted beam
to the normal to the surface follows the law of Snell-Descartes [58]
that connects the refractive indices ni and nt of the two media with
incident θi and refractive θt angles of the light [58, 59, 61, 68, 69].
ni sin(θi) = nt sin(θt) (2.3)
2.2 TRANSMITTANCE AND REFLECTANCE OF A MATERIAL
The transmittance and reflectance of a material are independent on
the incident light. They characterize the material. They represent
the portion of energies of the incident light which will be reflected
or transmitted by the material. The reflected or transmitted lights
from the material are the results of the interaction of the light with
the material’s surface and the interaction of the light inside the ma-
terial.
2.2.1 Transmittance
The transmittance [56] is the proportion of the energy of the in-
cident light which can be measured at the output of the material
relative to the energy of the light reaching the material. The spec-
tral transmittance is plotted as a function of wavelength [56]. The
amount of the energy transmitted through the material depends
on the absorption [57], the scattering of light in the material and
the portion of the incident radiation reflected from material’s sur-
face [63].
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Figure 2.5: Interaction of light with a material
The process of light transmission through a material is schema-
tically shown in figure 2.5. The amount of the transmitted electro-
magnetic radiation [63] is described by
It = (I0 − Ir)e−(τ+α)x (2.4)
where τ is the scattering coefficient of the medium, α the absorp-
tion coefficient of the medium, I0 the intensity of the incident elec-
tromagnetic wave at the surface and Ir is the intensity of the elec-
tromagnetic wave reflected by the surface. The transmittance T is
defined as the ratio of the intensity of the transmitted radiation over
the intensity of the incident radiation.
T =
It
I0
(2.5)
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2.2.2 Reflectance
Reflectance is the ratio of the intensity of the incident radiation
over the intensity of the radiation reflected by the material [56]. It
depends on the surface variations of the material and the scattering
centers inside the material.
Figure 2.6: Volume reflection
Figure 2.6 shows the light reflected by the material due to the
scattering of the incident radiation by the particles inside the mate-
rial. This reflection, called volume reflection, is added to the reflec-
tion from the surface roughness of the material to give the reflected
light from the surface
Ir = RsI0 + RbIt (2.6)
where, I0 is the intensity of the incident radiation, It is the refracted
radiation intensity, RS is the proportion of incident radiation re-
flected by the surface of the material and Rb is the proportion of
refracted radiation which is reflected by the particles outside the
material.
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As the diffused reflections are selective distributions with the
wavelength, the volume reflection is selective. Therefore, the re-
flection of the light from the surface depends on the wavelength of
the incident radiation. The reflectance of a material is therefore a
function of the wavelength of the incident radiation.
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3 Different imaging systems
Most information in human lives is provided by eye. The eye is a
vision system which provide human with information about size,
shape, distance and other properties of objects in our environment.
Eye was the first imaging system available for human. Later, other
imaging systems were developed in order to provide more infor-
mation. Different imaging systems based on a trichromatic or a
hyperspectral representation are described in this chapter. In this
chapter the advantages and disadvantages of the existing imaging
systems are discussed.
3.1 TRICHROMATIC IMAGING SYSTEMS
Traditional imaging system is trichromatic, i.e. reflection spectra
of light are specified using three parameters. Trichromatic imaging
systems are based on the human’s eye and its behavior. Few trichro-
matic imaging systems and their advantages and disadvantages are
described in this section.
3.1.1 Human eye
The eye [72] is the organ that allows humans to capture light in
order to analyze it. Its function is to detect and convert the elec-
tromagnetic waves into an electric current which is transmitted to
the brain. The image of the observed scene is projected at the back
of the eye [73]. The photoreceptor situated at the back of the eye
convert the received light in electric current. A cross section of the
eye is shown in figure 3.1.
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Figure 3.1: Schematic cross section of the human eye
This cross section shows that the light goes through a thin and
transparent membrane: the conjunctiva which covers the front of
the eye. Then the light goes through other optical components be-
fore reaching the retina [74]. These components are the cornea,
aqueous humor, the pupil which is the central part of the iris, lens
and vitreous humor.
The cornea [75]:
The eye is protected by a rigid diaphragm: the sclera, which is the
envelope of the eye. The cornea is the continuation of the sclera.
It consists of a transparent membrane composed of several layers
through which light travels to the inner part of the eye.
The aqueous humor [75]:
The aqueous humor is a clear liquid that is renewed continuously.
It keeps the cornea wet. The aqueous humor with the vitreous hu-
mor, maintain the shape of the eyeball.
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The iris [75]:
The iris is a diaphragm pierced at its center by a hole called the
pupil. The iris amounts of light coming in the eye.
The lens [75]:
The lens is soft and is deformed under the action of the ciliary mus-
cle. For distant vision, light beams come almost parallel to the sur-
face of the eye. In order for these beams to converge on the retina,
the lens becomes slim and elongated. However, when objects are
closer than 6 mm, the lens becomes thicker giving a surface more
curved so that the objects images are formed on the retina.
The choroid [75]:
The choroid is a vascular layer of black lining the eyeball. This is a
layer between the sclera and the retina that provides the nutrition
of the iris and retina. It contains many dark pigments that make
the interior of the eye visible the pupil is black. The continuity of
the choroids is the ciliary body and iris.
The retina [75]:
The retina is a membrane which is in the back of the eye. It trans-
forms light into electrical signals which are sent through the optical
nerve to the brain.
The optical nerve [75]:
The optical nerve contains about a million fibers. It transmits the
image formed on the retina to the brain.
The retina of the human eye possesses about 130 million cells
sensitive to light: the photoreceptors. There are two types of pho-
toreceptors [74–76]: rods, which number 125 million and cones,
which number 5 million [73]. These two types of photoreceptors
transmit light information to processing cells. They allow the brain
to interpret the image formed on the retina. The rods are photore-
ceptors which are highly sensitive to light. They allow us to see
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in low light conditions. The cones are densest at the fovea. They
provide color vision. There are three kinds of cone-photoreceptors.
Each type of cone contains a different selective photochemical sub-
stance (pigments). One of them absorbs light more strongly in the
red region of the visible light spectrum, another in the green part of
the spectrum and the third absorbs light more strongly in the blue
region [1, 74, 77, 78]. The spectral distribution of the photochemi-
cal excitation for the three different types of cone-photoreceptors is
shown in figure 3.2.
Figure 3.2: Spectral distribution of relative sensitivity for the three different kinds of cone-
photoreceptors s(λ) (blue dot-dashed line), m(λ) (green line), l(λ) (orange dashed line)
The spectral distributions of relative sensitivity are called s(λ)
for the cone-photoreceptor which presents strong light-absorption
peak in the blue region of the visible light spectrum, and m(λ)
and l(λ) for the cone-photoreceptors which present strong light-
absorption peak in the green and red part of the visible light spec-
trum respectively.
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The luminous flux of incident light (i.e. light reaching the eye) is
integrated by the different cone-receptors. [1]. The results of these
integrations are denominated S, M, L⎧⎪⎪⎨
⎪⎪⎩
S =
∫
λ E(λ)s(λ)dλ
M =
∫
λ E(λ)m(λ)dλ
L =
∫
λ E(λ)l(λ)dλ,
(3.1)
where, E(λ) is the spectral distribution of radiation coming into
the eye, s(λ), m(λ) and l(λ) are the spectra of the sensitivity of the
three different cone-receptors. For a spectral radiation illuminating
the eye, the three obtained values (S, M, L) go to the brain. These
three values correspond to the integration of the light by the three
cones.
When light is absorbed in a photoreceptor in the retina, the
molecules of the photosensitive pigment (photochemical substance
molecules) are excited, and, as a result, a change in electrical po-
tential is produced. The signals provided by the photoreceptors are
encoded in the retina for transmission to brain. A possible encoding
of signal is shown in figure 3.3.
Figure 3.3: Encoding of the signals from the photoreceptors for the signal transmission to
the brain
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This encoding is carried out by a network of interconnected cells
(neurons) to different cones [74]. Three layers of cells perform the
encoding of the signals and the encoded signal is sent to the brain
via the optical nerve. The signals from the four types of photore-
ceptors (the rod and the three different types of cone) are encoded
in three signals denominated S1, S2 and S3⎧⎪⎪⎨
⎪⎪⎩
S1 = 2L + M + S20 + χ
S2 = L−M
S3 = 2S− (L + M),
(3.2)
where χ is the potential change of the rod, L, M and S are the po-
tential changes of the cones photosensitive to the red, green or blue
parts of the visible light spectrum, respectively.
The method of color evaluation is not based on the spectral
sensitivity of the three types of cones as would be expected, be-
cause they are not known with sufficient precision. The basis cho-
sen is the three-color matching or trichromatic matching functions
[79]. The trichromatic matching functions are determined by ma-
tching two colors: one resulting from a monochromatic light and
the other resulting of an additive mixture of light intensities (sti-
muli) of monochromatic red light (700 nm), green light (546.1 nm)
and blue light (435.8 nm). The amounts of red (intensity of the
monochromatic red light), green and blue light intensities are ad-
justed until that their mixture matches with the color of the mono-
chromatic light used as a test. The amounts of the three matching
stimuli are known as tristimulus values. They characterize the light
spectrum by a color vector of three components which are the tri-
stimulus values. The units of the amounts of the matching stimuli
are such that the mixture of the equal amount of them is equiva-
lent to the white light. The curves which represent the amounts
of red, green and blue light intensities needed to match a constant
amount of power per small constant-width wavelength interval at
each wavelength of the spectrum are called color-matching func-
tions [79]. These functions are shown in figure 3.4.
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Figure 3.4: : Trichromatic matching functions, r(λ) (red dached line), g(λ) (green line),
b(λ) (blue dot-dashed line)
The r(λ) curve shows the amount of red light intensity needed
for a match to be made for each wavelength of the spectrum, g(λ)
and b(λ) curves similarly show the amounts of green and blue light
intensities, respectively. As can be seen, the r(λ) curve is highly
positive in the orange region of the visible light spectrum and nega-
tive in the blue-green region, whereas it is positive in the blue-violet
region. The g(λ) curve is highly positive in the green region. The
b(λ) curve is highly positive in the blue region.
3.1.2 Analog camera
Analog cameras capture an object’s image on a film. The camera
consists of an objective to focus the image on the film at the back of
the camera [80] as shown in the figure 3.5, and a film.
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Figure 3.5: Schematic of an analog camera
The light reflected or emitted by an object reaching the front lens
of the camera, goes through the objective of the camera (consisting
of several lenses) and illuminates the film situated at the back of
the camera. The film, on which the image is inscribed, consists of
several layers [81]: three filtering layers and three sensitive layers
called emulators, as shown in figure 3.6.
Figure 3.6: Typical color film structure
When the emulator is exposed to the light, some photons are
absorbed by the emulator [82]. For each photon absorbed by the
emulator, an electron-hole pair is formed. The probability of ab-
sorbing the photon and creating an electron-hole pair is defined by
the sensitivity of the emulator.
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The silver ion captures the electron created by the photon and
thus becomes an atom. The reduction of silver ions is proportional
to the intensity of light illuminating the plate. The proportionality
ratio between the intensity of monochromatic light and the amount
of reduced silver ions depends on the wavelength of the monochro-
matic light reaching the film and the probability of absorption of
the photon by the emulator.
To obtain a color image of the object, the three emulators have
different spectral sensitivities as shown in figure 3.7.
Figure 3.7: Sensitivities SM(λ) (magneta dot-dashed line), SY(λ) (dark yellow line) and
SCy(λ) (cyan dashed line) of the emulators of a color Fujifilm film
One emulator is more sensitive to the light from the blue region
of the visible light spectrum, another to the yellow region and the
third to the red region. As shown in figure 3.6, the light which illu-
minates the film reaches first the layer sensitive to the wavelengths
of the blue region. Then the light goes through the yellow filter
which eliminates the light of wavelengths corresponding to blue.
The filtered light illuminates the sensitive layer at wavelengths of
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the green region. Then it goes through a filter which eliminates the
green wavelengths. Only the light of wavelengths corresponding to
the red region is transmitted by the filter to the last emulator.
This process of capture of the image of the scene on the emul-
sions provides the same result than when the image of the scene
is projected onto three vectors corresponding to the spectral sensi-
tivity of the three emulators SM(λ), SY(λ) and SCy(λ) respectively.
Thus each part of the scene is characterized by three values (M, Y
and C) obtained from the projection such as:⎧⎪⎪⎨
⎪⎪⎩
M =
∫
λ C(λ)SM(λ)dλ
Y =
∫
λ C(λ)SY(λ)dλ
C =
∫
λ C(λ)SCy(λ)dλ,
(3.3)
where C(λ) is the spectrum of the light reaching the camera ma-
trix and SM(λ), SY(λ) and SCy(λ) are the spectral sensitivity of the
emulator. It is evident that these three values (M, Y and C) corre-
spond to the values of the reduction of silver ions in each emulsion
layer.
The recovery of the color image is done through a coupler (co-
lorant) which is associated with crystals of silver bromide emulsion
of each layer. The couplers during processing of color developer
generate colors: yellow, magenta and cyan which show the amount
of reduced silver ions in each emulator. The color of the scene
is recovered following the principle of subtractive synthesis [72]
which is shown in figure 3.8.
Figure 3.8: Subtractive synthesis
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This operation consists in combining the effect of absorption of
several colored filters (here the colored filters are the emulators with
their coloring substances) to get a new color. The color will result
from the sum total of the amounts of cyan, yellow and magenta co-
loring substances generated. As can be seen an identical amount of
yellow and cyan gives a green color. Similarly, an equal amount of
magenta and yellow gives an orange color. By varying the different
amount of yellow, magenta and cyan, any color can be represented.
3.1.3 Digital trichromatic camera (Red Green Blue or Cyan Ma-
genta Yellow)
In digital cameras, the image of the scene is projected on a matrix
of photodetectors as shown in figure 3.9.
Figure 3.9: Schematic of trichromatic digital camera
Via the photodetector matrix, the image data characterizing the
object is stored in flash memory. The camera consists of an ob-
jective, lenses and filters. The objective focuses the image on the
photodetector matrix. The photodetector matrix is usually covered
with a matrix of color filter and micro-lenses to filter and focus the
light on the photodetectors. The best known color filter matrix for
trichromatic digital camera is the Bayer filter mask.
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Figure 3.10: Bayer filter mask
This Bayers mask [83] consists of three filters of different band-
widths and different central wavelengths. These filters are arranged
in the mask as shown in figure 3.10 such that a square of four pi-
xels contains a red filter, a blue filter and two green filters. The light
from each part of the scene is filtered through the four filters. The
spectral transmittances of these filters are shown in figure 3.11.
Figure 3.11: spectral sensitivity of a canon camera sensor Sr(λ) (red dashed line), Sg(λ)
(green line), Sb(λ) (blue dot-dashed line)
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As can be seen, one filter transmits more strongly the light in
the blue region of the visible light spectrum whereas another trans-
mitted light more strongly in the green region and the third one
transmitted light more strongly in the red region. This different
spectral transmittance of these filters are denominated Sr(λ) for the
red filter, Sg(λ) for the green filter and Sb(λ) for the blue filter so
as to be easily distinguishable.
After filtering, the light is integrated by photodetectors situated
behind the red, green or blue filters. The photocurrents resulting
from the integration of filtered light over the wavelength provide
the values R, G and B for the light filtered with the red, green and
blue filters respectively. This process can be described by the pro-
jection of the image of the scene onto three vectors corresponding
to the spectral transmission of the three filters.⎧⎪⎪⎨
⎪⎪⎩
R =
∫
λ C(λ)Sr(λ)dλ
G =
∫
λ C(λ)Sg(λ)dλ
B =
∫
λ C(λ)Sb(λ)dλ,
(3.4)
The light spectrum of part of the scene is characterized by a color
vector consisting of three values: R, G and B. The colored image of
each part of the scene is recovered by a combination of the obtained
values R, G and B.
3.1.4 Problem of trichromatic systems
The term metameric color is often used to describe the appearance
of two surfaces which have different reflectance spectra, but appear
identical to the eye under an illuminant [1, 84, 85]. Any light spec-
trum is characterized by the eye by only three parameters (S, M,
L) as demonstrated in the section 3.1.1. However, several different
spectra can be represented by the same triplet (S, M, L) or (R, G,
B) [1].
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Figure 3.12: Reflectance spectrum of two blue metameric color surfaces A and B plotted in
black continuous line and green dot line respectively
Figure 3.12 shows the reflectance spectrum of two object sur-
faces which are not distinguishable by the human eye under day
light. Although the reflectance spectra shown in figure 3.12 are
different, when these objects are illuminated under daylight, the
eye photoreceptors provide the same triplet (L, M and S) for both
observed surfaces. (which are S = 5.12, M = 15.07 and L = 46.9).
These three values (S, M and L), which are encoded and transmit-
ted to the brain, are used to represent the reflectance spectra of
the two surfaces. Since the triplet (S, M, L) is the same in both
observed surfaces (A and B), these surfaces are seen identical un-
der daylight illumination. The colors of its two surfaces are called
metameric [6, 86] since the reflectance spectra of their two surfaces
are different.
As previously, digital or analog trichromatic cameras also cha-
racterize the reflectance spectrum by a color vector consisting of
three values. However, these three values can be different from
the three values (S, M, L) obtained by the photoreceptors of the
eye [85]. An example of surfaces having the same triplet (S, M, L),
but having a different (R, G, B) triplet are shown in figure 3.13.
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Figure 3.13: The reflectance spectra of an observed surface A (black continuous line), of
an observed surface B (green line with dots) and an observed surface D (orange line with
plus sings)
Figure 3.13 shows the reflectance spectrum of the surface of a
sample B and reflectance spectrum of the sample D which are cha-
racterized by the same color vector as the reflectance spectrum of
the sample A on the basis of eye representation (s(λ), m(λ), l(λ))
or on the basis of the canon camera representation (Sr(λ), Sg(λ),
Sb(λ)) respectively. The spectra represented by a line of orange
plus signs and the black continuous line have the same triplet (R G
B) (R = 22.13, G = 5.37 and B = 55.57). The spectra represented by
the line of green dots and the black continuous line have the same
triplet (S, M, L) (S = 5.12, M = 15.07 and L = 46.9). However, the
spectrum represented by a line of orange plus signs does not have
the same triplet (S, M, L) than the one represented by the black
continuous line or the one represented by the line of green dots.
The triplet for the orange curve is (S = 517.44, M = 17.26 and L =
46.41). Therefore, two samples which can be characterized by the
same (R, G, B) triplet can be seen of different color under the same
illumination for the human eye.
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Furthermore, the spectrum described by the green line does not
have the same (R, G, B) triplet as the spectrum described by the
black line. With a standard canon camera it is possible to distin-
guish reflectance spectra which cannot be distinguished by the eye.
In the same way, as the spectral sensitivity of the eye is different
from one person to another, the colors which are the same for one
person are perceived different by another. Also the spectral distri-
butions of the transmittances of the filters of the digital camera vary
from one camera to another. In the same way as explained above,
two samples of different reflectance spectrum under the same illu-
mination can be characterized by the same triplet by one camera
and by different (R, G, B) triplet by another camera.
A system that represents the reflectance spectrum of a surface
more accurately reduces the number of metameric colors and thus
increases the probability that the colors represented by the sys-
tem are seen as the same by everybody, and under any illumina-
tion [85, 87]. The characterization of the reflectance spectrum by a
greater number of parameters than three, decreases the number of
metameric colors [88]. An example is shown in figure 3.14.
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Figure 3.14: Reflectance spectra of the observed object is shown in solid black lines, and
the reflectance spectrum recovered from three values, five values and seven values are
represented by dashed green, dot blue and red continuous lines, respectively.
Figure 3.14 shows the reconstruction of the reflectance spectra
of a white sample when it is characterized by three, five or seven
parameters. It can be seen that the reflectance spectrum is better
recovered when it is characterized by more than three parameters.
The number of metameric colors can be reduced by increasing the
number of parameters characterizing the spectrum.
3.2 HYPERSPECTRAL IMAGING SYSTEMS
Metameric colors (metamers) can be a disadvantage in several a-
reas. For example in the automobile: the color of parts of the vehi-
cle may look different under some illumination whereas they were
intended to be identical. In medicine, typically a disease causes
changes in the reflectance spectrum of the diseased cell such as
skin cells or the retina cells [11–35, 54]. If these spectrum varia-
tions are small, they do not change the values of the trichromatic
camera or the human eye. Thus, the appearance of the diseased cell
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and that of the healthy cell is the same when trichromatic systems
are used. To resolve problems due to metameric colors, images of
scenes are captured with hyperspectral or multispectral systems.
Hyperspectral or multispectral imaging systems stoke images in
spectral form. These systems measure the reflected light at each
wavelength [10, 42]. This image forms a three dimensional array of
data (datacube) [9, 10]. These systems provide the spectrum of re-
flected light for each pixel in the image of the object. The difference
between a hyperspectral imaging and multispectral imaging sys-
tem is the number of sampling of electromagnetic spectrum [10].
The spectral image can be acquired by different way. Few different
spectral imaging system are described in this section.
3.2.1 Point-scanning imaging system
A Point-scanning spectral imaging system records the spectrum of
light reflected by the scene point by point [14, 15, 30, 34, 51, 89]. The
recording of spectra of all image requires a scanning of the object
by the system.
Figure 3.15: Schematic of Point-scanning spectral imaging system
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This system is shown schematically in figure 3.15. It consists
of a white light source (light source D65 is most often used) whose
emission spectrum is known, lenses, mirrors, collimators, a slit, a
device of light diffraction and a focal-plane array of photodetectors
such as a CCD array. The beams coming out of the slit are collected
by a mirror which reflects and collimates them to a diffraction de-
vice. Each beam reaching the diffraction grating or prism with the
same angle of incidence is diffracted at an angle depending on the
wavelength of the incident light [36]
θt = arcsin(n sin(α− arcsin( 1n sin(θi)))) (3.5)
where α is the angle of the top of the prism, θi is the angle of inci-
dence of collimated beams, θt is the angle of the diffracted beams
and n is the refractive index of the prism.
For the diffracting grating, the diffracted angle depending on
the wavelength is determined by the Bragg condition for the grating
mλ = d(sin(θm(λ))− sin(θi(λ))) (3.6)
where m is the diffracted order, λ is the wavelength of the incident
light, d is the period of the grating, θi is the angle of incidence of
collimated beams and θm is the angle of the diffracted beams. The
angle of separation of each optical frequency is controlled by the
periodicity of the grating.
The second mirror placed after the lens collects the diffracted beams
and focuses them on a focal-plane array. The system records only
the spectrum of a single point at a time. To record the spectrum of
all scene, the object must be scanned by the system.
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3.2.2 Line-scanning imaging system
These imaging systems record the reflectance spectrum of an object
by line, which means several points in one line are recorded simul-
taneously [32, 36–38, 40–42, 44, 52]. These systems are composed of
a white light source, lens, a prism-grating-prism device and a lens
to focus.
Figure 3.16: Schematic of a linear spectral imaging system
The Line-scanning imaging system is shown schematically in
figure 3.16. The object is illuminated uniformly by a white light
source. The light reflected by the object is selected by an entrance
slit. It is then diffracted by the Prism-Grating-Prism (PGP). The
diffracted beams corresponding to the spectrum of one point in
the scene are recorded on the column pixels of the matrix detector.
Each column of the matrix represents the spectrum of light reflected
by an object point. Using a CCD array, only the spectra of several
points in a single line can be recorded simultaneously. The object
must be scanned to obtain a spectral image of the entire object. In
compare with the previous system, the object needs to be scanned
in only one direction.
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3.2.3 Focal-plane scanning imaging system
These systems record all points of the scene simultaneously [1, 10,
12, 18, 25, 35, 49–51,53, 90, 91].
Figure 3.17: Schematic of a spectral imaging system focal plane
The schematic of the Focal-plane scanning imaging system is
shown in figure 3.17. This system consists of a uniform white light
source, an objective, filters and an array of photodetectors in focal-
plane. The white light illuminates the object. The light reflected by
the object is collected by the objective and then it is filtered. The
transmittance of the filter has a maximum for a wavelength corre-
sponding to the sampling wavelength [1, 24, 49, 53, 90, 91]. The fil-
tered light is then focused on the photodetector array. Each pixel of
the matrix records the intensity of light reflected by different points
of the scene. After the intensity recording, the filter is changed
and another image of the scene is recorded. Each recorded image
corresponds to a different filters.
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3.2.4 Spectral imaging system with micro lenses
The spectral imaging system with micro lenses acquires the re-
flectance spectrum of each point at the same time [19, 24, 35, 92].
A schematic of such a system is presented in figure 3.18.
Figure 3.18: Schematic of a multispectral imaging system with micro lenses array
The light reflected by one point of the object is captured by a mo-
saic filter of different central wavelengths of the transmitted light.
The light transmitted by the filter is captured by a microlens which
directs the light to a pixel of the sensor matrix.
To each point of the scene, corresponds a set of mosaic filters
and a set of micro lenses. The sensor matrix of the camera is di-
vided in pixel clusters in which are the spectral data of one point
of the object. To record a multispectral image, the spatial resolution
of the camera should be large, but the spatial resolution of the mul-
tispectral image obtained is lower than the spatial resolution of the
camera.
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Different imaging systems
This chapter presented some different multispectral imaging
systems, but many others exist [20, 21, 93]. The multispectral ima-
ge allows one to differentiate objects of different reflectance spectra
more precisely than the common imaging system. However, the
existing systems require a high capacity of data storage and the
response time is too long to be used in real time. Some systems,
such as the system using an array of micro lenses, can carry out
this challenging task. However, such a system requires a high spa-
tial resolution of the camera which increases the cost of the system.
Generally speaking, the existing systems are expensive and com-
plex and do not allow one to acquire multispectral images in real
time and at low cost.
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4 LED-based multispectral
imaging system
The chapter three presented some different multispectral imaging
systems, but many others exist [20, 21, 93]. The multispectral image
allows one to differentiate objects of different reflectance spectra
more precisely than the common imaging system. The acquisition
of hyperspectral images by existing systems requires the acquisi-
tion of a large amount of data [36]. The amount of data increases
with the spectral resolution. Furthermore, the response of these
systems is not fast enough to use them for the diagnosis of dis-
eases, for the quality control directly on the production line, or for
the study of the functionality of cells in real time. Some systems,
such as the system using an array of micro lenses, can carry out
this challenging task. However, such a system requires a high spa-
tial resolution of the camera which increases the cost of the system.
Generally speaking, the existing systems are expensive and com-
plex and do not allow one to acquire multispectral images in real
time and at low cost. One way to decrease the response time of
the acquisition system and reduce the amount of acquired data is
to acquire a two-dimensional distribution of reflectance spectra di-
rectly in a compressed form. Thus the number of acquired data
is reduced, which allows for the decreasing of the response time
of the system. In the first part of this chapter, a new method for
the acquisition of the multispectral images is proposed. The second
part of this chapter describes multispectral imaging systems using
this proposed method and which were developed in the laboratory
optical sensor technology during these studies years.
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4.1 METHOD
A smooth reflectance spectrum of the object can be represented by
a linear combination of basis functions [88, 94–97]:
R(λ) =∑
i
(σiSi(λ)). (4.1)
The basis functions Si(λ) which are used by the system are mutu-
ally orthogonal [97]. Different methods can be used to determine
the basis functions, such as principal component analysis (PCA),
non-negative factorization (NMF) and non-negative tensor factori-
zation (NTF) [96–99]. The most commonly used method is that of
principal component analysis (PCA). This is a method of data ana-
lysis used to calculate the orthogonal eigenvectors (the eigenvectors
are the spectral basis functions) [100]. In the multispectral ima-
ging system presented in this dissertation, the basis functions used
are determined from the measurement of the reflectance spectra of
1,257 samples chips of the Munsell color book [101]. The measured
reflectance spectra are used as data for the PCA method [97]. The
first seven eigenvectors (spectral basis functions) calculated with
the PCA method are shown in figure 4.1.
40 Dissertations in Forestry and Natural Sciences No 71
LED-based multispectral imaging system
Figure 4.1: Seven mutually orthogonal spectral basis functions S1(λ) (violet line), S2(λ)
(dark-blue dashed line), S3(λ) (light-blue double dot-dashed line), S4(λ) (green dot line),
S5(λ) (khaki dot-dashed line), S6(λ) (orange line) and S7(λ) (red dot line) calculated
from measured set of 1,257 spectral reflectances of color chips from the Munsell book
Once these basis functions calculated, it has been shown that
4-8 of them are enough to recover the reflectance spectra of 1,257
samples of the Munsell Book [88,96,97,99,102,103]. Any reflectance
spectrum of the samples of Munsell book can be recovered with an
absolute difference between the original and the reconstructed spec-
tra lower than 0.0124 using only seven spectral functions [88, 97].
A reflectance spectrum can be characterized by seven parame-
ters which are the weighting coefficients of the various spectral ba-
sis functions. Thus, the amount of acquired data to acquire a single
spectrum can be reduced. For example, to acquire the reflectance
spectrum of only one point of an object over the visible region of
the electromagnetic range with a sampling step of 1 nm, 301 val-
ues must be acquired, while on the contrary when the reflectance
spectrum is measured directly in compressed form, only 7 values
Dissertations in Forestry and Natural Sciences No 71 41
Laure Fauch: Acquisition of Multispectral Color Images Using
Light-Emitting Diodes
characterizing the spectrum are acquired. When a two-dimensional
(2D) distribution of reflectance spectra must be acquired, measure-
ment in compressed form reduces significantly the amount of data
compared with the amount acquired without compression. For e-
xample, an image of 100 x 100 pixels requires 100 x 100 x 301 values
when the 2D distribution of the object is acquired without compres-
sion, whereas 100 x 100 x 7 acquired values are enough when the
2D distribution of the reflectance spectra is acquired in compressed
form.
Values representing the reflectance spectrum in compressed form
are the weighting coefficients, σi of the different spectral basis func-
tions. These coefficients are the results of the inner products of the
reflectance spectrum and the basis functions, since the basis func-
tions are mutually orthogonal:
σi =
∫
λ
Si(λ)R(λ)dλ (4.2)
4.2 OPTICAL IMPLEMENTATION
The objective is to measure directly a two-dimensional distribution
of reflectance spectra in compressed form. Therefore the weighting
coefficients should be measured directly by the imaging system I.
As known, the spectral intensity distribution of reflected light is the
result of the inner product of the spectral intensity distribution of
the light source illuminating the object and the reflectance spectrum
of the object [104]. The weighting coefficients can be measured di-
rectly by a photodetector operating in an integration regime if the
sample is illuminated by a light of spectral energy distribution pro-
portional to the spectral basis functions I [105]. However, the spec-
tral basis functions are mutually orthogonal and have both negative
and positive values. Therefore, it is not possible to illuminate the
object directly with a spectral energy distribution proportional to
the basis functions of both positive and negative values at the same
time. The weighting coefficient can be obtained by processing the
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difference between two values, σ(P)i and σ
(N)
i as shown in figure 4.2.
The first value is the result of an inner product of the reflectance
spectrum and the part of the basis function presenting only posi-
tive values. The second value is the result of the inner product of
the spectrum reflectance and the part of the function relating to the
negative values of the basis function.
Figure 4.2: Weighting coefficient as the result of the difference between σ(P)i and σ
(N)
i
The spectral energy distribution H(λ) of the light source is the
product of the irradiance spectrum E(λ) of the light source at the
sample with its exposure time t(λ):
H(λ) = E(λ)t(λ). (4.3)
When the light source consists of only one emitting source, it is
difficult to obtain different distributions of the sample exposure.
When the light source consists of several light-devices emitting in
narrow spectral bands such as light-emitting diodes (LEDs), the dif-
ferent spectral energy distribution can be produced.
The spectral energy distribution of the light source can be al-
tered by changing the optical power of the lights of different nar-
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row spectral bands or by changing the illumination times of these
lights. In this study the illumination times of lights of different nar-
row spectral bands were changed because it is easier to adjust the
appropriate illumination times than their optical powers. The ap-
propriate illumination time Δti,k of a set of spectral band lights was
calculated using the least squares method
Ti = (δTδ)−1δTSi, (4.4)
where Ti is the column vector of the calculated illumination time of
spectral band lights for the different implemented functions i, δ is
a K x N dimensional matrix, where K is the total number of sam-
pling wavelengths and N is the total number of spectral band lights
needed to implement the spectral function. Each column element of
this matrix represents the irradiation spectrum of the spectral band
light at the pixel location (x, y). Si is the eigenvector.
Figure 4.3: Implementation of the basis function by combination of narrow-band lights
The Bell curves (colored areas) in the figure 4.3 represent the
emission spectra of lights of different narrow spectral bands (LED
lights). The narrow spectral bands shown in negative values corre-
spond to the negative values of the calculated illumination times.
The coefficient σ(N)i can be obtained when the lights of those narrow
spectral bands illuminate the object.
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4.3 DIFFERENT LIGHT SOURCE DESIGNS
The implementation of the basis function can be processed by se-
quential illumination of the sample by the different spectral band
lights I or by simultaneous illumination of the sample by the diffe-
rent narrow spectral band lights II. The special light source able to
illuminate the sample with light whose spectral energy distribution
is proportional to the spectral basis functions should be developed.
This section presents the evolution of the development of such light
source.
4.3.1 Optical implementation of the basis functions using se-
quential illuminations
The sequential illumination of the sample by lights of different spec-
tral bands is done by means of optical tunable filter and a set of
light-emitting diodes (LEDs) of different emission spectra over the
visible light range.
The lights of different spectral bands illuminate the sample se-
quentially. A photodetector integrates the luminous flux reflected
by the object during the entire illumination process. The result of
the integration provides the coefficients, Γ(P)i or Γ
(N)
i , making it pos-
sible to obtain the weighting coefficient of the implemented basis
function.
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Figure 4.4: Schematic of a system containing a light source using an acousto-optic tunable
filter
The system firstly built in the laboratory optical sensor technolo-
gy is shown schematically in figure 4.4. The light source consists of
light-emitting diodes, a beam combiner and an optical filter which
transmits light whose central wavelength can be changed for each
illumination. The duration of the filtered light is regulated by a
controller. The light emitted from the LEDs is mixed and combined
in the beam combiner. The LEDs need to be positioned at an appro-
priate angle to the normal at the surface of the beam combiner so
that every beam is directed in the same direction. The light is then
filtered to obtain a light of the desired spectral band at the output
of the light source.
To implement the basis function, the combination of spectral
bands can be obtained by changing the filter. Filtering systems can
be a wheel consisting of different colored filters, a liquid crystal
tunable filter (LCTF) or an acousto-optical tunable filter (AOTF). In
the system built in the laboratory, the filtering operation is carried
out with an acousto-optical tunable filter (AOTF).
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Light source using an acousto-optical tunable filter
The acousto-optical tunable filter (AOTF) uses the effect of acousto-
optic diffraction and changes the wavelength of filtered light [106].
The acousto-optical tunable filter (AOTF) is based on the diffrac-
tion of light due to an acoustic wave travelling in the medium. An
acoustic wave forms a succession of compression and dilatation of
the medium. The alternating compression and dilatation creates a
periodic structure of different refractive indexes:
(x) = b + 1 cos(
2πx
Λ
) (4.5)
where (x) is the periodical modulation of the dielectric tensor, Λ
is the acoustic wavelength, and b and 1 are constants.
The acoustic wave travelling in the medium provokes a change
in the permittivity of the medium due to mechanical stress [107].
The optical wave passing through the medium is then diffracted by
the structure as shown in figure 4.5.
Figure 4.5: Schematic diagram of an AOTF
The beam is diffracted by the structure at an angle θ which de-
pends on the ratio of the wavelength λ of the incident light over the
period of the structure Λ formed by the acoustic wave [108]:
sin θ =
mλ
2Λ
(4.6)
where m is an integer representing the order of diffraction. By
changing the frequency of the acoustic wave ( fs = vsΛ ), the direc-
tion of the diffracted wave can be changed. Since the angle of the
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diffracted light depends on the wavelength of the diffracted wave,
lights of different wavelength are diffracted in different directions.
Therefore, by changing the acoustic frequency, the wavelength of
the light transmitted at the output of the system can be changed by
changing the acoustic frequency. A slit is there to reduce the band-
width of the filtered light.
The efficiency of the AOTF varies from 70 to 80 % [109]. The
spectral power densities of the lights of the light source are shown
in figure 4.6.
Figure 4.6: Measured spectral power densities of the lights emerging from the lens
As can be seen, the optical powers do not exceed 10 μW, and
the minimum optical power is about 0.04 μW.
The advantage of a multispectral imaging system using an AOTF
is that it is faster than a mechanical filter system or LCTF system.
The response time of this system is limited by the transit time of
the acoustic wave through the medium, which is usually 6 μs.
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The advantage of the presented multispectral system is that
the total amount of acquired data has been reduced, since the re-
flectance spectrum of an object is acquired in compressed form.
However, even though the response time of the system is faster by
using an optical filter tuned electronically, the acquisition time of
the datacube is still too slow to be used in real time.
The exposure time of the camera for each illumination by the
light of different spectral band also limits the response time of the
system. The efficiency of the camera is lower in the blue region of
the electromagnetic spectrum than in the red, as shown in figure
4.7.
Figure 4.7: Spectral dependence of the camera sensitivity
Using an AOTF, the illumination time of the lights of certain
spectral bands can be over 600 ms when an area of 10,000 pixels is
illuminated uniformly. This time is calculated assuming a sample
which reflects 100 % of the incident light, which is not the case in
reality. Therefore, in reality the illumination time should be longer
than this value. The acquisition time can be reduced by increasing
the optical power of the lights, since the spectral engergy distribu-
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tion of the light source is the result of the product of the spectral
irradiance of the light source and the illumination time. Simulta-
neous illumination of lights of different narrow spectral also can
diminish the acquisition time of the system.
4.3.2 Optical implementation of the basis functions using simul-
taneous illuminations
The acquisition time can be reduced by illuminating the object with
all lights simultaneously II. Unlike that in the previously described
systems, the coefficients Γ(P)i or Γ
(N)
i are obtained by only one illu-
mination corresponding to the positive part or negative part of the
basis function, respectively.
Light source using a diffractive element
The basis function can be implemented without sequential illumi-
nation by using a diffractive element such as a grating and a slit II.
Such a system is shown in figure 4.8.
Figure 4.8: Schematic of a multispectral imaging system containing a light source using a
grating
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The light source consists of a set of LEDs coupled to thin core
optical fibers, collimators, a diffraction grating, a slit, and a large
core optical fiber. The camera integrates the luminous flux reflected
by the object during the entire illumination process by all the lights.
Thus the value of the photocurrent obtained for each photodetec-
tor of the CMOS matrix makes it possible to determine the weigh-
ting coefficient of the implemented basis function. The LEDs are
coupled to an optical fiber of small core diameter (0.6 to 1 mm)
to reduce the optical losses in the light source system. The light
emerging from the fibers is then collected by collimators to illu-
minate a diffraction grating. The diffraction grating diffracts the
light emitted by the LEDs in the direction of a slit. The collima-
tors should be positioned at the appropriate angle to the normal
at the surface of the grating in order that the light of the LEDs is
diffracted in the same direction. The angles are defined by the law
of diffraction [110], which is described by equation (4.7)
m(λ) = d(sin(θd) + sin(θm(λ))) (4.7)
where λ is the wavelength of the light illuminating the grating, m is
the diffraction order of the grating, d is the number of grooves, θd is
the angle of diffracted light at the normal to the grating, and θm(λ)
is the incident angle of lights of wavelength λ. A representation of
the operation of a diffraction grating is shown in figure 4.9.
Figure 4.9: Operation of diffracting grating
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The angle θd is chosen so that the optical power of the diffracted
light of each LED is maximal. The optical power of the diffracted
light depends on this angle θd. The optical power of the diffracted
light of five lights is plotted as a function of the angle θd in figu-
re 4.10.
Figure 4.10: Grating efficiency as a function of the diffracted angle for illumination by
light of wavelength 420 nm (violet dot dashed line), 480 nm (blue dashed line), 520 nm
(khaki double dot-dashed line), 580 nm (orange line) and 680 nm (red dot line)
The maximum optical power of the diffracted light was found
when the angle θd was 45 degree for all illuminating LEDs of the
set. A grating with 2,500 grooves was chosen because this number
of grooves allows for the diffraction in the same direction for all
the light whose central wavelength is in the electromagnetic range
of the visible region. However, for this type of grating the incident
and the diffracted lights of central wavelength 580 nm travel along
the same axis. Therefore, the grating had to be slightly tilted to
diffract this light over the LEDs. The optical losses are increased
due to the tilting, but they are smaller than the losses which would
occur if the light were diffracted towards one or the other end of
the LED array.
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The slit, which is positioned on the diffracted axis, makes it pos-
sible to set the bandwidth of the diffracted lights. The bandwidth
of all these lights is then the same. The lens, situated after the slit,
makes it possible to focus the light into a fiber of large core (6 mm).
This fiber collects and mixes the light emerging from the slit to il-
luminate the object with spatial uniform distribution.
In this system, the basis functions are implemented by simulta-
neous illumination by lights of spectral bands corresponding to the
positive or negative parts of the basis function. By this means, the
response time of the multispectral imaging system is reduced. Fur-
thermore, the spectral optical power densities of the different lights
are higher than in systems with sequential illuminations. The spec-
tral optical power densities are shown in figure 4.11. As can be
seen, the optical powers of the lights are higher, which makes it
possible to lessen the duration of illuminations of each LED, and so
the response time of the system is reduced [105].
Figure 4.11: Spectral optical power density of a light source containing a grating
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However, the optical power is still not very high: it is between
0.7 μW and 8 μW. Most of the power losses occur in the collimation
of the lights and at the grating. Only 25% of the light striking the
grating is diffracted by the grating in the order 1 or -1.
Light source without filtering
The progress of technology in manufacture of light-emitting diodes
makes it possible to omit the grating and the collimators. Since
the LEDs have a spectral bandwidth which vary from 15 nm to 60
nm, the lights emitted by the different LEDs can be directly used to
illuminate the object. A schematic of the developed system using a
such light source is shown in figure 4.12.
Figure 4.12: Schematic of a multispectral imaging system containing a light source with-
out optical filters
The system III consists of a set of LEDs with lights of different
central wavelengths coupled to thin-core optical fibers of diameter
0.5 to 1 mm and a fiber of larger core diameter (6 mm). To col-
lect the maximum amount of light, the LEDs need to be polished
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in order to remove of as much as possible the transparent material
above the active zone. The emitted light collected into an optical
fiber which is glued just above the active zone. The light emerging
from these optical fibers is mixed in a thick-core optical fiber to
illuminate the object with light of spatial distribution as homoge-
neously as possible. The diameter of the core of this fiber must be
large enough to contain all the other fibers. The numerical aperture
of this fiber is higher than that of the other fibers in order to col-
lect all the light emerging from them and thus diminish the optical
losses inside the light source system. The spectral power densities
of lights of different spectral bands are shown in figure 4.13.
Figure 4.13: Spectral optical power distribution of the light source without filters
The optical powers of lights in a system without optical filters
are higher than the optical powers of the lights in a system using a
diffraction grating, varying from 0.5 to 8 mW. This makes it possi-
ble to reduce the illumination time of the LEDs, thereby reducing
the acquisition time of the datacube.
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In addition of the reduction of the amount of acquired data
to obtain a good accuracy of the acquired reflectance spectra, the
acquisition of the reflectance spectra directly in compressed form
makes it possible to reduce the acquisition time of the system.
During the measurement of the reflectance spectra directly in com-
pressed form, the energies of the photons emitting by all LEDs illu-
minating the sample with different central wavelengths are added
together during the exposition time of the camera to form the pixel
magnitudes. The noise level of the camera, which is added to the
result of the summation of the photon energies, is the same for
each captured frame, because the exposure time of the camera is
the same for each frame.
In the case of the acquisition of the reflectance spectra in non-
compressed form, a frame is captured for each LED illuminating the
sample at different central wavelengths. In this case, the pixel ma-
gnitude resulting of the photon-energies summation is lower than
in the case of the acquisition directly in compressed form. There-
fore, the ratio signal-to-noise is lower in the case of acquisition in
non-compressed form rather than the case of the acquisition di-
rectly in compressed form. Thus, during the acquisition in non-
compressed form, the illumination time of the LEDs and therefore
the exposure time of the camera. Consequently, the acquisition time
of the system is larger than during the acquisition of the reflectance
spectra directly in the compressed form in order to obtain the same
ratio signal-to-noise in both cases.
The use of developed system of such properties for pharmaceu-
tical application was demonstrated [111,112]. The distributions and
concentrations of riboflavin and lactose in tablet were directly mea-
sured by the system [113]. Furthermore, the porosity of tablet was
also usefully measured by the system [114].
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spectra
The reflectance spectra in compressed form of three different sam-
ples from the Munsell book and of a standard white sample (B96)
were measured III [115]. The red (5R7/8), yellow (5Y7/8) and blue
(5B7/8) samples were chosen, in order to observe in every part of
the electromagnetic spectrum of the visible region the ability of the
developed system to recover reflectance spectra from compressed
data obtained with the multispectral imaging system presented in
chapter four.
Munsell has classified the colors in the form of a tree, shown in
figure 5.1.
Figure 5.1: Munsell color system: Munsell tree
The central axis represents the variation in the value. The vari-
ation in saturation, called chroma by Munsell, is represented hori-
zontally and the hue is represented on a circle.
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The Munsell book contains 1,257 color chips. These chips are
denoted by the chroma (also called saturation), the value (referring
to the light or dark quality of the color), and the hue (the purest
form of a color), and one of the seven colors of the rainbow. For
example: 5Y7/8 means a hue of 5, the color of the sample is called
yellow, the chromatic is 7 and the value is 8. This chapter describes
the measurement of the reflectance spectra of the Munsell chips.
The results, discussion and analysis of the results are also presented
in this chapter.
5.1 REFLECTANCE SPECTRUM ACQUISITION
5.1.1 System calibration
In the proposed system III, the light source does not illuminate the
sample with a perfectly uniform spatial distribution. Each illumi-
nated pixel has different irradiance. The calculation of the illumina-
tion times of the LEDs should take into account the non-uniformity
of the matrix illumination IV.
It is evident that the pixel magnitude of the camera depends on
the irradiance at each pixel and the illumination time of each LED:
⎧⎨
⎩Γ
(P)
i,x,y =
∫
λ ∑k(Ek,x,y(λ)R
(c)
x,y(λ)η(λ)Δti,k)dλ, for Δti,k ≥ 0
Γ(N)i,x,y =
∫
λ ∑k(Ek,x,y(λ)R
(c)
x,y(λ)η(λ)Δti,k)dλ, for Δti,k < 0
(5.1)
where Γ(P)i,x,y and Γ
(N)
i,x,y are the magnitude of the pixel of the coor-
dinates (x, y). These obtained magnitudes are used in the calcula-
tion of the weighting coefficient of the implemented basis function.
Ek,x,y(λ) is the spectral distribution of the irradiance of the pixel
when the k-LED illuminates. R(c)x,y(λ) is the reflectance spectra of the
sample under study. η(λ) is the spectral sensitivity of the camera,
and Δti,k is the illumination time of the k-LED when the spectral
function i is implemented.
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To obtain the pixel magnitudes so that the weighting coefficients
can be deduced, the spectral energy distribution of the light source
(by taking into account the property of the camera) have to be pro-
portional to the spectral functions Si(λ) to be implemented.
∑
k
(Ek,x,y(λ)η(λ)Δti,k) = Si(λ) (5.2)
The illumination times Δti,k which satify the condition (5.2) de-
pends on the spectral irradiance at the pixel of coordinates (x, y).
As shown in Annex A, the spatial irradiance distribution of the light
source at the sample is not homogeneous. The system needs to be
calibrated, since the spectral irradiance distribution at the pixel lo-
cation varies with the distances between the light source and the
illuminated sample, and between the sample and the front lens of
the objective of the camera.
The calibration is done by measuring the response of the camera
to the light reflected by a standard white sample (B97) when it is
illuminated by all the LEDs of the light source sequentially. The
obtained pixel magnitude is Mk,x,y and in this case
Mk,x,y =
∫
λ
δk(λ)Ak,x,yW(λ)η(λ)τdλ (5.3)
where δk(λ) is the spectral power distribution of the k-LED, τ is the
exposure time of the camera which is equal to the emission time of
the LEDs (τ is fixed at 15 ms) and W(λ) is the known reflectance
spectrum of the standard matt white sample. Here, the spectral dis-
tributions of the irradiances of the different LEDs were assumed to
be proportional to the spectral distribution of the optical powers of
LEDs. The coefficients of proportionality Ak,x,y vary from pixel to
pixel.
The illumination time of each LED needed for the implemen-
tation of the basis function can be calculated from (5.2), since the
expected irradiance of each pixel Ek,x,y when the k-light illuminates
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the sample can be deduced by means of (5.3) and the spectral power
distribution of the LEDs, δk(λ):
Si(λ) =∑
k
(A¯kδk(λ)η(λ)Δti,k) (5.4)
Where A¯k is the average of the coefficient Ak,x,y over the measure-
ment window. The measurement window should be chosen under
the condition of the maximal homogeneity of pixel magnitudes dis-
tribution for all LEDs illuminating the sample, for each captured
frame.
To simplify the calculation, the equation (5.4) is put into a matrix
form where the matrices δ and Ti are respectively:
δ =
⎡
⎢⎢⎢⎢⎢⎣
A¯1δ1(λ1)η(λ1) ..... A¯1δ1(λF)η(λF)
. . .
. . .
. . .
A¯NδN(λ1)η(λ1) ...... A¯NδN(λF)η(λF)
⎤
⎥⎥⎥⎥⎥⎦ (5.5)
Ti =
⎡
⎢⎢⎢⎢⎢⎣
Δti,1
.
.
.
Δti,N
⎤
⎥⎥⎥⎥⎥⎦ (5.6)
Si =
⎡
⎢⎢⎢⎢⎢⎣
Si(λ1)
.
.
.
Si(λM)
⎤
⎥⎥⎥⎥⎥⎦ (5.7)
where δ is a matrix where the columns vary with k (k varies from
1 to N) and the rows vary with the wavelength λ, Ti is a column
vector where the elements vary with k, and Si is the a column vector
where the elements vary with the wavelength λ.
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Equation (5.4) becomes
Si = δ× Ti (5.8)
The illumination time of each LED is calculated by means of the
least square method:
Ti = (δTδ)−1δTSi (5.9)
where Ti is the column vector of the illumination times of LEDs
when the basis function numbered i is implemented.
The synthetized basis functions (i.e. the spectral functions re-
sulting of the optical implementation of the basis functions) are the
result of:
ζi(λ) =∑
k
(E¯k(λ)η(λ)Δti,k) (5.10)
where E¯k(λ) = A¯kδk(λ) is the average of the spectral irradiance of
the k-LED over the measurement window. The shapes of the first
four synthetized basis functions are shown in figure 5.2.
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Figure 5.2: The first (a), second (b), third (c) and fourth (d) original basis functions Si(λ)
(in black dot) and their synthesized basis functions ζi(λ) (in red line)
As can be seen, the implemented basis function is close to the
calculated basis function. The errors due to the synthesizing pro-
cess of the basis functions from one to seven were 0.8%, 0.9%, 0.7%,
1.5%, 1.7%, 2.5%, 1.1%, respectively. According to the works of
Parkkinen et al. [97], the errors due to synthesizing process can be
larger than the error due to the limit number of spectral functions
when the number of used functions is seven. However, when only
five spectral functions are used for the reflectance spectrum repre-
sentation, the maximum reconstruction error which can be obtained
is 5%, which is larger than the errors due to the synthesizing of the
62 Dissertations in Forestry and Natural Sciences No 71
Recovery of reflectance spectra
spectral functions. Therefore, a better precision of the acquired re-
flectance spectrum is obtained when six or seven functions are used
for the representation. The representation with only six basis func-
tions is the minimal number of functions which can be used for the
spectral representation. In this dissertation, the presented results
are when seven functions were used. However, it was found that
only six basis functions can also be used. The precision of the spec-
tral recovery is comparable in both cases.
It can be noticed that as the synthesized error is different for
each synthesized function, the reconstruction error, therefore, de-
pends on the magnitude of the weighting coefficients which charac-
terized the reflectance spectrum of the study material. The errors
for the reflectance spectrum of natural object were not investigated
in this study. However, according to the conclusions of Ja¨a¨skela¨inen
et al. [99], the reconstruction error should be the same order than
for the Munsell color chips.
The calculated LED illumination times Δti,k can have positive
or negative values. In real systems, the spectral function is imple-
mented in two steps. First, the sample is illuminated with a light of
a spectral energy distribution ζ(P)i (λ) proportional to the positive
part of the spectral function, and then the sample is illuminated
with light of a spectral energy distribution ζ(N)i (λ) proportional to
the negative part of the spectral function. ζ(P)i (λ) and ζ
(N)
i (λ) are
defined as{
ζ
(P)
i (λ) = ∑k(E¯k(λ)η(λ)Δti,k), for Δti,k ≥ 0
ζ
(N)
i (λ) = ∑k(E¯k(λ)η(λ) |Δti,k|), for Δti,k < 0
(5.11)
Thus the synthesized spectral function ζi(λ) is described by the
following equation:
ζi(λ) =∑
k
(E¯k(λ)η(λ)Δti,k) = ζ
(P)
i (λ)− ζ(N)i (λ) (5.12)
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The weighting coefficients are the result of the substration be-
tween the pixel magnitudes obtained when the object was illumi-
nated by light of spectral energy distribution ζ(P)i and ζ
(N)
i . The
obtained pixel magnitudes when the light is reflected by a sample
of reflectance spectrum R(c)(λ) for any part of the sample are in the
following form:
{
Γ(P)i =
∫
λ ζ
(P)
i (λ)R
(c)(λ)dλ, for Δti,k ≥ 0
Γ(N)i =
∫
λ ζ
(N)
i (λ)R
(c)(λ)dλ, for Δti,k < 0
(5.13)
However, the pixel magnitudes of the 8-bit camera could not be
higher than 255 or lower than 7, which were the saturation and the
noise levels of the camera, respectively. Moreover, it was found that
the pixel magnitude of the camera does not vary linearly with the
illumination time if the magnitude exceeds 150, as shown in figure
5.3.
Figure 5.3: Pixel magnitude as a function of the light energy of two LEDs at the central
wavelength of 442 nm (red circles) and 638 nm (blue squares)
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Therefore, to be sure that the pixel magnitudes Γ(P)i and Γ
(N)
i
obtained for any measured sample were in the range 7-150, the illu-
mination times of each light of different spectral bands for the basis
function i should be the result of the multiplication of the calculated
illumination time Δti,k with a same coefficient denoted di where i is
the function number.
Several values of di make it possible to obtain the pixel magni-
tude in the range 7-150. The maximum value of di which satisfies
this condition is given by the minimum of two values d(P)max,i and
d(N)max,i. These two values, as shown in (5.14), were obtained from
the ratio of the pixel magnitude which should be obtained when a
sample of spectral reflectance of 100 % for any wavelength is illu-
minated: {
d(P)max,i =
150
Γ(P)T
, for Δti,k ≥ 0
d(N)max,i =
150
Γ(N)T
, for Δti,k < 0
(5.14)
where Γ(P)T and Γ(N)T are the transposed matrices of the obtained
pixel magnitudes for the positive and negative part of the imple-
mented basis function, respectively.
The minimal value of di which satisfies the condition is given by
the maximum of two values d(P)min,i and d
(N)
min,i. These two values, as
shown in (5.15), were obtained from the ratio of the pixel magnitude
of 7, which is the lower limit of the linear regime of the camera
over the pixel magnitude with should be obtained when a sample
of spectral reflectance of low values (e.g. 1%) for any wavelength is
illuminated: ⎧⎨
⎩d
(P)
min,i =
7
0.01×Γ(P)T , for Δti,k ≥ 0
d(N)min,i =
7
0.01×Γ(N)T , for Δti,k < 0
(5.15)
Usually the maximal value of (di) was chosen in order to deal with
the maximal signal to noise ratio.
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The illumination times of the LEDs for each implemented func-
tion are the following:
{
Δt(P)i,k = diΔti,k, for Δti,k ≥ 0
Δt(N)i,k = di |Δti,k| , for Δti,k < 0
(5.16)
The weighting coefficient of the basis function is obtained by
dividing the difference between the pixel magnitudes obtained for
the illumination by light of spectral energy distribution ζ(P)i (λ) and
ζ
(N)
i (λ) by the coefficient di corresponding to the implemented ba-
sis function i.
5.1.2 Measurement description
After calibration, the reflectance spectra of the sample under study
were measured in compressed form. However, the sample under
study and the sample used for calibration should be in the same
position because of the non-homogeneity of the sample irradiance
distribution. Therefore, the sample used for calibration and the
sample to be measured were positioned on the same plate which
was mounted on a motorized translation plate as shown in figure
5.4.
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Figure 5.4: Set-up for the measurement of the 2D distribution of reflectance spectra in
compressed form
The alignment of the samples was carried out with a laser pointer
with light beam diameter of 2 mm and a beam divergence of 8 mm.
The precision of the alignment was about 0.4 mm. The white sam-
ple was first illuminated by the light source in order to calibrate the
system (i.e. to calculate the illumination times of the LEDs needed
for each basis function to be implemented). After calibration, the
plate of samples was moved in x-direction in order to illuminate
another sample. The sample under study was illuminated by the
light of all the LED simultaneously with the illumination times de-
termined during the calibration. The monochromatic CMOS came-
ra integrated the luminous flux during the total illumination of the
light corresponding to the positive part or the negative part of the
implemented function and provided the two-dimensional distribu-
tion of coefficients Γ(P)i or Γ
(N)
i , respectively. By calculating the dif-
ference between the two frames obtained for an implemented basis
function i, the two-dimensional distribution of the weighting coeffi-
cient Γi of this basis function is obtained. By repeating this process
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for each basis function, the datacube of multispectral image was
obtained in compressed form. The measurement was repeated for
all samples.
5.1.3 Reconstruction process
All reflectance spectra for each pixel of the measurement window
can be independently reconstructed. The reconstruction of the re-
flectance spectra of the samples were obtained by applying equation
(4.1):
r(c)(λ) =
M
∑
i
(ΓiSi(λ)) (5.17)
where r(c)(λ) is the two-dimensional distribution of the recovered
reflectance spectra of the sample, (c) is the sample under study
(red, yellow, blue or white), M is the total number of basis func-
tions, and Γi is the two-dimensional distribution of the measured
weighting coefficients of the i-basis function .
The values of the pixel magnitudes obtained for each pixels of
each captured frame are used in (5.17) to reconstruct the reflectance
spectra of the measured sample for each pixel. The absolute value
differences between the original spectra and the reconstructed spec-
tra are calculated from equation (5.19). In the measurement win-
dow, which is shown in figure 5.5, all the reflectance spectra are
independently recovered for each pixel within an error of less than
3%.
Figure 5.5: Captured image when the LED emitting light at the wavelength of 442 nm
illuminates the white sample. Measurement window is shown by the red circle
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The spectra reconstruction in this window is closed to the origi-
nal spectrum, which is evident since the reflectance spectra inside
a same sample are the same and the measurement window was
chosen so that the distribution of the pixel values has maximal ho-
mogeneity inside this window for all LEDs illuminating the sample.
In the experiments presented in this dissertation, the measurement
window consists of 7,825 pixels. A larger size of the measurement
window leads to a larger size of the multispectral image. There-
fore, the size of the multispectral image can be increased if the size
of the illuminated area corresponding to the distribution of pixel
magnitude with the maximal homogeneity is increased. Because
the measurement window was chosen in this way, the weighting
coefficients for each pixel in this window of a same captured frame
are close each other (i.e. the dispersion of the weighting coefficients
in the measurement window is less than 0.3%). Therefore, the a-
verage values of the weighting coefficients over the measurement
window for each obtained frame, is close of the individual values
of the weighting coefficients (i.e. the difference between the average
value and the individual values is less than 3%). For more clarity,
in this dissertation, are presented only the results obtained from the
average values.
The results of the reconstruction of the reflectance spectrum of
the measured sample from the average values of the weighting co-
efficient are shown in figure 5.6.
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Figure 5.6: Spectra reconstruction of red, yellow, blue and white samples. Dashed lines
are the original spectra and the red, yellow, blue and grey continuous lines are the recon-
structed spectra of the red, yellow, blue and white samples
As can be seen, the reflectance spectra of the red, yellow, blue
and white samples are properly recovered. It is evident as the ave-
rage pixel magnitude is closed than the individual pixel magnitude,
the reflectance spectrum reconstructed from the average pixel ma-
gnitude is close of the reflectance spectra reconstructed from the in-
dividual pixel magnitude. The absolute values differences between
the original and reconstructed spectra were 0.015 for the yellow,
0.031 for the red, 0.025 for the blue and 0.012 for the white.
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5.2 INFLUENCE OF THE LIGHT UNIFORMITY ON SPECTRA
RECOVERY
The irradiance distribution at the sample surface changes with the
distance from the light source to the sample V. The variation of
the irradiance with the distance was measured. The measurement
procedure is described in annex A.
Figure 5.7: Homogeneity level of pixel magnitude for different distances from the light
source to the white sample when the sample was illuminated by the LED light at central
wavelength of 402nm, 423 nm, 520 nm, 638 nm or 680 nm are represented in solid orange
line with dots, blue double dot-dash line with wedges, black dash-dot line with triangles,
red dot line with squares and green dash line with diamonds, respectively.
Figure 5.7 shows the dependency of the homogeneity level of
each LED irradiance at the camera sensors on the u-distance of the
light source from the sample. As can be seen the homogeneity level
of each LED at the pixel sensor increases with the distance of the
light source from the sample.
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The non-uniformity of the LED irradiance distribution can affect
the response of the camera to the synthesized spectral function. A
study with non-collinear-light illumination was at first studied, be-
cause the light source of the system does not illuminate the sample
by collinear light. In this case, two parameters: the non-uniformity
and the illumination angle, can affect the spectra recovery. The
second part of this chapter, presents a study with simultaneous
collinear light. The results of both experiments are compared to
determine the influence of the non-uniformity parameter on the re-
covery accuracy.
5.2.1 Inhomogeneous irradiance distribution and non-collinear
light emission
Experimental set-up:
The set-up for the study of the effects of misalignment of sample
surfaces on the spectra-recovery precision was the same as the set-
up for the measurement of the reflectance spectra in compressed
form (shown in figure 5.4). The samples were mounted together
on the same plate. The alignment of the sample surfaces was car-
ried out with a laser pointer of laser beam diameter 2 mm and a
divergence of 0.8 mrad. The precision of the surfaces alignment on
the z-position was 0.2 mm. The metal plate supporting the sam-
ples was mounted on a translation stage which moves the sample
in the z-direction (i.e. parallel to the normal axis at the lens-surface
of the camera objective). In this way, the misalignment between
the samples can be controlled. The switching to different measured
samples is done by means of another translation stage which moves
the samples along the x-direction. In this way, the misalignment of
the surfaces is not affected by the replacing of samples.
The homogeneity parameter is changed by means of the trans-
lation stage Mu which translates the light source in a u-direction
from the sample as shown in figure 5.4.
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Description of the experiment:
The white sample was illuminated by different LEDs of the light
source to carry out the calibration of the system and to calculate the
appropiate illumination time of each LED for each spectral function.
After the calibration, the measurement of the weighting coefficients
of different spectral functions for different samples was carried out
by using a translation stage. After the acquisition of each set of
weighting coefficients defining the color vector σ of the sample, the
measured sample was replaced to another one by moving all the
samples in x-direction in order to place the new sample in front of
the camera. Another color vector was then measured. After all the
color vectors of all samples had been measured, the samples plate
was moved in z-direction in order to create a surface misalignment
between the surface position of the sample used for calibration and
the studied sample. The measurement of the color vectors was car-
ried out again for all samples in the new z-position without any
recalibration of the system. The measurements of the color vectors
were carried out in the same way for different positions of z, which
varied from -4 mm to +12 mm from the calibration position. The
measurements were repeated for different homogeneity parameters
which were changed by altering the distance of the light source in
u-direction.
Results of the experiment:
The reconstruction of the spectrum of each sample for each z-posi-
tion was carried out by applying the color vector measured to the
equation (4.1):
R = σS (5.18)
The deviation (c) of the recovery spectrum from the original one is
obtained by integrating the absolute difference between these two
spectra over the wavelength:
(c) =
1
Δλ
700nm
∑
λ=400nm
√
(r(c)(λ)− R(c)(λ))2 (5.19)
where r(c)(λ) is the reconstructed reflectance spectrum of the sam-
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ple (c), which can be the red, yellow, blue or white, and R(c)(λ)
is the original reflectance spectrum of the sample (c). The depen-
dence of the deviation value on the misalignment distance is shown
in figure 5.8.
Figure 5.8: Dependence of the deviation of the recovered spectra on the distance from the
calibration position to the position of the sample under study without taking the angles
into account is represented by a black line, red dot line, blue dot dashed and khaki double
dot dashed line for the white, red, blue and yellow samples, respectively
It can be seen that the deviation d
(c)
dz increases with the distance
to the z-position from the calibration position. As can be observed,
the dependence curves have V-shapes which show the minimal er-
ror for a particular z-position of the sample. The minimal error
for the white sample is obtained when the surfaces of the mea-
sured sample and the surface of the sample used for calibration are
aligned. However, for the colored samples the minimal error is not
obtained when the surfaces are aligned. Moreover, the distance to
the position of the minima of the colored samples increases with
the homogeneity of the light source, as shown in figure 5.9.
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Figure 5.9 presents the dependence of the deviation on the mis-
alignments for different homogeneity parameters and for different
samples: red (5R 7/8), yellow (5Y 7/8), blue (5B 7/8) and white
(B97).
Figure 5.9: Dependence of the deviation on the distance between the light source and the
calibration sample of 20 mm (black line), 30 mm (blue dot line), 35 mm (green line), 40
mm ( red dot dashed line) or 55 mm (pink double dot dashed line)
It can be observed that the derivative d
(c)
dz decreases when the
homogeneity level increases, which shows that the precision of the
spectra recovery depends on the homogeneity level of the irradi-
ance distribution at the pixels sensor.
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It should be noticed that the light emerging from the fiber at
angle varying from one LED to another. The pixels collect light
from particular areas of the sample, and these areas received light
at different angles for each LED. The angles of these beams from
different LEDs are different for different z-positions, as shown in
figure 5.10.
Figure 5.10: Detailed view of sample under measurement for a position U1 of the light
source (a), for a position U2 of the light source (b)
These angles also vary with the position of the light source in
relation to the sample. The white sample has a reflectance spectrum
which does not vary significantly with the wavelength. Therefore,
the amount of reflected light from the white sample does not vary
with the angles of the beams. However, the reflectance spectra of
the color samples vary considerably along the visible light of the
electromagnetic wave range. Therefore, due to the scatters inside
the materials and other reflection phenomena described in the se-
cond chapter, the reflectance spectrum of these samples can change
slightly with the angles of light beams reaching the surface. This
can explain why the minimum of V-shaped dependence is observed
in positions other than the position of alignment of the samples.
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5.2.2 Effect of non-uniform illumination with collinear light af-
fectation on spectra recovery
In this section, the angles of the light beams are taken into account.
The color vector is calculated when the light reflected by the color
sample does not depend on the angle of the light beam reaching
the surface.
Description of experiment:
The pixel magnitudes due to the light reflected by the white sam-
ple for illuminations by different LEDs and for different z-positions
were measured. From these magnitudes, the irradiance E(z)k,x,y(λ) of
the light reflected by a sample of spectral reflectance of 100% at
the pixel of coordinates (x, y) is determined taking into account the
camera properties.
E(z)k,x,y(λ) =
M(z)k,x,y∫
λ δk(λ)W(λ)η(λ)τdλ
δk(λ)η(λ) (5.20)
where M(z)k,x,y is the pixel magnitude obtained for each illumination
by the k-LED with a constant illumination time τ, δk(λ) is the spec-
tral power distribution of the k-LED, W(λ) is the reflectance spec-
trum of the standard-matt white sample, and η(λ) is the spectral
sensitivity of the camera sensor. At the pixel of coordinates (x, y),
the irradiance of the light reflected from the different samples was
calculated for different reflected light (i.e. light reflected from the
color samples (red, yellow, blue) and the white sample) by mul-
tiplying the irradiance E(z)k,x,y(λ) at the pixel obtained when 100 %
of the light was reflected to the camera sensor (which was calcu-
lated previously) by the reflectance spectrum of the sample under
study. Note that the reflectance spectra of the red, yellow, blue and
white samples had been preliminary measured with a spectrometer
(Perkin-Elmer lambda 8 UV/VID/NIR spectrophotometer) with a
45◦/0◦ geometry (i.e. the light source illuminated the sample at an
angle of 45◦ from the perpendicular to the sample surface and the
photodetector collects the reflected light at an angle of 0◦ from the
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perpendicular to the sample surface). When calculating the irradi-
ance of the reflected light at the pixel, the angles of the reflected
beam were assumed to be the same for any measured samples.
The irradiance of the reflected light at the pixels was determined
at different z-positions of the white sample as described above. The
illumination time of each LED needed to determine the color vector
of the sample was calculated during the calibration process. The
calibration process was carried out at only one z-position, called the
0 position. The weighting coefficients for different z-positions were
calculated using equation (5.21) with the irradiance determined in
(5.20).
Γ(c,z)i,x,y =
∫
λ
E(z)k,x,y(λ)R
(c)(λ)Δti,kdλ (5.21)
Dependence of the recovery precision on the homogeneity
level:
The reconstruction of the reflectance spectrum of each sample for
different z-positions was carried out by applying the color vector
determined above in equation (5.21). The deviation of the recon-
structed reflectance spectrum from the original reflectance spec-
trum was calculated using equation (5.17) with the recovery spec-
trum calculated above. The dependence of the deviation on the
z-position is shown in figure 5.11.
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Figure 5.11: Dependence of the deviation of the recovered spectra on the distance from the
calibration position taking the angles into account is represented by a black line, red dot
line, blue dot dashed line and khaki double dot dashed line for the white, red, blue and
yellow samples, respectively
As can be seen, when the reflectance spectrum of the sample
does not depend on the angle of the light beam reaching the sample,
the minimum of the deviation value is observed for the z-position
corresponding to the alignment of the samples. The derivative d
(c)
dz
varies from one sample to another. This variation is due to the dif-
ference in the reflectance spectrum of the sample, but it does not
depend on the light beam angle since the derivatives are similar to
those measured without taking the angles into account. The deriva-
tives show that the recovery accuracy depends on the uniformity-
level of the light source since the derivatives are the same in both
experiments. It is observed that more the uniform is the spatial dis-
tribution of the illumination, less the distance to the position of the
measured sample from the position of the sample used for calibra-
tion affects the recovery accuracy.
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6 System Properties
The accuracy of the presented multispectral imaging system de-
pends on how accurately the basis functions are optically imple-
mented. To be implemented optically, the basis functions are sam-
pled over the wavelength range of visible light. An increase in the
sampling step of the electromagnetic spectrum affects the preci-
sion of the basis function implementation. The first section of the
chapter describes how to determine the maximum sampling step.
The second section described the ability of the system to distin-
guish reflectance spectra of small hue difference such as the blue
metamers of the GretagMacbeth Company without reconstructing
the reflectance spectra.
6.1 SAMPLING OF THE BASIS FUNCTIONS
The metameric blue colors of GretagMacbeth Company (Macbeth
Daylight: metamerism test kit #3) were used in determining the
maximum of the sampling step. These metameric colors are barely
distinguishable by the human eye under daylight illumination. The
reflectance spectrum of these blue colors, as can be seen in figure
6.1, are very close to each other.
Dissertations in Forestry and Natural Sciences No 71 81
Laure Fauch: Acquisition of Multispectral Color Images Using
Light-Emitting Diodes
Figure 6.1: Reflectance spectra of metameric blue colors
The pixel magnitude was calculated when the colored surfaces
were illuminated with light of a spectral energy distribution pro-
portional to the basis function. The obtained pixel magnitudes for
different measured color samples were calculated from the inner
product of the measured reflectance spectrum of the metameric
blue color chips and the sampled basis function:
Γ(c)i =
λ=700nm
∑
λ=400nm
R(c)(λ)ζi(λ) (6.1)
where R(c)(λ) is the reflectance spectrum of the samples (A, B, C
or D) denominated by (c), and ζi(λ) is the implemented sampled
basis function denominated by i. The reflectance spectra of the sam-
ples A, B, C and D were initially measured with a spectral sampling
step of 5 nm for different positions on the same sample.
The pixel magnitude Γ(c)i should be proportional to the weigh-
ting coefficient σ(c)i of the basis function characterizing the sample
reflectance. The weighting coefficients of the seven basis functions
are represented in vector form σ, called the color vector.
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The pixel magnitudes corresponding to the seven implemented ba-
sis functions define a 7-dimensional vector Γ. As can be seen from
equation (6.1), the pixel magnitude depends on the sampled basis
function. The closer the sampled function is to the proper basis
function, the closer the pixel magnitude is to the proper weighting
coefficient value.
6.1.1 Synthesized basis functions
The electromagnetic spectrum of visible light (from 400 nm to 700
nm) was sampled with different spectral sampling steps (varying
from 5 nm to 300 nm). The simulated light source consisted of lights
of different spectral bands of central wavelengths corresponding to
the wavelength values of the sampled electromagnetic spectrum.
The bandwidths of the spectral bands of the lights had the same
value as the spectral sampling step. The light source which illumi-
nates the object by lights of different spectral bands simultaneously
was simulated. The basis function was implemented by setting the
illumination times Δti,k of the lights of different spectral bands so
that the spectral energy distribution ζi(λ) of the light illuminating
the object was proportional to the basis function Si(λ). The illu-
mination time was estimated by the least squares estimation. The
illumination time was chosen so that the least square criterion β
was the smallest.
β =
1
2
700nm
∑
λ=400nm
[Si(λ)−
N
∑
k=1
(Δti,kδk(λ))]2 (6.2)
This criterion is minimal when the illumination time is the result of
the following equation:
Ti = (δTδ)−1δTSi (6.3)
Ti is the illumination-time vector for the implementation of the ba-
sis function numbered i. Each vector component corresponds to the
illumination by one light of particular spectral band. δ is the matrix
of spectra of the different lights composing the light source.
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Si is the eigenvector i (which represents the basis function i in vector
form). The vector of the synthesized light when the basis function
i is implemented is determined by the following equation:
ζi = δTi (6.4)
The synthesized basis functions for different spectral sampling steps
are shown in figure 6.2.
Figure 6.2: Implementation of a basis function with the spectral sampling steps 5 nm,
20 nm, 30 nm and 40 nm are shown as red line, blue double dot-dashed line, turquoise
dashed line, orange dot-dashed line, and violet dot line, respectively. Graph (a) represents
the synthesized function for the implementation of the first basis function, and graph (b)
represents the synthesized functions for the implementation of the sixth basis function.
Only the first and sixth basis functions are presented in figure
6.2. The synthesized light spectrum implementing the basis func-
tion with sampling steps of 20 nm, 30 nm, 40 nm, 60 nm, 80 nm are
represented in red, blue, turquoise, orange, and in violet, respec-
tively. As can be seen, the implementation of the basis functions
deteriorates with the increasing of the spectral sampling step. The
deterioration is worse for the basis function of a higher number, as
can see in figure 6.2.
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6.1.2 Color vector of different metameric samples
The color vectors for different positions inside the samples are ob-
tained by applying the reflectance spectrum measured for the posi-
tion (x, y) to the equation (6.1).
To differentiate different color vectors, the arguments and the
modulus of these vectors are calculated. As known, a vector is de-
fined by its arguments and its modulus. To be identical reflectance
spectrum, the modulus and the arguments of the two color vec-
tors characterizing the reflectance spectra should be the same. If
one of them is different these vectors are different. Therefore, the
reflectance spectra of the samples giving these color vectors are dif-
ferent. The angle between color vectors can be calculated by using
the inner product of the color vectors of the measured sample:
α(m,n) = θ(m) − θ(n) = arccos( σ
(m)σ(n)∣∣σ(m)∣∣ ∣∣σ(n)∣∣ (6.5)
where σ(m) and σ(n) are the color vectors of the surfaces of colors
(m) and (n) respectively, θ(m) and θ(n) are the arguments of the
vectors σ(m) and σ(n) respectively. Figure 6.3 shows the results of
differentiation of color vector when the basis function is sampled
with a step of 5 nm [116]. On the non-diagonal elements, it is
represented the average angle between the color vectors σ(m) and
σ(n). On the diagonal elements, it is represented the maximum
angle between color vectors measured for different positions on a
same sample.
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Figure 6.3: Argument α(m,n) between 7D-color vectors obtained for a spectral bandwidth
of 5 nm
As can be seen the angle between color vectors measured from
the samples B and C are the smallest (2.5◦). The angle between
color vectors measured for different positions inside the sample B
(0.6◦) is larger than the other angles of other color vectors measured
inside the same sample.
Figure 6.4 presents the difference in angle between the color
vectors of the samples B and C for different sampling steps of the
basis function. It also represents the argument between the color
vectors measured for different positions in the sample B. Only these
two measurements are presented since the angle between two dif-
ferent color vectors is the smallest for any sampling step when the
samples B and C are measured. The angle between color vectors
of different position inside the same sample is the largest one ob-
served when the sample B is measured II.
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Figure 6.4: Maximal absolute value of the argument αB,B and average between color vec-
tors of the sample B and C as a function of spectral bandwidth
It can be seen in the figure 6.4 that the average argument be-
tween the color-vectors of the samples B and C diminishes when
the sampling interval, which is equal to the spectral band width,
increases. However, the maximal argument between color-vectors
acquired for two different positions inside the same sample remains
almost constant for any sampling interval. It is evident that distin-
guishing the blue metameric samples becomes more difficult when
the sampling interval increases.
6.2 METAMERIC BLUE COLORS EXPERIMENTALLY DISTIN-
GUISHING
In the previous sections, it was shown that when the sampling step
is increased distinguishing the blue metameric samples of Macbeth
Company becomes more difficult. It was assumed that the band-
width of the spectral band is equal to the sampling interval. It was
shown that the optimum sampling interval of color spectra of the
Munsell chips is about 30 nm [117]. However, the light source of
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the multispectral imaging system presented in the last part of chap-
ter 3, illuminates the samples with different spectral band light of
different bandwidths (15 nm to 69 nm). Nevertheless, the sampling
step does not exceed 30 nm, since the difference interval between
two consecutive spectral bands of central wavelength varies from
12 nm to 28 nm. In this part, a comparison of acquired color vector
of the metameric blue color is proposed.
6.2.1 Description of the measurement of reflectance spectrum of
metameric color in compressed form
The setup of the experiment is shown in figure 6.5.
Figure 6.5: Set-up for measurement of the reflectance spectra of metameric blue colors in
compressed form
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The four samples are mounted together on a plate on the mo-
torized translation stage. The illumination times of the different
LEDs are calculated by taking into account the efficiency of the
camera and the spatial and spectral power distribution of the LED.
In this case, the system does not need to be calibrated since the
coefficients obtained are compared. The coefficients obtained are
thus proportional to the weighting coefficients. Sample A is illumi-
nated by the light source which implements the basis functions and
a monochrome CMOS camera captures 13 two-dimensional frames
of the object image. The coefficients Γ(P)i and Γ
(N)
i allowing the
determination of the weighting coefficient, calculated from the ave-
rage of the pixel values of each frame within the measured window
which is shown in figure 6.6.
Figure 6.6: Image captured by the CMOS camera under illumination by light of central
wavelength of 472 nm and the measurement window shown by the red circle
The difference between these two coefficients forms the com-
ponent of the color vector (c) of the measured sample. After ac-
quisition of the color vector of sample A, the translation stage is
activated to move the samples plate in order to illuminate the next
sample (the sample B). The color vectors of the sample B, C, and D
are obtained in the same way.
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6.2.2 Evaluation of the distinction of different samples
The arguments between acquired color vectors are calculated from
the equation (6.5). The angles between color-vectors are represented
in the graph figure 6.7.
Figure 6.7: Argument α(m,n) between 7D-color vectors for a spectral bandwidth varying
from 15 nm to 60 nm
The non-diagonal elements represent the average angles of color
vectors between color vectors of two different samples. From this
graph, as can be ddeduced that the smallest argument calculated
between color vectors of two different color surfaces is the argument
between color vectors of B and C samples which is 0.015 rad (0.87◦).
The diagonal elements represent the argument maximum between
color-vectors acquired for different positions inside the same sam-
ple. It can be noted that the maximum of the diagonal element
is when the sample A is measured. The argument between color-
vectors of the sample A is 0.35◦. To distinguish the blue metameric
samples, the argument of the color-vectors between two different
samples should be higher than the maximum of the argument be-
tween color-vectors of the sample A. The arguments of color-vectors
between two different samples are all of them higher than the ar-
guments of the color-vectors of the sample A, which proves that no
samples from this kit are identical. Therefore, the metameric blue
colors of the Macbeth Company (A, B, C and D) are distinguished
by this system [118].
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7 Conclusions
This dissertation presents a new multispectral imaging system for
fast measurement of reflectance spectra with high accuracy. An
advantage of this system is its fast response time, which is rela-
tively low compared with that of the existing multispectral ima-
ging systems with a high spatial resolution. Another advantage
is the smaller amount of acquired data. A particular feature of
this system is the measurement of the reflectance spectra directly
in compressed form, which reduces the amount of data. The key
of the system is based on the possibility to decompose a reflectance
spectrum into a combination of a few basis functions which are mu-
tually orthogonal. Thus, only the weighting coefficients of the basis
functions characterize the reflectance spectrum of the measured ob-
ject. Direct measurement of these weighting coefficients is possible
with this system.
The system contains light-emitting diodes controlled by a com-
puter, which are switched on synchronously with a monochrome
digital camera. The system allows the measurement of a two-dimen-
sional reflectance spectra distribution without scanning of the ob-
ject. Over the visible light range, the reflectance spectrum in com-
pressed form can be obtained after 13 different illuminations of the
object, whereas 61 illuminations would be needed to measure di-
rectly the reflectance spectrum in non-compressed form for an elec-
tromagnetic spectrum sampling step of 5 nm. Therefore, the small
number of illuminations makes it possible to decrease the response
time of the measuring system compared with systems of direct ac-
quisition of the reflectance spectra.
The ability of the system to acquire reflectance spectra with
high accuracy was demonstrated by measuring the metameric blue
colors of the Macbeth Company. It was shown that all the four
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samples were successfully distinguished by using the acquisition of
multispectral images in compressed form, which is barely possible
by using a conventional trichromatic imaging system under day-
light. Furthermore, the ability to recover the reflectance spectrum
of any object from the compressed form was successfully demon-
strated by measuring three color chips from the Munsell book and
a standard matt white sample. The difference between the recove-
red spectrum and the original one is less than 3 %. The proposed
multispectral imaging system can have a wide range of applica-
tions, for example in medicine, where earlier diagnosis of diseases
would be possible, and in industry, where the product quality can
be controlled directly in the production line.
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A Characteristic of the light
source consisting only of
light-emitting diodes
A.1 SPECTRAL BAND LIGHT SPECTRUM POWER
The optical power of each spectral band light of the light source is
measured with a power-meter. The optical powers of spectral band
light are shown in the following figure A.1.
Figure A.1: Optical power of spectral band light
The spectrum of each spectral band light fiber is measured with
a spectrograph at the output of the optical fiber of thick core. These
spectra are shown in figure A.2.
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The area of each curve gives the optical power measured with
the power-meter.
Figure A.2: Spectral optical power densities of the light source without filters
A.2 LIGHT SOURCE DIVERGENCE
The beam divergence of an electromagnetic beam is an angular
measure of the increase in beam diameter with the distance from
the optical fiber from which the electromagnetic beam emerges. The
divergence of a beam can be calculated with the following equation:
α = 2 arctan(
D2 − D1
2L
) (A.1)
where D1 and D2 are the spot diameters of the light source illumi-
nation on a plate placed at different distances L1 and L2 respectively
of the light source as shown in figure A.6.
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Figure A.3: Measurement of divergence of a beam
L is the distance between these two plates. The spot diameter
of the light source for different distances of the light source is mea-
sured so that 86.5% of the total power is contained inside the spot
diameter.
The divergence α of the beam emerging from the fiber is a func-
tion of the numeric aperture (N.A.) of the fiber.
N.A. = sin(
α
2
) (A.2)
The numeric aperture of the thick core fiber is 0.65 for the wave-
length range 380 nm to 750 nm. The divergences of the beams
emerging from the thin optical fibers should be less than 81 deg,
which is the acceptance angle of the thick optical fiber.
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A.3 IRRADIANCE DISTRIBUTION AT PIXELS SENSOR
The irradiance by the light of narrow-band at the measurement win-
dow is not homogenously distributed.
Figure A.4: captured frame when the white sample was illuminated with the spectral band
light of central wavelength 402 nm
Figure A.4 shows the captured frame of the white sample when
it was illuminated by the LED of central wavelength 402 nm. The
red circle shows the location of the measurement window. As can
be seen even in the window of measurement, the pixel intensity dis-
tribution is not homogeneous. The homogeneity level of the pixel
intensity inside the measurement window when the spectral band
light of central wavelegnth of 402 nm illuminates a white matte
sample is about 96%. The homogeneity level χk(u) of the pixel
magnitude in the measurement window is calculated by using the
following equation.
χk(u) = 100− (Max[ρk(u)]−Min[ρk(u)])100255 (A.3)
where ρk(u) is the pixel magnitude within the same measurement
window obtained when the sample is illuminated by the spectral
k-band light and the output of the light source is situated at a dis-
tance u from the white sample surface.
By changing the distance between the light source and the sam-
ple, the irradiance homogeneity at the measurement window is
measured.
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Figure A.5 shows the set up for measuring the irradiance ho-
mogeneity distribution at the pixel sensor for different position of
the light source from the sample.
Figure A.5: set-up for measuring the variation of the homogeneity irradiance by different
LED illumination at a sample
The light source, as can be seen in the above figure, is mounted
on a translation stage Mu which directs the light source along the
u-axis which is the axis parallel to the normal at the end-surface of
the thick core optical fiber. Note that only the light source has been
moved, the distance between the sample and the camera was kept
constant.
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The lights of different spectral bands of the light source illumi-
nate the white sample of known reflectance spectrum sequentially.
Each frame is captured during the total illumination of one spec-
tral band light only. The illumination time of each LED is the same
for each LED at a same u-distance of the fiber from the sample.
The illumination time of the LED is increased when the u-distances
of the light source is increase in order to keep the signal-to-noise
ratio constant. A set of captured frames is acquired for different
u-distances of the light source from the sample. A set of captured
frames containing frames acquired for different spectral band light
illuminations. The distance of the light source from the sample was
varied from 2 cm to 5 cm. 5 cm was the reached limit for which the
signal-to-noise ratio is still constant. After this limit the signal-to-
noise ratio decreases because the exposure time of the camera has
reached is maximum which is 150 ms.
By varying the u-distance of the light source, the irradiance dis-
tribution at pixels inside the measurement window is altered. The
homogeneity level of the pixel magnitude inside the measurement
window is calcultated from the equation (A.3) for different LEDs
illuminating the white sample and for different u-distances of the
light source from the sample. The variation of the homogeneity
level for different spectral band lights illumination is a function of
the distance of the light source from the sample as shown in figure
A.6.
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Figure A.6: Homogeneity level of pixel magnitude for different distances from the light
source to the white sample when the sample was illuminated by the LED light of central
wavelength of 402nm (purple line with dots), 423 nm (blue line with plus signs), 520 nm
(green line with triangles), 638 nm (pink line with squares) and 680 nm (black line with
plus signs)
As can be seen the homogneity level of the LED does not vary
in the same way for different LEDs. For example, the homogene-
ity level of the spectral band light of central wavelength of 680 nm
reaches a homogeneity level of 99 % faster than the spectral band
light of central wavelength of 520 nm. Consequently the homogene-
ity level of the spectral band light varies from one LED to another.
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Laure Fauch
Acquisition of
Multispectral Color Images
Using Light-Emitting Diodes
The acquisition of spectral images 
in a fast way is very important in 
several domains. A multispectral 
imaging system consisting of a 
set of LEDs and a monochrome 
camera makes it possible to ac-
quire spectral images directly in 
compressed form, thus the ac-
quisition time and the amount of 
acquired data are reduced. The 
ability of the system to acquire 
spectral images in precise way 
was successfully demonstrated by 
the significant distinction of four 
blue color metamers. The spectral 
reflectance can be reconstructed 
from the compressed data within 
an absolute error of less than 3%.
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