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1. General introduction 
Plant breeding has been practiced for thousands of years, since near the beginning of human 
civilization (Allard, 1976, Ch. 3). During this time, its aim has generally not changed: Improve the 
genetic composition of genotypes (i.e. cultivars/entries/lines/varieties) so that they fit human 
needs. What this means may vary depending on, e.g., the crop, target region and time, but is 
generally associated with high (and stable) yields or other quantifiable traits of interest like quality 
or disease resistance.  
What has obviously been improved and revolutionized countless times, however, are the methods 
used in plant breeding. In this context, one of the most important concepts of the last century was 
the heritability. Originally, it was defined as an intraclass correlation, i.e. a ratio of genotypic 
variance (𝜎𝑔
2) to phenotypic variance (𝜎𝑝
2) among individuals. A phenotype is the composite of an 
organism’s observable traits and determined not only by its genotype, but also by environmental 
factors and the genotype-environment interactions. Thus, heritability expresses the extent to which 
a phenotype is genetically determined. Its notation as ℎ2 was introduced by Wright (1920) as the 
degree of determination by heredity. Today ℎ2 usually refers to narrow-sense heritability, whereas 
broad-sense heritability is denoted as 𝐻2 (e.g. Xu, 2013). The difference between the two is that ℎ2 
considers only the additive component of the genotypic variance, while 𝐻2 also includes, e.g., 
dominance and epistasis components.  
Nyquist and Baker (1991) point out that when heritability was proposed, it was actually done so in 
the context of animal breeding and thus for individuals. Furthermore, it “was a function of variance 
components only and was invariant; it did not contain any properties or dimensions of the 
experiment.” In plant breeding, however, it is usually not the individual plant that is considered. 
Instead, genotypes are evaluated in replicated experiments. As a result, the phenotype is an 
aggregated value (i.e. usually some sort of mean) over multiple observations and heritability is 
referred to as heritability on an entry-mean basis. This clearly distinguishes heritability in plant 
breeding from heritability in animal breeding or human genetics.  
There are two main reasons why the concept of heritability became an important concept for plant 
breeders: On one hand, it is a descriptive measure used to assess the usefulness and precision of 
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results from cultivar evaluation trials. On the other hand, it can be plugged into the breeder’s 
equation:  
 𝑅 = 𝐻2𝑆 , (1) 
where 𝑅 is referred to as the response to selection or genetic gain and 𝑆 is the mean phenotypic 
value of the selected genotypes, expressed as a deviation from the population mean. Thus, (1) 
allows for predicting 𝑅 in a breeding program.  
As a brief example, imagine a single trial, where a number of genotypes are tested in 𝑛𝑟 replicates 
in a randomized complete block design. The observed data may be modelled as 
 𝑦𝑖𝑘 = 𝜇 + 𝑔𝑖 + 𝑏𝑘 + 𝜀𝑖𝑘 , (2) 
where 𝑦𝑖𝑘 is the observation of the 𝑖th genotype in the 𝑘th replicate, 𝜇 is the intercept, 𝑔𝑖 is the 
effect for the 𝑖th genotype, 𝑏𝑘 is the effect for the 𝑘th block and 𝜀𝑖𝑘 is the plot error effect 
corresponding to 𝑦𝑖𝑘. Here, 𝑔𝑖 is taken as random, so that a genotypic variance 𝜎𝑔
2 and error 
variance 𝜎𝜀
2 can be estimated. To obtain an estimate for the phenotype of the 𝑖th genotype, on 
may obtain ?̅?𝑖∙ as the arithmetic mean across its replicates. Furthermore, 𝜎𝑔
2 and 𝜎𝜀
2 can be 
estimated from mean squares and their respective expected mean squares of a conventional 
analysis of variance (e.g. Yan, 2014, p. 17), so that the phenotypic variance can be defined as 
 
𝜎𝑝
2 = 𝜎𝑔
2 +
𝜎𝜀
2
𝑛𝑟
 . (3) 
Finally, broad-sense heritability would be defined as 
 
𝐻2 =
𝜎𝑔
2
𝜎𝑝
2 =
𝜎𝑔
2
𝜎𝑔
2 +
𝜎𝜀
2
𝑛𝑟
 . 
(4) 
Nyquist and Baker (1991) point out what can be seen in (4): heritability on an entry-mean basis is 
“a function of the properties and dimensions of the experiment.” Thus, for a plant breeder the 
concepts of heritability and experimental design are closely linked. Therefore, I use the next 
sections to give a short overview on experimental design during the time heritability was 
introduced, as well as the progress since then. 
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1.1 Plant breeding trials: the early days 
When tracing back the history of plant breeding trials, one quickly finds that Ronald Aylmer Fisher 
is seen as “the undisputed creator of the modern field that statisticians call the design of 
experiments” (Savage, 1976). There have obviously been field trials before the 1920s, but it was 
Fisher, e.g., with his 1935 book The Design of Experiments that led to specific layout and analysis 
techniques being widely accepted (Fienberg and Hinkley, 1980). Some of his contributions are the 
development of the analysis of variance (ANOVA) and concepts of the null hypothesis, blocking 
and randomization.  
One assumption necessary for the traditional ANOVA approach of Fisher is a balanced/orthogonal 
dataset. When single observations are missing, they were traditionally imputed before ANOVA  
(see e.g. Cochran and Cox, 1992 Ch. 3.71). To obtain balanced data in the context of (2), we must 
have complete replicates/blocks and thus (i) a constant 𝑛𝑟 across genotypes and (ii) blocks of size 
𝑛𝑔 (given genotype is the only factor). Regarding the design of single trials, this allows for either 
completely randomized designs, randomized complete block designs or Latin square designs. 
Fisher (1935, p. 109) points out that “in agricultural experimentation [a large number of 
treatments/genotypes to be tested in blocks] expresses itself very simply in the increased size of 
the blocks of land, each of which is to contain plots representative of all the different [treatment] 
combinations to be tested.” When genotypes are tested in a series of trials at multiple locations 
and/or across several years, as is common practice in plant breeding, it becomes a multi-
environment trial (MET), where a year × location combination is referred to as an environment. 
When a MET is conducted at 𝑛𝑒 environments in a target population of environments (TPE), both 
𝑛𝑒 and 𝑛𝑟 need to be constant across the 𝑛𝑔 genotypes.  
The fact that many of Fisher’s ideas are still taught today as the basis of statistics in agriculture 
demonstrates what a fundamental impact they had and still have. Notice that the trial and analysis 
as described for (2), which I will from now on refer to as Fisher’s method, is a representative example 
for the state of the art at that time. Furthermore, similar experiments are still conducted today 
which means that this framework has been applied for almost a century now. 
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“Unfortunately, as so often happens,  
mathematical extensions, conceived as improvements,  
appeared.” (Yates, 1990, p. xxviii) 
1.2 Plant breeding trials: recent developments 
In this section, I will give a very brief overview of some relevant advancements in the methodology 
of experimental design for and statistical analysis of plant breeding trials that arose since the early 
1900s. Yet, before I start, I would like to clarify that Fisher’s method is not outdated in the sense 
that an alternative approach should generally be preferred. Instead, the advancements and 
extensions allowed for additional possibilities in the statistical analysis, which in turn led to more 
flexibility in the experimental design, such as, e.g., non-constant 𝑛𝑒 across genotypes. If such a 
more recent experimental design is used, however, Fisher’s method is consequently no longer a 
valid choice for the respective analysis. 
1.2.1 Experimental design across environments 
MET in plant breeding are usually laid out not only across multiple trial locations, but also over 
multiple years,, e.g., in a three-year-cycle. Yet, since the goal of plant breeding is to select superior 
genotypes efficiently, some genotypes are eliminated from the candidate set after their first year 
of testing. Furthermore, a new cycle with a new set of genotypes is introduced each year. Thus, 
even though data in this scenario is balanced within a single year, it is not so when considering 
the entire three-year-cycle due to incomplete genotype-year classifications. This is a very common 
cause for unbalanced data in plant breeding and it applies irrespective of the experimental design 
at the environment-level. Other, similar scenarios leading to unbalanced data are, e.g., (i) 
incomplete genotype-location classifications due to varying genotype relevance between certain 
regions of the TPE or (ii) incomplete genotype-replicate classifications due to varying number of 
replicates between locations. Finally, the breeder may conduct MET with single replicates at each 
environment and thus treat the environment as a block (detailed insights in chapter 2). As a rule it 
can be said that the more environments there are in a MET, the more likely it is that data is 
unbalanced. 
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1.2.2 Linear mixed models 
The analytical solution to this problem of unbalanced data came with linear mixed models using 
maximum likelihood (ML) for estimating variance components. Note that it was once again Fisher 
(1922, 1921) who proposed the likelihood function as well as the method of maximum likelihood. 
Later, Patterson and Thompson (1971) proposed using restricted maximum likelihood (REML) as 
an alternative to the ordinary ML, as the former reduces the bias of VC estimates for finite samples. 
Eisenhart (1947) was the first to use the word “mixed” in the context of linear models including 
both fixed and random effects. The mixed model equations were given by Henderson (1986) and 
further work was done by Searle et al. (2006). With mixed models and REML, analyzing unbalanced 
data was no longer a problem. A practically relevant example for this is that the software PLABSTAT 
(Plant Breeding Statistical Program), which uses Fisher’s method and was and still is popular among 
plant breeders today, will impute missing values as long as they represent less than 13% of the 
dataset and subsequently conduct an ANOVA. Note that in an unbalanced dataset, all missing 
level classifications (such as genotype-year) are treated as missing values. When more than 13% 
of the data is missing, no ANOVA is conducted in PLABSTAT. Instead, the breeder is advised to 
switch to software that uses REML in order to obtain VC estimates (Utz, personal communication).  
1.2.3 Experimental design on the environment level 
The need to always form complete blocks/replicates was especially problematic for plant breeders, 
as they often have a relatively large number of candidate genotypes. Yates (1936) introduced the 
use of incomplete blocks and followed up with the potential ability to recover inter-block 
information (Yates, 1940b), which generally opened the door for new classes of experimental 
design such as lattice squares (Yates, 1940a). The proposition of, e.g., augmented designs (Federer, 
1956), 𝛼-lattice (Patterson and Williams, 1976), p-rep (Cullis et al., 2006) and augmented p-rep 
designs (Williams et al., 2011) followed. Moehring et al. (2014) showed that the latter two “clearly 
outperform replicated and classical augmented designs” in terms of efficiency. Hence, now the 
goal is to keep the number of replicates for a genotype as low as possible, while maintaining, e.g., 
a small standard error of a difference (s.e.d.) for the genotype effects. 
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1.2.4 Geostatistics and variance structures  
By discussing the idea of adjusting plot values by covariance on neighboring plot values instead 
of forming blocks, Papadakis (1937) and Bartlett (1938) laid the starting point for 
geostatistics/spatial error models, which experienced a comparable, parallel development since 
then. Some milestones are the nearest neighbor model (Wilkinson et al., 1983) and the extension 
to two-dimensional spatial trends (Cullis and Gleeson, 1991) even via smoothing methods such as 
P-splines (Rodríguez-Álvarez et al., 2018). Note that, e.g., Moehring et al. (2014) and Damesa et al. 
(2018) state that using spatial error structures can be seen as a possibly advantageous add-on 
option to a randomization-based approach for designing field experiments. Yet Gilmour et al. 
(1997) treat it the other way around. They recognize three major sources of variation in field 
experiments: large-scale variation, extraneous variation and small-scale variation. They suggest 
accounting for the first via polynomials and spline smoothers and the second via spatial models 
and potentially including design effects.  
Considering the analysis of MET, it had been pointed out from the beginning “that plot error 
variance is variable from one experiment to another […] and there is nothing that compels the 
variances of the GE interaction effects to be homogeneous” (Comstock and Moll, 1963). In this 
context, already Yates and Cochran (1938) discussed performing ANOVA with heterogeneous 
variances. Again, the mixed model framework turned out to be able to adequately model 
environment-specific variances (Cullis et al., 2006; Edwards and Jannink, 2006; So and Edwards, 
2009; Smith and Cullis, 2018). In summary, multiple options for modeling the variance-covariance 
structure of the residuals at various levels of the MET are available to the plant breeder. 
Furthermore, modeling genotype-by-environment interaction effects or more specifically their 
variance-covariance structure alone is a vast topic including, e.g., Finlay-Wilkinson regression, 
additive main effects multiplicative interaction (AMMI) models and genotype and genotype-
environment (GGE) interaction models (Finlay and Wilkinson, 1963; Gauch, 1992; Piepho, 1998; 
Smith et al., 2001). In addition, genotypic correlations between cultivation areas, that group 
together similar environments, can be estimated (Kleinknecht et al., 2013). Again, this can be 
summarized as the proposition of a number of variance-covariance structures, though this time 
for genotype-by-environment interaction effects and not the residual. 
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1.2.5 Genotypic variance structure 
Examining (3) it can be seen that a single estimate for 𝜎𝑔
2 is required, which corresponds to the 
single genotypic variance estimate we obtain via Fisher’s method for (2). The implication is, 
however, that all genotypes have a homogeneous genotypic variance and are independent. Yet, 
especially in plant breeding programs, it seems unlikely that genotypes are independent. Instead, 
plant breeders usually have some population structure within their pool of candidate genotypes. 
There are approaches to model this, e.g., via separating the genotypic effect into an overall 
population effect and genotype within population effect, or alternatively by using a factorial or 
diallel mating design in order to obtain estimates for the general combining ability (GCA) and 
specific combining ability (SCA) of a genotype (Bernardo, 1994). Another option is to assume a 
correlation structure for the genotypic effect by obtaining a genetic relationship matrix 
beforehand, which is usually based on either pedigree information or markers (Meuwissen et al., 
2001; Pillen et al., 2003; VanRaden, 2008; Würschum, 2012; Crossa et al., 2017). Especially the latter 
is very popular nowadays, as many plant breeders perform some type of marker-assisted selection 
(i.e. genome-wide association study (GWAS) or genomic selection). Thus, once again a variance-
covariance structure (that is different from ID) may be introduced to the mixed model of a plant 
breeder – this time for the genotype main effect. 
1.2.6 Computers 
A development that is indispensable for the popularity of mixed models using REML is the advent 
of computers, steady advancement regarding their computational power as well as the 
improvement of the software and applied algorithms. As Piepho et al. (2003) point out: “Prior to 
the advent of computers, the analysis of a mixed model was a daunting task. In fact, analysis was 
only feasible for simple, balanced designs. A full-fledged analysis of more complex data sets, e.g., 
of an unbalanced series of experiments accommodating heterogeneity of variance at various levels 
(treatment by environment interaction and error) and spatial correlation at the field level, was 
beyond reach.” It may be interesting to note here that “Fisher had little interest in computers, then 
in their infancy, and referred to their calculations as ‘Mecano arithmetic’.” (Yates, 1990, p. xxxi) 
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1.3 Objective of this study 
It should have become clear at this point that since the proposition of heritability, multiple 
tremendous advancements took place in the design and analysis of plant breeding experiments. 
Today, a plant breeder is left with an extensive number of options to make the experimental design 
more efficient and data analysis more sophisticated than 100 years ago. Fortunately, the newer 
methods are indeed applied in practice and I will from now on refer to this combination of 
advanced experimental design with a mixed model analysis as the modern plant breeding setting. 
In fact, when asked to provide a recent dataset from a plant breeder that can correctly be analyzed 
via Fisher’s method, one may find that this requires some searching.  
It seems, however, that during this time of progress the notion of heritability did not receive the 
same amount of attention and extension. While, e.g., Hanson and Robinson (1963) state that “the 
need for standardization of the concept of heritability is evident”, the general approach towards 
heritability estimation in context of plant breeding and experimental designs remained 
unchanged. Considering the standard formula for heritability on an entry-mean basis (𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2 ) 
as shown in (4), there are mainly three challenges that arose with the extended mixed model 
framework: (i) unbalanced data, (ii) heterogeneous variances and (iii) covariances. In other words, 
it is not clear how to estimate heritability for, e.g., a marker-assisted selection in an unbalanced 
MET, where trials are laid out as p-rep designs.   
Yet, for several decades the relevant passages on the estimation of heritability on an entry-mean 
basis did not seem to go beyond  “normally plots are replicated” (Wricke and Weber, 1986, p. 45) 
and even today 𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2  is taught at universities and sometimes applied in scientific publications, 
even though an analysis methodology more sophisticated than Fisher’s method was used. 
Therefore, the overall objective of this thesis is to propose new, generalized methods for 
estimating heritability appropriate for modern plant breeding programs and compare these to 
existing proposals. First, Chapter 2 exemplarily demonstrates some of the flexibility and benefit of 
the mixed model framework for typically unbalanced MET as described above. Here, a bivariate 
mixed model analyses is used to jointly analyze two MET for cultivar evaluation, which differ in 
multiple crucial aspects such as plot size, trial design and general purpose. Thus, the primary focus 
in this chapter lies on the application of linear mixed models in the modern plant breeding setting, 
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which serve as the basis to subsequently estimate heritability. Then in Chapter 3, six alternative 
methods for the estimation of broad-sense heritability on an entry-mean basis are applied and 
compared to the standard method. This is done for four different MET datasets for cultivar 
evaluation, which all display a typically unbalanced data structure, but differ in the genetic 
frameworks of their cultivars. Finally, a new approach to estimate heritability on an entry-difference 
basis is proposed in Chapter 4. Besides deriving this method, it is again exemplified and compared 
to other methods via analyzing four different datasets for cultivar evaluation. Here, however, the 
datasets differ in their complexity so that the first may correctly be analyzed via Fisher’s method, 
while the last shows multiple aspects described above as the modern plant breeding setting. 
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2. More, larger, simpler: How comparable are on-farm and on-station 
trials for cultivar evaluation? 
P. Schmidta, J. Möhringa, R. J. Kochb, and H.-P. Piephoa 
a Biostatistics Unit, Institute of Crop Science, University of Hohenheim, Fruwirthstrasse 23, 70599 
Stuttgart, Germany 
b Pioneer Hi-Bred Northern Europe Sales Division, Apensener St. 198, 21614 Buxtehude, Germany 
 
Abstract 
Traditionally, cultivar evaluation trials have been conducted as replicated small-plot, on-station 
trials at multiple locations and years. To this day, this is the method of choice for cultivar 
registration trials conducted by official federal institutes. Given a different purpose (e.g. 
marketing), cultivar evaluation may also be done as on-farm trials with single replicates and fewer 
plots laid out as large strips. Such trials are often conducted at a larger number of locations. It is 
not clear how comparable these two trial systems are. Our objective therefore was to compare the 
precision and accuracy of these two systems using yield data from both on-farm trials and from 
official on-station trials for winter oilseed rape (Brassica napus L.) across 8 yr. We set up 
multivariate mixed models to analyze the combined dataset of both trial systems and estimate 
heterogeneous variance components. Furthermore, based on 23 hybrid genotypes common to 
both datasets, we investigated the genetic correlation between systems and tested for 
genotype × system interaction effects. The results suggest that on-farm trials are comparable with 
on-station trials in terms of precision of a single plot, but that there are genotype × system 
interaction effects prohibiting the comparison of yield estimates for genotypes between systems. 
One potential explanation for this difference was identified as the system-specific group effect of 
semidwarf vs. long-strawed genotypes. 
Status: published 
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3. Estimating broad-sense heritability with unbalanced data from 
agricultural cultivar trials 
P. Schmidta, J. Hartungb, J. Rathb, and H.-P. Piephoa 
a Biostatistics Unit, Institute of Crop Science, University of Hohenheim, Fruwirthstrasse 23, 70599 
Stuttgart, Germany 
b Deutsches Maiskomitee e.V., Brühler Straße 9, 53119 Bonn, Germany; 
 
Abstract 
Broad-sense heritability is defined as the proportion of phenotypic variance that is attributable to 
an overall variance for the genotype. It is often calculated as a measure (i) to quantify and 
eventually compare the precision of agricultural cultivar trials and/or (ii) to estimate the response 
to selection in plant breeding trials. In practice, most such trials are conducted at multiple 
environments (i.e. year-by-location-combinations) resulting in a multi-environment trial (MET) 
with unbalanced data, as, e.g., not all cultivars are tested at each environment. Yet, the standard 
method for estimating heritability implicitly assumes balanced data, independent genotype effects 
and homogeneous variances. Therefore, we compared the estimates for broad-sense heritability 
computed via the standard method to those obtained via six alternative estimation methods 
(example codes: https://github.com/PaulSchmidtGit/Heritability). We did so by analyzing four 
cultivar MET, which all displayed a typically unbalanced data structure, but differed in the genetic 
frameworks of their cultivars. Results indicate that the standard method may over-estimate 
heritability for all datasets, while alternative methods show similar estimates per dataset and thus 
seem able to better handle this kind of unbalanced data. Finally, we show that in order to compare 
heritability estimates between different MET, genetic variance components estimates should be 
fixed to common values for both datasets. 
Status: published
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4. Heritability in plant breeding on a genotype-difference basis 
P. Schmidt1, J. Hartung1, J. Bennewitz2 and H.-P. Piepho1* 
1 Biostatistics Unit, Institute of Crop Science, University of Hohenheim, Fruwirthstrasse 23, 70599 
Stuttgart, Germany;  
2 Institute of Animal Science, University of Hohenheim, Garbenstrasse 17, 70599 Stuttgart, 
Germany; 
 
Abstract 
In plant breeding, heritability is often calculated (i) as a measure of precision of trials and/or (ii) to 
compute the response to selection. It is usually estimated on an entry-mean basis, since the 
phenotype is usually an aggregated value, as genotypes are replicated in trials, which stands in 
contrast with animal breeding and human genetics. When this was first proposed, assumptions 
such as balanced data and independent genotypic effects were made that are often violated in 
modern plant breeding trials/analyses. Due to this, multiple alternative methods have been 
proposed, aiming to generalize heritability on an entry-mean basis. In this study, we propose an 
extension of the concept for heritability on an entry-mean to an entry-difference basis, which 
allows for a more detailed insight and is more meaningful in the context of selection in plant 
breeding, because the correlation among entry means can be accounted for. We show that under 
certain circumstances our method reduces to other popular generalized methods for heritability 
estimation on an entry-mean basis. The approach is exemplified via four examples that show 
different levels of complexity, where we compare six methods for heritability estimation on an 
entry-mean basis to our approach (example codes: 
https://github.com/PaulSchmidtGit/Heritability). Results suggest that heritability on an entry-
difference basis is a well-suited alternative for obtaining an overall heritability estimate and in 
addition provides one heritability per genotype as well as one per difference between genotypes. 
Status: published 
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5. General discussion 
In the last chapters, the fact that the standard method for computing heritability on an entry-mean 
basis is lacking the ability to account for, e.g., heterogeneous variances or covariances in both the 
phenotypic and genotypic component has been pointed out multiple times. Yet at the same time, 
the sheer number of proposed alternative heritability methods that try to rectify this shortage 
shows that a generalization of heritability estimation in a modern plant breeding setting is on one 
hand in demand, but on the other hand not straight-forward. In fact, this thesis is not resolving 
the issue either. I argue that this is because the issue may simply be irresolvable - at least in the 
sense that there can never be an ultimate extension for estimating a generalized heritability on an 
entry-mean basis, which fulfills all of the following criteria:  
(1) it has all the same interpretations as 𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2  in the simple, balanced setting,  
(2) it can be used as both, an estimate to be plugged into the breeder’s equation in order to 
obtain 𝑅 and a descriptive measure as is possible with 𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2  in the simple, balanced 
case and 
(3) it can generally be accepted by the academic and/or plant breeding community as the 
method of choice. 
What this thesis does provide, however, is a substantial investigation into 
(i) why the assumptions for 𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2  are seldom met in the modern plant breeding setting, 
so that a generalized heritability is needed,  
(ii) why generalizing heritability is problematic, 
(iii) how to extend the notion of heritability to an entry-difference basis and 
(iv) how existing proposals as well as newly proposed methods by our group generalize 
heritability and how they compare to each other1. 
 
1 This includes the example codes for calculating the different methods via multiple mixed model software packages that are made 
available at https://github.com/PaulSchmidtGit/Heritability 
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In the end, a recommendation is given on how heritability and 𝑅 should be used in the general 
case. While the answers to (i)-(iv), as well as the recommendation are given and discussed in 
Chapters 1 – 4, some final remarks on aspects of these points are given in this Chapter 5.  
5.1 The true heritability – “Why don’t you just simulate it?” 
On multiple occasions, may it be by a reviewer or someone at a conference, I was asked why I did 
not simply simulate a dataset with a given true heritability and then check which of the alternative 
methods find estimates closest to this true heritability. At a first glance, this is a very appealing 
approach and we considered the idea at the beginning of this work. Unfortunately, this method is 
doomed to fail. In a simple, balanced setting, the true heritability is essentially 𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2 . It is of 
course possible to simulate a dataset that represents a simple, balanced setting with a given 
heritability. As shown in Chapter 4, however, most of the proposed generalized heritability 
methods will then reduce to 𝐻𝑆𝑡𝑑
2 /ℎ𝑆𝑡𝑑
2  and thus give the exact same estimate. Clearly, this 
approach does not acquire any new information, since we simulate a simple, balanced setting and 
hence there is no need for a generalized method in the first place.  
If the simulated dataset deviates from the simple, balanced setting due to, e.g., unbalance or 
genotypic population structures, we can no longer define a true heritability (in the same way). The 
question on how to simulate a true heritability in such a scenario is essentially the same as how to 
calculate a generalized heritability. Any decision on how to simulate the data given some sort of 
underlying true heritability (e.g. as the correlation between simulated phenotypic and simulated 
genotypic values or as a function of variance components) is not only ambiguous, but also directly 
and inevitably determines which of the alternative methods of estimation will yield the best results. 
In other words, if I knew how to simulate a true heritability in a non-simple, unbalanced case, then 
I would also know the appropriate generalized heritability estimation method. 
5.2 Another complex generalized heritability method – “Aren’t we overdoing it?” 
In Chapter 4 we introduce 𝐻Δ
2/ℎΔ
2 – a heritability based on an entry-difference basis. Furthermore, 
we propose two versions of it, one based on genotypic BLUEs and one based on genotypic BLUPs. 
The measure explicitly accounts for unbalanced data and any variances and covariances in both 
the true genotypic component and estimated/predicted genotypic component (i.e. phenotypic 
component). Accordingly, this approach is arguably the final product of this work and in a sense 
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the successor/an extension of 𝐻𝑃𝑖𝑒𝑝ℎ𝑜
2 , which was proposed by our group more than ten years ago 
(Piepho and Möhring, 2007). After presenting our work on 𝐻Δ
2/ℎΔ
2 in a talk at the EUCARPIA 
Biometrics 2018 conference, Fred van Eeuwijk (Professor at the Department of Plant Sciences at 
Wageningen University, NL) asked a question that articulated thoughts I had been having as well. 
He basically questioned whether the efforts taken (by academia) to overcome the issues with 
heritability estimation in the modern plant breeding setting are worthwhile, since ultimately each 
new proposition seems to be getting more complicated while at the same time it is still an 
approximation. As an uncompromising alternative, he suggested that we could simply discourage 
the use and estimation of heritability in cases that strongly deviate from the simple balanced 
setting. To put his comment into the right light, it should be noted that Fred van Eeuwijk’s group 
had published a paper with a secondary focus on generalized heritability methods earlier the same 
year (Rodríguez-Álvarez et al., 2018). 
The criticism is indeed a crucial one and at the very heart of this thesis. After all, one major reason 
for the popularity of heritability in plant breeding was its simplicity, both in calculating, as well as 
in interpreting it. Both of these features are lost in the modern plant breeding setting. It is 
important to note that in practice the use of more sophisticated methods does not merely lead to 
higher efforts, but also makes analysis and interpretation more prone to error. Thus, given such a 
setting, we need to take a step back and answer the fundamental question of what can actually be 
gained from calculating any generalized heritability estimate in addition to other, simpler, but 
already very informative measures like, e.g., variance component (vc) estimates or (an average of) 
the standard errors of a difference (s.e.d.) between genotypic BLUEs/BLUPs. Hanson and Robinson 
(1963) nicely phrase the matter at hand: “In any research program involving the estimation of 
heritability it is essential at the outset to know exactly why such an estimate is required. This is a 
truism, but in many instances it would appear that the estimation of heritability is the prime object 
of the experiment, rather than a link in the chain of research. Unfortunately, this is a criticism which 
can be leveled against many statistical techniques; they come to be regarded as an end in 
themselves, rather than a means to an end. Instead, they should, of course, be regarded merely as 
tools - albeit useful, and often powerful, tools - in the hands of the research worker.” 
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As stated in the previous chapters, there are two main uses for heritability and they are addressed 
consecutively in the following sections. 
5.3. Heritability as a mean to predict response to selection 
As stated before, a key motivation for estimating heritability is that it can be used to predict the 
response to selection (𝑅) via the breeder’s equation. Yet, heritability can no longer simply be “that 
fraction of the selection differential expected to be gained when selection is practiced on a defined 
reference unit” (Nyquist and Baker, 1991), if genetic effects no longer have a “common heritability” 
due to a non-simple, unbalanced setting. Applying the breeder’s equation by using an 
approximate mean heritability across genotypes will naturally result in a prediction for 𝑅 that is 
only as good as the approximated heritability estimate. 
Therefore, I here repeat the conclusion of Chapter 4, which has its roots in Piepho and Möhring 
(2007): In order to predict 𝑅 in a modern plant breeding setting, one should not use the breeder’s 
equation with some ad hoc measure of heritability. Instead, one should simulate 𝑅 directly. This 
can be done, e.g., via the simulation approach proposed by Piepho and Möhring (2007). 
Accordingly, we recommend avoiding the breeder’s equation as a whole and thus there is no 
benefit of estimating (a generalized) heritability in this respect.  
5.4. Heritability as a descriptive measure of precision and usefulness 
When it comes to the descriptive function of heritability, there is arguably still benefit in estimating 
it, yet again it can only be as good as the approximation that is used in the framework of the 
respective method.  
One may group all heritability methods regarding two criteria. The first one asks whether the 
method is accounting for heteroscedasticity and/or covariances in the genotypic and/or 
phenotypic component. To our knowledge, 𝐻𝑂𝑎𝑘𝑒𝑦
2 , 𝐻𝑠𝑖𝑚
2  and 𝐻Δ
2 are the only ones attempting to 
account for all of these features (see Table 1 in Chapter 4). 
As a second criterion, one may ask whether more than a single scalar quantity (i.e. a local or central 
tendency) is returned as the heritability or whether information that is more detailed 
(i.e. dispersion) can be obtained in addition. Strictly speaking, all three heritability measures 
mentioned above provide multiple estimates for heritability and thus allow for evaluating its 
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distribution. We argue, however, that those of 𝐻Δ
2 (i.e. 𝐻Δi∙
2  and 𝐻Δij
2 ) are the most relevant: When 
calculating 𝐻𝑠𝑖𝑚
2 , there are as many heritability estimates as there are simulation runs. Yet each one 
is already an average correlation across all genotypes.  𝐻𝑂𝑎𝑘𝑒𝑦
2  gives components of heritability as 
the non-zero eigenvalues, but their interpretation is abstract (see discussion Chapter 4).  
Consequently, we argue that if heritability is only used to describe precision, then 𝐻Δ
2 gives the 
most detailed insight. Furthermore, we feel that its motivation, derivation and interpretation is 
rather intuitive. Moreover, note that 𝐻Δ
2 can also be used for generalized linear (mixed) models. 
Notice that obtaining 𝐻Δij
2  involves both, all s.e.d. between genotypic means as well as genotypic 
variance components. Thus, the gain from using 𝐻Δij
2  here is that it combines these two important 
model outputs. This, in a sense, is very much in the spirit of an original motivation for heritability, 
as otherwise one could have simply shown the error variance as a measure for precision in simple, 
balanced settings. Accordingly, there is a benefit to calculating 𝐻Δij
2  in addition to s.e.d. if the 
genotypic variance is not proportional to identity matrices. 
5.5 Related topics and outlook 
An issue that is directly related to this work is the “missing heritability”, which in turn involves the 
question of how to define the genomic variance. The latter generally represents the genomic 
counterpart to the genetic variance and refers to the variance of a trait which can be explained by 
a linear regression on a set of markers (Los Campos et al., 2015). It was coined missing heritability 
when it was found that the genomic variance often only captures a fraction of the genetic variance 
(Maher, 2008). While there are possible explanations for this issue, for example the linkage 
disequilibrium between markers and loci, there has also been an recent conceptual inquiry about 
how genomic variance should be estimated (Lehermeier et al., 2017; Schreck and Schlather, 2018). 
Basically, it was pointed out that the assumptions of classical quantitative genetics theory are not 
in line with assumptions often made by applied linear mixed models including random genotypic 
effects that make use of a kinship matrix such as the one in Chapter 4. More specifically, for 𝒁𝒖 - 
the random effects part of these models - it is assumed that 𝒁 is fixed, whereas 𝒖 is random. In 
the classical quantitative genetics theory, however, it is the other way around: 𝒁 is stochastic and 
𝒖 are fixed values. 
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In the same vein lies the problem of choosing the “base population” when a pedigree matrix is 
used instead of a marker-based kinship matrix. Powell et al. (2010) point out that the genotypes 
in the base population, i.e. the founders, are usually assumed to be genetically independent and 
only their descendants are correlated due to their common pedigree. Yet, given that pedigree 
information is present, the decision on how many generations back the base population should 
go, is completely ambiguous, which impedes understanding and interpretation of the resulting 
genetic variance estimates. Moreover, the interest of a plant breeder does not usually lie in the 
genetic variance of a base population, but of the population under current selection. This thesis 
has entirely focused on the present population and on models where 𝒁 is fixed. Currently, there is 
ongoing work on whether the expected sample variance of the random genetic effects is suited as 
an estimate for the genetic variance, even with correlated genotypes (Schreck, 2018).  
In the end, findings in this area may have a direct impact on the estimation an interpretation of 
heritability whenever genomic variance estimation is involved. 
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7. Summary 
Heritability is an important notion in, e.g., human genetics, animal breeding and plant breeding, 
since the focus of these fields lies on the relationship between phenotypes and genotypes. 
A phenotype is the composite of an organism’s observable traits, which is determined by its 
underlying genotype, by environmental factors and by genotype-environment interactions. For a 
set of genotypes, the notion of heritability expresses the proportion of the phenotypic variance 
that is attributable to the genotypic variance. Furthermore, as it is an intraclass correlation, 
heritability can also be interpreted as, e.g., the squared correlation between phenotypic and 
genotypic values. 
It is important to note that heritability was originally proposed in the context of animal breeding 
where it is the individual animal that represents the basic unit of observation. This stands in 
contrast to plant breeding, where multiple observations for the same genotype are obtained in 
replicated trials. Furthermore, trials are usually conducted as multi-environment trials (MET), where 
an environment denotes a year × location combination and represents a random sample from a 
target population of environments. Hence, the observations for each genotype first need to be 
aggregated in order to obtain a single phenotypic value, which is usually done by obtaining some 
sort of mean value across trials and replicates. As a consequence, heritability in the context of plant 
breeding is referred to as heritability on an entry-mean basis and its standard estimation method 
is a linear combination of variances and trial dimensions. 
Ultimately, I find that there are two main uses for heritability in plant breeding: The first is to predict 
the response to selection and the second is as a descriptive measure for the usefulness and 
precision of cultivar trials. Heritability on an entry-mean basis is suited for both purposes as long 
as three main assumptions hold: (i) the trial design is completely balanced/orthogonal, (ii) 
genotypic effects are independent and (iii) variances and covariances are constant.  
In the last decades, however, many advancements in the methodology of experimental design 
for and statistical analysis of plant breeding trials took place. As a consequence it is seldom the 
case that all three of above mentioned assumptions are met. Instead, the application of linear 
mixed models enables the breeder to straightforwardly analyze unbalanced data with complex 
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variance structures. Chapter 2 exemplarily demonstrates some of the flexibility and benefit of the 
mixed model framework for typically unbalanced MET by using a bivariate mixed model analyses 
to jointly analyze two MET for cultivar evaluation, which differ in multiple crucial aspects such as 
plot size, trial design and general purpose. Such an approach can lead to higher accuracy and 
precision of the analysis and thus more efficient and successful breeding programs.  
It is not clear, however, how to define and estimate a generalized heritability on an entry-mean 
basis for such settings. Therefore, multiple alternative methods for the estimation of heritability 
on an entry-mean basis have been proposed. In Chapter 3, six alternative methods are applied to 
four typically unbalanced MET for cultivar evaluation and compared to the standard method. The 
outcome suggests that the standard method over-estimates heritability, while all of the alternative 
methods show similar, lower estimates and thus seem able to handle this kind of unbalanced data. 
Finally, it is argued in Chapter 4 that heritability in plant breeding is not actually based on or aiming 
at entry-means, but on the differences between them. Moreover, an estimation method for this 
new proposal of heritability on an entry-difference basis (𝐻Δ
2/ℎΔ
2) is derived and discussed, as well 
as exemplified and compared to other methods via analyzing four different datasets for cultivar 
evaluation which differ in their complexity. I argue that regarding the use of heritability as a 
descriptive measure, 𝐻Δ
2/ℎΔ
2 , can on the one hand give a more detailed and meaningful insight 
than all other heritability methods and on the other hand reduces to other methods under certain 
circumstances. When it comes to the use of heritability as a means to predict the response to 
selection, the outcome of this work discourages this as a whole. Instead, response to selection 
should be simulated directly and thus without using any ad hoc heritability measure. 
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8. Zusammenfassung 
In der Humangenetik, Tier- und Pflanzenzüchtung sowie anderen Forschungsdisziplinen, bei 
denen die Beziehung zwischen Genotypen und Phänotypen im Fokus steht, ist die Heritabilität 
eine wichtige Maßzahl. Der Phänotyp setzt sich aus einem oder mehreren beobachteten 
Merkmalen eines Organismus zusammen und wird durch den zugrunde liegenden Genotypen, 
durch Umwelteinflüsse, sowie durch Genotyp-Umwelt-Wechselwirkungseffekte bestimmt. Die 
Heritabilität gibt an, welcher Anteil der phänotypischen Varianz genetisch bedingt ist. Sie kann als 
quadrierte Korrelation zwischen phänotypischen und genotypischen Werte interpretiert werden. 
Ursprünglich wurde die Heritabilität in der Tierzüchtung vorgeschlagen, in welcher das einzelne 
Tier die kleinste Beobachtungseinheit darstellt. Dies steht im Gegensatz zur Pflanzenzüchtung, in 
der meist wiederholte Versuche durchgeführt werden, so dass derselbe Genotyp reproduziert und 
mehrfach beobachtet werden kann. Hinzu kommt, dass die Versuche meist in Versuchsserien an 
mehreren Standorten und über mehrere Jahre hinweg durchgeführt werden. Um also einen 
phänotypischen Wert je Genotyp zu erhalten, müssen dessen Beobachtungen aggregiert werden, 
was meist durch eine Form von Mittelwertbildung geschieht. Aus diesem Grund wird Heritabilität 
in der Pflanzenzüchtung standardmäßig als Heritabilität auf Sortenmittelwertbasis. 
Ich sehe zwei Hauptnutzen von Heritabilität in der Pflanzenzüchtung: Zum einen kann mit ihr der 
Selektionserfolg vorhergesagt werden und zum anderen dient sie als beschreibende Maßzahl für 
die Präzision und Brauchbarkeit eines Versuchs. Die Heritabilität auf Sortenmittelwertbasis ist für 
beide Zwecke geeignet solange folgende Bedingungen erfüllt sind: (i) Das Versuchsdesign ist 
vollkommen balanciert/orthogonal, (ii) die Genotyp-Effekte sind unabhängig und (iii) alle 
Varianzen, sowie Kovarianzen sind konstant. 
In den letzten Jahrzehnten gab es mehrere Weiterentwicklungen in der Methodik des 
Versuchsdesigns sowie der statistischen Analyse von Pflanzenzüchtungsversuchen. Gemischte 
Modelle ermöglichen komplexe Varianzstrukturen und unbalancierte Daten auszuwerten In 
Kapitel 2 wird beispielhaft gezeigt, welche Möglichkeiten und Vorteile in der Anwendung von 
gemischten Modellen liegen, indem typisch unbalancierte Datensätze von zwei verschiedenen 
Sortenversuchsserien mithilfe eines bivariaten gemischten Modells gemeinsam ausgewertet 
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werden. Ansätze wie dieser können eine höhere Analyseexaktheit und -präzision erzielen und 
demnach die Effizienz und den Erfolg von Pflanzenzüchtungsprogrammen steigern. Gleichzeitig 
führt dies dazu, dass die oben genannten Bedingungen nur selten erfüllt sind.  
In solchen Fällen ist dann nicht klar, wie eine Heritabilität auf Sortenmittelwertbasis definiert und 
geschätzt werden kann. Mehrere alternative Methoden wurden vorgeschlagen. In Kapitel 3 werden 
sechs dieser alternativen Methoden für vier typische Datensätze aus Sortenversuchsserien 
berechnet und miteinander, sowie mit der Standardmethode verglichen. Die Ergebnisse deuten 
darauf hin, dass letztere die Heritabilität überschätzt, während alle alternativen Methoden 
ähnliche, niedrigere Schätzungen zeigen. Dies lässt vermuten, dass diese Methoden besser für die 
vorliegenden, unbalancierten Daten geeignet sind. 
Abschließend wird in Kapitel 4 gezeigt, dass Heritabilität in der Pflanzenzüchtung im Grunde nicht 
auf Genotypmittelwerten sondern auf deren Differenzen basiert. Hieraus wird eine Methode zur 
Berechnung einer generalisierten Heritabilität auf Sortendifferenzbasis (𝐻Δ
2/ℎΔ
2) hergeleitet und 
diskutiert. Vier unterschiedlich komplexe Datensätze von Sortenversuchen werden verwendet und 
mit alternativen Heritabilitätsschätzern verglichen. Bezüglich der Verwendung der Heritabilität als 
beschreibende Maßzahl bietet 𝐻Δ
2/ℎΔ
2 einen ausführlicheren und bedeutsameren Einblick als die 
alternativen Heritabilitätsschätzer oder die Standardmethode. Hinzu kommt, dass 𝐻Δ
2/ℎΔ
2  die bisher 
bekannten Methoden nicht nur verallgemeinert, sondern in Spezialfällen exakt abbildet. Basierend 
auf den Resultaten der gesamten Arbeit rate ich von der Verwendung von Heritabilität als Mittel 
zur Vorhersage des Selektionserfolges ab. Der Selektionserfolg sollte stattdessen direkt simuliert 
werden, sodass die Nutzung einer ad hoc Schätzungsmethode der Heritabilität unnötig ist. 
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