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H∞ OBSERVER-BASED CONTROL FOR DISCRETE-TIME
ONE-SIDED LIPSCHITZ SYSTEMS WITH UNKNOWN INPUTS.
M. BENALLOUCH∗, M. BOUTAYEB† , AND H. TRINH‡
Abstract. This paper investigates the problem of robust observer-based stabilization for a class
of one-sided nonlinear discrete-time systems subjected to unknown inputs. We propose a simple
simultaneous state and input estimator. A nonlinear controller is then proposed to compensate the
effects of unknown inputs and to ensure asymptotic stability in closed loop. Several mathematical
artifacts are used to deduce stability conditions expressed in terms of LMIs. To show high per-
formances of the proposed technique, a relevant example is provided with comparisons to recent
results.
Key words. H∞ observer-based controller, One-sided Lipschitz condition, Quadratic inner-
boundedness, unknown input estimation, Linear matrix inequalities, Discrete-time nonlinear systems.
1. Introduction.
During the last decades, tremendous research activities have been focused on observers
and controllers design for dynamical systems especially in the case where such sys-
tems are modeled with unknown inputs. Several theoretical results with interesting
applications were established in the literature, in particular for nonlinear systems, we
refer the reader to [1]-[2] and to the references therein.
Before we state the aim of this paper, we would like to mention some of the
interesting works dealing with observer design for nonlinear systems. As there exists
no universal approach, state observer design, in particular for nonlinear systems, is
still a challenging and open problem. It is worth noticing that most of the existing
results concern continuous time systems [3], [4] and [5] with only a few extensions
to discrete-time systems [6], [7], [8]. Beside the famous extended Kalman filter, we
distinguish a simple and useful nonlinear state observer that is based on the solution
of a Riccati-like equation and the Lipschitz condition, we refer the reader to the
pioneering work in [9] and some extensions in [10]-[11]. In order to enlarge the domain
of attraction and the class of nonlinear systems that can be considered, a useful and
more general condition was recently introduced for observers design, that is the one-
sided Lipschitz condition. Interesting works on state observer design for this type of
nonlinear systems were recently developed in [12]-[13]. For example, Hu in [12] and
[14], proposed sufficient conditions for the existence of state observers for a class of one-
sided Lipschitz nonlinear systems. The one-sided Lipschitz condition was introduced
to estimate the influence of the nonlinear functions vector on the observer and to
show inherent advantages with respect to the conservativeness induced by the classical
Lipschitz condition. In [15], the problem of designing reduced-order observer for the
same class of systems was discussed. The existence condition of the observer was
further discussed by Zhao et al. [16]. Furthermore, one can mention the work of
Abbaszadeh and Marquez in [17], in which a new condition known as the quadratically
inner bounded property was introduced. In that paper, the advantages of the one-
sided Lipschitz formulation in control and observation theory were acknowledged and
the stability conditions were expressed in terms of Linear Matrix Inequalities (LMIs).
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More recently, this approach was extended to discrete-time systems [18] and [13].
The problem of observer-based controller design for nonlinear systems has also
its share of attention from the automatic control community [19], [20], [21], [22] and
[23]. This is motivated by the fact that state estimation is not only important for the
purpose of diagnosis and/or monitoring industrial systems but also for control design.
In fact, introducing an observer in the closed loop control structure can show different
sources of conservatism such as the non-convexity of the bilinear matrix inequality
(BMI) formulations. This non-convexity is generally due to the coupling between
the unknown matrices of the observer and controller, and Lyapunov matrices. The
available solutions to this problem generally involve iterative linear matrix inequality
conditions [24]; constrained convex optimization conditions involving the satisfaction
of some equality constraints along with an LMI condition [21]; the feasibility of dif-
ferent dependent LMI conditions simultaneously [25]-[26]. A different solution was
recently presented in [23] which involved using the Young inequality in a more appro-
priate manner, the observer and controller gains were computed simultaneously by
solving only one linear matrix inequality. Another interesting result was presented in
[22] for the case of observer-based output feedback controllers for nonlinear uncertain
systems.
The presence of unknown inputs in the system is a severe restriction that can
compromise the stability and even deteriorate the performance. Their effect can
be more intensified if they affect nonlinearly the system. One of the most successful
unknown inputs observer (UIO) design techniques is the use of the decoupling principle
in which the estimation error dynamics is completely separated from the unknown
inputs. This approach was developed by Wang et al. [27], which proposed a procedure
to design a reduced order UIO structure for linear systems with unknown inputs.
This pioneering work was followed by several approaches for designing UIOs. For
instance, in [28] the authors dealt with the geometric approach, in [29] the authors
considered the inversion algorithm. In [30] the singular value decomposition technique
was proposed. Besides, concerning the works on algebraic approaches the reader is
referred, for instance, to [31]-[32]. The UIO application in fault tolerant control (FTC)
procedures has also attracted many researchers (see for instance [33], [34], [35]). In
fact, the FTC procedures can be treated using the observer-based controller technique
in the presence of unknown inputs. For this purpose, a fixed state feedback controller
is designed so that stability and some H∞ performances are guaranteed for both
fault free and faulty configuration of a class of nonlinear systems. In what follows,
let us mention some basic results on active FTC approaches. Indeed, an interesting
work developed by Kabore and Wang [33] proposed a simultaneous state and fault
estimator based FTC. The considered systems, under some structural conditions,
were transformed into special interconnected canonical forms. Those were explored
and used to deduce sufficient conditions for fault estimation and stability in closed
loop. More recently, the authors in [34] proposed a passive actuator FTC approach
for a class of nonlinear systems using the fact that the safe nominal system is locally
uniformly asymptotically stable. The Lyapunov state feedback controller proposed
there needs the complete knowledge of the state vector as well as the upper bound
function of faults. Finally, a simultaneous state and fault estimator to compensate and
construct an FTC was proposed by Jiang et al. [35] for a class of nonlinear systems
containing additive faults. In addition, the controllers construction is divided into
two parts, the first one compensates the fault effects while the second part stabilizes
the closed loop system through arbitrary nonlinear functions fixed by the user.
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In this paper, we investigate a class of nonlinear discrete-time systems with un-
known inputs to provide a constructive approach for H∞ observer-based control de-
sign. In order to put our work with respect to the existing results, we summarize the
main contributions by the following points: Firstly, we consider a general class of one-
sided Lipschitz systems in discrete-time where the nonlinearity depends on both the
states and the unknown inputs. Secondly, the one-sided Lipschitz and quadratically
inner-bounded conditions are introduced to provide nonrestrictive sufficient condi-
tions. Thirdly, a particular Lyapunov function and an observer-based controller both
dependent on the nonlinearities of the system are proposed. Furthermore, unlike some
existing works, a matching condition to cancel out the effects of faults is not required.
Finally, some mathematical artifacts are used to provide feasible and less conservative
LMI stability conditions. These are the reasons why our proposed approach works for
a larger class of dynamical systems. With the goal of showing the high performance
of the proposed results, we consider a relevant numerical example.
Notations. In a matrix, the notation (?) is used for the blocks induced by symmetry.
‖x‖ =
√
xTx is the Euclidean norm. ‖x‖`np =
( ∞∑
k=0
‖x(k)‖p
)1/p
represents the `np
norm of the vector function x(·) : IN→ IRn. The set `np is the Lebesgue space defined
by `np = {x(·) : IN→ IRn : ‖x‖`np < +∞}.
The next well-known lemma [36] is useful in the paper.
Lemma 1. [36]. For any given matrices Ψ and Φ, and a positive definite matrix
Σ with compatible dimension, one has
∀ ∈ R,  > 0, ΨΦT + ΦΨT 6 ΦΣΦT + 1

ΨΣ−1ΨT .
2. Problem statement.
Let us consider the following nonlinear system{
x(k + 1) = Axx(k) + Exf(k) +Bxu(k) + Fxg(x(k), f(k)) +Dxw(k)
y(k) = Cyx(k) +Dyw(k)
(2.1)
where x(k) ∈ IRn, u(k) ∈ IRm and y(k) ∈ IRp denotes respectively the state, the input
vector and the linear output. f(k) ∈ IRr is the unknown actuator fault vector which
changes unexpectedly when a fault occurs and is treated here as an unknown input.
w(k) ∈ Rt is the disturbances signal which belongs to `2[0,∞]. Ax, Bx, Ex, Fx, Cy,
Dx and Dy are constant matrices of adequate dimensions. g : IR
n × IRr → IRq is a
real nonlinear vector field.
First, for doing so we introduce a simple and equivalent form to (2.1) to estimate
both the state and unknown input using H∞ state estimation techniques.
As f(k) is unknown, let us introduce the artificial model f(k + 1) = f(k) + wf (k),
the system (2.1) is equivalent to
x(k + 1) = Axx(k) + Exf(k) +Bxu(k) + h(x(k), f(k)) +Dxw(k)
f(k + 1) = f(k) + wf (k)
y(k) = Cyx(k) +Dyw(k)
(2.2)
wf ∈ `r2 may be considered as a vector of disturbances and h(x, f) = Fxg(x, f).
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The second part of this paper is dedicated to control design that ensures some H∞
performances. Indeed, what we provide here is a constructive approach to minimize
the unknown input effects and at the same time to ensure asymptotic stability. Owing
to some mathematical artifacts, we deduce simple LMI stability conditions. The given
system (2.2) is equivalent to{
ξ(k + 1) = Aξ(k) +Bu(k) + l(ξ(k)) +W1wf (k) +W2w(k)
y(k) = Cξ(k) +Dyw(k) ; ξ ∈ IRo=n+r (2.3)
where l(x, f) = Fg(ξ) =
[
h(x, f)T 0
]T
and
ξ(k)=
[
x(k)
f(k)
]
, A=
[
Ax Ex
0 Ir
]
, B=
[
Bx
0
]
, F=
[
Fx
0
]
,W1=
[
0
Ir
]
,W2=
[
Dx
0
]
, CT=
[
CTy
0
]
.
The following assumption is made throughout this paper.
Assumption 1.
1. [12] l : IRn × IRr → IRn+r is one-sided Lipschitz with respect to x and f . i.e.〈
l(x, f)− l(xˆ, fˆ),
[
x− xˆ
f − fˆ
]〉
6 ρ
∥∥∥∥∥
[
x− xˆ
f − fˆ
]∥∥∥∥∥
2
, ∀ x, xˆ ∈ Rn, f, fˆ ∈ Rr (2.4)
The constant ρ is the so-called one-sided Lipschitz constant.
2. [17] l is quadratically inner-bounded with respect to x and f . i.e.
∥∥∥l(x, f)− l(xˆ, fˆ)∥∥∥2 6 β ∥∥∥∥∥
[
x− xˆ
f − fˆ
]∥∥∥∥∥
2
+ γ
〈[
x− xˆ
f − fˆ
]
, l(x, f)− l(xˆ, fˆ)
〉
. (2.5)
where β and γ are real scalars.
Unlike the well-known Lipschitz condition, the constants ρ, β and γ can be positive,
negative or zero. In addition, if the function l is Lipschitz, then it also one-sided
Lipschitz and quadratically inner-bounded, but the converse is not true (see [17]).
In addition, in the observer synthesis of one-sided Lipschitz systems, the concept of
quadratic inner-boundedness of l (see [17]) is useful.
The aim of this paper is to investigate the problem of robust observer-based
stabilization for a class of one-sided nonlinear discrete-time systems in the presence of
unknown inputs. The contributions of this paper and the improvements with respect
to existing results can be summarized by the following points:
• We consider a general class of nonlinear discrete-time systems where the non-
linearity depends on both the states and the unknown inputs. In this sense,
this contribution can be then considered as an extension of the papers [23]
and [35].
• The one-sided Lipschitz and quadratically inner-bounded conditions are in-
troduced to provide nonrestrictive sufficient conditions.
• The well-known matching conditions Im(Ex) ⊆ Im(Bx) and rank(CyEx) =
rank(Ex) to cancel completely the unknown inputs effects are not required,
contrarily to [35].
• The upper bounds on the unknown inputs and their derivatives are not needed
nor used for the observer and controller design.
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• Only one step is needed to solve the observer-based stabilization problem. As
a consequence, unlike some existing works in the literature (see for instance
[21], [6]), the problem is stated in the form of one LMI condition without
any additional restrictive conditions, such as equality constraints or a priori
choice of the Lyapunov matrix.
• A particular Lyapunov function and a controller law both dependent on the
nonlinearities of the system are proposed.
• Through the simulations, we obtain high performances of the proposed ap-
proach under severe conditions (small disturbance attenuation level and in-
creased frequency of the unknown input signal).
These are the reasons why our proposed approach represents a useful degree of freedom
and works for a large class of dynamical systems.
3. H∞ nonlinear unknown input observer.
The goal of this section is to design an asymptotic nonlinear observer to estimate
simultaneously the state vector and the unknown inputs. This observer has the fol-
lowing form
xˆ(k + 1) = Axxˆ(k) + Exfˆ(k) +Bxu(k) + h(xˆ(k), fˆ(k)) +K1(y(k)− yˆ(k))
fˆ(k + 1) = fˆ(k) +K2(y(k)− yˆ(k))
yˆ(k) = Cyxˆ(k)
(3.1)
such that ξˆ =
[
xˆT fˆT
]T
is an asymptotic estimate of ξ, K1 and K2 are the matrix
gains to be computed. For observer design, we need the following assumption.
Assumption 2. The pair (A,C) is assumed to be detectable.
Remark 1. The assumption 2 is expressed in terms of the matrices of system
(2.3). It can equivalently be formulated in terms of the matrices of system (2.1) as
follows
1. the pair (Ax, Cy) is detectable,
2. rankEx = r,
3. rank
[
A3 A4 − I
C1 C2
]
= n, where the real matrices A3, A4, C1 and C2 are
obtained by using two arbitrary non singular matrices Ω1 and Ω2 as follows
Ω1AxΩ
−1
1 =
[
A1 A2
A3 A4
]
, CyΩ
−1
1 =
[
C1 C2
]
, − Ω1ExΩ2 =
[
Ir
0
]
. (3.2)
Proof of remark 1.
A simple reasoning shows that
rank
[
sIn+r −A
C
]
= rank
0 I 0I 0 0
0 0 I
sIn −Ax −Ex0 s1Ir
Cy 0
[0 I
I 0
]
= rank
s1Ir 0−Ex sIn −Ax
0 Cy
 , with s1 = s− 1, (3.3)
If s1 = s − 1 6= 0 and from the detectability of the pair (A,C) and by the fact that
(3.3) is a triangular matrix, we have
rank
[
sIn+r −A
C
]
< n+ r ⇐⇒ rank
[
sIn −Ax
Cy
]
< n
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Therefore, the pair (Ax, Cy) is then detectable.
On the other hand, if s1 = s− 1 = 0, we haves1Ir 0−Ex sIn −Ax
0 Cy
 =
 0 0−Ex In −Ax
0 Cy
 with rank(Ex) = r. (3.4)
Let introduce the arbitrary non singular matrices Ω1 and Ω2 defined in (3.2) so that[
Ω1 0
0 I
] [−Ex In −Ax
0 Cy
] [
Ω2 0
0 Ω−11
]
=
[−Ω1ExΩ2 I − Ω1AxΩ−11
0 CyΩ
−1
1
]
=
Ir I −A1 −A20 −A3 I −A4
0 C1 C2
 (3.5)
For s = 1, by the fact that (3.5) is a triangular matrix, we have
rank
Ir I −A1 −A20 −A3 I −A4
0 C1 C2
 = n+ r ⇐⇒ rank [−A3 I −A4
C1 C2
]
= n.
finally, the item 3 of Remark 1 is also verified. This ends the proof.
Let e = ξ − ξˆ and K = [KT1 KT2 ]T . Then from the observer (3.1) and the
system (2.2), the state estimation error is described by
e(k + 1) = (A−KC)e+ ∆lk +W1wf + (W2 −KDy)w. (3.6)
where ∆lk = F∆gk = ETL∆hk, ∆gk = g(ξ) − g(ξˆ), ∆hk = h(ξ) − h(ξˆ) and EL =
[ In 0Rn×r ].
Taking into account the presence of the disturbances wf and w, the aim is to
minimize the `2 gain between the noise input w =
[
wTf w
T
]T
and the estimation
error e. By extension of the linear case, the `2 gain is called “H∞ norm” (see [37]).
More precisely, given the system (2.2) and the observer (3.1), the problem of H∞
filter design is to determine matrices K1 and K2 in (3.1) so that
lim
k→∞
e(k) = 0 for wf = 0; w = 0 (3.7)
‖e(k)‖`2 <
√√√√λ ∥∥∥∥[wf (k)w(k)
]∥∥∥∥2
`2
+ κ0 ‖e(0)‖2, for all
[
wf
w
]
6= 0 (3.8)
where λ > 0 is the disturbance attenuation level to be minimized. Notice that
where wf = 0 this represents the case of constant inputs. The problem of H∞ filtering
design (3.7)-(3.8) can be reduced to finding a Lyapunov function Vk(e) > 0 so that
V , ∆V + eT e− λwTf wf − λwTw < 0. (3.9)
where ∆V = Vk+1 − Vk.
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A simple reasoning shows that (3.9) implies the two conditions (3.7) and (3.8)
(see appendix 8.2).
In the following theorem, sufficient conditions ensuring (3.9) are provided with
an optimal disturbance attenuation level λ.
Theorem 1. Under the assumption 1, the system (3.1) is an asymptotic observer
for system (2.2) if there exist scalars λ > 0, α > 0, µ1 > 0, µ2 > 0, and  > 0 and
matrices P = PT > αIn+r, Q = Q
T > 0, S and X , that solve the following convex
optimization problem
min(λ) subject to N < 0 (3.10)
and [
P S
ST Q
]
> 0 (3.11)
where N is given by
N=

N11 ηN12ETL +S 0 ηN12W1 0 N12 N12 0 0
? N22 ELN23 ηELPW1 ηELNT15 0 0 0 0
? ? N33 NT23W1 0 0 0 NT23 0
? ? ? N44 ηWT1 NT15 0 0 0 0
? ? ? ? −λIt N15 0 0 N15
? ? ? ? ? −η−1P 0 0 0
? ? ? ? ? ? −P 0 0
? ? ? ? ? ? ? −τ1P 0
? ? ? ? ? ? ? ? −1 P

(3.12)
with 
η = 1 + 2(|ρ|+ |β|)
τ1 =

1+2
δ = µ1ρ+ µ2β
S = (µ2γ − µ1)ETL − S
N11 = −P + (2δ + 1)In+r
N12 = ATP − CTX
N15 = WT2 P −DTy X
N22 = ηELPETL −Q− 2µ2ELETL
N23 = S + α(γ − 1)ETL
N33 = Q− 2αELETL
N44 = ηWT1 PW1 − λIr
(3.13)
Then, the gain for observer is given by K = P−1X T .
Proof. Let us consider the quadratic Lyapunov function
Vk =
[
e(k)
∆hk
]T [
P S
ST Q
] [
e(k)
∆hk
]
(3.14)
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where ∆hk defined in (3.6) and
[
P S
ST Q
]
> 0. Moreover, the variation ∆V = Vk+1−
Vk of this Lyapunov function is given by
∆V = eT (k + 1)Pe(k + 1)− eT (k)Pe(k)−∆hTkQ∆hk + ∆hTk+1Q∆hk+1
+ 2eT (k + 1)S∆hk+1 − 2eT (k)S∆hk. (3.15)
The one-sided Lipschitz and the quadratically inner-bounded conditions (2.4) and (2.5)
give the following inequality{
µ1ρ ‖e‖2 − µ1eT∆lk > 0
µ2β ‖e‖2 + µ2γeT∆lk − µ2 ‖∆lk‖2 > 0 (3.16)
where µ1 and µ2 are arbitrary strictly positive scalars.
The following inequality is obtained by adding the left hand side of (3.16) to (3.15)
∆V 6 eT (k + 1)Pe(k + 1) + eT (k)(−P + 2δI)e(k) + 2eT (k)S∆hk
+ 2eT (k + 1)S∆hk+1 −∆hTk (Q+ 2µ2ELETL )∆hk + ∆hTk+1Q∆hk+1 (3.17)
where δ and S are given by (3.13).
On the other hand, using the one-sided Lipschitz and the inner-bounded condi-
tions (2.4) and (2.5) with the fact that P > αIn, it follows that
|ρ| eT (k + 1)Pe(k + 1)− αeT (k + 1)∆lk+1
> α
(
|ρ| ‖e(k + 1)‖2 − eT (k + 1)∆lk+1
)
> 0 (3.18)
|β| eT (k + 1)Pe(k + 1) + αγeT (k + 1)∆lk+1 − α∆lTk+1∆lk+1
> α
(
|β| ‖e(k + 1)‖2 + γeT (k + 1)∆lk+1 −∆lTk+1∆lk+1
)
> 0.
(3.19)
Thus, by adding the left terms in inequalities (3.18) and (3.19) to (3.17), we get
∆V 6 ηeT (k + 1)Pe(k + 1) + eT (k)(−P + 2δI)e(k) + 2eT (k)S∆hk
−∆hTk (Q+ 2µ2ELETL )∆hk + 2eT (k + 1)N23∆hk+1 + ∆hTk+1N33∆hk+1 (3.20)
where η, N23 and N33 are given by (3.13).
Using the dynamics of the estimation error (3.6) and based on the Lyapunov
stability theory, the convergence of the estimation error is guaranteed, as long as V is
negative definite, which holds if
ξTN ξ < 0 (3.21)
where
ξT (k) =
[
eT (k) ∆hTK ∆h
T
K+1 w
T
f (k) w
T (k)
]
(3.22)
and
N=

N11+ηN12P−1N T12 ηN12ETL +S N12P−1N23 ηN12W1 ηN12P−1N T15
? N22 ELN23 ηELPW1 ηELN T15
? ? N33 NT23W1 NT23P−1N T15
? ? ? N44 ηWT1 N T15
? ? ? ? ηN15P−1N T15−λI

(3.23)
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with N12 = (A−KC)TP and N15 = (W2 −KDy)TP .
The BMI problem of (3.21)-(3.23) is not convex and the existing LMI computa-
tional procedures can not be applied. To linearize the BMI problem (3.21)-(3.23), we
proceed in three steps.
The first step concerns matrices N12P−1N23 and NT23P−1N T15. Since we have P ,
N12, N15 and N23 acting separately in (3.23), and N12, N15 and N23 are a function of
K, P and S, it is necessary to rewrite N12P−1N23 and NT23P−1N T15 under a form so
that N12, N15 and N23 appear separately in this equation. Notice that the matrix N
can be rewritten as follows
N = N 1 + ΨΦT + ΦΨT︸ ︷︷ ︸
N 2
(3.24)
where
N 1 =

N11 + ηN12P−1N T12 ηN12ETL + S 0 ηN12W1 ηN12P−1N T15
? N22 ELN23 ηELPW1 ηELN T15
? ? N33 NT23W1 0
? ? ? N44 ηWT1 N T15
? ? ? ? ηN15P−1N T15 − λI

and
ΨT =
[N T12 0 0 0 0
0 0 N23 0 0
]
, ΦT =
[
0 0 P−1N23 0 0
0 0 0 0 P−1N T15
]
.
In the second step, we use the lemma 1 with Σ = P to obtain an upper bound of the
term ΨΦT + ΦΨT in (3.24) and the following inequality holds for any scalar  > 0
ΨΦT + ΦΨT 6 

0 0
0 0
NT23 0
0 0
0 N15
P−1

0 0
0 0
NT23 0
0 0
0 N15

T
+
1


N12 0
0 0
0 NT23
0 0
0 0
P−1

N12 0
0 0
0 NT23
0 0
0 0

T
(3.25)
Substituting (3.25) into (3.24), we get:
N 6 N 1 + 

0 0
0 0
NT23 0
0 0
0 N15
P−1

0 0
0 0
NT23 0
0 0
0 N15

T
+
1


N12 0
0 0
0 NT23
0 0
0 0
P−1

N12 0
0 0
0 NT23
0 0
0 0

T
(3.26)
This implies that if the linear matrix inequality
N =

N11 + ΥT1 ΠΥ1 ηN12ETL + S 0 ηN12W1 ΥT1 ΠΥ5
? N22 ELN23 ηELPW1 ηELN T15
? ? N33 + ΥT3 ΠΥ3 NT23W1 0
? ? ? N44 ηWT1 N T15
? ? ? ? ΥT5 ΠΥ5 − λI
 < 0
(3.27)
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is verified then ∆V < 0, where
ΥT1 =
[N12 N12 0 0]
ΥT3 =
[
0 0 NT23 0
]
ΥT5 =
[N15 0 0 N15]
Π = bdiag(ηP−1, −1P−1, 1+
2
 P
−1, P−1)
Now, notice that
N = N1 + ΥΠΥ
T < 0 (3.28)
where
ΥT =
[
Υ1 0 Υ3 0 Υ5
]
and
N1 =

N11 ηN12ETL + S 0 ηN12W1 0
? N22 ELN23 ηELPW1 ηELN T15
? ? N33 NT23W1 0
? ? ? N44 ηWT1 N T15
? ? ? ? −λI

Finally, using the Schur lemma [38] and the notation X = KTP , the inequality
in (3.28) and the LMI in (3.10) are equivalent, which completes the proof.
4. H∞ unknown input observer-based control.
In this section, we study and deduce sufficient conditions under which the discrete-
time one-sided Lipschitz nonlinear system (2.1) is asymptotically stable under the
action of unknown input observer-based nonlinear feedback. To achieve this goal, we
first introduce two assumptions.
Assumption 3.
1. The pair (Ax, Bx) is assumed to be stabilizable.
2. In the sequel, without loss of generality, we consider the class of nonlinear
functions that satisfy l(0, 0) = 0. Applying the one-sided Lipschitz and the
quadratically inner-bounded conditions (2.4) and (2.5) on the system (2.1),
we get {
〈l(x, f), ξ〉 6 ρ ‖ξ‖2
‖l(x, f)‖2 6 β ‖ξ‖2 + γ〈ξ, l(x, f)〉 (4.1)
where ξ =
[
xT fT
]T
.
Since our objective is to develop a state observer-based controller, then only the
estimates of x and f , are available for feedback. The controller of (2.1) we propose
here is given by
u = ux + uf + ug (4.2)
where ux = −L1xˆ, uf = −L2fˆ and ug = −L3g(xˆ, fˆ).
In the following, owing to several linearization techniques, we give a synthesis method
of the controller which consists in finding the gains L1, L2, L3, K1 and K2 through
an LMI approach.
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The closed-loop system generated by system (2.1) with the control law (4.2) is given
by
x(k+1) = (Ax−BxL1)x+BxLe+(Ex−BxL2)f+BxL3∆gk+(Fx−BxL3)g(ξ)+Dxw
(4.3)
with L = [ L1 L2 ] and ∆gk defined in (3.6).
Taking the presence of the disturbance
[
fT wTf w
T
]T
into account, the aim is to
minimize the `2 gain from the noise input
[
fT wTf w
T
]T
to the vector
[
eT xT
]T
.
This problem is called in the sequel as the H∞ observer-based control design (see
[37]). More precisely, given the system (2.1) and the dynamical equation (3.6), the
problem of H∞ observer-based control design is to determine matrices K, L1, L2 and
L3 in (3.1) and (4.2) so that
lim
k→∞
[
e(k)
x(k)
]
= 0 for
 fwf
w
 = 0 (4.4)
∥∥∥∥[e(k)x(k)
]∥∥∥∥
`2
<
√√√√√√λ
∥∥∥∥∥∥
 f(k)wf (k)
w(k)
∥∥∥∥∥∥
2
`2
+ κ0
∥∥∥∥[e(0)x(0)
]∥∥∥∥2, for all
 fwf
w
 6= 0 (4.5)
where λ > 0 is the disturbance attenuation level to be minimized.
The H∞ observer-based control design (4.4)-(4.5) can be reduced to find a Lyapunov
function V (e, x) > 0 so that
V , ∆V (e, x) + eT e+ xTx− λ(fT f + wTf wf + wTw) < 0. (4.6)
A simple reasoning shows that (4.6) implies the two conditions (4.4) and (4.5) (see
appendix 8.2).
Now, we are in position to state and prove our result on the existence of observer-
based controller (3.1) and (4.2) for system (2.1).
Theorem 2. Under the assumptions 1, 2 and 3, the H∞ observer-based control
design problem for system (2.1), observer (3.1) and feedback control (4.2) is achieved
if there exist real scalars λ > 0, µ1 > 0, µ2 > 0, θ1 > 0, θ2 > 0,  > 0, α > 0 and
matrices P = PT > αIn+r, Γ = Γ
T , S, Q, X , Y, L2 and L3 that solve the following
convex optimization problem
min(λ) subject to M < 0 (4.7)
and [
P S
ST Q
]
> 0, (4.8)
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where
M=

M11 0 S 0 0 0 0 0 M19 M12 M12 ETL 0 0 0 0
? −Γ 0 0 M25 0 0 0 H1 0 0 0 Γ 0 0 0
? ? M33 FTM23 0 0 0 0 LT3 BTx FTP 0 0 0 0 0 0
? ? ? M44 0 0 MT23W1 0 0 0 0 0 0 MT23 0 0
? ? ? ? M55 0 0 0 H3 0 0 0 0 0 0 0
? ? ? ? ? M66 0 0 H2 0 0 0 0 0 0 0
? ? ? ? ? ? −λIr 0 0 WT1 P 0 0 0 0 0 0
? ? ? ? ? ? ? −λIt DTx M15 0 0 0 0 M15 0
? ? ? ? ? ? ? ? −Γ 0 0 0 0 0 0 BxY
? ? ? ? ? ? ? ? ? −1
η
P 0 0 0 0 0 0
? ? ? ? ? ? ? ? ? ? −P 0 0 0 0 0
? ? ? ? ? ? ? ? ? ? ? −Γ 0 0 0 0
? ? ? ? ? ? ? ? ? ? ? ? −τ3In 0 0 0
? ? ? ? ? ? ? ? ? ? ? ? ? −τ4P 0 0
? ? ? ? ? ? ? ? ? ? ? ? ? ? −1

P 0
? ? ? ? ? ? ? ? ? ? ? ? ? ? ? −1

Γ

(4.9)
with 
η = 1 + 2(|ρ|+ |β|)
δ1 = 2(µ1ρ+ µ2β),
δ2 = 2(θ1ρ+ θ2β), δ3 = θ2γ − θ1
τ3 =
1
1+δ2
, τ4 =

1+2
S = (µ2γ − µ1)F − SFx
M11 = −P + (δ1 + 1)In+r
M12 = ATP − CTX
M15 = WT2 P −DTy X
M19 = ETr LT2 BTx
M23 = SFx + α(γ − 1)F
M25 = δ3ΓFx
M33 = −FTx (Q+ 2µ2In)Fx
M44 = FTx (Q− 2αIn)Fx
M55 = −2θ2FTx Fx
M66 = (δ2 − λ)Ir
H1 = ΓATx − YTBTx
H2 = (Ex −BxL2)T , H3 = (Fx −BxL3)T
(4.10)
The gains K and L1 are given by K = P
−1X T and L1 = YΓ−1.
Proof. See the Appendix 8.1.
Remark 2. The optimization approach proposed in this paper relies on the in-
equality (4.6) which is later relaxed in the form of LMI (4.7). In the relaxation process
we restricted the search for λ to a particular class of Lyapunov functions in quadratic
form. This comes with some loss of generality, potentially resulting in a limitation of
the performance one can hope for. One possible solution for enhancing performance
(i.e., obtaining a smaller λ) would be to optimize over a larger class of Lyapunov
functions. However, in this general case, it is hard to get a convex optimization prob-
lem of finite dimension such as (4.7).
5. Comparative analysis and discussions.
This section provides an additional opportunity to clarify the contribution of this
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paper by comparing to some existing results in the literature.
5.1. On the LMI conditions under equality constraint. One of the clas-
sical methods in the literature provides a solution to the non-convexity problem of
observer-based controllers on the expense of imposing an additional condition in the
form of equality constraints. For example, in [21], in order to linearize their BMI, the
authors have chosen to take some particular solutions: R = I [21, eq.(8) Theorem
1] in the first place, and the additional strong equality constraint RBx = BxRˆ [21,
eq.(11) Theorem 2] in the second place, where Rˆ is an unknown arbitrary matrix. In
addition, since in [21] the authors dealt with the continuous-time case, it is therefore
essential, in the absence of any perturbations, that the following Lyapunov inequality
should be verified
Yc = (Ax −BxL1)TR+R(Ax −BxL1) < 0, [21,Theorem 2] (5.1)
Now, let us consider the following example:
Ax =
[
1 −1
1 1
]
; Bx =
[
1
0
]
, Cy =
[
1 0
]
. (5.2)
If the equality constraint RBx = BxRˆ [21, eq.(11) Theorem 2] holds, then we will get
B⊥x RBx = 0, where B
⊥
x =
[
0 1
]
is the orthogonal matrix of Bx. Let us now define
L1 =
[
l1 l2
]
and R =
[
r11 r12
r12 r22
]
. Since B⊥x RBx = r12 = 0, then the Lyapunov
matrix R must be diagonal. By developing the equality (5.1), we obtain
Yc =
[
2(1− l1)r11 r22 − (1 + l2)r11
? 2r22
]
< 0
and consequently, 2r22 < 0, which contradicts the definition of R > 0. Therefore, the
LMI [21, eq.(11) Theorem 2] is not solvable for this numerical example.
On the other hand, a simple reasoning shows that the discrete-time version of the
inequality (5.1) is given by:
Yd = (Ax −BxL1)TR(Ax −BxL1)−R < 0, (5.3)
By developing the equality (5.3), we get[
(1− l1)2r11 + r22 − r11 −(1− l1)(1 + l2)r11 + r22
? (1 + l2)
2r11
]
< 0
and consequently, (1 + l2)
2r11 < 0. In the same way as above, the condition R > 0
is not satisfied. Therefore, the discrete-time version (5.3) is also not solvable for this
numerical example.
Now, it is possible to compare with the papers that address output feedback
stabilization problems. For example, an elegant approach has been developed in [22]
in which the authors use LMI technique to design: firstly, a robust observer for a class
of uncertain Lipschitz nonlinear discrete-time systems. Secondly, a robust output
feedback stabilization method with H∞ performance for the same class of systems.
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Besides, let us consider the Corollary 2 given in [22, eq.(60-63)]. In the first step,
using the Schur lemma, and without any uncertainties, the inequality [22, eq.(62)] is
equivalent to the following LMI:HˆT Hˆ −R+ 2M13R−1MT13 I 2M13? −αI 0
? ? 3R− 21I
 < 0 (5.4)
where M13 = A
T
xR+ C
T
y G
TBTx , Hˆ is a known matrix, G is an arbitrary matrix, and
α > 0, 1 > 0 are real scalars. The LMI (5.4) is verified if the following inequality is
satisfied:
HˆT Hˆ−R+ 2M13R−1MT13 = HˆT Hˆ−R+ 2(RAx+BxGCy)TR−1(RAx+BxGCy) < 0
Using the following change of variables RBxL1 = BxRˆL1 = BxG [22, Corollary 2], it
follows that
HˆT Hˆ −R+ 2(Ax +BxL1Cy)TR(Ax +BxL1Cy) < 0. (5.5)
It should be noted that (5.5) implies the inequality (5.3). So, in the same way, if the
equality constraint RBx = BxRˆ [22, eq.(61)] holds, then we will get B
⊥
x RBx = 0 and
R =
[
r11 0
0 r22
]
. Let us now define L1 = l. If we chose Hˆ = I and by developing the
equality (5.5), we get[
1 + 2(1− l)2r11 − r11 + 2r22 2(l − 1)r11 + 2r22
? 1 + 2r11 + r22
]
< 0
and consequently, 1 + 2r11 + r22 < 0, which contradicts again the definition of R > 0.
Therefore, the LMI [22, eq.(62)] is also not solvable for this numerical example. This
example, despite the high quality and effectiveness of the works [21]-[22], shows the
conservatism that may be associated with the introduction of the equality constraint in
the feedback stabilization problem. In order to overcome this difficulty and avoid this
critical equality constraint in the observer-based stabilization problem, we have per-
formed a congruence transformation in addition to the Young’s relation (see lemma 1)
with an appropriate manner. This has allowed us to better reduce the conservatism
as we will see later in two examples.
5.2. About the presence of unknown inputs. Now, as has previously been
announced, our paper addresses principally the problem of observer-based control in
the presence of unknown inputs. This is why we also suggest to make the comparison
with [35]. Indeed, in [35] the authors proposed a simultaneous state and fault estima-
tor to compensate and construct an FTC for a class of nonlinear systems containing
additive faults. Those may represent actuator or process faults. In this paper, the
control design is divided into two parts. The first one compensates the fault effects
while the second part stabilizes the closed loop system through arbitrary nonlinear
functions fixed by the user.
In order to compare with [35], the class of systems under consideration will be
enlarged. We assume that the system (5.2) is affected by an unknown input signal f
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as follows: 
x(k + 1) =
[
1 −1
1 1
]
︸ ︷︷ ︸
Ax
x(k) +
[
1
0
]
︸︷︷︸
Bx
u(k) +
[
0
7
]
︸︷︷︸
Ex
f(k)
y(k) =
[
1 0
]︸ ︷︷ ︸
Cy
x(k).
(5.6)
It should be noted that the approach proposed in [35] is based on the matching
conditions Im(Ex) ⊆ Im(Bx) and rank(CyEx) = rank(Ex) (see assumptions 1 and
3; and remarks 1, 2 and 6 in [35]). Therefore, if these conditions are not satisfied,
the approach given in [35] can not be applied. In this sense, one can easily check
that the example in (5.6) can not verify these conditions and then once again the
approach proposed by [35] can not be applied to this numerical example. However, in
comparison to [35], our method is less restrictive with respect to the dynamics (2.1).
In particular:
• We introduce an artificial model f(k+1) = f(k)+wf (k) that allows to obtain
only one LMI condition (after several linearization techniques) without any
additional conditions such as Im(Ex) ⊆ Im(Bx) and rank(CyEx) = rank(Ex).
• No upper bounds on the fault variables nor on their time derivatives are
needed for the observer and controller design.
• We consider, a general class of nonlinear systems where faults may intervene
linearly as well as non-linearly into the model.
5.3. The contribution made by the nonlinearity. Recently, another inter-
esting approach has been proposed in [23]. In this paper, the authors developed an
observer-based H∞ stabilization method for a class of Lipschitz nonlinear discrete-
time systems. The advantage of this method consists of exploiting Young’s inequality
to provide only one set of strict LMI conditions without any supplementary equality
constraint. Despite that this method provides a good degree of freedom, the class
of systems treated by this method remains less general than the class treated in our
paper. Indeed, our approach takes into account the presence of unknown inputs and
in addition considers the concept of a one-sided Lipschitz condition which is an ex-
tension of its well-known Lipschitz counterpart. For example, the method presented
in [23] can not treat effectively the nonlinear function h =
[−x1(x21 + x22)
−x2(x21 + x22)
]
given in
[13]-[17].
Apart from these novel aspects, another main feature of the present work is the
use of a particular Lyapunov function in which the nonlinearity is taken into account
through the matrices Q and S. Finally, a further interesting point is the integration
of the nonlinearity and the unknown input estimation in the control law through the
matrices L3 and L2 respectively. These initiatives allow to obtain less conservative
sufficient conditions, than those established in [23], that ensure the stability of the
considered systems.
6. NUMERICAL APPLICATION. In order to test the effectiveness of the
robust observer-based control technique described in this paper, we revisit the exam-
ple (5.6) with the nonlinearity h =
[−x1(x21 + x22);−x2(x21 + x22) ]. This example is
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reported in [17] and consists of the motion of a moving object model whose discrete-
time equivalent (obtained using Euler first-order approximation with sampling time
of Te = 0.005 [sec]) is:
x(k + 1) = δeAxx(k) + TeBxu(k) + TeExf(k) + Te
[−x1(x21 + x22)
−x2(x21 + x22)
]
︸ ︷︷ ︸
h(x(t))
+Dxw(k)
f(k + 1) = f(k) + wf (k)
y(k) = Cyx(k) +Dyw(k)
(6.1)
where δe = I2 + Te. Ax, Bx, Ex and Cy are given by (5.6). Note that this system
is globally one-sided Lipschitz with the one-sided Lipschitz constant ρ = 0. Also, the
system is locally Lipschitz and on any set D = {x ∈ R2 : ‖x‖ ≤ r}, the Lipschitz
constant l is 3r2, i.e. the Lipschitz constant rapidly increases with the increase of r.
Now, considering the set D˜ = {x ∈ R2 : ‖x‖ ≤ r˜}, consequently if
r˜ = min
((−γ
4
)1/2
,
(
β +
γ2
4
)1/4)
, γ 6 0, β > −γ
2
4
(6.2)
then the quadratically inner-bounded property of h(x) is verified in D˜. As the sys-
tem is globally one-sided Lipschitz, i.e., D = IR2, D ∩ D˜ = D˜. Note that the region
D˜ can be made arbitrarily large by choosing appropriate values for γ and β. And
that to maximize r˜ in relation (6.2) for a given γ, the parameter β should satisfy(−γ
4
)1/2 6 (β + γ24 )1/4, which is equivalent to β > −3γ216 . If we chose for example
β = −200 and γ = −141, we get r = 8.
Without loss of generality, with respect to practical applications, a measurement
noise is added in the simulations, the noise is a Gaussian distributed random signal
with mean zero and standard deviation σˆ = 0.1 and the corresponding matrices are
Dx = [ 0.3 0.7 ]
T
and Dy = 0.1.
We consider two cases. First the conditions Im(Ex) ⊆ Im(Bx) and rank(CyEx) =
rank(Ex) hold as respectively in assumptions 1 and 3 (see remarks 1, 2 and 6) in [35]
(see section 6.0.1). Second, these conditions are not satisfied (see section 6.0.2).
6.0.1. Case where Im(Ex) ⊆ Im(Bx) and rank(CyEx) = rank(Ex). We as-
sume that the input f(k) affects the dynamics of the system with the sinusoidal
signal
f(k) =

0.5 k ∗ Te < 2 [sec]
0.3 + 0.3 cos(4.5 ∗ Te ∗ k) 2 6 k ∗ Te 6 9 [sec]
0 k ∗ Te > 2 [sec]
and that Ex = [ 7 0 ]
T
. Moreover, by using Matlab LMI toolbox, our LMI (4.7) is
solvable by choosing µ1 = 1, µ2 = 1, θ1 = 1, θ2 = 1,  = 1, α = 1, and we get the
following controller and observer gains:
K1 =
[
1.0619
1.8495
]
, K2 = 104, L1 =
[
3.2752 10.8996
]
, L2 = 2.7663,
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L3 =
[−0.1637 −0.0795] .
The optimal value of the disturbance attenuation level obtained with theorem 2 is
λ = 1.2. Simulations were processed including the input f with the sample time
Te = 0.005 [sec]. The simulation results are given in Figures 8.1.
6.0.2. Case where Im(Ex) * Im(Bx) and rank(CyEx) < rank(Ex). Now we
modify the example such that the assumption 3 in [35] does not hold by choosing the
matrix Ex = [ 0 7 ]
T
. We assume that the input f(k) affects the dynamics with the
sinusoidal signal.
f(k) =

0.5 k ∗ Te < 2 [sec]
0.3 + 0.7 cos(3 ∗ Te ∗ k) 2 6 k ∗ Te 6 9 [sec]
0 k ∗ Te > 2 [sec]
The LMI-based observer and controller gain matrices are
K1 =
[
1.1080
0.8292
]
, K2 = −0.1840, L1 =
[
122.8090 −114.7042] , L2 = −2.209× 10−7,
L3 =
[
0.01092 −0.02124] .
By choosing µ1 = 1, µ2 = 1, θ1 = 1, θ2 = 1,  = 35, α = 0.1, the optimal value
of the disturbance attenuation level obtained with theorem 2 is λ = 5.7922. Now
we simulate the system including the same input f with the same sample time Te,
qualitatively we obtain a response similar to the one shown in Figure 8.1.
7. Conclusion.
In this paper, a simple and useful state observer-based controller for a class of nonlin-
ear systems subjected to unknown inputs has been established. Owing to an artificial
unknown input model, a simultaneous H∞ state estimator has been developed and in-
corporated into a relevant nonlinear controller. After several linearization techniques,
sufficient conditions for asymptotic convergence are expressed in terms of LMIs easily
tractable by convex optimization techniques. High performances and efficiency of the
proposed approach are shown through an example under severe conditions.
8. Appendix.
In this Appendix. Firstly, we present the proof of the theorem 2. Secondly, we show
that the inequality (4.6) implies the two conditions (4.4) and (4.5).
8.1. Proof of Theorem 2. Let us consider the quadratic Lyapunov function
Vk =
e(k)∆hk
x(k)
T  P S 0ST Q 0
0 0 R
e(k)∆hk
x(k)
 (8.1)
where
[
P S
ST Q
]
> 0 and R > 0. The variation ∆V = Vk+1 − Vk of this Lyapunov
function is given by
∆V = eT (k + 1)Pe(k + 1)− eT (k)Pe(k) + xT (k + 1)Rx(k + 1)− xT (k)Rx(k)
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+ ∆hTk+1Q∆hk+1 −∆hTkQ∆hk + 2eT (k + 1)S∆hk+1 − 2eT (k)S∆hk (8.2)
Following similar steps (3.16)-(3.20) as in the previous proof and by replacing ∆hk
and ∆hk+1 by Fx∆gk and Fx∆gk+1, respectively, we obtain
∆V 6 ηeT (k+1)Pe(k+1)+eT (k) (−P + δ1I) e(k)+∆gTk+1M44∆gk+1+∆gTkM33∆gk
+ 2eT (k)S∆gk + 2eT (k + 1)M23∆gk+1 + xT (k + 1)Rx(k + 1)− xT (k)Rx(k) (8.3)
where S, M23, M33 and M44 are given by (4.10).
Using (4.3), it follows that
xT (k + 1)Rx(k + 1) = ξT (k)HTRHξ(k) (8.4)
where
ξT (k) =
[
eT (k) xT (k) ∆gTK ∆g
T
K+1 g
T
K f
T (k) wTf (k) w
T (k)
]
(8.5)
and
H = [BxL HT1 R BxL3 0 HT3 HT2 0 Dx] (8.6)
with H1 = R−1(Ax −BxL1)T , H2 = (Ex −BxL2)T and H3 = (Fx −BxL3)T .
On the other hand, from the one-sided Lipschitz and the quadratically inner-
bounded conditions (4.1), we deduce the following inequality θ1ρ
(
‖x‖2 + ‖f‖2
)
− θ1〈h(x, f), x〉 > 0
θ2β
(
‖x‖2 + ‖f‖2
)
+ θ2γ〈x, h(x, f)〉 − θ2 ‖h(x, f)‖2 > 0.
(8.7)
Based on the Lyapunov stability theory, the convergence of the estimation error is
guaranteed, as long as V is negative definite, which is equivalent to
ξTMξ < 0 (8.8)
where M is obtained by adding (8.3), (8.4) and (8.7) and given by
M = M1 +HTRH (8.9)
where
M1=

(1.1) 0 ηM12F+S M14 0 0 ηM12W1 ηM12P−1MT15
? (1+δ2)In−R 0 0 δ3Fx 0 0 0
? ? (3.3) FTM23 0 0 ηFTPW1 ηFTMT15
? ? ? M44 0 0 MT23W1 M48
? ? ? ? M55 0 0 0
? ? ? ? ? M66 0 0
? ? ? ? ? ? M77 ηWT1 MT15
? ? ? ? ? ? ? (8.8)

(8.10)
with
(1.1) = M11 + ηM12P−1MT12, (3.3) = M33 + ηFTPF, M12=(A−KC)TP,
(8.8) = ηM15P−1MT15 − λIt, M15=(W2 −KDy)TP, M14=M12P−1M23,
M48=MT23P−1MT15, M77 = ηWT1 PW1 − λIr.
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The BMI problem of (8.8)-(8.10) is not convex and the existing LMI computational
procedures can not be applied. To linearize the BMI (8.8)-(8.10), we proceed in three
steps.
In the first step, using the Schur lemma [38], the inequality (8.8) is equivalent to
the following LMI
M˜=

(1.1) 0 ηM12F + S M14 0 0 ηM12W1 ηM12P−1MT15 LTBTx
? (1+δ2)In−R 0 0 δ3Fx 0 0 0 RH1
? ? (3.3) FTM23 0 0 ηFTPW1 ηFTMT15 LT3 BTx
? ? ? M44 0 0 MT23W1 M48 0
? ? ? ? M55 0 0 0 H3
? ? ? ? ? M66 0 0 H2
? ? ? ? ? ? M77 ηWT1 MT15 0
? ? ? ? ? ? ? (8.8) DTx
? ? ? ? ? ? ? ? −R−1

<0.
(8.11)
In the second step, we multiply M˜ from both sides by Ξ given by
Ξ = bdiag(In+r, R
−1, Iq, Iq, Iq, Ir, Ir, It, In) (8.12)
where bdiag() stands for a block-diagonal matrix, and we obtain
M=

(1.1) 0 ηM12F+S M14 0 0 ηM12W1 ηM12P−1MT15 LTBTx
? (1+δ2)R
−2−R−1 0 0 δ3R−1Fx 0 0 0 H1
? ? (3.3) FTM23 0 0 ηFTPW1 ηFTMT15 LT3BTx
? ? ? M44 0 0 MT23W1 M48 0
? ? ? ? M55 0 0 0 H3
? ? ? ? ? M66 0 0 H2
? ? ? ? ? ? M77 ηWT1 MT15 0
? ? ? ? ? ? ? (8.8) DTx
? ? ? ? ? ? ? ? −R−1

(8.13)
The third step concerns matricesM14, M48 and LTBTx . Since we have P , K, S, L1
and L2 acting separately in (8.13), andM14,M48 and LTBTx are a function of P , K,
S, L1 and L2, it is necessary to rewrite M14, M48 and LTBTx under a form so that
P , K, S, L1 and L2 appear separately in the equation as follows. The matrix L
TBTx
can be rewritten as
LTBTx = ETLRR−1LT1 BTx + ETr LT2 BTx
= ETLRR−1LT1 BTx +M19
where M19 is given by (4.9) and EL = [ In 0Rn×r ], Er = [ 0Rr×n Ir ].
Then the matrix M is rewritten as follows
M =M1 + ΨΦT + ΦΨT (8.14)
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where Φ = Φ˜Ω, and
M1=

(1.1) 0 ηM12F+S 0 0 0 ηM12W1 ηM12P−1MT15 M19
? (1+δ2)R
−2−R−1 0 0 δ3R−1Fx 0 0 0 H1
? ? (3.3) FTM23 0 0 ηFTPW1 ηFTMT15 LT3BTx
? ? ? M44 0 0 MT23W1 0 0
? ? ? ? M55 0 0 0 H3
? ? ? ? ? M66 0 0 H2
? ? ? ? ? ? M77 ηWT1 MT15 0
? ? ? ? ? ? ? (8.8) DTx
? ? ? ? ? ? ? ? −R−1

(8.15)
and

ΨT =
MT12 0 0 0 0 0 0 0 0EL 0 0 0 0 0 0 0 0
0 0 0 M23 0 0 0 0 0
 ,
Φ˜T =
0 0 0 M23 0 0 0 0 00 0 0 0 0 0 0 0 R−1LT1 BTx
0 0 0 0 0 0 0 MT15 0

Ω = bdiag(P−1, R, P−1).
In the third step, we use lemma 1 with Σ = Ω−1 to obtain an upper bound of the
term ΨΦT + ΦΨT in (8.14) and the following inequality holds for any positive scalar

ΨΦT+ΦΨT 6 

0 0 0
0 0 0
0 0 0
MT23 0 0
0 0 0
0 0 0
0 0 0
0 0 M15
0 BxL1R−1 0

Ω

0 0 0
0 0 0
0 0 0
MT23 0 0
0 0 0
0 0 0
0 0 0
0 0 M15
0 BxL1R−1 0

T
+
1


M12 ETL 0
0 0 0
0 0 0
0 0 MT23
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

Ω

M12 ETL 0
0 0 0
0 0 0
0 0 MT23
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

T
This implies that if the following linear matrix inequality
M=

M11+ΥT1ΠΥ1 0 ΥT1 ΠΥ3 + S 0 0 0 ΥT1 ΠΥ7 ΥT1 ΠΥ8 M19
? ΥT2ΠΥ2−Γ 0 0 M25 0 0 0 H1
? ? M33+ΥT3ΠΥ3 FTM23 0 0 ΥT3 ΠΥ7 ΥT3 ΠΥ8 LT3 BTx
? ? ? M44+ΥT4ΠΥ4 0 0 MT23W1 0 0
? ? ? ? M55 0 0 0 H3
? ? ? ? ? M66 0 0 H2
? ? ? ? ? ? ΥT7ΠΥ7−λIr ΥT7 ΠΥ8 0
? ? ? ? ? ? ? ΥT8ΠΥ8−λIt DTx
? ? ? ? ? ? ? ? ΥT9ΠΥ9−Γ

<0
(8.16)
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is verified then V < 0, where Γ = R−1, Y = L1Γ and
ΥT1 =
[M12 M12 ETL 0 0 0 0] ,
ΥT2 =
[
0 0 0 Γ 0 0 0
]
,
ΥT3 =
[
FTP 0 0 0 0 0 0
]
,
ΥT4 =
[
0 0 0 0 MT23 0 0
]
,
ΥT7 =
[
WT1 P 0 0 0 0 0 0
]
,
ΥT8 =
[M15 0 0 0 0 M15 0] ,
ΥT9 =
[
0 0 0 0 0 0 BxY
]
,
Π = bdiag(ηP−1, −1P−1, −1R, τ−13 In, τ
−1
4 P
−1, P−1, R).
We also let,
M = M1 + ΥΠΥ
T (8.17)
where
ΥT =
[
Υ1 Υ2 Υ3 Υ4 0 0 Υ7 Υ8 Υ9
]
and
M1 =

M11 0 S 0 0 0 0 0 M19
? −Γ 0 0 M25 0 0 0 H1
? ? M33 FTM23 0 0 0 0 LT3 BTx
? ? ? M44 0 0 MT23W1 0 0
? ? ? ? M55 0 0 0 H3
? ? ? ? ? M66 0 0 H2
? ? ? ? ? ? −λIr 0 0
? ? ? ? ? ? ? −λIt DTx
? ? ? ? ? ? ? ? −Γ

(8.18)
Now using the Schur lemma and the notations X = KTP , Y = L1Γ, the inequal-
ity (4.7) and (8.17) are equivalent, which completes the proof.
8.2. The inequality (4.6) implies the conditions (4.4)-(4.5). By using a
quite similar argument as the one given in [23], it is easy to show that the inequality
(4.6) implies the two conditions (4.4) and (4.5). Indeed, If
[
fT wTf w
T
]T
6= 0, then
by taking the sum of the inequality (4.6) from k = 0 to k → N , we get
k=N∑
k=0
∥∥∥∥[e(k)x(k)
]∥∥∥∥2 − λ k=N∑
k=0
(
‖f‖2 + ‖wf‖2 + ‖w‖2
)
+
k=N∑
k=0
(VK+1−VK) < 0. (8.19)
which is equivalent to
k=N∑
k=0
∥∥∥∥[e(k)x(k)
]∥∥∥∥2 < λ k=N∑
k=0
(
‖f(k)‖2 + ‖wf (k)‖2 + ‖w(k)‖2
)
− VN+1 + V0
When N → ∞, we have: lim
N→∞
k=N∑
k=0
∥∥∥∥[e(k)x(k)
]∥∥∥∥2 = ∥∥∥∥[e(k)x(k)
]∥∥∥∥2
`2
, lim
N→∞
k=N∑
k=0
‖f(k)‖2 =
‖f(k)‖2`2 , limN→∞
k=N∑
k=0
‖wf (k)‖2 = ‖wf (k)‖2`2 , and limN→∞
k=N∑
k=0
‖w(k)‖2 = ‖w(k)‖2`2 . Since
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VN+1 > 0, then lim
N→∞
VN+1 > 0. Therefore, knowing that V0 = V ([e0; ∆h0;x0]), we
obtain∥∥∥∥[e(k)x(k)
]∥∥∥∥2
`2
< λ
(
‖f(k)‖2`2 + ‖wf (k)‖
2
`2
+ ‖w(k)‖2`2
)
+ V
 e0∆h0
x0
 (8.20)
Besides, using the Lyapunov function (8.1), we get
V
 e0∆h0
x0
 =
e(0)∆h0
x(0)
T Ξ
e(0)∆h0
x(0)
 6 λmax(Ξ)
∥∥∥∥∥∥
e(0)∆h0
x(0)
∥∥∥∥∥∥
2
(8.21)
where
Ξ =
 P S 0ST Q 0
0 0 R

On the other hand, using the one-sided Lipschitz and the inner-bounded conditions
(2.4) and (2.5), it follows that
‖∆h0‖2 6 (γρ+ β) ‖e(0)‖2 (8.22)
From (8.21) and (8.22), we obtain the following inequality
V
 e0∆h0
x0
 6 κ0 ∥∥∥∥[e(0)x(0)
]∥∥∥∥2 (8.23)
where κ0 = max ((1 + γρ+ β)λmax(Ξ), λmax(Ξ)).
Finally, by substituting the left hand-side of the inequality (8.23) in (8.20) we get
∥∥∥∥[e(k)x(k)
]∥∥∥∥2
`2
< λ
∥∥∥∥∥∥
 f(k)wf (k)
w(k)
∥∥∥∥∥∥
2
`2
+ κ0
∥∥∥∥[e(0)x(0)
]∥∥∥∥2
that leads to (4.5).
Whereas, if
[
fT wTf w
T
]T
= 0, then the inequality (4.6) implies that ∆V +
ξT ξ < 0. Thus, from the Lyapunov theory, we deduce that the augmented vector
ξ(k) =
[
e(k)
x(k)
]
converges exponentially toward zero, and then the existence of α, β > 0
so that
‖ξ(k)‖ 6 β ‖ξ(0)‖ e−αk.
which means to
0 ≤
k=∞∑
k=0
‖ξ(k)‖2 ≤ β
2
1− e−α ‖ξ(0)‖
2
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we deduce that
lim
k→+∞
(‖ξ(k)‖) = 0.
In this appendix, we only demonstrate the equivalence between (4.6) and (4.4)-(4.5),
the equivalence between (3.9) and (3.7)-(3.8) can be obtained in the same manner
and by assuming that x(k) = 0, f(k) = 0 in (8.19). This ends the proof.
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Fig. 8.1. State vector and its estimate in section 6.0.1.
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