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Abstract
By applying methods already discussed in a previous series of papers
by the same authors, we construct here classes of integrable quantum
systems which correspond to n fully resonant oscillators with nonlinear
couplings. The same methods are also applied to a series of nontriv-
ial integral sets of functions, which can be constructed when additional
symmetries are present due to the equality of some of the frequencies.
Besides, for n = 3 and resonance 1:1:2, an exceptional integrable system
is obtained, in which integrability is not explicitly connected with this
type of symmetry. In this exceptional case, quantum integrability can be
realized by means of a modification of the symmetrization procedure.
1 Introduction
In [3] we have already given examples of applications to concrete systems of
a general procedure [2], with which a classical integrable system can generally
be transformed into a quasi-integrable quantum system [1] (see also references
therein). In this paper we consider systems describing an arbitrary number
n of oscillators with a fully resonant set of frequencies. More exactly, in the
classical case we describe a class of integrable sets of functions F such that
F1 = l1I1 + · · ·+ lnIn, where Ii = 12 (p2i + x2i ) for i = 1, . . . , n, and l1, . . . , ln are
nonzero integer values, i.e., l ∈ (Z \ {0})n (one can assume that they have no
common divisors other than 1). Hence the set F contains the hamiltonian H =
F1 of a set of fully resonant linear oscillators. We are able to construct a whole
class of integrable sets of functions by exploiting the condition of resonance.
Furthermore, when some of the frequencies are equal to each other, it is possible
to construct a wider class of nontrivial integrable systems, by exploiting the
symmetry provided by these equalities.
These integrable sets contain in general 2n − k elements, where k is equal
to the number of elements in the central subset [4]. This number, for the
various integral sets here considered, can take all possible values from 1 to
n. Each integrable set can be applied to all systems whose hamiltonian is an
arbitrary function of the central elements, and so to a whole class of systems
which describe nonlinear oscillations with completely resonant frequencies of
small oscillations. It means that if the amplitude of oscillations tends to zero,
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then in this limit the oscillations tend to the linear ones with a completely
resonant set of frequencies. The situation n = k = 3, |h1| = |h2| 6= 0, is studied
in particular detail. For the special case |h1| = |h2| = 1, |h3| = 2, we are able
to construct an exceptional integrable system which is not explicitly based on
the symmetry connected with the two equal frequencies.
Using the results of [2], we then construct the quantum analogues of all
these classical integrable systems. For the exceptional system, a modification of
the symmetrization procedure is required in order to obtain a quasi-integrable
quantum system. This modification consist in the addition of a lower order term
to the direct symmetrization of one of the classical functions, and thus is of the
same type as the modification that was required in [3] for the integration of the
free quantum rigid body in 6-dimensional space.
The investigations of the integrable systems considered in [3] and in the
present paper illustrate in concrete situations the general concepts presented
in [1] and [2]. Note however that the systems considered in [3], describing the
motion of particles in a central force field and the free rotation of a rigid body,
have application in physics only when the dimension n of configuration space is
equal to 3. On the contrary, the systems of oscillators which are considered here
are interesting for applications for any not too large value of n. For example,
spectral lattices which are constructed from quantum integrable systems are
useful for studying data of spectrography in physics and molecular chemistry.
The points of such lattices are vectors λ = (λ1, . . . , λk), such that each vector
is made of eigenvalues λi, i = 1, . . . , k, of the central operators F1, . . . ,Fk
of an integrable set F = (F1, . . . ,Fk;Fk+1, . . . ,F2n−k) of linear differential
operators, and these eigenvalues correspond to common eigenfunctions ψ of
these operators: Fiψ = λiψ, i = 1, . . . , k. More details can be found for example
in [5, 6, 7]. Sets of nonlinear fully resonant oscillators also play a central role in
the study of important infinite-dimensional systems [8, 9].
2 Classical oscillators with completely resonant
set of frequencies
It is easy to construct a linear basis of the infinite-dimensional linear space
of all real polynomial functions in (x, p) which are in involution with F1 =
l1I1 + · · ·+ lnIn. To this purpose, it is useful to introduce the functions
zj =
xj + ipj√
2
, z¯j =
xj − ipj√
2
, (2.1)
so that z¯j is the complex conjugate of zj . A linear basis in the space of all
polynomials in (x, p) is obviously given by the real and imaginary parts of all
monomials in (z, z¯), i.e., by the functions of the form RePa,b and ImPa,b, where
Pa,b := z
a1
1 z¯
b1
1 z
a2
2 z¯
b2
2 · · · zann z¯bnn and a = (a1, a2, . . . , an) ∈ Zn+, (b1, b2, . . . , bn) ∈
Zn+. We have
{zi, zj} = {z¯i, z¯j} = 0 , {zi, z¯j} = iδij (2.2)
for i, j = 1, . . . , n, and Ii = ziz¯i. It follows that
{F1, Pa,b} = −il · (a− b)Pa,b , (2.3)
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where l · (a − b) = ∑nj=1 lj(aj − bj). We have (Pa,b)∗ = Pb,a, where ∗ denotes
complex conjugation. From (2.3) one thus obtains
{F1,RePa,b} = l · (b− a)ImPa,b ,
{F1, ImPa,b} = −l · (b− a)RePa,b .
(2.4)
We see therefore that a basis of the linear space of all polynomials in involution
with F1 is given by the set Pl :=
(
RePa,b, ImPa,b, l · (b− a) = 0
)
.
2.1 General symmetries
It is easy to find 2n− 1 functionally independent elements of Pl, for any set of
frequencies l = (l1, . . . , ln) ∈ (Z \ {0})n. Hence, the system with hamiltonian
function F1 is integrable with number of central integrals k = 1. For example, if
li ≥ 1 for i = 1, . . . , n, then it is easy to check that the function F1 is involution
with the functions of the set F = (F1, I2, I3, . . . , In, R12, R13, . . . , R1n), where
Rij := Im
(
z
lj
i z¯
li
j
)
for 1 ≤ i < j ≤ n. If l1 and lj have a common divisor d, then
one can divide both numbers by d and consider instead of Rij the polynomial
R′ij := Im
(
z
l′j
i z¯
l′i
j
)
, where l′i = li/d, l
′
j = lj/d. Moreover, it is easy to see
that the functions of the set F are functionally independent, so that this set is
integrable with one central integral F1. An integrable set F of similar form can
also be constructed when the hamiltonian function F1 has frequencies l1, . . . , ln
of different signs. In this case, one takes
Rij :=
{
Im
(
z
|lj|
i z¯
|li|
j
)
if lilj > 0 ,
Im
(
z
|lj|
i z
|li|
j
)
if lilj < 0 .
(2.5)
It is also possible to find other integrable sets of functions, with number k
of central integrals ranging from 2 up to the maximum possible value n. As we
already explained in [3] about a similar situation for one-particle systems with
SO(n) symmetry (see there proposition 2.4 and related comments), the existence
of such sets with higher k allows one to construct a wider class of integrable
systems, by taking as hamiltonian any arbitrary function of the central elements
of an integrable set. In the present case, functions of this type can often be
represented as polynomials in (x, p) of degree > 2. In such cases, they can be
considered as perturbations to the hamiltonian F1 of resonant oscillators, which
become negligible in the limit of small amplitude of oscillations.
We are now going to describe a general procedure for the construction of
a remarkable class of integral sets of functions of various k. For any m ∈ Zn,
consider the function
Rm = ζ
m1
1 ζ
m2
2 · · · ζmnn , (2.6)
where
ζ
mj
j :=
{
z
mj
j if mj ≥ 0 ,
z¯
−mj
j if mj < 0 .
(2.7)
Note that (ζ
mj
j )
∗ = ζ
−mj
j , so that R
∗
m = R−m. For r ∈ Zn, let us define
Jr =
n∑
j=1
rjIj , (2.8)
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so that F1 = Jl. Similarly to (2.4) we have
{Jr,ReRm} = r ·m ImRm , {Jr, ImRm} = −r ·mReRm . (2.9)
Consider the sets of functions Al = (ReRm, m · l = 0), Bl = (ImRm, m · l = 0),
and I = (I1, I2, . . . , In). It is easy to see that Ul := (I,Al,Bl) is a set of functions
in involution with F1, which is closed with respect to Poisson brackets. This
means that the Poisson bracket of two elements of Ul can always be expressed
as a function of other elements of Ul. Note also that
(ReRm)
2 + (ImRm)
2 = |Rm|2 = I |m1|1 I |m2|2 · · · I |mn|n . (2.10)
Put
Fi = Jr(i) for i = 1, . . . , n , (2.11)
where r(1), . . . , r(n) are n linearly independent elements of Zn, with r(1) = l.
Obviously F (n) = (F1, . . . , Fn) is an integrable set with k = n. It is however
possible to obtain other integrable sets with k central elements, where k is any
number such that 1 ≤ k < n, by adding to F (n) suitable (functions of) elements
of Ul. A simple possible choice is to put
Fn+i = ImRm(i) for i = 1, . . . , n− k , (2.12)
where m(1), . . . ,m(n−k) are n−k linearly independent elements of Zn, such that
r(i) ·m(j) = 0 ∀ i = 1, . . . , k and ∀ j = 1, . . . , n − k. Using the second of (2.9)
it is immediate to see that {Fi, Fj} = 0 ∀ i = 1, . . . , k and ∀ j = 1, . . . , 2n − k.
Furthermore, it is not difficult to show that the set F (k) = (F1, . . . , F2n−k) is
functionally independent. It follows that F (k) is an integrable set with k central
elements (F1, . . . , Fk) = (Jr(i) , . . . , Jr(k)).
It is also possible to construct integrable sets of functions whose central
subset contains elements of Al or Bl. For example, one can obtain a set with
k = n by taking Fi = Jr(i) for i = 1, . . . , n− 1, Fn = ImRm ∈ Bl, where r(1) = l
and m · r(i) = 0 ∀ i = 1, . . . , n − 1. More generally, let us consider the sets
of functions R1 := (ImRm(1) , . . . , ImRm(k′)) and R2 := (Rm(k′+1) , . . . , Rm(h)),
where m(1), . . . ,m(k
′),m(k
′+1), . . . ,m(h) ∈ Zn are linearly independent vectors
such thatm(i) ·l = 0 andm(i)p m(j)p = 0 ∀ i = 1, . . . , h and j = 1, . . . , k′, and ∀ p =
1, . . . , n. The latter condition obviously ensures that {ImRm(i) , ImRm(j)} = 0.
For example, for n ≥ 6 oscillators of equal frequencies, i.e., li = 1 ∀ i = 1, . . . , n,
a pair of sets of such type, with k′ = 3 and h = n − 4, is given by R1 =
(R12, R34, R56), R2 = (R78, R79, . . . , R7n), where the functions Rij are defined
by formula (2.5). Clearly one must have in general k′ ≤ n/2. Obviously the case
h = k′ corresponds to R2 = ∅. It is also easy to see that, when h > k′, then one
has necessarily h < n− k′. Furthermore, let us take n− k′ linearly independent
vectors r(1), . . . , r(n−k
′) ∈ Zn, with r(1) = l, r(i) · m(j) = 0 ∀ i = 1, . . . , n − k′
and j = 1, . . . , k′, in such a way that the first n − h vectors of this set satisfy
the additional relations r(i) ·m(j) = 0 ∀ i = 1, . . . , n − h and j = k′ + 1, . . . , h.
It is then easy to see that the set
(F1, . . . , F2n−k) = (J1,R1;J2,R2) , (2.13)
where k = n− h+ k′, J1 = (Jr(1) , . . . , Jr(n−h)), J2 = (Jr(n−h+1) , . . . , Jr(n−k′)), is
an integrable set with k central elements (F1, . . . , Fk) = (J1,R1).
4
2.2 Additional symmetries for equal frequencies
It often occurs in physics that all frequencies, or part of them, are equal to one
another or have the same absolute value. In these cases there exist also other
types of integrable sets. For example, let us suppose that li = lj ∀ i, j = 1, . . . , n.
In this case the system with hamiltonian F1 is invariant with respect to the
action of the group SO(n) on configuration space, and can be identified with the
system describing a point particle moving in the central potential U(r) = r2/2
in n-dimensional space. It is then possible to construct additional integrable
sets of functions by making use of proposition 2.4 of [3]. In the present case, the
procedure can also be generalized to the case in which only the absolute values
of the frequencies are equal to one another. More precisely, let us suppose that
li = ǫi for i = 1, . . . , n, where ǫi = ±1 ∀ i = 1, . . . , n. Consider the functions
wi :=
{
zi if ǫi = +1 ,
z¯i if ǫi = −1 ,
(2.14)
for i = 1, . . . , n, and let w¯i denote the complex conjugate of wi. We have
{wi, wj} = {w¯i, w¯j} = 0 , {wi, w¯j} = iǫiδij ,
and Ii = ziz¯i = wiw¯i ∀ i, j = 1, . . . , n. It follows that {Ii, wj} = −iδijǫjwj , and
{F1, wj} = −iwj , {F1, w¯j} = iw¯j , (2.15)
where F1 =
∑n
i=1 ǫiIi. Let us consider the momenta
Pij = i(wiw¯j − wjw¯i) = −Pji . (2.16)
From (2.15) it follows that
{F1, Pij} = 0 ∀ i, j = 1, . . . , n . (2.17)
Note that
Pij =
{
±i(ziz¯j − zj z¯i) = ±(xipj − xjpi) if ǫi = ǫj = ±1 ,
±i(zizj − z¯iz¯j) = ∓(xipj + xjpi) if ǫi = −ǫj = ±1 .
Hence, for ǫi = ǫj = 1, Pij is formally identical to the momentum introduced
in [3] for a particle in a central force field (although the physical meaning of
variables x and p is here different). We have
{Pij , Phk} = −ǫiδihPjk − ǫjδjkPih + ǫiδikPjh + ǫjδjhPik , (2.18)
which has to be compared with the analogous Poisson bracket in [3]. It is then
easy to see that
{P 2, Pij} = 0 ∀ i, j = 1, . . . , n , (2.19)
where
P 2 :=
∑
i<j
ǫiǫjP
2
ij .
Since (2.19) is formally identical with the analogous poisson bracket for a
particle in a central force field, it is easy to see that proposition 2.4 of [3] can
be generalized in the following way.
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Proposition 2.1. For any n ≥ 2, for any sequence (ǫ1, . . . , ǫn), with ǫi =
±1 ∀ i = 1, . . . , n, and for any z = 1, . . . , n− 1, it is possible to construct in a
recursive manner sets Zn,z and Ln,z of polynomial functions of degree ≤ 2 in
the variables Pn := (Pij , 1 ≤ i < j ≤ n), with the following properties:
1. Zn,z contains z elements,
2. Ln,z contains 2(n− z − 1) elements,
3. the set Πn,z := (Zn,z, Ln,z) is functionally independent,
4. {Zn,z,Πn,z} = 0.
In this proposition, momenta Pij are obviously defined according to formula
(2.16). From (2.17) it follows that {F1,Πn,z} = 0. Hence the sets of func-
tions Fn,z := (F1, Zn,z;Ln,z) are integrable sets, with subset of central elements
(F1, Zn,z). We have ♯Fn,z = 2n − k and k = z + 1. Hence the number k of
central elements of these sets can take all values from k = 2 to k = n.
We are now able to describe a general class of integrable sets, which includes
those presented above as particular cases, and which can be applied to any
arbitrary set of frequencies l ∈ (Z \ {0})n. Let us divide the frequencies into
u groups, with 1 ≤ u ≤ n, so that each group contains one or more frequen-
cies whose absolute values are equal to one another. Namely, without loss of
generality, we suppose that
li =


ǫis1 for i = 1, . . . , p1 ,
ǫis2 for i = p1 + 1, . . . , p2 ,
...
...
ǫisu for i = pu−1 + 1, . . . , n ,
(2.20)
where s1, . . . , su ∈ N, ǫi = ±1 ∀ i = 1, . . . , n, 1 ≤ p1 < p2 < . . . < pu−1 < n.
The number of frequencies contained in the various groups are qh = ph−ph−1 ≥
1 for h = 1, . . . , u, where p0 := 0, pu := n. Obviously
∑u
h=1 qh = n. If the
absolute values of all frequencies of the system are pairwise different, one can
only take u = n, qh = 1 ∀h = 1, . . . , n. Note however that, at variance with
the analogous partition of the generalized moments of inertia λ1, . . . , λn of a
rigid body, given in [3], here we do not require that the absolute values of the
frequencies of different groups be pairwise different. Hence, it is possible in
general that sh = sj for some h 6= j. This means that, if the system includes
any set of more than one oscillators, whose frequencies have a common absolute
value, one is free to divide them into subgroups in any arbitrary possible way.
Each choice will lead to different realizations of integrable sets of functions,
according to the procedure which we are going to describe.
Let wi be defined by formula (2.14) for i = 1, . . . , n. For each h = 1, . . . , u,
let us consider the sets of momenta
P(h) =
{
∅ if qh = 1 ,
(Pij , ph−1 < i < j ≤ ph) if qh > 1 ,
(2.21)
where Pij is defined by formula (2.16). Note that {P(h), P(j)} = 0 if h 6= j.
For each h such that qh > 1, let us construct sets of functions Zqh,zh(P(h)) and
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Lqh,zh(P(h)) by means of proposition 2.1, where zh can be arbitrarily chosen
among the possible values 1, 2, . . . , qh − 1. For those h such that qh = 1 we put
instead zh = 0 and Zqh,zh(P(h)) = Lqh,zh(P(h)) = ∅. We have
♯Zqh,zh(P(h)) = zh ,
♯Lqh,zh(P(h)) = 2(qh − zh − 1) ,
and
{Zqh,zh(P(h)),Πqj ,zj (P(j))} = 0 (2.22)
∀h, j = 1, . . . , u, where Πqj ,zj = (Zqh,zh , Lqh,zh).
We can write F1 =
∑u
h=1 shKh, where
Kh :=
ph∑
i=ph−1+1
ǫiIi .
In analogy with (2.17) we have
{Kh, P(j)} = 0 , (2.23)
so that
{Kh,Πqj ,zj(P(j))} = 0 ∀h, j = 1, . . . , u . (2.24)
This implies, in particular, that {F1,Πqj ,zj(P(j))} = 0. Let us introduce the
functions
Wh :=
ph∑
i=ph−1+1
ǫiw
2
i , h = 1, . . . , u .
It is easy to check that
{Wh,Wj} = 0 , {Wh, W¯j} = 4iδjhKh , (2.25)
{Wh, P(j)} = 0 , {Wh,Kj} = 2iδjhWh (2.26)
∀ j, h = 1, . . . , u, where W¯h denotes as usual the complex conjugate ofWh. Note
also the relation
WhW¯h = K
2
h − P 2(h) , (2.27)
where
P 2(h) :=
∑
ph−1<i<j≤ph
ǫiǫjP
2
ij .
We are now going to construct integrable sets of functions which contain
the set F˜ =
(
F1,Πq1,z1(P(1)), . . . ,Πqu,zu(P(u))
)
. For the choice of the additional
elements, we shall follow a procedure which is similar to the one we used before
in section 2.1. Here the sets of functions (K1, . . . ,Ku) and (W1, . . . ,Wu) will
play the role that was formerly played by the sets (I1, . . . , In) and (z1, . . . , zn)
respectively. We shall in fact replace formula (2.6) by
Rm = Ω
m1
1 Ω
m2
2 · · ·Ωmuu , (2.28)
where m ∈ Zu and
Ωmhh :=
{
Wmhh if mh ≥ 0 ,
W¯−mhh if mh < 0 .
(2.29)
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Moreover, we shall replace (2.8) by
Jr =
u∑
h=1
rhKh , (2.30)
where r ∈ Zu. Note that F1 = Js. Using the second of (2.26) we easily obtain
the Poisson brackets
{Jr,ReRm} = 2r ·m ImRm , {Jr, ImRm} = −2r ·mReRm , (2.31)
which have to be compared with (2.9).
Consider the sets of functions As = (ReRm, s·m = 0), Bs = (ImRm, s·m =
0), K = (K1, . . . ,Ku) and P
2 = (P 2(1), . . . , P
2
(u)). Using relations (2.24)–(2.27),
it is easy to verify that Us := (K,P 2,As,Bs) is a set of functions in involution
with F˜ , which is closed with respect to Poisson brackets. We can obtain an
integrable set analogous to the one defined by formulas (2.11)–(2.12), by adding
to the set F˜ suitable combinations of elements of Us. Let r(1), . . . , r(u) be u
linearly independent elements of Zu, with r(1) = s. Choose k′ ∈ N such that
1 ≤ k′ ≤ u, and construct the set of u− k′ functions
R = (ImRm(1) , . . . , ImRm(u−k′)) ,
where m(1), . . . ,m(u−k
′) are u − k′ linearly independent elements of Zu, such
that r(h) ·m(j) = 0 ∀h = 1, . . . , k′ and ∀ j = 1, . . . , u − k′. Obviously R = ∅ if
k′ = u. Consider then the set of functions
F = (J1,Z;J2,R,L) , (2.32)
where
J1 = (Jr(1) , . . . , Jr(k′)) ,
J2 = (Jr(k′+1) , . . . , Jr(u)) ,
Z = (Zq1,z1(P(1)), . . . , Zqu,zu(P(u))) ,
L = (Lq1,z1(P(1)), . . . , Lqu,zu(P(u))) .
Note that Jr(1) = Js = F1. We have
♯J1 = k′ , ♯J2 = u− k′ , ♯R = u− k′ ,
♯Z = z :=
u∑
h=1
zh , ♯L = 2
u∑
h=1
(qh − zh − 1) = 2(n− z − u) .
Hence
♯(J1,Z) = k := k′ + z ,
♯F = 2n− z − k′ = 2n− k .
We have obviously
{J1,J1} = {J1,J2} = 0 .
From (2.24) it follows that
{J1,Z} = {J1,L} = {J2,Z} = 0 .
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From the second of (2.31) it follows that
{J1,R} = 0 .
From (2.22) it follows that
{Z,Z} = {Z,L} = 0 .
Finally, from the first of (2.26) it follows that
{Z,R} = 0 .
It is also possible to show that the set F is functionally independent. We are
therefore able to formulate the following
Proposition 2.2. The set F defined by (2.32) is an integrable set of functions
with k central elements (J1,Z), where k = k′ + z.
From this propositions it obviously follows that any system with hamiltonian
H = f(J1,Z), where f is any function of k variables, is integrable with the same
integrable set F .
It is also possible to obtain an integrable set of functions F ⊃ F˜ , whose
central subset includes elements of (As,Bs). To this purpose, we shall follow
a procedure similar to the one which led us before to the set (2.13). If 1 ≤
k′ ≤ u/2, let m(1), . . . ,m(k′),m(k′+1), . . . ,m(h) ∈ Zu be linearly independent
vectors, such that m(i) · s = 0 and m(i)p m(j)p = 0 ∀ i = 1, . . . , h and j = 1, . . . , k′,
and ∀ p = 1, . . . , n. It is easy to see that one must have either h = k′ or
k′ < h < u − k′. Furthermore, let us take u − k′ linearly independent vectors
r(1), . . . , r(u−k
′) ∈ Zu, with r(1) = s, r(i) · m(j) = 0 ∀ i = 1, . . . , u − k′ and
j = 1, . . . , k′, in such a way that the first u − h vectors of this set satisfy the
additional relations r(i) ·m(j) = 0 ∀ i = 1, . . . , u− h and j = k′ + 1, . . . , h. Let
us then consider the set
F = (J1,R1,Z;J2,R2,L) , (2.33)
where
J1 = (Jr(1) , . . . , Jr(u−h)) ,
J2 = (Jr(n−h+1) , . . . , Jr(u−k′)) ,
R1 = (ImRm(1) , . . . , ImRm(k′)) ,
R2 = (ImRm(k′+1) , . . . , ImRm(h)) .
It is easy to see that F contains 2n− k elements, where k = u− h+ k′ + z.
Proposition 2.3. The set F defined by (2.33) is an integrable set of functions
with k central elements (F1, . . . , Fk) = (J1,R1,Z).
Hence any system with hamiltonian H = f(J1,R1,Z), where f is any func-
tion of k variables, is integrable with the same integrable set F .
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3 Quantum oscillators with completely resonant
set of frequencies
In order to maintain the correspondence between our notation and the one
usually employed in physics, in this section we shall associate with the classical
impulses p the complex operators pˆ = −i∂/∂x, where i = √−1. We have with
this convention pˆ = pˆ∗, where pˆ∗ denotes the hermitian conjugate of the operator
pˆ. It is obvious that this modification does not substantially affect the general
results on quantization which have been obtained in the preceding papers of
this series, although some formulas have to be corrected by the introduction of
one or more factors i. The standard canonical commutation relations become
[xi, xj ] = 0 , [pˆi, pˆj ] = 0 , [pˆi, xj ] = −iδij (3.1)
for i, j = 1, . . . , n, where δij is the Kro¨necker symbol. The standard quantization
of the functions zj , z¯j is given by
zˆj =
xj + ipˆj√
2
, zˆ∗j =
xj − ipˆj√
2
,
where zˆ∗j denotes the hermitian conjugate of the operator zˆj. These operators
satisfy the commutation relations
[zˆi, zˆj ] = [zˆ
∗
i , zˆ
∗
j ] = 0 , [zˆi, zˆ
∗
j ] = δij (3.2)
for i, j = 1, . . . , n. Note that, with the conventions presently adopted for the
quantization of impulses p, the Poisson bracket of two functions is now replaced
by the commutator of the corresponding operators multiplied by i.
Let as above F1 = l1I1+ · · ·+ lnIn be the hamiltonian function of the system
describing linear oscillations with a completely resonant set of frequencies. The
standard quantization Fˆ1 of F1 clearly coincides with its symmetrization F
sym
1
with respect to (x, pˆ). On the other hand, since the operators zˆ, zˆ∗ are linear
combinations of the operators x, pˆ, it is easy to see that the symmetrization with
respect to (x, pˆ) is equivalent to the symmetrization with respect to (zˆ, zˆ∗). We
thus have Fˆ1 = l1Iˆ1 + · · ·+ lnIˆn, where
Iˆj = I
sym
j =
x2j + pˆ
2
j
2
=
zˆ∗j zˆj + zˆj zˆ
∗
j
2
.
In the general situation described by relations (2.20), we can write Fˆ1 =
s1Kˆ1 + · · ·+ suKˆu, where
Kˆh :=
ph∑
i=ph−1+1
ǫiIˆi , h = 1, . . . , u .
Let us introduce the operators
wˆi :=
{
zˆi if ǫi = +1 ,
zˆ∗i if ǫi = −1 ,
which satisfy the relations
[wˆi, wˆj ] = [wˆ
∗
i , wˆ
∗
j ] = 0 , [wˆi, wˆ
∗
j ] = ǫiδij , (3.3)
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Iˆj =
wˆ∗j wˆj + wˆjwˆ
∗
j
2
,
for i, j = 1, . . . , n. We then define
Pˆij = i(wˆiwˆ
∗
j − wˆjwˆ∗i ) = −Pˆji , i, j = 1, . . . , n ,
Wˆh =
ph∑
i=ph−1+1
ǫiwˆ
2
i , h = 1, . . . , u .
Clearly all operators of the set (Kˆ, Pˆ , Wˆ , Wˆ ∗) coincide with the symmetrization
with respect to (wˆ, wˆ∗) of the corresponding classical functions. It then follows
from proposition 3.1 (case 1) of [2] that the commutators (multiplied by i)
between these operators have the same form as the Poisson brackets between
the corresponding classical functions. In particular, from (2.23), (2.25) and
(2.26) we get
[Kˆh, Pˆ(j)] = 0 , [Wˆh, Pˆ(j)] = 0 , (3.4)
[Wˆh, Wˆj ] = 0 , [Wˆh, Wˆ
∗
j ] = 4δjhKˆh , [Wˆh, Kˆj ] = 2δjhWˆh (3.5)
∀ j, h = 1, . . . , u, where Pˆ(j) is the standard quantization of the set P(j) defined
by formula (2.21). We also introduce the operators
Rˆm = Ωˆ
m1
1 Ωˆ
m2
2 · · · Ωˆmuu , (3.6)
where m ∈ Zu and
Ωˆmhh :=
{
Wˆmhh if mh ≥ 0 ,
(Wˆ ∗h )
−mh if mh < 0 .
(3.7)
Note that one need not specify the ordering of the operators on the right-hand
sice of (3.6), since all these operators commute according to (3.5).
Let us consider the integrable set (2.32) for the classical system. We put
Jˆ1 = (Jˆr(1) , . . . , Jˆr(k′)) ,
Jˆ2 = (Jˆr(k′+1) , . . . , Jˆr(u)) ,
where
Jˆr(i) =
u∑
h=1
r
(i)
h Kˆh , i = 1, . . . , u .
We put also
Zˆ = (Zˆq1,z1(Pˆ(1)), . . . , Zˆqu,zu(Pˆ(u))) ,
Lˆ = (Lˆq1,z1(Pˆ(1)), . . . , Lˆqu,zu(Pˆ(u))) ,
where polynomials Zˆn,z and Lˆn,z have the same form as the classical ones Zn,z
and Ln,z (symmetrization is here unnecessary, since in these polynomials all
monomials of degree 2 are squares of components of Pˆ ). We finally put
Rˆ = (Im Rˆm(1) , . . . , Im Rˆm(u−k′)) ,
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where we define the “imaginary part” of the operator Rˆm(h) as
Im Rˆm(h) :=
1
2i
(
Rˆm(h) − Rˆ∗m(h)
)
.
The operators of the set Rˆ obviously coincide with the symmetrization with
respect to (Wˆ , Wˆ ∗) of the functions of the setR. From the isomorphism between
the two Lie algebras respectively generated by the functions (K,P,W, W¯ ) and
by the operators (Kˆ, Pˆ , Wˆ , Wˆ ∗), it follows that one can deduce the commutation
relations
[Jˆ1, Jˆ1] = [Jˆ1, Jˆ2] = 0 ,
[Jˆ1, Zˆ] = [Jˆ1, Lˆ] = [Jˆ2, Zˆ] = [Jˆ1, Rˆ] = 0
from the corresponding Poisson bracket relations, by making use of proposition
4.2, case a, of [2]. In order to prove that
[Zˆ, Zˆ] = [Zˆ, Lˆ] = 0 ,
we note that relations
[Zˆqh,zh(Pˆ(h)), Zˆqj ,zj (Pˆ(j))] = [Zˆqh,zh(Pˆ(h)), Lˆqj ,zj(Pˆ(j))] = 0
for h 6= j follow from [Pˆ(h), Pˆ(j)] = 0. For h = j they can instead be deduced
from proposition 2.1, by repeating the same arguments that were used in [3] to
deduce proposition 2.7 from proposition 2.4 in the analogous situation of the
central force field. Finally, from the second of (3.4) it follows that
[Zˆ, Rˆ] = 0 .
Proposition 3.1. The set Fˆ = (Jˆ1, Zˆ; Jˆ2, Rˆ, Lˆ) is a quasi-integrable set of
operators with k central elements (Jˆ1, Zˆ), where k = k′ + z.
Proof. We have just shown that the elements of the set Fˆ satisfy the required
commutation relations. It is not too difficult to complete the proof of this
proposition, by showing that the set is also quasi-independent.
From this proposition it follows that any quantum system with hamiltonian
operator Hˆ = f(Jˆ1, Zˆ), where f is an arbitrary polynomial of k variables, is
integrable with the same integrable set of operators Fˆ .
In a similar way one can quantize the integrable set (2.33). Let us define in
this case
Jˆ1 = (Jˆr(1) , . . . , Jˆr(u−h)) ,
Jˆ2 = (Jˆr(n−h+1) , . . . , Jˆr(u−k′)) ,
Rˆ1 = (Im Rˆm(1) , . . . , Im Rˆm(k′)) ,
Rˆ2 = (Im Rˆm(k′+1) , . . . , Im Rˆm(h)) .
Proposition 3.2. The set Fˆ = (Jˆ1, Rˆ1, Zˆ; Jˆ2, Rˆ2, Lˆ) is a quasi-integrable set
of operators with k central elements (Jˆ1, Rˆ1, Zˆ), where k = u− h+ k′ + z.
Hence any quantum system with hamiltonian operator Hˆ = f(Jˆ1, Rˆ1, Zˆ),
where f is an arbitrary polynomial of k variables, is integrable with the same
integrable set of operators Fˆ .
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4 The case n = 3
In section 2 we have constructed a remarkable class of integrable sets of functions
for an arbitrary system of resonant oscillators. However there may exist other in-
tegrable sets which do not belong to the class we have considered. In the present
section we shall make an attempt to systematically classify all integrable sets of
polynomial functions in the canonical variables (x, p), or equivalently (z, z¯), for
n = 3. Since our goal is to obtain the largest possible class of integrable systems,
we shall restrict our attention to integrable sets of functions having the largest
number k of central elements, i.e., k = 3. Hence, we shall aim at characterizing
all sets F = (F1, F2, F3) of functionally independent polynomial functions, such
that F1 = Jl = l1I1 + l2I2 + l3I3 and {Fi, Fj} = 0 for i, j = 1, 2, 3. To each
of these sets there corresponds a class of integrable systems with hamiltonian
H = f(F ), where f is an arbitrary function of three variables. This class is
obviously the same for two integrable sets which are functionally equivalent to
each other, i.e., such that the elements of one set are locally functions of the
elements of the other set. Therefore in the following, whenever we shall men-
tion an integrable set, we shall implicitly refer to the whole equivalence class to
which it belongs.
If the three frequencies are pairwise different, i.e., li 6= lj for i 6= j, according
to the discussion of section 2.1 there exist integrable sets with k = 3 of the form
F =
(
F1, Jr, f(I1, I2, I3, ImRm)
)
, (4.1)
where f is an arbitrary function of four variables such that the set F is func-
tionally independent. Here r ∈ Z3 and m ∈ Z3 are two nonvanishing vectors
such that r is linearly independent of l, and l · m = r · m = 0. For example,
the trivial integrable set F = (F1, I2, I3) corresponds to taking r = (0, 1, 0)
and f(x1, x2, x3, x4) = x3 in (4.1). Note that there exist only 4 functionally
independent functions in involution with both F1 and F2 = Jr. Since 4 such
functions are (I1, I2, I3, ImRm), for any integrable set such that F2 = Jr we can
locally write F3 = f(I1, I2, I3, ImRm) as in (4.1). For example, owing to (2.10),
we obtain F3 = ReRm by taking f(x1, x2, x3, x4) = ±
√
x
|m1|
1 x
|m2|
2 x
|m3|
3 − x24.
For the classification of integrable sets it is useful to introduce, besides the
concept of functional equivalence given in [3], also that of “canonical equiva-
lence” between integrable sets.
Definition 4.1. We say that two integrable sets F and F ′ are canonically
equivalent if there exists a symplectic (i.e., linear and canonical) transformation
which transforms one set into the other. In such a case, we say that also the two
classes of functional equivalence, to which the two sets respectively belong, are
canonically equivalent. This means that, if G is functionally equivalent to F ,
and G′ is functionally equivalent to F ′, then we say that G is canonically equiv-
alent to G′. In particular, two functionally equivalent sets are also canonically
equivalent.
Let Gl be the group of all the symplectic transformations g : (z, z¯) 7→ (Z, Z¯)
which leave F1 invariant, i.e., such that F1(z, z¯) = F1(Z, Z¯), or explicitly
l1z1z¯1 + l2z2z¯2 + l3z3z¯3 = l1Z1Z¯1 + l2Z2Z¯2 + l3Z3Z¯3 . (4.2)
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Given an integrable set F = (F1(z, z¯), F2(z, z¯), F3(z, z¯)), we can for any g ∈ Gl
construct a set F ′ =
(
F1(Z, Z¯), F2(Z, Z¯), F3(Z, Z¯)
)
which is canonically equiv-
alent to F .
Let us consider the Lie algebra Ll of the second degree real polynomials
which are in involution with F1. The group Gl contains all the one-parameter
subgroups of canonical transformations generated by the elements of Ll. For
any G ∈ Ll we write the associated subgroup in the form z 7→ Z(τ), with
dZ(τ)
dτ
= {Z(τ), G} , Z(0) = z . (4.3)
If the three frequencies are pairwise different, a linear basis of this algebra is
given by the set (I1, I2, I3). Let us consider the subgroup generated by G = I1.
According to (4.3) we have
Z1(τ) = e
iτz1 , Z2(τ) = z2 , Z3(τ) = z3 .
Similar formulas hold for G = I2 and G = I2. Therefore, all transformations of
the group Gl have the form
Z1 = exp(iφ1)z1 , Z2 = exp(iφ2)z2 , Z3 = exp(iφ3)z3 ,
with φi ∈ R for i = 1, 2, 3. This means that Gl is an abelian group isomorphic
to U(1)× U(1)× U(1).
It can be useful to classify integrable sets F = (F1, F2, F3) of polynomial
functions according to the degree of polynomials F2 and F3. We shall al-
ways suppose that these polynomials have been chosen in such a way that
degF2 ≤ degF3, and that there do not exist functionally equivalent sets of lower
degree. More precisely, we suppose that there does not exist another functionally
equivalent integrable set of polynomials (F1, F
′
2, F
′
3) such that degF
′
2 < degF2,
or degF ′2 = degF3 and degF
′
3 < degF3.
Definition 4.2. Let F = (F1, F2, F3) be an integrable set, where F1 = l1I1 +
l2I2 + l3I3 and degF2 ≤ degF3. We say that F is a simple integrable set if
degF2 = 2. We say that a simple integrable set F has degree d if degF3 = d.
Note that all integrable sets of the form (4.1), which were obtained using
the general methods of sections 2.1 and 2.2, are simple. Since a symplectic
transformation does not alter the degree of a polynomial function, an integrable
set which is canonically equivalent to a simple integrable set is also simple, and
two canonically equivalent simple integrable sets have the same degree.
4.1 The case |l1| = |l2| 6= |l3|
If l1 = l2, by applying the results of section 2.2 we obtain another type of simple
integrable sets, in addition to that given by formula (4.1). It has the form
F =
(
F1, P12, f(I1 + I2, I3, ImR,ReR)
)
, (4.4)
where f is an arbitrary function of 4 variables such that the set F is functionally
independent, P12 = 2Im(z¯1z2), and
R =
{
(z¯21 + z¯
2
2)
|l3| z
2|l1|
3 if l1l3 > 0 ,
(z21 + z
2
2)
|l3| z
2|l1|
3 if l1l3 < 0 .
(4.5)
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In a similar way, one can see that there exist also simple integrable sets of the
form
F =
(
F1, Q12, f(I1 + I2, I3, ImS,ReS)
)
, (4.6)
where Q12 = 2Re (z¯1z2), and
S =
{
(z¯21 − z¯22)|l3| z2|l1|3 if l1l3 > 0 ,
(z21 − z22)|l3| z2|l1|3 if l1l3 < 0 .
(4.7)
Analogous integrable sets also exist for l1 = −l2. For the sake of simplicity, in
the following we shall write down explicitly only the formulas which are valid
for l1 = l2.
Proposition 4.1. For l1 = l2 6= l3, the Lie algebra Ll of the second degree
real polynomials in involution with F1 has linear dimension five. A basis of this
algebra is given by the set L = (L1, . . . , L5), where
L1 = −Re{z¯1z2} = − z¯1z2 + z1z¯2
2
= −x1x2 + p1p2
2
= −1
2
Q12 ,
L2 = −Im{z¯1z2} = i z¯1z2 − z1z¯2
2
=
p1x2 − x1p2
2
= −1
2
P12 ,
L3 = −I1 − I2
2
=
−z¯1z1 + z¯2z2
2
=
−x21 − p21 + x22 + p22
4
,
L4 = −I1 + I2
2
= − z¯1z1 + z¯2z2
2
= −x
2
1 + p
2
1 + x
2
2 + p
2
2
4
,
L5 = I3 = z¯3z3 =
x23 + p
2
3
2
.
(4.8)
The first four of these functions do not depend on (x3, p3). They satisfy the
algebraic relation
L21 + L
2
2 = |z¯1z2|2 = I1I2 = L24 − L23 , (4.9)
or
3∑
i=1
L2i = L
2
4 . (4.10)
The Poisson brackets between the elements of L are
{Li, Lj} =
3∑
k=1
εijkLk for i, j, k = 1, 2, 3 , (4.11)
{Lµ, L4} = {Lµ, L5} = 0 for µ = 1, . . . , 5 , (4.12)
where εijk is the completely antisymmetric tensor such that ε123 = 1.
Proof. By using (2.3) it is easy to check that all elements of Ll can be expressed
as linear combinations of elements of L = (L1, . . . , L5). Since the set L is
obviously linearly independent, it forms a basis of Ll. Introducing the Pauli
matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 1
)
,
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and defining
σ4 = E =
(
1 0
0 1
)
,
we can write
Lµ = −1
2
y∗σµy , µ = 1, 2, 3, 4 , (4.13)
where
y =
(
z1
z2
)
.
From (4.13), using relations (2.2) one easily obtains
{Lµ, Lν} = i
4
y∗[σµ, σν ]y .
Then relations (4.11)–(4.12) can be immediately verified using the well-known
commutation relations between matrices σ.
Let us consider the subgroups of Gl generated by Li, with i = 1, 2, 3. Ac-
cording to (4.3) we have
dY (τ)
dτ
= {Y (τ), Li} = − i
2
σiY (τ) ,
dZ3(τ)
dτ
= {Z3(τ), Li} = 0 ,
where
Y (τ) =
(
Z1(τ)
Z2(τ)
)
.
Hence
Y (τ) = exp
(
− i
2
τσi
)
y ,
Z3(τ) = z3 .
Similarly, for the two subgroups generated by L4 and L5 we have respectively
Y (τ) = exp
(
− i
2
τ
)
y ,
Z3(τ) = z3 ,
and
Y (τ) = y ,
Z3(τ) = exp(iτ)z3 .
From these formulas one can easily derive the general form of the elements
of Gl.
Proposition 4.2. For l1 = l2 6= l3 the group Gl is made by all the transforma-
tions of the form
Y = Uy ,
Z3 = e
iφz3 ,
(4.14)
where U is a unitary 2× 2 matrix and φ ∈ R. Hence the group Gl is isomorphic
to U(2)× U(1).
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Using (4.13), we find that under a transformation of the form (4.14) the
functions (4.8) behave as
Li 7→ −1
2
Y ∗σiY = −1
2
y∗U∗σiUy =
3∑
j=1
Rij(U)Lj for i = 1, 2, 3 ,
L4 7→ −1
2
Y ∗σ4Y = −1
2
y∗U∗σ4Uy = L4 ,
L5 7→ Z¯3Z3 = z¯3z3 = L5 ,
(4.15)
where Rij(U) are the elements of the 3 × 3 matrix R(U) ∈ SO(3) which is
associated with U by the standard three-dimensional real representation R :
U(2) → SO(3). The kernel of this representation is made of all the matrices
U ∈ U(2) of the form U = eiψE, with ψ ∈ R.
Using (2.3) it is easy to see that any real polynomial in involution with
F1 can be obtained as an algebraic combination of the elements of a finite
set. For l1 = p > 0, l3 = q > 0, this set includes, besides the five second
degree polynomials Lµ, the polynomials Re{zq−s1 zs2 z¯p3} and Im{zq−s1 zs2 z¯p3} for
0 ≤ s ≤ q. If l1 = p < 0, one can write analogous formulas with z−p3 in place of
z¯p3 . Defining (for p > 0)
Aq,s =
z¯q−s1 z¯
s
2z
p
3√
(q − s)!s! , (4.16)
we can write for any as, bs ∈ R
asRe{zq−s1 zs2 z¯p3}+ bsIm{zq−s1 zs2 z¯p3} = Re{csAq,s} ,
with
cs =
√
(q − s)!s!(as + ibs) ∈ C .
Note that
q∑
s=0
A2q,s =
1
q!
(
z¯21 + z¯
2
2
)q
z2p3 =
R
q!
,
where R is the function defined in (4.5).
The transformation properties of the Aq,s under the action of the group
Gl are determined by their Poisson brackets with the functions Lµ. A direct
calculation provides
{iLµ, Aq,s} =
q∑
h=0
(Jq,µ)hsAq,h , (4.17)
with
(Jq,1)hs =
1
2
[
δh−1,s
√
(q − s)h+ δs−1,h
√
(q − h)s
]
, (4.18)
(Jq,2)hs =
1
2i
[
δh−1,s
√
(q − s)h− δs−1,h
√
(q − h)s
]
, (4.19)
(Jq,3)hs =
(q
2
− h
)
δhs , (4.20)
(Jq,4)hs =
q
2
δhs , (4.21)
(Jq,5)hs = pδhs . (4.22)
17
It follows that
{iLµ,
q∑
s=0
csAq,s} =
q∑
s=0
c′sAq,s ,
where
c′s =
q∑
r=0
(Jq,µ)sr cr ,
or in compact notation c′ = Jq,µ · c. The numerical coefficients on the right-
hand side of (4.16) have been chosen in such a way that the matrices Jq,µ are
hermitian. Other properties of these matrices, which can be directly verified
using formulas (4.18)–(4.22), follow from simple general considerations. Since
F1 = qL5 − 2pL4, the relation {F1, Aq,s} = 0 implies qJq,5 = 2pJq,4. Further-
more, as a consequence of the Jacobi identity we have for any function G
{Lµ, {Lν , G}} − {Lν , {Lµ, G}} = {{Lµ, Lν}, G} .
By applying the previous equation with G =
∑q
s=0 csAq,s, one can see that the
commutation relations between the matrices Jq,µ are determined by the Poisson
brackets (4.11)–(4.12) between the functions Lµ. We have accordingly
[Jq,i, Jq,j ] = i
3∑
k=1
εijkJq,k (4.23)
for i, j = 1, 2, 3, and
[Jq,µ, Jq,4] = [Jq,µ, Jq,5] = 0 (4.24)
for µ = 1, . . . , 5. Looking at formulas (4.18)–(4.20) one can actually recognize
the well-known (q + 1)-dimensional irreducible representation of su(2), which
satisfies the relation
3∑
i=1
J2q,i =
q(q + 2)
4
E ,
E being the identity matrix of rank q + 1. It follows that the functions Aq,s
belong to the corresponding irreducible representation of U(2).
In the following of the present section, we shall always suppose that l1 =
l2 = p > 0, l3 = q > 0, q 6= p. However, using the methods which we already
applied in section 2, the results can be easily generalized to all cases in which
|l1| = |l2| 6= |l3|.
Theorem 4.3. Any simple integrable set is canonically equivalent to a set F =
(F1, F2, F3) with
F2 = d1I1 + d2I2 , (4.25)
where d1 ∈ N and d2 ∈ Z do not have common divisors, and |d2| ≤ d1.
Proof. If degF2 = 2, according to proposition 4.1 we can write F2 =
∑5
µ=1 αµLµ,
with αµ ∈ R. By replacing F2 with F2 − (α5/q)F1, we obtain a functionally
equivalent set such that F2 does not contain L5 = I3. Furthermore, by per-
forming an appropriate transformation of Gl, according to the first of (4.15) we
can operate a rotation on the Li, i = 1, 2, 3, in such a way to eliminate from
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F2 the terms proportional to L1 and L2. After these operations we obtain a
canonically equivalent set with
F2 = β3L3 + β4L4 = γ1I1 + γ2I2 , (4.26)
where β3 =
√
α21 + α
2
2 + α
2
3, β4 = α4 + 2pα5/q, γ1 = −(β3 + β4)/2, γ2 =
(β3 − β4)/2. We further note that, applying when necessary the canonical
transformation that interchanges z1 and z2, we can always ensure that |γ1| ≥
|γ2|.
In general F3 can be written in the form
F3 =
∑
(a,b)∈K
Re{ca,bPa,b} ,
where Pa,b := z
a1
1 z¯
b1
1 z
a2
2 z¯
b2
2 z
a3
3 z¯
b3
3 , ca,b ∈ C ∀ (a, b) ∈ K, and K ⊂ Z3+ × Z3+ is a
finite set such that
p(a1 − b1 + a2 − b2) + q(a3 − b3) = 0 ∀ (a, b) ∈ K . (4.27)
From (4.26) we have in general
{F2, Pa,b} = −i[γ1(a1 − b1) + γ2(a2 − b2)]Pa,b ,
so that the condition {F2, F3} = 0 implies
γ1(a1 − b1) + γ2(a2 − b2) = 0 ∀ (a, b) ∈ K . (4.28)
If a1 − b1 = a2 − b2 = 0, then from (4.27) we obtain a3 − b3 = 0 and
Re{ca,bPa,b} = (Re ca,b)Ia11 Ia22 Ia33 . Hence, if a1 − b1 = a2 − b2 = 0 ∀ (a, b) ∈
K, we have clearly (F1, F2, F3) ≈ (I1, I2, I3) ≈ (F1, I1, I3), where ≈ denotes
functional equivalence. This means that the thesis of the theorem holds with
d1 = 1, d2 = 0 in formula (4.25). On the other hand, if there exists (a, b) ∈ K
such that, say, a2− b2 6= 0, it follows from (4.28) that γ2/γ1 = −(a1− b1)/(a2−
b2) ∈ Q. Since one can always redefine F2 by multiplying it by a constant, the
thesis follows immediately from (4.26).
It follows from Theorem 4.3 that any simple integrable set is canonically
equivalent to a set of the form (4.1), with r = (d1, d2, 0). In particular, any
set of the form (4.4) or (4.6) can be converted into the form (4.1) via a sym-
plectic transformation. This can be checked directly, by observing that under a
transformation of the form (4.14), with
U = exp
(
i
π
4
σ1
)
=
1 + iσ1√
2
, φ = 0 ,
we have according to (4.15) P12 7→ I1 − I2. Similarly, for
U = exp
(− iπ
4
σ2
)
=
1− iσ2√
2
, φ = 0 ,
we have Q12 7→ I1 − I2.
When r = (d1, d2, 0), the vector m in (4.1) must satisfy the conditions
p(m1 +m2) + qm3 = 0 ,
d1m1 + d2m2 = 0 .
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We see that, if d1 = d2, we can take m = (−1, 1, 0), which means that ImRm =
2P12. For −d1 ≤ d2 < d1 we can take instead m = (−d2h, d1h,−pk), where h
and k are two positive integers without common divisors such that q/(d1−d2) =
h/k.
We list in Table 1 some examples of simple integrable sets, which are obtained
in this way for l = (1, 1, 2).
F2 F3 degree
I1 Re{z22 z¯3} 3
I1 − I2 Re{z1z2z¯3} 3
3I1 + I2 Re{z¯1z32 z¯3} 5
3I1 − I2 Re{z1z32 z¯23} 6
2I1 + I2 Re{z¯21z42 z¯3} 7
5I1 + I2 Re{z¯1z52 z¯23} 8
5I1 + 3I2 Re{z¯31z52 z¯3} 9
5I1 − I2 Re{z1z52 z¯33} 9
Table 1: Examples of simple integrable sets for l = (1, 1, 2).
4.2 A non-simple integrable algebra
In the preceding section we have shown how one can construct simple integrable
sets of arbitrarily high degree. On the other hand, we do not know of any
general method to obtain non-simple integrable sets, that is integrable sets F ,
with 2 < degF2 ≤ degF3, such that there exists no functionally equivalent set
F ′ with degF ′2 = 2. Nevertheless, we are able to exhibit a concrete example of
non-simple integrable set for l = (1, 1, 2). Let us define
D0 = Re{z¯21z3} =
√
2Re{A2,0} , C0 = Im{z¯21z3} =
√
2Im{A2,0} ,
D1 = Re{z¯1z¯2z3} = Re{A2,1} , C1 = Im{z¯1z¯2z3} = Im{A2,1} ,
D2 = Re{z¯22z3} =
√
2Re{A2,2} , C2 = Im{z¯22z3} =
√
2Im{A2,2} ,
and consider the functions
F1 = I1 + I2 + 2I3 , F2 = C0 + 2C2 , F3 = 2C
2
0 + I1M
2
3 , (4.29)
where M3 := P12 = 2Im{z¯1z2}. Clearly {F1, F2} = {F1, F3} = 0. Furthermore,
by exploiting formulas (4.17)–(4.22), or by direct computation, one easily finds
{M3, C0} = −2C1 , {M3, C2} = 2C1 , (4.30)
{I1, C0} = 2D0 , {I1, C2} = 0 . (4.31)
We also have
{C0, C2} = i
4
(z¯21z
2
2 − z21 z¯22) = −
M3N3
4
,
where N3 := Q12 = 2Re{z¯1z2}. Using these relations one finds
{F2, F3} = 2M3(C0N3 −D0M3 − 2I1C1) = 0 ,
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where the last equality follows from
C0N3 −D0M3 = 2Im{z¯21z3}Re{z1z¯2}+ 2Re{z¯21z3}Im{z1z¯2}
= 2Im{z1z¯21 z¯2z3} = 2I1C1 .
It is easy to see that the set F = (F1, F2, F3) is functionally independent.
Therefore F is an integrable set with degF2 = 3, degF3 = 6. This implies that
any system with hamiltonian H = f(F ), where f is an arbitrary function of
three variables, is also integrable. It is also easy to obtain a similar integrable
set for any other l such that |l1| = |l2| = 1, |l3| = 2. By means of symplectic
transformations of the form (4.14), we can then obtain a whole class of non-
simple integrable sets which are canonically equivalent to F . However, we do
not know at present of any other class of non-simple integrable sets, either
for l = (±1,±1,±2) or for any other value of l. Attempts to discover other
examples, also with the aid of specially made computer programs, have proven
unsuccessful.
4.3 Quantization
Let us now consider the problem of the quantization of the integrable sets that
we have obtained in sections 4.1 and 4.2. According to proposition 3.1 (case
1) of [2], all simple integrable sets can be straightforwardly quantized by sym-
metrization with respect to the operators (zˆ, zˆ∗) which were defined in section
3. Therefore any quantum system with hamiltonian operator Hˆ = f(Fˆ ), where
Fˆ = F sym is the symmetrization of a simple integrable set and f is an arbitrary
function of three variables, is quasi-integrable.
As regards the non-simple algebra (4.29), let F symi , i = 1, 2, 3, be the oper-
ators which are obtained by symmetrization of the functions Fi with respect to
the operators (zˆ, zˆ∗). Using proposition 4.1 (case a) of [2] we obtain that
[F sym1 , F
sym
2 ] = [F
sym
1 , F
sym
3 ] = 0 .
However this proposition does not allow us to evaluate [F sym2 , F
sym
3 ], since both
the involved operators have degree higher than 2. Let us then make use of
the general formula of Moyal brackets. With the conventions adopted in this
section, this formula for two generic polynomials H(z, z¯) and F (z, z¯) can be
written as [Hsym, F sym] = Gsym, where
G =
∑
k∈N
∑
|α+β|=2k+1
(−1)|β|
22kα!β!
∂|α+β|H
∂zα∂z¯β
∂|α+β|F
∂zβ∂z¯α
.
By applying this formula we obtain
[F sym2 , F
sym
3 ] =
5
2
iDˆ0 ,
where Dˆ0 is the standard quantization of the function D0 (symmetrization is
in this case unnecessary). On the other hand, we have from (4.31) and from
proposition 3.1 of [2] that
[F sym2 , Iˆ1] = −i{F2, I1}sym = 2iDˆ0 .
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Since [F sym1 , Iˆ1] = 0, it follows from the two above equalities that the three
operators
Fˆ1 = F
sym
1 , Fˆ2 = F
sym
2 , Fˆ3 = F
sym
3 −
5
4
Iˆ1
are pairwise in involution. Since these operators are also quasi-independent, one
concludes that the set Fˆ = (Fˆ1, Fˆ2, Fˆ3) is a quasi-integrable set of operators.
Hence, any quantum system with hamiltonian operator Hˆ = f(Fˆ ), where f is
an arbitrary function of three variables, is quasi-integrable. We have thus shown
that it is possible to quantize our example (4.29) of non-simple integrable set.
However, to this purpose the general procedure of quantization by symmetriza-
tion needs to be modified. The modification is represented by the introduction
of the term −(5/4)Iˆ1 in the expression of the operator Fˆ3. This fact presents
an analogy with the situation for a free quantum rigid body in 6-dimensional
space [3], and also with some results that have already been obtained for other
types of integrable quantum systems [10, 11].
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