In the recent years, kernel methods have revealed very powerful tools in many application domains in general and in remote sensing image classification in particular. The special characteristics of remote sensing images (high dimension, few labeled samples and different noise sources) are efficiently dealt with kernel machines . In this paper, we propose the use of structured output learning to improve remote sensing image classification based on kernels. structured output learning is concerned with the design of machine learning algorithms that not only implement inputoutput mapping, but also take into account the relations between output labels, thus generalizing unstructured kernel methods . We analyze the framework and introduce it to the remote sensing community. Output similarity is here encoded into SVM classifiers by modifying the model loss function and the kernel function either independently or jointly. Experiments on a very high resolution (VHR) image classification problem shows promising results and opens a wide field of research with structured output kernel methods.
INTRODUCTION
Remote sensing image classification is a challenging task because only a small number ofpotentially high-dimensional labeled pixels is typically available, and thus classifiers tend to overfit the data [I] . In recent years, supervised kernel classifiers, such as support vector machines (SVMs) [2] , have demonstrated very good performance in multispectral, hyperspectral , and multi-source image classification [3] [4] [5] . Kernel methods rely on the definition of a distance measure between input samples (pixels) in a proper Hilbert space. In standard kernel machines, relations between the outputs is not considered explicitely, which constitutes a theoretical limitation of the approach. In this paper, we propose the use of a recent machine learning framework, the structured output learning, to improve the quality of remote sensing image classification by taking into account such relations. Suppose we are given a set of n labeled pixels in an image (x-, Yd , . .. , (x., , Yn) E X x y. In the classical SVM image classification scenario, the similarity between inputs pixels ( Xi , X j ) is used to predict the outputs Yi using the kernel function K(Xi ,X j) = (ep(Xi), ep(Xj )). The output vector accounts for a land-use or land-cover class, e.g. class label Yi for pixel X i may refer to 'grass', ' soil' , or 'water'. This way of proceeding assumes independence between the outputs: this choice, illustrated by Fig. I(a) , is justified by the fact that, in principle, no assumptions about the distribution of the outputs may be done. However, a pixel can be associated with a structured output that considers a more complex relational information, for instance, through a hierarchical tree structure showing several classification levels. Figure I (b) illustrates this idea. Considering the structure relating the possible classification outputs, direct output class dependencies are assumed and also different forms of penalizing misclassification errors can be achieved according to the designed structure. This way, it seems obvious that predicting ' Highway' for a 'Tree ' pixel should be pe-
The Loss Function

Notation
Consider the tree structure described by Fig. 1b: to enforce the class similarity into the loss function, the classical 0/1 loss (giving a loss of 1 in case of error and 0 otherwise) can be modified into a tree-based loss: assuming a common superclass in the tree at levell == {I, ..., L }, the loss can be expressed as:
Using this loss, errors predicting' distant' classes are penalized more than 'closer' errors. A class predicted correctly will receive a loss of zero (l-l == 0), while the prediction of a class not sharing any superclass with the true class will receive a loss of 1. The loss function presented in (1) assumes equal distance between the classes and their superclasses: this can be refined by constructing ad hoc class distances from the labeled data or by learning inter-class distances through clustering or bag kernels [13] .
(1)
Figure 1(b) shows the tree structure for a multiclass classification task with 7 classes (lower level in the tree), even though 13 classes can be created from the structure by grouping physically-similar classes into superclasses (upper levels). The goal is to encode the structure of this tree into the mapping ¢(x), resulting into a joint xly mapping w(x, y).
In [11] , a mapping considering tree-structures was proposed for taxonomies. Consider a taxonomy as a set of elements Z :2 Y ordered by a partial order -<, and let 13(y,z) be a measure of similarity respecting the order -<. In order to account for a structured output, or object, two main ingredients of the SVM must be modified: the mapping wand the loss function Is, It is clear that such modifications lead to SSVM formulations that are applicationdependent and must take advantage of the specificities of the predictive task. The examples considered in this paper address the problem of multiclass image classification. nalized more than predicting 'Grass', because the latter are intuitively more related classes, and in fact, input samples (spectra) are more similar.
This output information is indirectly exploited through the use of cost matrices and balancing constraints, typically encoded a priori. This approach is not useful when few (or not representative) labeled samples are available. Besides, these are second-order output class relations, and they are not learned from data but fixed ad hoc. structured output learning [6] formalizes the problem of output space relations. This methodological framework aims at predicting complex objects, such as trees, sequences or web queries, where, contrarily to usual machine learning algorithms, the relationship between the associate outputs playa role in the prediction. Several ways can be considered to introduce interdependences in the output space. In this paper, Structured Support Vector Machines (SSVM) are considered. The first attempts to SSVM classifiers can be found in the machine learning literature [7] [8] [9] [10] . In [11] , an excellent review ofthe state of the art in structured output learning was presented. Despite the confinement of these methods in the machine learning community, the first applications of structured output learning appeared in other disciplines, such as natural language learning [10] or object localization [12] . However, its application to image classification has not been presented so far, and currently no remote sensing applications of SSVM (or of structured output learning in general) can be found. Nonetheless, the manifold where natural and remote sensing images live is typically smooth and dominated by strong local relations. Therefore, similar classes should be near in the manifold and, by considering output relations, structured output learning may bring relevant information to the classification task.
This paper introduces the concept of structured output learning for the simplest case of multiclass classification. Two implementations are considered: first with a simpleyet effective-modification ofthe SVM loss function and the second introducing the tree structure in the measure of similarity' the kernel. The presented framework is evaluated on a very high resolution (VHR) image classification problem.
The remainder of the paper is as follows: Section 2 illustrates the modification to the standard SVM to obtain the SSVM formulation. Section 3 presents the experimental setup and the datasets used. Section 4 shows the experimental results, and Section 5 concludes the paper.
STRUCTURED OUTPUT LEARNING IN REMOTE SENSING
This section fixes notation and revises the theory and novelties introduced by the structured output learning paradigm. Then, we revise the formulation of the SSVM algorithm. A simple hierarchical structure is designed to include output relations in remote sensing image classification.
The n-slack and J-slack SSVM Formulations
For instance, in the guiding example of Fig. 1b , and using f3(y,z) == 1, class "Tree" will be represented as
A simple strategy to alleviate this problem is to replace the n-cutting plane model with a single cutting plane model for the sum of the hinge-losses. This involves only a single slack variable, which gives rise to the so-called Lslack SSVM formulation [10] :
DATA AND EXPERIMENTAL SETUP
Experiments have been led on a 4-bands optical image ofthe city of ZUrich (Fig. 2a) . The image, acquired by the sensor QuickBird in 2006 has size (828 x 889) pixels. The original image has been pansharpened using Bayesian Data Fusion [18] to attain a spatial resolution of 0.6 m. Seven classes of interest have been highlighted by photointerpretation and 254469 pixels have been carefully labeled (Fig. 2b) . For analysis, these pixels have been randomly split into three sets: for training (1400 pixels, 200 per class), model selection (5000) and validation (248769). The input variables are the four spectral bands and six morphological features extracted from the panchromatic band (opening and closing with increasing size structured elements (5, 9, 13 pixels)).
Three main experiments have been carried out: The standard SSVM formulation implementing the nslack model ofthe hinge loss (Eq. (5)) is computationally expensive for large scale problems (it scales quadratically) [8] .
In order to solve the general problem described before, specific (structured) SVM formulations must be developed. Several strategies have been proposed for the SSVM [7, 8, [14] [15] [16] , but the formulation of [8] is the most general as it includes the rest as particular cases. This formulation is usually referred in [8] to as the n-slack SSVM formulation, since it assigns a different slack variable to each of the n training examples. Specifically, in the margin-rescaling version [8] , the position of the hinge is adapted while the slope is fixed, and the formulation becomes:
n Z::
This way, the similarity between two outputs sharing common superclasses will be higher than between outputs that are distant in the tree. Then, we can define the joint inputoutput feature map via a tensor product:
-Loss-Treel: encoding the similarity of the tree in Fig. 1b with f3 = 0.33.
PSI: the mapping W(Xi, Yi) is tree weighted using Eq. (4), where (A(y), A(y') ) is set to 1 -6.(y, h(x)).
The loss used is the 0/1 loss. Table 1 illustrates the results of the experiments mentioned above. The standard SVM, taken as a reference, results in an overall accuracy of 76.17% with related kappa index of 0.711. Looking at the user's accuracies, most of the confusion is observed for the classes 'Residential' and ' Commercial': this was expected, because several residential buildings have a roof color similar to the commercial center. The main challenge of the method is thus to resolve the confusion between these two classes.
RESULTS AND DISCUSSION
The Loss results show a significant improvement (tested by the McNemar 's test) of the SVM solution of about 1 to 1.5%: in all these experiments , the class ' Residential' increases in accuracy, as well as the roads (Tree2 and Tree3). Even not being a big gain, this improvement is achieved by modifying the loss function only and that practically no additional computational cost is involved. Figure 3 illustrates the classification map obtained with the LS-T2 experiment: the strong confusion between residential and commercial buildings is visible on the left side of the image.
The PSI experiment shows a solution similar to the ones observed above. Nevertheless , the accuracy is improved for four classes, among which ' Commercial' and ' Residential' . This proves that the modification of the mapping wallows to encode additional information about the pixels. The solution seems more stable: contrarily to what observed in the previous experiments, there is no class where the accuracy is degraded.
The last experiments (Loss -PSI) combine the ideas of previous ones: both the loss and the mapping are modified. The effect of the new loss seems to be stronger, since the solution are similar to the ones obtained in the Loss experiments. With respect to the latter, the overall performance is lightly degraded (especially for the Tree3 loss), probably due to the increase of the complexity of the model.
In the introduction , we stated that the interest of adding information about the output's structure in taxonomies would help penalizing the prediction of classes whose outputs are distant in the tree structure. In other words, confusion between higher levels of the taxonomy should be avoided. To confirm this hypothesis, we have re-grouped the 7-c1asses predictions of Table 1 into the 4 classes of the second level ofthe tree of Figure 1 , namely' Vegetation', 'Asphalt' , 'Buildings' and 'Shadow'. Table 2 illustrates the results for the aggregated data. The gains in overall accuracy are, again, of the order of 1-1.5% and of 0.15 for the kappa index. The PSI and the Loss -PSI with Treel loss result in the best solutions, confirming that the modification of the mapping helps the coherence of the solution. On the contrary, the mean vectors loss (Tree3) does not result in an improved solution of the standard SVM (the result of the McNemar's test is negative, giving thus preference to the latter): a loss function computed on training data seems not to be satisfactory, probably because its information is redundant with (b) (a) -Loss-Tree2: using the same tree structure described in Fig. 1b , but decreasing f3 to 0.1 when two classes share a direct superclass.
-Loss-Tree3: loss assessed by distance between training class mean vectors: mean vectors for each class is computed and a distance matrix between these observed means is used as a tree structure . Distances are normalized to result into a maximum of unity.
Then, one could decide to encode a greater similarity to classes sharing the first common superclass, inducing an asymmetric tree, or to derive the loss from training data, for instance by computing class mean vectors and computing a distance matrix between them. These algorithmical variations are analyzed in experiments Tree2 and Tree3:
3. Loss-PSI: both 6. and W are modified using the PSI and LOSS modifications presented above simultaneously. That give birth to three experiments using respectively the tree losses Treel, Tree2 and Tree3.
SSVM results are compared against the classical SVM. Both the classical SVM multiclass and the SSVM algorithm were implemented using the SVM struct library (available at http://svmlight.joachims . org/). This library exploits the multiclass SVM using the algorithm of Crammer and Singer [19] . independent information related to expert knowledge of the class similarities. Computationally speaking, SSYM has shown increase in the SYM computational burden forthe PSI experiments: the computational time is multiplied by 5 for the problems considered. This is due to the column replication involved in the joint mapping, that has to be computed for each vector considered. A faster implementation, caching replicated vectors, may be imagined to solve this issue and will be considered in future research. On the contrary, the Loss result ed in the same computational cost compared to SYM and showed their competitiveness for remote sensing image classification.
CONCLUSIONS
We proposed the use of structured output learning for remote sensing image classification. The framework has been presented and analyzed theoretically. Also a structured output SYM has been developed by embedding output label similarity in the machine through a simple hierarchical tree. The output relations are then used to modify the SYM model loss function and the kernel function. Experiments on a YHR image classification problem showed good results , and encourage future research in the field ofremote sensing structured output learning. Ongoing work is tied to designing spatially structured output kernels and structured biophysical parameter estimators. Table 2 . Classification accuracies (in %) and Kappa statistics (along with its 95% confidence intervals) for the second-level classification (4 classes). In bold, the results outperforming the standard SVM (*=significantly improves the Standard SVM by the McNemar's test [20] 
