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1. Introduction
In their paper [KSY], Bruno Kahn, Shuji Saito and Takao Yamazaki construct and study a trian-
gulated category of motives with modulus MDMeffgm over a field k that extends Voevodsky’s category
DMeffgm with non A1-homotopy invariant property. While the Voevodsky’s category DMeffgm is con-
structed from smooth k-varieties, the category of motives with modulusMDMeffgm is constructed from
proper modulus pairs (X,D), that is, pairs of a proper k-variety X and an eﬀective divisor D on X
such that X − |D| is smooth.
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Let K be a p-adic field, and let OK be its valuation ring with k the residue field. Let X be a regular
semistable family over OK and put Y := X ⊗OK k. Let D be an eﬀective Cartier divisor which is flat
over OK and such that Dred∪Y has normal crossings on X. The first aim of this paper is to define the
syntomic complex Sn(r)X|D with modulus for such pairs (X,D) for n ≥ 1 and 0 ≤ r ≤ p− 1, which
is a generalization of Tsuji’s syntomic complex Sn(r)(X,MX) (cf. [Ka1], [Ka2], [Ku], [Tsu1], [Tsu2],
[Tsu3] etc.). More explicitly, we have Sn(r)X|∅ = Sn(r)(X,MX). In [Tsu1], [Tsu2] and [Tsu3], Tsuji
constructed the symbol map
SymbX : (M
gp
Xn
)⊗r −→ Hr(Sn(r)(X,MX))
and proved the surjectivity of this map. The second aim of this paper is to construct a symbol map
for Sn(r)X|D and to investigate the surjectivity of the symbol map for Sn(r)X|D. We will prove the
following main result:
Theorem 1.1. (Theorem 3.4) Let n ≥ 1 be an integer. If 0 ≤ r ≤ p − 2, the cokernel of the symbol
map
SymbX|D : (1 + IDn+1)
× ⊗ (MgpXn+1)⊗r−1 −→ Hr(Sn(r)X|D)
is Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D. Here Xn :=
X ⊗ Z/pnZ, Dn := D ⊗ Z/pnZ and IDn+1(⊂ OXn+1) is the definition ideal of Dn+1; MX denotes the
log structure on X associated with Dred ∪ Y , and MXn is the inverse image of MX onto Xn.
In fact, the cokernel of SymbX|D is non-zero unless D is zero or reduced, and deeply depends on the
multiplicities of the prime components of D. Nevertheless our main result asserts that those cokernels
are Mittag-Leﬄer zero as a projective system. A key fact to understand this phenomenon is a Cartier
inverse isomorphism in a modulus situation (see Lemma 3.2 below). From this key lemma, we will
obtain an explicit description of the cokernel of the symbol map in a suﬃciently local situation.
As an application of the subject of this paper, we will consider a p-adic étale Tate twists for a
modulus pair (X,D) in a forthcoming paper [Y], which is a generalization of Sato’s p-adic étale Tate
twists ([Sat]). We will show that our new object is a “dual” of the usual p-adic étale Tate twists of
X −D.
Notation and conventions.
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(i) Throughout this paper, p denotes a prime number and K denotes a henselian discrete valuation
field of characteristic 0 whose residue field k is a perfect field of characteristic p. We write OK
for the integer ring of K, and pi denotes a prime element of OK .
(ii) For a scheme X, we put Xn := X ⊗ Z/pnZ.
(iii) Let X be a pure-dimensional scheme which is flat of finite type over Spec(OK). We call X be a
regular semistable family over Spec(OK), if it is regular and evrywhere étale locally isomorphic
to
Spec
(
OK [T0, . . . , Td]/(T0 · · ·Ta − pi)
)
,
for some a such that 0 ≤ a ≤ d := dim(X/OK).
2. syntomic complex with modulus
In this section, we will define syntomic complex with modulus Sn(r)X|D for 0 ≤ q ≤ p− 1.
Setting:
• Let X be a regular semistable family over Spec(OK). We denote Y := X ⊗OK k and
XK := X⊗OK K. Let D ⊂ X be an eﬀective Cartier divisor on X which is flat over Spec(OK)
and Y ∪Dred has normal crossings on X.
• Let MX be a logarithmic structure on X associated with Dred ∪ Y . Let MD be a logarithmic
structure on D defined as the restriction of MX . For n ≥ 1, we write MXn for the inverse
image of log structure of MX onto Xn. Let (Y,MY ) be the reduction of mod pi of (X,MX).
To define the syntomic complex with modulus in a suﬃciently local situation, we assume the existence
of the following data:
Assumption 2.1.
• There exist an exact closed immersions βn : (Xn,MXn) ↪→ (Zn,MZn) and βn,D : (Dn,MDn) ↪→
(Dn,MDn) of log schemes for n ≥ 1 such that (Zn,MZn) and (Dn,MDn) are smooth over
W := W (k), and such that the following diagram is commutative:
Xn
  βn // Zn
Dn
?
OO
  βD,n // Dn
?
OO
• There exist a compatible system of lifting frobenius endomorphisms {FZn : (Zn,MZn) →
(Zn,MZn)} and {FDn : (Dn,MDn)→ (Dn,MDn)} for each n ∈ N.
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Let (En,MEn) be the PD-envelope of (Xn,MXn) in (Zn,MZn) which is compatible with the canon-
ical PD-structure on the ideal (p)⊂ Z/pnZ. Let (En,D,MEn,D ) be the PD-envelope of (Dn,MDn) in
(Dn,MDn). By the assumption the flatness of D, we have En,D ∼= En ⊗Zn Dn. The morphism FZn
induces a lifting of Frobenius FEn of (En,MEn). For i ≥ 1, let J [i]En ⊂ OEn be the i-th devided power
of the ideal JEn := Ker
(
OEn → OXn
)
. For i ≤ 0, we put J [i]En := OEn . We put
ωqZn := Ω
q
Zn/Wn
(
logMZn
)
, ωqZn|Dn := ω
q
Zn
⊗OZn OZn(−Dn) (q ≥ 0)
which are locally free OZn-modules.
Let us recall that the syntomic complex defined as follows:
Sn(q)(Xn,MXn ),(Zn,MZn ) := Cone
(
1− p−qϕ : ω·Zn ⊗OZn J [r−·]En → ω·Zn ⊗OZn OE
)
[−1]
for 0 ≤ q ≤ p− 1 (cf. [Tsu1], [Tsu2], [Tsu3]).
Definition 2.2. (syntomic complex with modulus, suﬃciently local case)
We assume q ≤ p− 1. We define
Sn(q)
loc
X|D,(Zn,MZn ),(Dn,MDn ) := Cone
(Sn(q)(Xn,MXn ),(Zn,MZn ) −→ Sn(q)(Dn,MDn ),(Dn,MDn ))[−1]
under the Assumption 2.1.
Lemma 2.3. The syntomic complex with modulus Sn(q)
loc
X|D,(Zn,MZn ),(Dn,MDn ) is independent of the
choice of (Zn,MZn) and (Dn,MDn).
Proof. If we choose another (Z ′n,MZ′n) and (D
′
n,MD′n), we consider the following commutative dia-
grams:
(Xn,MXn)
id

  β
′
n // (Z ′n,MZ′n)

(Xn,MXn)
  βn // (Zn,MZn),
(Dn,MDn)
id

  β
′
D,n // (D ′n,MD′n)

(Dn,MDn)
  βD,n // (Dn,MDn),
where β′n, βn, β′D,n and βD,n are exact closed immersions. Let (EX,n,MEX,n), (E
′
X,n,ME ′X,n) (resp.
(ED,n,MED,n), (E ′D,n,ME ′D,n)) denote the PD-envelopes of βn and β
′
n (resp. βD,n and β′D,n). From
[Tsu3], Cororally 1.11, we have quasi-isomorphisms
Sn(q)(Xn,MXn ),(Zn,MZn )
qis∼= Sn(q)(Xn,MXn ),(Z′n,MZ′n ),
Sn(q)(Dn,MDn ),(Dn,MDn )
qis∼= Sn(q)(Dn,MDn ),(D′n,MD′n ).
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Thus we have a quasi-isomorphism
Sn(q)
loc
X|D,(Zn,MZn ),(Dn,MDn )
qis∼= Sn(q)locX|D,(Z′n,MZ′n ),(D′n,MD′n ).
This completes the proof. □
In the general case, we define Sn(q)X|D ∈ D+
(
Xe´t,Z/pnZ
)
by gluing the local complexes: We
choose a hyper-covering X• of X(resp. D• of D) in the étale topology and a closed immersions β•n :
(X•n,MX•n) −→ (Z•n,MZ•n) (resp. βn,D• : (D•n,MD•n) −→ (D•n,MD•n)), with the property that, for each
integer µ ≥ 0, βnµ(resp. βn,Dµ) is an immersion of log schemes and (Zµ,MZµ) (resp (Dµ,MDµ)) is a
smooth log scheme overW , in such a way that there exists a compatible system of liftings of frobenius
{FZ•n : (Z•n,MZ•n)→ (Z•n,MZ•n)} (resp. {FD•n : (D•n,MD•n)→ (D•n,MD•n)}).
Definition 2.4. (syntomic complex with modulus, the general case; cf. [Tsu3], p. 540) We define the
syntomic complex with modulus Sn(q)X|D to be the object
Rθ∗
(
Sn(q)
loc
X•|D•,(Z•n,MZ•n ),(D•n,MD•n )
)
of D+(X•1,e´t,Z/pnZ), where θ denotes the canonical morphism of topoi (X•1 )˜e´t −→ X1,e´t.
If we choose another X ′•, β•n : (X ′•n ,MX′•n ) ↪→ (Z ′•n ,MZ′•n ), β•n,D : (D′•n ,MD′•n ) ↪→ (D
′•
n,MD′•n),
{FZn}n and {FDn}n, then by taking the fiber products
X ′′• := X• ×X X ′•, (Z ′′•n ,MZ′′•n ) := (Z•n,MZ•n)×Z/pnZ (Z ′•n ,MZ′•n )
D′′• := D• ×D D′•, (D ′′•n,MD′′•n) := (D•n,MD•n)×Z/pnZ (D
′•
n,MD′•n),
FZ′′•n := FZ•n × FZ′•n , FD′′•n := FD•n × FD′•n
and using [Tsu3], Cororally1.11, we obtain canonical quasi-isomorphisms
pr−1Sn(r)(X•n,MX•n ),(Z•n,MZ•n ) −→ Sn(r)(X′′•n,MX′′•n ),(Z′′•n,MZ′′•n ),
pr′−1Sn(r)(X′•n,MX′•n ),(Z′•n,MZ′•n ) −→ Sn(r)(X′′•n,MX′′•n ),(Z′′•n,MZ′′•n ),
pr−1Sn(r)(D•n,MD•n ),(D•n,MD•n ) −→ Sn(r)(D′′•n,MD′′•n ),(D′′•n,MD′•n ),
pr′−1Sn(r)(D′•n,MD′•n ),(D′•n,MD′•n ) −→ Sn(r)(D′′•n,MD′′•n ),(D′′•n,MD′′•n )
and a canonical quasi-isomorphisms
Rθ∗
(
Sn(r)(X•n,MX•n ),(Z•n,MZ•n )
) ∼=−→ Rθ′′∗(Sn(r)(X′′•n,MX′′•n ),(Z′′•n,MZ′′•n ))
∼=←− Rθ′∗
(
Sn(r)(X′•n,MX′•n ),(Z′•n,MZ′•n )
)
,
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Rθ∗
(
Sn(r)(D•n,MD•n ),(D•n,MD•n )
) ∼=−→ Rθ′′∗(Sn(r)(D′′•n,MD′′•n ),(D′′•n,MD′′•n ))
∼=←− Rθ′∗
(
Sn(r)(D′•n,MD′•n ),(D′•n,MD′•n )
)
,
where pr, pr′, θ′, θ′′ denote the canonical morphism of topoi
(X ′′•1)
˜
e´t −→ (X•1 )˜e´t, (X ′′•1)˜e´t −→ (X ′•1)˜e´t,
(X ′•1)
˜
e´t −→ (X1′)˜e´t, (X ′′•1)˜e´t −→ (X1′′)˜e´t.
Hence we obtain
Rθ∗
(
Sn(q)
loc
X•|D•,(Z•n,MZ•n ),(D•n,MD•n )
) ∼=−→ Rθ′′∗(Sn(q)locX′′•|D′′•,(Z′′•n,MZ′′•n ),(D′′•n,MD′′•n ))
∼=←− Rθ′∗
(
Sn(q)
loc
X′•|D′•,(Z′•n,MZ′•n ),(D′
•
n,MD′•n )
)
.
This quasi-isomorphism satisfies the transitivity, and then Sn(q)X|D is independent of the choice of
hyper coverings X• and D• up to a canonical isomorphism.
Lemma 2.5. Let n ≥ 1 be an integer. We have a distinguished triangle
Sn(q)X|D −→ Sn+1(q)X|D −→ S1(q)X|D −→ Sn(q)X|D[1].
Proof. The assertion follows form the following two distinct distinguished triangles
Sn(q)(X,MX) −→ Sn+1(q)(X,MX) −→ S1(q)(X,MX) −→ Sn(q)(X,MX)[1]
and
Sn(q)(D,MD) −→ Sn+1(q)(D,MD) −→ S1(q)(D,MD) −→ Sn(q)(D,MD)[1].
The details are straight-forward and left to the reader. □
In what follows, we assume the following assumption:
Assumption 2.6.
• There exist an exact closed immersions βn : (Xn,MXn) ↪→ (Zn,MZn) and βn,D : (Dn,MDn) ↪→
(Dn,MDn) of log schemes for n ≥ 1 such that (Zn,MZn) and (Dn,MDn) are smooth over
W := W (k), and such that the following diagram is cartesian :
Xn
□
  βn // Zn
Dn
?
OO
  βD,n // Dn
?
OO
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• There exist a compatible system of lifting frobenius endomorphisms {FZn : (Zn,MZn) →
(Zn,MZn)} and {FDn : (Dn,MDn)→ (Zn,MZn)} for each n ∈ N.
• an eﬀective Cartier divisor Dn ⊂ Zn such that β∗nDn = Dn and FZn which induces a morphism
Dn −→ Dn.
We denote ϕ : J [r]En ⊗OZn OZn(−Dn) −→ J
[r]
En
⊗OZn OZn(−Dn) ; a ⊗ b 7→ ϕ(a) ⊗ ϕ(b), where the
homomorphism ϕ induced by FEn . We will define the Frobenius morphism “devided by pr” p−rϕ (or
ϕr) : J
[r−·]
En
⊗OZn OZn(−Dn))→ OEn ⊗OZn OZn(−Dn) in the following:
We have
ϕ(J
[r]
En
⊗OZn OZn(−Dn)) ⊂ pr(OEn ⊗OZn OZn(−Dn)),
(cf. [Ka1], I, Lemma 1.3 (1)). On the other hand, J [r]En is flat over Z/p
nZ and(
J
[r]
En+1
⊗ OZn+1(−Dn+1)
)⊗ Z/pnZ ∼= J [r]En ⊗ OZn(−Dn)
for every n ≥ 1 and r ≥ 0. Hence, for 0 ≤ r ≤ p− 1, there exists a unique homomorphism
ϕr : J
[r]
En
⊗OZn OZn(−Dn)→ OEn ⊗OZn OZn(−Dn)
which makes the following diagram commute:
J
[r]
En+r
⊗OZn+r OZn+r (−Dn+r)
ϕ //

OEn+r ⊗OZn+r OZn+r (−Dn+r)
pr

J
[r]
En
⊗OZn OZn(−Dn)
ϕr // OEn ⊗OZn OZn(−Dn).
From the fact that
dϕ(ω1Zn/Wn) ⊂ p · ω1Zn/Wn (n ∈ N, n > 0),
we can define a frobenius “divided by p”
dϕ
p
: ω1Zn/Wn −→ ω1Zn/Wn .
Definition 2.7. (another syntomic complex with modulus, suﬃciently local case)
We assume r ≤ p− 1. We define
sn(r)X|D := Cone
(
1− ϕr : J [r−·]En ⊗OZn ω·Zn|Dn → OEn ⊗OZn ω·Zn|Dn
)
[−1],
where ϕr = ϕr−q ⊗ ∧q dϕp in degree q.
Lemma 2.8. UnderAssumption 2.6, sn(q)X|D andSn(q)
loc
X|D,(Zn,MZn ),(Dn,MDn ) are quasi-isomorphic.
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Proof. By the definition of Sn(q)
loc
X|D, we have a quasi-isomorphism
Ker
(Sn(q)(Xn,MXn ),(Zn,MZn ) −→ Sn(q)(Dn,MDn ),(Dn,MDn )) qis∼= Sn(q)locX|D,(Zn,MZn ),(Dn,MDn ).
We will show that the isomorphism of complexes
Ker
(Sn(q)(Xn,MXn ),(Zn,MZn ) −→ Sn(q)(Dn,MDn ),(Dn,MDn )) ∼= sn(q)X|D.
It suﬃcies to show that
J
[q−·]
En
⊗OZn ω·Zn|Dn ∼= Ker
(
J
[q−·]
En
⊗OZn ω·Zn −→ J
[q−·]
En
⊗OZn ω·Zn ⊗OZn ODn
)
.
The surjectivity of this morphism is trivial from short exact sequence
0→ OZn(−Dn)→ OZn → ODn → 0.
We will prove that the injectivity of this morphism. It suﬃces to show that OEn
×f−−→ OEn is injective,
where f is the definition equation of Dn. The problem is reduced to the case
Xn = Spec(OK/p
n[t1, . . . , td]/(ti · · · td − pi)),
Zn = Spec(Wn[T0, T1, . . . , Td, T∞]),
Dn = {tmii · · · tmi+ji+j = 0},
Dn = {Tmii · · ·Tmi+ji+j = T∞},
ψ : Wn[T0, T1, . . . , Td, T∞]→ OK/pn[t1, . . . , td]/(ti · · · td − pi);
T0 7→ pi, Ti 7→ ti (1 ≤ i ≤ d), T∞ 7→ 0.
In this case, f = Tmii · · ·Tmi+ji+j − T∞, and the kernel of the ring homomorphism ψ is
J := (T0 − pi, T∞, T1 · · ·Td − T0).
We put g1 := T0 − pi, g2 := T∞ and g3 := T1 · · ·Td − T0. The aﬃne ring An of En is generated by
∆ := {g[m1]1 · g[m2]2 · g[m3]3 |
∑3
i=1mi = m,m ∈ N} as a Wn[T0, T1, . . . , Td, T∞]-module. Then any
element of An can be written as Σi, n≥1, x∈∆ aix, where ai ∈ Wn[T0, T1, . . . , Td, T∞]. The generators
g1, g2, g3 of J is a linearly independent on Wn[T0, T1, . . . , Td, T∞]. Thus ∆ is a basis for An as a
Wn[T0, T1, . . . , Td, T∞]-module ([Ber], p.31, 1.4.2 and Corollarie 2.3.2 (ii)). Since the polynomial f is
non-zero divisor on Wn[T0, T1, . . . , Td, T∞], f is non-zero divisor on An. This completes the proof. □
In what follows, we will use the complex sn(q)X|D when we compute the cohomology sheaf of the
syntomic complex with modulus in suﬃciently local situation. By definition, sn(q)X|D is concentrated
in [0, q]. Note that sn(q)X|∅ = Sn(q)(X,MX), the syntomic complex defined in [Tsu2], [Tsu3].
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Lemma 2.9. For q, q′ ≥ 0, there is a morphism in D−(Ye´t,Z/pnZ):
(2.1) sn(q)X|D ⊗L Sn(q′)(Xn,MXn ),(Zn,MZn ) −→ sn(q + q′)X|D.
Proof. Proof is straightforward from the product structure of Sn(q)(X,MX) (cf. [Tsu2], [Tsu3]). □
Let us define a symbol map
(2.2) (1 + IDn+1)
× ⊗ (MgpXn+1)⊗q−1 −→ Hq(Sn(q)X|D)
for q ≥ 0. Here IDn+1 ⊂ OXn+1 is the definition ideal of Dn+1 and
(1 + IDn+1)
× := (1 + IDn+1) ∩ O×Xn+1 .
We construct a symbol map in the local situation in the following. By taking Rθ∗, we immediately
obtain its global case.
Recall that (Xn,MXn) denotes the reduction of mod pn of (X,MX). Let Cn+1 be the complex
(2.3)
(
1 + JEn+1) ∩
(
1 + OZn+1(−Dn+1)
)× −→ (1 + OZn+1(−Dn+1))×
deg . 0 deg . 1
We define the morphism of complexes Cn+1 −→ sn(1)X|D by
(2.4) (1 + JEn+1) ∩ (1 + OZn+1(−Dn+1))× −→ (sn(1)X|D)0 = JEn ⊗OZn OZn(−Dn);
a 7→ log(a) mod pn
at degree 0 and
(2.5)
(
1 + OZn+1(−Dn+1)
)× −→ (sn(1)X|D)1 = (OEn ⊗OZn ω1Zn|Dn)⊕ (OEn ⊗OZn OZn(−Dn));
b 7→
(
d log b mod pn, p−1 log(bpϕEn+1(b)
−1)
)
,
at degree 1, where ϕEn : OEn → OEn denotes the Frobenius operator induced by {FZn} and we have
used the fact that log(bpφEn+1(b)−1) is contained in
p(OEn+1 ⊗OZn+1 OZn+1(−Dn+1))
∼=←− OEn ⊗OZn OZn(−Dn),
since bpϕEn+1(b)−1 ∈ 1 + p(OEn+1 ⊗OZn+1 OZn+1(−Dn+1)). Taking H1, we obtain
(2.6) SymbX|D :
(
1 + IDn+1
)×
= H1(Cn+1) −→ H1(sn(1)X|D) ∼= H1(Sn(1)locX|D).
We obtain the symbol map (2.2) as following composite maps:
(2.7) (1 + IDn+1)
× ⊗ (MgpXn+1)⊗q−1
SymbX|D⊗SymbX−−−−−−−−−−−−→ H1(sn(1)X|D)⊗Hq−1(Sn(q − 1)(X,MX))
−→ Hq(sn(q)X|D) ∼= Hq(Sn(q)locX|D).
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Here SymbX : (M
gp
Xn+1
)⊗q−1 → Hq−1(Sn(q − 1)(X,MX)) is symbol map defined by [Tsu2] §2. The
second morphism is product structure sn(1)X|D ⊗L Sn(q − 1)(X,MX) → sn(q)X|D.
3. Main Rsults
In this and the next section, for 0 ≤ q ≤ p− 2, we calculate the cohomology sheaf
(3.1) Hq(s1(q)X|D) (0 ≤ q ≤ p− 2).
We first define tow filtrations on the sheaf Hq(s1(q)X|D)using symbols and state our main results on
the associated graded pieces.
Definition 3.1. We define the filtrations U · and V · on (1 + ID2)× ⊗ (MgpX2)⊗(q−1) (q ≥ 1) by
(3.2) U0((1 + ID2)
×) := (1 + ID2)
×, V 0((1 + ID2)
×) := (1 + piID2)
×· < pi >,
(3.3) Um((1 + ID2)
×) := (1 + pimID2)
×, V m((1 + ID2)
×) := Um+1((1 + ID2)
×) (m ≥ 1),
if q = 1, and
(3.4) Um
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
:= (the image of Um((1 + ID2)
×))⊗ (MgpX2)⊗(q−1),
(3.5) V m
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
:= (the image of Um((1 + ID2)
×))⊗ (MgpX2)⊗(q−2)⊗ < pi >
+ Um+1
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
if q ≥ 2. Here (1 + pimID2)× := (1 + pimID2) ∩ O×X2 for m ≥ 0.
We define the filtration U · and V · on Hq(s1(q)X|D)(q ≥ 0) to be the images of these filtrations
under the symbol map 2.2. Put
grm0 Hq(s1(q)X|D) := UmHq(s1(q)X|D)/V mHq(s1(q)X|D),(3.6)
grm1 Hq(s1(q)X|D) := V mHq(s1(q)X|D)/Um+1Hq(s1(q)X|D).(3.7)
To describe these graded pieces, we introduce some diﬀerential sheaves on Y . We define
(3.8) ωqY |D := ω
q
Y ⊗OY OY (−Ds),
where s := Spec(k), ωqY := Ω
q
Y/s
(
log(MY /Ns)
)
, Ds := D⊗OK k and (s,Ns) denotes the log point over
s. We define the subsheaves ZqY |D and B
q
Y |D of ω
q
Y |D by
(3.9) ZqY |D := Ker(d
q : ωqY |D → ωq+1Y |D),
(3.10) BqY |D := Im(d
q−1 : ωq−1Y |D → ωqY |D).
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Let ωqY |D,log be the subsheaf of abelian groups of ω
q
Y generated by local sections of the form
d log(x) ∧ d log(a1) ∧ · · · ∧ d log(aq−1),
where x ∈
(
1 + OY
(−Ds))× and a1, . . . , aq−1 ∈MY .
If D =
∑
λ∈ΛmλDλ, we denote D
′ :=
∑
λ∈Λm
′
λDλ. Here m
′
λ := min{l ∈ N | p · l ≥ mλ}. We
put Ds :=
∑
λ∈Λmλ(Ds)λ. We define a map d : ω
q
Y ⊗ OY (−Ds) → ωq+1Y ⊗ OY (−Ds) by the local
assignment
ω ⊗
∏
λ∈Λ
pimλλ 7→
(
dω +
∑
λ∈Λ
mλ · d log(piλ) ∧ ω
)⊗∏
λ∈Λ
pimλλ (ω ∈ ωqY ),
where piλ ∈ OY denotes a local uniformizer of (Ds)λ, for each λ ∈ Λ. Using this d, we regard
(ω·Y ⊗ OY (−Ds), d) as a complex.
We have the following Lemma:
Lemma 3.2. (cf. [SS], Theorem 3.2) For each integer q ≥ 0, there exists an isomorphism
(3.11) C−1 : ωqY |D′s
∼=−→ Hq(ω·Y |Ds)
(3.12) a dlog(b1) ∧ dlog(b2) ∧ ... ∧ dlog(bq) 7→ the class of ap dlog(b1) ∧ dlog(b2) ∧ ... ∧ dlog(bq),
where a ∈ OY (−D′s) and b1, ..., bq ∈MY .
Proof. We use a similar argument as in [SS], Theorem 3.2. If p divides mλ for any λ ∈ Λ, then the
map d : ωqY ⊗ OY (−Ds)→ ωq+1Y ⊗ OY (−Ds) sends
ω ⊗
∏
λ∈Λ
pimλλ 7→ dω ⊗
∏
λ∈Λ
pimλλ .
Thus we have the isomorphism
C−1 : ωqY ⊗ OY (−D′s)
∼=−→ Hq(ω·Y ⊗ OY (−Ds))
from [SS], Theorem 2.3 (2).
We next show the general case. We see that the natural inclusion
ω·Y ⊗ OY (−p ·D′s) ↪→ ω·Y ⊗ OY (−Ds)
is a quasi-isomorphism. We define ω·m := ω·Y ⊗ OY (−Ds), where m = (mλ)λ∈Λ. We can consider a
filtration
ω·p·m′ = ω
·
mt ⊂ · · · ⊂ ω·m1 ⊂ ω·m0 = ω·m
such that ∑
λ∈Λ
mλ,i+1 −
∑
λ∈Λ
mλ,i = 1 for 0 ≤ i < t,
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where mi := (mλ,i)λ and m′i := (m′λ,i)λ.
The graded pieces of the above filtration are of the form
ωqmi
ωqmi+1
such that (mλ,i, p) = 1, for all
λ ∈ Λ. The sheaf ω
q
mi
ωqmi+1
are acyclic from a similar argument as in [SS], Lemma 3.4.
Using above facts, we obtain the isomorphism
C−1 : ωqY ⊗ OY (−D′s)
∼=−→ Hq(ω·Y ⊗ OY (−p ·D′s)) ∼=−→ Hq(ω·Y ⊗ OY (−Ds)).
This completes the proof. □
For each integer q ≥ 0, we have the following morphism which restricts a morphism (3.11) to ωqY |D:
(3.13) C−1 : ωqY |D −→ Hq(ω·Y |D)
(3.14) a dlog(b1) ∧ dlog(b2) ∧ ... ∧ dlog(bq) 7→ the class of ap dlog(b1) ∧ dlog(b2) ∧ ... ∧ dlog(bq),
where a ∈ OY (−Ds), and b1, ..., bq ∈MY .
Lemma 3.3. (cf. [JSZ], Theorem 1.2.1, Proposition 1.2.3) We assume that the notation and the
assumption be as above. Then, for each integer q ≥ 0, we have the following exact sequence.
(3.15) 0 −→ ωqY |D,log −→ ZqY |D
1−C−1−→ Hq(ω·Y |D) −→ 0.
Proof. This claim is trivial except the exactness in the middle term (The surjectivity of 1 − C−1 is
reduced to that of 1 − C−1 : ωqY |D → ωqY |D/BqY |D). One can check the exactness at the middle term
in the same way as that of [JSZ] Theorem 1.2.1. □
We have the following main results.
Theorem 3.4. Let n ≥ 1 be an integer. If 0 ≤ r ≤ p− 2, the cokernel of the symbol map
SymbX|D : (1 + IDn+1)
× ⊗ (MgpXn+1)⊗r−1 −→ Hr(Sn(r)X|D)
is Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D.
Theorem 3.5. We assume that p ≥ 3. Let e be the absolute ramification index of K. Then the sheaf
Hq(s1(q)X|D) has the folllowing structure:
(1) For m = 0, we have short exact sequences:
0 −→ RR∩ gr01Hq
(
s1(q)X|D
) −→ gr00Hq(s1(q)X|D) −→ ωqY |D,log −→ 0,
{x, a1, . . . , aq−1} 7→ d log x ∧ d log a1 ∧ · · · ∧ d log aq
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Here x ∈ (1 + ID2)×, a1, . . . , aq−1 ∈ MgpX2 and y ∈ OX2(−D2). We denote x (resp. ai) the
image of x (resp. ai) in M
gp
Y , and we denote y the image of y in OY (−Ds).
0 −→ R∩ gr01Hq
(
s1(q)X|D
) −→ gr01Hq(s1(q)X|D) −→ ωq−1Y |D,log −→ 0,
{x, a1, . . . , aq−2, pi} 7→ d log x∧d log a1∧· · ·∧d log aq−2
where
R := Ker
(
gr0UHq(S·D)→ Ker
(
Zq
(
OY ⊗OZ1 ω·Z1|D1
) 1−ϕ⊗∧qdϕ/p−−−−−−−−−→ Hq(OY ⊗OZ1 ω·Z1|D1))).
(2) If 0 < m < pe/(p− 1) and p ̸ |m, then we have
grm0 Hq
(
s1(q)X|D
) ∼= ωq−1Y |D
Bq−1Y |D
{1 + pimy, a1, . . . , aq−1} 7→ yd log a1 ∧ · · · ∧ d log aq
grm1 Hq
(
s1(q)X|D
) ∼= ωq−2Y |D
Zq−2Y |D
{1 + pimy, a1, . . . , aq−2, pi} 7→ yd log a1 ∧ · · · ∧ d log aq−2
(3) If 0 < m < pe/(p− 1) and p|m, then we have short exact sequences
0 −→ L
m
Lm ∩Hq(s1(q)X|D) −→ grm0 Hq(s1(q)X|D) −→ ω
q−1
Y |D
Zq−1Y |D
→ 0,
{1 + pimy, a1, . . . , aq−1} 7→ yd log a1 ∧ · · · ∧ d log aq
0 −→ Lm ∩Hq(s1(q)X|D) −→ grm1 Hq(s1(q)X|D) −→ ωq−2Y |D
Zq−2Y |D
−→ 0,
{1+pimy, a1, . . . , aq−2, pi} 7→ yd log a1 ∧ · · · ∧ d log aq−2
where Lm is an certain subsheaf of grmUHq
(
s1(q)X|D
)
which is given more explicitly in a
suﬃcientlly local situation (see Lemma 4.10 below).
(4) If m ≥ pe/(p− 1), then UmHq(s1(q)X|D) = 0.
4. Proof of Main Results
4.1. Proof of Theorem 3.4. From Lemma 2.5 and induction on n, it suﬃces to show the claim in
the case n = 1. By Lemma 4.11 and Lemma 4.12 below, the cokernel of the morphism
grmU
(
(1 + ID2)
× ⊗ (MgpX2)⊗q−1
) −→ grmUHq(s1(q)X|D)
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will be Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D.. Then we
will obtain that Coker(SymbX|D) is Mittag-Leﬄer zero by the finiteness of the filtration {Um}m∈N in
Theorem 3.5 (4).
4.2. Proof of Theorem 3.5. By Lemma 4.2 and Lemma 4.10 below, we will obtain (1), (2) and
(3). From Lemma 4.5 (3) below, we will obtain grmUHq(S·D) = 0 for pe/(p − 1) ≤ m < pe. Since
UpeHq(S·D) = 0 by Lemma 4.4 and Corollary 4.6 below, this implies (4). Thus we will obtain
Theorem 3.5 from Lemmas 4.2, 4.4, 4.5, 4.10, and Corollary 4.6 below.
In the rest of this section we prove the lemmas that have been mentioned in the above proof of
Theorem 3.4 and Theorem 3.5. We will work with the following local situation.
4.3. Local computation. We denote (S,N) the scheme Spec(OK) with log sturcture N defined by
the closed point. Let (V,MV ) be the scheme Spec(W [T ]) with the log structure defined by the divisor
{T = 0}, and let iV : (S,N)→ (V,MV ) be the exact closed immersion defined by T 7→ pi. We assume
that there exists a factorization (Z,MZ) → (V,MV ) → Spec(W ) such that (Z,MZ) → (V,MV ) is
smooth and compatible with the liftings of frobenii, and that the following diagram is cartesian (the
left cartesian diagram is mentioned in Assumption 2.6):
(D,MD)
□βD
 
// (X,MX)
□β

// (S,N)
iV

(D ,MD) // (Z,MZ) // (V,MV ).
Lemma 4.1. Let n be a non-negative integer.
(1) From the reduction mod T of the short exact sequence
(4.1) 0 −→ ωq−1Z1/V1 ⊗OZ1 OZ1(−D1)
∧dlogT−−−−−→ ωqZ1|D1 −→ ω
q
Z1/V1
⊗OZ1 OZ1(−D1) −→ 0,
and the OZ1-linear isomorphism
(4.2) OY ⊗OZ1 ω
q
Z1|D1
∼=−→ (TmOZ1/Tm+1OZ1)⊗ ωqZ1|D1
induced by the multiplication by Tm on ωqZ1|D1 for each integer q ≥ 0, we obtain a short exact
sequence of complexes:
(4.3) 0 −→ ω·Y |D[−1] −→
(
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1 −→ ω·Y |D −→ 0.
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(∗) Furthermore, for each integer q ≥ 0, the connecting homomorphism Hq(ω·Y |D)→ Hq(ω·Y |D)
of the long exact sequence associated to (4.3) is the multiplication by (−1)qm.
(2) If p ̸ |m, Hq((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1) = 0.
(3) If p|m, there is an isomorphism:
(4.4) Tm ·
(
ϕ⊗ ∧q dϕ
p
)
: OY ⊗OZ1 ω
q
Z1|D′1
∼=−→ Hq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1).
Proof. The assertions 4.1, 4.2 and 4.3 are easy follows from Lemma 2.4.2, [Tsu2] and (2) follows from
(∗). We prove (*) and (3). There is a commutative diagram of complexes with exact rows:
0 −−−−→ ωq−1Y |D′ [−q]
∧d log(T )−−−−−−→ OY ⊗ ωqZ1|D′ [−q] −−−−→ ω
q
Y |D′ [−q] −−−−→ 0y∧q−1 dϕp yTm·(ϕ⊗∧q dϕp ) y∧q dϕp
0 −−−−→ ω·Y |D[−1]
Tm·(∧d log(T ))−−−−−−−−−−→
(
TmOZ1
Tm+1OZ1
)
⊗ ω·Z1|D1 −−−−→ ω·Y |D −−−−→ 0
and taking cohomology, we get the following commutative diagram:
0 −−−−−→ ωq−1
Y |D′
∧d log(T )−−−−−−−→ OY ⊗ ωqZ1|D′ −−−−−→ ω
q
Y |D′ −−−−−→ 0y yC−1 yTm·(ϕ⊗∧q dϕp ) yC−1 y
Hq−1(ω·
Y |D) −−−−−→ Hq−1(ω·Y |D)
Tm·(∧d log(T ))−−−−−−−−−−−→ Hq
(( TmOZ1
Tm+1OZ1
)⊗ ω·
Z1|D1
)
−−−−−→ Hq(ω·
Y |D) −−−−−→ Hq(ω·Y |D).
The commutativity of the above two diagrams follows from Lemma 7.1.4 in [Tsu2] and the character-
ization of Cartier isomorphism. Then we have (3) from Lemma 3.2. The claim (∗) is follows from a
similar arguments as in the proof of Lemma 7.4.3 (2) [Tsu1]. □
Lemma 4.2. Let m be a non-negative integer.
(1) If p ̸ |m, there is a short exact sequence
(4.5) 0 −→
ωq−2Y |D
Zq−2Y |D
−→ Bq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) −→ ωq−1Y |DBq−1Y |D −→ 0
which is characterized by the following properties. For x ∈ OY (−D1) and a1, . . . , aq−1 ∈MgpZ1 ,
the image of
(4.6) d
(
Tmx⊗ d log a1 ∧ · · · ∧ d log aq−1
) ∈ Bq((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D)
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in
ωq−1
Y |D
Bq−1
Y |D
is xd log a1 ∧ · · · ∧ d log aq−1, and
(4.7) d
(
Tmx⊗ d log a1 ∧ · · · ∧ d log aq−2 ∧ d log T
) ∈ Bq((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1)
is the image of xd log a1 ∧ · · · ∧ d log aq−2 ∈ ω
q−2
Y |D
Zq−2
Y |D
, where ai denote the images of ai in M
gp
Y .
(2) If p|m, there is a short exact sequence
(4.8) 0 −→
ωq−2Y |D
Zq−2Y |D
−→ Bq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) −→ ωq−1Y |DZq−1Y |D −→ 0
which is characterized in the same way as (1).
(3) The homomorphism
(4.9) 1− ϕ⊗ ∧q dϕ
p
: Zq
(
OY ⊗ ω·Z1|D1
)→ Hq(OY ⊗ ω·Z1|D1)
is surjective. Its kernel K is the subsheaf of abelian groups of : Zq(OY ⊗ω·Z1|D1) generated by
local sections of the form
(4.10) 1⊗ d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq), (a1 ∈ 1 + OZ1(−D1), a2 . . . , aq ∈MgpZ1 .
)
and there is a short exact sequence
(4.11) 0→ ωq−1Y |D,log → K → ωqY |D,log → 0
which is characterized by the following properties:
For a1 ∈ 1 + OZ1(−D1), a2, . . . , aq ∈MgpZ1 , the image of
(4.12) 1⊗ d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq) ∈ K
in ωqY |D,log is d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq), and
(4.13) 1⊗ d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq−1) ∧ d log T ∈ K
is the image of d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq−1) ∈ ωq−1Y |D,log, where ai denote the images
of ai in M
gp
Y .
Proof. If p ̸ |m, Zq−1
((
TmOZ1/T
m+1OZ1
) ⊗ ω·Z1|D1) = Bq−1((TmOZ1/Tm+1OZ1) ⊗ ω·Z1|D1) by
Lemma 4.1 (2). Then we have from 4.3 the following exact sequence:
(4.14) 0→ Zq−2Y |D → Zq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)→ Bq−1Y |D → 0.
If p|m ,the homomorphism
(4.15) Hq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)→ Hq−1(ω·Y |D)
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is surjective by Lemma 4.1 (1). Hence, the homomorphism
(4.16) Zq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)→ Zq−1(ω·Y |D)
is surjective and 4.3 induces a short exact sequence:
(4.17) 0→ Zq−2Y |D → Zq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)→ Zq−1Y |D → 0.
(1) and (2) follows from these two short exact sequences and 4.3. (3) follows from the latter exact
sequence with m = 0, Lemma 4.1 (1) and Lemma 3.3. □
Let A·(resp. B·) be the subcomplex of J [q−·]E1 ⊗ ω·Z1|D1 (resp. OE1 ⊗ ω·Z1D1) which coincide with
J
[q−·]
E1
⊗ ω·Z1|D1 (resp. OE1 ⊗ ω·Z1|D1) in degree q − 1, q, and q + 1 (resp. degree q − 2, q − 1, and q),
and is 0 in other degree. The inclusion map (resp. ϕ1 ⊗ ∧q−1dϕ/p) J [q−·]E1 ⊗ ω
q−1
Z1|D1 → OE1 ⊗ ω
q−1
Z1|D1
and the identity map (resp.ϕ⊗∧qdϕ/p) OE1 ⊗ ωqZ1|D1 → OE1 ⊗ ω
q
Z1|D1 give a morphism of complexes
1 (resp. ϕq):A· → B·. We put SD · the mapping fiber of the morphism 1 − ϕq : A· → B·. Then we
have Hq(s1(q)X|D) = Hq(SD ·).
We define the descending filtration U˜m (0 ≤ m ≤ pe) on A·(resp. B·) as follows:
(4.18) · · · → 0→ (Tm′OE1 + J [p]E1 )⊗ ωq−1Z1|D1 → (TmOE1 + J [p]E1 )⊗ ωqZ1|D1
→ (TmOE1 + J [p]E1 )⊗ ωq+1Z1|D1 → 0→ · · ·
(4.19)
(
resp. · · · → 0→ (TmOE1 + J [p]E1 )⊗ ωq−2Z1|D1 → (TmOE1 + J [p]E1 )⊗ ωq−1Z1|D1
→ (TmOE1 + J [p]E1 )⊗ ωqZ1|D1 → 0→ · · ·),
where m′ denotes the smallest integer which is ≥ max(e + m/p,m). The morphism 1 : A· → B·
is compatible with the filtrations U˜ ·. By the assumpution p ≥ 3, we have ϕ1(J [p]E1 ) = 0. Then the
morphism ϕq : A· → B· is also compatible with the filtrations U˜ ·.
We define the filtration U˜m(0 ≤ m ≤ pe) on SD · to be the mapping fiber of 1 − ϕq : U˜mA· →
U˜mB· and define the filtration U˜m on Hq(SD ·) to be the image of Hq(U˜mSD ·). We will show that
U˜mHq(SD ·) = Hq(U˜mSD ·) (0 ≤ m ≤ pe).
Next we calculate the image of (1 + ID2)× ⊗ (MgpX2)⊗(q−1) under the symbol map 2.2.
Lemma 4.3. For x ∈ (1 + OZ2(−D2))×, a1, . . . , aq−1 ∈ MgpE2 , the image of x ⊗ a1 ⊗ · · · ⊗ aq−1 inHq(SD ·) under the symbol map 2.2, is the class of the cocycle
(4.20)
(
d log x ∧ d log a1 ∧ · · · ∧ d log aq−1, p−1 log(xpϕE2 (x)−1) · dϕ/p(d log a1) ∧ · · · ∧ dϕ/p(d log aq−1)
+Σq−1i=1 (−1)i−1p−1 log(api ϕE2 (ai)−1) · d log x ∧ d log a1 ∧ · · ·
∧d log ai−1 ∧ dϕ
p
(d log ai+1) ∧ · · · ∧ dϕ
p
(d log aq−1)
)
∈ (OE1 ⊗ ωqZ1|D1)⊕ (OE1 ⊗ ωq−1Z1|D1),
where x denote the image of x in (1 + ID2)× and ai denote the images of ai in M
gp
X2
.
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Proof. This is a straightforward calculation by (2.2). □
Lemma 4.4. For 0 ≤ m ≤ pe, we have UmHq(SD ·) ⊂ Hq(U˜mSD ·).
Proof. We use a similar argument as in [Tsu2], Lemma 2.5.2. By Lemma 4.3, Zq(U˜mSD ·) = Zq(SD ·)∩
U˜mSD
·, and the definition of U˜mSD ·, it suﬃces to prove that:
(4.21) d log(1 + Tmx) ∈ (TmOE1 + J [p]E1 )⊗ ω1Z1|D1
(4.22) p−1 log
(
(1 + Tmx)pϕE2(1 + T
mx)−1
) ∈ (TmOE1 + J [p]E1 )⊗OZ1 OZ1(−D1)
for x ∈ OE2 ⊗OZ2 OZ2(−D2) and 1 ≤ m ≤ pe. We denote T ∈ Γ(E2,OE2) a lifting of pi ∈ Γ(X2,OX2).
The former is trivial. We will prove the latter. We have ϕE2(x) = xp + py for some y ∈ OE2 ⊗OZ2
OZ2(−D2). Put z = y(1 + T pmxp)−1. Then we have ϕE2(1 + Tmx) = (1 + T pmxp)(1 + pT pmz). On
the other hand, (1+Tmx)p = 1+T pmxp+pTmw for some w ∈ OE2⊗OZ2 OZ2(−D2). Hence we obtain
(4.23) (1 + Tmx)pϕE2(1 + T
mx)−1 =
(
1 + pTmw(1 + T pmxp)−1
)
(1 + pT pmz)−1.
This completes the proof. □
Next we calculate Hq(grm
U˜
SD
·) for 0 ≤ m < pe. By definition, we have a long exact sequence:
(4.24) 0→ Zq−2(grm
U˜
B·)→ Hq−1(grm
U˜
SD
·)→ Zq−1(grm
U˜
A·)
1−ϕq−−−→ Hq−1(grm
U˜
B·)
→ Hq(grm
U˜
SD
·)→ Hq(grm
U˜
A·)
1−ϕq−−−→ gr
m
U˜
Bq
Bq(grm
U˜
B·)
Since m ≥ e + m/p (resp. m ≤ e + m/p)⇐⇒m ≥ pe/(p − 1) (resp. m ≤ pe/(p − 1)), we have the
following:
(4.25) Zq−1(grm
U˜
A·) =

0, (0 ≤ m < pe/(p− 1), p ̸ |m),(
T e+m/pOZ1/T
e+m/p+1OZ1
)⊗ ωq−1Z1|D1 , (0 ≤ m < pe/(p− 1), p|m),
Zq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) (pe/(p− 1) ≤ m < pe),
(4.26) Hq−1(grm
U˜
B·) = Hq−1(TmOZ1/Tm+1OZ1 ⊗ ω·Z1|D1),
(4.27) Hq(grm
U˜
A·) =
Z
q
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) (0 ≤ m < pe/(p− 1)),
Hq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) (pe/(p− 1) ≤ m < pe),
(4.28)
grm
U˜
Bq
Bq(grm
U˜
B·)
=
(
TmOZ1/T
m+1OZ1
)⊗ ωqZ1|D1
Bq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) .
Lemma 4.5. Let m be an integer such that 0 ≤ m < pe. Then :
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(1) If m = 0, we have an exact sequence
(4.29) 0 −→
OY ⊗OZ1 ω
q−1
Z1|D′1
OY ⊗OZ1 ω
q−1
Z1|D1
−→ Hq(gr0
U˜
SD
·)
−→ Ker
(
Zq
(
OY ⊗OZ1 ω·Z1|D1
) 1−ϕ⊗∧q dϕp−−−−−−−→ Hq(OY ⊗OZ1 ω·Z1|D1)) −→ 0.
(2) We have an isomorphism
(4.30) Zq−2
(
grm
U˜
B·
) ∼=−→ Hq−1(grm
U˜
SD
·).
(3) If 0 < m < pe/(p− 1) and p|m, we have a surjective morphism,
(4.31) Hq(grm
U˜
SD
·)↠ Bq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1),
and it is isomorhism if 0 < m < pe/(p− 1) and p ̸ |m.
(4) If pe/(p− 1) ≤ m < pe,
(4.32) Hq(grm
U˜
SD
·) = 0.
Proof. We describe the homomorphism Zq−1(grm
U˜
A·)
1−ϕq−−−→ Hq−1(grm
U˜
B·) as follows:
(i)
0→ Hq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1), (0 ≤ m < pe/(p− 1), p ̸ |m),
(ii) (
T e+m/pOZ1/T
e+m/p+1OZ1
)⊗ ωq−1Z1|D1 ϕ1⊗∧q−1dϕ/p−−−−−−−−−−→ Hq−1((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1),
(0 ≤ m < pe/(p− 1), p|m),
(iii)
Zq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) 1−ϕ1⊗∧q−1dϕ/p−−−−−−−−−−−−→ Hq−1((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1),
(m = pe/(p− 1)),
(iv)
Zq−1
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) 1−→ Hq−1((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1),
(pe/(p− 1) < m < pe).
The first homomorphism (i) is isomorphism by Lemma 4.1 (2). The second homomorphism (ii) is
injective by Lemma 4.1 (3). The third homomorphism (iii) is surjective by Lemma 4.2 (3). It is trivial
that (iv) are surjective. Hence we have
(4.33) Hq(grm
U˜
SD
·)
∼=−→ Ker
(
Hq(grm
U˜
A·)
1−ϕq−−−→ gr
m
U˜
Bq
Bq(grm
U˜
B·)
)
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except for 0 ≤ m < pe/(p−1), p|m case. (1) and (2) follows from the injectivity of the homomorphism
of (ii). □
Lemma 4.6. We have Hq(U˜mSD ·) = 0 for pe/(p− 1) < m ≤ pe
Proof. If pe/(p− 1) < m ≤ pe, we have
(4.34) U˜mAq−1 = U˜mBq−1 =
(
TmOE1 + J
[p]
E1
)⊗ ωqZ1|D1
(4.35)
(
resp. U˜mAq = U˜mBq =
(
TmOE1 + J
[p]
E1
)⊗ ωqZ1|D1)
and ϕ1⊗∧q−1dϕ/p(resp. ϕ⊗∧qdφ/p) are nilpotent on them since pe/(p−1) < m implies m > e+m/p
and ϕ1(J
[p]
E1
) = 0. Then 1− ϕq : U˜mA· → U˜mB· are bijective in degree q − 1 and degree q. □
Corollaly 4.7. We have U˜mHq(SD ·) = 0 for pe/(p− 1) < m ≤ pe.
Lemma 4.8. The homomorphism Hq(U˜m+1SD ·)→ U˜mHq(SD ·) are injective for 0 ≤ m < pe.
Proof. By Lemma 4.6, we may assume that m+ 1 ≤ pe/(p− 1). It is enough to show that
(4.36) Hq−1(U˜mSD ·)→ Hq−1(grmU˜ SD ·)
is surjective. From the argument before Lemma 4.5 (i), we obtain an isomorphism
(4.37) Zq−2
(
grm
U˜
B·
)
= Zq−2
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1) ∼=−→ Hq−1(grmU˜ SD ·).
Then it suﬃces to prove that the natural homomorphism
(4.38) Zq−2
(
U˜mB·
)
= Zq−2
((
TmOZ1 + J
[p]
E1
)⊗ ω·Z1|D1)
→ Zq−2(grm
U˜
B·
)
= Zq−2
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)
is surjective or equivalently that the homomorphism
(4.39) Hq−2
((
TmOZ1 + J
[p]
E1
)⊗ ω·Z1|D1)→ Hq−2((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1)
is surjective. When p ̸ |m, this is obvious by Lemma 4.1 (2). In the case of p|m, this follows from the
following commutative diagram in which the lower horizontal arrow is surjective and the right vertical
arrow is an isomorphism by Lemma 4.1 (3).
Hq−2
((
TmOZ1 + J
[p]
E1
)⊗ ω·Z1|D1) −−−−→ Hq−2((TmOZ1/Tm+1OZ1)⊗ ω·Z1|D1)xTm·ϕ⊗∧q−2 dϕp xTm·ϕ⊗∧q−2 dϕp
ωq−2Z1|D′1 −−−−→ OY ⊗ ω
q−2
Z1|D′1 .
□
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Corollaly 4.9. Hq(U˜mSD ·) = U˜mHq(SD ·) for 0 ≤ m ≤ pe.
From lemma 4.4 and 4.9, we have homomorphisms
(4.40) αm,D : grmUHq(SD ·)→ grmU˜Hq(SD ·)
and injective homomorphisms
(4.41) βm,D : grmU˜Hq(SD ·)→ Hq(grmU˜ SD ·)
for 0 ≤ m < pe.
Lemma 4.10. Let m be a non-negative integer. Let x ∈ (1 + ID2)×, let a1, . . . aq−1 ∈ MgpZ2 and let
y ∈ OZ2(−D2). Let x denote the image of x in (1 + ID2)×, let ai denote the image of ai in MgpX2 and
let y denote the image of y in OX2(−D2). Then we have:
(1) If m = 0, the image of
x⊗ a1 ⊗ . . . aq−1 ∈ (1 + ID2)× ⊗ (MgpX2)⊗(q−1)
under the composite
(4.42) (1 + ID2)
× ⊗ (MgpX2)⊗(q−1) → gr0UHq(SD ·)
α0,D−−−→ gr0
U˜
Hq(SD ·)
β0,D
↪−−−→ Hq(gr0
U˜
SD
·)↠ Ker
(
Zq
(
OY ⊗OZ1 ω·Z1|D1
) 1−ϕ⊗∧qdϕ/p−−−−−−−−−→ Hq(OY ⊗OZ1 ω·Z1|D1))
is 1⊗ d log x ∧ d log a1 ∧ · · · ∧ d log aq−1.
(2) If 0 < m < pe/(p− 1) and p ̸ |m, the image of
(1 + pimy)⊗ a1 ⊗ · · · ⊗ aq−1 ∈ Um
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
under the composite
(4.43) Um
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
→ grmUHq(SD ·)
βm,Dαm,D−−−−−−−→ Hq(grm
U˜
SD
·)
∼=−−−−−−−−−→
Lemma 4.5 (3)
Bq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)
is d
(
Tmy ⊗ d log a1 ∧ · · · ∧ d log aq−1
)
.
We put
Lm := Ker
(
grmUHq(S·D)↠ Bq
((
TmOZ1/T
m+1OZ1
)⊗ ω·Z1|D1)).
Proof. We obtain the lemma from Lemma 4.5. Note that T ∈ Γ(Z2,OZ2) is alifting of pi ∈ Γ(X2,OX2).
□
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Lemma 4.11. The cokernel of the morphism
grmSymbX|D : gr
m
U
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
) −→ grm
U˜
Hq(S·D)
is Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D.
Proof. We have the following diagram:
0

L′m
(∗)
vvlll
lll
lll
lll
lll

0 Coker(grmSymbX|D)oo grmU˜H
q(S·D)oo

grmU
(
(1 + ID2 )
× ⊗ (MgpX2 )
⊗(q−1))
(∗∗)
ttjjjj
jjjj
jjjj
jjjj
jj
oo
D

0
where the vertical and horizontal sequences is exact, L′m := Lm ∩ grm
U˜
Hq(S·D) and D is certain
diﬀerenital sheaves which is explicitly written in Lemma 4.5. The morphism (∗∗) is surjective, then
(∗) is also. Here L′m is Mittag-Leﬄer zero with respect to the multiplicities of the prime components
of D. Hence Coker(grmSymbX|D) is also. □
Lemma 4.12. The kernel and the cokernel of the morphism
αm,D : gr
m
UHq(S·D)→ grmU˜Hq(S·D)
are Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D.
Proof. We consider the following commutative diagram:
0 −−−−→ Um+1Hq(S·D) −−−−→ UmHq(S·D) −−−−→ grmUHq(S·D) −−−−→ 0y y y
0 −−−−→ U˜m+1Hq(S·D) −−−−→ U˜mHq(S·D) −−−−→ grmU˜Hq(S·D) −−−−→ 0
The left and central vertical morphism is injective by Lemma 4.4. If m > pe/(p − 1), the claim is
trivial. We assume that 0 ≤ m ≤ pe/(p−1). If m = pe/(p−1), the right vertical morphism is injective
by Corollaly 4.7 and the cokernel of αm,D is Mittag-Leﬄer zero from Lemma 4.11. We can easily to
show by induction on m. □
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5. Calculation of Hq(s1(r)X|D) for 0 ≤ r < q ≤ p− 2
In this section, for 0 ≤ q < r ≤ p − 2, we will calculate the cohomology sheaf Hq(s1(r)X|D) by a
similar computations as in Appendix [Tsu3]. The setting remains as in §4.3.
We define a descending filtration on U˜m,m ∈ N on s1(r)X|D for an integer 0 ≤ r ≤ p− 2 as follows:
we define the filtration U˜m,m ∈ N on OE1 (resp.J [r]E1 (r ≤ p− 2)) by
TmOE1 + J
[p]
E1
(resp. Tmax{er+⌈
m
p ⌉,m}OE1 + J
[p]
E1
).
Here ⌈x⌉ for x ∈ R denotes the smallest integer ≥ x. We can easy to see that the morphism 1, ϕr :
J
[r−·]
E1
⊗ ω·Z1|D1 → OE1 ⊗ ω·Z1|D1 are compatible with U˜m. We define the filtration U˜m on s1(r)X|D to
be the mapping fiber of 1− ϕq : U˜m(J [r−·]E1 )⊗ ω·Z1|D1 → U˜m(OE1)⊗ ω·Z1|D1 .
Lemma 5.1. Let m be a non-negative integer. For a ∈ k∗, the homomorphism
(5.1) 1− ap · ϕ⊗ ∧q dϕ
p
: Zq
(
OY ⊗ ω·Z1|D1
)→ Hq(OY ⊗ ω·Z1|D1)
is surjective. Its kernel K is the subsheaf of abelian groups of : Zq(OY ⊗ ω·Z1|D1) generated by local
sections of the form
(5.2)
x⊗d log(a1)∧d log(a2)∧· · ·∧d log(aq), (x ∈ Ker(1−apϕ : OY → OY ), a1 ∈ 1+OZ1(−D1), a2 . . . , aq ∈MgpZ1
)
.
and there is a short exact sequence
(5.3)
0→ Ker(1− apC−1 : Zq−1Y |D −→ Hq−1(ω·Y |D))→ K → Ker(1− apC−1 : ZqY |D −→ Hq(ω·Y |D))→ 0
which is characterized by the following properties:
For a1 ∈ 1 + OZ1(−D1), a2, . . . , aq ∈MgpZ1 and x ∈ Ker(1− apϕ : OY → OY ), the image of
(5.4) x⊗ d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq) ∈ K
in the right term is d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq), and
(5.5) x⊗ d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq−1) ∧ d log T ∈ K
is the image of d log(a1) ∧ d log(a2) ∧ · · · ∧ d log(aq−1) in the left term, where ai denote the images of
ai in M
gp
Y .
Proof. We can prove this in the same way as Lemma 4.2 (3), [Tsu3], Lemma A8. □
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Lemma 5.2. (cf. [Tsu1], Lemma 4.5) Let q and r be integers such that 0 ≤ q ≤ r ≤ p− 2. We have
the following description of the kernel of
Hq(grm
U˜
(J
[r−·]
E1
⊗ ω·Z1|D1)
) −→ Hq(grm
U˜
(OE1 ⊗ ω·Z1|D1)
) · · · (⋆).
(1) If m < ep(r − q)/(p− 1) or m ≥ ep(r − q + 1)/(p− 1), then (⋆) is isomorphism.
(2) If m = ep(r − q)/(p− 1), then the kernel of (⋆) is isomorphic to the kernel of
1− ap(r−q)0 · C−1 : Zq
(
(OZ1/TOZ1)⊗OZ1 ω·Z1|D1
) −→ Hq((OZ1/TOZ1)⊗OZ1 ω·Z1|D1),
where a0 := NOKˆ/W (−pi) · p−1 mod p ∈ k∗.
(3) Suppose ep(r − q)/(p− 1) < m < ep(r − q + 1)/(p− 1), then the kernel of (⋆) is isomorphic
to Bq
(
(
TmOZ1
Tm+1OZ1
⊗ ωZ1|D1)
)
. If p ̸ |m, (⋆) is surjective. If p|m, (⋆) is not surjective.
Proof. We note that
grm
U˜
(OE1 ⊗OZ1 ω·Z1)
∼=←− (TmOZ1/Tm+1OZ1)⊗OZ1 ω·Z1|D1 ,
and
m ⪋ e(r − q) +m/p↔ m ⪋ ep(r − q)/(p− 1).
• If m ≥ ep(r − q + 1)/(p − 1), U˜mJ [r−·]E1 ⊗ ω·Z1|D1 coincides with U˜mOE1 ⊗ ω·Z1|D1 in degree
≥ q − 1 and
ϕr−q
(
U˜mJ
[r−q]
E1
)
⊂ U˜m+1OE1 .
Hence the morphism (⋆) is the identity.
• If ep(r−q)/(p−1) ≤ m ≤ ep(r−q+1)/(p−1), U˜mJ [r−·]E1 ⊗ω·Z1|D1 coincides with U˜mOE1⊗ω·Z1|D1
in degree ≥ q and
dq−1
(
U˜mJ
[r−q+1]
E1
⊗ ωq−1Z1|D1
)
⊂ U˜mJ [r−q]E1 ⊗ ω
q
Z1|D1 .
• If m > ep(r − q)/(p− 1), we have
ϕr−q
(
U˜mJ
[r−q]
E1
)
⊂ U˜m+1OE1 ,
then we have (3).
If m = ep(r − q)/(p− 1), we have (2) from Lemma 4.1 and Lemma 5.1 and
ϕr−q
(
T e(r−q)
)
= (ap0 + a
p
1T
p + · · ·+ ape−1T (e−1)p + (T e)[p]
)r−q
,
where T e + p(ae−1T e−1 + · · ·+ a1T + a0) (ai ∈W ) denotes the Eisenstein polynomial of pi over W .
If m < ep(r − q)/(p− 1) and p ̸ |m, both sides of the homomorphism (⋆) vanish by Lemma 4.1 (2).
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If m < ep(r− q)/(p− 1) and p|m, the claim (1) follows from Lemma 5.1 and the above description of
ϕr−q
(
T e(r−q)
)
. □
If K contains a primitive p-th root of unity, then we have a0 ∈ (k∗)p−1(See [Tsu3], the proof of
Proposition A17). Choose a (p−1)-th root b0 ∈ k of a0. Then, by Lemma 3.2, for integers q ≥ 0, θ ≥ 0,
we have
(∗1) ωqY |D,log
∼=−→ Ker(1− apθ0 C−1 : ZqY |D −→ Hq(ω·Y |D)), ω 7→ b−pθ0 · ω.
Proposition 5.3. Let the notation and assumption be as above. Let q and r be an integers such that
0 ≤ q ≤ r ≤ p − 2. Then, for every integer m ≥ 0, we have the structure of Hq(grm
U˜
(s1(r)X|D)
)
as
follows:
(1) If m < ep(r − q)/(p− 1) or m ≥ ep(r − q + 1)/(p− 1), then
Hq(grm
U˜
(s1(r)X|D)
)
= 0.
(2) If m = ep(r − q)/(p− 1), then there exists an exact sequence
0 −→ ωq−1Y |D,log −→
Hq(grm
U˜
(s1(r)X|D)
)
Kq
−→ ωqY |D,log −→ 0,
where Kq :=
OY ⊗OZ1ω
q−1
Z1|D′1
OY ⊗OZ1ω
q−1
Z1|D1
.
(3) Suppose ep(r − q)/(p− 1) < m < ep(r − q + 1)/(p− 1). Then
(a) If p ̸ |m, there exists an exact sequence
0 −→
ωq−2Y |D
Zq−2Y |D
−→ Hq(grm
U˜
(s1(r)X|D)
) −→ ωq−1Y |D
Bq−1Y |D
−→ 0.
(b) If p|m, there exists an exact sequence
0 −→
ωq−2Y |D
Zq−2Y |D
−→ H
q
(
grm
U˜
(s1(r)X|D
)
Kq
−→
ωq−1Y |D
Zq−1Y |D
−→ 0.
Proof. We immediately obtain this Proposition from Lemma 4.2, Lemma 5.1 and Lemma 5.2. □
For integers 0 ≤ q ≤ r < p − 2, we define the filtration U˜m on Hq(s1(r)X|D) to be the image of
Hq(grm
U˜
(s1(r)X|D
)
. By the same argument as in proposition A6 in [Tsu3], we have
(∗2) grm
U˜
(Hq(s1(r)X|D)) ∼= Hq(grmU˜ (s1(r)X|D),
(∗3) U˜epHq(s1(r)X|D = 0.
For x ∈ U˜mHq(s1(r)X|D) and x′ ∈ U˜m′Hq′(s1(r′)X|D), where m,m′, q, q′ ≥ 0 and 0 ≤ r, r′, r+ r′ ≤
p− 2, the product x · x′ is contained in U˜m+m′Hq+q′(s1(r+ r′)X|D). By Proposition 5.3 and (∗2), for
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each integer 0 ≤ r ≤ p− 2, we have an isomorphism
(∗4) H0(s1(r)X|D)
∼=←− U˜epr/(p−1)H0(s1(r)X|D)
∼=−→ grepr/(p−1)
U˜
H0(s1(r)X|D)
∼=−→ Z/pZ.
Here the last isomorphism, we use (∗1) with q = 0, θ = r.
Definition 5.4. We define a filtrations on Hq(s1(r)X|D) as follows:
UmHq(s1(r)X|D) := the image of Z/pZ⊗ UmHq(s1(q)X|D) under the product morphism
Z/pZ⊗Hq(s1(q)X|D) −→ Hq(s1(r)X|D),
VmHq(s1(r)X|D) := the image of Z/pZ⊗ V mHq(s1(q)X|D) under the product morphism
Z/pZ⊗Hq(s1(q)X|D) −→ Hq(s1(r)X|D).
As in Lemma 4.4, we see that the image of Um((1 + ID2)× ⊗ (MgpX2)⊗(q−1)) (m ∈ N) under the
symbol map is contained in U˜mHq(s1(r)X|D). Hence we have a homomorphism
grmU
(Hq(s1(r)X|D)) −→ grep(r−q)/(p−1)+mU˜ (Hq(s1(r)X|D))
by using (∗4). Put
grm0 Hq(s1(r)X|D) := UmHq(s1(r)X|D)/VmHq(s1(r)X|D),(5.6)
grm1 Hq(s1(r)X|D) := VmHq(s1(r)X|D)/Um+1Hq(s1(r)X|D).(5.7)
Proposition 5.5. Let m be a non-negative integer. Let x ∈ (1 + ID2)×, let a1, . . . aq−1 ∈ MgpZ2 and
let y ∈ OZ2(−D2). Let x denote the image of x in (1 + ID2)×, let ai denote the image of ai in MgpX2
and let y denote the image of y in OX2(−D2). Then we have:
(1) If m = 0, the image of
x⊗ a1 ⊗ . . . aq−1 ∈ (1 + ID2)× ⊗ (MgpX2)⊗(q−1)
under the composite
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1) −→ gr0U
(Hq(s1(r)X|D))
−→ grep(r−q)/(p−1)
U˜
(Hq(s1(r)X|D))
↠ Ker
(
Zq
(( OZ1
TOZ1
)
⊗OZ1 ω·Z1|D1
) 1−ap(r−q)0 ·C−1−−−−−−−−−−→ Hq(( OZ1
TOZ1
)
⊗OZ1 ω·Z1|D1
))
is b−p(r−q)0 d log(x) ∧ d log(a1) ∧ · · · ∧ d log(aq−1).
By Proposition 5.3, (∗1) and (∗2), we get an exact sequence :
0 −→ ωq−1Y |D,log −→
gr
ep(r−q)/(p−1)
U˜
Hq(s1(r)X|D)
Kq
−→ ωqY |D,log −→ 0,
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(2) Suppose 1 ≤ m < ep/(p− 1). If p ̸ |m, the image of
1 + pimy ⊗ a1 ⊗ . . . aq−1 ∈ Um
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
under the composite
Um
(
(1 + ID2)
× ⊗ (MgpX2)⊗(q−1)
)
−→ grmU
(Hq(s1(r)X|D))
−→ grep(r−q)/(p−1)+m
U˜
(Hq(s1(r)X|D))
∼=−→ Bq
(
T ep(r−q)/(p−1)+mOZ1
T ep(r−q)/(p−1)+m+1OZ1
⊗ ωZ1|D1
)
is d
(
T ep(r−q)/(p−1)+mb−p(r−q)0 y · d log(x) ∧ d log(a1) ∧ · · · ∧ d log(aq−1)
)
.
If p ̸ |m (resp. p|m), by Proposition 5.3 and (∗2), we get an exact sequence:
0 −→
ωq−2Y |D
Zq−2Y |D
−→ grep(r−q)/(p−1)+m
U˜
Hq(s1(r)X|D) −→ ωq−1Y |D
Bq−1Y |D
−→ 0
( resp. 0 −→
ωq−2Y |D
Zq−2Y |D
−→ gr
ep(r−q)/(p−1)+m
U˜
Hq(s1(r)X|D)
Kq
−→
ωq−1Y |D
Zq−1Y |D
−→ 0 ).
Proof. We put m0 := ep(r − q)/(p− 1) and denote by c the image of 1 ∈ Z/pZ in
U˜m0H0(s1(r − q)X|D) =
(
U˜m0J
[r−q]
E1
⊗ OZ1(−D1)
)ϕr−q=1,∇=0
under (∗4). Then we have c ≡ Tm0b−p(r−q)0 ( mod U˜m0+1J [r−q]E1 ⊗ OZ1(−D1)). By using this fact,
Lemma 4.2, Lemma 4.3, Lemma 5.1 and Lemma 5.2, we obtain this Proposition. □
Corollaly 5.6. If K contains a primitive p-th roots of unity, for any integer q and r such that
0 ≤ q ≤ r ≤ p− 2, the homomorphism
H0(s1(r − q)X|D)⊗Hq(s1(q)X|D) −→ Hq(s1(r)X|D)
induced by the product structure is an isomorphism.
Proof. Applying Proposition 5.5 to Hq(s1(r)X|D) and Hq(s1(q)X|D) and using (∗4), we can verify that
H0(s1(r − q)X|D)⊗Hq(s1(q)X|D) −→ Hq(s1(r)X|D)
induces an isomorphism
H0(s1(r − q)X|D)⊗ grmU˜Hq(s1(q)X|D)
∼=−→ grep(r−q)/(p−1)+m
U˜
Hq(s1(r)X|D)
for every non-negative integer m. □
Corollaly 5.7. Let e be the absolute ramification index of K. Then the sheaf Hq(s1(r)X|D) has the
folllowing structure:
28 K. YAMAMOTO
(1) For m = 0, we have short exact sequences:
0 −→ R
R ∩ gr01Hq
(
s1(r)X|D
) −→ gr00Hq(s1(r)X|D) −→ ωqY |D,log −→ 0,
{x, a1, . . . , aq−1} 7→ d log x ∧ d log a1 ∧ · · · ∧ d log aq
Here x ∈ (1 + ID2)×, a1, . . . , aq−1 ∈ MgpX2 and y ∈ OX2(−D2). We denote x (resp. ai) the
image of x (resp. ai) in M
gp
Y , and we denote y the image of y in OY (−Ds).
0 −→ R ∩ gr01Hq
(
s1(r)X|D
) −→ gr01Hq(s1(r)X|D) −→ ωq−1Y |D,log −→ 0,
{x, a1, . . . , aq−2, pi} 7→ d log x∧d log a1∧· · ·∧d log aq−2
where
R := Ker
(
gr0U
(Hq(s1(r)X|D))→ Ker(Zq(OY ⊗OZ1 ω·Z1|D1) 1−ϕ⊗∧qdϕ/p−−−−−−−−−→ Hq(OY ⊗OZ1 ω·Z1|D1))).
(2) If 0 < m < pe/(p− 1) and p ̸ |m, then we have
grm0 Hq
(
s1(r)X|D
) ∼= ωq−1Y |D
Bq−1Y |D
{1 + pimy, a1, . . . , aq−1} 7→ b−p(r−q)0 yd log a1 ∧ · · · ∧ d log aq
grm1 Hq
(
s1(r)X|D
) ∼= ωq−2Y |D
Zq−2Y |D
{1 + pimy, a1, . . . , aq−2, pi} 7→ b−p(r−q)0 yd log a1 ∧ · · · ∧ d log aq−2
(3) If 0 < m < pe/(p− 1) and p|m, then we have short exact sequences
0 −→ L
L ∩Hq(s1(r)X|D) −→ grm0 Hq(s1(r)X|D) −→ ω
q−1
Y |D
Zq−1Y |D
→ 0,
{1+pimy, a1, . . . , aq−1} 7→ b−p(r−q)0 yd log a1∧· · ·∧d log aq
0 −→ L ∩Hq(s1(r)X|D) −→ grm1 Hq(s1(r)X|D) −→ ωq−2Y |D
Zq−2Y |D
−→ 0,
{1+pimy, a1, . . . , aq−2, pi} 7→ b−p(r−q)0 yd log a1∧· · ·∧d log aq−2
where L := Ker
(
grmU
(Hq(s1(r)X|D)) −→ Bq ( T ep(r−q)/(p−1)+mOZ1T ep(r−q)/(p−1)+m+1OZ1 ⊗ ωZ1|D1)).
(4) If m ≥ pe/(p− 1), UmHq(s1(r)X|D) = 0.
Proof. By Proposition 5.5, we obtain (1), (2) and (3). Since UpeHq(s1(q)X|D)
)
= 0 by Lemma 4.4
and Corollary 4.6 , this implies (4). This completes the proof of this Proposition. □
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Next we do not assume that K contains a primitive p-th root of unity. Let OK′ be a totally ramified
extension of OK of degree d. We denote (S′, N ′) the scheme SpecOK′ with the log structure defined by
the closed point. Assume that there exists a prime pi′ of OK′ such that pi′d = pi. We choose such a prime
pi′. Let (V ′,MV ′) be the scheme Spec(W [N]) = Spec(W [T ′]) endowed with the log structure associated
to the inclusion N ↪→ W [N]. We define the exact closed immersion iV ′n : (S′n,MS′n) ↪→ (V ′,MV ′) in
the same way as iVn , by using pi′ (see the argument before Lemma 4.1). We have a cartesian diagram:
(S′n,MS′n)
□
//

(V ′n,MV ′n)
(♣)

(Sn, Nn) // (Vn,MVn),
where the morphism (♣) is defined by the multiplication by d on N. We define (X ′,MX′) :=
(X,MX) ×(S,N) (S′, N ′), D˜ := D ×S S′, and denote D˜n, (Z ′n,MZ′n) and {FZ′n} the base changes of
Dn, (Zn,MZn) and {FZn} under the morphism (♣) above. Then one can apply the above arguments
to OK′ , pi′, (X ′,MX′), (Z ′n,MZ′n) and {FZ′n}. We denote by ′ the corresponding things. Since
(Y ′,MY ′) := (Y,MY ) ×(s,Ms) (s′,M ′s), s = s′ and Y ′ = Y , then we have ω·Y |Ds
∼=−→ ω·
Y ′|D˜s . Thus we
obtain the following relations of the filtrations U˜m onHq(s1(r)X|D) andHq(s1(r)′X|D) from Proposition
5.3 and (∗2) :
Lemma 5.8. (cf. [Tsu3], Lemma A18) Let r and q be are integers such that 0 ≤ q ≤ r ≤ p− 2. Then
there exists a canonical morphism
Hq(s1(r)X|D) −→ Hq(s1(r)′X|D)
sends U˜m into U˜dm for m ∈ N. If ep(r− q)/(p− 1) ≤ m < ep(r− q+1)/(p− 1), we have the following
commutative diagram:
0 −−−−→ W1 −−−−→ gr
m
U˜
Hq
(
s1(r)X|D
)
K −−−−→ W2 −−−−→ 0yd·idW y ypr.
0 −−−−→ W1 −−−−→ gr
dm
U˜
Hq
(
s1(r)
′
X|D
)
K′ −−−−→ W′2 −−−−→ 0,
where
W1 := Ker
(
1− ap(r−q)0 C−1 : Zq−1Y |D −→ Hq−1(ω·Y |D)
)
(resp.
ωq−2Y |D
Zq−2Y |D
, resp.
ωq−2Y |D
Zq−2Y |D
),
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W2 := Ker
(
1− ap(r−q)0 C−1 : ZqY |D −→ Hq(ω·Y |D)
)
(resp.
ωq−1Y |D
Zq−1Y |D
, resp.
ωq−1Y |D
Zq−1Y |D
),
if
m = ep(r − q)/(p− 1) (resp. m > ep(r − q)/(p− 1), p ̸ |m, resp. m > ep(r − q)/(p− 1), p|m),
W′2 :=
ωq−1Y |D
Zq−1Y |D
if m > ep(r − q)/(p− 1), p|dm,
and W′2 =W2 otherwise,
K := Kq (resp. 0, resp. Kq)
if m = ep(r − q)/(p− 1) (resp. m > ep(r − q)/(p− 1), p ̸ |m, resp. m > ep(r − q)/(p− 1), p|m),
K′ := K′q (resp. 0, resp. K′q)
if m = ep(r − q)/(p− 1) (resp. m > ep(r − q)/(p− 1), p ̸ |dm, resp. m > ep(r − q)/(p− 1), p|dm).
Here Kq :=
OY ⊗OZ1ω
q−1
Z1|D′1
OY ⊗OZ1ω
q−1
Z1|D1
, K′q :=
OY ⊗O
Z′1
ωq−1
Z′1|D˜′1
OY ⊗O
Z′1
ωq−1
Z′1|D˜1
. We denote pr. the canoical projection or the identity.
If K ′ is tamely ramified filed over K, we have an isomorphism:
grm
U˜
Hq(s1(r)X|D)
K
∼=−→
grdm
U˜
Hq(s1(r)′X|D)
K′
,
Proof. The first claim is trivial by T = T ′d. The second claim follows from d log T = d′ · d log T ′. □
Corollaly 5.9. If 0 ≤ m ≤ ep/(p − 1) and K ′ is tamely ramified filed over K, the kenel and the
cokernel of
grm
U˜
Hq(s1(r)X|D) −→ grdmU˜ Hq(s1(r)′X|D)
are Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D.
Proof. We consider a commutative diagram
0 −−−−→ K −−−−→ grm
U˜
Hq(s1(r)X|D) −−−−→ grmU˜Hq(s1(r)X|D)K −−−−→ 0y y y
0 −−−−→ K′ −−−−→ grdm
U˜
Hq(s1(r)′X|D) −−−−→ grdmU˜ Hq(s1(r)′X|D)K′ −−−−→ 0.
From Lemma 5.8, the right vertical arrow is isomorphism. The kernel and the cokernel of the left
vertical arrow are Mittag-Leﬄer zero. Thus we obtain the claim. □
By the same arguments as in Lemma 4.11 and Lemma 4.12, we have the following Lemma:
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Lemma 5.10. The kernel and the cokernel of the morphism
grmU Hq
(
s1(r)X|D
)→ grm+ep(r−q)/(p−1)
U˜
Hq(s1(r)X|D)
are Mittag-Leﬄer zero with respect to the multiplicities of the prime components of D.
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