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1. INTRODUCTION 
The mathematical models of structured population dynamics give rise to 
first order hyperbolic partial differential equations with nonlocal boundary 
conditions. In these models one identifies one or more characteristics of 
individuals which are important in the development of the population as a 
whole. Such properties as age, size, DNA content, nutritional state, and 
other physical quantities may be used as structure variables. If the influen- 
ces of crowding and resource limitation are present, then those models 
involve nonlinear equations. If the interactions of population subclasses are 
present, then these models involve systems of equations. It is our purpose 
here to investigate systems of nonlinear first order hyperbolic partial dif- 
ferential equations with nonlocal boundary conditions applicable to such 
models. In these models one seeks a density function for the population, 
and it is therefore natural to recast the partial differential equations that 
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model the population dynamics as integral equations: the integral problem 
is obtained by integration along the characteristic urves of the differential 
problem. Sufficiently regular solutions of the differential problem will 
always be solutions of the integral problem. In [ 11, 12, 161 general models 
of populations structured by a single internal variable have been studied 
from the viewpoint of nonlinear integral equations. In our treatment here 
we will formulate a general model of a population structured by several 
internal variables as a nonlinear integral equation and study the existence, 
uniqueness, and positivity of its solutions. 
2. THE GENERAL PROBLEM 
The general problem we study is motivated in the following way. Con- 
sider a population of individuals structured by two internal variables a and 
h. There is a density function n(a, b, t) (which may be vector-valued) whose 
integral JF JF n(a, 6, t) da db gives the total population at time t. For each 
t > 0 the density n( ., ., t) lies in a space X of W-valued functions on 
(0, a) x (0, m 1. 
The density satisfies the so-called balance law of the population, which 
accounts for such processes as mortality, migration, or movement into 
population subclasses. If the density is sufficiently regular, then the balance 
law may be written in differential form as 
n,(a, 6, t) + da, b, t) + n,(a, b, f) 
= H(n(., ‘, tINa, b), a30, b>O, t30 (2.1) 
where H is a (nonlinear) operator from X to X. The density also satisfies 
the so-called birth laws of the population, which account for the input of 
neonates. If the density is sufficiently regular, then the birth laws may be 
written as the nonlocal boundary conditions 
44 0, t) = F(d.3 '3 t))(a), a 3 0, t>o (2.2) 
40, b, 1) = G(n(., ., t))(b), b 20, t > 0, (2.3 1 
where F and G are (nonlinear) operators from X to a space of RN-valued 
functions with independent variables a and b, respectively. Lastly, the den- 
sity satisfies the initial condition of the population 
~(a, ho) = d(a, bh a30, b>O, (2.4) 
where 4 E X is prescribed. 
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For both physical and mathematical reasons it is useful to choose the 
space X= L’((0, co) x (0, co); RN) with norm 
In this setting the density n(a, 6, t) makes sense only almost everywhere in 
the variables a and b. Consequently, it is necessary to make a more general 
formulation of the balance and birth laws. In the formulation we employ, 
the density is the solution of an integral equation in the three variables a, b, 
and t. To see the connection of this integral equation to the differential 
problem (2.1)-(2.4) we will integrate along the characteristic curves of 
Eq. (2.1). 
Let L’ = L’((0, co); R”) with norm 
Ilfll= f iz IfiaN da, fELl. 
;=, 0 
Let H: X+X, let F, G: X + L’, and let d, E X. We suppose that n, H, F, G, 
and 4 are all sufficiently regular so that n satisfies (2.1)-(2.4) and the for- 
mal calculations below are valid. Fix a,, ho, and to and define 
w(5) = 4ao + r, ho + t, to + 0, 4 20. (2.5) 
From (2.1) we obtain 
w’(5) = Wn(., .> to + 5)Nao + 5, bo + 5) 
so that 
~(0 = 40) + j; W4., . > to + t))(ao + 6 bo + r^, dt. 
By using (2.5) and setting f. + [= r inside the integral we obtain 
4ao + 5, bo + 4, to + 5) 
= n(a,, b,, to) + j”+’ H(n( ., ., z))(ao - to + 5, ho - I, + 5) dT. 
m 
(2.6) 
To obtain a representation formula for n(a, 6, t) we shall consider 
separately the three possible situations: (1) 0 < t, t <a, t < b; (2) 0 <b, 
b < a, b < t; and (3) 0 d a, a < b, a < t. We substitute into (2.6) successively 
(l)a,=a-tf, b,=b-t, to=O, <=t; (2)a,=a-b, b,=O, t,=t-b, r=b; 
and (3) a,=O, b,=b-a, t,=t-a, (=a, and then use (2.4), (2.2) and 
(2.3), respectively, to obtain that n satislies the integral equation 
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1 )(a-t,b-t)+iJ:H(n(., .,t))(a-t+7,b-t+7)d7, 
I tZ0, a>t, bat 
1 F(n(., > t-W(a-b)+j~~h 
n(a, b, t)= j 
H(n(.;,r))(a-t+z,b-t+z)dz, 
t>O, O<b<t, aab 
G(n(., ‘, t-o))(b-a)+j,~o H(n(.;,z))(a-t+z,b-t+t)dz, 
t>O, O<a<t, b>a. 
(2.7) 
A solution of (2.7) on the interval [0, r] is a function t + n( ., ., t) which 
is continuous from [0, T] to X and which satisfies the conditions in (2.7) 
almost everywhere. Under the assumptions that we make on H in Section 4 
the integrals in (2.7) exist. 
The integral equation (2.7) may be viewed as the general formulation of 
a mathematical model of population growth structured by two internal 
variables subject to renewal conditions. In Section 4 we will prove that 
under simple continuity assumptions on F, G, and H, this equation has a 
unique positive solution for every positive initial function 4 E X. 
3. EXAMPLES 
Before presenting the general theory we provide some examples of 
populations structured by internal variables. The first example is a single 
species structured population model due to Sinko and Streifer [ 141. The 
density function p(a, m, t) depends on time t, age a, and a variable m 
corresponding to mass or some other physical attribute of individuals. The 
differential problem for this model is 
P, +Pa + (g(m) PI, = -~(a, m) P, a 2 0, m 20, t>o (3.1) 
~(0, m, t ) = joE jam D( 6, ~6, m) p(Li, fit, t) dh dci, ma0, t>O (3.2) 
da, 0, t) = 0, a > 0, t>o (3.3) 
Aa, m, 0) = $(a, m), a 2 0, m > 0. (3.4) 
The functions g, p, and /3 are the growth, mortality, and birth moduli, 
respectively. The presence of the growth modulus in the balance law is 
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necessary when m does not increase at the same rate as a. The time 
required for an individual to grow from m, to m, is jz; g(G) -’ &z. 
Under appropriate assumptions on g, p, and /I, a change of variable con- 
verts the balance law (2.1) to (3.1). That is, let z(m) = j;; g(k)-’ drib, m > 0 
and let 
Wd)(a, 6) = -IA% z -‘(b))+g’W’(b))l da, b), dEX, a30, b30 
F(d)=@ dEX 
G(d)(b) = IoR Jam B(4 z -‘(h^),~-‘(b))g(z-~(~))q4(ci, 6)dridb, 
fpEX, ha0 
4(& b) = $(a, z-‘(b)), a > 0, b > 0. 
Suppose that a solution ~(a, b, t) of (2.1)(2.4) is obtained for these H, 
F, G, and 4. A simple calculation shows that if n is sufficiently regular, then 
p(u, m, t) =~(a, z(m), f) is a solution of (3.1)-(3.4). 
The second example is a model of cell population growth due to Bell and 
Anderson [ 11. The density p(u, m, t) depends on time t, age a, and a struc- 
ture variable m corresponding to mass, volume, or some other physically 
conserved quantity. The differential problem for this model is 
P,+PU+Mm)pL= -bL(~~m)+B(~,m)l~, a 3 0, m 3 0, t 3 0, 
(3.5) 
~(0, m, t) = 4 jox B(a, 2m) Aa, 2m, t) da, m 3 0, t>o (3.6) 
p(4 0, t) = 0, u > 0, t>o (3.7) 
da, 4 0) = $(a, m), a 3 0, m 3 0. (3.8) 
The functions g, p, and /I are the rates at which cells grow, die, and divide, 
respectively. The birth law (3.6) accounts for the fission of a mother cell 
into two daughter cells of equal mass. As before the change of variable 
b+z(m) transforms the problem (2.1))(2.4) to the problem (3.5)-(3.8) 
where F and I$ are as above and 
W~)(U, b) = -Ma, z-‘(b)) + B(a, z-‘(b)) +g’W’(b))l d(a, b), 
c$EX, u>O, b>,O 
G(d)(b) = 4 lorn /I(4 22-‘(b)) #(ii, z(2zr’(b))) dii, cj E X, a 2 0. 
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The third example is a model of an epidemic population incorporating 
both chronological and disease age. This model, which is similar to models 
considered by Hoppensteadt [7, S] and Waltman [ 151, is of S--t I-+ R 
type. The population is divided into subclasses of susceptibles, infectives, 
and recovered individuals having density S(a, t), Z(a, b, t), and R(a, t), 
respectively. Here a represents chronological age and b represents disease 
age of infectives. The total population of infectives at time t is 
~~j;fZ(a,b,t)dbdu(Z(u,b,t)=Of b or > a, since disease age cannot exceed 
chronological age). 
The differential problem for this model is 
S,(a, t) + S,(a, t) 
= -P,(U) S(4 t)- lorn Jf’ ( ( p a, a’, b’) Z(a’, b’, t) db’ da’ > 
S(u, t), 
ab0, t20 (3.9) 
z,(a, b, f) + z,(a, 6, t) + Ida, 6, t) = -Ma, b) + da, b)] Z(u, b, t), 
aB0, b>O, t30 (3.10) 
&(a, t) + &,(a, t) = -da) Na, t) + I0 Aa, b) z(a, 6, 2) db, 
0 
u30, t>O (3.11) 
W-4 t) = jrn [BIta) R(a, f) + /Ma) S(a, [)I da, t>o (3.12) 
0 
Jam 1:’ ~(a, a’, b’) Z(a’, b’, t) db’ du’) S(u, t), a 2 0, t 3 0 
(3.13) 
Z(0, 6, t) = 0, b>O, t>O (3.14) 
R(0, t) = 0, t>o (3.15) 
S(a, 0) = So(a), z(a, b, 0) = zo(a, b), R(a, 0) = R,(a), a > 0, b z 0. 
(3.16) 
The functions pI, pL3, and pd are the age-specific mortality rates of the 
susceptible, infective, and recovered classes, respectively, ,M~ is the age- 
specific rate at which infectives recover, /I, and /I2 are the age-specific fer- 
tility rates of the recovered and susceptible classes, respectively, p is the 
age-specific infection rate, and the birth rates of the infective and recovered 
classes are 0. 
The problem (3.9k(3.16) may be written as a nonlinear vector system in 
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the form (2.1~(2.4). Let X=L’((O, 00)x (0, a); R3) and define for 
C~,,~2r~31EXanda,bbO: 
WCd,, dz, d3lN4 h) 
= 
[ 
-hI(a)d,(a,h)- 
( 
jox j;’ ( p a, a’, h’) &(a’, h’) dh’ da’ #,(a, h), 
- (PLz(~~ h) +P3(% h)) MC h)> -P4(Q) 43(U> h) 
+e-” 
5 ” p2(u, h’) &(a, h’) dh’ 1 (3.17) 0 
p(u, a’, h’) &(a’, h’) dh’ da’ .i^l #,(a, h) dh, 0 
1 
(3.18) 
0 
(3.19) 
&a, h) = Ce mhSo(~), Iota, h), e hRo(u)l. (3.20) 
Suppose that n(u, 6, t) is a solution of (2.1)-(2.4) for this H, F, G and 4 
and let n(., ., t)= [s(-, ., t), I(., ., t), v(., ., t)]. Define S(a, t)= 
sg ~(a, h, t) db and R(u, t) = jr r(u, 6, t) dh. We will show that [S, I, R] 
satisfies (3.9)-(3.16) provided that n is of suffkient regularity so that the 
calculations below are valid. From (2.1) and (3.17) we obtain 
S,(a, f) + Su(ur 1) = j- (~,(a, 6 r) + ~,(a, b, f)) dh 
0 
oi' II' 
+ 
0 J- 0 0 
p(u.u’,h.)I(u’.b’,i)d~‘du’)s(o,h,I)]dh 
=~(a, 0, t)- !if”, s(u, 6, [)-p,(u) S(u, t) 
cc u’ 
- 
(s J 
p(u, a’, 6’) Z(u’, h’, t) dh’ da’ 
> 
S(u, t). 
0 0 
From (2.2) and (3.18) we see that s(u, 0, t) = F(n(., ., r)),(u) = 0. Since s is 
assumed suffkiently regular, lim, j o. s(u, b, t) = 0. Thus, (3.9) is satisfied, 
and similar calculations show that (3.10) and (3.11) are satisfied. From 
(2.3) and (3.19) we see that 
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S(0, t) = jox ~(0, b, t) db = jam G(n( ., ., t)),(b) dh 
=jom e-“ jorn [SIG4 jom r(a, b’, t) db’ + /?*(a) j” ~(a, b’, t) db’ 1 da db 0 
= I oa [B,(a) R(a, t) + PAa) S(u, t)l da 
so that (3.12) is satisfied. From (3.18) we obtain (3.13) from (3.19) we 
obtain (3.14) and (3.15), and from (3.20) we obtain (3.16). 
The general formulation of an epidemic population structured by 
chronological and disease age is given by the integral equation (2.7) with 
H, F, G, and 4 defined as in (3.17) (3.18), (3.19), and (3.20), respectively. 
Notice that if Zo(u, b) = 0 for b > a, then Z(a, 6, t) = 0 for b > a and all t > 0. 
To see this claim set 
i(t) = z(u, + ~2 bo + 5, to + 5) 
and p=puz +P~. From (3.10) we obtain 
i(c) = i(0) exp ,u(u, + t’, b, + 5’) d5’ 1 . 
If t > a and b > a, set a, = 0, b, = b - a, to = t-u, and 5 = a to obtain 
Z(u, b, t) = Z(0, b-u, t-u) exp p(5’, b - a + r’) d5’ 1 . 
Now use (3.14) to conclude that Z(u, b, t) = 0 in this case. If t d a < 6, set 
a, = a - t, ho = b - t, to = 0, and 5 = t to obtain 
Z(u,b,t)=Z(u-t,b-t,O)exp ‘p(u-t+5’,b-t+t’)d5” . 1 
The assumption that Zo(u, 6) = 0 for a < b implies that Z(u, 6, t) = 0 in this 
case as well. 
The three examples above, in differential form, provide applications of 
the general theory we will develop for the integral equation (2.7). More 
extensive investigations of these examples with emphasis upon applications 
will be given in future works of the authors. 
4. EXISTENCE, UNIQUENESS, AND POSITIVITY OF SOLUTIONS 
We require the following hypotheses on H, F, and G: 
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H: X -+ A’, H(0) = 0, and there exists an increasing function 
cl: co, 00) + Ilo, 00) such that llH(d,)- H(d,)lI 6 
cl(r) 114, -#211 for all ti,, &EX such that 11~111~ ll42ll 6r (4.1) 
F: X-+ L’, F(0) = 0, and there exists an increasing function 
c2: co, a) -+ co, a) such that lI~(41)-Q42)ll G 
c2(r) lldl -d211 for all dl, h~Jf such that 114111~ 4211 6r (4.2) 
G: X + L’, G(0) = 0, and there exists an increasing function 
c3: co, a) + co, 00) such that IlG(4,) - G(h)/1 d 
c3(r) IId, -4211 for all dl, hex such that IId,IL IId Gr. (4.3 1 
PROPOSITION 4.1. Let (4.1), (4.2), (4.3) hold and let r > 0. There exists 
T> 0 such that if 4 E X and 11411 < r, then there exists a unique continuous 
function t --+ n( ., ., t) from [0, T] to X such that n is a solution of (2.7) on 
CO, Tl. 
ProoJ: Choose T> 0 such that 
T(c,(2r) + c,(2r) + c3(2r)) + 4 6 1. (4.4) 
Let 4 E X such that 1~~11 d r. Define the closed subset M of C( [0, T]); X) by 
M=(n~C([O,T];X):n(.;,0)=~and sup Iln(.;,t)ll<2r}. 
OCI<T 
Define a mapping K on A4 as follows: for n E M, t E [0, T], (Kn)(a, b, t) is 
given by the right-hand side of (2.7). 
To see that the integrals in (2.7) exist, let n E M and let 0 d t d T. Since 
t-+ H(n(., ., Z))E C([O, t]; X), Theorem 17, p. 198 in [4] implies there 
exists a measurable function h from [O, co) x [0, co) x [0, t] to R” such 
that h(a, b, r)= H(n(., ., T))(a, b), a.e. a>O, a.e. b>O, and a.e. ZE [0, t]. 
By the Fubini-Tonelli theorem (see Theorem 13, p. 193 and Corollary 15, 
p. 194, in [4]) 
lIh(., ., z)ll dz = jd jO= jw Ih(a, 6, t)l da db dT 
0 
= Ih(u + z, v + z, ~)l du du dz 
=.I 
cc m I 
I I 
Ih(u+t,u+z,t)l dzdudv. 
-* ~ t mm-u,-u,O} 
Thus, the inner-most integral exists for a.e. u > -t, u > --t. Now set 
u = a - t and v = b - t in this integral to obtain the existence of the three 
integrals in (2.7). 
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We next show that for n E M, I&( ., ., t) E X for each to [0, T] and 
SUPIS [O,T] IlW., .7 t)ll d2r. From (4.1), (4.2), and (4.3) we obtain that for 
each t E [0, T]: 
cc cc 
s s IKn(a, 6, t)l db da 0 0 
= FM., ., t - b))(a - 6) 
fw., .t ~))(a--t+~,b--t+~)dz dudb 
+ G(n(., ., t - a))( b - a) 
+ s ’ H(n(., .,t))(u-t+t, b-t+z)dz dbdu t-0 
+jm jm (m(u-i, b-t) 
I 1 
+ ‘H(n(., .,z))(u-t+z,b-t+s)dt dbdu s 0 
f J 
< 
si IF(n(., ., 
t - b))(u)1 da db 
0 0 
~))(a-t+z, b-t+s)l dudbdz 
x If+(., ‘3 ~))(a-?++,b--t+z)l dudbdz 
x1 cc 
+ i .r Ida, b)l db da 0 0 
I r: 
i‘s s 
,x 
+ lH(n(., .,~))(a-t+z, b-t+t)l dudbdz 
or , 
G d (c&r) + c3W)) lln(., ., t - ~)ll dt + 11~11 s 
IH(n(., .,~))(a-t++,b-t+z)l dudbdt 
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6 (c*(h) + c3(2r)) j’ 2r dz + 1: c,(2r) Iln(., ., r)ll dz + r 
0 
d (T(c,P) + c2(2r) + c,(2r) + t)) 2r 6 2r. (45) 
Thus, Kn(., ., t)~Xfor each TV [0, T] and ~up~~,~~ j(Kn(., ., t)ll<2r. 
It must be shown that the function t -+ Kn( ., ., t) is continuous from 
[0, r] to X. The proof of this fact follows from the continuity of F, G, and 
H, the continuity of the mapping t + n( ., ., t) from [0, T] to X, and the 
continuity of translation in X. For example, let r(t) be the function from 
[O, T] to X defined by 
t - a))( b - a) a.e. 0 d a d t, a.e. h > a 
a>torbda. 
For O<t<i<T 
Ilr(r) - r(i)11 < ,: j: IG(n( ., ., f- a))(b -a)] db da 
+l;(= IWG., .,r-a))(b-a) 
- G(n(., ., i-a))(b-a)\ dbda 
i-r J s s ^ ^ d IG(n(., ., ii))(b)1 db dci 0 0 
+j;Joz IG(n(., .,ri))-G(n(., .,i-t+ci))l(b^)dhddci 
so that lim ,i ~ i, _ 0 Ilr(t) - r(i)11 = 0. Also, one can let g be the function from 
[0, r] to X defined by 
g(t)(a, 6) = j-’ H(n(., .,t))(a-t+r, b-t+s)dz 
max {, - u,, /LO} 
a.e. a >, 0, a.e. b > 0 
and show that lim ,,- ;, +0 II g(t) - g(i)11 = 0. Similar assertions yield the 
claimed continuity of Kn( ., *, t) in t. In conclusion we have shown that K 
maps M into M. We claim that (4.4) implies that K is a contraction in M. 
As in (4.5) for n, A EM, t E [O, 7J, (4.4) yields 
cc cc 
I I IKu(a, b, t) - Kri(a, b, t)l db da 0 0 
I co 
6 ss FM., ., t - b))(a) - F(ri( ., ., t - b))(a)1 da db 
0 0 
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+ j; jam IG(n(., .> t - u))(b) - G(A( ., ., t - b))(b)1 db da 
+ j’ jm joJ IH(n(., ., ~))(a, b) - H(ri(., ., ~))(a, b)] da db d7 
00 0 
d (c,P) + CO-) + CO-)) T IIn - fill ~(~o,r~;x) 
d t IIn -fill C([O,T,;X,. 
Thus, by the Contraction Mapping Theorem there exists a unique n E A4 
such that Kn = n, and, consequently, n is the unique solution of (2.7) on 
I% Tl. I 
From the previous proposition one deduces by standard arguments the 
existence and uniqueness of a maximally defined solution of (2.7) for each 
4 E A’. For each 4 E X let [0, T4) be the maximal interval of existence of the 
solution n( ., ., t) of (2.7) and let s(t) #= n(., ., t) for 06 t< T$. The 
following proposition establishes that the solutions of (2.7) satisfy the 
semigroup property. 
PROPOSITION 4.2. Let (4.1) (4.2) (4.3) hold, let q5 E A’, and let 
O<s< Td. Then Tscs,, + s 6 T, and S(t)S(s)#=S(t+s)# for 
Oe t d Ts,s,). 
Proof. Define g(., ., t)=S(t)d for 06tds and g(., -, t)= 
S(t -s) S(s) C$ for s < t < T,(,,@ + s. For s < t < Tsc,)6 + s, a.e. a > t, a.e. b 3 t, 
(2.7), yields 
g(u, b, t) = S(s) 4(u - t + s, b - t + s) 
+ j*- H(S(z) S(s) ~$)(a - t + s + 7, b - t + s + z) dz 
0 
= #(a- t, b - t) + j; H(S(z) #)(a - t + 7, b - t + 7) dz 
+ jr H(S(f -s) S(s) qb)(u - t + t, b - t + 2^) d? 
s 
=)(a-t,b-t)+j;H(g(y,r))(u-t+t,b-t+r)dr. 
Thus g(u, b, t) satisfies (2.7), for 0 < t < T,(,,, + s and a.e. a > t, a.e. b B t. 
In a similar fashion one shows that g satisfies (2.7)2 for a.e. 0 <b -c t, a.e. 
a 2 6, and (2.7), for a.e. 0 <a < t, a.e. b > a. By the uniqueness of solutions 
to (2.7) we have T, > T,(,,, + s and g( -, -, t) = S(t) 4 for 0 d t < Ts,,,, + s, 
that is, S(t) S(S) 4 = S(t + S) 4 for 0 d t < Tscs)d. i 
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The next proposition establishes that if the solution of (2.7) remains 
bounded on its maximal interval of existence, then it exists globally. 
PROPOSITION 4.3. Let (4.1), (4.2), (4.3) hold and let q5~X. Zf T,< 03, 
then lim supI+ Ti IIS #II = co. 
Proof Assume that T, < cc and there exists r > 0 such that [IS(t) 411 d r 
for 0 < t 6 T+. By Proposition 4.1 there exists TE (0, Tm) such that if $E X 
and 11~11 G r, then T&b T. Let s = T4 - T/2 and let 4= S(S) 4. By 
Proposition 4.2, T < T SCS,) < T$ -s = T/2, which yields a contradiction. 1 
The next proposition establishes that the solutions of (2.7) depend con- 
tinuously on the initial values. 
PROPOSITION 4.4. Let (4.1), (4.2), (4.3) hold, let 4, $E X, let T-C 
min{T++, T ~},andletr=max,.,.. {llf3t)dII, Ils(t)6ll}. TkforOdtdT, 
IIs 4 - s(t) $11 d II4 - $11 expC(cl(r) + cdr) + CJr)) tl. 
Proof: As in (4.5) 
Ilf3t) 4 - s(t) dll 6 j’ jm IJ’(S(t- b) 4)(a) - F(S(t - h) h4 da db 0 0 
, 30 
+ SI IG(S(t-u)qS)(b)-G(S(t-u)&(b)1 dbdu 0 0 
+ jr jm jO“ IH(S(z) q5- H(S(z) $,I da db d7 
00 0 
+ jm jm Mu, b) - &a, b)I da db 
0 0 
G (cl(r) + cz(r) + cdr)) j’ IIS(7) 4 - S(7) $11 d7 + II4 - dll. 
0 
The conclusion then follows by Gronwall’s lemma. 1 
We next give sufficient criteria for the solutions of (2.7) to be positive- 
valued. Let R”, = {x= [x ,,..., xN] E RN: xi> 0, i= l,..., N}. Let L: = 
{~EL’:&u)ERN, for a.e. ~20). Let X+={C$EX; q3(u,b)~RN, for a.e. 
a B 0 and a.e. b > O}. We will require the following hypotheses: 
There exists an increasing function cd: [0, co) -+ [0, co) such 
that if r >O and VEX+ with lldll <r, then cd(r) CJ+ 
H(d) E x+ 3 (4.6) 
FW+) = L: and G(X+)cL:. (4.7) 
462 SINESTRARI AND WEBB 
PROPOSITION 4.5. Let (4.1), (4.2), (4.3), (4.6), (4.7) hold and let $EX+. 
Then S(t)dEX+ forO<t<T,. 
Proof Let 0 < T < T, and let r > 0 such that IIS( t) 411 Q r for 0 < t d T. 
Set c( = c4(r), where cq is as in (4.6). Let 0 6 t < T. For a.e. a > t and a.e. 
b 2 t, we obtain from (2.7), that 
I 
I 
a e -+“S(T) &a - t + T, b - t + T) d7 
0 
s 
I =a e -+“&a- t, b- t) dz 
0 
+ rae-“‘“’ s s T H(S(a) qb)(u - t + (T, b - t + a) da dt 0 0 
=(l-e-“‘)d(u-t,b-t) 
+s:(Ie a(‘-a)) H(S(a) q5)(u - t + 0, b - t + a) da. 
Again using (2.7), we obtain 
s 
, 
e ~““~T)(a+H)S(~)q4(u- t+~, b- t+z)dz+e-“‘$(a- t, b- t) 
0 
= d(u - t, b - t) + j; ff(S(~) 4)(u - t + T, b - t + 5) dr = s(t) &a, b). 
In a similar way one uses (2.7), (for a.e. 0 B b < t and a.e. a > b) and (2.7), 
(for a.e. 0 d a < t and a.e. b > a) to obtain 
/ ep”d(u- t, b-t) 
+ jre-“‘“’ (a + ff) s(T) #(a - t + 5, b - t + T) dt, 
0 
t 3 0, a.e. a 3 t, a.e. b 3 t 
u-“bF(S(t-b)c/4)(u-b) 
S(t) q+(u, 6) = ( + s 
’ epaCtpr) (a+ff)S(z)&u-t+z,b-t+r)dT, 
1-h 
t > 0, a.e. 0 d b < t, a.e. u > b 
epaUG(S(t-u)qS)(b-a) 
+ e s 
, 
-““-“(a+H)S(r)f$(u-t+z,b-t+T)dz, 
r-0 
t > 0, a.e. 0 < a -C t, a.e. b > a. (4.8) 
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Thus, S(t) 4 satisfies the integral equation (4.8) for 0 d t 6 T. Under the 
hypotheses (4.6) and (4.7) an argument similar to the one used to prove 
Proposition 4.1 establishes that this integral equation has a unique solution 
in C( [0, T,]; X,) for some T, E (0, T]. The uniquenes of the solution 
means that S(t) 4 E X, for 0 < t d T,. Assume that there exists t < T, such 
that S(r) 4$X+. Let s= inf{t < T,: S(t) q5 $X+}. Since X, is closed, 
S(s) d E x+. By the argument above there exists T, >0 such that 
S(t)S(s)q5~X+ for O<tdT,. But by Proposition 4.2, S(f) S(s) 4 = 
S(t + s) 4 for 0 < t < Tscs,d, which contradicts the definition of s. 1 
Our last proposition provides a sufficient condition for positive solutions 
of (2.7) to be defined globally. 
PROPOSITION 4.6. Let (4.1), (4.2) (4.3) (4.6), (4.7) hold and let there 
exist c E R’ such that for all I$ E X + 
rr; F(d),(a) da + jx G(4)i(b) db + jK’ j* W#)j(a, b) da db d c 11911. 
0 0 0 > 
Then, T@=cc and IlS(t)q5ll <e”‘[l~jl, taOfor all cj~X+. 
Proof: Let VEX, and define V(t)=I~S(t)$il for O<t<T,. For O<t, 
t + h < Td we have, as in (4.5) 
lim hk’(V(z+h)- V(t)) 
h-0 
= lim hk’ $ 1:’ jx [(S(t+h)q5)i(a,b)-(S(t)q5),(a,b)]dadh 
/I - 0 ,=, 0 0 
= lim h-’ f 
lr - 0 I 
jr+“/’ F(S(z)q5)i(a) dadt 
,=I 1 0 
+jr+h j* G(S(z) d)j(b) db dt + !I’+’ jam jom H(S(t) cj);(a, b) da dh] 
I 0 I 
= K’ F(S(f) 4)i(a) da + ja G(S(t) d)Ab) db 
0 
+ jx ja H(S(t) q5)i(a, b) da db d cV(t). 
0 0 1 
Thus V’(t) < cl’(t) and the conclusion follows by Proposition 4.3. 1 
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