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Abstract 
 
  In this effort a new measurement technique for the lateral Goos-Hanchen shift is 
developed, analyzed, and demonstrated.  The new technique uses classical image formation 
methods fused with modern detection and analysis methods to achieve higher levels of 
sensitivity than obtained with prior practice.  Central to the effort is a new mathematical model 
of the dispersion seen at a step shadow when the Goos-Hanchen effect occurs near critical angle 
for total internal reflection.  Image processing techniques are applied to measure the intensity 
distribution transfer function of a new divergence model of the Goos-Hanchen phenomena 
providing verification of the model.  This effort includes mathematical modeling techniques, 
analytical derivations of governing equations, numerical verification of models and sensitivities, 
optical design of apparatus, image processing  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keywords  Goos-Hanchen, total internal 
reflection, evanescent waves, image processing, 
Canny filters, sub-pixel, Superresolution.
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Foreword 
 
This project is a combination of disciplines from Engineering and Physics.  At the core is the 
physical problem of the lateral shift of evanescent waves near total internal reflection called the 
Goos-Hanchen.  The engineering problem is that of developing robust methods for measuring the 
effect to make it a useable technology.  The effort has required expertise is areas of wave 
physics, mathematics, and advanced image processing.  The end result is a set of design criteria, 
imaging methods, and processing techniques to make plane-wave Goos-Hanchen a viable 
process competitive with current advanced techniques for measurement of refractive index 
variations. 
 
The principal contributions of this work are a new model for plane wave shift resulting in 
verified predictions of the quantitative effects caused by source divergence.  These effects lead to 
a new simplified model with minor modifications to the classical equations.  The new model 
provides a new symmetrical response curve for locating critical angle which did not previously 
exist.  The new model also extends into the microscopic region of the response to predict spatial 
dispersion effects which have not previously been considered.  Experimental results have 
demonstrated the first observations of this dispersion effect. 
 
Because of the difference in science and technology involved in this effort the report is divided 
into sections related to the areas of study.  Chapter one is a background of literature on the 
subjects of the Goos-Hanchen effect and on the field of sub-pixel edge detection in images.  
Imaging edge detection methods have never been applied to the Goos-Hanchen effect.  All 
previous measurements in the field have been made by either photographic means or by 
electronic position detection of laser spots.   
 
Chapter two explores the physical process of the Goos-Hanchen effect and establishes a 
divergence model for intensity dispersions of incoming collimated plane waves.  It also 
introduces the concept of edge detection as it applies to Goos-Hanchen and derives the 
mathematical models for dispersion and sensitivity of edge measurement methods. 
 
Chapter three deals with the practical measurement considerations for a modern plane-wave 
Goos-Hanchen experiment.  The convolving effects of various aperture types are explained and 
graphical presentations are made.  The chapter also depicts the symmetry and montonicities 
which arise when an edge shift approach is applied and briefly discusses the advantages of the 
edge shift method over prior practice. 
 
Chapter four presents the image processing considerations and methods whereby the edge shift 
method can be implemented for maximum sensitivity to shift and changes in shift which result 
from variations in alignment angles and refractive index ratios.  
 
Chapter five presents experimental results and techniques used in confirming the models 
developed in chapters two and three.  Three independent experiments provide data which support 
the predictions of spatial dispersion, dependence of shift and slope on divergence and angle of 
incidence, and dependence of maximum shift on beam collimation quality. 
 
   x
Finally, a summary and set of general conclusions are given in chapter six and references are 
listed at the end of the text. 
 
optimization, and experimental confirmation of predictions. 
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1. Introduction 
Goos-Hanchen background 
 Since the time of Newton1, it has been conjectured that internal reflection of light at a 
dielectric-dielectric interface involves a penetration of the rarer media.  This conjecture was first 
experimentally demonstrated by Goos and Hanchen in 19472.  Using multiple reflections to 
amplify the effect they were able to obtain photographic evidence that showed a lateral offset 
difference between the reflections at a dielectric-metal interface and at an adjacent dielectric-
dielectric interface. 
Following the work of Goos and Hanchen2, Artmann3 proposed a theory of the phenomena in 
terms of the phase shift occurring under conditions of total internal reflection.  By using 
equations for the known phase shift and substituting them into the Fresnel reflection coefficients 
he separately derived equations of the lateral shift for both the parallel and perpendicular states 
of polarizations of an ideal plane wave.  Goos and Hanchen then returned to the laboratory and 
made new measurements that experimentally demonstrated the dependence of shift on 
polarization,   
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where is the wavelength of the light, i  is the incidence angle and n is the ratio of the 
refractive index of the denser medium to the rarer medium. There are several physical 
explanations for the effect.  The simplest to understand is the existence of an evanescent wave in 
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the optically rarer media.  The solution of Maxwells equations at a dielectric-dielectric boundary 
yields a wave in the rarer media whose amplitude decreases exponentially with distance from the 
interface.  Energy is transmitted parallel to the interface surface but no net energy flow normal to 
the surface.  If the angle of incidence is exactly equal to the critical angle of the interface, the 
evanescent wave travels along the surface and is neither transmitted into the rarer media or re-
emergent into the denser media.  These conditions require a perfect plane wave and a perfectly 
flat surface.  Because neither condition exists in nature all observable Goos-Hanchen shift 
measurements are finite. 
The physics of these surface waves was explored during the late 19th and early 20th century 
by numerous authors.  A survey of their work and associated references are given by Lotsch8 in 
his 1968 work.  In particular Lotsch refers to the work of Debye5 who first treated the concept of 
a real plane wave as a transversally limited collection of unlimited plane waves of slightly 
different directions of propagation.  This is essentially the model we will use as a starting point 
for our studies. 
The concept that total internal reflection involves penetration and rebound into and from the 
rarer media was first attributed to a conjecture made by Isaac Newton in his Principia Optic.  
Newton predicted that the path in the rarer media would be parabolic in shape.  The modern 
acceptance of the conjecture comes from the work of Picht6 and is based upon the principal of 
conservation of energy and the mathematical solutions of Maxwells equations.   
In 1967 Agudin7 showed that the Artmans formulation of the GH shift was mathematically 
equivalent to solution of the internal reflection problem by the process of Time-Delay scattering.  
His method involved calculation of the steady state Schrödinger equation using the collision 
lifetime of a simple wave packet.  By applying these methods to the relativistic steady state 
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solutions of Maxwells equations, the equations derived are of identical form to Artmans 
equation and in agreement with the experimental findings of Goos and Hanchen.  Agudin found 
the delay time of the internal reflection and the lateral displacement to be given by equations (1-
3) and (1-4) respectively, 
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In 1964 Renard8 derived a more general equation for the GH shift and showed that Artmans 
equation are unrealistic for critical angles near grazing incidence.  By considering the magnitude 
of the magnetic vector and the time average flux across the surface Renard showed that Artmans 
equation is an approximation which diverges as the angle of incidence approaches /2. Renard 
traced the error to an approximation in prior work and gave a corrected representation for lateral 
shifts seen in equation (1-5).  Renards8 work also discusses the solution of internal reflection for 
a beam of particles using methods very similar to the later work of Agudin9,   
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Here the same notation as in equation (1-1), the factor of magnetic permeability,  is added. 
In 1970 Horowitz and Tamir9 addressed to phenomena related to the Goos-Hanchen effect in 
detail.  These included the shift effect itself, the penetration of the energy into the rarer media, 
and the experimental observations of a weak trailing illumination well beyond the extents of the 
normally reflected beam.  They addressed inconsistencies in the models when the incidence 
angle was very close to the critical angle.  They reasoned, quite accurately, that the angular 
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deviation of the beam spread establishes a constant maximum shift value which is strongly 
dependant on the beam width and they argued that the maximum lateral displacement is 
proportional to the square root of the beam width.  A numerical expression for mean beam shift 
was derived which predicted a peak displacement above critical angle and displaced from critical 
angle in proportion to the square root of the beam width.  Above this angle the mean shift 
behavior approaches the classical limit of Artmans equation.  A heuristic explanation involves 
the weighted contributions of components above and below the critical angle.  It was in this work 
that a concept of similarity between Gaussian beams and plane wave behavior is introduced.  It 
was conjectured that the shift phenomena would be similar but not identical for similar angular 
spreads. 
In 1972 de Broglie and Vigier10 offered a possible interpretation of the Goos-Hanchen shift 
based upon the assumption of nonzero photon mass.  They included derivation of both a 
transverse solution (T-wave) and a longitudinal solution (L-wave), 
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They went on to note that the principal objection was based on the fact that their results 
depended on the existence of photon mass and not its magnitude. 
In the early 1970s with the availability of lasers, the emphasis on studies of GH shifted from 
plane waves to Gaussian beams.  Antar and Boerner11 showed that beam shift depended on 
polarization, refractive index, angle of incidence, and beam width.  At this point the emphasis in 
the literature shifts from collimation angles to beam width.  Beam width we must note is directly 
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related to beam divergence for a Gaussian beam.  They further went on to show that a similar 
shift phenomenon of lateral shift occurs at Brewsters angle for the parallel state of polarization.  
In our numerical studies we find that although the shift at Brewsters angle is larger than the shift 
at critical angle by several orders of magnitude, the intensity of reflected light is significantly 
diminished by the Fresnel reflection coefficients which parabolically approach zero at Brewsters 
angle.  Hence any physical exploitation of this effect would be very difficult. 
The shift to Gaussian beams in the 1970s was also undertaken to improve the accuracy of 
measurements and enhance the attainable shifts.  Shift enhancement resulted in large measure to 
improved collimation and the ability to reduce divergence by spreading and collimating laser 
beams.  The advent of electronic spot position measurement devices enhanced the ability to 
accurately measure the shifted spots.  This required a new model for Gaussian beam behavior at 
internal reflection and led to the angular spectrum analysis and paraxial approaches. 
Tamir and Bertoni12 showed that the boundary conditions at an internal interface yielded 
waves with complex propagation constants which they termed complex guided waves or leaky 
waves.  They analytically evaluated the behavior of Gaussian beams of varying width at angles 
of incidence near the critical angle and showed that the Gaussian beam is split into two Gaussian 
spots.  The location and relative intensity of the two spots depended on the beam width and the 
alignment angle.  They went on to discuss and quantify the behavior of so-called backward leaky 
structures where the Goos-Hanchen shift is in the negative direction.  To quote their conclusions,  
The lateral beam shift is large if the incidence angle is close to a critical angle, for which a 
phase matching condition exists between the incoming beam and a leaky wave supported by the 
structure.  The beam shifting effect is due to a portion of the incident energy that penetrates into 
the structure and is guided laterally in the form of a leaky wave field.  In addition to 
undergoing a lateral displacement, the reflected beam profile undergoes some distortion.  
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Beauregard and Imbert13 discriminated two angular effects on internal reflection by 
considering a propagating beam consisting of a non-spherical wavefront, i.e., tangential and 
sagittal focal lines.  This led to the postulate of two measurable shifts: the longitudinal or Goos-
Hanchen shift which is measured by bringing the tangential focal line into focus, and the 
transverse shift which can be measured by bringing the sagittal focal line into focus.  They 
reasoned that all other configurations would only result in a blurred section of the beam.  They 
described the physical process as boosts associated with photons tunneling inside the 
evanescent wave.  They included photographic evidence of the shifts obtained by a 28 and 31 
internal reflection optical set-up. 
In 1973, Green, Kirby, and Timsit14 were able to experimentally measure the shift behavior 
of the mean displacement verifying the earlier predictions of Horowitz and Tamir9.  Their results 
clearly showed that maximum mean spot position shift occurred at an angle offset from critical 
angle and that the behavior of mean shift was slightly asymmetrical about the critical angle.  
Their experiment used 27 internal reflections through an optical flat to produce shifts which 
could be measured to wavelength precision. 
In 1975, Kozaki and Kimura15 produced numerical studies of beam path through an 
inhomogeneous material with a gradient index showing that a gradient index could be used as a 
steering mechanism.  This principle has found widespread use in the fiber optics industry. 
Starting with Horowitz and Tamirs9 introduction of the paraxial approximation, Puri, 
Pattanayak, and Birman16,17 studied the use of Goos Hanchen effect in the reflection of light 
propagating through spatially dispersive semiconductor materials such as CdS and GaAs.  In 
such materials the transmitted beam is a superposition of two partially coupled beams called the 
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upper and lower polariton branches.  Their representation of the mean beam shift is given as 
follows, 
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 D  is the Weber (parabolic cylinder) function or order   and argument ,   10  fkr  is 
the beam width, and        secsinsin ccjj n  . 
In 1977 Beauregard et al18 showed that strong amplification of the Goos-Hanchen effect 
could be attained by reflecting through multiple layers of material. 
In the same year McGuirk and Carniglia19 first applied the concept of an angular spectrum 
representation to the Goos-Hanchen problem.  Their results were shown to be consistent with 
Artmans equation and predicted a nonzero shift at grazing incidence contrary to the findings of 
Lotsch4.  The angular spectrum approach represents the divergent propagating beam as an 
integral of individual angular components over a finite range of angles and specifies that a 
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maximum angular deviation for centerline exists and that the weighted average of the beam 
deviation from the centerline vanishes. 
Kozaki and Sakurai20 derived an analytical form based upon arbitrary wavelengths and 
incidence angles for Gaussian beams in a form very similar to the earlier cited works.  Their 
expression with changes for consistency of symbols is, 
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The leaky wave model was again explored by Tamir21 in 1985.  He studied the behavior of 
waves in leaky type layered structures.  He found that layered configurations could act as 
waveguides for leaky waves if the angle of incidence fell in the range of high rates of change of 
the reflectance function.  These conditions produced four distinct types of effects, lateral shift, 
focal shift, angular beam shifts, and modification of the beam waist.  He went on to observe that 
these effects were also seen in beams which had profiles differing from Gaussian in shape. 
Up to this point the experimental evidence of the Goos-Hanchen effect was meager, limited 
to a small number of photographic results.  In 1992, Bretenaker, Floch and Dutriaux22 executed a 
clever technique for measuring shift by exploiting the different shift seen by the parallel and 
perpendicular states of polarization.  Their rationale was to measure the effect for a single 
reflection, which had not previously been attained.  After spatially separating the two eigenstates 
they introduced an oscillating knife edge to partially obscure one of the shifted waves and 
measured the intensity variations as the knife edge oscillated.  By careful control of the loss 
anisotropies they were able to calibrate the device for measuring the differential shift between 
the eigenstates of the incident beam.  They were able to isolate small surface effects and to verify 
the existing models of the beam shift.  They found the peak shift to occur above the critical angle 
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and that the shift function converged to Artmans classical approximation when the incidence 
angle exceeded the critical angle by more than the divergence angle of the beam. 
In later works, Singh and Nayyar23 studied the shift function for a magneto-optical interface 
from an optically denser ferrite material into an optically denser ferrite material.  Guther and 
Kleeman24, 25 studied the internal grating diffraction for total internal reflection and obtained a 36 
um shift for a sinusoidal diffraction grating compared with a 1 um shift for comparable 
undiffracted internal reflection.  In 2002, Berman26 derived the governing equations for the 
Goos-Hanchen shift in negative refractive index materials and showed them to laterally mirror 
the predictions for ordinary refractive materials. 
Recently, a different approach has been employed for obtaining lateral shifts.  The traditional 
Goos-Hanchen shift at internal reflection is a photonic process wherein polaritons are carriers of 
the evanescent wave.  This total internal reflection occurs at a dielectric-dielectric interface.  A 
similar and related phenomenon occurs at the interface between dielectric and conductive 
materials.  Under resonance conditions when the thickness of the metal coating satisfies 
resonance conditions, a phononic wave may propagate in the coating giving rise to the process of 
Surface Plasmon Resonance.  Greatly enhanced beam displacements in both the positive and 
negative direction can be obtained by carefully designing the metallic surface plasmon resonance 
structures.  This is the subject of work by Yin, Hesselink, Liu, Fang, and Zhang27.   
They followed the work of Bretenaker et al22 with a simple modification to the experimental 
setup.  Instead of using an oscillating knife edge they controlled the state of polarization with and 
electro-optic polarization modulator and were able to obtain shifts as high as 50 wavelengths for 
a single reflection using a 45 nm silver film.  They found that a critical thickness exists above 
which the lateral shifts is negative.  Shift increased in magnitude as the thickness approached the 
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critical thickness.  In the very recent past, this method has been applied to obtain sensitivities to 
variation in refractive index as small as 10-6 in n (refractive index).  
 
Alternate measurement options 
Nearly all recent methods22, 27, and 28 for detecting and measuring the lateral shift phenomena 
have employed electronic position sensing devices which provide an electronic signal which 
locates the mean position of the beam.  These devices are commercially available and their 
operation is well understood.  It is not clear from the literature how the use of such devices 
compensates for the skewed shape of the laterally shifted Gaussian beams or whether the skew 
which theorists have predicted is relevant. 
In our work we will return to the classical approach of using monochromatic plane-waves.  
The quantity we are interested in will be the lateral offset which is visible when the collimated 
plane-wave is shadowed by a step or slit aperture.  We will measure the differential between 
unshifted portions at a thick internal mirror interface and an open dielectric to air interface.  We 
select a metallic coating for the mirror and insure that the coating thickness is sufficiently thick 
to avoid surface plasmon resonance effects.  This is essentially the setup used by experimenters 
prior to Gaussian beams with the exception that we will operate on single reflections and seek to 
magnify the physical shift by controlling the collimation quality of the source.  This is an area of 
physical experimentation which has not previously been explored and we believe it will produce 
fruitful results. 
To measure the shadow shifts we will employ modern image processing technique which can 
extend our ability to resolve edge positions far beyond the viewable limits on image pixels.  
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Image processing background 
Methods for locating edges in images to resolutions better than single pixels is a widespread 
field of study.  This can be accomplished by many methods including center of gravity 
method29,30, least squares template matching29, local energy approach31 finite difference of 
Gaussians32-37, and moment based edge operators38,39,40, among many others.  When edges are 
tracked along a transition line the position and angular alignment measurement of the line can be 
enhanced by statistical methods where the variance is reduced by the reciprocal of the number of 
samples provided the samples are uncorrelated.  In photogrammetry applications where target 
objects of known size and shape are available, circle and ellipse fitting algorithms are used. 
The most common types of edge filters are directional derivative filters.  The use of these 
filters involves the convolution of a finite kernel or filter with a 1-dimensional sample of the 
image under evaluation.  These filter kernels are the image analogues of the finite impulse 
response (FIR) filters used in signal processing32.  The filtering process consists of convolving 
the kernel orthogonal to the direction of desired edge detection.  The filter is designed so that its 
output produces a local maximum or minimum at the position of the edge.  The maxima can then 
be further resolved by various interpolation schemes.   
Some of the most common filter kernels are given below.  All filters are of odd length with a 
center element of zero value and many are special cases of the generalized Canny filter32. An 
excellent discussion of the filters and the Canny criteria is given by Demigny35 from which much 
of this material is derived. 
Sobel 
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[ 1 0 -1] (1-11) 
 
Difference of Boxes DOB 
 [1 1  1 1 1 0 -1 -1 -1  -1 -1] (1-12) 
Canny 
          xeaxeaxeaxeaxh xxxx   cossincossin 4321   , for x<0 (1-13) 
    xhxh  , for x>0, h(x) =0 for x=0 
Deriche 
   xexxh   which is a special form of the Canny filter (1-14) 
Shen 
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 (1-15) 
First derivative of Gaussian (FDOG) 
   2
2
2a
x
exxh

  (1-16) 
In Cannys thesis he presented three criteria for optimal detection of signal transitions such as 
object edges in images.   
A. Good detection or maximization of the signal to noise ratio (SNR) of the filter 
output superimposed on the background noise of the image.   
B. Good localization of the measured edge to the true edge in the field of 
background noise 
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C. Low response multiplicity or single maxima of the filter response when 
applied to the image. 
Condition A refers to the relative contrast of the transition from light to dark at the edge 
compared to the average background noise of the image.  The SNR contains two terms; the 
contrast ratio across the ideal edges, and the background noise level compared to an ideal image. 
Condition B refers to the accuracy of a particular method.  Odd length filter sequences tend 
to produce more accurate results if they are antisymmetrical about the center position.  Even 
length sequences produce systematic errors which tend to be antisymmetrical about the half pixel 
position.  Asymmetrical filters produce skew effects on the localization process. 
Condition C relates to the multiplicity of local peaks in the filter output which would occur if 
the floor and plateau of the edge contain notable oscillations in intensity.  If this occurs within a 
window whose width is less than the width of the filter kernel it may be impossible to determine 
the true edge signature from spurious edge signatures. 
The process of applying an edge filter consists of three steps.  First, the selected filter is 
convolved with the image.  This is typically done within a region of interest (ROI).  The ROI is a 
user selected section of the image where edges are known to exist.  Next a threshold level of 
filter response is tested for all points in the filter output to resolve the edges to discrete pixels 
locations.  When multiple adjacent positions exceed the threshold value the maximum value 
position is selected.  Then the final step is to apply a sub-pixel interpolation scheme to localize 
the edge more accurately than a single pixel position.   
Interpolation can be done by one of several methods.  Some of the most common are the 
center of gravity method, least squares comparison to an edge template, 1-D cubic interpolation, 
zero crossings of second derivatives, and the quadratic fit method used in this effort. 
   14 
All of the filters previously given are first derivative filters and they produce local extrema in 
the vicinity of leading and trailing edges as seen in figure 1-1.   
 
A.) Edge profile
B.) First derivative
 
Figure 1-1  First derivative edge detection process 
Quadratic interpolation models the extrema regions of the first derivative as parabolic 
segments and calculates an interpolated subpixel location for the zero slope position on the 
parabola based upon the sampled values adjacent to the peak position.  The formula for this 
interpolation can easily be derived from the quadratic formula but have been given by Ohtani 
and Baba41.  A clear advantage of this method over center of mass methods is that the quadratic 
fit can be easily coded into an array processing software language such as the Matrox Imaging 
Library. An alternate and equivalent form has been given by Li, Young, and Magerl42. 
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 (1-17) 
The localization error given by Ohtani and Baba41 is .061 pixels to 1 standard deviation. 
In our dissertation, the ability to resolve sub-pixel edge position is an enabling technology.  
We seek only to test various filters and optimize performance to the best attainable level of 
performance.  We satisfy the first of Cannys criteria by optimizing design of our optical 
apparatus to reduce noise and by integrating multiple images to remove the random noise 
introduced by the cameras electronics. We satisfy Cannys third criteria by backlighting of high 
quality targets and minimization of diffraction effects.  The second criteria then remains as the 
design driver for testing various filter configurations. 
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2. The Goos-Hanchen Phenomena49 
 
Introduction 
    In 1947 Goos and Hanchen2 verified an earlier conjecture by Newton1 that light beams 
incident at an internal reflection boundary experienced lateral shifts along the plane of the 
interface before being reflected.  This shift is now known as the Goos-Hanchen shift.  The 
standard equations for calculating the shifts for both parallel and perpendicular states of 
polarization43 are functionally dependant on the angle of incidence and the ratio of index of 
refraction between the two mediums.  In the standard form the equations describe the behavior of 
ideal light sources, however; the nonideal nature of real world sources must be included for 
proper interpretation of observed results.   
    The measured Goos Hanchen shift near critical angle was finite2 but expressions for shift 
reported in literature diverged near critical angle. A detailed earlier review of theory and 
experiment was given by Lotsch4.  Researchers including deBroglie10, Troup44, Horowitz and 
Tamir9, Puri and Birman17, and Antar and Boerner11, among others have proposed methods of 
approximating the nonideal nature of the phenomena and have developed models for finite 
Gaussian beam shift near critical angle.  The general observation that maximum shift actually 
occurs slightly off of the critical angle is supported by the Gaussian beam models.  
Contemporary efforts in GH shift have focused on the shift induced in the TM states of Gaussian 
beams under plasmon surface resonance22, 27, and 28.   
    Our purpose in this dissertation is to investigate a parallel quantitative method which provides 
a deeper understanding of nonideal plane wave interaction at internal reflection near critical 
angle.  First, we introduce a numerical modeling approach and demonstrate compatibility with 
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prior science (see figure 1-3 and explanations thereafter).  Then we evaluate the resulting 
dispersion relationships (2-21 generalized to 2-19) which lead to the non-monotonic behavior of 
the mean shift properties.  We find that a new class of measurement methods exists which 
exploit the edge-shift, or minimum shift, phenomena exhibited along the shadow lines of step 
apertures.  Most prior experimental efforts have relied on detection of mean shift of beam spots 
and there is near universal agreement that maximum mean shift occurs at angles slightly offset 
from critical angle.  The new method laid down in this effort identifies an alternate measurable 
parameter, the aperture edge shift (2-10), which exhibits maximum deflection at critical angle 
and maximum sensitivity to angular alignment at the critical angle (2-30).  The edge shift 
function (2-15) is monotonic on either side of the critical angle as is its derivative (2-28). 
   Such behavior is well suited for precise location of critical angle leading to improved 
resolution in refractive index measurement.  This treatment leads to a mathematical formulation 
showing that control of beam divergence is a principal limiting factor in enhancing Goos-
Hanchen shift near critical angle.  This chapter also defines criteria for comparing observed 
beam shift data with theoretical results.  The problem requires that we examine the definition of 
beam shift and discriminate the classical method of edge detection from the mean shift 
predictions of the equations.   
    In this chapter uniform divergence model is used as an approximation in description of the 
non-ideal nature of a real optical source. Many additional factors e.g., irregularities in aperture, 
non-uniform source distribution, alignment and scattering among others contribute towards real 
source anomalies.  
Thus real optical source is not limited by only uniformly divergent waves. However, by 
establishing a standard plane-wave source based upon well controlled beam qualities and 
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divergences we can set a nominal baseline from which in principle, other source deviations can 
be extracted by interpreting measured deviations from the nominal response curves.   
    The present work is motivated by both fundamental and practical considerations. 
Measurement of refractive index variation has strong potential for diagnosis of efficiency in 
liquid and gas mixing applications, measurement of homogeneity of solid materials and 
noninvasive contamination testing.  In addition the resulting form also provides diagnostic 
information that may be useful in a broad range of physical applications including optical source 
collimation and alignment considerations. 
 
The Divergence Approach 
    All natural and manmade sources emanate from finite size sources and possess some form of 
natural divergence.  Our goal is to model the natural divergence and derive a Greens function 
for the distributed Goos-Hanchen effect over the cone of divergence that results from 
consideration of the finite dimensions of the source. 
    Consider a plane wave incident on an internal reflection surface with a uniform cone of 
divergence as shown in figure 2-1.  To define the general impulse response that occurs at each 
individual point of the reflection interface, we must first determine the amount and direction of 
light arriving at the interface.  This is the collimation of the wave and we generalize our 
definition to that of a uniform circular source with finite dimensions at some distance from the 
interface.  Without loss of generalization we can reflect the incoming convergent cone of light to 
an outgoing diverging cone.  If we define the Y-Z plane as the interface plane, we can 
deconstruct the incoming beam into two vectors, one vector along the mean direction of the wave 
and a second vector representing the divergence cone aligned to the z-axis.  This provides an 
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elegant dot-product representation of the divergent wave that can be applied directly to the Goos-
Hanchen shift equation. 
    When this model is applied to the shift equations, we find a variation in the individual 
component responses of the wave, depending on the degree to which the divergence causes the 
incidence angles of the individual components to deviate from critical angle.  Only a small 
portion sees significant shifts and virtually none of the beam sees the infinite shift that occurs 
along the singularity line.   
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Figure 2-1  Divergence Geometry 
    Uniform divergence means that wave propagation is uniform within a fixed theta/phi cone of 
divergence.  At any point in the beam, light rays propagate within a small uniform angular 
deviation from the beam propagation vector.  If we choose the z-axis normal to the optical 
interface plane then the divergence cone can be expressed in vector form as d  and the incident 
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plane wave can be expressed as c  by the following vectors, where phi and theta are the polar 
angles defining the divergence cone. 
 
 )cos(,0,)sin(
)cos(,)cos()sin(,)sin()sin(
ii
ddddd
c
d


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
     (2-1) 
Also    dcr cos    
    This represents the incidence angle of each component within the divergence cone.  By 
recasting the Goos-Hanchen equation into a cosine form we can directly apply the dot product 
and obtain a representation of the shift equation in terms of the divergence cone angles,  
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    The incidence subscript (i) here is changed to a refraction subscript (r) indicating we have 
shifted from a plane wave model to a divergence model. 
Expanding the dot product,    dcr cos  , we obtain, 
           dcddcr  coscossinsinsincos  .    (2-2) 
The delta angle ( ci   ) in equation (2-2) allows for deviation of the incident angle around 
the critical angle.  
    In this uniform divergence model the Goos-Hanchen equation singularities lie along a theta-
phi contour in the divergence cone that can be found from (2-2) for all values of delta less than 
the divergence of the beam.  The resulting contours as a function of  are concentric long radius 
(compared to èd) circular arcs.  A simplified representation is given as follows, 
          dc
dcr
d 
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
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

 ,                  (2-3) 
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 where èr  = èc near the critical angle. 
 
Analytical / Numerical Results 
    The shift function plotted as height over the circle of the divergence cone is shown in figure 2-
2 with a delta angle of 1/2 of the divergence angle of the beam.  The singularity contour is 
truncated for clarity and overlaid for labeling. 
d
d
 
 
Figure 2-2 - Goos-Hanchen Shift Distributions over the Cone of Divergence 
Mean beam offset can now be calculated from standard centroid techniques in a theta, phi polar 
representation over the cone of divergence, 
 

 
ddd
ddddd
mean dd
ddD
D

 ,
.       (2-4) 
  The integral is further divided into two separate components, the portions of the beam incident 
above and below the critical angle.  Above the critical angle totally reflection occurs, but below 
the critical angle the Fresnel reflectance coefficients that drop off rapidly must be applied.  The 
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observed shift will be a combination of the intensity contributions from the two components.  
The reflection coefficient drop-off in the region below critical angle is observed to cause 
asymmetry in the mean displacement versus delta angle curves.   
    Figure 2-3 shows the relationships between the delta angle, the beam divergence and the 
predicted mean shifts of the beam by the model.  The shift curve is nearly flat at critical angle 
and does not substantially decline until delta approaches the divergence angle.   
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Figure 2-3  Mean Shift vs. Delta Angle and Divergence Below Critical Angle.  Lines a, b, c, d, 
and e correspond to divergences of .01, .002, .0002, .0005, and .0001 respectively.  The common 
convergence line corresponds to Artmans inverse square root equation. 
 
At small divergences, the shift rolls off slowly below critical angle and drops exponentially when 
delta exceeds the divergence angle. At larger divergences the shift will rise slowly and reach 
maximum near the divergence angle before dropping exponentially.  This case is for the 
perpendicular polarization at incidence angles below critical.  For delta angles larger than the 
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divergence angle, the mean shift response asymptotically approaches the classical equation of 
Artmanns ideal response curves.   
    It is worth noting that similar finite beam shifts at critical angle have been reported in paraxial, 
or angular spectrum, approximation12, 16.  The conjecture of Horowitz and Tamir9 that 
nongaussian wave behavior for mean shift will be similar but not identical to Gaussian beam 
behavior is supported by our numerical models.  
    The equation for mean beam shift (2-4) can be misleading when used in interpretation of 
experimental results.  Due to the microscopic size and asymmetric shape of the dominant shift 
effect, mean displacement is difficult to measure accurately with imaging methods.  Traditional 
edge detection methods typically locate the maximum slope of the image intensity profile at the 
edge.  In the divergence model the maximum slope occurs at the leading edge of the shifted 
image, permitting a direct calculation of the minimum shift the divergence cone sees as follows,   
 
   c
c
edgeD




2
max
2 sinsin
sin

 .         (2-5)   
c max  is the maximum deviation of the divergence cone from the critical angle and 
establishes the minimum shift.  
    The impulse response shift is found by numerical methods as a histogram of the Goos-
Hanchen shift over the cone of divergence at a single point.  This will define the light wave 
behavior for a single point input.  Typically we would describe this in terms of a point-spread 
function.  But since the shift is most readily seen near linear edges, the logical extension to a line 
spread function is more appropriate for our purposes.   
    This is because in real applications the off-axis or longitudinal shifts for small divergences 
relative to the angle of incidence are negligible in comparison to the lateral shift.  Exceptions to 
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this rule must be considered when the divergence angle becomes a significant percentage (>5%) 
of the angle of incidence. 
    The resulting Greens function can then be convolved over the plane wave incidence region 
(i.e., over slit width) to provide an estimate of the output intensity profile for total beam behavior 
near lateral edges. 
     Figure 2-4 shows a typical line spread function for a .01 radian divergence beam.  The sharp 
leading edge of the curve that is the most recognizable feature of the graph from an image 
processing perspective, locates the minimum displacement given in equation (2-5). 
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Figure 2-4  Goos-Hanchen Line Spread Function for ä=0 
 
    A nearly exact expression for the line spread function can be derived from the classical theory.  
Starting with Artmans shift equation we seek to separate the effects of alignment error from the 
effects of refractive index which determine the critical angle, 
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We separate, regroup, and recollect terms to produce equation (2-8) 
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 If 1  andi  then (2-8) can be approximated by 
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.        (2-9) 
In the limit as 0 , D . 
The dependence of shift on  is now partially separated  
For a distributed source divergence represented by the circle above, the output shift becomes a 
function of position (d) in the cone of divergence.  The Jacobian which relates the input d-space 
to the output D┴-space becomes the derivative of the shift function, 
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where dd d   .     
The contours of constant angle of incidence can be graphically represented in the space of the 
divergence cone.  Although they are in general circular arcs, they can be approximated as 
vertical line segments for all divergences of practical interest.  This is because the actual arc 
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length varies from the chordal length by the approximation   xx sin , where x is the divergence 
of the beam.  Practical apparatus for exploiting this effect will use divergences of less than .01 
radians and the errors will be on the order of 10-6.  With this approximation in mind we construct 
a graphical representation of the segments of uniform shift which allows us to cast an intensity 
shift equation in the d or divergence space. 
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Figure 2-5  Divergence cone geometry 
The total energy in a vertical section of the divergence cone is simply the integral of the intensity 
in the vertical direction.   
We divide by the Jacobian (2-10) to obtain the intensity distribution as a function of shift 
position.  For a uniform circular spot this becomes, 
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This equation is now the shift distribution in the input d-space.  To describe the intensity 
distribution in output or shifted space we must convert the d-variable to a D┴-variable.  First we 
recast Artmans equation for direct substitution, 
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From (2-5) and (2-10), 
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In the limit as 0 equation 2-13 reduces to 
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Combining this result with (2-14) and letting 0  yields, 
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Corrections to this approximation for 0 due to the quadratic term in (2-13) can be obtained 
by altering the powers under the radical to non-integer values.  This technique accounts well for 
the erratic behavior of the function when the alignment angle approaches the divergence angle.  
This produces the Greens function for shift distributions below divergence angle, 
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To split the leading and trailing components of the shifted wave fronts in the region below 
divergence the sign of the shift angle  must be taken into account.  This minor adjustment is 
given in equation (2-19). 
In the region where the magnitude of the alignment angle is greater than the magnitude of the 
divergence angle, equations (2-21) and (2-22) give complete expressions for the shift 
distribution.  For numerical calculations the form of equation (2-15) combined with the 
positional conversion of (2-13) is best suited for describing the shift distributions.  When the 
shift angle is greater than the divergence angle the impulse response is bounded and the upper 
limit of D┴ is given by D┴edge2 given in equation (2-20), 
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It should be noted for consistency that many of these equations are approximations based upon 
representing sin(x) as x.  This approximation is very accurate when x < .01 radians.  The 
expressions for )cot( i is valid when  is much smaller than i .  This approximation breaks down 
when the source divergence is very large or when the angle of incidence becomes very small.  
The former case occurs when poorly collimated sources are used.  The latter case occurs for 
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large ratios of refractive index.  A final condition occurs near grazing incidence where we must 
require that 2
 i , 
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(2-21) and (2-22) are both valid for 2edgeedge DDD    and the 1)cos(  d  term has been 
suppressed for notational simplicity.  Alternately,  
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where )cot(2/ 222 iDd   . 
    Equation (2-23) is valid for 1  andi .  When d   a simpler expression 
for the line spread function seen in figure 2-4 is given by a closed form approximation (2-24),  
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    The coefficients a and b are empirically derived; x is the lateral shift value and 
edgeD  is 
found from equation (5).  At critical angle the values of a and b are ~6 and ~10 respectively 
for the leading components of waves with divergences less than .01 radians.  This derives 
directly from (A12).  As delta increases from zero to the divergence angle, the values of a and 
b tend to converge towards a value of 8.  The analytical form with the harmonic oscillator 
terms is given in (2-21 0r 2-22).  For ease in numerical calculations the approximate form of (2-
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24) gives results within 1% for appropriate values of a and b as verified by numerical 
modeling. 
    The line-spread function given in (2-23) and (2-24) and shown in figure 2-4 represents one of 
the two portions of the complete line spread function.  If the beam is incident at the critical angle 
and the divergence is small enough to minimize the reflectance losses, the leading and trailing 
shift functions will be nearly identical and the total shift will normalize to the given results.  
When the incidence angle of beam varies between the critical angle and the divergence angle, the 
leading and trailing components will be different and the total line spread function will be a sum 
of the two contributions.  For divergences of .01 radians and greater, the reflectance factors in 
the trailing components become significant and the trailing component graph will be shortened 
and reduced in overall magnitude.  Equation (2-24) is modified to reflect the distinction between 
the leading and trailing components resulting in equation (2-25) that is the line spread Greens 
function for the divergence model when  is less than or equal to the divergence angle. The 
square root of the negative quantity in the trailing component accounts for the phase difference 
between leading and trailing spots (see figure 2-6), 
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Figure 5 Goos-Hanchen Line Spread Function for two split components.  Lines a, b, and c 
represent the trailing, the leading and the sum of leading and trailing components respectively.  
Divergence is .001 radians and delta angle () is .0001 radians. 
 
    The Effect of source divergence on Goos-Hanchen shift has been studied and numerically 
evaluated to predict the real world performance of observable sources.  A line spread function 
has been found in graphical form, derived in analytical form, and reduced to a simplified closed 
form approximation.  The model results support prior observations (finite shifts at critical angle2, 
4) and should provide techniques for adequate interpretation of experimental shift measurements. 
The paper addresses to the possible sources of contradictions that may arise in the experimental 
observations. First, variations in beam quality, i.e. divergence, can produce differing results.  
Second, interpretation of beam shift is highly dependant on the measured beam shift features.  
Mean shift predicted by the equations is significantly different from edge shift observation.  As 
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shown in Fig. 2-4, edge shift is nearly 60% of the mean shift. Maximum shift location depends 
on magnitude of divergence and which side of the critical angle that the incidence angle lays. 
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Figure 2-7  Mean Shift Sensitivities 
 
    If we combine the findings from equations 2-5, 2-6, and 2-9 and the graphical results seen in 
figures 4-6 it is possible to extend our observations towards practical applications of the Goos-
Hanchen shift.  Additionally a strong dependence of the shift on the ratio of refractive indices 
completes a design criterion for a potential white light imaging interferometer based on Goos-
Hanchen shift. 
    Figure 2-7 shows that large shifts are obtainable by careful control the divergence angle.  Note 
that the divergence is a limiting factor for observable shifts.  Figure 2-7 also shows that the shifts 
can be amplified by reducing the ratio of refractive indices at the internal reflection boundary.  
The graph suggests that large single reflection shifts can be obtained by controlling these two 
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parameters.  This method can also increase the reliability of devices that depend on the shift 
effect. 
    Furthermore, the functional form of the line-spread function appears to be well suited to 
interferometric purposes and may well lend itself to extensions of the phase shifting methods that 
have dramatically improved sensitivity of interferometry.  Efficient design methods might be 
able to produce spatially distributed interferograms where localized variations in index of 
refraction appear as fringe line contours. 
 
Measurement design considerations 
      In traditional photographic experiments, a single shift value is extracted for a single 
rectilinear mask aperture.  This method of single edge detection can be directly extended to 
simultaneous measurement of multiple adjacent edges when digital image capture and analysis is 
employed.  Additionally, multiple adjacent apertures can then be added creating an array of 
sampling points.  The individual apertures can be measured and analyzed independently to 
provide a means for measuring localized variations in refractive index or they can be combined 
for obtaining higher sensitivity to a nonlocalized mean refractive index.  This allows for two 
measurements regimes to be performed over a sensing area rather than a single sensing line. 
    Prior method of implementing rectilinear masks require improvement and we suggest the use 
of stripped single mode optical fibers or the use of etched chrome-on-glass Ronchi rulings.  The 
former possess very sharp edges but are difficult to position in uniform arrays.  The latter can be 
fabricated in precise 2-dimensional arrays but possess diffraction limited edge roughness.  
Ronchi rulings are also suited for mounting onto piezo-electric positioning devices for positional 
stepping similar to the jitter camera used in super-resolution sampling45. 
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    In a design consideration for adjacent apertures, it must be noted that slit width and separation 
dimensions are affected by crosstalk.  To minimize the crosstalk, Figure 5 can be used as a 
design guide for slit spacing and slit width.  A recommended starting point would be to have 
both the slit width and slit spacing close to the mean shift shown in Figure 5.  The limiting values 
of slit width could be comparable to edge shift and slit separation could be as much as twice the 
mean shift.   Design trade-off must be considered relating to working source divergences, e.g., 
low source divergences will lead to higher slit width/spacing.  This will reduce diffraction 
effects.  However higher divergence will lead to ë size shifts, which will increase diffraction 
effects.   Thus slit widths of the order of wavelength will increase diffraction effects which are 
not desirable, however slit widths of the order 10 ë will reduce diffraction effects and are 
desirable.  
    In addition, design trade-offs must be considered relating the working source divergence and 
desired sampling densities when the method is used for area coverage.  Larger source 
divergences allow for denser sampling of an area but with a resultant reduction in overall 
sensitivity.  Achieving higher sensitivity requires greater spread between sampling points in a 
gridded aperture configuration to account for the increases in lateral displacement near critical 
angle.  Sources of one milliradian divergence for example will produce shifts nearly equivalent 
to single pixel widths of conventional ccd-imaging chips.  
    Multiple aperture methods are well suited for measuring distributions of refractive index 
variation over a sensing area.  Ultra precise measurements of localized variations can be 
combined with distributed analysis methods for more accurate determination of mean refractive 
index. 
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Comparison of divergent method with Current research  
 
Researchers have reported attaining sensitivities of 10-6 index variation measurement28.  For 
comparison purposes we can project the theoretical operating parameters for a divergent 
measurement system including source divergence, refractive index ratio, single vs multiple 
reflections, diffraction limited imaging, sub-pixel feature extraction, over sampling, and super-
resolution. 
 
    First, the single reflection shift for a .001 radian beam is near 6 at an operating refractive 
index ratio of 1.5.   For a 1/3 CCD imager with a pixel size of 4 um and an optical 
magnification of 4:1, a single pixel size is on the order of magnitude of 2 in the green.  To 
detect a change of 10-4 in refractive index of the air would require resolving Dedge to .15 pixels. 
This level of detection has been achieved.  Details of sensitivity of refractive index derivation are 
given.  To detect changes of 10-5 in n would similarly require .015 pixels discrimination which 
has also been attained with edge detection methods46.  In a CCD array with the axis of the 
aperture aligned to the axis of the pixel through the imaging system, multiple parallel rows will 
see a stable sampling population allowing the use of 100 parallel sample rows in both the shifted 
and unshifted portions of the wavefront to provide the additional resolving power to attain 10-6 
resolution on n. 
 
Furthermore, sampling of parallel rows of apertures, improving the divergence of the source, and 
multiple reflections are all possible techniques to further extend the method.   
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Detectability limits of Divergent model 
    The final theoretical task is to convert the new shift equations into a form where the sensitivity 
of imaging methods can be used to predict the sensitivity of an experimental apparatus to shifts 
resulting from changes in parameters such as refractive index.  The development of sensitivity 
equations is rather straightforward from the previous equations, 
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The sensitivity of shift to changes in refractive index can be found by the chain rule, 
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  ci  or ci   . 
Using Snells law, and taking the derivatives of both sides we obtain (2-27), 
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If a change in  results from a shift in refractive index the incidence angle remains constant we 
take the derivative of (2-10) with respect to  
   37 
 
 
 



  


 d
d
iconstid
dS
3sin
cos
cot2
1
  .       (2-28) 
For 01.  d we can approximate the expression to, 
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For practical estimation, consider a fused silica to air interface at critical angle,  
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 (Fused silica approximation). 
If we define the detectability threshold for shift measurement as Ts and the detectability 
threshold for refractive index variation as Tn then, 
dn
dS
T
T sn  , roughly proportional to 2
3
d , i.e. a 10-fold improvement in divergent angle yields 
more than a 30-fold improvement in shift detection. 
 
To detect a change of 10-5 in refractive index of the air for èd = 0.001, would require resolving 
Dedge to .015 pixels, i.e.  Ts = 0.1 ë which is common practice today. 
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Divergence Model Conclusions 
1. The divergence model is compatible with prior results from Gaussian beam analysis. 
2. Source divergence for planes waves is similar, but not identical to beam waist parameter for 
Gaussian beam. 
3. Introduction of beam divergence leads to a simplified expression for spatial dispersion. 
4. Divergence is the primary limiting parameter for enhancing shift magnitudes. 
5. A new measurement parameter based upon edge shift behavior has been defined and is 
shown to be well behaved and highly sensitive to angular shift and refractive index variation.  
The edge parameter shows monotonic behavior on either side of critical angle, is independent 
of spot splitting, and has a monotonic slope which is discontinuous at critical angle. 
6. Current technological capabilities exist to support precise imaging and edge localization. 
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3. Goos Hanchen Divergence Model - Practical measurement 
considerations51 
 
Introduction 
In chapter 2, we presented and discussed a novel method for mathematically modeling the 
distributed Goos-Hanchen3, 47 shift function in the presence of a finite divergence white light 
source incident near critical angle for total internal reflection.  Here we will follow-up on 
additional general observations and further generalized closed form equations.  We extend our 
prior discussion of quantitative methods for interpreting Goos-Hanchen. 
    The purpose of the prior work was to establish a mathematical formulation for describing the 
effects of source divergence on the Goos-Hanchen shift for nonideal planes waves.  The 
dependence of shift functions on parameters including source divergence, refractive index ratios, 
and alignment angle was investigated.  In this letter we build on that foundation and address the 
sensitivity and detectability needs for using the divergence model to conduct and interpret a new 
class of Goos-Hanchen shift experiments with real sources.  Two distinct regions of operation 
are identified: alignment angle,   less than divergence angle, suitable for static measurements 
e.g. source collimation; and   greater than divergence angle, suitable for dynamic measurements 
e.g. variation of refractive index in rarer medium. 
    We first address the sensitivity of mean beam shift for the different cases of   being less than 
or greater than divergence. When   is less than the divergence angle, the observed shift is nearly 
independent of angular alignment.  When   is greater than the divergence angle, the shift 
becomes highly dependant on .  It is worth noting that variations in index of refraction cause 
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variations in critical angle, which are mathematically equivalent to shifts in , and hence have 
similar shift sensitivities when operating above the divergence angle. 
    Next we will discuss the effects of finite apertures on the observable shifts.  While the Greens 
function for point shifts are given, the detectable signals consist of aperture convolutions.  Below 
divergence, the semi-infinite nature of the shift function necessitates use of a step aperture.  
Above divergence, the bounded nature of the shift function allows for finite width apertures or 
rectilinear mask apertures.  In both cases we must define feature detection in terms of an edge 
shift function.   
    Finally, we will discuss the relevance of image processing techniques for precision 
measurements and the potential for using active super-resolution edge detection methods.  Such 
techniques have strong potential for extending the detectability threshold for changes in 
refractive index in the rarer media. 
 
Approach 
    We know from the prior mean shift results and the paraxial analysis of Puri and Birman17 that 
observable mean shifts are nearly independent of alignment within roughly half of the 
divergence angle of the source.  In this narrow range of angular operation the observable shift is 
virtually independent of incidence angle contrary to the straightforward Goos-Hanchen shift 
equation.  The region of near constant shift is a physical limitation of using nonideal light 
sources and not a contradiction of the theory.  This region is predicted for plane waves as a 
function of divergence and for Gaussian beams as a function of minimum beam waist that is 
proportional to divergence. 
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    We also know that mean shift reaches a peak value at some distance from the critical angle.  
This makes mean shift a poor technique for precisely locating critical angle.  We would rather 
seek to find a measurable quantity which reaches peak value precisely at critical angle and is 
symmetrical about the critical angle.  We also seek a monotonic behavior in both function and 
slope. 
    To these ends, we consider the edge shift function.  Given a source divergence and an angle of 
incidence we can mathematically express the minimum shift seen by components of the incident 
plane wave which have the greatest deviation from critical angle.  These components set a floor 
value for the shift which a step aperture shadow will see at internal reflection.    
    First we numerically evaluate the mean shift function at critical angle to verify our model.  
Figure 1 shows numerical model plots of mean shift at critical angle as a function of source 
divergence for three ratios of refractive index. 
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Figure 3-1  Mean Shift at Critical Angle 
    For the divergence model we are using here, the shift functions in Figure 3-1 show a 
mathematical relationship of 
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, at critical angle.        (3-1)  
This derives from the classical equations6, 7. 
 

1
Shift  and the approximation   dd  sin , 
where d  is the source divergence angle and   is the angular error.  Equation (3-1) works at 
critical angle when  is zero and is related to the minimum edge shift function, 
d
Shift
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
1
min .              (2-10) 
    The effect of source divergence stems from the interaction between the alignment angle and 
the divergence angle.  As  increases above d the alignment terms becomes dominant.  As  
approaches zero the divergence term becomes the limiting factor in the observable shift.  The 
minimum shift seen by components of a divergent wavefront becomes a bounded proportionality 
and the limiting observable shift at critical angle becomes equation (3-1).  Our divergence model 
verifies our earlier prediction that the minimum edge shift cast by a step or slit aperture can be 
shown to be the classical shift equation evaluated at the sum of the alignment angle and the 
divergence angle. 
    The classical mean shift functions have been shown to be cumbersome and asymmetrical 
about the critical angle in both theory and in experiments.  In contrast the edge shift function is 
symmetrical as can be seen in figure 3-2.  Additionally the slope of the edge shift function is 
antisymmetrical and discontinuous at critical angle. 
    Thus the edge shift at critical angle can be used for precise measurement of critical angle and 
source collimation.  This regime is relatively insensitivity to errors in alignment which are less 
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than half the divergence angle due to the dominance of the divergence term.  This method is also 
suitable for measuring mean shift variations resulting from changes in alignment of the source. 
    For alignment applications the sensitivity of the observable mean shift is proportional to the 
slope of the shift function.  For incidence angles above divergence, the  term becomes 
dominant.  For incidence angles below divergence angle the divergence angle becomes 
dominant.  Maximum slope is slowly approached as  goes to zero. The sensitivity formula 
reflects the dependence of shift on alignment angle in the region above the divergence angle. 
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Figure 3-2  Edge shift and slope vs.  (radians) 
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    It is easily seen that high sensitivities to changes in alignment angle can be obtained with 
lower source divergence when operating with   near the critical angle and at low ratios of 
refractive index.  Additionally, changes in refractive index alter the critical angle, effectively 
shifting the alignment angle for a static apparatus.  This provides a powerful technique for 
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measuring differential change in refractive index of the rarer media by operating the 
measurement apparatus slightly above the critical angle of the source. 
 
Greens function in the region  < d  
    In the operating region near critical angle a closed form Greens function exists to describe the 
spatial dispersion.  This function has two components which correspond to the relative intensities 
of the wave components above and below critical angle.  We recast the Greens function (2-24) 
for the leading spot and later recombine the trailing edge spot. 
 
     1sincot2
2/
30 












 LLL ba
edge
b
edge
di
d
LSF
x
D
x
DII 
      (3-3) 
The combined form is valid when the critical angle lies within the cone of divergence of the 
source.  As   increases from 0 to the divergence angle, the amount of total light flux increases in 
the leading portion of the cone and decreases in the trailing portion of the cone.  Simultaneously, 
the minimum shift of the leading edge decreases and the minimum shift of the trailing edge 
increases.  These are the Dedge terms in the Greens function.  Essentially spot patterns are created, 
intensity in the near spot sees less shift with higher total flux while intensity in the far spot sees a 
larger shift with a diminishing total flux.  As the delta angle increases the far spot becomes 
increasingly less significant to the total energy shift.  This model also provides an alternative 
explanation to the weak trailing spots observed is earlier experiments9.  Previously they were 
explained as diffraction effects. 
    It is straightforward to show that the peak intensity shift for each of the spots occurs at,  
 ab
edgepeak
a
bDD 
.         (3-4) 
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For values of a and b between 6 and 10, Dpeak is within two percent of 1.14 * Dedge.  This 
valuable equation allows us to make an accurate direct calculation of the peak intensity shift 
position given only the divergence and angle of incidence of the plane-wave.  The importance 
will be seen when we consider the effects of aperture on imaging systems. 
    The power coefficients are equations (3-3) and (3-4) are not constant in general.  They vary 
with the divergence angle and .   
 
Working Apertures 
    Proper choice of aperture type plays a strong role in system performance and depends on the 
region of operation of the measuring system. Below divergence the impulse response is semi-
infinite and is best suited for use with a step aperture or a single side of a rectilinear mask.  
Above divergence where the impulse response has finite dispersion, the use of slit apertures is 
indicated. 
    For the former case we convolve the combined spot shifts with a step function and truncate the 
end portion, we can simulate the intensity distributions that an observing system will see for a 
semi-infinite or step aperture.  
    This can be seen in figure 3-3 where the overlap of the spots is no longer visually apparent.  
Variations in the slope of the curve can be extracted with careful image processing techniques.  
For the leading and trailing components, a local extrema in slope values exists at a shift of ~1.14 
Dedge.  The peak value of the slope of the convolution corresponds to the peak intensity of the 
line spread Greens function as predicted by the convolution theorem and the fundamental law of 
calculus. 
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Figure 3-3 Intensity distributions of step function convolutions of impulse response  for 
divergences of a-0.01, b-0.001, and c-0.0001 
 
    A step function convolution of the Greens function produces a readable intensity transfer 
function whish appears well suited for traditional sup-pixel imaging methods. The suitability is 
related to the absence of high frequency components in the slope variations of figure 3-3. If 
precise locations of inflection points are required image sub-sampling methods can be employed.   
 
Greens function in the region  > d  
    In the region above the divergence angle a closed form equation for the Greens function is 
available from chapter 2, equation (2-23) (with simplifications). A full expansion is also 
available in chapter 2. 
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    Numerical generation of the evolution of shape of the output pulse produces several useful 
observations.  First, the shape depends on the ratio of  / d .  Not surprisingly, the ratio of peak 
shift to edge shift decreases asymptotically to 1 and mean shift converges rapidly to peak shift as 
the pulse becomes nearly symmetrical.  The shift pulse is now completely bounded permitting 
use of properly spaced slit apertures to enable array sampling without crosstalk.  The bounded 
property also permits meaningful interpretation and measurement of the mean shift values (see 
figure (3-4). 
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Figure 3-4 - Impulse response shape evolution.  Pulse shapes are shown for ratios of alignment 
angle to divergence angle from 1 to 10, a-10, b-5, c-2, and d-1 
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    For our model we select an aperture which is approximately twice as wide as the peak shift at 
1.5 * divergence. This width completely encapsulates the bounded pulses for delta angles above 
1.5*divergence.  The shape of the resulting shaped pulses is shown in figure 3-5.  The leading 
and trailing edges of the convolution contain precise information about the locations of Dedge 
and Dpeak.  Extraction of this information can be achieved by sensitive image processing 
techniques when used with accurate numerical models.  Near the beginning of the leading edge 
the rise profile of the pulse should be very nearly parabolic according to our current models. 
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Figure 3-5 Slit Convolution shapes for various ratios of delta to divergence angle from 1 to 10, a-
10, b-5, c-2, and d-1  
 
 
Experimental design considerations 
    We now address three phases of experimental considerations: experimental setup, alignment 
and calibration, and special imaging requirements 
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 Experimental setup 
    Quantitative experimental verification of the single reflection Goos-Hanchen shift can be 
performed by placing a rotational prism between a divergent source and an image acquisition and 
analysis system (see figure 3-6).  Using either a thin slit, a wide slit, a rectilinear mask, or a 
semi-infinite slit the windowed, reflected, and shifted plane wave can be read on an image 
sensor. As the prism is rotated towards the critical angle, the shift can be recorded and plotted 
against the angular encoder position of the goniometer. 
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Figure 3-6 Experimental setup: Cam-camera; VM-video microscope: Gon-goniometer; LP linear 
polarizer; Coll- collimator; S- Source; Dig-digitizer; CPU-processor 
  
By simultaneously recording and analyzing the shifted image, the critical angle, maximum shift, 
and slope variations can be extracted. 
 
 Alignment/Calibration 
    Sweeping from well above critical to well below critical angle reveals the divergence limited 
critical angle shift.  At the critical angle the slope of the edge shift function reverses sign 
allowing for interpolation schemes to resolve the true location of the critical angle and the 
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maximum attainable edge shift.  The slope functions themselves contain information which can 
be used to evaluate the divergence.    
    If access to the beam path is available in the rarer media, then initial alignment can be set by 
the disappearance of the transmitted wave in the rarer media.  A rough measurement of the shift 
at this point can provide a working scan range for the rotation stage.  
 Special imaging requirements 
    Prior experimental designs have sought to amplify the shift by multiple reflections2.  The first 
experimental tests utilized photographic recording which was later replaced by beam intensity 
profiling12.  Following the work of Canny32 and others such as Bao, Zhang, and Wu48 image 
processing and precision edge detection provide a new approach for enhanced shift measurement 
methods.   These can increase the resolvability by applying image processing methods with the 
sub-pixel enhancements and by applying video microscopes with image magnification.  These 
combined methods now provide a method of detecting and localizing edge and slope features of 
the convolved outputs rather than mean positions of skewed spots. 
    For Goos-Hanchen edge shifts the feature of interest becomes the position of maximum slope 
of the aperture convolution which we have shown to be located at the peak position of the 
impulse response function.  The existence of a numerical relationship between Dpeak and Dedge 
allows us to directly convert measurements of Dpeak into estimators of Dedge which can validate 
the classical equations for shift dependence on incidence angle.  In practice, best results are 
obtained when the edge is slightly defocused and the lateral edge profile is nearly normal to the 
sensing direction of the digital filter.    
    Figures 3-4 and 3-5 show the convolution of the Greens function with a step and slit aperture.  
The shift and smear of the aperture edge in the reflected wave is seen for three values of 
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divergence.  At very low divergences (.0001 radians), an unaided 1:1 imaging system could 
clearly distinguish the shift to fractions of a pixel (approximately 10).  As the divergence 
increases to .001 radians some magnification would be required but the effect is still within the 
diffraction limit. 
    At higher source divergences, .01 and greater, the diffraction limit on the imaging system 
requires a more sophisticated approach.  Super-resolution techniques combined with suitable 
sub-pixel algorithms will provide the necessary extension to measure shifts below the diffraction 
limit of the optical system.  Additional sampling densities can be obtained by mounting the 
image sensor chip on a piezo-electric nanopositioner capable of locating the chip to a suitable 
fraction of a pixel position46. 
 
Summary 
    In this paper we have presented the quantitative treatment for a new class of experiments 
which exploit the natural source divergence characteristics of the Goos-Hanchen shift.  These 
methods are ideally suited for use with modern image processing techniques creating a class of 
measurements whose sensitivity depends on the divergence characteristics of the source:  1) We 
see that maximum sensitivity to change in alignment or refractive index at critical angle;  2) The 
symmetry of edge shift sensitivity about the critical angle is a valuable tool for precisely locating 
critical angle and quantitatively determining the source collimation; 3) The divergence method is 
applicable for a variety of aperture types depending upon region of operation. Bounded 
responses which occur when operating above divergence angle can utilize arrays of parallel slit 
apertures for increasing sampling density while unbounded responses ( below divergence) 
require step or rectilinear mask apertures;  4) Increasing the source divergence leads to a 
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reduction in the observable shift which requires a higher sampling density to produce equivalent 
results. The availability of imaging and image processing methods, including optical 
magnification, sub-pixel edge detection, and oversampling, satisfy this need for extending the 
measurement accuracy for larger source divergences. A combination of the multiple methods 
described can provide a potential powerful tool for high precision measurements of variations of 
refractive index, or for discrete sampling of variation over an area of interest. 
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4 -Image Processing Considerations50 
 
Introduction 
 
    This effort was undertaken to support research thrusts into the exploitation of the Goos-
Hanchen shift which occurs at internal reflection interfaces.  The shadow of a step aperture shifts 
longitudinally at an internal reflection interface.  The shift increases as the angle of incidence 
approaches the critical angle due to the presence of an evanescent wave in the rarer media.  In 
the ideal case, the shift becomes infinite but in all measured real cases the shift magnitude is 
controlled by the divergence of the incoming wave and reaches a maximum at the divergence 
angle.  Attempts to exploit the effect for physical measurement devices have been made using 
Gaussian beam and spot position detection systems.  We seek to mirror the studies of Gaussian 
beams with parallel studies of the G-H effect on divergent planes waves.  By switching from 
mean spot position monitoring to shadow edge detection we create a path for using plane waves 
to perform high precision monitoring.  To make the system work requires advances in sub-pixel 
edge detection combined with statistical sampling regimes.  Ultimately, a resolving power of 
.001 pixels combined with a .001 milliradian divergent source can lead to a measurement system 
capable of detecting changes in refractive index smaller than the order of 10-6 in n.  Resolving 
power is directly proportional to the sub-pixel image processing performance and proportional to 
the 1.5 power of improvements in source collimation of the plane wave.  The methods and 
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techniques have direct transferability to the problems of precise measurement of rigid body 
motion, thermal expansion monitoring, target alignment, and a host of other applications. 
 
    The purpose of this paper is to describe the development of image processing methods 
required to support a high precision differential position locating system.  The positional objects 
are research grade edges of chrome etched on glass.  Such objects are typical in glass slides of 
USAF (United States Air Force) standard resolution targets and Ronchi rulings which can be 
readily obtained through commercial sources.  Encapsulated in the localization process is 
measurement and analysis of edge straightness and roughness which plays a limiting factor in the 
resolving power of the system as a whole. 
 
    Modern image processing methods have greatly expanded the opportunities for engineering 
innovation.  Using filter techniques developed in the 60s and 70s combined with 
straightforward numerical processing techniques it is now possible to measure feature edges with 
resolutions approaching and beyond .001 pixels.  Such resolutions have been attained by 
combining difference of Gaussian Canny32 filters with oversampling and careful tuning of 
parameters.  Additional techniques for increasing sampling density may result in future 
improvements of resolution and sensitivity 
 
    In this regime we encounter resolving limitations which come from the target edges 
themselves.  Edge roughness and quality of targets become critical factors in pushing back the 
edge of the envelope.  Several different edge materials have been tested and differing choices are 
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available for different applications.  Additionally, mount stability and motion direction become 
correlated factors in limiting resolving power. 
 
Method 
    Preliminary experiments designed to support practical application devices have been 
performed using a ccd-imager combined with a video microscope.  Our experiments use an 
Edmund Optick EO-3BW 1/3 CCD imager with an Edmund Optick VZM-1000 2.5x-10x zoom 
video microscope.  Data is captured on a Matrox Meteor II 8-bit digitizer.  These components 
were selected for their moderate cost and performance characteristics.  The target object is 
etched chrome on glass USAF STD resolution target with features as small as 228 lps/mm.  The 
camera is mounted vertically above the slide and a diffusion screen is placed 2 inches below the 
target.  Backlit illumination is from the diffuse surface on the backside of the target. 
 
    First we seek to characterize the edge straightness, roughness, and angular alignment to our 
imaging system.  The ion beam lithography used in making Ronchi gratings has a beam spot of 
.3 microns.  The manufacturer specifies the ruling edges to be within 1 micron of nominal 
position.  We measure the edge positions using a Canny32 type edge detection scheme. 
 
    Many approaches for edge detection have been studied by various authors.  The most common 
methods remains the derivative filters of various types and enhancements.  The theory behind 
these methods goes back to the work of Canny who initially established three criteria for judging 
suitability of edge filters.  The three criteria are: good detection; good localization, and low 
response multiplicity.  In our experimental setup detection is near perfect and multiple responses 
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are virtually nonexistent.  This is a direct result of using clean precision targets and low noise 
imaging systems.  As a result high contrast edges are obtained and the localization criteria for 
performance become our primary interest. 
 
    Demigny34 has shown that the optimum localization occurs when the filter coefficients 
decrease from center towards zero at the filter edges.  Shens34 one dimensional IIR filter which 
we use as a starting point for our studies can be derived from Cannys theory under 
circumstances such as ours where the probability of multiple responses can be reduced to zero, 
i.e, a single edge with sufficient contrast to overpower any noise present in the plateau regions of 
the image.  For imaging of high contrast etched chrome on glass this condition can be easily met 
with sufficient illumination intensity and appropriate control of stray light. 
 
This results in the form of an FIR filter which can be simply described by 
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 The magnitude of f (i) increases with i  (4-1) 
    Subpixel locations are then found by fitting a quadratic polynomial to the highest output points 
in the filtered image and the two surrounding points.  This results in a very straightforward 
calculation of the sub-pixel value.  What then remains is the empirical work of establishing the 
values of a, f (i), and k. 
 
    Preliminary results from the edge profiling revealed the surface roughness of the edge to be 
much larger than the resolution of the edge filter.   This roughness makes it impossible to 
determine the true position of the edge for theoretical purposes.  Hence, the absolute accuracy of 
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any individual measurement cannot be found.  We can however compare the relative 
performance of different filters by comparison of relative noise levels using a second derivative 
approach 
 
    Filter tuning is done by a Laplacian noise comparison.  A 3 point rolling average is compared 
to local values to establish a noise figure.  This is equivalent mathematically to a Laplacian filter 
applied at the point as can be seen form equations (4-2) and (4-3).  The figure is not a meaningful 
measure of sensitivity or accuracy but is valuable for comparison of Laplacian noise levels.  The 
Laplacian noise levels are useful to measure local random variation of individual points in the 
dataset.  This is particularly necessary when the true roughness of the target is larger than the 
resolving power of the sub-pixel algorithms.  Mathematically this function is the second 
difference equation for the dataset. 
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    The second difference equation is also a ceiling value for the measured edge roughness since it 
is directly affected by both the edge roughness and the uncertainty of the edge detection process 
itself. 
 
    The most telling test of a sub-pixel algorithm is how well is can measure uniform motion or in 
the static case how stable individual measurements are for a rigid body.  Factors such as 
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mechanical vibration, thermal variation, and electronic noise all affect a static test.  Electronic 
noise and low frequency mechanical vibration can be integrated out by summing sequential 
frames.  Thermal variations are much slower and standard shop practice is to allow the test 
article to soak in the test room environment for a suitable period of time.  For chrome on glass 
slides 10-15 minutes under constant illumination is usually suitable. 
 
    The accuracy of rigid body tracking is enhanced by summing multiple edge points into a 
common measure of relative edge position.  If this data was uncorrelated we would expect 
accuracy to be improved by the square root of the number of samples.  In practice adjacent pixels 
correlate by lateral vibration of the test article and typical error improvement using spatial 
averaging result is improvement more on the order of the cube root of the number of samples.   
 
    An alternate approach in theory is to misalign the edge of the target very slightly relative to 
the axis of the imager and intersperse the separate lines across the edge into a single super-
resolution cross sample of the average edge profile.  In theory this is straightforward but in 
practice the edge roughness of the target drives a requirement to sort the individual lines into a 
monotonic set of weighted edge locations.  This method will ultimately lead us to a study of edge 
detection enhancement by scale multiplication as outlined by Bao, Zhang, and Wu48. 
 
    Finally, we must evaluate which metric provides the most precise responses based upon the 
specific intended application.  In our deployment activities we will focus on the relative 
longitudinal motion of near parallel line segments.  If no torque of the target is expected we can 
either construct a least squares line fit and measure the offset at the interface or we can measure 
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the difference between the mean positions of the individual line segments.  The mean positions 
method is highly sensitive to target rotation while the line intersection method is highly sensitive 
to lateral shifting of the target.  Which is better is most often determined by physical setup of a 
particular experiment. 
 
Intercept Distance
Mean Distance
Sample Edges
Mean Position
Mean Position
Rotation
 
Figure 4-1 Geometrical line sensing arrangement 
    Figure 4-1 shows the geometrical setup for our line locating algorithms.  Two adjacent line 
segments are sampled and located separately.  The mean position of each segment is calculated 
from the discrete point data as are the slopes and midline intercept positions.   
 
    Intercept distance is sensitive to independent rotation of either segment.  Slopes and intercepts 
are also sensitive to the effects of line roughness under conditions of vertical displacement or 
vibration. 
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    Mean distance is sensitive to rigid body rotation resulting in cosine errors on the measured 
direction.  For these reasons, calculations are made for each component of motion, twist, and 
rigid body rotation. 
 
Results 
    Our initial testing is to establish the resolving power of the video microscope.  Figure 4-2a is a 
USAF STD resolution target at minimum zoom.  All components of the target are seen with 
blurring seen along group 7.  A close up of a section of group 0 element 4 at a line density of 
~1.26 cycles per millimeter is used for testing.  The target has been aligned to a slope of .001 
pixels per pixel or 1 milliradian.   
 
     
 
Figure 4-2  a) USAF STD Res Target b) Close-up of Group 0 Element 4 
 
    Figure 4-2a is a wide angle shot of the USAF STD resolution target taken with a standard 
30mm lens.  Figure 4-2b shows the video microscope performance at a minimum zoom of 2.5x.  
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Figure 4-3 - a) Target Edge Profile  b) Profile in microns 
 
    Figure 4-3 a) and b) shows a typical section of a vertical edge.  The Y-axis of the graph 
represents the horizontal position of the edge detection.  The X-axis represents the vertical 
position of the sample from the top of the image.  We note a slight tilt of the edge relative to 
vertical, roughness on the order of .2 pixels and a step offset in the edge around the 250 pixel 
position.  All of these are typical observations for an etched edge on glass.  Pixel size is known 
from measurement to be approximately 3-microns and .2 pixels are approximately .6 microns. 
 
    We see from figures 4-3a and 4-3b that the segment under evaluation has surface roughness on 
the order of .5 um and a step shift of about .5 um.  Both values are consistent with the 
manufacturers specifications for the slide.  Both graphs clearly demonstrate the image 
processing ability to detect the surface roughness of the target. 
 
    Next we turn our attention to determining an optimum width for the filter kernel.  Wider 
kernels produce better results in general but they do so at the expense of processing cycles.  To 
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optimize throughput we seek to find the minimum width of the kernel which provides near 
optimum error.  Figure 4-4a shows the Laplacian noise performance for three different forms of 
denominator function in equation (4-1): diamonds represent a constant denominator; circles 
represent a linear increase in the denominator from the center of the kernel; and triangles 
represent a quadratic increase in the denominator.  Kernel widths are tested from 3 pixels to 19 
pixels.  Figure 4-4b shows the intensity variations across a typical edge position in a transition 
from bright to dark. 
 
 
0
0.005
0.01
0.015
0.02
0.025
0.03
3 5 7 9 11 13 15 17 19
Kernal Width
RM
S 
e
rr
o
r
2
2S
S^2
 
0
200
400
600
800
1000
1200
1400
1600
15 20 25 30 35
Pixel Location
In
te
n
si
ty
 
 
   Figure 4-4  a) Laplacian error as a function of kernel size     b) - Gaussian edge blur 
 
    In the Gaussian edge blur graph we see the active edge transitions region to be approximately 
9 pixels.  This width corresponds to the point of diminishing returns in the Laplacian error 
function.  Increasing the kernel size beyond the width of the transition zone produces no 
meaningful improvement in filter performance at the expense of an increased processing load.  It 
should be noted that increasing the magnification of the video microscope will increase the blur 
width and necessitate adjustment of kernel width.  This is because the imaging system a 2.5X is 
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operating on the edge of the transition zone into the diffraction limited region of magnification.  
At 2.5x magnification the ccd-sensor has an image field pixel size of nearly 3 microns.  At 10x, 
the limit of optical magnification for our video microscope, the pixel size falls below 1 micron 
and diffraction effects begin to become apparent. 
 
Kernal Filter Denominator
Size 2 2*i i^2
3 0.027147 0.025569 0.024559
5 0.015872 0.015564 0.016319
7 0.012921 0.013778 0.014468
9 0.011777 0.013123 0.013881
11 0.011945 0.012758 0.013717
13 0.011771 0.012772 0.013424
15 0.012082 0.012629 0.013428
17 0.011969 0.012522 0.013334
19 0.011573 0.012771 0.013313
 
 
Table 4-1 Laplacian noise of edge 
 
    Table 4-1 gives the numerical values for figure 4-4a.  Variation with kernel size is dramatic 
below the blur width.  Variation with denominator function is seen to be less significant.  
Curiously, these results suggest that a constant value in the denominator produces a slightly 
better result than an increasing value function as has been previously claimed.  This may be a 
special case for a target with well controlled noise.  Minimum Laplacian noise levels are seen to 
be near .012 pixels for the constant denominator kernel with widths of 9 and larger. 
 
    To estimate the resolution of an individual edge measurement we must evaluate the noise floor 
of the experimental setup.  We do this by taking multiple measurements along a vertical edge 
and repeating the process at multiple times.  Figure 4-5 show a surface plot of 40 points 
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measured at 40 consecutive time positions.  The resulting rough surface is representative of the 
process variation which limits the repeatability of the measurement method.  The RMS 
roughness for the sample shown in figure 7 is .014 pixels.  The plot in figure 4-5 has been 
adjusted for rigid body drift over the duration of the experiment.  Horizontal features which are 
barely discernable in figure 4-5 are electronic noise in the imager and digitizer which affect all 
measurements from their respective time samples. 
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Figure 4-5  Variation of multiple sample lines over time 
 
    Once the Canny filter is tuned and optimum Subpixel detection is obtained we turn our 
attention to measuring rigid body motion.  Two methods are tested: the mean segment position 
method; and the segment intercept method.  The vertical axis is split into an upper and a lower 
section of equal sizes.  In the mean method, the mean position of each segment is measured as 
the average edge position.  In the intercept method, a linear regression is calculated for a line fit 
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of each segment, and then the difference between the intersections of the line segments with the 
centerline is calculated.  Additionally, calculations of slope for the two segments are made.  
Figures 4-6a and 4-6b show the variation of measured values over a 4 minute exposure.  Figure 
4-6a shows the stability of both methods over the test interval.  Figure 4-6b shows the mean 
method data converted to nanometers.  RMS values are given in both cases.   
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Figure 4-6  a) Differential measurement stability  pixels       b)  Equivalent nanometers 
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Figure 4-7  Effects of  on error 
    Given a constant denominator in the Canny type filter we seek to find optimum values for as 
in equation 4-1.  Empirically we can optimize as by the Laplacian error method described above.  
Figure 4-7 at right shows the Laplacian error in pixels for a typical image.   is varied from 0 to 
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2.0 in steps of .2 and the Laplacian error is calculated for each.  We see that the operating error 
decreases monotonically as  is decreased to zero.  This yields a degenerate form for the Canny 
filter which optimizes the sensitivity for our setup. 
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Discussions 
    The problem of edge localizations can be greatly simplified when the ability to control 
contrast and lighting is available.  Under reasonably optimum conditions the best filter 
performance is seen to result from the simplest of filter structure.  When samplings of individual 
pixels are combined, a resulting enhancement in object localization can be obtained.   
 
    It should be noted that the results given in this paper were obtained in an optics laboratory on 
the 7th floor of a long slender 9 floor building.  The major sources of uncontrollable errors 
typically came from building vibrations caused by elevator, personnel, wind loading, and 
physical plant.  Most of these vibrations were observed to be in the range between 1 and .1 Hz.  
At these frequencies it was necessary to integrate multiple images to reduce the vibration noise.  
Experimentally, the noise levels were reduced by integration on the order of the square root of 
the number of samples.  The best results published in this work were obtained with 64 image 
samples.  Integration beyond this level was not attempted. 
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    Gross long term building tilt was observed during several overnight exposures.  Figures 4-8 
and 4-9 give two different representations of long duration building effects.  In figure 4-8 we see 
the effects of building tilt on the measuring apparatus.  The video microscope was rigidly held by 
two clamps located about 4 inches apart.  The long duration motion of the test article located 6 
inches below the clamps is observed. A 1.5 pixel shift of the apparent target corresponds to a 5 
micron drift in location equivalent to an effective tilt of the apparatus of approximately 100 
nanoradians.  The peak displacement also occurred near lunar noon suggesting that this tilt is 
related to tidal forces. 
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Figure 4-8  Long term lateral drift caused by building motion over 10-hour exposure 
 
    Figure 4-9 shows the short duration measurement excursions.  The graph presents a long term 
picture of variation of the range of observations over discreet 30 second periods of time.  
Variations from 6:00 hours till 9:00 hours are predominantly due to motion of people in the 
building.  These decreased noticeably after 9:00 hours when the building was vacated.  An 
interesting spike occurs near midnight and is attributed to an unknown function of the buildings 
engineering plant. 
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Figure 4-9  Relative building vibrations by position excursion magnitudes over 30 
second moving window 
 
Conclusions 
    In conclusion, we find that a well designed subpixel detection system can be extended to a 
desired degree of accuracy by oversampling alone.  This method is limited by the availability of 
image real estate and the size requirements for individual subpixel measurements.  The 
individual subpixel sampling regions are optimized when the filter kernel is nearly the same 
width as the Gaussian blur region of the imaged edge.  This sets a practical limit on the number 
of edges which can be located in a single image.  When these factors are optimized, experimental 
results have shown that nanometer target localization can be attained. 
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    The Laplacian noise metric is seen to be a viable quantitative method for filter optimization 
when imaging methods exceed the edge irregularity of the chosen target.  Under video 
magnification, the best commercial etched chrome on glass targets possess edge irregularities 
larger than the resolving power of a .01 pixels Canny filter.  Under these circumstances, the 
Laplacian noise metric becomes a powerful tool for comparison of edge detection filters by 
effectively ignoring the local irregularities of the target. 
 
    Because adjacent edge measurements consist of partially correlated errors, the improvement in 
accuracy of mean values is only improved by a factor of the cube root of the number of samples.  
The use of multiple lines produces an uncorrelated error distribution which improves with the 
square root of the number of lines placed on the rigid target.  When properly combined we have 
demonstrated the ability to localize rigid target to nanometer scale accuracy. 
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5  Experimental Results and Model Verification 
 
 
Introduction 
    In chapter 2 we developed a mathematical model describing the effects of divergence on the 
Goos-Hanchen (GH) shift for plane waves.  We refined Artmans3 classical description of GH 
shifts by introducing a mathematical representation of the effect of natural source divergence of 
plane waves caused by nonideal sources.  In this chapter we present experimental results which 
confirm the proposed model using bench top apparatus. 
 
    Experimental results show the symmetrical response curves for the edge shift function 
described in chapter 2 (equation 2-15).  Imaging interpretation is guided by the convolution 
expressions presented in chapter 3 and precision is obtained using the image processing methods 
presented in chapter 4.  The combined synthesis of methods results in processed data which 
validates the predicted mathematical and numerical models for edge shift, divergence 
dependence, and spatial dispersion.  A statistical error analysis shows the improvement in 
precision of the mean position method versus the slope intercept method for analyzing the 
images of Ronchi grating internally reflected off coated and uncoated surfaces of a fused silica 
prism. 
 
    In this chapter we also present a detailed analysis of the types of errors encountered in the 
experimental process and the methods used to correct and or compensate for each source of 
errors.  In light of error sources we discuss practical consideration for several methods of 
physical setup of the experimental apparatus.  The relative merits, limitations, and benefits of 
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each setup is considered in the determination process for optimizing the precision, accuracy, and 
sensitivity of the ultimate experiment 
 
Experimental setup 
    The optical setup of this effort, as shown in figure 5-1 and figure 3-6, consists of three major 
parts, the light source and collimator, the grating and rotatable prism, and the imager with video 
microscope lens.  An additional image acquisition and image processing system completes the 
total setup providing the platform for acquiring the video stream and measuring the observed 
shifts through custom written image processing routines 
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Figure 5-1 Experimental setup. 
    For our testing the video microscope and imager are fixed components.  The camera/lens 
combination is mounted on a video microscope platform and the only control is the focusing 
knob.  The ccd-imager is an Edmund Optics E03BW monochrome 1/3 inch CCD imager with a 
50dB SNR.  The lens is Edmund Optics V-300ZM video microscope with a fixed focal distance 
operated at a 3X zoom setting.  This provides a working pixel size of nearly 3 microns in the 
image plane. 
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    The light source and collimator part of the optical setup has been tested for three different 
collimator configurations.  The light source is a Kratos LH15071 with a 200W Xenon lamp 
installed.  To provide monochromatic operation the light is filtered through a .650 nanometer 
interference filter with a bandwidth of 11 nanometers.  This provides a deep red light which 
operates in the region of maximum sensitivity of the ccd-imager and provides adequate 
wavelength to obtain measurable shifts.  The lamp normally is mounted with an aspheric 
collector lens and focusing assembly which is removable.  Different lamp configuration both 
with and without the collector lens were tested to identify the best lamp setup to maximize 
intensity and collimation at the reflecting surface of the prism. 
 
    The collimator section of the optical setup was the most challenging to optimize.  In theory the 
best collimation should be obtained by focusing the beam through a pinhole (see figure 5-2) and 
collecting the spatially filtered light at an appropriate focal distance beyond the pinhole.   
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Figure 5-2 Collimation enhancement by introduction of pinhole spatial filter.   
    The introduction of a pinhole at the focus point of the relay lens allows a working reduction in 
the diameter of the apparent source.  In practice this produced excessive diffraction effects that 
interfered with the Subpixel processing routines by radically varying the brightness and contrast 
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along the imaged lines of the Ronchi ruling.  Alternately, the collector lens was removed from 
the setup in figure 5-2.  A long focusing lens was then used and the pinhole to target distance 
was increased to limit the angular spread at the grating.  This method allowed for line averaging 
of shifts with a slight loss in measured shift near the critical angle. 
Collector
Lens
d
f
Collimation = d/l
Angle of incidence constant
 
Figure 5-3 Collimation by collector lens.  The degree of collimation is determined by the size of 
the lamp arc and the focal distance of the collector lens. 
 
    An alternate approach was to remove the collector lens from the front of the lamp housing and 
either collimate through an external collector lens (see figure 5-3) or merely use the uncollimated 
light at a sufficient distance to produce an effective collimation ratio of arc size to working 
distance (see figure 5-4).  The former approach tends to produce more luminance at the image 
plane.  Another difference between these two methods is that a collected collimation produces 
uniform shift over the entire image area whereas an uncollected point source distributes the 
angles of incidence uniformly over the image area.   
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Figure 5-4 Collimation of arc lamp used as point source.  The collimation is determined by the 
size of the lamp arc and the distance to the image plane 
 
    The collected method requires scanning the prism through a range of angles to obtain a range 
of delta angles but provides multiple samples which significantly reduce the variance of the 
sample mean.  The uncollected source methods requires careful alignment of the prism to the 
critical angle but provides a broad spectrum of angular alignment methods to be obtained from a 
single image reducing the errors that arise from inaccuracies in the discrete positioning of the 
goniometer.  
 
    The other section of the optical setup is the grating and prism section.  The prism is placed 
between the imaging system and the Ronchi grating.  Because the lens is a fixed focus and 
nontelecentric, focusing on the grating causes the line between the coated and uncoated surfaces 
of the prism to be blurred.  The severity of this blur is a function of the distance from the grating 
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surface to the reflecting surface of the prism.  Minimizing this distance optimizes the operational 
range available in the image for processing but physical limitation dictate certain restrictions.   
 
    The prism is mounted above the goniometer at a distance where the axis of rotation coincides 
with the reflecting surface of the prism.  Additionally, to avoid focal plane shifts under rotation, 
the centerline of the imaging axis must cross as close as possible to the axis of rotation.  
Otherwise, the focal plane will shift significantly requiring continuous refocusing of the system.  
Focal control was found to be crucial to obtaining precise results.  This geometrical requirement 
sets a minimum distance from the reflecting surface to the grating surface equal to greater than 
half the square dimension of the prism.  In our setup the interference with the physical mount of 
the prism further increased this distance.  Despite these problems, we were able to reduce the 
blur to manageable levels.  Future setups can benefit from better mounting designs and the use of 
smaller prisms.  
 
    In addition to the physical setup, there is an image acquisition and image processing system 
which is crucial to effective measurement and analysis of the results produced by the optical 
instruments.  Image acquisition is accomplished by use of a Matrox Meteor II video digitizer.  
The digitizer reads the analog video stream, in RS170 format, and converts the data to 8 bit 
digital image data.  High level control of the digitizer is performed by the Active MIL-Lite 
software commands programmed into the custom designed operating software.  The MIL-Lite 
functions control initialization of the digitizer system, image capture control on the video stream, 
and basic extraction of individual pixel information. 
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    The total system is completed with a custom developed image processing software package 
written in Visual Basic.  The Visual Basic platform contains a vast array of linkable object 
modules and is ideally for rapid prototyping.  It also provides a simple and quick capability for 
implementing visual control functions and allows direct access for image display, interactive 
mouse control, control buttons, file handling, as well as a myriad of other useful tools. 
 
Noise analysis, correction, and/or compensation 
 
    Now that the experimental setup has been described and before we discuss experimental 
procedures, it is instructive to first describe the various sources of systematic and random errors 
in the apparatus.  Noise arises from many sources which are classified as either random or 
systematic.  Random sources include dirt on the optics, vibrations of the apparatus, electronic 
noise in the imager and digitizer, and irregularities in the optical components.  Systematic 
sources include optical diffraction, focal control of the imaging system, and alignment of the 
optics. 
 
 Random error sources 
    Cleanliness of optical components is absolutely necessary when working with optical imaging 
systems and image processing systems.  In our case, simple cleaning of all optical surfaces with 
mild cleaning agents such as water and isopropyl alcohol was insufficient to adequately reduce 
surface contamination.  The imaging system was used with an object plane pixels size of 3 
microns and any residue was visible in the image.  The image processing system was designed to 
resolve single edge positions to .015 pixels or 45 nanometers.  Hence careful cleaning with 
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acetone was required.  Large dust particles which tended to settle on the surfaces was removed 
with sprays of compressed air.  An example of the effectiveness of these methods can be seen by 
comparing figure 5-5 and 5-6 which are examples of alcohol cleaning and acetone cleaning. 
 
 
Figure 5-5 Alcohol cleaned grating 
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Figure 5-6 Acetone cleaned grating 
 
    Vibrations effects were previously studied during the image processing development work 
presented in chapter 4.  For the final operating software an image integration capability was 
implemented to provide the user with the ability to integrate multiple successive images up to a 
maximum of 64.  In normal operation, 16 image integration was used as default.  This had the 
additional effect of reducing the electronic random noise arising from the imager chip and the 
digitization process.  
Fixed errors 
    Irregularities in the optical components are a fixed property of the components.  They are 
determined by specifications at time of purchase and hence a measure of control is possible.  For 
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the prisms, a specification of l/10 for flatness and 10/5 scratch dig was used.  The prism coating 
was performed by a third party vendor using vacuum tape for masking of the uncoated prism 
surface area.  The limit of edge roughness was thus determined by the quality of the masking 
tape.  The Ronchi grating were off the shelf gratings produced by UV photo etching and 
specified to be straight and spaced to 1 micron.  In practice the edge roughness is determined by 
the quality of the UV mask and the consistency of the photo etching process. 
 
     Systematic error sources 
    Diffraction was a significant source of noise early in our measurement cycle.  The use of 
pinhole apertures created severe diffraction effects which eventually forced us to abandon the 
spatial filter method altogether.  Diffraction caused by the rulings on the Ronchi gratings could 
not be eliminated but was reduced by careful control of focus and by maintaining adequate 
illumination intensities.  Figure 5-6 above shows a well controlled diffraction condition.  The 
faint dark vertical stripes are diffraction from the ruling lines.  If they are faint enough the 
Subpixel image routines essentially ignore them and they have minimal impact. Surprisingly, 
they have a beneficial role in helping the operator identify optimum focusing.  As focus shifts, 
the lines appear to move towards or away from the edge.  When the first diffraction minimum is 
equal in size to the diffraction line spacing, focus is optimized.  An example of problematic 
diffraction is seen in figure 5-7 which was obtained using pinhole collimation. 
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Figure 5-7 Diffraction effect from pinhole filtering 
    Here we see distinct refraction lines in both the vertical and horizontal direction.  The 
horizontal diffraction indications arise from the reflective coating edge on the prism and provide 
sufficient contrast noise to severely reduce the precision of the Subpixel software routines.  A 
close inspection of figure 5-6 reveals the existence of the horizontal diffraction lines at a 
significantly better compensated level. 
 
    The resolution of the edge detection software is sufficient to reveal the figure of the individual 
edges.  The edge figure reveals components of both random and systematic error and permits the 
implementation of systematic error compensation.  Best results are obtained when the edges are 
aligned as close to vertical as possible.  The random effects of edge irregularities are avoided 
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when mean line segment is measured as opposed to slope intercept measurements (see chapter 
4).  In the former case local variations which are randomly positioned on a typical sample line 
are merely averaged out whereas in the latter case the location of the irregularity adversely 
affects the slope calculation and is dependant on the location as well as the magnitude.  
 
    Figure 5-8 is a graph of one measured edge.  The edge shown here contains a segment of 
coated surface separated from a segment of uncoated surface separated by the blur zone resulting 
from the focal blur at the prism surface  It can be seen that the edge locations transitions 
smoothly from coated to uncoated sides indicating that the blur is uniformly distributed and 
diffraction effects are minimal.  In cases where diffraction effects were noticeable the blur 
transition edge profile took on an S shape curve, first rising then falling and rising again at the 
other side.  A minor diffraction effect is seen in figure 5-8 between the horizontal positions of 
150 and 200 pixels.   
 
    This problem is compensated for by excluding the blur and diffraction zones from the 
statistical regions of interest along the line profile.  This is accomplished at run time by operator 
identification of the transition zone in the live image.   
 
    Scrutiny of figure 5-8 reveals features which can be attributed to physical edge roughness as 
well as to precision of the Subpixel routine.  In general, more localized the variations are closer 
they are related to the Subpixel precision.  Broader the shape of the variations from straightness, 
more they are related to the true shape of the grating edge.  For this reason we use the Laplacian 
discriminator described in chapter 4 to determine the precision of the edge locating process and 
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we use RMS deviation from a line fit to determine the edge roughness of the grating.  Skew of 
the line then becomes an estimator of line straightness. 
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Figure 5-8 Edge profile of a typical sample line 
    The final source of systematic error is focal control of the imaging system.  In normal edge 
detection algorithm a small measure of defocus is generally desirable.  In GH studies the 
dispersive property of the shift can be disrupted by defocus.  Best results are obtained when the 
coated edge reflection is kept in sharp focus.  This technique separates the Gaussian blur effects 
from the GH dispersion effect allowing for more accurate and precise shift measurements. 
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Experimental procedures 
 General method 
    The general technique of obtaining a shift reading involves measuring the relative location of 
edge positions along regions which are reflected by the coated surface and regions which are 
reflected by the uncoated surfaces.  Precise edge locations are determined by the Subpixel 
algorithms in the processing software.  Coated and uncoated regions are manually identified by 
the operator during the software setup process which identifies the overall region of interest in 
the image and the diffraction blur exclusion zone. 
 
    Line profiles are digitally obtained by software tracing of edge positions along the identified 
edge.  If multiple grating lines are contained within the region of interest, then multiple tracings 
are performed and the results are stored in array fashion.  Once the tracing is completed, 
segmentation is performed to separate line segments from lines.  Statistical analysis is performed 
on the line segments to obtain mean line position and linear regression line analysis.  From the 
linear regression information, projection of upper and lower segments can be made to the 
midline position in the exclusion zone.   
 
    The projection shift measurement is then the positional difference between the projections of 
the upper and lower line segments to the midline location.  For the mean position measurement, 
the uncorrected shift is the difference between the mean centers of the upper and lower line 
segments.  Projection shift measurements are sensitive to the straightness and uniformity of the 
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line segments.  Mean position measurements must be compensated for tilt of the lines to the 
vertical direction of the image 
 
    Once the individual line shifts are measured they are stored to disk as shift measurements for 
each individual line within the ROI.  Additionally, a statistical mean of all lines with the ROI is 
calculated and stored to disk.  Storage is done to a file written in Excel readable comma 
separated variable (CSV) format.  If desired, the individual line profiles can also be stored to a 
CSV format for further dissection.  This is the source of the data graphed in figure 5-8. 
 
 Scanning for variations in incidence angle 
 
    Two different methods are used for varying incidence angle depending on the type of 
collimation used.  The simplest is the uncollimated point source method shown in figure 5-4.  In 
this case the individual sample lines have differing angles of incidence related to the physical 
separation of the lines on the grating and the distance to the source.  As a result they produce 
observable shift differences from line to line which are modulated by the angle of this prism.  By 
adjusting the prism tilt until the maximum shift occurs, a centered shift curve can be obtained.  
The advantage of this method is the ability to obtain a shift versus incidence angle relationship 
from a single snapshot.  The disadvantage of this method lies in the inability to filter out noise 
from individual lines on the Ronchi grating.  An alternate approach, as previously discussed, was 
to place the Ronchi grating at a sufficient distance from the source focal position to minimize the 
angular spread at the grating plane.  This allowed for line averaging with minimal loss of 
accuracy except when the critical angle fell within the imaging area. 
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    The second scanning method deals with sources where the collimated light is collected in 
parallel rays.  In this case the incidence angle is completely controlled by the angle of the prism.  
All lines in each snapshot are indicative of the same angle of incidence.  Angle of incidence is 
then controlled by rotation of the prism between snapshots and careful recording of the 
goniometer position is required.  Uniform stepping of the goniometer between snapshots aids in 
providing uniform increments on angle of incidence.  Goniometer step size is calibrated by 
making angular readings on the micrometer at known angular settings of the goniometer. 
 
    As the prism is rotated the blurred image of the coating edge will shift laterally.  If the coating 
edge is not square with the grating lines this may cause a working shift in the required exclusion 
zone.  When this shift occurs, the operator must recognize the effect and recalibrate the exclusion 
zone manually.  The software provides the mechanisms for performing this task between 
snapshots.   
 
 Special considerations 
 
    Since the edge shift models predicts symmetry about critical angle, it is best to insure that the 
scanning range of incidence angles is relatively symmetrical about the critical angle.  This 
requires an initial scanning cycle to locate the critical angle on the goniometer.  If no changes are 
made to the collimator setup, the critical angle setting on the goniometer will remain constant 
and can be used repeatedly.  If changes are made to the optical setup, the centerline must be 
reestablished. 
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    Focal quality plays a large role in controlling the precision and accuracy of the experiment.  
Rotation of the prism alters the path length between the camera and the grating under the best of 
conditions.  Tilt of the grating to the optical axis of the imaging system creates nonuniform focus 
across an individual image. Careful design and alignment are required to minimize these effects.  
Refocusing between angular settings is virtually essential for angular ranges in excess of a 
fraction of a degree. 
 
    In our experiments the camera and lens are mounted with a fixed axis which cannot be 
adjusted when the prism is rotated.  Hence the illumination axis is not in alignment with the 
viewing axis.  This sets a working limit on the amount of angular variation of the prisms that the 
camera will tolerate to main adequate brightness.  This also set requirements on the alignment of 
the camera to the critical angle.  In practice, a fused silica prism was selected to provide a critical 
angle close to 45 degrees so the imager could be pointed with a 90 degree square mechanical 
setup.  Results have shown, this allows us more operating range below critical angle than above 
critical angle. 
 
    A second method of confirming the theoretical predictions of the models is in demonstrating 
the dispersive nature of the GH shift for divergent beams.  Of all the tests this is the most 
difficult because the dispersion effect is very similar to the Gaussian blur of the imaging system.  
Since we are looking for a blur difference between the coated and uncoated reflections, we must 
bring the coated reflection into near perfect focus to observe the dispersion of the uncoated 
reflection.    We must also avoid interference with the diffractions lines while taking these 
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measurements.  In the results section we will present two successful measurements and discuss 
the difference between them. 
 
Experimental Results 
    Experimental results are the foundation of confirming theoretical predictions.  The validity of 
a model frequently is based upon consistent and repeatable laboratory demonstration of model 
predictions.  In our effort this is accomplished by two independent demonstrations. 
 
    The first demonstration and perhaps the most difficult is observation of the dispersive nature 
of the divergence model.  The line spread function given in chapter 2 predicts that a dispersive 
wave with a known angular distribution of components will experience dispersive shifts in 
proportion to the distribution of energy across the angular spectrum.  This is described by an 
impulse response curve.  In chapter 3 we saw that the observable quantity seen by an imaging 
system becomes the convolution of the impulse response with the step or slit aperture.   
 
     The second demonstration is the prediction of the minimum shift, or edge shift function.  The 
minimum shift occurs for those components of the incident wave which have the greatest 
deviation from critical angle thereby establishing a leading edge to the impulse response.  The 
edge detection algorithms used in this work detect the position of maximum slope along the 
transition from light to dark.  Edge slope maximum has been shown to occur at the point where 
the impulse response reaches maximum value.  The relation between edge shift and peak shift 
has also been shown to be reasonably constant within a few divergence angles of critical angle. 
 
   88 
 
 
 Dispersion observations 
     All normal imaging systems produce a natural edge blur with a Gaussian distributed intensity 
profile.  The degree of blur is described in optics by the modulation transfer function of the 
imaging system or MTF.  The higher the MTF the less apparent the blur becomes.  The MTF is a 
then a measure of the best edge focusing capability of a particular lensing system.   
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Figure 5-9 Edge shift dispersion.  Triangle symbols are unshifted profiles, diamond symbols are 
shifted and dispersed profiles, and dashed line is the model prediction for shifted dispersion. 
 
    Figure 5-9 shows a simultaneous intensity recording of two sample lines oriented across the 
edge under study.  The nearly rectangular intensity profile shown by the triangle markers is from 
a coated section of the prisms reflective surface and shows the minimum edge blur obtainable 
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with our lens.  More than 90% of the intensity transition occurs within one pixel of the edge 
location for both the leading and trailing edges. The smoothed intensity profile identified by the 
diamond markers shows the reflection profile from a section of the uncoated area of the prism.  
Visual inspection shows that the theoretical dispersion prediction of the model correlate very 
well to measured shift/dispersion profile.   The difference between the shifted and unshifted 
profiles is indicative of the dispersion encountered by the internal reflection at the uncoated 
surface.  The pixel position is in reverse order to account for the inverting nature of the lens 
system.  The waviness of the profiles at high intensity is caused by the diffraction induced at the 
grating line edges. Although the dispersion is clearly visible on the leading edge, the presence of 
a diffraction peak near the trailing edge obscures the dispersion signature expected at the trailing 
edge. 
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Figure 5-10 Dispersion at slight defocus. 
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    Figure 5-10 shows the degradation of the dispersion signature when the image is slightly 
defocused.  The triangle marked line shows a rise distance of two pixels and the shift in the 
diffraction lines partially obscures the dispersion intensity profile.  Note that the coated edge 
reflection has a more dispersed rise profile and that the uncoated edge reflection is clipped by a 
local diffraction minimum. 
 
Edge shift measurement results 
    Three different methods for measuring edge shift as a function of incidence angle were 
investigated.  The first method involved using an uncollimated point source and allowing the 
natural divergence of the point source and the distance to the target to control the divergence (see 
figure 5-4).  The results were highly sensitive to grating line irregularities and large errors were 
seen.   
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Figure 5-11 Point source edge shifts with fixed variation of angular deviation.  Solid line with no 
markers is the model prediction.  Diamond symbols are the measured data. 
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    In figure 5-11 we see the results.  A divergence of .0006 radians was observed by a standard 
error of approximately .3 microns was measured.  The large error is attributed to the single 
sample nature of the data and the inability to remove individual line irregularities as previously 
discussed. 
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Figure 5-12 Modification of pinhole collimation method without collector lens 
    The second method of measuring shift as a function of incidence angle involve non-parallel 
rays such as shown in figure 5-12.  In the absence of the pinhole the divergence is determined by 
the arc diameter divided by the distance to the focusing lens.  When the pinhole is present the 
collimation is reduced to the pinhole diameter divided by the focal length. The setup produces 
variations in angles of incidence across the grating and additional variations in angle of incidence 
are imposed by rotating the prism.  By maintaining an adequate distance from the beam focal 
point to the grating angular spread can be controlled allowing multiple samples for each angle of 
incidence and significantly reduces the variance of the sample means at the expense of a loss in 
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divergence angle.  Once again diffraction effects and low light levels necessitated removal of the 
pinhole. 
 
    The results shown in figure 5-13 were obtained using the setup of figure 5-12 with the pinhole 
removed.  The number of sample lines per snapshot was 17 which theoretically reduce the 
standard error by a factor of 4.1.  The corresponding loss in sensitivity was approximately a 
factor of 2.3 giving an overall experimental performance gain of nearly 2:1.  The deviation from 
model predictions near the critical angle is the residual error caused by the angular spread of the 
non-parallel rays.   
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Figure 5-13 - Edge Shift versus alignment angle for uncollected light.  Theoretical shift is shown 
by solid lines.  Two sets of measured data are shown by markers only. 
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    A visual inspection of figure 5-11 and 5-13 would accurately suggest that an error reduction of 
better than 2:1 was obtained.  This is in fact the case because figure 5-12 includes additional 
gains obtained by differences between the slope-intercept and mean position methods of 
measuring the edge shifts.  
 
    The measured standard error of the slope intercept for the experiment of figure 5-13 was 171 
nanometers.  The standard error of the data shown in figure 5-13 was 80 nanometers for the 
complete dataset and could be reduced to 31 nanometers by removal of the 4 apparent outlier 
points compared to a standard error in figure 5-11 of 331 nanometers. For proper disclosure we 
present the full dataset in figure 5-13.   
 
    The third set of measurements was made with the setup of figure 5-3 and is shown in figure 5-
14.  Distance from lens to source is one half the focal length of the lens.  This configuration was 
tested at multiple focal lengths and the divergence results were correlated to produce a working 
estimate of the lamps arc height. 
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Figure 5-14 - Multiple divergence tests showing array exclusion zones 
    It was found that this configuration produced very good correlation to model predictions in 
regions away from the critical angle.  Values of shift near critical angle were lower than model 
predictions and the width of the exclusion zone increased with shorter focal lengths, i.e., higher 
divergences. 
 
    Figure 5-15 shows the same tests with the data from the exclusion zone included.  The shift 
data dips from the inverse square model near the critical angle.  One area for further study is to 
explore and quantify further the cause of this behavior.   
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Shift vs. Alignment for Various Divergences
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Figure 5-15  Multiple divergence tests with exclusion zone measurements 
    The precise cause of the central drop-off needs further investigation.  It may be a result of the 
nonuniformity of the arc itself since our model is based on a uniform intensity profile.  It may 
also be caused by crosstalk between adjacent slits which becomes more severe as critical angle is 
approached.  The range of the exclusion zone does appear to correlate with the divergence angle, 
i.e., as the divergence is reduced the width of the drop-off zone decreases.  In contrast the 
magnitude of the drop-off increases with decreasing divergence.  Further study will be required 
to explain the nature of this drop-off. 
 
    The divergence results from the data in figures 5-14 and 5-15 can be verified for consistency.  
Since each test used the same source and the focal lengths are known, a linear regression is 
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performed between measured divergence and the reciprocal of the focal length.  The resulting 
slope then becomes the arc length of the source.  The results are shown in figure 5-16. 
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Figure 5-16 Arc length regression method 
    In this case with five different focal lengths the arc-size is found to be .7mm.  Errors are most 
pronounced at shorter focal lengths with larger divergences. 
 
 
Calculations and Error Analysis 
    The basic scanning method provides statistical information about the observed shifts of 
individual lines of data.  These lines are combined by simple averaging to produce shift data for 
each image snapshot.  In the slope intercept method, the individual segments are reduced by 
standard linear regression method, 
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where N is the number of sample points, x is the vertical pixel position on the line segment, and 
y is the measured subpixel position at the vertical position.  The centerline position is then found 
by projecting the line to the center point.  The shift becomes the difference between the upper 
projection and the lower projection, 
lowerupper
cc
yyShift
bmxy


.         (5-2) 
 
    In the mean position method, the line segment center point is merely the statistical average of 
the subpixel measurements along the segment, 
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tiltyyShift lowerupper  . 
    In the mean position method we then have a relative shift difference which must be corrected 
for the mean tilt of the grating line to vertical.  For individual snapshots the tilt is constant for all 
lines on the average.  For multiple snapshots, the tilt may vary if the apparatus centerline 
changes, which may occur if the optical setup is bumped.  The segment slopes from (5-1) and (5-
2) are displayed after each snapshot analysis to provide the operator with an indicator of whether 
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the tilt of the apparatus has changed.  In practice, the segment slopes are monitored and the tilt is 
uniformly corrected for all snapshots during extraction of the divergence angle. 
 
    The scanning measurement method when used with centerline method produces a set of data 
consisting of step positions on the goniometer and relative shifts between upper and lower 
segment mean positions.  The unknowns in this data are the divergence of the source, the tilt of 
the grating lines, and the absolute position of the critical angle.  Given a set of multiple readings 
it is possible to find all three unknown parameters using a least squares error method.  The 
measured shift can be expressed as a function of the variables, 
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where the d values are the measured shift and the tilt correction to the measured shift.  The 
cotangent of the incidence angle is nearly 1 for the fused silica prisms.  d  is the divergence 
angle,  c  is the correction to the true critical angle and m  is the incremental tilt angle of the 
goniometer step size with n being the number of steps from the start position of the goniometer.  
The measured value is then compared to the theoretical shift values given by (5-5), 
  cdi
theod




cot
1
.        (5-5) 
    Solution for the three unknown parameters was performed using the Excel Solver function 
which implements the generalized reduction gradient nonlinear optimization code (GDR2).  
This method when applied to highly nonlinear functions requires a reasonably close 
approximation for a starting point and a scaled implementation of the unknown variables for 
good performance.  Approximate starting parameters are obtained graphically by overlaying an 
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estimated model of divergence with the measured data.  Centerline approximation is done first to 
align the shift graphs peaks positions.  Then tilt offset is estimated visually.   
     Once close visual registration is attained the difference between measured and theoretical 
values are calculated for each sample point in the dataset and the error estimator is calculated 
using the least squares method given in (5-6).  Solver is applied by attempting to minimize sigma 
by varying the three unknown parameters where sigma is given by (5-6), 
 
n
dd
n
theomeas 
 1
2
 .        (5-6) 
 
    In some cases for large divergences the method will tend to diverge and manual convergence 
of the divergence angle is required.  When this occurs the operator continually re-estimates 
divergence angle and converges individually on the tilt and critical angle only until a minimum 
sigma is obtained. 
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Conclusions: 
1. The divergence model for GH shift is experimentally confirmed. 
2. Shift dependence on inverse square root of sum of divergence and alignment angle is 
experimentally observed and confirmed (see figures 5-13, 5-14, and 5-15). 
3. Dispersion prediction of divergence model impulse response function is 
experimentally observed (see figure 5-10). 
4. Mean edge position method of shift measurement is significantly more precise than 
the slope-intercept method in the data analysis. 
5. Major sources of both systematic and random noise are identified and compensated or 
corrected. 
6. Error analysis results are consistent with statistical theory. 
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6 - Summary and General Conclusions 
 
The Goos-Hanchen effect has classically been limited by the ability of researchers to make 
measurements of sufficient accuracy to separate differing mathematical views of the phenomena.  
Likewise, the practical deployment of the physical effect has met with only limited success and 
is not in general competitive with alternate methods of better accuracy. 
 
The main reason for this deficiency lies in the very small nature of the shift effect and the 
limitations of measuring devices to accurately resolve the dimensions involved.  At operating 
wavelengths in the visible, the shift of a .001 radian divergence source is on the order of 5-6 
microns.  Prior practice was to produce multiple reflection shifts and manually measured the 
aggregate shift.  In this work we have demonstrated the value of modern image processing in 
permitting more accurate measurements of the small dimensions involved in a single reflection 
shift and have attained shift resolutions on the order of 50-100 nanometers.  
 
In this work we have studied the major controlling factors in amplification of the Goos-Hanchen 
shift, i.e. source divergence and ratio of refractive indices, and we conclude that modern 
apparatus under suitable control can significantly improve on the performance of prior 
experimenters.  By identifying the dominant parameter of source collimation quality, we have 
shown mathematically that significant enhancement in attainable shifts can be achieved by 
proper source control.  This level of control is now appropriate thanks in large measure to the 
advent of enhanced electronic ccd-imaging system sensitivities.  Exploitation of this effect can 
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also be significantly enhanced by modern image processing methods and high density sampling 
methods. 
 
    Efficient experimental deployment involves a combination of these three areas of 
enhancement: source and grating control, digital imaging, and image processing.  A well 
controlled source which previously might have lacked sufficient intensity for useable 
photographic processes is well suited for sensitive ccd-camera detection.  Aperture shadow edge 
measurement which was previously limited by manual measurement methods can be greatly 
enhanced by high accuracy image processing methods and oversampling.  Combining the 
technologies greatly enhances the sensitivities of modern experimental measurements.  The 
ultimate limit of detectability then has two product terms: the sensitivity of shift to changes in 
optical properties and the resolvability of the image processing system, either of which possesses 
the potential for further improvement. 
 
    In this dissertation we have shown a mathematically closed form solution for the shift 
dispersion seen by collimated plane waves at internal reflection.  We have shown the conditions 
under which these equations reduce to simple expression.  We have reintroduced the concept of 
divergence, or angular spectrum distribution, and presented a simplified new model for 
explaining the spatial shift phenomena.   
 
    By introducing appropriately designed aperture methods we have found simple monotonic 
solutions for the shift effect observed by the shadow of the apertures.  We have graphically 
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presented convolutions of the aperture effects and determined the theoretical intensity profiles 
which will be seen by an imaging system under direct observation. 
 
    Finally, we have shown that established edge detection methods using modern image 
processing can be optimized for our targets and extended by high density sampling and 
averaging methods to produce very high resolution results.  The effect of combining these 
demonstrated methods is to significantly enhance the resolving power of single reflection 
experiments, thereby enabling straightforward scanning techniques for enhanced detection of 
critical angles and sensitivity to variations in refractive index. 
 
    Experimentally, we have demonstrated the dispersion effect and demonstrated the dependence 
of its measurement on the quality of focal control.  We have also demonstrated the dependence 
of shift on the inverse square of the sum of divergence angle and alignment angle.   
 
    Analytically, we have found that the best results are obtained when experimental 
configurations permit multi-line sampling with shift averaging.  The line irregularities of the 
gratings cause large errors when sampled individually which can be compensated by taking 
averages of multiple lines.  This method produces viable results when rays are parallel as well as 
slightly divergent.  In the former case a noticeable drop-off in shift magnitude occurs near the 
critical angle.  In the latter case the drop-off can be reduced if the angular spread at the grating is 
less than the divergence angle of the source. 
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    In all of the cases studied so far, we have found that maintaining adequate illumination 
strength at the grating is essential to minimizing both diffraction effects and imager noise.  In the 
CCD camera, low light levels require activation of the automatic gain control (AGC) feature and 
significantly decrease the signal to noise ration of the imager.   
 
Future efforts 
    In this effort, we have demonstrated a fundamental model which simplifies attempts to 
describe the behavior of the GH shift phenomena near critical angle.  The experiment evidence 
presented is basic and sound but not sufficient to deploy as a practical tool for high accuracy 
measurements.   
 
    We hope to continue these studies and eventually deploy precision measurement devices 
which exploit our methods.  This effort will require more rigid and stable physical structures as 
well as automated scanning equipment.  Both of these together can reduce noise and provide a 
higher consistency of readings.  Additional improvements with better light sources are also 
possible.  Finally, improvements in collimation and available light are indicated. 
 
    The experimental findings of this work suggest several directions for future investigation.  The 
nature of the shift drop-off near critical angle for parallel rays warrants further study.  
Performance of the system with and without pinhole apertures will also be studied to determine 
the effectiveness of pinhole filtering in reducing divergence and attaining uniform spot sources.  
Variations in angular spread at the grating can be tested by uniform translation of the focusing 
lens and pinhole.  This will shed additional light on the behavior of the line averaging 
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nonlinearities which occur near critical angle.  The focusing lens to pinhole distance will be held 
constant in these tests to remove effects from changes in divergence. 
 
    Finally, physical improvements will be required to the mechanical setup of the apparatus to 
improve reliability of the overall system.  Data collection can also be improved through 
implementation of automated scanning and focus control mechanisms. 
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