Abstract. Nonsymmetric and highly indefinite linear systems can be quite difficult to solve 6 by iterative methods. This paper combines ideas from the multilevel Schur low rank preconditioner classic block preconditioning strategies in order to handle this case. The method to be described 9 generates a tree structure T that represents a hierarchical decomposition of the original matrix. 
results in the following multilevel, recursive structure:
(2.1)
A l = B l F l E l C l and C l ≡ A l+1 for l = 0 : L − 1.
113
In this notation, A 0 denotes the original matrix A after HID ordering, whereas A l is 114 the submatrix associated with the lth-level connector(s). The B l block-itself has a 115 block-diagonal structure due to the block independent set ordering [43] , making solves systems; mostly from the point of view of saddle point systems; see [6, 7, 28, 36, 37] .
135
For examples of preconditioning other coupled systems of PDEs, see [14, 26, 27 ].
136
At the starting level, i.e., l = 0, GMSLR uses a block triangular preconditioner 
141
In the ideal case where B 0 = B 0 and S 0 = S 0 , it is well known that the matrix
ideal has a quadratic minimal polynomial, which means that GMRES will converge 143 in two iterations [28, 37] . Therefore the total cost of the procedure based on the ideal with S 0 . Thus, in all, using (3.4) saves one S 0 solve over (3.3).
155
The scenario just described involves ideal preconditioners (3.3) and (3.4), which 156 are, however, not practical since they involve the exact computation of S 
at every level l = 0, . . . , L − 1. We write the Schur complement as
173
Let the complex Schur decomposition
where W l is unitary and R l is an upper triangular matrix whose diagonal contains 176 the eigenvalues of G l . Substituting (4.3) into (4.2) we get that
Then, the Sherman-Morrison-Woodbury formula yields the inverse of S l ,
179
(4.5) S
which reduces to 181 (4.6) S
182
Some observations about the matrix S
will be stated in the next section.
183
In our algorithm, we do not compute the full Schur decomposition of G l , just the 184 k l × k l leading submatrix of R l and the first k l Schur vectors. These choices give rise 185 to the following inverse Schur complement approximation.
186
Definition 4.1.
its Schur decomposition at level l. In addition, let W l,k l be the matrix of the first k l
188
Schur vectors, k l ≤ s l , of W l , where s l denotes the size of the matrix C l . If we define 189 R l,k l to be the k l × k l leading principal submatrix of R l , then the approximate lth-level
194
The inverse Schur complement approximation in (4.7) will be used at every level plement formula given by (4.6). In this section we claim that for certain problems,
is of low rank. If this is the case, then (4.7) will be a good 202 approximation to (4.6). The only assumption we make on the blocks B l , C l is that 203 they have LU factorizations, i.e.,
204
(4.9)
205
In practice we will use incomplete LU factorizations, so instead
207
Note that for 3D problems the number of interface points (i.e., the size of the C l 208 block) can be quite large, making this factorization too costly. This is part of the 209 motivation for the multilevel decomposition.
210
To see that S
is usually of low rank, again define the matrix G l by
211
(4.10)
212
Let γ i , i = 1, . . . , s, be the eigenvalues of G l (and also R l ) and define
216
As long as the eigenvalues γ i of G l are not clustered at 1, the eigenvalues θ i of 217 X l will be well separated. This in turn means that S 
225
Taking m steps of Arnoldi's method on G l yields the Krylov factorizations,
where U m is an orthonormal matrix and H m is a Hessenberg matrix whose eigenvalues 
232
We can reorder the k l eigenvalues closest to 1 we wish to deflate so that they 
rank property discussed in the previous section is used to build an efficient precondi-
238
tioner. The only assumption we make is that each of the B l , C l blocks is nonsingular.
239
This assumption is typically satisfied unless the original matrix has a block of all zeros
240
(e.g., a saddle point system). At the end of this section we also present an analysis 241 of the computational and memory costs of the proposed preconditioner. example.
244
Step 0: Apply a 3-level HID ordering to the original matrix A and right-hand side 
where H 0 and W 0 are taken from (4.8) and (4.13), respectively. To solve with
253
C 0 , we refer to (2.1) and move from level 0 to level 1.
254
Step 2: At level 1, we have
is approximated by C −1 1 plus a low rank correction,
.
258
Next we move up a level again to define an approximate inverse for C 1 ,
259
referring again to (2.1).
260
Step 3: At level 2 we have
262
Similarly to
Step 2, we now approximate S 
265
As this is the last level, we compute the ILU factorization C 2 ≈ L C2 U C2 .
266
In order to apply the preconditioner U and the pattern continues until we hit level 0, i.e.,
(or its action on a vector) is available, the low rank correction matrices 273 W l , H l can be computed.
General case.
When computing the partial Schur decomposition of the matrix G l , we need to be able to compute matrix vector products with the matrix
at each level l. We already have the factors of B l , so any matrix-vector 277 product with B −1 l can be computed with one forward and one backward substitution.
278
The same does not hold true for C l , since we only compute its factorization at level 283 Algorithm 1. Generalized multilevel Schur low rank (construction phase).
Apply an L-level reordering to A (A 0 = reordered matrix).
3:
Compute ILU factorization of
Perform k l steps of the Arnoldi process Call Algorithm 2 to apply C
Compute the complex Schur decomposition
10:
11: 
H conformingly with the blocking of C l 6:
Compute y 2 = RecursiveSolve(l + 1, z 2 + w 2 )
11:
F l+1 y 2 12:
Solve the system S 0 y 2 = z 2 with S Compute
end if
16:
end if 18: end procedure diagonal in structure, and so all of these blocks can be factored in parallel. Further-more, the triangular solves associated with B l can also be done in parallel for each GM SLR of the GMSLR precondi-295 tioner using L levels is
where the second term inside the summation accounts for the memory cost associated 
where d l denotes the leading dimension of B l .
306
To obtain an estimate of the computational cost to apply the GMSLR precondi-307 tioner at level l, we need to consider the computational cost associated with all levels the same spirit, we finally get that the cost to apply the GMSLR preconditioner at
6. Eigenvalue analysis. This section studies the spectra of linear systems pre- 
where B 0 is n B × n B and C 0 is s × s.
326
As was already seen, the GMSLR preconditioner is based on the block-LU fac-327 torization of (6.1), so at level 0 we have
and the preconditioner U .
331
A simple calculation shows that
333
If we assume that B 0 = B 0 , then (6.2) simplifies to 
375
• p-t: wall clock time to build the preconditioner (in seconds);
376
• its: number of outer iterations of preconditioned FGMRES(40) required for 377 r k 2 < 10 −6 . We use "F" to indicate that FGMRES(40) did not converge 378 after 500 iterations;
379
• i-t: wall clock time for the iteration phase of the solver;
380
• rk: max rank used in building the low rank corrections.
381
The value of nnz(prec) is the sum of the nonzero entries associated with the 382 incomplete factorizations (ILU) and low rank correction (LRC) terms. These quan-
383
tities are computed as
for ILU and L−1 l=0 2s l rk + rk 2 for LRC, respectively. where Ω = (0, 1) 3 . The discretization is via finite differences with the standard 7-point 389 stencil in three dimensions. This test problem is useful for testing robustness with The fill factor and iteration counts for solving (7.1) with s = 0.5 on a 32 3 grid with the FGMRES-GMSLR method. Here, the maximum rank for the LRC matrices was fixed at 50. The associated coefficient matrix has 163 negative eigenvalues. The maximum rank 406 was fixed at 50. By Table 7 .1 we can see that, as L grows larger, the ILU fill factor 407 decreases monotonically while the low rank correction fill factor increases monoton- we are keeping the number of levels fixed at 6. The fill factor from the low rank 426 corrections increases at an almost constant rate. Increasing the maximum rank has 427 the unfortunate effect of increasing the fill factor and the preconditioner construction 428 time. As we see in Table 7 .3, the effect of increasing the rank (at least for this model 429 problem) is difficult to predict. As a general rule, it seems as though a large maximum 430 rank is unavoidable for highly indefinite problems. between iteration count and fill in Table 7 .4. The fill factor increases dramatically for 442 two reasons: first, we must increase the rank of the low rank correction, and second,
443
we must keep the number of levels low, which, as was observed in section 7. 
using Arnoldi's method. When B 0 is indefinite, as is the case here,
448
the eigenvalues we seek get pushed deeper inside the spectrum; i.e., they become 449 interior eigenvalues. Since the Arnoldi process does a poorer job for these interior 450 Table 7 .3
432
Iteration counts for solving (7.1) with s = 0.5 on a 32 3 grid with the FGMRES-GMSLR method. The number of levels was fixed at 6. 
where Ω = (0, 1) 3 , α ∈ R 3 . This problem is simply a shifted convection-diffusion 456 equation, again discretized by the 7-point finite difference stencil. As before we shift 457 the discretized convection-diffusion operator by sI where s = h 2 c. problem with a maximum rank of 20 are in Table 7 .5. These results are comparable 470 to those obtained from the SPD problem (7.1) with s = 0; i.e., for this problem, the 471 convergence rate is not adversely affected by the loss of symmetry.
472
Next, we solve (7.2) with s = .25. The shift significantly increases the number 473 of eigenvalues with negative real parts, so we increase the maximum rank to 50. The 474 results can be found in Table 7 .6. It is interesting to note that the fill from the low 475 rank correction is almost exactly the same as in Table 7 .1. This is due to the fact 476 that both problems used a maximum rank of 50 to build the low rank corrections. q is the number of points per wavelength. As a result, the discretized system is of size
We test the performance of the GMSLR preconditioner on six cubes, setting q = 8,
494
and report the results in PDEs. As a benchmark, we also tested ILUT for these nonsymmetric matrices. Infor-511 mation about the matrices is shown in Table 7 .8. 
514
Results are shown in Table 7 .9, where F indicates a failure to converge in 500 525 iterations. As can be seen, for these problems, GMSLR is superior to ILUT. It is 526 worth adding that ILUT is a highly sequential preconditioner both in its construction 527 and its application. In contrast, GMSLR is by design a domain decomposition-type 528 preconditioner that offers potential for excellent parallelism.
529
Figure 7.2 plots the value of i-t and p-t as both L and the drop tolerance "tol"
530
of the incomplete factorizations are varied for matrices "barrier2-1" and "offshore."
531
In agreement with the results reported so far, an increase in the value of L reduces Comparison between GMSLR and ILUT preconditioners for solving the above problems. ILUT parameters were chosen so that the fill factor was close to that of GMSLR. Both sets of tests use the same reordered matrix. 
540
For the other levels, we use approximate inverse factorizations exploiting a recursive 541 relationship between the different levels. Finally, we approximate the inverse Schur 542 complement at each level of the HID tree via a low rank correction technique.
543
Because it is essentially an approximate inverse preconditioner, GMSLR is ca- 
