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SOBOLEV METRICS AND CONFORMAL METRICS WITH
∫
M
|R|n2 dVg
BOUNDS
CONGHAN DONG, YUXIANG LI, KE XU
Abstract. In this paper we will show that a W 1,p-metric on a n dimensional closed
smooth Riemannian manifold (M, g0) also induces a distance function when p is close to
n and p < n. Assume g and g−1 are in W 1,p(M, g0), then the average limit of g exists
everywhere except a (n− p)-dimensional subset, thus we can define a distance function
dg ,when p > n− 1, by
dg(x, y) = inf
piecewise smooth γ joining x and y
∫
γ
√
g(γ˙, γ˙).
Let {gk} converge to g in W 1,p(M, g0) and {g−1k } converge to g−1 in W 1,p(M, g0). We
will prove that {dgk} converges to a distance function d which satisfies d ≤ dg. As an
application, we consider a sequence of conformal metrics {gk = u
4
n−2
k g0} over a smooth
n dimensional closed Riemannian manifold (M, g0) with bounded L
n
2 -norm of the scalar
curvature. Under some geometric assumptions, we show that {gk} weakly converges to
g = u
4
n−2 g0 in W
2,q(M, g0) for q <
n
2
, and {dgk} converges to dg.
1. Introduction
The problem considered in this paper can be stated as follows. Let {gk} be a sequence
of smooth Riemannian metrics over a connected manifold M . We assume {gk} converges
to g and {g−1k } converges to g−1 in W 1,p(M, g0), where (M, g0) is a closed Riemannian
manifold and p < n. Since (M, gk) is smooth, it carries the structure of a metric space
whose distance function comes from the arc length of a minimizing geodesic. Usually we
define the distance function as follows
dgk(x, y) = inf
piecewise smooth γ joining x and y
∫
γ
√
gk(γ˙, γ˙)
According to the regularity of {gk}, one can prove {dgk} converges uniformly to a distance
function d, and {(M, dgk)} converges to (M, d) in the sense of Gromov-Hausdorff distance
when n− p is sufficiently small. It is natural to ask: what is the relation between d and
g.
The first difficulty we need to overcome is to define a distance function from the limit
Riemannian metric g which only lives inW 1,p. The key idea is, given a function u ∈ W 1,p,
we can define the value of u(x) away from a (n−p)-dimensional subset. Precisely, the set
E = {x : lim
r→0
1
|Br(x)|
∫
Br(x)
u does not exist}
has dimension at most n− p, therefore it is reasonable to define the value of u(x) to be
its average limit whenever x /∈ E.
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Then, in the case that p ∈ (n−1, n],√g(γ˙, γ˙) is well-defined on a smooth curve. Then
we may define
dg(x, y) = inf
piecewise smooth γ joining x and y
∫
γ
√
g(γ˙, γ˙).
It is not difficult to check that d is a distance function and d ≤ dg. However, we only get
d = dg when g is continuous, which we believe to be true in general. The result is stated
as follows:
Theorem 1.1. Let {gk} be a sequence of smooth Riemannian metrics over an n-dimensional
Riemannian manifold (M, g0). Let p ∈ (2n(n−1)2n−1 , n]. We assume {gk} and {g−1k } converge
to g and g−1 respectively in W 1,p(M, g0). Then dgk uniformly converges to a distance
function d with d ≤ dg. Moreover d = dg, if g and g−1 are continuous.
As a crucial application, we will consider a sequence of conformal metrics {gk = u
4
n−2
k g0}
over a smooth closed manifold (M, g0). In our setting, scalar curvature R(gk) has a
L
n
2 (M, gk) uniform bound and Vol(M, gk) = 1. It follows from the counterexamples in
[3, 4, 5] that we can not get any compactness just under these two assumptions. In
fact, as proved in [3, 4], there is no compactness even when ‖R(gk)‖L∞ is bounded and
Vol(gk) = 1.
In [11], we studied the bubble tree convergence of gk under a stronger assumption that
‖R(gk)‖Lp < C, where p > n2 . We hope the results in [11] could be extended to the case
when p = n
2
. The situation in this new setting is much more complicated, for W 2,
n
2 -space
fails to be embedded into C0(M). Therefore, it seems impossible to get nice convergences.
For this reason, we will focus on the convergence of measures and distance functions. This
paper is the first step in this direction, while the bubble tree convergence of a conformal
metric sequence with ‖R(gk)‖Ln2 bounds will be discussed in a forthcoming paper.
In this paper, we only consider the case that
∫
Br(x)
|R(gk)|n2 dVg is locally small. Based
on the ε-regularity (Lemma 4.2) to be proved in section 4, we get the following:
Theorem 1.2. Let (M, g0) be a closed n-dimensional smooth Riemannian manifold with
n ≥ 3. Let {gk = u
4
n−2
k g0} be a sequence of smooth conformal metrics which satisfies
Vol(M, gk) = 1.
We assume |R(gk)|n2 dVgk converges to a measure µ with µ(M) < Λ weakly. Then, for any
q ∈ (1, n
2
), there exists ε0 > 0, which only depends on (M, g0), Λ and q, such that if
µ({x}) < ε0, ∀x,
then, after passing to a subsequence, we have
1) {uk}, { 1uk } and {log uk} converge to u , 1u and log u weakly in W 2,q(B) respectively.
2) Let g = u
4
n−2 g0. We have {dgk} converges to dg in C0(M ×M).
The reason we can get d = dg here is the following: besides gk and g
−1
k converge in
W 1,p, we have
lim
r→0
lim
k→+∞
∫
Br(x)
|R(gk)|n2 u
2n
n−2
k dVg0 = 0,
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whenever µ({x}) = 0. Thus, except a countable set, the rescaling limit u′ is locally a
constant (see more details in setction 4).
Remark 1.3. Notice that∫
M
|R(λgk)|n2 dVλgk =
∫
M
|R(gk)|n2 dVgk .
If we omit the condition Vol(gk) = 1, we can find set g
′
k = (ckuk)
4
n−2 g0, such that Vol(g
′
k) =
1, then the distance function dg′k, induced by g
′
k = c
4
n−2
k gk, uniformly converges to a metric
d. d is induced by g = v
4
n−2 g0, where v is the weak W
2,q limit of {ckuk}.
We should mention that C. Aldana, G. Carron and S. Tapie [2] have showed that under
some bounds of scalar curvature L
n
2 and volume, metric spaces are precompact in the
Gromov-Hausdoff topology, and the limit is a metric space defined over M . The method
they used is different from ours. We also need to mention that, when
∫
M
|K(gk)|pdVgk
bounds, where p > n
2
and K(gk) is the sectional curvature, the compactness was discussed
in [6, 7, 9].
The paper is organized as follows: in section 2, we provide some basic calculations and
properties about average approximation uˆ(x) = limr→0
1
|Br(x)|
∫
Br(x)
udx, for u ∈ W 1,p, p <
n. We will show smooth approximation and average approximation are the same except
a n− p dimensional subset.
In section 3, we consider the distance function induced from a W 1,p Riemannian metric
and discuss its convergence.
In section 4, we study the Sobolev metric in conformal setting. We use Moser iteration
to prove ε-regularity at first. If there is no local volume collapsing, we have conformal
factor {uk} converges to u weakly in W 2,q, {log uk} converges to log u in W 2,q and {dk}
induced by gk = u
2
n−2
k g0 converges to d in C
0, where q < n
2
, thus we get the first conse-
quence of Theorem 1.2. In the end, we use rescaling methods to show d = dg, even though
u is not continuous. The key point in the end of proof is the rescaling sequence {u′k} con-
verges to a local constant function, hence we switch the general case to the continuous one.
Acknowledgment: Part of this work was done while the third author was visiting
S.-Y. A. Chang at Princeton University. She would like to thank S.-Y. A. Chang for
helpful discussions.
2. Traces of W 1,p-functions
The trace embedding theorem from aW 1,p-function defined on a n-dimensional domain
to a k-dimensional submanifold can be found in [1](cf. Theorem 4.12). In fact, we will
prove that a given function u ∈ W 1,p is definable everywhere except on a subset with
dimension n − p (cf [8]). The idea is to use average approximation: Let Br(x) ⊂ Rn be
the ball of radius r centered at x, and denote the average of u on Br(x) by ux,r, i.e.
ux,r =
1
|Br(x)|
∫
Br(x)
u(y)dy.
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It is reasonable to define the value of u at x to be the limit of ux,r as r → 0. For the
convenience of the reader, we will prove some results in [8, Chapter 4] in this section,
using the language of Hausdorff measure.
The first lemma shows the decay of ux,r as r → 0
Lemma 2.1. Let u ∈ W 1,p(Br0) and s > n− p and assume
1
rs
∫
Br
|∇u|p < M, ∀r < r0.
Then for any r1 < r0, we have
|u0,r0 − u0,r1| ≤ ΛM
1
p rθ0,
where Λ = Λ(n, s, p) and θ = p−n+s
p
.
Proof. By Poincare´ inequality, we have
1
|Br|
∫
Br
|u− u0, r
2
|p ≤ Λ1rp−n
∫
Br
|∇u|p,
where Λ1 only depends on n. This gives
|u0,r − u0, r
2
| = 1|Br|
∣∣∣∣∫
Br
(u− u0, r
2
)
∣∣∣∣
≤ 1|Br|
(∫
Br
|u− u0, r
2
|p
) 1
p
|Br|1−
1
p
=
(
1
|Br|
∫
Br
|u− u0, r
2
|p
) 1
p
≤
(
Λ1r
p−n
∫
Br
|∇u|p
) 1
p
≤ Λ2rθM
1
p ,
where θ = p−n+s
p
and Λ2 = Λ
1
p
1 .
Assume r1 ∈ [2−kr0, 2−k+1r0). We have
|u0,r0 − u0,2−kr0 | ≤ Λ2(
k−1∑
i=0
(2−ir0)
θ) ≤ Λ3M
1
p rθ0,
and
|u0,2−kr0 − u0,r1| =
1
|Br1|
∣∣∣∣∣
∫
Br1
(u− u0,2−kr0)
∣∣∣∣∣
≤ |B2−k+1r0 ||Br1|
1
|B2−k+1r0 |
∫
B
2−k+1r0
∣∣(u− u0,2−kr0)∣∣
≤ Λ2(2−kr0)θM
1
p .
We complete the proof. ✷
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Given u ∈ W 1,p(B2), we set
A(u) = {x ∈ B1 : lim
τ→0
oscr∈(0,τ ]ux,r > 0},
A∞(u) = {x ∈ B1 : lim sup
r→0
|ux,r| =∞}.
Obviously A∞ ⊂ A(u). We have
Lemma 2.2. dimA(u) ≤ n− p.
Proof. Put
Aε = {x ∈ B1 : lim
τ→0
oscr∈(0,τ ]ux,r > ε}.
We only need to check that for any s > n− p, Hs(Aε) = 0.
Set Λ3M
1
p = ε
4
, r0 = δ < 1 and s
′ ∈ (n−p, s) in Lemma 2.1. For any δ > 0 and x ∈ Aε,
we can find r < δ
5
, such that
1
rs′
∫
Br(x)
|∇u|p ≥ ε1 := ( ε
4Λ
)p.
By Vitali Covering Theorem, we can find pairwise disjoint Bri(xi), such that
1
rs
′
i
∫
Bri(xi)
|∇u|p ≥ ε1, Aε ⊂
⋃
i
B5ri(xi).
Then, we get
Hs′δ (Aε) ≤
∑
i
ωs′(5ri)
s′ = 5s
′
ωs
∑
i
rs
′
i ≤
5s
′
ωs′
ε1
∫
∪Bri (xi)
|∇u|p < 5
s′ωs′
ε1
∫
B2
|∇u|p.
Letting δ → 0, we get Hs′(Aε) < +∞. Then Hs(Aε) = 0. ✷
For any x /∈ A(u), we may define
uˆ(x) = lim
r→0
ux,r.
According to the above lemma, uˆ is well-defined for Hs-a.e. x ∈ B1. Next, we show that
W 1,p-convegence implies Hs-a.e. convergence for any s > n− p:
Lemma 2.3. Let u ∈ W 1,p(B2) and
M(u, t) = {x ∈ B1 \ A(u) : |uˆ|(x) > t}.
Assume ‖u‖L1(B2) ≤ t4ωn . Then
Hs∞(M(u, t)) ≤
Λ′
tp
∫
B2
|∇u|p,
where Λ′ = Λ′(n, s, p). In fact, we can find a cover {Bri(xi)} of M(u, t), such that
xi ∈M(u, t), and ωs
∑
i
rsi ≤
Λ′
tp
∫
B2
|∇u|p.
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Proof. Let x ∈ M(u, t). By the definition of uˆ, 1
|Br|
| ∫
Br(x)
u| > t for sufficiently small r.
Set ΛM
1
p = t
4
in Lemma 2.1. There exists r, such that
1
rs
∫
Br(x)
|∇u|p ≥ t2 := ( t
4Λ
)p.
By Vitali Covering Theorem, there exists pairwise disjoint Bri(xi), such that
1
rs
∫
Bri(xi)
|∇u|p ≥ t2, M(u, t) ⊂
⋃
i
B5ri(xi).
Then,
Hs∞(M(u, t)) ≤
∑
i
1
t2
ωs(5ri)
s =
1
t2
5sωs
∑
i
rsi
≤ 1
t2
5sωs
∫
∪Bri (xi)
|∇u|p
≤ 1
t2
5sωs
∫
B2
|∇u|p.
✷
Lemma 2.4. If ‖uk − u‖pW 1,p(B2) < 12k , then for any s > n − p, uˆk converges to uˆ forHs-a.e. x ∈ B1.
Proof. We set
A = (
∞⋃
i=1
A(uk))
⋃
A(u), Ekm = {x ∈ B1 \ A : |uˆk − uˆ| < 1
m
},
and
E =
∞⋂
m=1
∞⋃
i=1
∞⋂
k=i
Ekm.
It is easy to check that for any x ∈ E, uˆk(x)→ uˆ(x).
Let
F = Ec ∩ B1 \ A =
∞⋃
m=1
∞⋂
i=1
∞⋃
k=i
Fkm,
where
Fkm = {x ∈ B1 \ A : |uˆk − uˆ| ≥ 1
m
}.
Since uˆk−uˆ = ûk − u and 1|B1(x)|
∫
B1(x)
|uk−u|dx→ 0, by Lemma 2.3, Hs∞(Fkm) ≤ Cm2−k
when k is sufficiently large. Then
Hs∞(
∞⋂
i=1
∞⋃
k=i
Fkm) = 0.
Hence Hs(⋂∞i=1⋃∞k=i Fkm) = 0. Then Hs(F ) = 0. Since B1 \ E ⊂ A ∪ F , we get
Hs(B1 \E) = 0. ✷
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Remark 2.5. Lemma 2.4 provides another approach to define the value of u at a point.
Select a smooth function uk satisfying ‖uk−u‖W 1,p < 2−k. Since uˆk = uk, by Lemma 2.4,
uk converges to uˆ for Hs-a.e. x whenever s > n − p. Therefore, uˆ is in fact an Hs-a.e.
limit of uk. As an application, one is easy to check the following:
1) when f ∈ C1, f̂u = fû for Hs-a.e. x.
2) Let u ∈ W 1,p and s > n− p
q
. Then ûq = uˆq for Hs-a.e. x.
In the rest of this section, we discuss the trace of u on submanifolds.
Corollary 2.6. Let δ < 1 and F = (x1, · · · , xm, f), where f is a smooth map from
Bmδ ⊂ Rm into Rn−m with
|∇f | < a, δ
√
1 + a2 < 1.
Let Σ be the graph of f . Then for any u ∈ W 1,p(B2) with p > n− k, if ‖u‖L1(B2) ≤ ε4ωn ,
then ∫
F (B δ
2
)∩{uˆ>ε}
|uˆ|dHm⌊Σ ≤ C(δ, p, k, a, ε)
∫
B2
|∇u|p.
Proof. According to Lemma 2.4, we can find uk ∈ C∞, converges to u for a.e. x ∈ Σ.
Then uˆ is measurable on Σ.
We fix a λ > ǫ. By Lemma 2.3, we can find Bri(xi), such that
M(u, λ) ⊂
⋃
i
Bri(xi), and ωm
∑
i
rmi <
C
λp
∫
B2
|∇u|p.
Put Ci = Bri(xi) ∩ Σ. Clearly, {π(Ci)} is a cover of π(M(u, λ) ∩ Σ) with diamCi ≤ 2ri,
where π is the projection from Σ onto Bmδ . Then
Lm(π(M(u, λ) ∩ Bmδ )) = Hm∞(π(M(u, λ) ∩ Bmδ )
≤ ωm
∑
(ri)
m
≤ C
λp
∫
B2
|∇u|p.
Then we have
Hm({x : |uˆ| ≥ λ} ∩ F (B δ
2
)) ≤
√
1 + a2Lm(π(M(u, λ) ∩ Σ)) ≤ C
λp
∫
B2
|∇u|p.
Hence,∫
F (B δ
2
)∩{uˆ>ε}
|uˆ| =
∫ ∞
ε
Hm({x : |uˆ| ≥ λ} ∩ F (B δ
2
))dλ ≤ C
∫ ∞
ε
(λ−p
∫
B2
|∇u|p)dλ.
✷
Corollary 2.7. Let Σ be a compact m-dimensional submanifold of B1. We assume p >
n−m and uk converges to u in W 1,p(B2). Then uˆk|Σ converges to uˆ in L1(Σ).
Proof. Fix an ε. Since Σ is compact, by a covering argument, we have∫
Σ∩{|uˆk−uˆ|>ε}
|uˆk − uˆ| ≤ C(ε)
∫
B2
|∇(uk − u)|p.
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Then
‖uˆk − uˆ‖L1(Σ) ≤ εHk(Σ) + C(ε)
∫
B2
|uk − u|p,
which yields that
lim sup
k→+∞
‖uˆk − uˆ‖L1(Σ) ≤ εHk(Σ).
Letting ε→ 0, we finish the proof. ✷
Now, we assume (M, g) is a Riemannian manifold and u ∈ W 1,p(M). Given coordinates
x = (x1, · · · , xn) on a open set U , we can define uˆ to be the limit of 1
ωnrn
∫
Br(x)
udx as
r → 0, where Br(x) is the Euclidean ball of radius r, centered at x. By Remark 2.5, uˆ is
independent of the choice of coordinates for Hs− a.e. p ∈M , where s > n−p. Moreover,
we have the following:
Lemma 2.8. There exists an (n − p)-dimensional subset E ⊂ M , such that for any
x /∈ E, there holds
uˆ(x) = lim
r→0
1
Vol(Bgr (x))
∫
Bgr (p)
udVg, (2.1)
where
Bgr (p) = {x ∈M |dg(x, p) < r}.
Proof. Given coordinates x = (x1, · · · , xn) on an open set U , we set
Λs = {x : lim
r→0
1
rs
∫
Br(x)
|∇u|p > 0}, and Λ =
⋂
s
Λs.
It is well-known that Hs(Λs) = 0 when s ∈ (n − p, n) (cf [12, Lemma 2.1.1]). Since
Λs′ ⊂ Λs for any s′ < s, dimΛ < n − p. We will show that (2.1) holds for any x /∈ Λ.
Obviously, we only need to prove (2.1) holds for any x /∈ Λs and s ∈ (n− p, n).
Now, we fix an x0 /∈ Λ. By Lemma 2.1, ux,r converges as r → 0 for any x /∈ Λs. We set
ur(x) = u(x0 + rx). By Poincare´ inequality, for any fixed R, we have∫
BR
∣∣∣∣ur(x)− 1|B1|
∫
B1
urdx
∣∣∣∣ dx ≤ ∫
BR
|∇ur|pdx = Rsrs+p−n 1
(Rr)s
∫
BRr(x0)
|∇u|pdx→ 0.
Since 1
|B1|
∫
B1
urdx = ux0,r → uˆ(x0), we get
lim
r→0
∫
BR
|ur(x)− uˆ(x0)| dx→ 0.
We may assume B
g(x0+rx)/r2
1 (0) ⊂ BR, when r is sufficiently small. Then
lim
r→0
1
Vol(Bgr (x0))
∫
Br(x0)
|u− uˆ(x0)|dVg = lim
r→0
1
Vol(B
g(x0+rx)/r2
1 (0))
×
∫
B
g(x0+rx)/r
2
1 (0))
|ur − uˆ(x0)|dVg(x0+rx)/r2
≤ C lim
r→0
∫
BR
|ur − uˆ(x0)|dx
= 0.
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✷
3. W 1,p-metrics
In this section, we will discuss u ∈ W 1,p on a smooth Riemannian manifold (M, g0).
Let g be a symmetric tensor field of type (0,2), which is positive almost everywhere. Let
g−1 be the corresponding metric of (TM)∗. We say g is a W 1,p-metric if both g and
g−1 ∈ W 1,ploc (M, g0). In local coordinates, we write
g = gijdx
i ⊗ dxj , and g−1 = gij ∂
∂xi
⊗ ∂
∂xj
.
We have gij, g
ij ∈ W 1,ploc , and (gij)(gij) = I. In a local coordinate system, we define
gˆij(x) = lim
r→0
1
|Br(x)|
∫
Br(x)
gij(y)dy,
and
gˆ(x)(V (x), V (x)) =
∑
i,j
gˆij(x)Vi(x)Vj(x),
where V is smooth vector field. By Remark 2.5, when p > n − 1, and s > n − p, gˆ and
ĝ−1 are well-defined on TxM and (TxM)
∗ for Hs-a.e. x. Moreover, by Lemma 2.8
gˆ(x)(V (x), V (x)) = lim
r→0
1
vol(Bg0r (x))
∫
B
g0
r (x)
g(y)(V (y), V (y))dVg0.
As mentioned in the introduction, we define
dg(x, y) = inf
piecewise smooth γ joining x and y
∫
γ
√
gˆ(γ)(γ˙, γ˙).
First of all, we need to show that dg is indeed a distance function.
Lemma 3.1. When p ∈ (n − 1, n), dg is a distance function which is continuous on
M ×M .
Proof. First, we show that dg(x, y) < +∞.
Since M is compact, we can select a finite collection of coordinate systems {(Ui, ϕi) :
i = 1, · · · , m}, such that ϕi(Ui) = Rn and ∪iUi = M . It is suffice to prove the case when
both x and y ∈ U1. Without loss of generality, we assume x = 0 and y = (δ, 0, · · · , 0).
We have
dg(x, y) ≤
∫ δ
0
√
g11(t, 0, · · · , 0)dt ≤ δ 12
√∫ δ
0
g11(t, 0, · · · , 0)dt.
Since g11 ∈ W 1,ploc (Rn), by Corollary 2.6, g11(t, 0, · · · , 0) is integrable on [0, 1]. Then we
get dg(x, y) < +∞ and dg(x, y)→ 0 as δ → 0.
Next, we prove that dg(x, y) > 0 for any x 6= y. In fact, we will prove a stronger result
here: for any δ > 0, there exists τ > 0, which only depends on g0, and
∫
M
‖g‖dVg0, such
that if dg0(x, y) ≥ δ, then
dg(x, y) ≥ τ. (3.1)
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Without loss of generality, we assume x, y ∈ U1. In a coordinate system, we set
‖gij‖ =
√∑
(gij)2. It is well-known that ‖(gij)‖2 is the quadratic sum of the eigenvalues
of (gij). We set λ to be the smallest eigenvalue of (gˆij). Since
1
λ
is also an eigenvalue of
(gˆij), we have
Ea := {x : λ(x) < a} ⊂ {x : ‖(gˆij)‖(x) > 1
a
}.
From the inequality ‖(gˆij)‖ ≤ c(n)∑ij |gˆij|, together with Lemma 2.3, we can find a
sufficiently small a, which only depends on
∫
M
‖g−1‖dVg0, such that
H1∞(Ea) ≤ H1∞({x : ‖gˆij‖ >
1
a
}) ≤
∑
ij
apΛ′‖gˆij‖pW 1,p < |x− y|/2.
We have
H1(γ \ Ea) ≥ H1∞(γ \ Ea) ≥ H1∞(γ)−H1∞(γ ∩ Ea)) ≥ |x− y| − |x− y|/2 > |x− y|/2.
Then ∫
γ
√
gˆ(γ)(γ˙, γ˙) ≥
∫
γ\Ea
√
gˆ(γ)(γ˙, γ˙) ≥
∫
γ\Ea
λ|γ˙| ≥ a
2
|x− y|.
✷
The proof of Theorem 1.1: Since |∇gk,xdgk(x, y)| = 1, in local coordinates,
λ(x)|∇xdgk(x, y)| ≤ 1,
where λ is the smallest eigenvalue of (gk,ij). Since
1
λ
is an eigenvalue of gijk ,
|∇xdgk(x, y)| ≤
1
λ
≤ c(n)
∑
ij
|gijk (x)|.
Similarly, we have |∇ydgk(x, y)| < c(n)
∑
ij |gijk (y)|, hence dgk is bounded inW 1,
np
n−p (M, g0).
Without loss of generality, we assume dgk converges to d in C
0(M ×M). By (3.1), we
may assume dgk(x, y) ≥ τ whenever dg0(x, y) > δ. Then we get
d(x, y) ≥ τ, whenever dg0(x, y) > δ. (3.2)
Next, we prove that d ≤ dg. Take a piecewise smooth curve from x to y. By Lemma
2.7,
√
gk(γ˙, γ˙) converges to
√
g(γ˙, γ˙) for H1-a.e. x ∈ γ, and∫
γ
(√
gk(γ˙, γ˙)
)2
< C,
then we get
lim
k→+∞
∫
γ
√
gk(γ˙, γ˙) =
∫
γ
√
g(γ˙, γ˙).
Then we get d(x, y) ≤ dg(x, y).
It is remain to prove d = dg in the case when g and g
−1 are continuous. For any ε > 0
fixed, let
Ek = {x : gk > (1− ε)g} = {x : g − gk < εg}, and Fk = Eck.
We claim that
lim
k→+∞
H1(Fk) = 0.
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Since M is compact, we only need to prove the claim holds locally. Let ϕ : U → Rn be
a local coordinate system. We only need to check that any BR ⊂ Rn in the coordinate
systerm,
H1(BR ∩ Fk)→ 0
For simplicity, we denote the maximum eigenvalue and the minimum eigenvalue of a
matrix A by Λ(A) and λ(A) respectively. Since g and g−1 are continuous, we may assume
for any x ∈ BR,
λ(gij(x))
‖(gij(x))‖ ≥ ε1
for some ε1 > 0. We have
Fk ∩BR ⊂ {x ∈ BR : Λ(gij − gk,ij) ≥ ελ(gij)}
⊂ {x ∈ BR : ‖gij − gk,ij‖ ≥ ελ(gij)}
⊂ {x ∈ BR : ‖gij‖ · ‖I − gk,ijgij‖ ≥ ελ(gij)}
⊂ {x ∈ BR : ‖I − gk,ijgij‖ ≥ ε1ǫ}.
We have
∇(gk,ij)(gij) = ∇(gk,ij)(gij) + (gk,ij)(∇gij),
then
‖I − (gk,ij)(gij)‖W 1,q → 0
for any q < np
2n−p
. Since p > 2n n−1
2n−1
, we may choose q, such that q > n − 1. By Lemma
2.3, after passing to a subsequence,
lim
k→+∞
Hs({x ∈ BR : ‖I − (gk,ij)(gij)‖ ≥ ε1ε}) = 0.
Then the claim follows.
The claim shows that, we can cover Ek, which is a compact subset, with finite many
balls Br1(xm), · · · , Brm(xm), such that∑
ri < ε
′.
Let C1, · · · , Cm′ be the connected components of B =
⋃
Bri(xi) and set t1 = inf{t : γ(t) ∈
B}. Without loss of generality, we assume γ(t1) ∈ C1. Put t2 = sup{t : γ(t) ∈ C1}, and
replace γ|[t1,t2] with the segment γ(t1)γ(t2). Next, we set t3 = inf{t : γ(t) ∈ B \ C1}, · · · .
In this way, we can find
0 ≤ t1 < t2 < t3 < · · · < tm′ ≤ 1,
such that ∑
i
dg0(γ(t2i), γ(t2i−1)) ≤
∑
i
diam(Ci) ≤
∑
ri < ε
′,
12 CONGHAN DONG, YUXIANG LI, KE XU
and replace γ with a new curve γ′. Then
dgk(x, y) ≥
∫
γ∩γ′
√
gk(γ˙, γ˙)
≥ (1− ε) 12 (
∫
γ′
√
g(γ˙′, γ˙′)−
∑
i
∫ γ(t2i)
γ(t2i−1)
√
g(γ˙′, γ˙′))
≥ (1− ε) 12 (dg(x, y)− ε′‖√g‖C0).
Letting k → +∞, then ε′ → 0, and then ε→ 0, we get
d(x, y) ≥ dg(x, y).
✷
Though Theorem 1.1 is stated in compact situation, similar result also holds for some
complete cases. For example, we will use the following:
Proposition 3.2. Let gk be a metric defined on R
n and assume gk and g
−1
k converge to
gRn and g
−1
Rn
respectively in any W 1,p(BR
n
R ) for some p > 2n
n−1
2n−1
. Then dgk(x, y) converges
to |x− y|.
Proof. Let R = |x− y|. We can prove this proposition on B2R. Since the proof is almost
the same with the one of Theorem 1.1, we omit it. ✷
4. Conformal metric sequences with ‖R‖
L
n
2
bounds
At first, we establish some basic conformal notations. Let (M, g) be a closed Riemann-
ian manifold. We denote the scalar curvature by R(g) (or Rg). Let g = u
4
n−2 g0 be a
conformal metric. It is well-known that u satisfies the following equation
−4(n− 1)
n− 2 ∆u− R(g0)u = R(g)u
n+2
n−2
4.1. ε-regularity. In this subsection, we denote by Br the ball of R
n with radius r,
centered at 0. Let u be a weak solution of
− div(aijuj) = fu, (4.1)
where
0 < λ1 ≤ aij , ‖aij‖C0(B2) + ‖∇aij‖C0(B2) < λ2. (4.2)
First, we prove the following:
Lemma 4.1. Suppose u ∈ W 1,2(B2) is a positive weak solution of (4.1) and (4.2) holds.
We assume ∫
B2
|f |n2 ≤ Λ.
Then
r2−n
∫
Br(x)
| log u|2 < C, ∀Br(x) ⊂ B1.
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Moreover, there exist constants α and C, which depend on Λ, λ1, λ2, such that∫
B1
(cu)α +
∫
B1
(cu)−α < C,
where − log c is the mean value of log u on B1.
Proof. We take φ = η2u−1 as a test function. For all balls B2r(x) ⊂ B2(0), take η ≡ 1 on
Br(x), η ∈ C∞0 (B2r(x)) and |∇η| ≤ Cr . Multiplying (4.1) by φ and integrating, we get∫
B2r(x)
η2u−2|∇u|2 ≤ C
(∫
B2r(x)
|∇η|2 + (
∫
B2r(x)
f
n
2 )
2
n (
∫
B2r(x)
η
2n
n−2 )
n−2
n
)
We have ∫
Br(x)
|∇ log u|2 ≤ Krn−2.
By Sobolev Embedding Theorem and John-Nirenberg Lemma [10, Theorem 3.5], for
α = C(n)
K
, there exists:
‖u‖Lα(B1)‖u−1‖Lα(B1) ≤ C. (4.3)
Let v = log cu, where c is chosen such that∫
B1
v = 0.
By Poincare´ inequality, we may assume∫
B1
|v| ≤ β0,
where β0 only depends on Λ, λ1 and λ2. Let
E = {x : v ≤ 2β0
Ln(B1)
}.
Since
Ln(B1 \ E) ≤ L
n(B1)
2β0
∫
B1
|v| ≤ L
n(B1)
2
,
we get Ln(E) ≥ 1
2
Ln(B1), together with (4.3), we get
C ≥
∫
B1
(cu)α
∫
B1
(cu)−α ≥
∫
B1
(cu)α
∫
E
(cu)−α ≥ 1
2
Ln(B1)e
−
2αβ0
Ln(B1)
∫
B1
(cu)α,
In the same way, we can get the estimate of
∫
B1
(cu)−α. ✷
Lemma 4.2. Suppose u ∈ W 1,2(B2) is a positive solution of (4.1) and (4.2) holds, and
log u ∈ W 1,2(B2) Then for any q ∈ (0, n2 ), there exists ε0 = ε(q, λ1, λ2) > 0, such that if∫
B2
|f |n2 < ε0,
then
‖∇ log u‖W 1,q(B 1
2
) ≤ C(λ1, λ2, ǫ0).
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and
e
− 1
|B 1
2
|
∫
B 1
2
log u
‖u‖W 2,q(B 1
2
) + e
1
|B 1
2
|
∫
B 1
2
log u
‖u−1‖W 2,q(B 1
2
) ≤ C(λ1, λ2, ǫ0).
Proof. Let v = log u. In order to apply Lemma 4.1, we assume
∫
B1
v = 0 first.
Let η be a smooth cutoff function and φ = η2uβ be a test function, where η and β 6= −1
or 0 will be defined later. Multiplying both side of 4.1 by φ and integrating, we obtain∫
B1
2η∇ηuβ∇u+
∫
B1
η2βuβ−1|∇u|2 =
∫
fη2uβ+1.
By Young inequality and Ho¨lder inequality:
|β|
∫
B1
η2uβ−1|∇u|2 ≤ C|β|
∫
B1
|∇η|2uβ+1 + (
∫
B1
|f |n2 ) 2n (
∫
B1
(η2uβ+1)
n
n−2 )
n−2
n . (4.4)
Applying the Sobolev inequality and Poincare´ inequality to ηu
β+1
2 , we get
(
∫
B1
(ηu
β+1
2 )
2n
n−2 )
n−2
n ≤ αn
∫
B1
|∇(ηu β+12 )|2
≤ 2αn
∫
B1
(∇η)2uβ+1 + 2αn
∫
B1
(η)2|∇u β+12 |2
Go back to (4.4):
4|β|
(β + 1)2
∫
B1
η2|∇u β+12 |2 ≤ ( C|β| + Cε0)
∫
B1
|∇η|2uβ+1 + Cε0
∫
B1
η2|∇u β+12 | (4.5)
When
Cε0 ≤ 2|β|
(β + 1)2
,
we have
2|β|
(β + 1)2
∫
B1
η2|∇u β+12 |2 ≤ ( C|β| +
2|β|
(β + 1)2
)
∫
B1
|∇η|2uβ+1,
and
2|β|
(β + 1)2
∫
B1
|∇ηu β+12 |2 ≤ ( C|β| +
6|β|
(β + 1)2
)
∫
B1
|∇η|2uβ+1,
Take 1
2
≤ r1 < r2 ≤ 1. Let η ∈ C∞0 (Br2), η ≡ 1 on Br1 and |∇η| ≤ C|r2−r1| . By Poincare´
inequality and Sobolev inequality,
(
∫
Br1
|u β+12 |2∗) 12∗ ≤ C
(
(β + 1)2
β2
+ 1
)
1
|r2 − r1|(
∫
Br2
(u
1+β
2 )2)
1
2
where 2∗ = 2 n
n−2
.
Now, we discuss the uniform bound for ‖u‖Lp.
Let β+1
2
= α. We can choose ε0 to get ‖u‖L2∗α < C. Then we let β+12 = 2∗α to
get ‖u‖L2∗·2∗α < C. Then, after several iterations, we may get an estimate of ‖u‖L nn−2 .
Without loss of generality, we assume ‖u‖
L
n
n−2
< C.
Denote α = n
n−2
and take
n
n− 2 ≥ p0 > 1.
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Then
(
∫
Br1
|up0 α(β+1)p0 |)
p0
α(β+1)
β+1
2p0 ≤ C
(
(β + 1)2
β2
+ 1
)
1
|r2 − r1|(
∫
Br2
u
p0
1+β
p0 )
p0
β+1
β+1
2p0 .
Therefore
(
∫
Br1
|up0 α(β+1)p0 |) p0α(β+1) ≤
(
C(
(β + 1)2
β2
+ 1)
1
|r2 − r1|
) 2p0
β+1
(
∫
Br2
u
p0
1+β
p0 )
p0
β+1 . (4.6)
Take β + 1 = αmp0, r1 =
1
2
+ 1
2m+2
and r2 =
1
2
+ 1
2m+1
, where m = 0, 1, 2, · · · , m0, where
m0 = max{m : Cε0 ≤ 2(α
mp0 − 1)
(αmp0)2
}.
We rewrite (4.6) as follows:
‖up0‖Lαm+1 (Br1 ) ≤ C
2m
αm ‖up0‖Lαm (Br2 ).
We get
‖up0‖
L
αm0+1(B 1
2
) ≤ C
+∞∑
i=0
iα−i‖up0‖L1(B1).
Given a p ≥ p0, we select m0 such that p < p0αm0+1 and choose ε0 under additional
assumption:
Cε0 ≤ min{2(α
mp0 − 1)
(αmp0)2
: m = 0, 1, · · · , m0}.
Then
‖u‖Lp(B 1
2
) ≤ C‖u‖Lp0αm+1 (B 1
2
)
≤ C‖u‖Lp0(B1) ≤ C.
Return to the elliptic equation
−∆u = fu
for any q < n
2
:
(
∫
B 1
2
(fu)q)
1
q ≤ (
∫
B 1
2
f
n
2 )
2
n (
∫
B 1
2
u
n
n−2q )
n−2q
n .
Thus, if we choose p > n
n−2q
, we get
‖u‖W 2,q(B 1
4
) < C.
Next, we estimate ‖u−1‖W 2,q . Similarly, one can get ‖u−1‖Lp(B 1
4
) < C easily. Then the
estimate of ‖u−1‖W 2,q follows from the following:
∇u−1 = ∇u
u2
, ∇2u−1 = ∇
2u
u2
− 2 |∇u|
2
u3
.
Since
∇ log u = ∇u
u
, ∇2 log u = ∇
2u
u
− |∇u|
2
u2
,
we get the estimate of log u.
Notice given a positive constant c, cu still satisfies the equation. Then we get the
estimate of ‖ log u‖W 2,p without assumption that
∫
B1
log u = 0. ✷
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4.2. The proof of Theorem 1.2. The main aim of this subsection is to prove Theorem
1.2. For any x ∈M , we can apply Lemma 4.1 on a small ball Bg0r (x) with
f = R(gk)u
4
n−2
k − c(n)R(g0).
By (4.1), ‖∇ log uk‖L2 < C. Let − log ck be the mean value of log uk. By Poincare´
inequality, ‖ log ckuk‖L1 < C. Cover M with finite many balls Bg0r1 (x1), · · · , Bg0rm(xm). By
Lemma 4.2, ‖ckuk‖W 2,q + ‖(ckuk)−1‖W 2,q < C. Since
1 =
∫
M
u
2n
n−2
k =
1
c
2n
n−2
k
∫
M
(ckuk)
2n
n−2 < C
1
c
2n
n−2
k
,
and
Vol2(M, g0) ≤
∫
M
u
2n
n−2
k dVg0
∫
M
u
− 2n
n−2
k dVg0 =
∫
M
u
− 2n
n−2
k dVg0
= c
2n
n−2
k
∫
M
(ckuk)
− 2n
n−2dVg0 ≤ Cc
2n
n−2
k ,
we get the bound of ck. This proved the first part of Theorem 1.2.
By Theorem 1.1, dgk converges to a distance function d with d ≤ dg. To finish the
proof of Theorem 1.2, we need to show d ≥ dg. The key observation is the following:
Lemma 4.3. For any ε, we can find β and τ , which only depend on ε, such that if
µ(B2δ(x)) < τ, δ < δ0,
then
dg(x, y)
d(x, y)
≤ 1 + ε, ∀y ∈ Bg0βδ(x).
Proof. Assume the result is not true. Then we can find δm, ym, xm, such that
|xm−ym|
δm
→ 0
and
lim
m→+∞
lim sup
k→+∞
∫
Bδm(xm)
|R(gk)|n2 dVgk = 0,
d(ym, xm)
dg(ym, xm)
→ a < 1.
For any fixed m, we can find km, such that∣∣∣∣dgkm (ym, xm)dg(ym, xm) − d(ym, xm)dg(ym, xm)
∣∣∣∣ < 1m,
and
rp−nm
∫
Brm (xm)
∣∣∣∇ukm
u
∣∣∣p + r−nm ∫
Brm (xm)
∣∣∣ukm
u
− 1
∣∣∣p < 1
m
, (4.7)
where rm = |ym − xm|
For simplicity, we set ym = xm + rm(1, 0, · · · , 0) in local coorinates. Let u′m =
cmukm(xm + rmx), where cm is chosen such that
0 =
∫
B 1
2
log u′m.
Since ∫
BR(0)
|R(g′m)|
n
2 dVg′m ≤
∫
Bδm(xm)
|R(gk)|n2 dVgk → 0.
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by Lemma 4.2, we may assume u′m converges to a positive harmonic function u
′ weakly in
W 2,qloc (R
n) with
∫
B 1
2
log u′ = 0. By Liouville’s theorem, u′ is a constant. Since
∫
B 1
2
log u′ =
0, u′ = 1. By (4.7), u(xm+rmx)
ukm (xm+rmx)
converges to 1, then u′m(x)
u(xm+rmx)
ukm (xm+rmx)
converges to 1 in
W 1,p. Then
c
2
n−2
m dg(xm, ym) ≤
∫ ym
xm
(cmu)
2
n−2 =
∫
[0,1]
(u′m(x)
u(rmx+ xm)
ukm(xm + rmx)
)
2
n−2 .
We get
lim
m→+∞
c
2
n−2
m dg(xm, ym) ≤ 1.
By Proposition 3.2,
c
2
n−2
m dgkm (xm, ym) = dg′m(0, (1, 0 · · · , 0))→ 1.
Then
d(xm, ym)
dg(xm, ym)
≥ 1
when m is sufficiently large. ✷
The proof of Theorem 1.2: Only dg ≤ d left. Let ε, τ and β be as in Lemma 4.3. We
set Aτ = {x : µ({x}) > τ}. Obviously, Aτ is a finite set. Then, for any δ > 0, we have∫
Bδ(x)
|R(gk)|n2 dVgk < τ, whenever B2δ(x) ∩ Aτ = ∅,
and k is sufficiently large. Then
dg(x, y)
d(x, y)
< 1 + ε
whenver dg0(x, y) < βδ and x /∈ Bδ(Aτ ).
Since (M, d) is also the Gromov-Haudorff limit of (M, dgk), (M, d) is a length space.
Let γ be the segment defined in (M, d) connecting x1 and x2, i.e. γ : [0, a]→ (M, d) is a
continuous map which satisfies
d(γ(s), γ(s′)) = |s− s′|, ∀s, s′ ∈ [0, a].
We claim that γ is also continuous in (M, g0). Assume this is not true. Then we can find
tk → t and a > 0, such that dg0(γ(tk), γ(t)) > a. By (3.2), there exists a′ > 0, such that
|tk − t| ≥ d(γ(tk), γ(t)) > a′,
which is impossible.
First, we consider the case when γ ∩ Aτ = ∅. Put d(Aτ , γ[0, a]) > 0. Since γ is
continuous, we may assume
dg0(Aτ , γ[0, a]) > δ > 0.
We can find
s0 = 0 < s1 < · · · < sm = a,
such that
dg0(γ(si+1), γ(si)) < βδ.
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Then
d(x1, x2) =
m∑
i=0
d(γ(si), γ(si+1))
≥ (1 + ε)−1
m−1∑
i=0
dg(γ(si), γ(si+1)) (4.8)
≥ (1 + ε)−1dg(x1, x2)
Now, we consider the case in which γ ∩ Aτ 6= ∅. Let
γ ∩ Aτ = {γ(a1), · · · , γ(ai)}.
Then we have
d(x1, x2) ≥ d(x1, γ(a1 − ε′)) + d(γ(a1 + ε′), γ(a2 − ε′)) + · · ·+ d(γ(ai + ε′, x2))
≥ (1 + ε)−1(dg(x1, γ(a1 − ε′)) + · · ·+ dg(γ(ai + ε′, x2)))
Letting ε′ → 0, we get (4.8) again.
Now, letting ε→ 0, we get the result we want. ✷
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