Abstract. In this paper we establish various results involving parallel linevalued conditional Yeh-Wiener integrals of the type E(F (x)|x(s j , ) = η j (), j = 1, . . . , n) where 0 < s 1 < · · · < sn. We then develop a formula for converting these multiple path-valued conditional Yeh-Wiener integrals into ordinary Yeh-Wiener integrals. Next, conditional Yeh-Wiener integrals for functionals F of the form
Introduction
For Q = [0, S] × [0, T ] let C(Q) denote Yeh-Wiener space, i.e., the space of all real-valued continuous functions x(s, t) on Q such that x(0, t) = x(s, 0) = 0 for every (s, t) in Q. Yeh [11] defined a Gaussian measure m y on C(Q) (later modified in [14] ) such that as a stochastic process {x(s, t), ( whose solution can be expressed as an infinite series of terms involving Lebesgue integrals. Then using (1.1), one can use the series solution of (1.2) to evaluate the conditional Wiener integral
s, t) ∈ Q} has mean E[x(s, t)] = C(Q)
The corresponding problem in Yeh-Wiener space, namely to evaluate
turned out to be substantially different from the corresponding one-parameter problem. After many attempts to solve this problem by several mathematicians, the first really successful solution was given by Park and Skoug [9] by introducing a sample path-valued conditional Yeh-Wiener integral of the type In this paper we consider parallel line-valued conditional Yeh-Wiener integrals of the type
where F ∈ L 1 (C(Q), m y ) and 0 = s 0 < s 1 < · · · < s n = S. In section 2 we develop a formula for converting these conditional Yeh-Wiener integrals into ordinary YehWiener integrals and in section 3 we use this formula to evaluate (1.5) for various functionals F . In section 4, we evaluate (1.5) for functionals F of the form F (x) = exp{ 
where η 0 (·) ≡ 0. Our first result, which plays a key role throughout this paper, involves the stochastic independence between x − x σ and X σ (x) and between x − x σ and x. Theorem 1. If {x(s, t), (s, t) ∈ Q} is the standard Yeh-Wiener process, then x−x σ and X σ (x) are stochastically independent on Q. In addition x − x σ and x are stochastically independent on distinct rectangles
Thus, to show that x − x σ and X σ (x) are independent, it is sufficient to show that (2.4) is independent of x(s k , t ) for k = 1, . . . , n. Using the formula
E[x(s, t)x(u, v)] = min{s, u} min{t, v}
it is easy to establish that
Since uncorrelated Gaussian processes are independent, it follows that x − x σ and X σ (x) are independent. The independence of x − x σ and x on distinct rectangles of Q follows similarly.
The following corollary is an immediate consequence of Theorem 1.
Corollary. The two processes x − x σ and x σ are independent Gaussian processes on Q.
Our next theorem, in which we express a conditional Yeh-Wiener integral in terms of a Yeh-Wiener integral, also plays a key role throughout this paper.
Proof. Under the conditioning X σ (x) = η(·), we have that x σ = η σ , and so
The result now follows because x − x σ and X σ (x) are independent by Theorem 1.
The following theorem shows how to recover E[F (x)] from the conditional YehWiener integral.
Proof. By Theorem 2, we have that 
which completes the proof.
In the following sections, we shall consider stochastic integrals of h ∈ L 2 (Q) with respect to x σ , defined by (2.2). Such stochastic integrals have convenient representations with respect toĥ, the s-sectional average of h.
The following theorem gives some useful and interesting formulas involvingĥ, h and x σ . The proof is rather straightforward and hence omitted. A similar observation was made in [8, p. 456] . In particular, the observation in (2.9) that the stochastic integrals q h dx σ and qĥ dx σ both equal the stochastic integral qĥ dx is very useful in evaluating various expectations.
Examples
In this section we illustrate that Theorem 2 makes the evaluation of the multiple path-valued conditional Yeh-Wiener integral of certain functionals rather simple. Example 1. For x ∈ C(Q), let F (x) = Q x(s, t) ds dt. Then, by Theorem 2 and the Fubini Theorem, we obtain
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Example 2. Let F (x) = Q x 2 (s, t) ds dt. Then, proceeding as in Example 1 above, we obtain 
(s, t) dx(s, t) dδ(v)
with δ ∈ M (L 2 (Q)). Using Theorem 2, the Fubini Theorem, and lettingv denote the s-sectional average function of v given by (2.5), we see that for each F ∈ S(2),
Hence, an application of a familiar Yeh-Wiener integration formula yields
Example 4. In this example we show that Theorem 3 holds for all F ∈ S(2) in Example 3 above. For let
Then, using (2.3) we have,
Substituting this into (3.1), and then integrating with respect to w 1 , . . . , w n , yields 
Evaluation of E(exp{ Q φ(u, t, x(u, t)) du dt}|X σ (x) = η(·))

Let φ(s, t, v) be a bounded continuous function on Q × R, and let
satisfies the Wiener integral equation
whose solution is given by (4.4) where the sequence {H k } is given inductively by H 0 (s, η(·)) ≡ 1, and
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Under the same assumptions on φ and θ, we now proceed to find the multiconditional expectation
We start with the following lemmas. 
Proof. By Theorem 2, (2.2), and (2.3),
Lemma 2. Under the assumptions of Lemma 1,
Proof. One can easily establish that the processes {x(s, ·)−x σ (s, ·),
The result now follows by Lemma 1.
Next, consider the conditional expectation for s 1 < s ≤ s 2 ,
Since the Yeh-Wiener process has stationary increments in each components, it follows that
Comparing (4.7) and (4.2), one can easily deduce that the function G * satisfies the Wiener integral equation
whose solution is given by
where the sequence {H * k } is given inductively by H * 0 ≡ 1, and
Obviously each H * k is bounded by the bound of H k given in formula (4.5). Thus, under the same assumptions on θ, the series in formula (4.9) converges abso-lutely and uniformly for s 1 ≤ s ≤ s 2 . In particular, the series corresponding to
Exactly the same argument gives rise to an absolutely convergent series expansion for
for j = 1, 2, . . . , n. Hence by Lemma 2, we finally obtain that
Translation of parallel line-valued conditional Yeh-Wiener integrals
The Cameron-Martin Translation Theorem for Yeh-Wiener integrals [12] states
2 (Q), and if T 1 is the transformation of C(Q) into itself defined by
then, for any Yeh-Wiener integrable function F on C(Q) and any Yeh-Wiener measurable set Γ,
In particular, if Γ = C(Q), then (5.1) becomes
The following theorem is the conditional version of (5.2).
Proof. First, using Theorem 3, we see that
Since (x + x 0 ) σ = x σ + (x 0 ) σ , we may apply (5.2) to get that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
