Abstract. An appropriate rational approximation to the eigenfunction of the Schrödinger equation for anharmonic oscillators enables one to obtain the eigenvalue accurately as the limit of a sequence of roots of Hankel determinants. The convergence rate of this approach is greater than that for a well-established method based on a power-series expansions weighted by a Gaussian factor with an adjustable parameter (the so-called Hill-determinant method). ‡ Corresponding author Eigenvalues from power-series expansions: an alternative approach 2
Introduction
Power-series methods have proved to yield remarkably accurate eigenvalues of simple one-dimensional and central-field quantum-mechanical models [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . There are basically two different approaches: on the one hand, the use of Dirichlet boundary conditions at the endpoints of a sufficiently wide interval [4, 10] , on the other, the Hilldeterminant method and its variants [1] [2] [3] [4] [5] [6] [7] [8] [9] 11] . In this paper we focus our attention on the latter that has been applied to a wide variety of problems, including the vibrationrotation spectra of diatomic molecules [5, 6, 8] . The success of this method commonly depends on the weight function which in many cases is an exponential function with a width parameter that affects the rate of convergence of the approach [1] [2] [3] .
The purpose of this paper is to discuss an alternative approach that is less dependent on the width parameter or scaling factor. In sec. 2 we outline a well-known weighted power-series method. In sec. 3 we develop an alternative approach based on a rational approximation to that power series approach. In sec. 4 we apply both approaches to the pure quartic anharmonic oscillator. In sec. 5 we consider a rational potential with a singular point on the complex coordinate plane. Finally, in sec. 6 we draw conclusions.
Weighted power-series method
Consider the Schrödinger equation
where the potential-energy function V (x) can be expanded as
A well known approach for the calculation of eigenvalues and eigenfunctions is based on the ansatz
where s = 0 or s = 1 for even or odd states, respectively. If this expansion satisfies the Schrödinger equation (1) , then the coefficients c j are polynomial functions of the energy E. It has been shown [1] [2] [3] that one can obtain the allowed energies (those consistent with square-integrable solutions) from the roots of
The rate of convergence of the sequence of roots E [M ] of this equation depends on the adjustable parameter a. If its value is far from optimal, the sequences may not converge at all.
The Hankel-Padé method
The Riccati Padé method is based on a rational approximation to the logarithmic derivative of the eigenfunction [12, 13] . An appropriate truncation condition determines the allowed energies to be the roots of Hankel determinants [12, 13] . The convergence rate of the sequences of such roots is remarkable and provides accurate eigenvalues with Hankel determinants of relatively small dimension.
Here we explore an alternative approach based on a rational approximation to
N +d
Notice that we require that the Padé approximant with just 2N + d + 1 adjustable parameters yields 2N + d + 2 coefficients of the power series (3) . As in the case of the Riccati-Padé method [12, 13] it leads to a quantization condition for the energy given by the roots of the Hankel determinants
where D = N + 1 = 2, 3, . . ., and d = 0, 1, . . .
Anharmonic oscillator
As an example consider the anharmonic oscillator
The first coefficients are:
and the first Hankel determinant is sequences. We appreciate that the Hankel sequence converges faster than the one for the standard approach. The "exact" result E exact = 1.0603620904841828996 is simply a more accurate estimate of the eigenvalue provided by the RPM [12, 13] . for three values of M. We appreciate that the optimal value of the adjustable parameter for the quartic oscillator (7) is about a ≈ 2.5.
It is not necessary to have the "exact" energy in order to estimate an optimal value of the adjustable parameter. If E [k] n is the approximation of order k to the n-th eigenvalue, we simply monitor the convergence of the sequence in terms of, for example,
n |, where k = k 0 , k 0 + 1, . . ..
Rational potential
Both the straightforward power-series method and the Hankel-Padé approach apply successfully to polynomial potentials as illustrated in the preceding section by means of a simple nontrivial example. In what follows we consider the rational potential
that has been studied by several authors . The power series (2) converges only for |x| < |x g |, where x g = ±i/ √ g are the two poles of the potential-energy function on the imaginary axis of the complex x-plane.
If g ≪ 1 the eigenfunction is negligible for |x| > |x g | and the Hill-determinant method may yield reasonable results for the lowest energies and only after judicious truncation of the sequences of roots [5] . On the other hand, the expansion of the wavefunction in a power series of the variable u = x 2 /(1 + gx 2 ) leads to a successful approach for all values of g and λ [50] .
Since the Hankel-Padé method is based on a rational approximation to the wavefunction, one expects that it takes into account the singularities properly, succeeding even for moderate values of g. In what follows we compare it with the weighted power-series method (3) . First of all, notice that V (x)/x 2 → 1 as |x| → ∞ so that we expect a = 1/2 to be optimal [3] and choose this width-parameter value from now on. We have verified that the Hankel-Padé approach yields reasonable results for other values of a such as, for example, a = 0, a = 1 and a = 3/2. for g = 0.1 and g = 1, respectively. Table 2 shows results from the Hill-determinant method. A lack of entry means that we did not find any root in the interval 0.5 < E < 1.5. Notice that while the Hankel-Padé approach converges smoothly the Hill-determinant method does not, even for g = 0.1. Besides, the latter approach does not give any reasonable result for g = 1.
For g = 0.1 the roots of the Hill-determinant oscillate about the exact eigenvalue, giving the tightest bounds for 9 ≤ M ≤ 12, before the sequence begins to diverge. Averaging the roots for M = 10 and M = 11 one estimates E 0 = 1.38053181 that is quite close to the exact eigenvalue. However, this strategy is only practical for sufficiently small values of g as discussed above. We have thus verified our earlier supposition that the HankelPadé method should correct a possible failure of the power-series approach caused by singular points of the potential-energy function in the complex coordinate plane.
Further comments and conclusions
Clearly, the results of the preceding sections show that
• The sequence of roots of the Hankel determinants (6) converges more smoothly than the sequence of roots of equation (4) for polynomial potentials.
• The rate of convergence of the sequence of roots of the Hankel determinants (6) is not so strongly dependent on the value of a as the sequence of roots of the standard approach (4). In fact, the former converges where the latter does not (even when a = 0).
• The Hankel-Padé method is preferable for the treatment of potential-energy functions with singularities in the complex coordinate plane that limit seriously the range of applicability of the power series.
• However, from a purely practical point of view it is worth noticing that when both approaches are successful, the calculation of the roots of the Hankel determinants typically requires more CPU time.
• There is more than one sequence of roots of the Hankel determinant (6) that it provides upper bounds to all the eigenvalues [14, 34, 55, 57] . Besides, in some cases H ij = 0 for all |i − j| > k, and the resulting secular equation with a band matrix can be treated as a recurrence relation. In this way one does not have to diagonalize a large matrix but simply to find the roots of a determinant of much smaller constant dimension [58] . This is precisely the case for the simple examples discussed above.
However, this variational method may not be practical if the calculation of the matrix elements of the potential-energy function is too difficult. In that case the power-series methods and its variants may be preferable. 
