The special two-sample location problem is an important problem which is useful in comparing the performance of two measuring instruments. The problem of comparing the performances of two packing machines in which one machine may underfill the packets and the other may overfill the packets on an average, fits into special twosample location setup wherein one wishes to test for the point of symmetry versus an appropriate alternative. The only test available in the literature to the best of our knowledge is the class of tests due to Shetty and Umarani [13] which is based on U-statistics. In this paper, two classes of test statistics are proposed which are based on extremes of subsamples. The performances of the proposed classes of tests are Parameshwar V. Pandit and Deepa R. Acharya 48 evaluated in terms of Pitman asymptotic relative efficiency with respect to the test due to Shetty and Umarani [13] . It is observed that the members of proposed classes of tests perform better than the test due to Shetty and Umarani [13] , for those distributions considered for evaluation.
Introduction
One of the important problems that have been widely studied in statistical inference is the two-sample location problem. This problem arises when one would like to know whether two samples come from the same distribution or they differ only in location, that has applications in many fields such as economics, botany, medicine, psychology, etc. However, a special type of location problem is useful in some situations which is described below, received less attention from researchers. This type of problem is quite commonly encountered while comparing the performance of two measuring devices. The problem of testing for point of symmetry against an appropriate alternative fits into a two-sample location setup, mentioned above.
One can find many nonparametric tests in the literature for the twosample location problem. A popular nonparametric procedure for this problem is Mann-Whitney test [6] . Mood's median (M) test [8] is effective in detecting shift in location in populations whose distributions are symmetric and heavy tailed whereas, in detecting shifts in moderately heavy tailed distributions, Gastwirth's H and L tests [2] are effective. The normal scores (NS) test [3] is effective in detecting a shift in the normal distribution. The RS test due to Hogg et al. [4] is effective in detecting shifts in distributions that are skewed. The SG test proposed by Shetty and Govindarajulu [11] based on subsample medians takes care of two suspected outliers at the extremes of both the samples. A generalization of test due to Mathisen [7] is considered by Shetty and Bhat [12] . Their relative efficiency and suitability depend on the nature of the (unknown) underlying distribution. Ahmad [1] proposed a generalization of Mann-Whitney test for this problem based on subsample extremes. However, the special two-sample location problem 
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Asymptotic Relative Efficiency
Pitman [9] defined the asymptotic relative efficiency of one test P relative to another test Q as the limiting ratio of sample sizes required to obtain the same limiting power for a sequence of alternatives converging to null hypothesis. By Noether's theorem, it follows that
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