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Randomized Hamiltonian Feynman integrals
and Schrödinger-Ito stochastic equations
J. Gough, O. O. Obrezkov, and O. G. Smolyanov
Abstract
In this paper, we consider stochastic Schrödinger equations with two-
dimensional white noise. Such equations are used to describe the evolution
of an open quantum system undergoing a process of continuous measure-
ment. Representations are obtained for solutions of such equations using a
generalization to the stochastic case of the classical construction of Feyn-
man path integrals over trajectories in the phase space.
AMS 2000 Mathematics Subject Classification. 35A8, 35C15, 35C20, 35R15,
35R60, 46L45, 46N50, 60H15, 60H99, 81Q05, 81Q10, 81Q30, 81S40.
Introduction
In this paper we derive a representation for solutions of Schrödinger equa-
tions with white-noise type coefficients (stochastic Schrödinger-Ito¯ equations)
using randomized Feynman path integrals over trajectories in the phase space
(Hamiltonian Feynman integrals). These equations describe the limit behavior
of a quantum system observed at discrete instants of time under the condition
that the precision of measurement and the time intervals between measurements
are proportional and tend to zero. Continuous observation of a quantum system
can be defined (informally) as the limit of these observations. This enables one
to assume that Schrödinger-Ito¯ equations describe the evolution of a quantum
system [20], [22] undergoing a process of continuous measurement. At the same
time, they describe the so-called Markov approximation for the evolution of
an open quantum system1 as opposed to the approximation given by Hudson
Parthasarathy type quantum stochastic equations (see [12], [4], and [5]).
An equation describing the evolution of a quantum system subject to a
process of continuous measurement for some fixed observable (the operator of
multiplication by a coordinate for an appropriate realization of the Hilbert state
space in the form of L2(R1)) was first postulated in [25] to describe the sponta-
neous reduction of the wave function. It was derived independently by Belavkin
[17] in the general situation. (In [25], use was made of the Hudson Parthasarathy
1By an open quantum system we mean one which is part of a larger quantum system.
The evolution of such a system is described not by the Schrödinger equation but by a
master-equation implied by it. Since master-equations are integro-differential, it is rather
difficult to investigate them, and therefore use is made of various approximate equations. The
Schrödinger-Ito equation can be regarded as one of these.
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quantum stochastic equations [26]; see also [18].) In the most important special
case, this equation was derived independently by Diosi [21] at the physical level
of rigor. For a derivation on the basis of the standard axioms of quantum me-
chanics, see [8] (also [3], [15], and [16]). In the same paper [8] was announced
the stochastic Schrödinger equation with two-dimensional white noise. For a
full derivation, see [32]. Apart from the local approach to the description of the
behavior of a continuously observed quantum system resulting in an evolution
equation that generalizes the Schrödinger equation and takes into account the
interaction between the quantum system and the measurement equipment and
the effect of this equipment on the state of the system, there also exists a global
approach developed in [30] and [31]. For the global description of the process
of continuous measurement in the latter approach, a linear propagator for the
quantum system is introduced in the form of an heuristic Feynman path integral
over phase-space trajectories.
For the relationship between these two approaches, see [15] and [16]. Repre-
sentations for solutions of stochastic Schrödinger equations via Feynman path
integrals were first obtained in [8], [2] and [16]. In these papers, the Feynman in-
tegral was defined as the analytic continuation of the integral with respect to the
Wiener measure (see [9]), as a result of which the analytic constraints imposed
on the initial condition and on the potential turned out to be rather restrictive.
Furthermore, a representation for the solution of the stochastic Schrödinger
equation with one-dimensional white noise was obtained in [13] under the con-
dition that the potential and the initial condition in the Cauchy problem are
the Fourier transforms of countably additive measures. In this approach, use is
made of the definition of the Feynman path integral via Parseval’s equation [7],
[14], [10], [9]. We use Feynman’s original definition [11], [23] of the functional
integral via the limit of finitely multiple integrals and extend the approach based
on Chernoff’s theorem [19] to the probabilistic case. This approach was first
used in [35] to obtain a representation for the solution of the heat equation on
a compact Riemannian manifold and then in [34] for the representation of the
solution of the Schrödinger equation using a Feynman path integral over trajec-
tories in the phase space. In the present paper, we obtain a representation for
the solution of the stochastic Schrödinger equation using randomized Feynman
path integrals over trajectories in the phase space (randomized Hamiltonian
Feynman integrals).
1 Pseudo-differential operators and the stochas-
tic Schrödinger equation
Definition 1. For an arbitrary τ ∈[0, 1] we define a map ∧: H → Hˆ from the
space of complex-valued functions on R1 × R1 to the space of linear operators
on L2(R) as follows: the action of the operator Hˆ: D
(
Hˆ
)
⊂ L2 (R) → L2 (R)
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on a function ϕ is given by the formula (see [34] and [24])(
Hˆϕ
)
(q) =
1
2π
lim
z→0
∫ z
−z
∫ z
−z
H ((1− τ) q + τq0, p0) eip0(q−q0)ϕ (q0) dq0dp0, (1)
where the limit is taken in L2 (R). Let D
(
Hˆ
)
be the set of all ϕ ∈ L2 (R) such
that Hˆϕ exists.
The function H( · , · ) is called the τ -symbol (or the classical Hamiltonian
on the phase space R1 × R1) for the pseudo-differential operator Hˆ. The map
∧ determines the τ -quantization.
The operator ∧ for τ= 0 is called the operator of qp-quantization and, for τ=
1, the operator of pq-quantization. This terminology is related to the fact that
the pseudo-differential operator corresponding to the τ -symbol H(p, q) = pq is
equal to qp for τ= 0 and to pq for τ= 1. Here and henceforth, qˆ and pˆ are the
coordinate and momentum operators given by the formulae
qˆ : f ∈ Dom (qˆ) ⊂ L2 (R) → [q → qf (q)] ,
pˆ : f ∈ Dom (pˆ) ⊂ L2 (R) → [q →−if ′ (q)] ,
respectively.
The operation of τ -quantization for τ= 1/2 is called the Weyl quantization.
We also note that if H(q, p) = f(q) + g(p) for all p, q ∈ R and some functions f
and g, then the result of quantization does not depend on the parameter τ .
In what follows, we consider the stochastic Schrödinger equation with two-
dimensional white noise and interpret it as the Ito¯ stochastic equation
dϕ (t) =
[(
−iHˆ − µ1
2
k2 (qˆ)− µ2
2
h2 (pˆ)
)
(ϕ (t))
]
dt
−√µ1k (qˆ) (ϕ (t)) dW1 (t)−
√
µ2h (pˆ) (ϕ (t)) dW2 (t) , (2)
where Hˆ is the (internal) Hamiltonian obtained for the observed system by the
τ-quantization of the classical Hamiltonian H and where k(qˆ) and h(pˆ)are the
(non-commuting) differential operators corresponding to the real-valued sym-
bols (q, p) → 7!k(q) and (q, p) → h(p), respectively. Furthermore, W1 and
W2 are independent standard Wiener processes and ϕ (t) ∈ L2 (R) is a random
(wave) function describing the evolution of mixed states for the observed system.
Equation (2) describes the evolution of an open quantum system undergoing a
continuous measurement of the observables k(q) and h(p). It was considered in
[8] and [32] in the special case when k(q) = q, h(p) = p andH(q, p) = p2/2+V (q)
for all p, q ∈ R and some real-valued function V .
For arbitrary functions h, k and H, equation (2) can be obtained by the
method used in [8] and [32]. For this, it suffices to choose an appropriate
realization of the Hilbert state space.
3
2 Feynman path integrals over trajectories in
the phase space
Let E be a real vector space, G ⊂ E∗ the space of linear functionals on E (it is
assumed that E and G satisfy the duality relation) and b a quadratic functional
on G. Then, for all a ∈ E and α ∈ C, the Feynman α-pseudo-measure with
correlation functional b and mean value a is a generalized measure Φb,a,α on E
whose Fourier transform is given by the formula
(FΦb,a,α) (g) = exp
{
αb (g)
2
+ αg (a)
}
,
for all g ∈ G.
Let Q and P be infinite-dimensional locally convex spaces which, as vector
spaces, satisfy the relations Q = P ∗ and P = Q∗. If E = Q × P is the phase
space and G = P ×Q, then the zero-mean Feynman -pseudo-measure on E with
correlation operator given by the formula b(p, q) = 2p(q) for all (p, q) ∈ G is
called the Hamiltonian Feynman integral (or the Feynman path integral over
trajectories in the phase space).
In this case, the value of the Feynman pseudo-measure on a given function
f : Q × P → C (the Feynman integral of f) can be defined using the limit
of finitely multiple integrals. Let {Qn}n and {Pn}n be sequences of finite-
dimensional subspaces (with dimQn =dimPn = n) in Q and P , respectively.
The sequential Feynman integral of the function f over trajectories in the phase
space is defined as the limit (if it exists) of the expressions(∫
Qn×Pn
eip(q)dqdp
)−1 ∫
Qn×Pn
f (q, p) eip(q)dqdp
as n → ∞, where the integration is with respect to an arbitrary Lebesgue
measure.
For the representation of solutions of Schrödinger type equations by means of
sequential Feynman integrals, special importance is attached to the case of the
Feynman path integral over phase-space trajectories for some spaces Q and P of
real-valued functions on the closed interval [0, t]. Let z ∈ R2, τ ∈[0, 1] and t > 0.
Let Q be the vector space of all real-valued functions on [0, t] whose generalized
derivatives are measures on [0, t] and let P = {f ∈ C ([0, t] ,R) : f (t) = 0}. In
this case, the duality relation between Q and P is given by the formula
ξp
(
ξq
)
=
∫ t
0
ξp (s) ξ
′
q (s) ds
for all ξp ∈ P and ξq ∈ Q, where ξ′q (s) denotes the measure equal to the
generalized derivative of the function ξq (·).
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Definition 2. The sequential Feynman integral
I(F, z) =
∫
Q×P0
F
(
ξq, ξp
)
Φτ,t,z
(
dξq, dξp
)
of a function F : Q × P 0 ∈ C over trajectories in the phase space Q × P 0 is
defined as the limit (if it exists) of the finitely multiple integrals
In(F, z) =
1
(2π)n
∫
R2n
F (Jτ (q0, · · · , qn) , J1 (p0, · · · , pn))
× exp
{
i
n−1∑
k=0
pk (qk+1 − qk)
}
dq0dp0 · · · dqn−1dpn−1 (3)
as n → ∞. Here pn = 0, qn = z and, for each r ∈[0, 1], the expression Jr
is an (injective) map from Rn+1 onto the space consisting of functions that
are constant on each of the intervals
(
(k−1)t
n ,
kt
n
)
, k = 1, · · · , n. Furthermore,
very n-tuple (q0, ..., qn) ∈ Rn+1, the function Jr(q0, ..., qn) assumes the value
(1− τ)qk + τqk−1 on the interval
(
(k−1)t
n ,
kt
n
)
, k = 1, · · · , n.
Remark 1 (see [9] and [34]). For τ= 0, the sequential Feynman integral
defined above can be interpreted as an integral over the space of right-continuous
functions. The case τ= 1 corresponds to the Hamiltonian Feynman integral over
the space of left-continuous functions and, for τ ∈(0, 1), the set of functions that
forms the convex hull (with weights (1 - τ) and τ) of the above function spaces
should be regarded as the phase space.
3 Feynman path integrals and representations
of solutions of evolution equations
The existence of Feynman path integrals over phase-space trajectories (that
is, the convergence of the corresponding finitely multiple integrals) was proved
in some special cases in [1] and [6] using the finite-difference method. The
definitions of the Feynman integral via the analytic continuation of the integral
with respect to the Wiener measure and via Parseval’s equation were applied in
[9] in the representation of solutions of Schrödinger equations.
A new approach based on Chernoff’s theorem was first applied in [34]. This
made it possible to extend substantially the area of application of Feynman’s
formulae (that is, the representation of solutions of Schrödinger equations using
Feynman integrals). It was noted in [34] that if ϕ : R+ → L2 (R) is the solution
of the Cauchy problem for the Schrödinger equation with initial datum ϕ0 and
Hamiltonian equal to the pseudo-differential operator with τ-symbol H,
dϕ
dt
= −iHˆϕ, (4)
5
then the relation
ϕ (t) ≡ e−itHˆϕ0 = lim
n→∞
(
̂e−i
t
n
H
)n
ϕ0 (5)
is a representation for the solution of the Schrödinger equation via the Feynman
path integral over trajectories in the phase space. Indeed, it can be verified that
the right-hand side of (5) is a function whose value at a point z coincides with
the limit of finitely multiple approximations of the Feynman integral
∫
exp
{
−i
∫ t
0
H (ξq (s) , ξp (s)) ds}ϕ0 (ξq (0))Φτ,t,z (dξq, dξp) .
The formula (5) was proved in [34] for a rather wide class of Hamiltonians using
Chernoff’s theorem.
In the present paper, we extend this approach to stochastic differential equa-
tions of type (2). In this case, the corresponding Feynman formula changes. We
shall show that if a random function ϕ : R+ → L2 (R) is the solution of the
Cauchy problem for the stochastic equation
dϕ = Aˆϕdt+ BˆϕdW (t) (6)
with initial datum ϕ, where Aˆ and Bˆ are pseudo-differential operators on L2 (R)
andW is the standard Wiener process, then, under certain conditions on A and
B, the relation
ϕ(t) = lim
n→∞
hat
(
exp
{
−tB
2
2n
+B∆Wk,n +
t
n
A
})
ϕ0 (7)
holds, where ∆Wk,n = W (tk/n) −W (t(k − 1)/n) for all k, k = 1, ..., n, and
hat(M) = Mˆ . The additional factors exp
{
− tB22n
}
under the product sign cor-
respond to Ito¯’s formula. The right-hand side of (7) can be interpreted as a
randomized Hamiltonian Feynman integral.
4 A stochastic analogue of Feynman’s formula
The approach used in [34] to find solutions of non-stochastic Schrödinger equa-
tions is based on the construction of a family of operators approximating in the
sense of Chernoff (see [36]) the resolvent operator semigroup for the Schrödinger
equation. Let D1 be an essential domain for the operator Hˆ, which means that
the operator
(
Hˆ,D
(
Hˆ
))
is the closure of
(
Hˆ,D1
)
. The one-parameter opera-
tor family {S(t)}t>0 approximates the semigroup with generator −iHˆ (by defi-
nition, it is precisely the resolvent semigroup of equation (2) for µ1 = µ2 = 0)
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in the sense of Chernoff if the relation S(t)f = f − itHˆf + o(t), t→ 0,holds for
all f ∈ D1. Then Chernoff’s theorem implies that the relation
e−itHˆϕ0 = limn→∞
(
S
(
t
n
))n
ϕ0
holds for all t > 0 and ϕ0 ∈ L2 (R). If ê−itH is taken as S(t), then we obtain
the representation (5).
This method cannot be used for the representation of solutions in the case of
stochastic Schrödinger type equations (with µ1, µ2 > 0 in (2)) since the solution
is a random function in L2 (R) and the family of operators approximating the
resolvent family for equation (2) is non-deterministic. We also note that, since
the right-hand side involves a random process, the semigroup property does not
hold for the resolvent family corresponding to the stochastic equation. Never-
theless, if {T sr }s≥r≥0 is the resolvent family of (random) operators on L2 (R)
that corresponds to the Cauchy problem for the stochastic equation (2) (that
is, T sr is defined by the formula T
s
rϕ0 = ϕ (s) for arbitrary s and r, s ≥ r ≥ 0,
where ϕ is the solution of (2) with ϕ (r) = ϕ0, under the assumption that such
a solution exists and is unique), then, since W1 andW2 are processes with inde-
pendent increments, we have the following stochastic semigroup property: the
distribution of T sr depends only on the difference s− r. This enables us to gen-
eralize the approach based on the notion of equivalence in the sense of Chernoff
to the stochastic case.
In what follows, we consider equation (2) for the case τ= 0, that is, the
operator Hˆ is obtained from H by means of qp-quantization. It is assumed that
the formula (5) holds for the Hamiltonian Hˆ. A sufficient condition [34] for the
fulfillment of (5) is that the relation
H(q, p) = k0(q) + h0(p) + l(q, p) (8)
hold for all q, p ∈ R and some real-valued functions k0, h0, l ∈ L2 (R). In
addition, we assume that −iHˆ is the generator of a strongly continuous operator
semigroup.
We consider the family {Qsr}0≤r≤s of random operators on L2 (R) defined
by the formula
(Qsrf) (q) = exp
{−√µ1k (q) (W1 (s)−W1 (r))− µ1 (s− r) k2 (q)} f (q) , q ∈ R.
(9)
We claim that the function s → Qsrf is the solution of the Cauchy problem for
the equation
dϕ (t) = −µ1
2
k2 (qˆ) (ϕ (t)) dt−√µ1k (qˆ) (ϕ (t)) dW1 (t) (10)
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with initial condition ϕ(r) = f .
We take the total derivative of Qsrf with respect to s,
ds(Q
s
rf)(q) = {−
√
µ1k (q)dW1 (s) +
1
2
µ1k
2 (q) (dW1 (s))
2
−µ1 (s− r) k2 (q) ds} (Qsrf) (q) .
According to Ito¯’s formula (dW1(s))2 = ds, it follows that s → Qsrf is the
solution of equation (10). The fulfillment of the initial condition is obvious.
It can be similarly shown that if {P sr }0≤r≤s is the operator family given by
the formula
(P sr f) (q) =
1
2π
∫
R
∫
R
exp
{−√µ2h (p0) (W2 (s)−W2 (r))− µ2 (s− r)h2 (p0)}
× eip0(q−q0)dq0dp0, q ∈ R,
then s → P sr f is the solution of the Cauchy problem for the equation
dϕ (t) = −µ2
2
h2 (pˆ) (ϕ (t)) dt−√µ2h2 (pˆ) (ϕ (t)) dW2 (t) (11)
with initial condition ϕ(r) = f .
As shown in [34], if Yt = ê−itH for all t, then the function t → Ytϕ0 approx-
imates the solution of the equation
dϕ (t) = −iHˆϕ (t) dt (12)
in the sense of Chernoff.
We note that the sum of the right-hand sides of the (linear) equations (10),
(12) and (13) coincides with the right-hand side of (2), and it is therefore to
be expected that the operator family {Usr }0≤r≤s determined by the formula
Usr = Q
s
rYs−rP
s
r approximates, in a sense, the resolvent family for (2).
The following relation will be called the Feynman stochastic formula:
T t0ϕ0 = w − limn→∞U
t
(n−1)t/n · · ·U t/n0 ϕ0, (13)
where w − lim denotes a kind of convergence (defined below) for L2 (R)-valued
random variables. To see an analogy with the usual Feynman formula, it suffices
to note that t → T t0ϕ0 is the solution of equation (2) with initial datum ϕ0 and
that the right-hand side of (14) is a finite-dimensional approximation to the
Feynman integral of a random function (see (7)). Finally, for µ1 = µ2 = 0, we
obtain the standard Feynman formula in [34].
Definition 3. Let {ξn} be random variables defined on a probability space
(Ω,G,P) and having values in L2 (R). A random variable ξ on the same space
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is the w-limit of ξn as n → ∞ if and only if E ‖ξ − ξn‖2L2(R) tends to zero
as n → ∞. Here E denotes the operator of mathematical expectation in the
probability space (Ω,G,P).
To prove formula (14), it is necessary to consider asymptotic properties of
the operator Usr as s − r → 0. In what follows, we use a well-known result of
Lévy [28] (see also [29]) on the local smoothness of a Wiener process.
Lemma 1. Let {W (r)}0≤r≤1 be the standard Wiener process. Then the
relation
lim
v→0
sup
r∈[0,1]
|W (r + v)−W (r) |√−2v ln v = 1
holds with probability 1.
It follows from Lemma 1 that the relation
lim
v→0
sup
r∈[0,1]
|W (r + v)−W (r) |
v
1
2−ε
= 0
holds for each ε > 0 with probability 1.
For q ∈ R we write ε2 (q) = eq−1−q− q
2
2 . It is clear that there is a constant
A1> 0 such that the inequality |εq (q)|≤ A1|q|3 holds as q → 0. For brevity, in
what follows we shall use the notation ∆W r,vj =Wj (r + v)−Wj (r) for j = 1, 2,
and therefore the relation
exp
{−√µ1k (q) (W1 (r + v)−W1 (r))− µ1vk2 (q)}
= 1−√µ1k (q)∆W r,v1 − µ1vk2 (q)
+
1
2
[√
µ1∆W
r,v
1 k (q) + µ1vk
2 (q)
]2
+ ε2
(√
µ1∆W
r,v
1 k (q) + µ1vk
2 (q)
)
≡ 1−√µ1k (q)∆W r,v1 −µ1vk2 (q)+
1
2
[√
µ1∆W
r,v
1 k (q) + µ1vk
2 (q)
]2
+c (v, r, q)
will hold for the function defining the action of the operator Qr+vr (see (9)).
It is assumed below that the function k is bounded (supq∈R |k(q)| = K1 <∞)
and belongs to L2 (R). We claim that the relation E ‖c(v, r, ·)‖L2(R) = O
(
v3/2
)
then holds uniformly with respect to r as v → 0. By definition,
c(v, r, q) =
1
2
µ21v
2k4 (q) + (µ1)
3/2
v∆W r,v1 k
3 (q)
+ε2
(√
µ1∆W
r,v
1 k (q) + µ1vk
2 (q)
)
.
Therefore we have the inequalities
9
∥∥v2k4∥∥
L2
≤ ‖k‖L2 K31v2 = O
(
v3/2
)
,
E
∥∥v∆W r,v1 k3∥∥L2 ≤ ‖k‖L2 K21vE|∆W r,v1 |
= ‖k‖L2 K21v
1√
2πv
∫
R
|z|e−z2/(2v)dz
= ‖k‖L2 K21v
2√
2π
√
v = O
(
v3/2
)
,
E
∥∥ε2 (√µ1∆W r,v1 k (q) + µ1vk2 (q))∥∥L2 ≤
A1E
∥∥∥ε2 (√µ1∆W r,v1 k (q) + µ1vk2 (q))3∥∥∥
L2
The expression on the right-hand side of the third of these inequalities has
an upper bound equal to the sum
∑3
j=0 bjE|∆W r,v1 |j
∥∥kj∥∥
L2
v3−j
∥∥k2(3−j)∥∥
L2
with some constants bj . Since E|∆W r,v1 |j is proportional to vj/2 and we have
‖kα‖L2 ≤ ‖k‖L2 Kα−11 for all α > 1, each of the terms in this sum is of order
O(v3/2). Consequently, E ‖c (v, r, ·)‖L2 = O(v3/2), that is, E ‖c (v, r, ·)‖L(L2) =
O(v3/2), where L (L2) is the space of continuous linear operators in L2 (R). The
uniformity of the estimates in r follows from the fact that the distribution of
∆W r,v1 does not depend on r.
Everywhere below, Qsr with arbitrary s and r, s > r > 0, denotes the min-
imal σ-algebra relative to which the random variables {W1(t) − W1(r)} are
measurable. We note that, since W1is a process with independent increments,
the σ-algebras Qs1r1 and Qs2r2 are independent if the intervals (r1, s1) and (r2, s2)
are disjoint.
Lemma 2. Let k be a bounded function belonging to L2 (R). Then for
arbitrary r, v > 0, we have the following asymptotic expansion of the random
operator Qr+vr with respect to the parameter v:
Qr+vr = 1−
√
µ1k (qˆ)∆W
r,v
1 −
µ1
2
k2 (qˆ) +
µ1
2
vk2 (qˆ) ζr,v +O
(
v3/2
)
, v → 0,
(14)
where O(v3/2) denotes a random operator in L2 (R) measurable relative to Qr+vr
such that the mathematical expectation of its norm is of order O(v3/2) uniformly
with respect to r. Furthermore, ζr,v is a zero-mean random variable measurable
relative to Qr+vr whose distribution does not depend on r or v, and 1 denotes
the identity operator in L2 (R).
Proof. It follows from the previous argument that
Qr+vr = 1−
√
µ1k (qˆ)∆W
r,v
1 − µ1vk2 +
µ1
2
k2 (∆W r,v1 )
2
+O
(
v3/2
)
= 1−√µ1k (qˆ)∆W r,v1 − µ1vk2 +
µ1
2
vk2
(∆W r,v1 )
2 − v
v
+O
(
v3/2
)
.
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It remains to note that ζr,v =
(∆W r,v1 )
2−v
v is a zero-mean random variable
distributed according to the law χ2 (1)− 1.
An asymptotic expansion for P r+vr can be obtained in a similar way (ev-
erywhere below, Psr denotes the minimal σ-algebra relative to which the ran-
dom variables {W2(t) − W2(r)}r≤t≤s are measurable). If h ∈ L2 (R) and
supq∈R |h(q)| < 1, then the relation
P r+vr = 1−
√
µ2h (pˆ)∆W
r,v
2 −
µ2
2
vh2 (pˆ) +
µ2
2
vh2 (pˆ) ηr,v +O
(
v3/2
)
, v → 0,
(15)
holds, where O(v3/2) denotes a random operator in L2 (R) measurable relative
to Pr+vr such that the mathematical expectation of its norm is of order O(v3/2)
uniformly with respect to r. Furthermore, ηr,v is a zero-mean random variable
measurable relative to Pr+vr whose distribution does not depend on r or v.
To prove (16), it suffices to note that the operator P r+vr can be written in
the using the Fourier transform F in L2:
P r+vr = F exp
{−√µ2h∆W r,v2 − µ2vh2}F−1.
An expansion similar to (15) can be obtained for the exponential in this formula,
and the application of the Fourier transform operator on the right and left of
the exponential leads to the asymptotic expansion (16) since this operator in
unitary and non-random.
The asymptotic expansions (15) and (16), the definition of the Hamilto-
nian symbol (8) and Lemma 1 imply an asymptotic expansion for the operator
Ur+vr = Q
r+v
r ê
−ivHP r+vr :
Ur+vr = 1−
√
µ1k (qˆ)∆W
r,v
1 −
µ1
2
vk2 (qˆ) +
µ1
2
vk2 (qˆ) ζr,v −√µ2h (pˆ)∆W r,v2
−µ2
2
vh2 (pˆ) +
µ2
2
vh2 (pˆ) ηr,v − iv
(
k0 (qˆ) + h0 (pˆ) + lˆ
)
+
√
µ1µ2k (qˆ)h (pˆ)∆W
r,v
1 ∆W
r,v
2 + o
(
v3/2−ε
)
,
where ε> 0 is an arbitrary number.
To derive a similar asymptotic expansion for the operator T r+vr , we need the
auxiliary assertion below.
Lemma 3. Let A and B be operators in a Banach spaceX, letW denote the
standard Wiener process and let ϕ : R+ → X be a random function satisfying
the Ito¯ stochastic equation dϕ = Aϕdt + BϕdW (t). Then for any ε > 0, the
asymptotic expansion
ϕ(t) = ϕ(0) +Bϕ(0)W (t) +Aϕ(0)t+
1
2
B2ϕ (0)
(
W (t)2 − t
)
+ o
(
t
3
2−ε
)
, t→ 0,
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holds. Here o
(
t
3
2−ε
)
denotes a random variable ξt such that the relation
lim
t→0
|ξt|
t
3
2−ε
= 0
holds with probability 1.
Proof. By the definition of a solution of the Ito¯ stochastic differential equa-
tion, the function ϕ satisfies the integral relation
ϕ (t)− ϕ (0) =
∫ t
0
Aϕ (r) dr +
∫ t
0
Bϕ (r) dW (r), (16)
where
∫ t
0 Bϕ (r) dW (r) is the Ito¯ stochastic integral. We shall find an asymptotic
expansion for ϕ (t) as t→ 0 using the method of indeterminate coefficients. Let
ϕ(t) = ϕ(0) + βW (t) + αt+
1
2
γ
(
W (t)2 − t
)
+ o
(
t
3
2−ε
)
.
We substitute the right-hand side of this equation into the right- and left-hand
sides of equation (18). Since we are interested in an asymptotic expansion to
within o
(
t
3
2−ε
)
, we can take into account only the constant in the asymptotic
expansion obtained when ϕ (r) is substituted in
∫ t
0
Aϕ (r) dr (by Lemma 1, the
other terms are of order o
(
r
1
2−ε
)
). Consequently,
∫ t
0
Aϕ (r) dr = Aϕ (0) t+ o
(
t
3
2−ε
)
.
We similarly conclude that∫ t
0
Bϕ (r) dW (r) = Bϕ (0)W (t) +
∫ t
0
BβW (r) dW (r) + o
(
t
3
2−ε
)
= Bϕ (0)W (t) +
1
2
Bβ
[
W (t)2 − 1
]
+ o
(
t
3
2−ε
)
.
Equating the left- and right-hand sides of (18), we arrive at the formula
βW (t) + αt+
γ
2
[
W (t)
2 − 1
]
+ o
(
t
3
2−ε
)
= Aϕ (0) t+Bϕ (0)W (t) +
1
2
Bβ
[
W (t)2 − 1
]
+ o
(
t
3
2−ε
)
,
whence we obtain the relations α = Aϕ (0), β = Bϕ (0) and γ = Bβ, and the
assertion of the lemma follows.
Using Lemma 3 in the case of equation (2), we derive an asymptotic expan-
sion for the operator T r+vr :
12
T r+vr = 1−
√
µ1k (qˆ)∆W
r,v
1 −
µ1
2
vk2 (qˆ)
+
µ1
2
vk2 (qˆ) ζr,v −√µ2h (pˆ)∆W r,v2 −
µ2
2
vh2 (pˆ)
+
µ2
2
vh2 (pˆ) ηr,v − iv
(
k0 (qˆ) + h0 (pˆ) + lˆ
)
+ o
(
v3/2−ε
)
,
where, as usual, ξr,v =
(∆Wr,v1 )
2−v
v and η
r,v =
(∆Wr,v2 )
2−v
v . We note that the di-
rect application of Lemma 3 proves the expansion (19) only for r = 0. However,
since W1 and W2 are Wiener processes, the distribution of the operator-valued
random variable T r+vr does not depend on r, and the resulting expansion holds
for an any r. Moreover, the expression o
(
v3/2−ε
)
on the right-hand side of (19)
is an operator in L2 (R) such that the mathematical expectation of its norm is
of order o
(
v3/2−ε
)
uniformly with respect to r.
As can be seen from the asymptotic expansions (19) and (17), the difference
between T r+vr and U
r+v
r is equal to the term
√
µ1µ2k (qˆ)h (pˆ)∆W
r,v
1 ∆W
r,v
2 +
o
(
v3/2−ε
)
which plays a key role in the proof of the randomized Feynman for-
mula (14). We also note that, in its standard form, the Chernoff theorem used
in the derivation of Feynman type formulae involves, apart from the approxima-
tion requirement for the operator family, the condition that the norm ‖S(t)‖ of
the operator in the approximating family should not exceed eCt, where C > 0
is some constant (common to all values of t > 0).
It turns out that a similar technical constraint is also necessary for proving
the randomized Feynman formula.
Lemma 4. Let h and k be bounded functions belonging to L2 (R). Let the
map t → E ‖T t0‖ be differentiable at zero. Then there is a constant C > 0 such
that, for all r, v > 0, the estimates
E
∥∥Ur+vr ∥∥ ≤ eCv,E∥∥T r+vr ∥∥ ≤ eCv
hold, where‖·‖ denotes the norm on the space of linear operators in L2 (R).
Proof. It suffices to consider the case r = 0 (the estimates for arbitrary
values of r > 0 will be the same as those forr = 0 since the distributions
of the operator-valued random variables under consideration depend only on
the difference between the superscript and the subscript). We first derive an
estimate for Uv0 . If K1 = supq∈R |k (q) | < ∞, then ‖Qv0‖ ≤ eK1
√
µ1∆W1(v).
Therefore E ‖Qv0‖ ≤ e
1
2K
2
1µ1v.
Similarly, if K2 = supq∈R |k (q) | <∞, then E ‖P v0 ‖ ≤ e
1
2K
2
2µ2v. To see this,
it suffices to note that, by the definition of the quantization operator, we have
P v0 = F
−1 exp
{√
µ2h (·)W2 (v)− µ2vh2 (·)
}
F,
where exp
{√
µ2h (·)W2 (v)− µ2vh2 (·)
}
is the operator of multiplication by the
corresponding function in L2 (R) and F is the Fourier transform operator in
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L2 (R). Then the inequality E ‖P v0 ‖ ≤ e
1
2K
2
2µ2v follows from the fact that the
Fourier transform operator is unitary along with the estimate for the mathemat-
ical expectation of the norm of the operator exp
{√
µ2h (·)W2 (v)− µ2vh2 (·)
}
.
We note that, since the operator-valued random variable Qv0 (P
v
0 ) depends
only on the realization of the process W1 (W2) respectively and the processes
W1 and W2 are independent, we have the relation
E ‖Uv0 ‖ ≤ E ‖Qv0‖
∥∥∥ê−ivH∥∥∥E ‖P v0 ‖ ≤ eK21µ1veK22µ2v
We shall now prove a similar estimate for the operator T v0 . Since {T sr }0≤r≤s
is the resolvent family of random operators that corresponds to equation (2),
the relation T v0 = T
v
r T
r
0 holds for all r ∈ (0, v). The random variables T vr and
T r0 are independent, and therefore the inequality
E ‖T v0 ‖ ≤ E ‖T vr ‖E ‖T r0 ‖
holds. Since the distribution of T vr depends only on v − r, the function f
determined by the formula f(v − r) = E ‖T v0 ‖ for all r and v, 0≤ r ≤ v, is well
defined.
This inequality can be rewritten in terms of f :
f(v) ≤ f(r)f(v − r).
In a similar way, the inequality f(v) ≤ (f(v/n))n can be established for all
v > 0 and n ∈ N. It follows from the hypotheses of the lemma that f ′(0) exists
and f ′(0) <1. Consequently, the relation
f (v) ≤ lim
n→∞
(f(v/n))n = ef
′(0)v
holds. The lemma is proved.
Theorem 1 (the randomized Feynman formula). Let h and k be bounded
functions belonging to L2 (R). Let the map t →= E ‖T v0 ‖ be differentiable at
zero. Then, for an arbitrary function ϕ0 ∈ L2 (R) and t > 0, the relation
T t0ϕ0 = w − lim
n→∞
U t(n−1)t/nU
(n−1)t/n
(n−2)t/n · · ·U t/n0 ϕ0
holds.
Proof. Everywhere below, t > 0 is arbitrary and fixed and v = t/n. We
write the difference between the operators on the left- and right-hand sides of
(14) in the form
Tnv0 − Unv(n−1)vU (n−1)v(n−2)v · · ·Uv0 = Π1j=nT jv(j−1)v −Π1j=nUjv(j−1)v
=
t
n
1∑
j=n
Πj+1k=nT
kv
(k−1)v
T jv(j−1)v − U jv(j−1)v
v
Π1k=j−1U
kv
(k−1)v.
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For all v > 0 and j = 1, ..., n (of course, v and n are related by the formula
nv = t), we define L2 (R)-valued random variables ξvj by putting
ξvj = Π
j+1
k=nT
kv
(k−1)v
T jv(j−1)v − U jv(j−1)v
v
Π1k=j−1U
kv
(k−1)vϕ0.
Then the proof of the randomized Feynman formula (14) becomes equivalent to
the verification of the fact that
E
∥∥∥∥∥∥ 1n
n∑
j=1
ξrj
∥∥∥∥∥∥
2
L2(R)
→ 0 as n→∞. (17)
To prove (20), it suffices to show that the expressions E
∥∥ξrj∥∥2L2(R) are uni-
formly bounded with respect to j in some neighbourhood of the point v = 0
and that the limit relation E
(
ξvj , ξ
v
k
)
L2(R)
→ 0 as v → 0 holds uniformly with
respect to all j = k. For r, v > 0, let Yr+vr be the minimal 34 -algebra containingQr+vr and Pr+vr .
Furthermore, for an arbitrary random variable ξ, we denote by Er+vr ξ the
conditional mathematical expectation E
[
ξ|Yr0 ∪ Ytr+v
]
. Thus, Er+vr is the aver-
aging operator over the σ-algebra Yr+vr .
Consider the expression
∥∥ξvj∥∥2L2(R) = ∫
R
(
Πj+1k=nT
kv
(k−1)v
T jv(j−1)v − U jv(j−1)v
v
Π1k=j−1U
kv
(k−1)vϕ0
)
(q)
×
(
Πj+1k=nT
kv
(k−1)v
T jv(j−1)v − U jv(j−1)v
v
Π1k=j−1U
kv
(k−1)vϕ0
)
(q) dq.
It follows from the asymptotic expansions (19) and (17) that the relation
T jv(j−1)v − U jv(j−1)v
v
=
1
v
√
µ1µ2k (qˆ)h (pˆ)∆W
(j−1)v,v
1 ∆W
(j−1)v,v
2 + o
(
v
1
2−ε
)
holds. This relation and the estimates for the mathematical expectations of the
operator norms in Lemma 4 imply the inequalities
∥∥ξvj∥∥2L2(R) = E(Ejv(j−1)v ∥∥ξvj∥∥2L2(R))
≤ eCv(n−j)[µ1µ2 ‖k‖2 ‖h‖2 E
(
∆W
(j−1)v,v
1 /
√
v
)2
×E
(
∆W
(j−1)v,v
2 /
√
v
)2
+ o
(
v1−2ε
)
]e2Cv(j−1) ‖ϕ0‖2
≤ eCt[µ1µ2 ‖k‖2 ‖h‖2 + o
(
v1−2ε
)
] ‖ϕ0‖2 .
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Since ε> 0 is arbitrary, the second of these inequalities provides the desired
estimate.
It remains to show that the covariances E
(
ξvj , ξ
v
k
)
L2(R)
tend to zero as v → 0
uniformly with respect to j = l. Consider the case j = n, l = n − 1, for which
the relation
(
ξvj , ξ
v
k
)
L2(R)
=
∫
R
(
T jv(j−1)v − Ujv(j−1)v
v
Π1k=j−1U
kv
(k−1)v
)
ϕ0 (q)
×
Tnv(n−1)v T (n−1)v(n−2)v − U(n−1)v(n−2)vv Π1k=n−2Ukv(k−1)vϕ0
 (q) dq
holds.
We first find Env(n−1)v
(
ξvn, ξ
v
n−1
)
L2(R)
, that is, we carry out averaging over
the σ-algebra Ynv(n−1)v. The scalar product
(
ξvn, ξ
v
n−1
)
contains only two random
variables depending on Ynv(n−1)v, namely,
Tnv(n−1)v−Unv(n−1)v
v and T
nv
(n−1)v.
If ψ = Π1k=j−1U
kv
(k−1)v, then the asymptotic expansions for these two random
variables imply the relation(
ξvn, ξ
v
n−1
)
L2(R)
= ([1−√µ1k (qˆ)∆W r,v1 −
µ1
2
vk2 (qˆ) +
µ1
2
vk2 (qˆ) ζr,v
−√µ2h (pˆ)∆W r,v2 −
µ2
2
vh2 (pˆ) +
µ2
2
vh2 (pˆ) ηr,v
− iv
(
k0 (qˆ) + h0 (pˆ) + lˆ
)
+ o
(
v
3
2−ε
)
]
T
(n−1)v
(n−2)v − U (n−1)v(n−2)v
v
ψ,[
1
v
√
µ1µ2k (qˆ)h (pˆ)∆W
(j−1)v,v
1 ∆W
(j−1)v,v
2 + o
(
v
1
2−ε
)]
U
(n−1)v
(n−2)vψ)L2(R).
To calculate Env(n−1)v
(
ξvn, ξ
v
n−1
)
L2(R)
, it is necessary to remove the two pairs of
square brackets in the above relation. It should be noted that the mathematical
expectations of some of the terms resulting from the removal of the square
brackets are zero. Therefore
Env(n−1)v
(
ξvn, ξ
v
n−1
)
L2(R)
= Env(n−1)v([1−
√
µ1k (qˆ)∆W
r,v
1 −
µ1
2
vk2 (qˆ)
+
µ1
2
vk2 (qˆ) ζr,v −√µ2h (pˆ)∆W r,v2 −
µ2
2
vh2 (pˆ) +
µ2
2
vh2 (pˆ) ηr,v
−iv
(
k0 (qˆ) + h0 (pˆ) + lˆ
)
+o
(
v
3
2−ε
)
]
T
(n−1)v
(n−2)v − U
(n−1)v
(n−2)v
v
ψ, o
(
v
1
2−ε
)
U
(n−1)v
(n−2)vψ)L2(R)
+ ((1 + o (1))
T
(n−1)v
(n−2)v − U
(n−1)v
(n−2)v
v
ψ, o
(
v
1
2−ε
)
U
(n−1)v
(n−2)vψ)L2(R)
+
o(v 32−ε) T (n−1)v(n−2)v − U(n−1)v(n−2)v
v
ψ,
√
µ1µ2k (qˆ)h (pˆ)U
(n−1)v
(n−2)vψ

L2(R)
.
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It remains to note that ‖ψ‖ ≤ eC(n−2)v ‖ϕ0‖ ≤ eCt ‖ϕ0‖, whence it follows that
the relation
|E (ξvn, ξvn−1) | = |E{E(n−1)v(n−2)vEnv(n−1)v (ξvn, ξvn−1)} |
≤ (1 + o (1)) o
(
v
1
2−ε
)
e2Ct ‖ϕ0‖2
+(1 + o (1)) o
(
v
3
2−ε
)
‖k‖ ‖h‖√µ1µ2e2Ct ‖ϕ0‖2 → 0
holds as v → 0.
The situation with arbitrary j and l is treated in a similar way. In this case,
the convergence of E
(
ξvj , ξ
v
l
)
to zero is uniform with respect to j = l since the
asymptotic expansions for the operators T jv(j−1)v and U
jv
(j−1)v as v → 0 do not
depend on j.
5 Stochastic Feynman path integrals over tra-
jectories in the phase space
If a function on the phase space depends on a random parameter, then the
Hamiltonian Feynman integral of that function can be defined in a natural way
by extending the classical definition in [24]. Let (Ω,G,P) be a probability
space. Everywhere below, the random Feynman path integral of a function
F : C([0, t],R) × C([0, t],R) × Ω → C such that F (ξp, xip, ·) is measurable
relative to (Ω,G) for all ξq,ξp ∈ C([0, t],R) over trajectories in the phase space
is a random function in L2 (R) equal to the w-limit as n → ∞ of the random
functions z → In (F, z) defined by equation (3).
Theorem 2. Let h and k be bounded real-valued functions belonging to
L2 (R). Let h0 and k0 be functions from R to R, let l ∈ L2 (R) be a real-valued
function and let H(q, p) = k0(q) + h0(p) + l(q, p) for all q, p ∈ R. Furthermore,
it is assumed that if {T tr}0≤r≤t is the resolvent operator family corresponding to
equation (2) with Hamiltonian Hˆ obtained by the qp-quantization ofH, then the
map t → E ‖T t0‖ is differentiable at zero. Under these conditions, the relation
T t0ϕ0 =
∫
exp
{
−
∫ t
0
(
iH (ξq (s) , ξp (s))+ µ1k2 (ξq (s))+ µ2h2 (ξp (s))) ds}
× exp
{
−√µ1
∫ t
0
k
(
ξq (s)
)
dW1 (s)−√µ2
∫ t
0
h
(
ξp (s)
)
dW2 (s)
}
×ϕ0
(
ξq (0)
)
Φ0,t,·
(
dξq, dξp
)
(18)
holds for an arbitrary function ϕ0 ∈ L2 (R) and all values of t > 0.
Proof. By the definition of the stochastic Hamiltonian Feynman integral, the
right-hand side of (21) is equal to w − limn→∞Btt(n−1)/nBt(n−1)/nt(n−2)/n · · ·Bt/n0 ϕ0,
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where for all r, v > 0 the action of the operator Br+vr on a function ϕ ∈ L2 (R)
is defined as follows. Let
f (q, p) = exp{− (iH (q, p) + µ1k2 (q) + µ2h2 (p)) v
−√µ1k (q)∆W r,v1 −
√
µ2
∫ t
0
h (p)∆W r,v2 }
for all q, p ∈ R. Then Br+vr ϕ = fˆϕ, where ∧ is the operation of qp-quantization.
We claim that Br+vr coincides with U
r+v
r . Let f1 (q, p) = exp{µ1k2 (q) v −√
µ1k (q)∆W
r,v
1 }, f2 (q, p) = exp {−ivH (q, p)} and f3 (q, p) = exp{µ2h2 (p) v −√
µ2
∫ t
0
h (p)∆W r,v2 } for all q, p ∈ R. Then, by the definitions of the correspond-
ing operator families, we have the relations Ur+vr = fˆ1fˆ2fˆ3 and B
r+v
r = f̂1f2f3.
The second of these was proved in [34] under the condition that f1, f2 and f3
are non-random functions. The proof in the stochastic case is similar.
For every functiong ∈ L2(R× L2 (R)), we define an operator J (g) : L2 (R) →
L2 (R) by putting
[J (g)ϕ](q) = 1√
2π
∫
R
g (q, p) eiqpϕ (p) dp.
Then the qp-quantization of g can be written as
gˆ = J (g)F−1.
The relations
f̂1f2f3 = J (f1f2f3)F−1 = fˆ1J (f2)F−1fˆ3 = fˆ1fˆ2fˆ3
follow from the fact that f1 (f3) does not depend on p (q), respectively.
Thus, the relation Br+vv = U
r+v
v holds for all r, v > 0, and (21) follows from
Theorem 1.
Remark 2. The result in Theorem 2 can be extended to the case of τ-
quantization for an arbitrary τ ∈[0, 1]. For this, it suffices to find asymptotic
expansions as v → 0 for the operator Br+vv = fˆ in the case when ∧ is equal
to the operator of τ -quantization. It can be shown that these expansions will
have the same form as (17). (Of course, in this case, the operators ∧ on the
right-hand side of this equation will correspond to τ-quantization.) Then an
analogue of Theorem 1 can be proved which will imply the representation of the
solution using the Hamiltonian Feynman integral. The resulting formula for this
representation will coincide with (21) except that the symbol Φ0,t,· is replaced
by the pseudo-measure Φtτ,t,· corresponding to the case of τ -quantization.
We also note that the use of methods based on Chernoff’s theorem in the
stochastic case also leads to randomized analogues of formulae in [9], [33]. For
this, suitable expansions into Dyson series must be considered for random mea-
sures depending on realizations of the Wiener processes W1 and W2.
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