Making use of the heat kernel method we define a conditionally positive definite hyperfunction and obtain a Bochner-Schwartz type theorem for hyperfunctions which generalizes both the Bochner-Schwartz type theorem for distributions of GelfandVilenkin in [GV] and our version of Bochner-Schwartz theorem for (Fourier) hyperfunctions in [CCK2, CK1] .
§1. Introduction
Generalizing the Bochner theorem which states that every positive definite function is the Fourier transform of a positive finite measure L. Schwartz proved the Bochner-Schwartz theorem for the distributions and tempered distributions, which states that every positive definite (tempered) distribution u is the Fourier transform of a positive tempered measure µ. In other words, u can be expressed as
Here, a positive measure µ is said to be tempered if (1 + |x| 2 ) −p dµ < ∞ for some p ≥ 0. The above Bochner-Schwartz theorem was generalized in [CK1] for the space of Fourier hyperfunctions, which states that every positive definite Fourier hyperfunction u is the Fourier transform of a positive measure µ of infraexponential type. Here, a positive measure µ is said to be of infra-exponential type if e − |x| dµ < ∞ for every > 0.
The concept of positive definite distributions has been generalized to the conditionally positive definite distributions (see Section 3 for the definition) which arise in the theory of generalized random process and the BochnerSchwartz theorem was generalized subsequently for conditionally positive distributions as follows. Theorem 1.1 [GV] .
Every conditionally positive definite (tempered) distribution u of order s can be expressed as Generalizing the above Bochner-Schwartz type theorem for (tempered) distributions, we proved in [CCK3] the Bochner-Schwartz type theorem for Fourier hyperfunctions which states that every conditionally positive Fourier hyperfunction u of order s has the form (1.2), where the positive measure µ satisfies
and the a k s with |k| = 2s have the same properties as in Theorem 1.1. This result is also a generalization of the Bochner-Schwartz theorem for Fourier hyperfunctions in [CK1] .
The concept of positive definiteness and conditionally positive definiteness can be naturally defined in the space of Fourier hyperfunctions but not in the space of hyperfunctions since a hyperfunction is defined locally as an analytic functional but not globally. In [CCK2] by applying the heat kernel method of T. Matsuzawa positive definite hyperfunctions have been introduced in terms of the Gauss transform and it is proved that positive definite hyperfunction is just a positive definite Fourier hyperfunction.
In this paper, making use of the heat kernel method we define the conditionally positive definite hyperfunction and obtain a Bochner-Schwartz type theorem which generalizes both Theorem 1.1 and the Bochner-Schwartz theorem for hyperfunctions in [CCK2] . As a main result we prove that every conditionally positive definite hyperfunction is nothing but a conditionally positive definite Fourier hyperfunction and also obtain an equivalent condition in terms of their Gauss transforms.
§2. Heat Kernel Approach to (Fourier) Hyperfunctions
In this section we introduce briefly the spaces of Fourier hyperfunctions and hyperfunctions and represent (Fourier) hyperfunctions as the initial values of solutions of the heat equation, which we call the heat kernel method.
Here we use the multi-index notations for
n where N 0 is the set of non-negative integers and ∂ j = ∂/∂x j . We first introduce the real version of the Fourier hyperfunctions in [KCK] .
Definition 2.1.
We denote by F or F(R n ) the Sato space of all in-
and denote by F the strong dual of F and call its elements Fourier hyperfunctions.
It is proved in [CCK1] that the inequality (2.1) is equivalent to
We now introduce analytic functionals to define hyperfunctions as done by Martineau.
Definition 2.2.
Let K be a compact subset of C n . Then we denote by A (K) the space of linear forms u on the space A of entire analytic functions in C n such that for every neighborhood ω of K there exists C ω > 0 satisfying
We call the elements of A (K) analytic functionals carried by K.
It follows easily from Pringsheim's theorem the condition (2.3) is equivalent to the condition that for any h > 0 there exists a positive constant C such that
We now define the space B(Ω) of hyperfunctions following A. Martineau as in [H] .
Definition 2.3.
Let Ω be a bounded open set in R n . Then the space
B(Ω) of hyperfunctions is defined by B(Ω) = A (Ω)/A (∂Ω).
By virtue of the localization theorem in [H, Theorem 9 .22] we can define
is a collection of bounded open sets with
We denote by E(x, t) the n-dimensional heat kernel
Note that E(x, t) belongs to the space F for each t > 0. Thus
U (x, t) the Gauss transform or defining function of u. In Widder [W] it is also called the Poisson transform. We represent the Fourier hyperfunctions and hyperfunctions as the initial values of solutions of the heat equation.
Theorem 2.4 [KCK] .
Let u ∈ F (R n ). Then the Gauss transform
and satisfies the following growth condition; for every ε > 0 there exists a constant C ε > 0 such that
) satisfy (2.6) and (2.7). Then there 
Remark 2.6. The Gauss transform U (x, t) of a distribution u ∈ D satisfies the growth conditions; for every compact subset K ⊂ R n there exist
and the Gauss transform U (x, t) of a tempered distribution u ∈ S satisfies the growth conditions; there is a positive constants C, M and N such that
For the other spaces of generalized functions we refer to [CK1, CK2, CL, KCK, M1, M2] . §3.
Bochner-Schwartz Type Theorem for Hyperfunctions
Recall that a continuous function f (x) on R n is positive definite if
It is well known that the inequality (3.1) is equivalent to
Thus a distribution (tempered distribution, resp.) u is said to be positive definite if
for any test function ϕ ∈ C ∞ c (ϕ ∈ S, resp). Generalizing the positive definite (tempered) distributions, conditionally positive definite (tempered) distributions were introduced in [GV] as follows.
Definition 3.1.
A (tempered) distribution u is said to be conditionally positive definite of order s if
.) and all homogeneous partial differential operators with constant coefficients of order s
Positive definite and conditionally positive definite Fourier hyperfunctions can be defined similarly if (3.2) and (3.3) hold true for ϕ ∈ F(R n ). But the definition (3.2) and (3.3) cannot carry over to hyperfunctions which are analytic functionals locally but not globally. In [CCK2] a positive definite hyperfunction was defined in terms of the corresponding solution of the heat equation and the Bochner-Schwartz theorem for hyperfunction was obtained.
In this section we define a conditionally positive definite hyperfunction and obtain a Bochner-Schwartz type theorem for hyperfunction, which generalizes the Bochner-Schwartz theorem for hyperfunctions in [CCK2] .
Recall that a hyperfunction u ∈ B(R n ) is said to be positive definite if there exists a Gauss transform U (x, t) of u such that U (x, t) is positive definite for each t > 0. In accordance with the definition of positive definite hyperfunctions we define a conditionally positive definite hyperfunction.
Definition 3.2.
A hyperfunction u is said to be conditionally positive definite if there exists a Gauss transform U (x, t) of u such that PP U(· , t) is positive definite for all differential operators P of the form (3.4) and for each t > 0.
To justify the above definition we state and prove some analogous results in the spaces of distributions, tempered distributions and Fourier hyperfunctions before we state our main result.
Theorem 3.3.
The following conditions are equivalent.
(i) u is a conditionally positive definite tempered distribution of order s.
(
ii) The Gauss transform U (x, t) of u has the property that PP U(· , t) is a positive definite function for each t > 0 and for all differential operators P of the form (3.4).

Proof. (i)⇒(ii)
. Let u be a conditionally positive definite tempered distribution of order s. Then by definition PP u is a positive definite tempered distribution. If we denote by E t (·) the n-dimensional heat kernel we have for
Thus PP U(·, t) is a positive definite function for each t > 0 by the equivalent condition (3.1 ). (ii)⇒(i). If PP U(·, t) is a positive definite function we have for all ϕ ∈ S.
PP u, ϕ * ϕ
Thus PP u is a positive definite tempered distribution. This completes the proof.
Since every conditionally positive definite distribution of order s is a conditionally positive definite tempered distribution of the same order as stated in Theorem 1.1 we have the following Theorem 3.4.
(i) u is a conditionally positive definite distribution of order s.
(ii) There exists a Gauss transform U (x, t) of u such that U (x, t) has the property that PP U(· , t) is a positive definite function for each t > 0 and for all differential operators P of the form (3.4).
By the same method as in Theorem 3.3 we obtain the similar result for Fourier hyperfunctions.
Theorem 3.5.
(i) u is a conditionally positive definite Fourier hyperfunction of order s.
(ii) The Gauss transform U (x, t) of u has the property that PP U(·, t) is a positive definite function for each t > 0 and all differential operator P of the form (3.4).
Now we state and prove our main results.
Theorem 3.6.
The following conditions are equivalent for u ∈ B(R n ).
(i) u is a conditionally positive definite hyperfunction of order s.
(ii) u is a conditionally positive definite Fourier hyperfunction of order s.
Proof. We need to prove only the implication (i)⇒(ii), since (ii)⇒(i) is trivial. Let u be a positive definite hyperfunction. Then by definition there exists a Gauss transform U (x, t) of u such that PP U(· , t) is positive definite for all differential operators P of the form (3.4). Making use of the Taylor theorem we have
Since the space of hyperfunctions is invariant under differentiation, putting K = {0} in (2.8) we have the following estimates for each |γ| < 2s ; for every ε > 0, there exists a constant C ε,γ such that
To estimate the remainder part of (3.5) we use the fact that every positive definite function attains its maximum at the origin.
For each |γ| = 2s we can write
Since DDU (· , t) and D * D * U (· , t) are positive definite functions and attain their maximums at the origin we have
Thus by the estimate (2.8) we have the growth condition for each |γ| = 2s ; for every ε there exists C ε,γ such that
It follows that
Thus U (x, t) satisfies the growth condition (2.7) and defines a Fourier hyperfunction u.
Remark. The proof of this main theorem is much subtler than the proof for the Bochner-Schwartz theorem for positive definite hyperfunctions in [CCK2] .
Combining Theorem 3.3 and Theorem 3.4 we have the following result.
Corollary 3.7.
(ii) u is a conditionally positive definite tempered distribution of order s.
(iii) The Gauss transform U (x, t) of u satisfies the growth condition; there exist positive constants C and N such that
and PP U(· , t) is positive definite function for each t > 0 and all differential operators P of the form (3.4).
(iv) u can be expressed as in (1.2) of Theorem 1.1.
Proof. The equivalence of the statements (i) and (iv) is just Theorem 1.1 and the implication (iii)⇒(ii) follows from the Remark 2.6 and Theorem 3.3. Thus it suffices to prove the implication (i)⇒(iii). Let u be a conditionally positive definite distribution of order s. Then by Theorem 3.4 there exists a Gauss transform U (x, t) of u such that PP U(· , t) is positive definite for each t > 0 and for all differential operator D of the form (3.4). Making use of the estimate (2.10) we have for each γ ∈ N n 0 (3.8)
Applying the same method as in the proof of Theorem 3.6 with the estimate (3.8) instead of (3.6) we obtain the estimate (3.7).
Combining Theorem 3.5, Theorem 3.6 we have the following. (iv) u can be expressed as in (1.2) where the measure µ in (1.2) satisfies the growth conditions (1.5) and (1.6) and α(x) in (1.2) is given by (1.7).
Putting s = 0 in the Corollary 3.7 and Corollary 3.8 we have the following Bochner Schwartz theorem for (tempered) distributions and (Fourier) hyperfunctions, respectively.
Corollary 3.9.
(i) u is a positive definite (tempered ) distribution.
( 
