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Cation–π interactions of aromatic rings and positively charged groups are among the 
most important interactions in structural biology. Although the role and energetic 
characteristics of these interactions is well established, the occurrence of cation–π–
cation interactions is an unexpected motif, which raises intriguing questions about its 
functional role in proteins. We present a statistical analysis of the occurrence, 
composition and geometrical preferences of cation–π–cation interactions identified in a 
set of non-redundant protein structures taken from the Protein Data Bank. Our results 
demonstrate that this structural motif is observed at a small, albeit non-negligible 
frequency in proteins, and suggests a preference to establish cation–π–cation motifs 
with Trp, followed by Tyr and Phe. Furthermore, we have found that cation–π–cation 
interactions tend to be highly conserved, which supports their structural or functional 
role. Finally, we have performed an energetic analysis of a representative subset of 
cation–π–cation complexes combining quantum-chemical and continuum solvation 
calculations. Our results point out that the protein environment can strongly screen the 
cation–cation repulsion, leading to an attractive interaction in 64% of the complexes 
analyzed. Together with the high degree of conservation observed, these results suggest 
a potential stabilizing role in the protein fold, as demonstrated recently for a miniature 
protein (Craven et al. J. Am. Chem. Soc. 2016, 138, 1543). From a computational point 
of view, the significant contribution of non-additive three-body terms challenges the 
suitability of standard additive force fields for describing cation–π–cation motifs in 
molecular simulations.  










The comprehension of intermolecular forces is key to understand the behavior of 
chemical systems at the molecular level. This is well exemplified in biological systems, 
given that the molecules of life (DNA, RNA and proteins) are held in their three-
dimensional structures by a variety of intermolecular noncovalent interactions, and that 
mutational changes in proteins can affect the structure and dynamics, and even 
ultimately the evolution toward novel functions in enzymes.1 Because the three-
dimensional molecular structure of these molecules is responsible for their specific 
biological activity, understanding noncovalent interactions is fundamental to rationalize 
the relationships between structure, dynamics, and function. Furthermore, such 
knowledge is essential for engineering proteins toward the design of enzymes with 
novel catalytic roles.2,3 
In the last decades, there has been a continuous effort aimed at identifying and 
characterizing the many types of noncovalent interactions observed in chemical 
systems, including, for example, non-conventional hydrogen bonds, π–stacking, cation–
π and anion–π contacts, as well as halogen bonding.4–19 Cation–π interactions have 
emerged as one of the most important interactions in determining specific recognition 
motifs in biomolecules.4–7,11,12 The term cation–π describes the interaction between a 
positively charged atom or group and a π–electron system. Theoretical studies have 
elucidated the nature of cation–π interactions, establishing that the leading term 
involves the electrostatic attraction between a monopole (the cation charge) and the 
quadrupole created by the π–electron cloud of the aromatic ring.6,7,13,20–22 The presence 
of a positive charge near a highly polarizable π–system, however, leads also to 
important induction contributions to the interaction energy.6,7,13,20 In addition, 
dispersion contributions, although smaller, can also be important depending on the 
nature of the cation involved in the interaction.13,20 On the other hand, solvation and 
more generally environment effects may have a crucial influence on the stability of 
cation–π complexes given the charged nature of the cation.23 Cation–π interactions are 
not properly described in standard pairwise additive force fields used in biomolecular 
simulations, where polarization effects are only taken into account in an implicit way. 
This shortcoming can be naturally overcome by switching to an explicit polarizable 
force field,24,25 though some research groups have also proposed empirical corrections 
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to additive force fields to improve the description of cation–π interactions.7,26–30 Such 
corrections, nevertheless, cannot account for nonadditive effects, which are important to 
describe such interactions.31  
There is a large body of evidence illustrating the common occurrence of cation–
π interactions in biological systems, including peptides, nucleic acids, enzymes, 
antibody-binding interactions or ligand-protein binding.12 Statistical analysis of the 
structures deposited in the Protein Data Bank (PDB)32 has unveiled the occurrence and 
geometric characteristics of cation–π interactions in biomolecules.7 In addition, some 
research groups have shown the existence of cooperative effects among cation–π 
interactions and hydrogen bonds or π–stacking.9,33–42 Despite all these advances in 
characterizing cation–π motifs and their interplay with other interactions, a special case 
of cation–π interaction involving three molecular species, termed cation–π–cation motif, 
has hitherto received little attention and is still poorly understood. The ability of cation–
π–cation interactions to stabilize tertiary structures of proteins has been recently 
demonstrated for a miniature protein, which emulates a network of cation–π interactions 
found in fibronectin type III domain containing proteins.43 
In this contribution, we aim at advancing our understanding of cation–π–cation 
interactions and their role in the structure and stability of biomolecular systems via two 
complementary approaches. First, a thorough statistical analysis of the frequency, 
composition and geometrical features of cation–π–cation complexes identified in a set of 
non-redundant protein structures from the PDB is presented. Specifically, interactions 
between the π–electron system of the aromatic residues with not only cationic amino 
acids, but also different monovalent and divalent cations have been considered. We 
have also analyzed the degree of conservation of the interactions based on the 
probability of residue replacement as well as the relations among the protein and its 
homologs. Second, the most relevant contributions to the interaction energy in cation–π–
cation interactions from high-level quantum mechanical (QM) calculations have been 
analyzed. This study demonstrates that cation–π–cation interactions are unexpectedly 
quite common in proteins, as about 7% of the structures investigated have one or more 
cation–π–cation interactions. The results also indicate that the stability of a cation–π–
cation complex, which is intrinsically repulsive, is largely dependent on the local 
environment. Finally, non-additive three-body contributions are significant in cation–π–
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cation interactions, implying that the proper description of these motifs in standard 
additive pairwise force fields is even more challenging from a theoretical perspective 
compared to cation–π pairs. 
The present contribution is organized as follows. First, we discuss the 
methodological approach used in this work and the computational details of the QM 
calculations. Second, we report the results of the statistical analysis performed on the set 
of non-redundant proteins of the PDB, as well as the analysis of the conservation of the 
most relevant cation–π–cation motifs. Then, we discuss the energetic analysis of the 
most representative subset of these interactions. Finally, we close with future prospects 
and possible extensions of the work. 
2. METHODS 
2.1 Statistical analysis  
 The statistical analysis of cation–π–cation interactions was performed over a 
non-redundant protein structure dataset consisting of ca. 21000 protein structures taken 
from the PDB's Cluster90.32,44 We performed an exhaustive search for cation–π–cation 
motifs established between the side chains of aromatic residues (Phe, Tyr, Trp) with 
cationic amino acids (Lys and Arg), as well as with different monovalent and divalent 
cations (Na+, Ca2+, Mg2+, K+, Li+, Cu2+). The criteria to detect a cation–π–cation 
complex were based on the distance from the cation to the aromatic ring, as well as on 
the angle formed by the two cations and the aromatic ring. The latter is defined as the 
angle between the normal of the aromatic ring and the vector connecting the centroid of 
the ring and the positively charged site (Figure 1). In the case of Lys and Arg, the 
distance was taken to the Nζ atom of the protonated amine and to the guanidine Cζ atom, 
respectively. In the case of Trp, both six- and five-membered aromatic rings were 
considered. The set of interactions initially identified was then filtered in order to 
remove possible duplicates in each interaction arising from symmetry considerations 
within the PDB. 
 For the sake of completeness, we have also extended the analysis to complexes 
that include His as a potential partner. Whereas most Lys and Arg residues are expected 
to be cationic, it is well known that His residues generally populate the neutral state, 
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even though they may be protonated depending on their local environment in proteins. 
Due to the lack of information regarding the protonation states in the PDB structures, 
and the range of uncertainty in predicting the pKa of His residues,45,46 we have decided 
to extend our statistical analysis to cation–π–His and His–π–His complexes, since even 
a neutral His might a priori be an unexpected motif to assist in the formation and 
stability of the complex through hydrogen bonding to the aromatic ring. The 
protonation state of the His residues participating in the complexes identified was then 
investigated using the PROPKA server.45,46 In the case of complexes involving His, the 
geometrical parameters (Figure 1) were defined to determine the relative position of the 
nitrogen atoms of the His residue relative to the aromatic ring.  
 
Figure 1. Definition of the geometrical parameters that characterize the cation–π 
interaction between a π ring and a positively charged group. 
Taking into account the preceding definitions for the center of the aromatic rings 
and the location of the charged sites, we considered a threshold value for the maximum 
distance (d) between the cation and the aromatic ring of 5 Å, and an angle cutoff (θ) 
for the cation–aromatic ring–cation arrangement of 45 degrees (Figure 1). The initial set 
of interactions was then refined to identify the most relevant ones by imposing a more 
stringent criterion, consisting of a combined distance and angle cutoffs for both cations, 
such that d1 + d2 < 8 Å and θ1 + θ2  < 40°, respectively. From this new subset, we 
removed (i) complexes containing His residues, due to the uncertainty related to its 
protonation state, (ii) Lys complexes where the ammonium group was largely displaced 
from the normal axis to the aromatic ring, and (iii) proteins with a high sequence 
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similarity with other proteins in the set. Some proteins of this set featured multiple 
interactions (PDB IDs 1GXS, 1T72, 2H39, 2J47, 2JKV, 2PAM and 3G9V), which were 
kept, although they did not meet our geometric criteria, as we deemed interesting to 
investigate the energetic characteristics of these special cases. Moreover, we also 
included in the final set of interactions a particularly interesting system, namely the 
human growth hormone receptor (PDB entry 1A22), where three consecutive cation–π–
cation interactions are established involving amino acids Lys379, Trp386, Arg411, 
Phe425, Arg413, Tyr422, and Lys415, as shown in Figure 2. The final refined dataset 
included 53 interactions (see Results section). For this final set of interactions, we 
analyzed the degree of conservation of the amino acids involved in the complex, and 
performed the energetic analysis described in the following section. 
 
 
Figure 2: Multiple cation–π–cation interactions identified in the human growth 
hormone receptor (PDB entry 1A22). 
The degree of conservation of the cation–π–cation interactions in each protein 
was determined with the aid of the ConSurf web server,47,48 which accounts for the 
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probability of residue replacement, as well as the evolutionary relations among the 
protein and its homologs. Finally, we also computed the pKa and the fraction of buried 
surface area of the titratable amino acids in the cation–π–cation interactions using the 
PROPKA server.45,46 In all cases, the Arg and Lys amino acids were found to be 
protonated at neutral pH (see Table S7 in the Supporting Information).  
2.2 Energetic analysis 	
  For each complex featured in the subset of cation–π–cation motifs, a simplified 
model was built up to perform the energetic analysis using high-level QM calculations. 
To this end, Lys and Arg amino acids were represented as ammonium and guanidinium 
ions, whereas Phe, Tyr, and Trp were represented as benzene, phenol, and indole units, 
respectively. The geometries of these prototypical molecules were fully optimized at the 
MP2/aug-cc-pVDZ level using the Gaussian 09 suite of programs.49 The optimized 
geometries were then aligned onto the corresponding fragments of the amino-acid side 
chains, thereby forming the cation–π–cation motif as found in the original PDB 
structures. For the models involving Lys, the orientation of the hydrogen atoms in the 
ammonium group was then optimized through MP2/aug-cc-pVDZ calculations, while 
keeping the rest of the atoms frozen in the model system. 
 The trimer interaction energy, ∆𝐸!"#$ = 𝐸!"#$ − 𝐸! − 𝐸!" − 𝐸!, as well as the 
corresponding pair interaction energies, ∆𝐸!"# = 𝐸!"# − 𝐸! − 𝐸!", ∆𝐸!"# = 𝐸!"# −
𝐸!" − 𝐸! and ∆𝐸!" = 𝐸!" − 𝐸! − 𝐸!, were determined to assess the contribution of 
three-body non-additive effects to the interaction according to the following expression: 
      
ΔE3-body = ΔEXArY −ΔEXAr −ΔEArY −ΔEXY      (1) 
where Ar is the aromatic amino acid and X,Y denote the cations involved in the X–Ar–
Y cation–π–cation interaction.  
 Single-point energies for monomers, dimers and trimers were calculated using 
the spin-component-scaled Møller–Plesset second order (SCS-MP2) method proposed 
by Grimme, which has been shown to improve significantly the accuracy of MP2 
calculations.50 Essentially, the SCS modification involves scaling parallel and anti-
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parallel-spin components of the MP2 correlation energy according to the following 
expression: 
𝐸!"!!!"! = 𝐸!" +
!
!
(𝐸!"## !!! + 𝐸!"## !!! )+
!
!
𝐸!"##(!!!)   (2) 
In addition, all SCS-MP2 energies were extrapolated to the complete basis set 
limit (CBS) combining results obtained using Dunning's cc-pVDZ and cc-pVTZ basis 




!" − !!!!!!! 𝐸!
!" + !!
!!!!!
 𝐸!!"## − !
!
!!!!!
 𝐸!!"## (3) 
where E2 and E3 denote Hartree-Fock and correlation energies obtained using double-ζ 
and triple-ζ basis sets, and 𝛼 = 3.4 and 𝛽 = 2.2.  
 For the 3 cation–π–cation interactions identified in the human growth hormone 
receptor (PDB entry 1A22), interaction energies were also computed at the coupled 
cluster with single and double excitations (CCSD) level of theory using the aug-cc-
pVDZ basis set. In all cases, dimer and trimer interaction energies were corrected for 
basis-set superposition errors (BSSE) using the counterpoise correction (CP),52 in which 
monomer calculations were performed using the complete basis set of the interacting 
dimer or trimer systems.  
 Finally, the effect of the environment on the cation–π–cation complex was 
examined using two strategies. First, preliminary insight into the effect of the 
environment was gained from QM continuum solvation calculations in water and in n-
octanol using the MST-IEFPCM B3LYP/6-31G(d) model, following the scheme 
described in previous studies.53–55 Next, we estimated the contribution of the protein 
environment by computing the free-energy change associated to transferring the trimer 
from water to the protein scaffold using the classical MM-GBSA method, as 
implemented in the Amber12 software.56 In particular, we used the modified GB model 
developed by Onufriev, Bashford and Case using a dielectric constant of 78.3.57 In order 
to avoid steric clashes between the protein and the model trimer in the latter 
calculations, Arg and Lys residues participating in the interaction were mutated into 
Gly, and the aromatic residue (Trp, Phe or Tyr) was removed, capping the neighboring 
amino acids with a hydrogen atom. In addition, all cofactors were removed from the 
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structures, and the protonation states of the residues in the polypeptide chain were 
assigned according to PROPKA calculations.45,46 In the particular case of the phosphate 
transport phoU protein (PDB entry 1T72), the low resolution of the crystal structure led 
to artificially large van der Waals contributions in the MM-GBSA calculations of its 
two cation–π–cation complexes. Therefore, before performing the MM-GBSA 
calculations, we minimized the protein in vacuum keeping the amino acids involved in 
the interactions restrained to their initial position. All MM calculations were based on 
the parm99SB Amber force field,58 and the parameters for the ammonium, guanidinium, 
benzene, phenol and indole units were assigned using the Antechamber module based 
on the Amber force field with RESP charges derived at the HF/6-31G(d) level of 
theory.59 
3. RESULTS AND DISCUSSION 
3.1 Statistical analysis of cation–π–cation motifs in proteins 
 We performed an initial analysis of the non-redundant protein dataset in search 
for cation–π–cation, cation–π–His and His–π–His motifs. Interactions were identified 
when the distance and angle formed by the cationic moeities relative to the aromatic 
ring were below 5 Å and 45°, respectively (Figure 1). These criteria led to the 
identification of a total of 2,898 interactions located in 2,328 protein structures, which 
correspond to 1,675 cation–π–cation, 1,029 cation–π–His and 194 His–π–His motifs. 
Investigation of the protonation state of the His residues involved in the cation–π–cation 
motifs suggested a cationic His participating in 24 cation–π–His+ and 10 His+–π–His 
motifs, whereas no His+–π–His+ complexes were found. Thus, our results indicate an 
overall number of 1699 cation–π–cation complexes found in 1,450 proteins (7.0% of the 
structures analyzed). This result stresses the unexpectedly significant population of 
these interactions in proteins.  
Figure 3 shows the statistical distribution of cation–π and His–π distances and angles 
for the 2,898 complexes. The aromatic ring corresponds to Tyr in 47% of the cases, 
whereas a similar population is found for Trp (25%) and Phe (28%). Additional detail 
about the particular composition of each interaction identified is supplied in Tables S1-
S3 of the Supporting Information. Moreover, Table 1 shows the minimum and mean 
values of the distance (d) and angle (θ) between the cation and the aromatic ring.  The 
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distributions of average distances and angles are very similar for the three aromatic 
amino acids, with a mean distance ranging from 4.1 to 4.4 Å, and an average angle from 
27 to 30 degrees. 
Figure 3. Statistical distribution of pairwise cation(Lys, Arg)–π and His–π distances 
and angles of approach observed for the 2,898 interactions identified in the Cluster90 
database involving a) Trp, b) Tyr and c) Phe. 
Table 1. Minimum and mean pairwise cation(Lys, Arg)–π and His–π distances and 
angles of approach observed for the 2,898 interactions identified in the PDB. 
  
Lys Arg His 
  
d (Å) θ (˚) d (Å) θ (˚) d (Å) θ (˚) 
 
Min 3.23 0.9 3.24 1.0 2.91 2.5 
Trp Mean 4.29 29.2 4.21 27.8 4.11 27.4 
 
Min 3.22 1.6 3.29 0.4 2.78 1.2 
Tyr Mean 4.35 29.7 4.22 29.1 4.16 27.3 
 
Min 3.28 3.4 3.28 1.4 3.07 1.7 
Phe Mean 4.33 27.5 4.22 28.0 4.25 28.4 
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 The analysis of the complexes formed by Tyr as the aromatic residue, which is 
the most frequent cation–π–cation motif within the dataset, primarily involves the 
mixed interaction with the ammonium group of Lys and the guanidinium moiety of Arg, 
the Lys–Tyr–Arg motif being detected in 26% of the X–Tyr–Y complexes. Complexes 
involving the same charged amino acid residue (X–Tyr–X) were found in 38% of the 
cases, the most favored one being Lys–Tyr–Lys (19%). In very few instances the 
cation–π–cation interaction involved a metal cation (Ca2+, Na+ or Mg2+), generally 
forming Lys–Tyr–Mg2+ complexes. On the other hand, no interaction motifs were found 
involving the simultaneous presence of two metal cations. 
 With regard to Trp, the preferred motif with charged amino acids was also the 
mixed complex formed with Lys and Arg (28% of the cases), thus mimicking the 
preferences observed for Tyr. Similar trends were observed for Phe, as the preferred 
motif (23%) is the Lys–Phe–Arg complex. Moreover, concerning cases in which the 
same amino acid is found on each side of the aromatic ring, the interaction motifs Arg–
Trp–Arg (20%) and Arg–Phe–Arg (16%) were found to be the most common, in 
contrast with the Tyr case. Again, only a few complexes were detected involving the 
metal cations Na+ and Mg2+ in the case of Trp, and Ca2+ in the case of Phe. As has been 
noted for Tyr, the simultaneous interaction of both Trp and Phe with two metal cations 
was not observed in the present analysis.  
 Overall, we can see that all the considered aromatic amino acids (Trp, Tyr, Phe) 
show a clear preference to interact with charged amino acids in cation–π–cation 
interactions rather than monovalent metal cations. This trend can presumably be 
attributed to the larger hydration free energies of the metal cations compared to the 
ammonium and guanidinium groups,60–63 and the larger volume accessibility of the 
metal cations compared to the pre-organized arrangement of the charged residues in the 
protein fold, but also to the limited number of protein structures involving metal cations 
in the dataset. If we discard those complexes involving a neutral His, the preferred 
amino acid in such interactions is found to be Tyr (48%), followed by Trp (26%) and 
Phe (25%). Despite its two rings, the fact that Trp appears in a small number of cation–
π–cation complexes can be explained by the smaller natural occurrence of Trp (1.3%) 
compared to Tyr (3.3%) or Phe (3.9%).64 Indeed, if the number of interactions found is 
weighted by their natural abundance, our results suggest a preference to establish 
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cation–π–cation motifs with Trp, followed by Tyr and Phe (approximate ratios 3:2:1). If 
we consider charged amino acids on each side of the aromatic ring, the dominant motif 
contains Lys and Arg, and these residues appear with a similar frequency among all the 
possible motifs. Again, this finding can be explained by the similar abundance of Lys 
(5.8%) and Arg (5.2%). The smaller number of complexes involving His probably 
stems not only from its lower natural abundance (2.2%), but also from the intrinsic 
preference for its neutral form (see above). 
 Given the large amount of cation–π–cation complexes found in the dataset, we 
performed a selection procedure in order to identify the most relevant interactions to be 
used in the energetic analysis. To this end, a more stringent geometrical analysis was 
carried out looking at the distribution of distances and angles found in the trimeric (X–
π–Y) complexes, shown in Figures 4-6. 
 
 
Figure 4. Statistical distribution of distances and angles of approach observed for the 





Figure 5. Statistical distribution of distances and angles of approach observed for the 
trimeric (X–π–Y) complexes identified involving Tyr as the aromatic residue. 
 
Figure 6. Statistical distribution of distances and angles of approach observed for the 
trimeric (X–π–Y) complexes identified involving Phe as the aromatic residue. 
 As can be noted in Figures 4-6, most of the complexes are clustered in the upper 
right corners, corresponding to total distances (d1 + d2) and angles (θ1 + θ2) in the range 
of 9.0-9.5 Å and 60-80 degrees, respectively. However, there are cases with total 
distances in the range of 7.0-8.0 Å, and angles lower than 40 degrees. For our purposes 
 
15		
here, we filtered out complexes using such criteria (see Methods). These additional 
criteria led to a selection of 175 complexes. As indicated in the Methods section, this 
subset was further refined by excluding (i) complexes with His residues, (ii) Lys 
complexes where the ammonium group was largely displaced from the normal axis to 
the aromatic ring, and (iii) highly similar proteins. In addition, we kept in our subset 
specific complexes taken from proteins that featured multiple cation–π–cation 
interactions, although they did not strictly meet our geometric criteria.  
 These refinements led to a final selection of 53 complexes (Tables S4-S6 of the 
Supporting Information). Then, we performed a multiple structural alignment based on 
the central aromatic residue in order to investigate the three-dimensional distribution of 
charged residues around the aromatic ring, which is shown in Figure 7. This analysis 
reveals three trends: (i) the nitrogen atom of Lys does not tend to be faced towards the 
center of the ring, an effect that may reflect a balance between the cation–π–cation and 
other interactions formed by the protonated amine with neighboring residues, (ii) the 
distribution of Arg (as measured from the position of the guanidinium C atom) is closer 
to the normal to the centroid of the aromatic ring, which reflects both the larger 
delocalization of the positive charge in the guanidinium moiety and the enhanced 
contribution of dispersion forces between the guanidinium group and the aromatic 
ring,13,20 and finally (iii) in the case of Trp, the preferential ring found in cation–π–
cation interactions seems to be the five-membered one, likely reflecting the preference 
for the negative charge borne by the nitrogen atom.  
 We also examined the relative orientation of the Arg guanidinium moiety and 
the aromatic ring. Figure 8 shows the distribution of the angles formed by the molecular 
planes of these two moieties. As expected, our results show that both planes are roughly 
parallel, with peaks centered in the range 0-20 degrees for the three aromatic residues. 
However, in two specific cases involving Trp and Phe complexes, respectively, the 
guanidinium moiety and the aromatic ring adopted a T-shape orientation (PDB entries 
1CN4 and 1GQK). 
 Finally, we also investigated the degree of conservation of the amino acids 
found in the set of 53 cation–π–cation interactions with the aid of the ConSurf web 
server,47,48 which accounts for the probability of residue replacement as well as the 
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evolutionary relations among the protein and its homologs. Figure 9 shows the 
distribution of conservation scores for the set of 53 complexes, obtained as an average 
over the individual values of each amino acid. Such individual scores, as well as the 
corresponding residue variety (an index that defines the degree of mutational diversity 
in ConSurf), can be found in Table S7 of the Supporting Information. The scoring scale 
ranges from 1 to 9, the latter value indicating the highest degree of conservation. 
Interestingly, the interactions involving Trp and Phe seem to be strongly conserved, 
with average scores between 6-9 in most cases. On the other hand, interactions 




Figure 7. Spatial distribution of Lys and Arg cations around Trp (upper left), Tyr 
(upper right) and Phe (bottom center). The Cζ and the Nζ atoms of Arg and Lys are 






Figure 8. Histograms of the relative angle between the arginine and aromatic planes for 




Figure 9. Histograms of the conservation score averaged over the three amino acids for 
cation–π–cation interactions involving a) Trp, b) Tyr and c) Phe. The scoring scale 





3.2 Energetic analysis 
 The common occurrence of cation–π–cation motifs identified in our statistical 
analysis warrants investigating the underlying energetics of such interactions. A 
particularly challenging question is whether or not they can be expected to stabilize the 
tertiary structure of a protein. On the other hand, it is of interest to investigate the 
cooperativity among simultaneous two-body cation–π interactions, which we estimate 
here by computing three-body non-additive effects in the interaction energies, effects 
that are envisioned to be nonnegligible, given the well-known impact of polarization 
effects on cation–π interactions.6,7,13,20 
 Figure 10 shows the distribution of pair interaction energies obtained for the 
complexes containing Trp, Tyr and Phe at the SCS-MP2/CBS level of theory in the gas 
phase. In addition, we show the overall distribution of pair interaction energies, as well 
as the trimer interaction energies and the corresponding three-body contributions (data 
available in Table S8 of the Supporting Information).  
 As expected, our results indicate that the interaction energies involving two 
cations are strongly repulsive, in the range ∼30-50 kcal/mol, with similar energetic 
distributions observed for Lys–Lys, Arg–Arg and Lys–Arg pairs in Trp, Tyr or Phe 
complexes. On the other hand, the distribution of cation–π interaction energies shows 
larger differences depending on the specific nature of the aromatic ring involved in the 
complex. A notable difference is that the distribution of Lys–Phe and Arg–Phe 
interaction energies is considerably narrower than their counterparts involving Trp or 
Tyr, probably due to the greater symmetry of Phe. Indeed, the distributions involving 
Trp, where the cations can interact with both the five- and six-membered rings, exhibit 
the broadest distributions. Interestingly, regardless of the aromatic amino acid involved, 
the strongest interaction energies in the distribution always arise from cation–π pairs 





Figure 10. Interaction energies computed for cation–π–cation complexes in vacuum. a) 
Pair interactions in Trp complexes, b) pair interactions in Tyr complexes, c) pair 
interactions in Phe complexes, d) all pair interactions, e) trimer interactions and f) three-
body non-additive contributions. 
 Because cation–cation repulsion dominates the interaction energy of the cation–
π–cation complexes, the overall trimer interaction energies shown in Figure 10 are 
strongly positive in vacuum, ranging from 21 to 35 kcal/mol. Such energies, however, 
do not match the sum of pair interaction energies. In other words, nonadditivity plays an 
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important role in these interactions, as the three-body contribution amounts typically to 
3-5 kcal/mol, and, in some cases, up to 7 kcal/mol. We examined the impact of higher-
order electron correlation effects in the three-body contribution by performing 
CCSD/aug-cc-pVDZ calculations on the 3 complexes identified in the human growth 
hormone receptor (see Fig. 2). Our results pointed, however, to negligible corrections 
less than 0.1 kcal/mol to the SCS-MP2 estimates, as reported in Table S10 of the 
Supporting Information. 
 The finding of significant nonadditivity has important consequences for the 
description of cation–π–cation motifs in widely used pairwise additive, notably 
multipurpose macromolecular force fields for molecular simulations of proteins, as 
nonaddivitity is neglected in such a formalism. For instance, in order to improve the 
description of cation–π interactions in pairwise, additive force fields, Minoux and 
Chipot introduced a short-range 4-12 potential in the context of the Amber force field 
able to reproduce induction phenomena in an average sense.7 Recently, Khan and co-
workers showed that the Drude polarizable force field improves the description of 
tyrosine–choline cation–π energetics compared to the CHARMM additive force field, 
and proposed a modification of the Lennard-Jones terms for the latter in order to 
recover the missing induction effects.65 Although such ad hoc modifications provide 
efficient and simple corrections, the implicit treatment of polarization effects in such 
formalisms becomes problematic in a cation–π–cation motif, given that the approach of 
the two cations on each side of the aromatic ring will partially zero out the induction 
contribution, whereas the 4-12 potential or the modified Lennard-Jones one would 
predict similar interaction energies as those found in the individual cation–π complexes. 
This fact reflects the neglect of non-additive contributions, like those estimated here for 
cation–π–cation motifs, in a pairwise additive force field.  
  A natural alternative to improve the description of cation–π–cation interactions 
would be to use an explicit polarizable force field.24,25 In this case, common formalisms 
in this context, like those based on Drude oscillators or induce dipoles moments, would 
likely provide good descriptions of cation–π interactions, as shown in the recent study 
by Khan and co-workers.65 When two cations approach the aromatic ring like in a 
cation–π–cation motif, however, most likely the Drude oscillators will reorient in the 
plane of the π–electron cloud (or the induced dipoles will partially vanish), so their 
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ability to describe such interactions is not warranted. A rigorous model to account for 
such multibody effects would probably need the inclusion of charge flows and dipolar 
polarizabilities, but the development of such models for solvated macromolecules is 
rather complex. Nevertheless, it would be interesting to explore the ability of 
nonadditive polarizable force fields, for example Drude66 or AMOEBA,67 to describe 
the energetics of cation–π–cation interactions, and whether they are able to account for 
such nonadditivity.  
 In a protein, the local environment can significantly impact these energies by 
significantly screening the electrostatic forces at play.68 In order to investigate the 
impact of the environment, we adopted two strategies. First, we evaluated the impact 
that a polar or an apolar environment can have on cation–π–cation interactions by 
computing the solvation free energies in water and n-octanol for the individual 
monomers, and the trimers, based on continuum solvent MST-IEFPCM calculations53–55 
performed at the B3LYP/6-31G(d) level of theory. This allows us to estimate the 
effective interaction energy of a given cation–π–cation complex in solution, which is 
estimated as the addition of the gas phase interaction energy and the change in the 
solvation free energies of the complex and the separated monomers (Eq. 4). Next, we 
estimated the contribution of the protein environment by computing the free-energy 
change associated to transferring the trimer from water to the protein scaffold using the 
classical MM-GBSA method56,57 based on the Generalized Born continuum solvation 
model (Eq. 5).  
∆𝐸! = ∆𝐸!"# + ∆∆𝐺!"#$!                  (𝑋: 𝑤𝑎𝑡𝑒𝑟,𝑛 − 𝑜𝑐𝑡𝑎𝑛𝑜𝑙)  (4) 
∆𝐸!"#$ = ∆𝐸!"# + ∆𝐺!"#→!"#$      (5) 
 The corresponding interaction energies in n-octanol, water and the protein, 
obtained combining the vacuum SCS-MP2/CBS interaction energies with the solvation 
energies computed using the QM MST solvation model and the transfer free energies 
computed using MM-GBSA are shown in Figure 11 (see also Table S9 of the 
Supporting Information). As expected, the environment has a strong impact on the 
interaction energies, stabilizing them by 14-28 kcal/mol in n-octanol (∆∆𝐺!"#$!"# ), and by 
15-31 kcal/mol in water (∆∆𝐺!"#$!"#). In n-octanol, the resulting interaction energies 
∆𝐸!"# are still predicted to be positive in all cases, whereas in water solvation leads to 
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attractive interactions (∆𝐸!"#) in several complexes, even though only by up to -1.3 
kcal/mol. Such calculations, nevertheless, ignore the local environment of the cation–π–
cation interaction, where the presence of anionic amino acids could substantially further 
stabilize it. Indeed, the water to protein transfer free energies computed for the 
complexes in their native environment, ∆𝐺!"#→!"#$, show an important impact of the 
protein environment on the interaction energies, with values ranging from -45 to 30 
kcal/mol. In 40 out of the 53 interactions considered, however, the protein environment 
stabilizes the interaction, whereas in 13 complexes its contribution is positive.  
 By adding the transfer free energy to the interaction energies in water, we, thus, 
provide an estimate of the interaction energies for the cation–π–cation motifs in their 
context, ∆𝐸!"#$. The resulting values range from -43 to 33 kcal/mol, 34 out of the 53 
complexes resulting in negative interaction energies. This trend is similar for the 
complexes involving Trp, Tyr and Phe, wherein the fraction of interactions that are 
predicted to be attractive is 61%, 64% and 69%. As noted previously, the presence of 
nearby anionic amino acids can considerably stabilize the cation–π–cation motifs by 
establishing favorable electrostatic interactions with Lys and Arg residues, and thus 
attenuate the repulsion between the cations. The impact of nearby anions in cation–π 
interactions has been the focus of several studies.69–75 Moreover, the term salt-bridge–π 
interaction has been proposed to designate the contact between an aromatic ring and a 
planar salt-bridge, as opposed to cation–π and anion–π contacts where the cation or the 
anion are located above/below the aromatic ring.75 In the set of 53 cation–π–cation 
motifs analyzed here, there are often one or more anionic amino acids near the complex. 
However, in the few cases where the anion–ring separation is comparable to the cation–
ring one, there is a large displacement of the anion from the normal axis to the aromatic 
ring. This is probably caused by the geometric criteria used to select the cation–π–cation 








Figure 11. Effective interaction energies computed for cation–π–cation complexes in 





 The impact of negatively charged amino acids is exemplified by the network of 
interactions established between Glu and Asp residues and the cation–π–cation motifs 
in the structures of hydroxynitrile lyase and deblocking aminopeptidase, as shown in 
Figure 12, which translate into ∆𝐸!"#$ values of -25.0 and -18.3 kcal/mol for these 
particular interactions. These results suggest that the local environment may confer to 
cation–π–cation interactions a stabilizing role in the tertiary structure of proteins. This 
possibility is supported by the high degree of conservation found for these interactions, 
in particular for those involving Trp and Phe. We have not found direct correlations 
among the average conservation score of each interaction and their interaction energies, 
but other functional roles could explain this finding.  
 Beyond individual interactions, networks of solvent-exposed cation–π 
interactions formed by two consecutive Arg–Trp–Arg motifs have recently been 
demonstrated to stabilize a miniature protein tertiary structure.43 Here, we have explored 
an extended cation–π network, also exposed to the solvent, identified in the human 
growth hormone receptor (PDB entry 1A22), where three consecutive cation–π–cation 
interactions are established: Lys–Trp–Arg, Arg–Phe–Arg and Arg–Tyr–Lys (see Figure 
2). We estimate the interaction energies to be equal to -16.7, -1.0 and -7.8 kcal/mol for 
these complexes, supporting the notion that diverse cation–π networks can be 
engineered in order to stabilize a tertiary structure. Future studies are required to discern 
the potential implications of these motifs on the intrinsic conformational flexibility and 





Figure 12. Illustration of the stabilizing interactions established between cation–π–
cation motifs and negatively charged (Asp and Glu) amino acids in a) hydroxynitrile 
lyase (code 1GXS-2) and b) deblocking aminopeptidase (code 2GRE-1). More details 
on each interaction code can be found in Table S4-S5 of the Supporting Information. 
	
CONCLUSIONS 
We have presented a statistical analysis of the occurrence, the composition and the 
geometrical preferences of cation–π–cation interactions identified in a non-redundant 
set of protein structures taken from the PDB. Our analysis indicates that this structural 
motif is common in proteins, 7% of them containing at least one cation–π–cation 
interaction. The composition of the interactions identified, when weighted by the natural 
abundance of amino acids, suggests a preference to establish cation–π–cation motifs 
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with Trp, followed by Tyr and Phe, with approximate ratios 3:2:1, whereas no particular 
preference among Lys and Arg is observed regarding the cations. We have also found 
that cation–π–cation interactions tend to be highly conserved, hence suggesting a 
relevant structural or functional role. In this case, interactions involving Trp, and to a 
lesser extent Phe, seem to be more strongly conserved compared to complexes 
involving Tyr.  
We have also performed an energetic analysis of a representative subset of cation–π–
cation complexes combining quantum chemical SCS-MP2/CBS calculations and MST 
and MM-GBSA continuum solvation models. Our results point out that, whereas the 
interaction energy in vacuum is strongly positive, an apolar (n-octanol) or polar (water) 
environment can strongly screen the cation–cation repulsion, although in most cases the 
interaction is still predicted to be repulsive. The impact of the particular protein 
environment is, however, predicted to be stronger, and leads to an attractive interaction 
in 64% of the complexes analyzed. This result, together with the high degree of 
conservation of the amino acids involved in the interactions, suggests a potential 
stabilizing role in protein tertiary structures, as demonstrated recently for a miniature 
protein.43 Finally, we found a significant degree of cooperativity among the two cation–
π interactions at play. From a computational point of view, the significant contribution 
of such non-additive, three-body terms, which can amount up to 7 kcal/mol, challenges 
the suitability of standard additive biomolecular force fields for describing cation–π–
cation motifs in molecular simulations of proteins.  
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