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Introduction
Over the last few years, a significant effort has been devoted to devising and analyzing discretization methods for elliptic PDEs on general meshes including nonmatching interfaces and polytopal cells. Such meshes are encountered, e.g., in the context of subsurface flow simulations in saline aquifers and petroleum basins, where polyhedral elements and nonmatching interfaces appear to account for eroded layers and fractures. In petroleum reservoir modeling, polyhedral elements can also appear in the near-wellbore regions, where radial meshes are usually employed to account for the (qualitative) features of the solution. A more recent and original application of meshes composed of polyhedral elements is adaptive mesh coarsening [2, 7] , where a coarse mesh is obtained by element agglomeration from a fine mesh accounting for the geometric details of the domain.
Polytopal discretization methods were first investigated in the framework of lowest-order schemes. In the context of Finite Volume methods, several families of polytopal methods daniele.di-pietro@umontpellier.fr : Corresponding author: alexandre.ern@enpc.fr ; simon.lemaire87@gmail.com have resulted from the effort to circumvent the superadmissible mesh condition required for the consistency of the classical two-point scheme; cf., in particular, [38, Definition 9 .1]. Interestingly, most of these methods possess local conservation properties on the primal mesh and exhibit numerical fluxes without resorting to local reconstructions. We can mention here, e.g., the Mixed and Hybrid Finite Volume (MHFV) schemes of [34, 39] and the Discrete Duality Finite Volume (DDFV) method of [33] .
Other families of lowest-order polytopal discretization methods have been obtained by reproducing at the discrete level salient features of the continuous problem. Mimetic Finite Difference (MFD) methods were originally derived by mimicking the Stokes theorem in a discrete setting to formulate discrete counterparts of the usual first-order differential operators combined with constitutive relations and of L 2 -products; cf. [14, 15] and also [9] for an overview. Another viewpoint starts from the seminal ideas of Tonti [44] and Bossavit [13] hinging on differential geometry and algebraic topology. Related schemes include the so-called Discrete Geometric Approach (DGA) [22] , and more generally, the Compatible Discrete Operator (CDO) framework of [11, 12] , cf. also [10] , where the building blocks are metric-free discrete differential operators combined with a discrete Hodge operator approximating constitutive relations. Another approach consists in reproducing classical properties of nonconforming and penalized methods on general meshes, as in the Cell-Centered Galerkin (CCG) method [23] and the generalized Crouzeix-Raviart method [32] . The idea is to formulate the method in terms of (possibly incomplete) polynomial spaces so as to re-deploy classical (nonconforming) Finite Element analysis tools.
Recent works have led to unifying frameworks that capture the links among (some of) the above methods. The close relation between MHFV and MFD methods has been investigated in [35] , where equivalence at the algebraic level is demonstrated. A unifying viewpoint that encompasses the above and other classical methods has been proposed under the name of Gradient Schemes [36] . Another unifying viewpoint (closely related to Gradient Schemes) is provided by the CDO framework which encompasses vertex-based schemes (such as first-order Lagrange finite elements and nodal MFD) and cell-based schemes (such as MHFV and MFD).
In parallel, high-order polytopal discretization methods have received significant attention over the last few years. Increasing the approximation order can significantly speed up convergence when the solution exhibits sufficient (local) regularity. When this is not the case, the better convergence properties of high-order methods can be recovered using mesh adaption (by local refinement or coarsening). High-order polytopal discretization methods can be obtained by fully nonconforming approaches such as the Discontinuous Galerkin (DG) method; cf. [4] and also [5, 16] for a unified presentation for the Poisson problem, [37] for Friedrichs' systems, [18] for an hp-version, and [26] for a comprehensive introduction. An interesting class of DG methods is that of Hybridizable Discontinuous Galerkin (HDG) methods [21] (cf. also [19] ). Such methods were originally devised as discrete versions of a characterization of the exact solution in terms of solutions of local problems globally matched through transmission conditions. A similar approach can be found in [45, 46] . Very recent works have developed other viewpoints to achieve high-order polytopal discretizations. A salient example is the Virtual Element (VE) method introduced in [8, 17] . The H 1 -conforming VE method takes the steps from the nodal MFD method recast in a Finite Element framework, and can be viewed as a generalization of conforming (Lagrange, Hermite) Finite Element methods. The main idea is to define a local space of basis functions for which only the values of degrees of freedom are known (i.e., no analytical expression is available). Starting from these degrees of freedom, one devises a computable projection onto a polynomial space so as to formulate the local contributions to the discrete problem.
Our focus is here on the Hybrid High-Order (HHO) method introduced in [29, 31] . The term hybrid refers to the fact that the method is originally formulated using discrete unknowns attached to mesh faces and cells. These discrete unknowns are polynomial functions, and the cell-based ones can be eliminated locally by static condensation. The term high-order refers to the fact that the order of the polynomial functions can be an arbitrary integer k ě 0. The main idea of HHO methods consists in locally reconstructing high-order differential operators acting on the face-and cell-based unkowns. The guideline underpinning such reconstructions is an integration by parts formula. These reconstructions are then used to formulate the elementwise contributions to the discrete problem including a high-order stabilization term exhibiting a rich structure coupling locally the face-and cell-based unkowns. Local contributions are conceived so that the only globally coupled unknowns after static condensation are discontinuous polynomials on the mesh skeleton. This is a distinctive feature with respect to the VE method, where H 1 -conforming reconstructions are present in the background. A study of the relations between HHO and HDG methods can be found in [20] , which also fits into the HHO framework (up to equivalent stabilization) the recent high-order MFD method of [6, 43] (also referred to as nonconforming VE method in subsequent publications). We also mention that HHO methods for polynomial order k " 0 are closely related to MHFV (and so to lowest-order MFD); cf., in particular, [ HHO methods offer several assets. Besides supporting general meshes, their construction is dimension-independent, and they are locally conservative [28] . Moreover, they allow for a natural treatment of physical parameters [30] , and lead to discretizations that are robust over the entire range of variation of physical parameters in various situations, e.g., heterogeneous/anisotropic diffusion [30] , quasi-incompressible linear elasticity [29] and advectiondominated transport [25] . When compared to interior penalty DG methods, HHO methods are also appealing in terms of computational cost. To achieve an order of convergence of pk`1q in the energy norm for a pure diffusion problem in three space dimensions, the globally coupled degrees of freedom for DG grow as 1 6 k 3 N E with N E the number of mesh elements, whereas for HHO they only grow as 1 2 k 2 N F with N F the number of mesh faces (only leading-order terms are considered in the above computations).
The goal of this paper is to provide an up-to-date review of HHO methods, with a particular focus on the various possible formulations and computational aspects. For the sake of simplicity, we focus on a model elliptic problem with possibly heterogeneous/anisotropic diffusion tensor. Most of the results contained herein can be derived from relatively straightforward adaptations of the proofs contained in previous works [1, 20, 25, [27] [28] [29] [30] [31] ; for the sake of conciseness, we provide bibliographic references for the most technical proofs, while some details are included for those proofs that allow us to highlight the more practical aspects of the method. One novel aspect is that we treat nonhomogeneous mixed Dirichlet-Neumann boundary conditions, while previous work has focused on homogeneous, pure Dirichlet boundary conditions. Another novelty is that we detail the main implementation aspects under the viewpoint of an offline/online decomposition.
The material is organized as follows. Section 2 describes the continuous and discrete settings, including the model problem, the notion of admissible mesh sequence, and the assumptions on the data. Section 3 is devoted to the presentation and analysis of the HHO method in primal form, while Section 4 is concerned with the mixed form of the HHO method. Finally, the links between both forms are studied in Section 5, while Section 6 contains some concluding remarks and perspectives.
Continuous and discrete settings
This section presents the model problem, the key definitions and notation concerning the mesh, and the assumptions on the data of the model problem.
Model problem
Let
, be an open, connected, bounded polytopal domain, with boundary Γ and unit outward normal n. We assume that there exists a partition of Γ such that Γ :" Γ d Y Γ n , with Γ d X Γ n " ∅, and such that the measure of Γ d is nonzero. For any connected subset X Ă Ω with nonzero Lebesgue measure, the inner product and norm of the Lebesgue space L 2 pXq are denoted by p¨,¨q X and }¨} X , respectively, with the convention that the index is omitted if X " Ω.
We consider a variable-diffusion model problem with tensor-valued diffusivity M. Throughout the paper, M is assumed to be symmetric, piecewise Lipschitz on a polytopal partition P Ω of Ω, and uniformly elliptic, in the sense that, for a.e. x P Ω,
The model problem reads:
where f P L 2 pΩq, ψ B " pu B q |Γ d with u B P H 1 pΩq, and φ B P L 2 pΓ n q (whenever the measure of Γ n is nonzero). Henceforth, u is termed the potential. Owing to the nonzero assumption on the measure of Γ d , we do not consider pure Neumann boundary conditions; the results presented in what follows can be adapted to this case, up to minor modifications. The pure Dirichlet case, corresponding to a pd´1q-dimensional zero-measure set Γ n , is included in the present setting.
Admissible mesh sequences
Denoting by H Ă R`a countable set of meshsizes having 0 as its unique accumulation point, we consider mesh sequences pT h q hPH where, for all h P H, T h " tT u is a finite collection of nonempty disjoint open polytopes (polygons/polyhedra) T , called elements or cells, such that
T and h " max T PT h h T (where h T stands for the diameter of the element T ). Recall that polytopes in R d have flat sides.
A hyperplanar closed connected subset F of Ω is called a face (for d ą 3, these geometric objects are also called facets) if it has positive pd´1q-dimensional Lebesgue measure and if either (i) there exist T 1 , T 2 P T h such that F " BT 1 X BT 2 or F Ă BT 1 X BT 2 and F is a side of both T 1 and T 2 (and F is termed interface), or (ii) there exists T P T h such that F " BT X BΩ or F Ă BT X BΩ and F is a side of T (and F is termed boundary face). Interfaces are collected in the set F i h , boundary faces in F b h , and we let
The diameter of a face F P F h is denoted h F . For all T P T h , F T :" tF P F h | F Ă BT u denotes the set of faces lying on the boundary of T and, symmetrically, for all F P F h , T F :" tT P T h | F Ă BT u denotes the set gathering the one (if F is a boundary face) or two (if F is an interface) element(s) sharing F . For all F P F T , we let n T,F be the unit normal vector to F pointing out of T . Finally, for every interface F P F i h , an orientation is fixed once and for all by means of a unit normal vector n F .
We adopt the following notion of admissible mesh sequence, cf. [26, Section 1.4].
Definition 2.1 (Admissible mesh sequence). The mesh sequence pT h q hPH is admissible if, for all h P H, T h admits a matching simplicial submesh T h such that there exists a real number γ ą 0, called mesh regularity parameter, independent of h and such that, for all h P H, (i) for all simplex S P T h of diameter h S and inradius r S , γh S ď r S ;
(ii) for all T P T h , and all S P T T :
Consequences of Definition 2.1 are that (i) the quantity max T PT h cardpF T q is uniformly bounded with respect to the meshsize, and that (ii) mesh faces have a comparable diameter to that of the cells they belong to; cf. [26, Lemmas 1.41 and 1.42]. We add the following notion of compatibility, in order to deal with the partitions associated with the diffusion tensor and with the boundary conditions. Definition 2.2 (Compatible mesh sequence). The mesh sequence pT h q hPH is compatible if, for all h P H, (i) T h fits the (polytopal) partition P Ω associated with the diffusion tensor M, meaning that, for all T P T h , there is a unique Ω i in P Ω containing T ;
(ii) T h fits the partition Γ " Γ d Y Γ n of the boundary, in the sense that we can define two sets,
Broken polynomial spaces
For integers k ě 0, 1 ď l ď d, we denote by P k l the vector space spanned by l-variate polynomial functions of total degree ď k of dimension
For all T P T h , P k d pT q denotes the restriction to T of functions in P k d . We also introduce the broken polynomial space
Broken polynomial spaces are special instances of broken Sobolev spaces, for an integer m ě 1:
We use the notation ∇ h to denote the broken gradient operator acting elementwise on functions from broken Sobolev spaces.
We denote by π k h the L 2 -orthogonal projector onto P k d pT h q such that, for all v P L 2 pΩq and all
pF q, where P k d´1 pF q is the restriction to F of P k d´1˝Ξ´1 , with Ξ an affine bijective mapping from R d´1 to the affine hyperplane supporting F .
Diffusion tensor
We assume, for the sake of simplicity, that M is piecewise constant on P Ω , and thus, by Definition 2.2, on T h for every h P H. For T P T h , we let M T :" M |T (owing to the above assumption, M T is a constant matrix), and we denote by µ 5,T and µ 7,T , respectively, the lowest and largest eigenvalues of M T . We also introduce the local anisotropy ratio ρ T :" µ 7,T {µ 5,T ě 1; the global ratio is defined as ρ :" max T PT h ρ T . Finally, for all T P T h and F P F T , we set
In what follows, we often abbreviate as a À b the inequality a ď Cb, with C ą 0 independent of the meshsize h and of the diffusion tensor M, but possibly depending on the mesh regularity parameter γ and on the polynomial degree k.
3 The HHO method in primal form
The starting point of the HHO method in primal form is the following weak formulation of problem (1): Find u 0 P U 0 such that
The solution u P U is then computed as u " u 0`uB with u B defined in Section 2.1.
Discrete setting
Let an integer k ě 0 be fixed, and let us consider an admissible and compatible mesh sequence pT h q hPH in the sense of Definitions 2.1 and 2.2. We further suppose that the assumptions of Section 2.4 concerning the diffusion tensor hold.
Discrete unknowns
We adopt the convention that underlined quantities in roman font (sets, elements from these sets) are hybrid quantities, i.e., quantities featuring both a cell-based and a face-based contribution. We introduce, first locally, then globally, the discrete unknowns associated with the potential.
Local definition For T P T h , letting
we define the local set of hybrid potential unknowns, cf. Figure 1 , as
In the sequel, any element
We also introduce the local reduction operator
Degrees of freedom associated with hybrid (cell-and face-based) potential discrete unknowns, d " 2, k P t0, 1, 2u.
Remark 3.1 (Variant on cell-based unknowns).
A variant in the definition of cell-based unknowns is studied in [20] , where these unknowns belong to the polynomial space P l d pT q with l P tk´1, k, k`1u (up to some minor adaptations if k " 0 and l "´1). The choice l " k´1 allows one to establish a link (up to equivalent stabilizations) with the high-order MFD method of [6, 43] (in the case k " 0, l "´1, one can recover the classical Crouzeix-Raviart element on simplices), while the choice l " k`1 is related to a variant of the HDG method introduced in [42] .
Global definition We define the global set of hybrid potential unknowns as
with
Observe that U k h " P k d pT h q and that potential unknowns attached to interfaces are singlevalued. Given an element v h P U k h , we denote v h and v h its restrictions to U k h and U k h , respectively, while, for any T P T h , we denote by v T " pv T , v BT q P U k T its restriction to the element T . To account for (homogeneous) Dirichlet boundary conditions in a strong manner, we introduce the following subspace of U k h :
) .
Finally, we introduce the global reduction operator
Single-valuedness at interfaces is ensured by the regularity of functions in U .
Potential reconstruction operator
, as the solution of the well-posed Neumann problem (the usual compatibility condition on the right-hand side is verified)
Computing the operator p 
Stabilization
For all T P T h , we define the stabilization bilinear form
with q
T w T q. Notice that j T is symmetric, positive semi-definite, and polynomially consistent (as a consequence of (8)) in the sense that, for all v P P
Another important property of j T is the following approximation property: For all v P H k`2 pT q, the following bound holds:
showing that j T matches the approximation properties of the gradient of p
3.2 Discrete problem: formulation and key properties
Formulation
For all T P T h , we define the following local bilinear form:
with potential reconstruction operator p k`1 T defined by (6) and stabilization bilinear form j T defined by (10) . Introduce now the following global bilinear form obtained by a standard element-by-element assembly procedure:
Then, the (primal) HHO discretization of problem (3) reads:
where u h,B :" I k h u B P U k h is the reduction of the continuous lifting u B of ψ B . The discrete solution u h P U k h is finally computed as
Remark 3.2 (Discrete Dirichlet datum). In practical implementation, the continuous lifting u B of the Dirichlet datum is not needed, and one can simply select u h,B such that
Stability
Let us introduce, for all T P T h , the following diffusion-dependent seminorm on U k T :
It can be proved that the map
defines a norm on U k h,0 . Stability for problem (14) is expressed by the following result (cf. [30, Lemma 3.1]).
Lemma 3.3 (Stability)
. For all T P T h and all v T P U k T , the following holds:
As a consequence, we infer that
implying that problem (14) is well-posed.
Error estimates
Let u P U be such that u " u 0`uB , where u 0 P U 0 is the (unique) solution to (3), and u B P U is defined in Section 2.1. Let u h P U k h be such that u h " u h,0`uh,B , where u h,0 P U k h,0 is the (unique) solution to (14) , and u h,B P U k h is defined in Section 3.2.1. Finally, let us introduce the notation }¨} h :" a h p¨,¨q 1 {2 . Then, we can state the following result, which slightly improves on [30, Theorem 4.1] (where the norm }¨} h is to be used under the supremum in Eq. (12)). Note that the constants in the error bounds can depend on the polynomial degree following the use of discrete trace and inverse inequalities.
Theorem 3.1 (Energy-norm error estimate). Assume that u further belongs to H k`2 pP Ω q (so that, by Definition 2.2, u P H k`2 pT h q). Then, the following holds:
which implies, by an additional use of Lemma 3.2, that
In the more general case of a piecewise (non-constant) polynomial diffusivity, estimates (19) and (20) still hold with a factor ρ 2 T instead of ρ T . Whenever elliptic regularity holds, a L 2 -norm error estimate of order h k`2 can be established, which slightly improves on [30 
Local conservativity
For all T P T h , let us first introduce the local bilinear formâ
Then, we use (22) to define the local isomorphism c k
T is uniquely defined from the following local problem: (14) . Then, for all T P T h , the following local equilibrium relation holds:
where the numerical flux operator Φ T,F : U
In addition, the numerical fluxes are equilibrated in the following sense: For all
and Φ T,F pu T q " π k F φ B for all F P F n h such that F Ď BT X BΩ. Numerical fluxes can thus be computed by local element-by-element post-processing.
Computational aspects
This section discusses various relevant computational aspects: the elimination of cell-based unknowns by static condensation, the offline/online decomposition of the computations, and the choice of polynomial bases.
Static condensation
Following [20, Section 2.5], we show how cell-based unknowns can be locally eliminated from problem (14) , thereby leading to a global system in terms of face-based unknowns only.
Introducing the notation f T :" f |T for all T P T h , we begin by observing that problem (14) can be equivalently rewritten using (15) as follows:
that is to say, problem (14) can be split into cardpT h q local problems (26a) that allow one to express, for all T P T h , u T in terms of u BT and f T , and one global problem (26b) written in terms of face-based unknowns only.
We now introduce two local cell-based potential lifting operators:
Problems (27) and (28) are well-posed owing to the first inequality in (17) and the fact that }¨} U,T is a norm on the zero-trace subspace of U k T , cf. (16) . Problem (27) can be rewritten as
Using (26a), (29) , and (28), we infer that
Introducing the global operators t k h :
, and all T P T h , pt k h w h q |T :" t k T w BT and pd k h ϕq |T :" d k T ϕ |T , we can rewrite (30) globally as follows:
Finally, we reformulate the global problem (26b) under an equivalent form. We remark, using (31) , that
where T 2 " T 3 " 0 owing to (29) and to the symmetry of a h , while T 4 " pf, t k h v h q owing to (28) . Introducing for all w h P U k h the notation t k h w h :" pt k h w h , w h q and the decomposition u h " u h,0`uh,B for the face-based unknowns, the previous relation enables us to rewrite the global problem (26b) as follows: Find u h,0 P U k h,0 such that
Problem (32) is well-posed owing to (18) and to the fact that }¨} U,h defines a norm on U (27) and (28), respectively, and where u h P U k h is such that u h " u h,0`uh,B with u h,0 P U k h,0 the unique solution of the global problem (32).
Offline/online solution strategy
Static condensation naturally points to an offline/online decomposition of the computations.
In the offline step, we begin by solving, for all T P T h , the local problems (6), in order to compute the operator p
h . This first substep essentially requires to invert cardpT h q symmetric positive-definite matrices of size N k`1,d . This can be done effectively using Cholesky factorization. Then, for all T P T h , we solve the local problems (27) and (28) . As both problems involve the same matrix, this second substep essentially requires the inversion of cardpT h q symmetric positive-definite matrices of size N k,d . Note that both substeps are fully parallelizable. At the end of the offline step, one has computed the trace-based lifting t k h , and the restriction of the datum-based lifting d k h to U k h " P k d pT h q. This fully determines d k h since the right-hand side of (28) only requires the projection of the datum onto U k h . In the online step, given a right-hand side f P L 2 pΩq, we compute its L 2 -orthogonal projection onto U k h , and we solve the global problem (32); the size of this problem is approximately equal to cardpF h qˆN k,d´1 . The approximate solution is finally computed applying (31). A k
(a) Triangular mesh family The offline/online solution strategy is particularly attractive in a multi-query context where one wants to compute the solution of problem (14) for a large number of right-hand sides f P L 2 pΩq.
Implementation
An important step in the implementation consists in selecting bases for the polynomial spaces on elements and faces that appear in the construction (cf. (6), (27) , (28), (32)). For T P T h , we denote by x T a point in T (typically the barycenter of T ). One possibility leading to a hierarchical basis for P l d pT q, l P tk, k`1u, is to choose the following family of monomial functions:
Similarly, for all F P F h , we can define a basis for P k d´1 pF q spanned by monomials with respect to a local frame scaled using the face diameter and, say, the barycenter of F .
Cost assessment
Another important question linked to implementation is the scaling of the time devoted to the assembly (computation of the local contributions, static condensation, and matrix/righthand side assembly) with respect to the time devoted to the solution (solving of the global problem), and how this scaling depends on the meshsize and on the order of approximation.
Let us assume a naive implementation that does not exploit parallelism, and let us focus on problem (14) for a given right-hand side in two space dimensions. On Figure 2 , we plot, for polynomial degrees up to 5, the assembly/solution time ratio as a function of the number of mesh faces for two families of meshes corresponding, respectively, to the triangular (first) mesh family of the FVCA5 benchmark [41] and to the (predominantly) hexagonal mesh family introduced in [32, Section 4.2.3] . The global system is solved using the sparse direct solver of Eigen v3. This way, both the assembly and solution times are only marginally influenced by the problem data (right-hand side, boundary conditions). As illustrated in Figure 2 , the overall cost of the assembly time becomes quickly negligible in comparison with the solution time with mesh refinement (except for k " 0). This can be dramatically improved, e.g., using thread-based parallelism to solve the (independent) local problems for both the computation of the potential reconstructions and the static condensation inside each element.
The HHO method in mixed form
In this section, we study the HHO method in mixed formulation. The starting point is the following mixed form of the model problem (1):
To write this problem in weak form, we introduce the functional spaces S :" Hpdiv, Ωq,
so that the weak problem reads: Find ps 0 , uq P S 0ˆV such that pM´1s 0 , tq`pu, div tq " xt¨n, pu B q |Γ y Γ´p M´1s B , tq @t P S 0 ,
where s B P S is a lifting of the Neumann datum such that ps B¨n q |Γn " φ B (which can be taken to be s B " ∇θ where θ P H 1 pΩq solves θ´∆θ " 0 in Ω with ∇θ¨n " φ Γ on Γ where φ Γ is the zero-extension of φ B to Γ), and x¨,¨y Γ denotes the duality pairing between H´1 {2 pΓq and H 1 {2 pΓq (note that, owing to the fact that t P S 0 , xt¨n, pu B q |Γ y Γ does not depend on the choice of the lifting u B of ψ B ). The solution ps, uq P SˆV is then computed as ps, uq " ps 0`sB , uq.
Discrete setting
Let us fix an integer k ě 0 and consider an admissible and compatible mesh sequence pT h q hPH in the sense of Definitions 2.1 and 2.2. We suppose that the assumptions of Section 2.4 concerning the diffusivity hold.
Discrete unknowns
We adopt the same notation as in Section 3.1.1, to which we add the use of boldface to denote vector-valued quantities. We introduce, first locally then globally, the discrete unknowns associated with the flux and with the potential. For the flux, we consider hybrid unknowns, in the sense that they consist of both cell-and face-based contributions. The cell-based flux unknowns are vector-valued while the face-based ones are scalar-valued. For the potential, we consider scalar-valued cell-based unknowns.
Local definition Let T P T h . Setting
we define the local set of hybrid flux unknowns, cf. Figure 3 , as
In the lowest-order case k " 0, cell-based flux unknowns are unnecessary and S k T has dimension zero. Any element t T P S k T can be decomposed as t T :" Figure 3 : Degrees of freedom associated with hybrid flux discrete unknowns, d " 2, k P t0, 1, 2u.
and recalling that functions in this space have integrable normal component on all faces of T , we introduce the local reduction operator I k T : S`pT q Ñ S k T such that, for all t P S`pT q,
where y P P k d pT q is a solution (defined up to an additive constant) of the Neumann problem
observing that the required compatibility condition on the right-hand side is verified.
As far as the potential is concerned, we let U k T , introduced in (4), be the associated local set of (cell-based) discrete unknowns.
Global definition
We define the global set of hybrid flux unknowns as
Observe that the flux unknowns attached to interfaces are singlevalued. Given an element t h P S k h , for any T P T h , we denote by t T " pt T , t BT q P S k T its restriction to the element T . We introduce the following subspace of S k h , that allows one to account for (homogeneous) Neumann boundary conditions in a strong manner:
We also define the global reduction operator I k h : S X S`pT h q Ñ S k h such that, for all t P S X S`pT h q, and for all T P T h , pI k h tq |T :" I k T t |T . Single-valuedness at interfaces is ensured by the regularity of functions in S X S`pT h q.
We finally define U k h , cf. (5), as the global set of discrete (cell-based) potential unknowns, and we denote by v T P U k T the restriction of any v h P U k h to the element T P T h .
Divergence reconstruction operator
Let T P T h . We define the local divergence reconstruction operator
where ε T,F :" n F¨nT,F for all T P T h and F P F T . This definition reproduces at the discrete level an integration by parts formula, that brings into action the local hybrid flux unknowns. The following property is crucial for inf-sup stability, cf. [27, Lemmas 2 and 5].
Lemma 4.1 (Commuting property).
The following holds for all t P S`pT q:
Proof. For t P S`pT q, let us plug the quantity t T :" (36) , where y P P k d pT q is a solution to (35) . Let v T P U k T , and observe that v T P P k d pT q and v T |F P P k d´1 pF q. Hence,
which concludes the proof.
For further use, we introduce the global divergence reconstruction operator
Flux reconstruction operator
Let T P T h . The local flux reconstruction operator F
d pT q is a solution (defined up to an additive constant) of the Neumann problem
observing that the required compatibility condition on the right-hand side is verified. The definition of F k`1 T t T is motivated by the following link between F k`1 T t T and the divergence reconstruction operator defined in (36) 
As in Section 3.1.2, computing the operator F k`1 T using (38) or (39) requires to invert a symmetric positive-definite matrix of size N k`1,d , cf. (2), which can be performed effectively via Cholesky factorization. The following result can be found in [27, Lemma 3] (and requires, as its primal counterpart (8) , that the diffusion tensor be piecewise constant).
Lemma 4.2 (Polynomial consistency).
The following holds for all t P S k`1 T :
Proof. Let t P S k`1 T and plug t T :" I k T t into (39) . Using the commuting property (37) leads to
, which combined with the fact that π k F pt¨n F q " t¨n F (since faces are planar), allows us to infer that, for all
This last relation proves (40) since pF
The next result is adapted from [27, Lemma 9] , and is related, in the light of Lemma 5.1 below, to Lemma 3.2.
Lemma 4.3 (Approximation). For all v P H k`2 pT q, letting t :" M T ∇v, the following holds for all F P F T :
Stabilization
Notice that J T is symmetric, positive semi-definite, and polynomially consistent (as a consequence of Lemma 4.2) in the sense that, for all t P S k`1 T ,
This result can be found in [27, Eq. (18)]. Another important property of J T is the following approximation property (see [27, Lemma 9] and Lemma 4.3 above): For all v P H k`2 pT q, the following holds with t :" M T ∇v:
4.2 Discrete problem: formulation and key properties
Formulation
where the notation H T is reminiscent of the similarity with the discrete Hodge operator considered in the CDO framework in the lowest-order case [11] . Introduce now the following global bilinear form:
The mixed form of the HHO method for problem (34) 
where s h,B :" I 
Remark 4.1 (Discrete Neumann datum). Similarly to Remark 3.2, the discrete lifting s h,B of the Neumann datum can be obtained without explicitly knowing s B by setting
Stability
Let us introduce, for all T P T h , the following norm on S k T :
Setting }t h } 2 S,h :" Stability for H h ) . For all T P T h , and for all t T P S k T , the following holds:
Consequently, we infer that
We can then state the following result, whose proof hinges on Lemma 4.1, and which is a slightly modified version of [27, Lemma 5] .
Lemma 4.5 (Well-posedness of (46)). For all v h P U k h , the following holds:
Combining (51) with Lemma 4.4, we infer that problem (46) is well-posed.
Error estimates
Let ps, uq P SˆV be such that ps, uq " ps 0`sB , uq, where ps 0 , uq P S 0ˆV is the (unique) solution to (34) , and s B P S is defined above. We further assume that s P S fulfills the additional regularity s P S`pT h q. Similarly, let ps h , u h q P S k hˆU k h be such that ps h , u h q " ps h,0`sh,B , u h q, where ps h,0 , u h q P S k h,0ˆU k h is the (unique) solution to (46) , and s h,B P S k h is defined in Section 4.2.1. Finally, let us introduce the notation }¨} h :" H h p¨,¨q 1 {2 . Then, we can state the following result, whose proof can be easily adapted from the one of [27, Theorem 6] . Note that, here again, the constants in the error bounds can depend on the polynomial degree following the use of discrete trace and inverse inequalities.
Theorem 4.1 (Error estimate for the flux). Assume the additional regularity u P H k`2 pP Ω q (so that, by Definition 2.2, u P H k`2 pT h q). Then, the following holds:
which implies, by an additional use of Lemma 4.3,
Whenever elliptic regularity holds, a supercloseness result for the potential can be established, as an adaptation of [27, Theorem 7] .
Theorem 4.2 (Supercloseness of the potential). Assume elliptic regularity for problem (3) under the form }z} H 2 pP Ω q À µ´1 5 }g} for all g P L 2 pΩq and z P U 0 solving (3) with data g and homogeneous (mixed Dirichlet-Neumann) boundary conditions. Assume f P H k`δ pΩq, φ B P W k`δ,8 pΓ n q, with δ " 0 for k ě 1 and δ " 1 for k " 0. Then, under the same assumption on u as in Theorem 4.1, the following holds:
Static condensation
There are two ways of reducing the size of the discrete problem (46) .
First, as exposed in [27, Section 3.4] , it is possible to eliminate locally the cell-based flux unknowns and the potential unknowns, up to one constant value per element. Thus, the global system to solve only writes in terms of the face-based flux unknowns and of the mean value of the potential in each element. For all T P T h , let U k,0 T be the space of d-variate polynomials of degree at most k having zero mean value in T , so that
T . Then, we infer from (46) that, for all T P T h , ps T ,û T q P S k TˆU k,0 T can be eliminated locally by solving the following saddle point problem with right-hand side depending on s BT P S k BT and f T :" f |T :
whereĤ T ps T , t T q :" H T pps T , 0q, pt T , 0qq. Problem (55) is the counterpart in a mixed context of problem (26a) obtained in the primal context; the further splitting of (55) leading to datum-and trace-based lifting operators is omitted for brevity. Problem (55) is well-posed, since, according to (49) and (48),Ĥ T pt T , t T q is uniformly equivalent to }t T } 2 T and the inf-sup condition holds. The global (saddle point) problem resulting from the local elimination (55) has the same size and structure as that obtained with the Multiscale Hybrid-Mixed (MHM) method derived in [3, 40] on simplicial meshes.
The second static condensation approach is based on a reformulation of the mixed problem (46) into a primal problem. Following [1, Section 3.3], the reformulation is based on the introduction of Lagrange multipliers that enforce the continuity of interface-based flux unknowns and that can be interpreted as potential traces on mesh faces. One can eliminate the cell-and face-based flux unknowns, and, once the reformulation has been performed, one can adapt the arguments of Section 3.3.1 to further eliminate locally the cell-based potential unknowns, ending up with a global system only depending on the Lagrange multipliers (face-based potential unknowns). This static condensation approach has the double advantage that it requires to solve local coercive problems (as opposed to local saddle point problems) and that it yields a coercive global problem. For this reason, we discuss it in more detail in Section 5.
Bridging the primal and mixed forms of the HHO method
The goal of this section is to bridge the primal and mixed forms of the HHO method studied in Sections 3 and 4, respectively. As discussed in the previous section, this can be exploited in practice to implement the mixed form of the HHO method in terms of a coercive problem posed on the Lagrange multipliers only.
Unpatching interface-based flux unknowns
We introduce a global set of hybrid flux unknowns where interface-based unknowns are twovalued; we refer to these unknowns as unpatched. The unpatched global set of hybrid flux unknowns is defined asŠ
Given an elementť h PŠ k h , for any T P T h , we denote byť T :" pť T , pť T,F q F PF T q P S k T its restriction to the element T . For boundary faces F P F b h , the subscript T inť T,F can be omitted, and we simply writeť F , as we already did in (56).
Let us introduce the following subspace ofŠ 
It can be easily seen that there exists a natural isomorphism J 
Unpatched mixed formulation
We begin by extending toŠ k h the definitions, respectively built from (36) and (38) , of the divergence reconstruction operator D k h and of the flux reconstruction operator F k`1 h , for which we keep the same notation (locally, the definitions are unchanged up to the replacement of t F ε T,F byť T,F in face terms). We can then naturally extend the bilinear form H h , defined in (45) and built from (44) , to the product spaceŠ k hˆŠ k h . We next introduce, for all T P T h , the additional bilinear form
whose global version is as usual obtained by element-by-element assembly:
This bilinear form includes interface terms that enforce the single-valuedness constraints for interface-based flux unknowns. In that vision, the face-based potential unknowns can be seen as Lagrange multipliers.
The unpatched (mixed) HHO discretization of problem (34) then reads: Find pš h,0 ,ǔ h,0 q P 
Equivalence between primal and mixed formulations
The bridge between primal-and mixed-form HHO methods is built in two steps: first, we prove the equivalence between the mixed and unpatched mixed formulations; then, we prove that the unpatched mixed formulation can be recast into a primal formulation.
The following result is an adaptation of [1, Lemma 3.3]. 
This yields a well-posed problem owing to the first inequality in (49). Defining next another local flux reconstruction operatorF
one can prove the following result. 
Proof. Let v T P U k T , and let us plug, for w P P k`1 d pT q,ť T :" I k T pM T ∇wq into (60). Using (57), (36) , the polynomial consistency property of Lemma 4.2 coupled to (61), and the one of (42), we get
where we have used that pť T , ∇v T q T " pM T ∇w, ∇v T q T andť T,F " M T ∇w¨n T,F , owing to (35) and to the fact that w P P H h pς k hǔ h ,ť h q "´B h pť h ,ǔ h q`ÿ
where we have used the fact thatť F " 0 for all F P F n h and thatǔ F " π k F ψ B for all F P F d h . Comparing (64) with (58a), it is readily inferred thatš h "ς k hǔ h . Plugging this relation into (58b), we get that´B (14)- (58)). Let us denote by u h,0 P U k h,0 and pš h,0 ,ǔ h,0 q PŠ k h,0Û k h,0 the solutions to (14) and (58), respectively. Then, up to a choice of stabilization j T p¨,¨q :" J T pς k T¨,ς k T¨q in (13) for problem (14) , u h,0 "ǔ h,0 , so that u h "ǔ h (u h andǔ h are defined in (15) and (59), respectively).
The combination of Theorems 5.1 and 5.2 states the equivalence between primal-and mixedform HHO methods, up to an appropriate choice of stabilization.
From a practical point of view, to compute the solution ps h,0 , u h q of the mixed problem (46) , it suffices to solve the coercive global problem (68) (once the operatorς k h has been computed solving (60) locally in each element) and to use the relation ps h,0`sh,B , u h q " pJ k h pς k hǔ h q,ǔ h q combined withǔ h "ǔ h,0`uh,B . Adapting the arguments of Section 3.3.1, static condensation can be performed on problem (68), hence leading to a global problem expressed in terms of Lagrange multipliers (face-based potential unknowns) only.
Conclusion and perspectives
HHO methods are very recent polytopal discretization methods which, by now, rest on a firm theoretical basis for elliptic PDEs in primal and mixed forms. Advantages offered by HHO methods are a dimension-independent construction, local conservativity, the possibility to consider an arbitrary polynomial order, a natural treatment of variable diffusion coefficients, and tight computational costs in particular owing to static condensation and an offline/online decomposition of the solution procedure. The price to pay is, on the one hand, the need to solve local problems in the assembly phase (numerical experiments indicate, however, that the relative cost with respect to solving the global problem swiftly decreases as mesh resolution increases). On the other hand, HHO methods are essentially nonconforming (as DG methods) so that some post-processing of the discrete solution may be useful when visualizing the solution on coarse meshes (on fine meshes, the jumps swiftly converge to zero). Note, however, that contrary to interior penalty DG methods, the stabilization does not require user-dependent parameters that must be large enough. Expanding the HHO methodology to systems of quasilinear or even nonlinear PDEs poses new challenges. Encouraging results (in the linear case) include the robustness with respect to Péclet number in case of advection-diffusion and with respect to incompressibility in linear elasticity, while a nonlinear Leray-Lions problem is addressed in [24] . Another attractive potential application of HHO methods is in the context of multiscale problems, where adequate local problems that take into account the small scales of the problem can be coupled through a global problem posed on a coarse mesh.
