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a b s t r a c t
In this paper, we modify a known parallel cograph-recognition algorithm proposed by
Nikolopoulos and Palios [S.D. Nikolopoulos, L. Palios, Efficient parallel recognition of
cographs, Discrete Applied Mathematics 150 (1–3) (2005) 182–215] and provide a new
analysis of the algorithm. Given an input graph G with n vertices and m edges, we obtain
the following three results based on our analysis:
1. When G is k-regular for a fixed positive integer k, the cograph-recognition problem can
be optimally solved in O(log n) time using O( n+mlog n ) processors on an EREW PRAM.
2. When G is k-regular for k = O(log log n), the cograph-recognition problem can be
solved in O(log n log log n) time using O( n+mlog n ) processors on an EREW PRAM.
3. Given a positive integer α = O(log log n), the cograph-recognition problem can be
solved in O(log n log log n) time using O( n+mlog n ) processors on an EREW PRAM, provided
the number of vertices in Gwith degree larger than α is at most O(log n).
The above results improve upon the previously best known result, which took O(log2 n)
time using O( n+mlog n ) processors on an EREW PRAM.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A well-known class of graphs arising in a wide spectrum of practical applications is the class of cographs or complement
reducible graphs, which was introduced in the early 1970s by Lerchs [15]. These graphs with a simple structure are also
known as the graphs that do not contain an induced subgraph isomorph to a chordless path on four vertices (known
as a P4). Moreover, cographs form a subclass of perfect graphs [7] that are graphs G in which the maximum clique size
equals the chromatic number for every induced subgraph of G [5,10]. Names synonymous with cographs include D∗-
graphs, P4-restricted graphs, and Hereditary Dacey graphs defined in the study of empirical logic [20]. Because cographs
have simple structures and several practical applications, this special class of graphs has been studied extensively from
both the theoretical and algorithmic points of view [1–4,7–9,11,14–16,19], especially in the early-to-mid 1980’s. As far
as sequential algorithms are concerned, the breakthrough came with the linear-time recognition algorithm of Corneil
et al. [8]. Furthermore, an early result of Lerchs [15] asserts that each cograph admits a unique cotree representation up
to isomorphism. An interesting feature of the algorithm in [8] is that it constructs the cotree representation of the cograph
as well. This representation has been exploited for the purpose of obtaining fast solutions to a number of optimization
problems that are NP-complete or NP-hard for general graphs.
Mostly in the late 1980’s and the early 1990’s, various researchers tried to recognize cographs in the PRAM model of
computation [3,9,11,14,18,19]. However, in spite of the fact that sequentially the cographs admitted a linear-time (and thus,
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optimal) recognition algorithm, they made efforts in the PRAM community and, to this day, no work-optimal recognition
algorithm is known for cographs. Among the proposed works, Dahlhaus [9] developed a cograph-recognition algorithm
which takes O(log2 n) time using O(n + m) processors on a CREW PRAM, where n and m are the numbers of vertices
and edges of the given graph, respectively. Recently, by taking advantage of the optimal O(log n)-time computation of
the co-connected components of a general graph [6] and of an optimal O(log n)-time parallel algorithm for computing the
connected components of a cograph, Nikolopoulos and Palios [17] proposed an elegant cograph-recognition and cotree-
construction algorithm in O(log2 n) time using O( n+mlog n ) processors on an EREW PRAM. In this paper, we further modify
Nikolopoulos and Palios’s cograph-recognition algorithm to provide a new analysis. Given a positive integer α and an input
graph G with n vertices and m edges, our cograph-recognition algorithm runs in O((log nα + α) log n) time using O( n+mlog n )
processors on an EREW PRAM, where nα is the number of vertices in G with degree larger than α. Based on the modified
algorithm, we obtain the following new results:
1. When G is k-regular for a fixed positive integer k, the cograph-recognition problem can be optimally solved in O(log n)
time using O( n+mlog n ) processors on an EREW PRAM.
2. When G is k-regular for k = O(log log n), the cograph-recognition problem can be solved in O(log n log log n) time using
O( n+mlog n ) processors on an EREW PRAM.
3. When α = O(log log n), the cograph-recognition problem can be solved in O(log n log log n) time using O( n+mlog n )
processors on an EREW PRAM, provided the number of vertices with degree larger than α is at most O(log n).
Note that the above results improve upon the previously best known time-processor complexity, which needs O(log2 n)
time using O( n+mlog n ) processors on an EREW PRAM in [17].
The rest of this paper is organized as follows. In Section 2, we give useful definitions and notation, and review some
properties of cographs. In Section 3, we present a basic cograph-recognition algorithm which is used as a primitive
subroutine of our algorithm. A general cograph-recognition algorithm is presented in Section 4. Finally, some concluding
remarks are given in Section 5.
2. Preliminaries
In this section, we give useful definitions and notation, and review some properties of cographs.
2.1. Definitions and notation
We consider finite, simple and loopless graphs G = (V , E), where V and E are the vertex and edge sets of G, respectively.
Let n and m be the number of vertices and the number of edges of a given graph, respectively. We also use V (G) and E(G)
to denote the vertex and edge sets of G, respectively. For an undirected graph, the edge joining x and y is denoted by xy. A
subgraph of G = (V , E) is a graph (V ′, E ′) such that V ′ ⊆ V and E ′ ⊆ E. An induced subgraph is an edge-preserving subgraph,
that is, (V ′, E ′) is an induced subgraph of (V , E) iff V ′ ⊆ V and E ′ = {(x, y) ∈ E : x, y ∈ V ′}. Let G[X] denote the subgraph
of G induced by X ⊆ V . For two graphs G1 = (V1, E1) and G2 = (V2, E2), the disjoint union of G1 and G2, denoted by G1 ∪ G2,
is the graph (V1 ∪ V2, E1 ∪ E2). The complement G of a simple graph G is the simple graph with vertex set V (G) defined by
uv ∈ E(G) if and only if uv /∈ E(G).
A path is a sequence x1, x2, . . . , xk of distinct vertices such that xixi+1 ∈ E. A path x1, x2, . . . , xk is chordless if xixj /∈ E(G)
for any two non-consecutive vertices xi and xj in the path. Throughout this paper, a chordless path on four vertices is denoted
by P4. A graph G is connected iff for each pair of vertices x and y, there is a path between x and y in G. A connected component
(components for short) of G is the vertex set of a maximal connected subgraph. The co-connected components (co-components
for short) of G are the connected components of the complement G of G.
For a vertex v ∈ V of a graph G = (V , E), the open neighborhood (or neighborhood for short) of v is NG(v) = {u ∈ V :
(u, v) ∈ E} and the closed neighborhood of v is NG[v] = NG(v) ∪ {v}. For a subset X of V , let NG(X) = (v∈X NG(v)) \ X . We
use N(v) for NG(v); N[v] for NG[v]; and N(X) for NG(X) if there is no ambiguity. We also call N(X) the open neighborhood of
X . If two vertices x and y are adjacent in G, we say that x sees y; otherwise we say that x misses y. We extend this notion to
vertex sets: Vi ⊆ V (G) sees (misses) Vj ⊆ V (G) iff every vertex x ∈ Vi sees (misses) every vertex y ∈ Vj [17].
A tree is a connected acyclic graph. A rooted tree is a tree with one vertex r chosen as the root. For each vertex x, let Px be
the unique path between x and r . The parent of x, denoted by par(x), is its neighbor on Px; its children are its other neighbors.
Any vertex y on Px is called an ancestor of x. If y is an ancestor of x, then x is a descendant of y. Note that every vertex is both
an ancestor and a descendant of itself. If y is an ancestor of x and x ≠ y, then y is a proper ancestor of x and x is a proper
descendant of y. The set of descendants of v in a rooted tree T including v is denoted by T [v]. Vertices without children in a
rooted tree T are called leaves, denoted by leaf (T ). For two vertices u and v of a rooted tree T , the least common ancestor of
u and v, denoted by lca(u, v), is the vertex that is an ancestor of both u and v and that has the greatest depth in T .
The shared-memorymodel is a natural extension of our basic sequentialmodel; in thismodel,manyprocessors have access
to a single sharedmemory unit. More precisely, the shared-memorymodel consists of a number of processors, each ofwhich
has its own local memory and can execute its own local program, and all of which communicate by exchanging data through
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Fig. 1. A cograph and its cotree.
a shared memory unit. The synchronousmode of a shared-memory model allows all the processors operates synchronously
under the control of a common clock. A standard name for the synchronous shared-memory model is the parallel random-
access machine (PRAM). There are several variations of the PRAM model based on the assumptions regarding the handling
of the simultaneous access of several processors on the same location of the shared (global) memory. The exclusive read
exclusive write (EREW) PRAM does not allow any simultaneous access to a single memory location. The concurrent read
exclusive write (CREW) PRAM permits concurrent read and exclusive write on the same location of the shared memory [13]
(see also [12]).
2.2. Structure properties of cographs
Some structural properties for cographs are introduced in this section.
Definition 1. Cographs can be formally defined as follows:
1. a single-vertex graph is a cograph;
2. the disjoint union of cographs is a cograph;
3. the complement of a cograph is a cograph.
Furthermore, cographs are precisely those graphs which contain no induced subgraph isomorphic to a P4.
A cograph can be represented by the so-called cotree, which is defined as follows.
Definition 2. Let G = (V , E) be a cograph. A labelled tree TG is called a cotree of G iff the following conditions hold:
1. the leaves of TG are identical to the vertices of G;
2. all non-leaf vertices are labelled by 0 or 1;
3. each path from any non-leaf vertex to the root is 0-1-alternating;
4. each non-leaf vertex of TG has at least two children;
5. for all leaves x, y ∈ V , xy ∈ E iff lca(x, y) is 1-labelled.
Lemma 1 ([7]). A graph G has a cotree iff G is a cograph. Each cograph has a unique cotree.
Fig. 1 illustrates a cograph G and its cotree TG.
Definition 3 ([17]). Let G be a graph and v a vertex of G. The component-partition of G with respect to v, denoted by
(v; C1, C2, . . . ,Cl; C1, C2, . . . , Ck), is the partition of the vertex set V (G)
V (G) = {v} + C1 + C2 + · · · +Cl + C1 + C2 + · · · + Ck,
where C1, C2, . . . ,Cl are the co-components of G[N(v)] and C1, C2, . . . , Ck are the components of G[V (G) \ N[v]]. Further,
we say that this component-partition is good (good-partition for short) iff G contains no P4 with vertices in both N[v] and
V (G) \ N[v].
Nikolopoulos and Palios [17] established structural properties described below for the class of cographs, which are useful
to design efficient parallel algorithms for recognizing cographs and for constructing the cotree of a graph if it is a cograph.
Lemma 2 ([17]). Let G be a graph, v a vertex of G, and (v; C1, C2, . . . ,Cl; C1, C2, . . . , Ck) the component-partition of G with
respect to v. Then, the component-partition of G with respect to v is good iff the following two conditions hold:
1. every co-componentCi either sees or misses every component Cj, and
2. if, for each co-component Ci, 1 ≤ i ≤ l, we define the setIi = {j| Ci see Cj}, then the co-components of G[N(v)] have the
following monotonicity property: |Ii| ≤ |Ij| implies thatIi ⊆Ij.
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Fig. 2. Illustration of the cotree structure.
Consider the partition of the set of co-components {C1, C2, . . . ,Cl} of the subgraphG[N(v)] into a collection of sets where
any two co-components Ci,Cj belong to the same set iffIi = Ij, i.e., Ci and Cj see the same components of the subgraph
G[V (G) \ N[v]]. Let us denote these partition sets {S1,S2, . . . ,Sq}, where, for every i, j such that 1 ≤ i < j ≤ q, and everyCr ∈ Si and Cs ∈ Sj, it holds thatIr ⊂Is; the value q is equal to the distinct values of theIis, and thus each setSj is nonempty.
On the other hand, in a good-partition of a graph Gwith respect to v, we can partition the set of connected components
{C1, C2, . . . , Ck} of the subgraph G[V (G) \ N[v]] into sets S0, S1, . . . , Sq as follows:
S1 = {Cj| ∀C ∈ S1, Cj seesC}
Si = {Cj| ∀C ∈ Si and C ′ ∈Si−1, Cj seesC but does not see C ′} (2 ≤ i ≤ q)
S0 = {C1, C2, . . . , Ck} \i=1,...,q Si.
The definition of the setsSj, j = 1, 2, . . . , q, implies that Si ≠ ∅ for all i = 2, 3, . . . , q. However, S0 and S1 may be empty.
In particular, S0 is empty iff the graph G is connected; in fact, S0 contains the connected components of G except for the
component to which v belongs. Specifically, let (v;S1,S2, . . . ,Sq; S0, S1, . . . , Sq) be the crucial-partition of G with respect to
v. The cotree in terms of the crucial-partition of Gwith respect to v is illustrated in Fig. 2.
Lemma 3. Let v be a vertex of a cograph G, and let (v;S1,S2, . . . ,Sq; S0, S1, . . . , Sq) be the crucial partition of G with respect to
v. Then, q ≤ |N(v)|.
Proof. Straightforward. 
Recall that Pv is the path from v ∈ V (G) to the root of the tree. Let l(Pv) be the length, i.e., the number of edges, of Pv . We
define the height of T , denoted by height(T ), as maxv∈leaf (T ) l(Pv).
Lemma 4. Let TG be the cotree of a cograph G, and let (v;S1,S2, . . . ,Sq; S0, S1, . . . , Sq) be the crucial partition of G with respect
to v. Then, l(Pv) ∈ {2q− 1, 2q, 2q+ 1}.
Proof. Let rj, j = 1, 2, . . . , q, be the root of the cotree of the subgraph induced by Sj, i.e., leaf (TG[rj]) = Sj; and let ri,
i = 0, 1, . . . , q, be the root of the cotree of the subgraph induced by Si, i.e., leaf (TG[rj]) = Sj. There are the following possible
cases.
Case 1. G is disconnected and S1 ≠ ∅. In this case, Pv = ⟨v, r1,r1, r2,r2, . . . , rq,rq, r0⟩, and thus l(Pv) = 2q+ 1.
Case 2. G is connected and S1 ≠ ∅. In this case, Pv = ⟨v, r1,r1, r2,r2, . . . , rq,rq⟩, and thus l(Pv) = 2q.
Case 3. G is disconnected and S1 = ∅. In this case, Pv = ⟨v,r1, r2,r2, . . . , rq,rq, r0⟩, and thus l(Pv) = 2q.
Case 4. G is connected and S1 = ∅. In this case, Pv = ⟨v,r1, r2,r2, . . . , rq,rq⟩, and thus l(Pv) = 2q− 1. 
Let∆(G) = maxv∈V |N(v)|.
Lemma 5. If TG is the cotree of a cograph G, then height(TG) ≤ 2∆(G)+ 1.
Proof. Let v ∈ V be an arbitrary vertex of G, and let (v;S1,S2, . . . ,Sq; S0, S1, . . . , Sq) be the crucial partition of G with
respect to v. According to Lemma 3, q ≤ |N(v)|. By Lemma 4, l(Pv) ∈ {2q − 1, 2q, 2q + 1}. Therefore, height(TG) =
maxv∈leaf (TG){l(Pv)} ≤ maxv∈leaf (TG){2|N(v)| + 1} = maxv∈V {2|N(v)| + 1} ≤ 2∆(G)+ 1. 
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Algorithm Basic(G, counter(G))
1: if G contains only one vertex then
2: return ‘‘cograph’’
3: else
4: if counter(G) > 2∆(G)+ 1 then
5: return ‘‘non-cograph’’
6: else
7: counter(G) := counter(G)+ 1
8: let v be an arbitrary vertex in G
9: call Good-Partition-or-P4(G, v)
10: if a P4 is found then
11: return ‘‘non-cograph’’
12: else
13: let C1, C2, . . . ,Cl be the co-components of G[N(v)] and let C1, C2, . . . , Ck be the components of G[V (G) \ N[v]]
14: construct G[Ci] for 1 ≤ i ≤ l and construct G[Cj] for 1 ≤ j ≤ k
15: recursively call Basic(G[Ci], counter(G[Ci])) for 1 ≤ i ≤ l and call Basic(G[Cj], counter(G[Cj])) for 1 ≤ j ≤ k
16: if a P4 is found or ‘‘non-cograph’’ is generated then
17: return ‘‘non-cograph’’
18: else
19: return ‘‘cograph’’
3. Basic algorithm
In this section, we present Algorithm Basic for dealing with a special case where the vertices’ degrees are small.
Lemma 6 ([17]). Given a graph G and an arbitrary vertex v in G, there is an algorithm, namely Good-Partition-or-P4(G, v), which
can generate the component-partition of G with respect to v if such a partition is good, or, otherwise, generate an induced P4 with
vertices in both N[v] and V (G) \ N[v] as a certificate to show that G is not a cograph.
Lemma 7. If G is a cograph and height(TG) = h, then counter(G) ≤ h after the execution of Algorithm Basic(G, 0).
Proof. We prove this lemma by induction on h. The base case where h = 0 clearly holds. We now consider h >
0. First, an arbitrary vertex v is selected and a good-partition on v is executed by lines 8–9 of Algorithm Basic.
Hence, G[Ci]s and G[Cj]s can be constructed in Lines 13–14. Clearly, since G is a cograph, each graph G′ ∈ {G[C1],
G[C2], . . . ,G[Cl],G[C1],G[C2], . . . ,G[Ck]} is also a cograph with height(TG′) = h′ < h. By the induction hypothesis,
counter(G′) ≤ h′. Moreover, according to the cotree structure illustrated in Fig. 2, h′ ≤ h − 1. Therefore, counter(G) =
counter(G′)+ 1 ≤ h′ + 1 ≤ h. 
Lemma 8. If G is a cograph, then counter(G) ≤ 2∆(G)+ 1 after the execution of Algorithm Basic.
Proof. By Lemma 5, height(TG) ≤ 2∆(G)+ 1. According to Lemma 7, we have that counter(G) ≤ height(TG) ≤ 2∆(G)+ 1.
Therefore, the result holds. 
Lemma 9. Algorithm Basic(G, 0) correctly recognizes cographs.
Proof. We first consider that G is a cograph. Then, either G contains only one vertex or the component-partition of G with
respect to v is good. For the former case, Lines 1–2 of the algorithm will return that G is a cograph. For the latter case, since
the co-components G[Ci]s and components G[Cj]s are all cographs, Lines 13–15 of the algorithm will return a corrected
message.
We next consider that G is not a cograph. If counter(G) > 2∆(G)+ 1, then by Lemma 5, Lines 4–5 of the algorithm will
detect it and return that G is not a cograph. Otherwise, there is either a P4 with vertices in both N[v] and V (G) \ N[v] or
some (co-)component is not a cograph. For the former case, Lines 10–11 of the algorithm will find a P4 and return that G is
not a cograph. For the latter case, Lines 16–17 of the algorithm will return that G is not a cograph. 
Lemma 10. Algorithm Basic(G, 0) can be implemented to run in O(∆(G) log n) time using O( n+mlog n ) processors on an EREWPRAM.
Proof. Note that Algorithm Good-Partition-or-P4(G, v) can be implemented to run in O(log n) time using O( n+mlog n ) processors
on an EREW PRAM [17]. Moreover, finding all the (co-)components can be done in O(log n) time using O( n+mlog n ) processors
on an EREW PRAM [17]. Since the recursive calls to Algorithm Basic and Good-Partition-or-P4 are executed on vertex disjoint
subgraphs of G, we can use an array of size n (initialized to 0) where the different calls store their results, 1 if a P4 was
detected, or 0 otherwise. Then, packing this array so that the 0-entries are suppressed suffices for checking whether a P4 has
been returned and if yes, for obtaining such a P4. This can be implemented to run inO(log n) time usingO( nlog n ) processors on
an EREW PRAM. Hence, time-processor complexity of Algorithm Basic is thus O(log n) time using O( n+mlog n ) processors on an
EREWPRAM ifwe ignore the recursive calls. Since the depth of recursion is bounded by 2∆(G)+1, the overall time-processor
complexity is thus O(∆(G) log n) time using O( n+mlog n ) processors on an EREW PRAM. 
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Lemma 11. The cotree of a cograph G can be constructed in O(∆(G) log n) time using O( n+mlog n ) processors on an EREW PRAM.
Proof. The cotree-construction algorithm first calls Algorithm Basic(G, 0) to determine whether G is a cograph. If it indeed
a cograph, then the algorithm constructs its cotree as follows: First, we select an arbitrary vertex v of G and then recursively
computes the cotrees of all the co-components ofG[N(v)] and components ofG[V (G)\N[v]]. Second,wemerge these cotrees
based on the crucial-partition with respect to v to form the cotree of G (see Fig. 2). This merging can be implemented to run
in O(log n) time using O( n+mlog n ) processors on an EREW PRAM [17]. Since the depth of recursion is bounded by 2∆(G) + 1,
the result follows. 
4. General recognition algorithm
By proper selecting a vertex v to compute the co-components of G[N(v)] and the components of G[V (G) \N(v)], we can
efficiently recognize cographs and construct their cotrees. The degree of a vertex v in a graph G, denoted by degG(v), is the
cardinality of NG(v), i.e., degG(v) = |NG(v)|. Given a positive integer (threshold) α, the set of critical vertices of G, denoted by
Vc(G), is {v ∈ V (G) : degG(v) > α}. Let c(G) be the cardinalities of Vc(G). For a subgraph G′ of G, let Vc(G′) = Vc(G)∩ V (G′).
Also, let degcG(v) denote the cardinality of NG(v) ∩ Vc(G). The subscript G in the notation can be further removed if there is
no ambiguity.
Definition 4. We define the sets L(G), M(G), and H(G) of the low-, middle-, and high-degree vertices of G, respectively, as
follows:
M(G) =

v ∈ V (G) : 1
5
c(G) ≤ degcG(v) ≤
4
5
c(G)

,
L(G) =

v ∈ V (G) : degcG(v) <
1
5
c(G)

, and
H(G) =

v ∈ V (G) : degcG(v) >
4
5
c(G)

.
Before proceeding to describe the algorithm, we first briefly outline the key concept of our algorithm. The algorithm
performs good-partitions on the given graph using O(log c(G)) depth of recursion to obtain several components and co-
components such that each one contains no critical vertices. Then, Algorithm Basic developed in Section 3 is simultaneously
executed on these resulting components and co-components. The good-partition is based on the scenario described in the
following subsection.
4.1. Scenario for the partition
We first consider the situation where there is a middle-vertex.
Lemma 12. Let G be a graph and let v be a vertex in G. If v ∈ M(G), then c(G[C]) ≤ 45 c(G) for each co-componentC of G[N(v)]
and c(G[C]) ≤ 45 c(G) for each component C of G[V (G) \ N[v]].
Proof. By Definition 4, the assumption of v ∈ M(G) implies that 15 c(G) ≤ degcG(v) ≤ 45 c(G). Thus the result follows. 
We next consider another situation where G contains no middle-vertex, but contains at least one low-vertex.
Lemma 13. If M(G) = ∅ and L(G) ≠ ∅, then for each component C of G[L(G)], there is a 1-labelled vertex w of the cotree TG
such that C = leaf (TG[w]).
Proof. Let u and v be two arbitrary adjacent vertices in L(G). Then, w = lca(u, v) is a 1-labelled vertex. We need to prove
that leaf (TG[w]) are all in L(G). Let w1, w2, . . . , wk be the (0-labelled) children of w. Without loss of generality, let w1
(respectively,w2) be the child ofw which is an ancestor of u (respectively, v). We also define the following terms:
δi = the cardinality of Vc(G) ∩ V (TG[wi]),
δ = the cardinality of {x ∈ Vc(G) : lca(x, w) is a 1-labelled proper ancestor ofw},
δu = the cardinality of {x ∈ V (TG[w1]) ∩ Vc(G) : (x, u) ∈ E(G)}, and
δv = the cardinality of {x ∈ V (TG[w2]) ∩ Vc(G) : (x, v) ∈ E(G)}.
Then, degcG(u) = δu +
∑
j≠1 δj + δ ≤ 15 c(G), and degcG(v) = δv +
∑
j≠2 δj + δ ≤ 15 c(G). Trivially, δu ≤ δ1 and δv ≤ δ2.
According to the above inequalities, we have that
k−
i=1
δi + δ ≤ 25nc(G).
This leads to degcG(x) ≤ 25 c(G) for each x ∈ leaf (TG[w]). Since M(G) = ∅, we conclude that degcG(x) < 15 c(G) for all
x ∈ leaf (TG[w]). Therefore, all the vertices in leaf (TG[w]) are low-vertices. 
Lemma 14. If C is a component of G[L(G)], then c(G[C]) < 25 c(G).
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Proof. By Lemma 13, there is a vertexw ∈ V (TG) such that leaf (TG[w]) = C . Letw1, w2, . . . , wk be the children ofw. Note
that w is 1-labelled and each wi is 0-labelled or a vertex in G. By the assumption, each vertex v ∈ leaf (TG[wl]) for some
l ∈ {1, 2, . . . , k} has degcG(v) < 15 c(G). Then,
∑
j≠l |Vc(G)∩ leaf (TG[wj])| ≤ degcG(v) < 15 c(G). Moreover, sincew has at least
two children, we conclude that c(G[C]) = |Vc(G) ∩ C | =∑kj=1 |Vc(G) ∩ leaf (TG[wj])| < 25 c(G). 
Lemma 15. Let G be a graph with n vertices such that M(G) = ∅. Let v be the vertex in L(G) which has the maximum
number of neighbors in H(G), and let C1, C2, . . . , Ck be the components of G[V (G) \ N[v]]. If there exists a component Ci with
|c(G[Ci])| > 45 c(G) and there exists a co-componentAi,j of G[Ci] with |c(G[Ai,j])| ≥ 25 c(G), then G is not a cograph.
Proof. Note that every vertex x ∈ H(G) \ Ci is adjacent to at least one vertex of Ci; otherwise, degcG(x) ≤ c(G) − 45 c(G) =
1
5 c(G), which contradicts the definition of H(G). By Lemma 2(1), such a vertex x see the entire Ci; this implies that x belongs
to a co-component of G[N(v)], since x is adjacent to a vertex in Ci and it does not belong to Ci. If Ci contains no vertex in
H(G), then it is a connected subgraph of Gwhose vertices all belong to L(G) and the result holds by Lemma 14.
Assume that Ci contains at least one vertex in H(G). We next show that all vertices in Ci belong to H(G). Suppose, by
contradiction, that there is a vertex u ∈ L(G) in Ci. Since Ci is connected and contains a vertex in H(G), there exists a path
from u to a vertex v ∈ H(G) ∩ Ci; since M(G) = ∅, such a path must contain an edge connecting a vertex w ∈ L(G) to a
vertex in H(G) ∩ Ci. Then, w is adjacent to at least one vertex in H(G) ∩ Ci and to all vertices in H(G) \ Ci because every
vertex in H(G) \ Ci sees the entire Ci. Since H(G)∩NG(v) ⊆ H(G) \ Ci, this contradicts the selection of v as the vertex in L(G)
which has the maximum number of neighbors in H(G). Therefore, all the vertices in Ci belong to H(G). Then, the vertices of
Ci belong to L(G) and the co-component of G[Ci]would be subsets of the components of G[L(G)]. According to Lemma 14, if
|Ai,j| ≥ 25 c(G), then G[Ai,j] is not a cograph and thus G is not a cograph. 
4.2. A general algorithm
In this section, we present a parallel algorithm for recognizing whether a given graph G is a cograph.
Lemma 16. Algorithm General correctly recognizes cographs.
Proof. The correctness of Line 20 of the algorithm directly follows from Lemma 6. The correctness of Lines 6–15 follows
from Lemma 14 and the fact that a graph is a cograph iff each of its co-components is a cograph. The correctness of Lines
16–35 is shown as follows. Note that if there exists a component Ci such that c(G[Ci]) > 45 c(G), then Lemma 12 implies that
v ∉ M(G), which is true only ifM(G) = ∅ and thus the conditions of Lemma 15 hold. Note that if the component-partition
of a graph G with respect to a vertex v is good, then G is not a cograph iff a co-component of G[N(v)] or a component of
G[V (G) \ N[v]] is not a cograph. 
We now analyze the time-processor complexity of Algorithm General. The following two lemmas are useful to our
analysis.
Lemma 17. If during the execution of Algorithm General on a graph G with n vertices, a recursive call Algorithm General is
executed on a graph G′, then G′ is a subgraph of G and the number of vertices of G′ is at most 45 c(G).
Proof. Recursive calls are executed in Line 11, Line 25, and Line 31 of Algorithm General. In Line 11 (respectively, Line
31), Algorithm General is executed on G[Ai] (respectively, G[Ai,j]). As specified in Line 11 and Line 31 of the algorithm,
c(G[Ai]) < 25 c(G) and c(G[Ai,j]) < 25 c(G), respectively. In Line 25, Algorithm General is executed on G[Ci] and G[Cj]. Note
that c(G[Cj]) ≤ 45 c(G) as specified in Line 25. Moreover, sinceCi is a co-component of G[N(v)] for v ∈ L(G), this implies that
c(G[Ci]) < 15 c(G). Therefore, the result holds. 
Lemma 18. After executing Algorithm General on a graph G with n vertices, the depth of recursion is O(log c(G)+ α).
Proof. By Lemma 17, after O(log c(G)) depth of recursion, the resulting subgraphs contain no critical vertices. Then,
Algorithm Basic is executed on each of the resulting subgraphs. By Lemma 8, this takes at most (2α+ 1)-depth of recursion.
Thus the total depth of recursion is bounded by O(log c(G)+ α). 
Lemma 19. Algorithm General can be implemented to run in O((log c(G)+α) log n) time using O( n+mlog n ) processors on an EREW
PRAM.
Proof. We analyze the time-processor complexity of the algorithm line-by-line.
Line 1: After computing the degree of each vertex, collecting those critical vertices of the given graph and computing its
cardinality can be done in O(log n) time using O( nlog n ) processors on an EREW PRAM: we use an auxiliary array critical[] of
size n and we set critical[v] = v if the vertex v has degree degcG(v) > α and critical[v] = 0 otherwise; then, the critical
vertices of G and its cardinality can be collected by means of array packing on critical[] using prefix-sum computation.
Lines 2–3: By Lemma 10, this step takes O(α log n) time using O( n+mlog n ) processors on an EREW PRAM.
Line 5: Locating the low-degree vertices of the graph G, i.e., all the vertices v ∈ V (G) such that degcG(v) < 15 c(G), can
be done in O(log n) time using O( nlog n ) processors on an EREW PRAM: we use an auxiliary array Low[] of size n and we set
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Algorithm General(G, α)
1: find the set of critical vertices Vc(G)
2: if Vc(G) = ∅ then
3: call Algorithm Basic(G, 0)
4: else
5: find the sets L(G),M(G), and H(G)
6: if L(G) = ∅ andM(G) = ∅ then
7: construct the co-components A1, A2, . . . , Ap of G
8: if |Ai| ≥ 25 c(G) for some 1 ≤ i ≤ p then
9: return ‘‘non-cograph’’ /∗ according to Lemma 14 ∗/
10: else
11: construct G[A1],G[A2], . . . ,G[Ap] of G and recursively call General(G[Ai]) for 1 ≤ i ≤ p
12: if a P4 is found or ‘‘non-cograph’’ is generated then
13: return ‘‘non-cograph’’
14: else
15: return ‘‘cograph’’
16: else ifM(G) ≠ ∅ and L(G) = ∅ then
17: v := an arbitrary vertex ofM(G)
18: else /∗ L(G) ≠ ∅ ∗/
19: v := the vertex in L(G)with the maximum number of neighbors in H(G)
20: call Good-Partition-or-P4(G, v)
21: if a P4 is found then
22: return ‘‘non-cograph’’
23: else
24: construct G[Ci] and G[Ci], whereCi for 1 ≤ i ≤ l are the co-components of G[N(v)], and Cj for 1 ≤ j ≤ k are the components of
G[V (G) \ N[v]]
25: recursively call General(G[Ci]) for 1 ≤ i ≤ l and call General(G[Cj]) for 1 ≤ j ≤ kwith |c(G[Cj])| ≤ 45 c(G)
26: if there exists a Ci with |c(G[Ci])| > 45 c(G) then
27: construct the co-components Ai,1,Ai,2, . . . ,Ai,h of G[Ci]
28: if ∃Ai,j with |c(G[Ai,j])| ≥ 25 c(G) then
29: return ‘‘non-cograph’’ /∗ according to Lemma 15 ∗/
30: else
31: construct G[Ai,1],G[Ai,2], . . . ,G[Ai,h] and recursively call General(G[Ai,j]) for 1 ≤ j ≤ h
32: if a P4 is found or ‘‘non-cograph’’ is generated then
33: return ‘‘non-cograph’’
34: else
35: return ‘‘cograph’’
Low[v] = v if the vertex v has degree degcG(v) < 15 c(G) and Low[v] = 0 otherwise; then, the low-degree vertices of G can
be collected by means of array packing on Low[] using prefix-sum computation. The middle- and the high-degree vertices
of G can be collected in a similar fashion within the same time-processor bound.
Lines 6–15: Since we use an array representation for each of the vertex sets L(G),M(G), and H(G), we can check whether
such a set contains a vertex (or it is an empty set) in constant sequential time. The co-components of G can be computed
in O(log n) time using O( n+mlog n ) processors on an EREW PRAM model [6], and so can the subgraphs of G induced by each of
these co-components. Additionally, since G[Ai] has no more than n vertices and O(m) edges, the execution of Algorithm
Good-Partition-or-P4 takes O(log n) time using O( n+mlog n ) processors on an EREW PRAM [17]. Thus, if we ignore the time for
any recursive calls to Algorithm General, Lines 6–15 take O(log n) time and O( n+mlog n ) processors on an EREW PRAM.
Lines 16–19: Since each of the vertex sets L(G), M(G), and H(G) is given in array representation, this step is clearly
executed in constant sequential time ifM(G) ≠ ∅: we take v = M[1]. IfM = ∅, it is executed in O(log n) time using O( n+mlog n )
processors on an EREWPRAM: for each vertexw in L(G), wemark the high-degree vertices inw’s adjacency list and compute
the number of marked vertices; then, we compute the maximum of these numbers over all vertices in L(G) and select as v
a vertex whose number of marked vertices in its adjacency list equals the maximum.
Lines 20–22: It takes O(log n) time using O( n+mlog n ) processors on an EREW PRAM [17].
Line 24: The induced subgraphs G[Ci], 1 ≤ i ≤ l, and G[Cj], 1 ≤ j ≤ k, can be computed in O(log n) time using O( n+mlog n )
processors on an EREW PRAM [17].
Lines 25–35: The processing of a component Ci such that c(G[Ci]) > 45 c(G) is identical to the processing in Lines 6–15.
Thus, ifwe ignore the time for any recursive calls to AlgorithmGeneral, Lines 25–35 takeO(log n) time andO( n+mlog n )processors
on an EREW PRAM.
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We define T1(n,m) (respectively, P1(n,m)) to be the time (respectively, processor) complexity of Algorithm General on
G by ignoring the time (respectively, processor) for any calls to Algorithm Basic. Combining the time-processor complexity
of Algorithm General and the recursive calls, we have that:
T1(n,m) = O(log n)+max
i
{T1(ni,mi)},
P1(n,m) = max

O

n+m
log n

,
−
i
P1(ni,mi)

,
where ni and mi are the numbers of vertices and edges of the subgraphs on which Algorithm General is recursively called.
Since
∑
ini ≤ n,
∑
imi ≤ m, and for each i, ni ≤ 45 c(G) by Lemma 17, the equalities for T1(n,m) and P1(n,m) admit the
solution: T1(n,m) = O(log c(G) log n) and P1(n,m) = O( n+mlog n ). We also define T2(n,m) (respectively, P2(n,m)) to be the
time (respectively, processor) complexity of the Algorithm Basic on G. By Lemma 10, T2(n,m) = O(α log n) and P2(n,m) =
O( n+mlog n ). Therefore, the time (respectively, processor) complexity T (n,m) (respectively, P(n,m)) of Algorithm General on G
equals: T (n,m) = T1(n,m)+ T2(n,m) = O((log c(G)+ α) log n) and P(n,m) = max{P1(n,m), P2(n,m)} = O( n+mlog n ). 
Given a graph, a parallel algorithm which constructs its cotree if the input graph is a cograph can also be obtained as
follows. The algorithm first calls Algorithm General on the input graph to determine whether it is a cograph. If the graph is a
cograph, then the algorithm constructs its cotree by taking advantage of Fig. 2, which provides the structure of the cotree of a
cograph in terms of the graph’s component-partitionwith respect to any of its vertices. In particular, the algorithm selects an
appropriate vertex v of the input graphG according the scenario described in Section 4.1, recursively computes the cotrees of
the subgraphs induced by the co-components of the subgraph G[N(v)] and the components of the subgraph G[V (G)\N[v]],
and then uses Fig. 2 to link these cotrees in order to form the cotree of G in O(log n) time using O( n+mlog n ) processors on an
EREW PRAM. By the above method together with Lemma 16 and Lemma 19, we have the following theorem.
Theorem 1. The cograph-recognition and the cotree-construction can be done in O((log c(G) + α) log n) time using O( n+mlog n )
processors on an EREW PRAM.
The following three results follow immediately from Theorem 1.
Corollary 1. When the input graph G is k-regular for a fixed positive integer k, the cograph-recognition and the cotree-
construction can be done in O(log n) time using O( n+mlog n ) processors on an EREW PRAM.
Corollary 2. When the input graph G is k-regular for k = O(log log n), the cograph-recognition and the cotree-construction can
be done in O(log n log log n) time using O( n+mlog n ) processors on an EREW PRAM.
Corollary 3. Given α = O(log log n), the cograph-recognition and the cotree-construction can be done in O(log n log log n) time
using O( n+mlog n ) processors on an EREW PRAM, provided the number of vertices with degree larger than α is at most O(log n).
5. Concluding remarks
In this paper, we apply a new two-phase recognition strategy to a known parallel cograph-recognition algorithm and
hence obtain a refined time-processor complexity. With our analysis, we improve upon the cograph-recognition problem
on some cases of the input instances. We hope this technique can be utilized for other classes of graphs which are tree-
representable.
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