Abstract-An achievable rate-region for the two-way multiplerelay channel is proposed using decode-forward block Markovian coding. We identify a fundamental tension between the information flow in both directions that leads to an intractable number of decode-forward schemes and achievable rate regions, none of which are universally better than the others. We introduce a new concept in decode-forward coding called ranking, and discover that each of these rate regions are different realizations of a single expression that depends on the rank assignment. This discovery makes it possible to characterize the complete achievable rate region that includes all of the interesting decode-forward schemes and corresponding rate regions.
I. INTRODUCTION
The two-way multiple relay channel (TWMRC) is implicit in almost all forms of modern communication. At the most fundamental level, it models the simultaneous, interactive, bidirectional exchange of information between two source/destination pairs with the assistance of intermediate relay nodes; the type of exchange that occurs over the internet for instance, where every single received data packet is acknowledged. We consider the most general form of the TWMRC which allows the transmissions of every node to influence the received signal of each individual node. This paper extends a history of previous work in network information theory beginning with the two-way channel [1] , followed by the one-way relay channel [2] , the one-way multiple-relay channel [3] , the one-way multiple-access relay channel [4] , the two-way, one-relay channel [5] , and the twoway, two-relay channel [6] .
The channel model of interest is the discrete memoryless channel consisting of M nodes labeled from 1, . . . , M . The input-output dynamics are expressed as follows:
That is, at every time instant t = 1, 2, . . ., the outputs y 1 (t), . . . , y M (t) received by the M nodes respectively only depend on the inputs x 1 (t), . . . , x M (t) transmitted by the M nodes at the same time according to p(y 1 (t), . . . , y M (t)|x 1 (t), . . . , x M (t)). If node i is a relay, the input x i (t) into the channel at time t depends only on the symbols received in the previous time instants, so that x i (t) = F i,t (y i (t − 1), y i (t − 2), . . .) for all t, where F i,t can be any causal function.
Consider the multi-source, multi-relay, all-way channel in which each source is interested in the messages generated by all the other sources (the TWMRC is a special case of this channel). In a decode-forward scheme the messages generated by each source are successively decoded and forwarded by each relay in the channel before arriving at any destination. The order in which the nodes forward the message from a particular source defines a path. Let S denote the set of source nodes. For each s ∈ S, let the vectorp s denote the fixed path assigned to source s and letp := {p s : s ∈ S}. The first element ofp s is source node s, and each subsequent element is the next node on the path. Let p s,k denote the kth element ofp s . Example 1. Set M := 5 and S := {1, 5}. Suppose the messages w 1 and w 5 follow the paths 1 → 3 → 2 → 4 → 5 and
For any fixedp, let P i (s) denote the set of nodes that precede node i on the pathp s . Suppose node i is the k th node on the pathp s . That is, i = p s,k . Then
Example 2. Set M := 5 and S := {1, 5}. Setp 1 := (1, 3, 2, 4, 5) andp 5 := (5, 2, 3, 4, 1). Then P 2 ({1}) = {1, 3}, P 2 ({5}) = {5}, and P 2 ({1, 5}) = {1, 3, 5}. Similarly, P 2 ({1}) = {2, 4, 5},P 2 ({5}) = {1, 2, 3, 4}, andP 2 ({1, 5}) = {2, 4}.
Set |S| := N for some N ≤ M , and S := {s 1 , . . . , s N }, where s j ∈ {1, . . . , M } for each j = 1, . . . , N . For anyp and non-empty S ⊆ S define the constraint:
where R S denotes the sum j∈S R j , and X S denotes the set {X j : j ∈ S}. Fixp and let R i (p) be the set of rate vectors R := (R 1 , . . . , R N ) that satisfy (1) for all non-empty S ⊆ S if i / ∈ S and all non-empty S ⊆ S \ i if i ∈ S. A rate vectorR := (R 1 , . . . , R N ) for a multi-source, multi-relay, all-way channel with N sources is achievable by definition, if there exists an encoding/decoding scheme that allows source node s j for each j ∈ {1, . . . , N } to send information at rate R j to all the other sources with an arbitrarily small probability of error. An outer-bound on the region of achievable rate-pairs that can be recovered using decodeforward schemes in this channel is given by:
To observe the difference between (2) and the cut-set outerbound, replace (1) with the following constraint:
Assume multi-way communication so that N ≥ 2. For anyp, letR i (p) be the set of rate vectorsR := (R 1 , . . . , R N ) that satisfy (3) for all non-empty S ⊂ S if i / ∈ S and all non-empty S ⊆ S \ i if i ∈ S. A key difference betweenR i (p) and R i (p) is that the former requires S to be a strict subset of S for N ≥ 2 since there is no cut that puts all the sources on the same side in multi-way communication. The cut-set outer-bound corresponds to the following region:
The regions (4) and (2) coincide if N = 1 and there is one pathp over which the channel is physically degraded. In the one-way multi-relay channel (OWMRC), the two-way one-relay channel, and the three-way broadcast channel [5] , C d can be achieved for all joint-distributions in the first case and all product distributions in the latter two cases. The key feature of the channel that is exploited in [3] is the unidirectional flow of information. Node i can remove the interference generated by the nodes inP i (S) because these nodes being downstream of node i, transmit messages already decoded by i.
It turns out that any attempt to recover the rate pairs in C d for multi-way channels with two or more relays encounters a fundamental tension between the information flow in one direction and the information flow in the opposite direction. This tension is illustrated in the two-way two-relay channel.
Example 3. The two-way two-relay channel consists of nodes {1, 2, 3, 4}. Define the set of source nodes as S := {1, 4} and consider the pathsp 1 := (1, 2, 3, 4) andp 4 := (4, 3, 2, 1). In order to decode a message w 1 from node 1 at the rate R 1 < I(X 1 ; Y 2 |X 2 X 3 X 4 ), node 2 needs to know the message w 4 simultaneously transmitted by node 4. But w 4 is new information and node 2 does not know it a priori. Hence we have the following requirement:
(i) Node 3 must first decode and forward w 4 before node 2 decodes w 1 .
However, the reverse situation occurs when node 3 tries to decode w 4 from node 4 at rate
Then we have the following requirement
(ii) Node 2 must first decode and forward w 1 before node 3 decodes w 4 .
It is impossible to simultaneously satisfy (i) and (ii); either (ii) is satisfied at the expense of (i) or (ii) is satisfied at the expense of (i).
Any attempt to recover C d leads to a decode-forward scheme that decides, at each relay, the extent to which the OWMRC is simulated in one direction at the expense of the other direction. Each decision prevents the decode-forward scheme from recovering some of the rate pairs in C d . This tension generates many different decode-forward schemes and rate regions, all of which cumulatively fail to recover C d and none of which include the others. Furthermore, the regions recovered by each of these decode-forward schemes share no obvious pattern. As a result, it becomes intractable to explicitly characterize the rate region that includes all possible decode-forward schemes for an arbitrary number of nodes.
The main contribution of this paper is the discovery that the rate region corresponding to any decode-forward scheme that attempts to recover C d in the TWMRC is a particular realization of a single expression. This expression depends on the rank assignment, where the rank assigned to each node is determined by the decode-forward scheme that attempts to recover C d . This property makes it possible to characterize all the interesting decode-forward schemes by describing the set of rankings instead.
This paper focuses on the decode-forward relay scheme. Another important but fundamentally different relay scheme originally proposed in [2] is the compress-forward scheme, which has also been successfully extended to more general networks in [7] and [8] . It is well known that neither decodeforward nor compress-forward is absolutely better than the other, and their relative superiority depends on the network topology in general [9] . However, for the two-way traffic considered in the paper, especially when relay nodes are evenly placed in between, it is arguably clear that decode-forward performs better.
The rest of this paper is organized as follows: Section II describes all valid rankings, Section III states the main result which is the complete achievable rate region, Section IV proves the main result and section V concludes the paper.
II. RANKING
Given a multi-source multi-relay all-way channel with M nodes, a rank index is a number between 1 . . . M uniquely assigned to each node. The nodes are also labeled from 1, . . . , M but the rank indices are distinct from the labels. If node i is assigned rank k, then rank(i) = k. A rank assignmentr is a one-to-one mapping of rank indices to labels and is represented by an M -dimensional vector wherē r = (r 1 , r 2 , . . . , r M ) and r i = rank(i). The rank indices are ordered by the binary relations ">", "<", "=", "≥", and "≤". These relations retain their usual meaning in the sense that
There is no ordering defined on the labels.
The analysis in the sequel will be limited to the TWMRC with S := {1, M } and path vectorp := {p 1 ,p M } wherē
, 1).
A path-rank-assignment pair (p,r) is valid by definition if there is only one local minimum (with respect to the rank indices) over both pathsp 1 andp M . More precisely, for each s ∈ S, let
The notationv = (p,r) will be used to denote a valid pathrank-assignment pair (p,r).
Example 4. The following are examples of rank assignmentsr that correspond to a valid (p,r) when M = 8: (1,2,3,4,5,6,7,8), (8,7,6,5,4,3,2,1), (8,6,4,2,1,3,5,7),  (8,7,6,4,3,1,2,5), (7,6,4,3,1,2,5,8 ).
Let V denote the set of all valid path-rank-assignment pairs. For a fixedv ∈ V and each s ∈ S, let u(i, s) denote the "one-hop" predecessor upstream of i on the pathp s . More precisely, suppose p s,k = i for some k. Then u(i, s) = p s,k−1 . Let U (i) = {u(i, s) : s ∈ S} denote the set of all one-hop predecessor nodes upstream of node i. Furthermore, at each relay i / ∈ S define the reference node with respect to i as the highest ranked one-hop predecessor upstream to node i over all paths. The valid path-rank-assignments capture all of the ways in which the tension between two opposing information flows is resolved in a decode-forward scheme whenp := {p 1 ,p M }. The definition of a valid path-rank-assignment thus far has been limited to the pathsp 1 := (1, 2, 3 , . . . , M − 1, M ) andp M := (M, M −1, . . . , 3, 2, 1). The symmetry of these paths simplifies the characterization of the valid path-rank-assignments. In future work, we will define the valid path-rank-assignments over arbitrary paths.
III. MAIN RESULT
Consider the TWMRC with M nodes and S := {1, M }. For a fixedv ∈ V and any non-empty S ⊆ S define the higher orthant set (the orthant set "above") A i (S), as the set of nodes in P i (S) of rank higher than the reference node ref(i). Similarly, define the lower orthant set (the orthant set "below") B i (S), as the set of nodes in P i (S) of rank lower than or equal to the reference node. Finally, define the lower orthant setB i (S) as the set of nodes inP i (S) of rank lower than or equal to the reference node. The orthant sets can be expressed as follows:
Let L(i) denote the set of nodes of strictly lower rank than i. That is, L(i) := {j | rank(j) < rank(i)}. Example 6. Set M := 5,p 1 := (1, 2, 3, 4, 5 ),p 5 := (5, 4, 3, 2, 1), andr := (5, 3, 1, 2, 4) .
For any non-empty S ⊆ S andv ∈ V define the constraint:
Let R i (v) be the set of rate pairs (R 1 , R M ) that satisfy (5) for all non-empty S ⊆ S if i / ∈ S and satisfy (1) for all non-empty S ⊆ S \ i if i ∈ S. We have the following theorem. Theorem 1. For any product distribution p(x 1 ) · · · p(x M ) the following set of rate pairs is achievable:
The proof is based on the block-markov, decode-forward framework in which the transmissions are divided into B blocks of T channel uses. Let R 1 and R M denote the rates at which nodes 1 and M transmit information to each other.
A. Codebook Generation
For node 1, independently generate 2
B. Encoding
In each block b ∈ 1, . . . , B, nodes 1 and M generate message indices
and d i,M , referred to as the encoding delays, are strictly positive integers. The encoding scheme specifies the encoding delays at the relay nodes. At the end of each block b, every relay node i decodes the message pair (w
where the decoding delays,d i,1 andd i,M are strictly positive integers. The decoding scheme specifies the decoding delays at the relay nodes. The relay cannot encode any message pair that it has not already decoded, so d i,s >d i,s . Apart from this causality constraint, the messages decoded in one block need not determine the messages encoded in the next block; there may be many decoding schemes causally consistent with a fixed encoding scheme. Every valid path-rank-assignment generates an encoding scheme and a corresponding set of causally-consistent decoding schemes. For each s ∈ S, lets := S \ s. For anyv ∈ V and each s ∈ S and i ∈ {1, . . . , M } \s, define f i,s as follows:
For each s ∈ S and i ∈ {2, . . . , M − 1}, define d i,s as follows:
Example 7 
The path vectorp is defined asp 1 := (1, 2) andp M := (M, M − 1, . . . , 4, 3, 2) . This definition ofp implies that d i,M > d i+1,M for each relay node i. This channel will be called a biased multiple-access relay channel (BMARC) since the relays only help one source and not the other. The encoding scheme is illustrated in Figure  1 for a BMARC of size M = 4. Let R 2 (p) be the set of rate pairs (R 1 , R M ) that satisfy (1) for all non-empty S ⊆ S for the BMARC with pathp := {p 1 ,p M }. Lemma 1. Given any product distribution p(x 1 ) · · · p(x M ) the rate pairs in R 2 (p) are achievable for the BMARC.
Proof. First we show that node 2 can decode (
where . But this together with (10) implies that R 1 < I(X 1 ; Y 2 |X 2 . . . X i−1 ) which satisfies (8) for i − 1. The argument terminates at i = 3 since (9) and (10) are boundaries of R 2 (p) at i = 3. Thus the lemma is proved. Figure 1 illustrates the proof of Lemma 1 for M = 4.
IEEE International Symposium on Information Theory
Finally, we show for anyv ∈ V, the region M i=1 R i (v) is achievable. The proof is by induction. Consider, the two-way one-relay channel where node 1 and 3 are the sources and node 2 is the relay. The paths are defined asp 1 := (1, 2, 3) andp 3 := (3, 2, 1). In [5] the region
