Entropic uncertainty relations in a finite dimensional Hilbert space are investigated. Making use of the majorization technique we derive explicit lower bounds for the sum of Rényi entropies describing probability distributions associated with a given pure state expanded in eigenbases of two observables. Obtained bounds are expressed in terms of the largest singular values of submatrices of the unitary rotation matrix. Numerical simulations show that for a generic unitary matrix of size N = 5 our bound is stronger than the well known result of Maassen and Uffink (MU) with a probability larger than 98%. We also show that the bounds investigated are invariant under the dephasing and permutation operations. Finally, we derive a classical analogue of the MU uncertainty relation, which is formulated for stochastic transition matrices.
I. INTRODUCTION
The uncertainty principle is often considered as a key feature of quantum theory, as it explicitly emphasizes the difference with respect to its classical counterpart. The original formulation given by Heisenberg in 1927 [1] which had been devoted to canonically conjugated variables was further generalized by Robertson in 1929 for arbitrary two observables [2] . If both observables do not commute, it is impossible to specify their precise values simultaneously. In this set-up uncertainties are characterized by the variances of both variables, and the relation provides a lower bound for the product of these quantities.
Another method to describe the uncertainty is to use the continuous entropy of the probability distribution of the measurement outcomes. In 1975 Białynicki-Birula and Mycielski derived the entropic formulation of the uncertainty relation [3] , in which the main role is played by the lower bound for the sum of two continuous Shannon entropies calculated for position and momentum probability distributions.
Entropic uncertainty relations, originally introduced for the infinite dimensional Hilbert space, were later investigated in the case of a finite dimensional quantum systems. Consider a pure state |ψ belonging to an N dimensional Hilbert space H N and a non-degenerate observable A, the eigenstates |a i of which determine an orthonormal basis in H N . The probability that this observable measured in |ψ gives the i-th outcome is p i = | a i |ψ | 2 . The non-negative numbers p i sum up to unity, N i=1 p i = 1, so that the properties of the discrete probability distribution {p i } can be described by the Shannon entropy H(p) = − i p i ln p i .
Let H(q) denote the Shannon entropy corresponding to the probability vector q j = | b j |ψ | 2 associated with the second observable B. If both observables do not commute the sum of both entropies for any state |ψ is bounded from below, and the bound depends only on the unitary rotation matrix U ij = a i |b j . The first lower bound:
where c = max ij |U ij | was with the help of variational calculus derived by Deutsch in 1983 [4] . Maassen and Uffink obtained in 1988 a stronger result of the form [5] 
Note that for a Fourier matrix of size N , which describes the transition from position to momentum representation, one has c = 1/ √ N , so that B M U = ln N . The result of Maassen and Uffink, while stronger than the Deutsch lower bound, is known to be not optimal in the general case. The optimal bound is known only for N = 2 [6, 7] , however in higher dimensions the problem remains open. Let us mention that the entropic uncertainty relations were recently formulated in various setups [9] [10] [11] [12] . To learn more about further developments in that area the reader is asked to consult reviews [13, 14] .
In general, it is convenient [9] 
which tends to the Shannon entropy for α → 1, is equal to the min-entropy − ln x max in the limit α → ∞ and is a non-increasing function of the parameter α [16] . One may then look for bounds for the sum of two Rényi entropies of order α. For instance, explicit bounds in the case α = 1/2 have been for N = 2 recently obtained by Rastegin [17] . The aim of this work is to derive a novel bound, which for a generic unitary U is with high probability stronger than (2) . We shall establish lower bounds for the sum of two entropies of an arbitrary order α > 0,
with B α (U ) depending in general on the whole matrix U .
To improve the approaches of Deutsch and MaassenUffink (corresponding to the case α = 1) we are going to characterize the unitary rotation matrix U by taking into account all its entries. Our approach is based on the concept of majorization.
Consider any two probability vectors x and y of sizes N and M , respectively. Associated vectors of size max{N, M }, with coefficients ordered decreasingly and zeros on additional coordinates possibly added to the shorter vector, will be denoted asx andỹ. The vector x is said to be majorized by y, written x ≺ y, ifx,ỹ satisfy inequalities for all partial sums [18] 
where m runs from 1 to max{N, M }. Note that for m = max{N, M } the inequality is trivially saturated as both vectors sum up to 1. The Rényi entropy is a Schur-concave function for any parameter α ≥ 0, what implies that if x ≺ y, then H α (x) ≥ H α (y). In general, when a given function F is Schur-concave and two probability vectors satisfy the majorization relation, x ≺ y, one obtains the inequality
This paper is organized as follows. Our main result -the explicit uncertainty relations for the sum of Rényi entropies is derived in section II. In section III we show that the MU bound and the bounds derived in this work are invariant with respect to permutation and dephasing operations. The bounds for some exemplary families of unitary matrices of size N = 2, 3, 4, 5 are discussed in section IV. In this section we also use random unitary matrices to compare the precision of various new and previous bounds. Finally, in section V we present a classical analogue of the Maassen-Uffink relation for an arbitrary stochastic transition matrix.
II. MAIN RESULT
In the entropic uncertainty relation (4) we bound the sum of entropies of two probability vectors p and q. However, this sum can be rewritten as the single entropy of the product vector:
where r = p ⊗ q is the tensor product of the classical probability vectors.
Assume that p and q are given by the fixed unitary matrix U ∈ U(N ) and some vector |ψ as:
2 , where the vectors |i for i = 1, . . . , N form the orthonormal basis. It was shown by Deutsch [4] that
where as before c = max ij |U ij |. The above result immediately implies that
Since the Rényi entropies are Schur-concave we arrive at a first, simple bound
(9) For any rectangular matrix X one defines its spectral norm, equal to its largest singular value,
By definition, singular values of X are equal to square roots of the eigenvalues of the positive matrix XX † . Let A(m, n) denote the set of all m × n submatrices of U ∈ U(N ), i.e. the truncations obtained from U by removing arbitrary N − m rows and arbitrary N − n columns. Let A m,n denote the maximal submatrix, i.e. the element of A(m, n) with the largest spectral norm. We shall introduce a set of N coefficients
where the maximum is taken over all submatrices with the same semiperimeter, m + n = k + 1. By construction we have c = s 1 ≤ s 2 ≤ · · · ≤ s N = 1, so that s 1 is equal to the modulus of the largest element of U . Furthermore, s 2 is equal to the maximum of the Euclidean norm of any two-component part of any column or any row of U ,
max max i,j1,j2
so it depends only on the moduli of the matrix entries.
In the case of s 3 one needs to find the maximum among Euclidean norms of any 3×1 and 1×3 vectors and spectral norms of any 2 × 2 submatrix of U belonging to the set A(2, 2). In the latter case not only the moduli but also the phases of entries of U become important. In Fig. 1 we present an exemplary calculation performed for a generic orthogonal matrix of size 4, in which all numbers are truncated up to two decimal digits. In general, one also has a simple bound
Note that s N is equal to unity as it is not smaller than the length of any column (or row) of U and is not larger than the spectral norm of the unitary matrix, U = 1.
In the next step we define
so that
Let us remind that R 1 has been introduced in Eq. (7). The above notation allows us to formulate key results of this paper.
Theorem 1. For unitary matrix of size N and any normalized vector |ψ we have
where
Notice, that from the above theorem we obtain directly the following corollary.
we have
Corollary 2. For any unitary matrix U of size N , any normalized vector |ψ ∈ H N and a Schur-concave function F we have
Corollary 3. For a unitary matrix U of size N , any normalized vector |ψ ∈ H N and every α ≥ 0 we have
what can be extended to
Proof of Theorem 1: To prove the majorization relation (15) we consider sums of elements of the vector
Assume, that the above sum consists of m different elements of the vector q. If we replace them by the m greatest elements of q, i.e.q 1 ,q 2 , . . . ,q m preserving the order we do not decrease the sum, i.e.
In each parenthesis above we shall next replace components of p by the components of the ordered vectorp
For
The above reasoning gives us the inequality Now we can apply Lemma 1 proven in the Appendix to bound the inner sums by
where for maximum ranges over all sumbatrices of size (k − m + 1) × m. Together with maximization over m we have
Thus, we finally obtain the following estimate
which gives us the desired majorization relation,
In the maximizing case the inequality (26) can be saturated. This follows from Remark 2 in the Appendix, as an optimal choice of the vector |ψ implies that both terms in the right hand side of (26) are equal, so the geometric and arithmetic means coincide.
III. EQUIVALENT UNITARY MATRICES AND ENTROPIC UNCERTAINTY
We say that two unitary matrices U and V are equivalent U ∼ V if there exist permutation matrices P 1 , P 2 and diagonal unitary matrices D 1 , D 2 , such that
It is easy to realize, that any unitary matrix is equivalent to one with real elements in the first row and the first column which is often called dephased [15] . Another simple fact is that any 2 × 2 unitary matrix is equivalent to a real rotation matrix
The probability distribution induced by a normalized vector |ψ is invariant with respect to diagonal unitary operations. The permutation matrix changes only the order of coordinates, thus the above equivalence does not affect the left hand side of relation (4). This observation suggests that one can restrict attention to functions B(U ) which are invariant with respect to the equivalence relation. Note that the functions B D (U ) and B M U (U ), as well as the bounds (21) are invariant with respect to the relation introduced. Therefore, to analyze the entropic uncertainty relations for unitary matrices of order N , one can investigate the N 2 − 2N − 1 dimensional set of the dephased matrices.
IV. LOW DIMENSIONAL EXAMPLES
To demonstrate in action the new uncertainty relation proven above consider first the case N = 2. As stated in the previous section it is enough to consider one-parameter family of rotation matrices since any 2 × 2 unitary matrix is similar to a rotation matrix O(θ) given in (32). In Fig. 2 we present the bound (20) for different values of the parameter α.
In the case of N = 3, 4, 5 we consider a one parameter family of unitary matrices, given by P β , where β ∈ [0, a] and P is a circular shift permutation, which in the case of N = 3 reads
In Figs. (3, 5, 6 ), we present the comparison of the bounds (21) with the Deutsch bound (1) and the Maassen-Uffink bound (2) for the family of unitary matrices which interpolate between identity and the N -point permutation matrix P N .
In the case N = 3 we analyze a two dimensional crosssection of the Birkhoff polytope of bistochastic matrices, and select B(a, b) = aP 3 +bP
Out of this equilateral triangle of bistochastic matrices of order N = 3 formed by the convex hull of permutation matrices P 3 , P In order to compare precision of the bound (20) for the standard case of Shannon entropy α = 1 we computed it for random unitary matrices distributed with Haar measure on U(N ). Probability that for a given unitary matrix U our bound is better than the Maassen-Uffink bound, increases with N and reads, P = 0.814 for N = 2 and P = 0.971, 0.972, 0.984, 0.991, for N = 3, 4, 5, 6 respectively. These numbers are obtained numerically by averaging over samples of 10 7 random unitary matrices.
V. CLASSICAL ANALOGUES OF MU BOUNDS
In the classical case we discuss an N -point probability vector P and its image with respect to a stochastic matrix, P = T P . Stochasticity conditions, T ij ≥ 0 and i T ij = 1 assure, that P is also a normalized probability vector. For a stochastic matrix T and a probability vector P , Słomczyński established [20] the following inequality for the Shannon entropy H:
Here H (p) (T ) denotes a statistical mixture of columns of the matrix T with weights p i , i.e. H (p) (T ) = i p i H( t i ). Using inequality (34) we obtain
which gives us
We can continue the estimate and write
P P 2 Figure 4 :
The difference between Maassen-Uffink bound BMU (2) and bound B where κ = max ij T ji .
In this way we obtain an analogue of the MaassenUffink uncertainty relation for the classical maps represented by stochastic matrices. The sum of the Shannon entropy of any vector P and the entropy of its image P = T P is bounded from below by the logarithm of the inverse of the largest element of the transformation matrix. 
VI. CONCLUDING REMARKS
The problem of establishing optimal entropic uncertainty relations for any two observables, the eigenbases of which are related by a unitary rotation matrix U of size N , remains open for N ≥ 3.
In a recent work of Grudka et al. [21] , the authors analyzed column (or row) v of U , for which the entropy of the probability vector is the largest; v i = |U ij | 2 and v i = |U ji | 2 , where j = 1, . . . N and the maximum is taken over i. Observe that in this notation the MU bound (2) reads
with β = ∞, so decreasing the Rényi parameter β would make the bound stronger. Unfortunately, numerical simulations show that an appealing conjecture that the sum of the Shannon entropies is larger than H 2 (v) occurs to be true for N = 2 and N = 3 only.
On the other hand, in this work we produced a family of inequalities for the sum of the Rényi entropies H α of an arbitrary order which typically are stronger than the bounds existing in the literature. For instance, in the standard case of α = 1, corresponding to the Shannon entropy, our result (25) applied to a random unitary matrix of size N = 3 gives a bound stronger than the Maassen-Uffink result (2) for a vast majority of 97% cases.
It is worth to emphasize that the majorization techniques applied here enable one to obtain explicit bounds for any Schur-concave functions of the probability vector. The explicit formulae for the components of the majorizing vector Q derived in this work are expressed in terms of spectral norms of maximal submatrices of the unitary matrix U analyzed. As this norm is equal to the largest singular value of the submatrix [22] , our bounds are directly computable. These bounds are shown to be invariant for any unitary matrices equivalent up to permutation and dephasing.
We shall mention that majorization techniques are used in the description of quantum entanglement [23] [24] [25] . For instance the bipartite entanglement criteria by Gühne and Lewenstein [23] rely on the lower bound for the sum of two Rényi entropies. Our results can be immediately incorporated in that framework, providing sharpened entanglement criteria.
As a side remark we presented a result analogous to the Maassen-Uffink bound, but formulated for a classical map described by a stochastic transition matrix T . The sum of the Shannon entropies of an arbitrary initial probability distribution P and its image T P is bounded from below by minus logarithm of the largest entry of T .
Note added. After this work was completed we learned about a very recent results of Friedland, Gheorghiu and Gour [26] . These authors independently use majorization techniques to establish entropic uncertainty relation analogous to (20) , also valid for any Rényi entropies and arbitrary Schur-concave functions. These powerful bounds can be used to characterize generalized quantum measurements described by an arbitrary number of positive operator valued measures (POVM).
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where σ 1 (A) is the leading singular value of a rectangular matrix A = {a ij } n,m i=1,j=1 for a ij = a i |j and the maximization is performed over normalized vectors ψ|ψ = 1. 
so its norm is equal to the length of the vector, σ 1 (A) = n i=1 |a i1 | 2 .
Remark 2. One can construct a vector |ψ * which maximizes the left hand side of (A1). If we denote {|ξ 0 , |η 0 } = argmax[Re ξ|η :|ξ ∈ lin{|1 , . . . , |m }, |η ∈ lin{|a 1 , . . . , |a n }],
we shall take |ψ * as a vector proportional to the sum |ξ 0 + |η 0 . For this vector one can show that
By lin{|1 , . . . , |m } we denote the linear space spanned by the unit vectors |1 , . . . , |m .
Proof of lemma: We begin by rewriting the left hand side of Eq. (A1) in terms of matrix multiplication
where the matrix C is defined as
. . . m| a1| a2|
. . .
It is easy to calculate, that
Next we derive the formula for eigenvalues of matrix CC † λ 1 (CC
The last equality follows from Jordan's definition of singular values and can be found e.g. in book [22] .
