Abstract: A class of estimating functions is introduced for the regression parameter of the Cox proportional hazards model to allow unknown failure statuses on some study subjects. The consistency and asymptotic normality of the resulting estimators are established under mild conditions. An adaptive estimator which achieves the minimum variance-covariance bound of the class is constructed. Numerical studies demonstrate that the asymptotic approximations are adequate for practical use and that the efficiency gain of the adaptive estimator over the complete-case analysis can be quite substantial. Similar methods are also developed for the nonparametric estimation of the survival function of a homogeneous population and for the estimation of the cumulative baseline hazard function under the Cox model.
Introduction
Let (T i , C i , Z ′ i ) (i = 1, . . . , n) be n independent replicates of the random vector (T, C, Z ′ ), where T and C denote the failure and censoring times, and Z denotes a p × 1 vector of possibly time-varying covariates. The observations consist of (X i , δ i , Z ′ i ) (i = 1, . . . , n), where X i = T i ∧ C i and δ i = 1 (Ti≤Ci) . Assume that T i and C i are conditionally independent given Z i .
The widely-used Cox semiparametric regression model [4] postulates that, conditional on Z(t), the hazard function λ(t) for T takes the form e , where V = − lim n→∞ n −1 ∂S(β 0 )/∂β [1] . These asymptotic properties provide the basis for making inference about β 0 . For the one-dimensional (dichotomous) Z, the nonparametric test based on S(0) for testing β 0 = 0 has been better known as the (two-sample) log rank test.
The estimation of the cumulative hazard function Λ(t) = t 0 λ(s)ds and the survival function F (t) = e −Λ(t) is also of interest. In the one-sample case, where no covariates are modeled, Λ(t) is commonly estimated by the Nelson-Aalen estimator .
Motivated by the Nelson-Aalen estimator, Breslow [2] suggested that the cumulative baseline hazard function Λ 0 (t) = .
Both n 1/2 {Λ N A (·) − Λ(·)} and n 1/2 {Λ B (·) − Λ 0 (·)} converge weakly to zero-mean Gaussian processes [1, 3, 6, 14] .
All of the aforementioned procedures assume complete measurements on the failure indicators δ i (i = 1, . . . , n). In many applications, however, the values of {δ i } are missing for some study subjects. We shall distinguish between two types of missingness. For Type I missingness, {δ i } are missing completely at random among all subjects. For Type II missingness, {δ i } take value 0 for some subjects and are missing completely at random among the remaining subjects. By missing completely at random, we mean that the missing mechanism is independent of everything else.
The following two examples demonstrate how such missingness arises in practice. Example 1. (Type I missingness). Suppose that a series system has two independent components I and II and let T and C represent times to failure of I and II respectively. The potential observations for a single system consist of X = T ∧ C and δ = 1 (T ≤C) . Suppose that a large number of systems are operated until failure. Also suppose that the diagnosis of a system to identify which component failed is so costly that it can only be done for a random sample of the systems under testing. Thus we observe all {X i } and a random subset of {δ i }.
Example 2. (Type II missingness). In the medical study, investigators are often interested in the time to death attributable to a particular disease, in which case δ i = 1 if and only if the ith subject died from that disease. Typically, the causes of death are unknown for some deaths because it requires extra efforts (e.g., performing autopsies or obtaining death certificates) to gather such information. Thus the values of {δ i } may be missing among the deaths. On the other hand, if the ith subject has been withdrawn from the study before its termination or is still alive at the end of the study, then δ i must be 0. Hence, we have Type II missingness provided that the deaths with known causes are representative of all the subjects who died.
The most commonly adopted strategy for handling missing values is the completecase analysis, which totally disregards all the subjects with unknown failure statuses. This approach is valid under Type I missingness; however, it can be highly inefficient if there is heavy missingness. For Type II missingness, the complete-case analysis does not even yield consistent estimators.
There have been a few articles on estimating the survival distribution of a homogeneous population in the presence of missing failure indicators. Notably, [5] used the nonparametric maximum likelihood method in conjunction with the EM algorithm to derive an estimator that is analogous to the Kaplan-Meier estimator (1.4). According to [10] , however, the maximum likelihood as well as the self-consistent estimators are in general nonunique and inconsistent. Two alternative estimators are proposed in [10] under Type I missingness. As will be discussed in Section 3, these estimators have some undesirable properties. On the more challenging regression problem, there has been little progress. The only solution seems to have been the modified log rank test for Example 1.2 proposed [8] . As admitted by these authors, they made some rather unrealistic assumptions, including the independence between the covariate and the causes of death not under study as well as the proportionality of the hazard rate for the cause of interest and that of the other causes. On the other hand, further developments along the line of efficient estimation can be found in [11, 13, 15] . Furthermore, [17] deals with the additive hazards regression model. This paper provides a treatment of the Cox regression analysis and the survival function estimation under both types of missingness. In the next section, we introduce a class of estimating functions for β 0 under Type I missingness which incorporates the partial information from the individuals with unknown δ i . The consistency and asymptotic normality of the resulting estimators are established. A simple adaptive estimator is constructed which has the smallest variance-covariance matrix among the proposed class of estimators including the complete-case estimator. Simulation studies show that the adaptive estimator is suitable for practical use. Section 3 deals with the survival function estimation under Type I missingness. For the one-sample case, we derive an adaptive estimator which offers considerable improvements over the complete-case and Lo's estimators [10] . Estimation of the cumulative baseline hazard function for the Cox model is also studied. In Section 4, we apply the ideas developed in Sections 2 and 3 to Type II missingness to obtain consistent estimators with similar optimality properties. Note that some of the technical developments there are streamlined and may be traced to a technical report [7] . We conclude this paper with some discussions in Section 5.
Cox regression under Type I missingness
In this section, we propose estimating functions for the parameter vector β 0 which utilize the partial information from the subjects with unknown failure indicators.
The asymptotic properties of these functions and the resulting parameter estimators are studied in detail. Throughout the paper, we shall make the following assumption, which is satisfied in virtually all practical situations.
Boundedness condition. The covariate processes Z i (·) = {Z i1 (·), . . . , Z ip (·)} ′ (i = 1, . . . , n) are of bounded variation with a uniform bound, i.e., there exists K > 0 such that for all i,
Let ξ i indicate, by the value 1 vs. 0, whether δ i is known or not. Under Type I missingness, the data consist of i.
Note that the partial likelihood score function (1.2) is the sum over all the observed failure times of the differences between the covariate vectors of the subjects who fail and the weighted averages of the covariate vectors among the subjects under observation. In view of this fact, we introduce the following estimating function:
In the sequel, we shall also use the notation Y i (t) = 1 (Xi≥t) , N i (t) = 1 (Xi≤t) .1) is to modify the partial likelihood function (1.1) by omitting the factors for which the δ i are missing. Then S 1 (β) can be obtained by the usual way of differentiating the "log-likelihood function".
converges weakly to a zero-mean Gaussian martingale with variance function
(ii) Defineβ as the root of
It is simple to show that V 1 = ρV , where V is the limiting covariance matrix forβ f defined in Section 1. By the arguments of [1] , V 1 (t) can be consistently estimated bŷ
(2) The nonsingularity of V 1 is a very mild assumption and it is true in practically all meaningful situations.
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(3) The difference between the process S 1 (β, t) and the partial likelihood score process under the complete-case analysis
, is that the subjects with unknown failure indicators are included in the calculation ofZ, but not in that ofZ d . It is somewhat surprising to note that S d (β, ·) and the corresponding estimatorβ d have the same asymptotic distributions as those of S 1 (β, ·) and β, respectively, even thoughZ(β, t) is a more accurate estimator ofz(β, t) than Z d (β, t) is. As will be seen in the proof of Theorem 2.1, however, S d (β, ·) andβ d themselves are not asymptotically equivalent to S 1 (β, ·) andβ. Simulation results to be reported later in the section reveal thatβ tends to be slightly more efficient thanβ d for small and moderate-sized samples.
(4) The use of S 1 (β) may incur substantial loss of information, especially when ρ is small, since the asymptotic distribution ofβ is the same as that ofβ d , which only uses data with known failure indicators. Indeed, the purpose of this section is to construct a new estimator that combines S 1 (β) with an estimating function utilizing the counting processes N i (·) associated with ξ i = 0. In this connection, the estimating function S 1 plays only a transitional role.
Proof of Theorem 2.1. For notational simplicity, assume p = 1.
β0Zi(s) λ 0 (s)ds, which are martingale processes with respect to an appropriate σ-filtration [1] . Decompose S 1 (β 0 , t) into two parts
, and converges weakly in D[0, ∞) to a Gaussian martingale with variance function V 1 (t). Note that the tightness of n −1/2 S 11 (·) at ∞ can be easily handled along the lines of [6] . From Lemma 1(i) given at the end of the section, n −1/2 S 12 (t) is also tight and is asymptotically equivalent to
converges weakly to a zero-mean Gaussian process with covariance function at (t, t ′ ) that can be shown to be equal to
To prove part (ii) of the theorem, note that −n −1 ∂S 1 (β)/∂β is positive (positive definite for p > 1) and converges to
is uniquely defined and the arguments of [1] entail the convergence of
To incorporate the partial survival information from those subjects with missing δ i , it is natural to consider the counting processes (1 − ξ i )N i (·) and to subtract off the jumps due to censoring. In this connection, we introduce (2.3)
and converges weakly to a zero-mean Gaussian process with covariance function
where
, by the usual delta method,
say.
Here the remainder term r n is uniformly negligible in the sense that sup t |r n (t)| = o p (n 1/2 ). Note that S 21 (t) is the same as S 1 (t) except that {ξ i } there are replaced by {1 − ξ i }. Thus S 21 (t) is tight in D[0, ∞) and is asymptotically equivalent tõ
By Lemma 1(ii), S 22 (t) is asymptotically equivalent tõ
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By writing
we can show that, for any t and t ′ ,
Thus n −1/2 S 21 (·) +S 22 (·) converges weakly to a zero-mean Gaussian process with V 2 as its covariance function. Similar to (2.4), E {S 11 (t) +S 12 (t)}S 22 (t ′ ) = 0 for any t and t ′ . Thus to prove the asymptotic independence between S 1 and S 2 , it suffices to show
To this end, we can apply the same covariance calculation as employed in the proof of Theorem 2.1 to show that
By combining S 1 and S 2 , more efficient estimators of β 0 may be obtained. Specifically, given a p × p matrix D, we can defineβ as a solution to (2.5)
In particular,
and is optimal in the sense that Σ(D) − Σ(D * ) is nonnegative definite for any D.
This variance will be close to the ideal V −1 if either ρ is close to 1 (light missingness) or V CZ is close to zero (light censorship).
(2) A consistent estimator for Σ(D) may be obtained by replacing ρ, V and V 2 in (2.6) byρ,V (β) andV 2 (β), wherê 
Since we can estimate the optimal weight D * consistently byD
2 (β), an "adaptive" estimator of β 0 that achieves the lower variance-covariance bound Σ(D * ) may be constructed. Specifically, we can first useβ from {S 1 (β) = 0} to computeD * and then obtain the adaptive estimator by solving
Corollary 1. Letβ * be the estimator given by (2.7). Then under the same assumptions as Theorem 2.3,
We have carried out extensive Monte Carlo experiments to investigate the finitesample behaviour of the proposed adaptive estimatorβ * and to compare it with the full-data estimatorβ f , the complete-case estimatorβ d and the S 1 (β) estimatorβ. The key results are summarized in Tables 1 and 2 . The biases of all four estimators and of their variance estimators (the latter not shown here) are negligible, and the associated Wald tests have proper sizes. The adaptive estimator is always more efficient thanβ d andβ, as is reflected in the sampling variances of the estimators as well as in the powers of the Wald tests. The gains in the relative efficiencies increase as the missing probability increases and decrease as the censoring probability increases. The efficiency ofβ * relative toβ f is close to 1 when censoring is light. The estimatorβ seems to have slightly better small-sample efficiency thanβ d .
Proof of Theorem 2.3. From its definition, −∂S 1 (β)/∂β is, with probability 1, positive definite. Thus, following [1] , we can show that (ρn) −1 S 1 (β) converges uniformly in any compact set to the nonrandom function
For S 2 (β), we have, by the law of large numbers,
where the last equality follows from the facts that sup t n
) and that the total variation ofZ(β, ·) is at most O(log n) uniformly for β in any compact region. Thus the order o p (1) is also uniform. Continuing this line of arguments, we get
with the same uniformity. Thus n −1 {S 1 (β) + DS 2 (β)} is uniformly approximated by {ρI +(1 − ρ)D}m(β), which has a unique root β 0 . Hence,β p → β 0 . The asymptotic normality is easier to show now. Taking the Taylor series expansion of S 1 (β) + DS 2 (β) at β 0 , we get
which, by Theorems 2.1 and 2.2 and a straightforward matrix manipulation, converges to the desired normal distribution.
To verify the optimality of D * , we note that the estimating function can be linearized around β 0 and the limiting normal random vectors may be used in place of n −1/2 S k (β 0 ) (k = 1, 2). Specifically, we can consider the following "limiting" linear model
, where S * 0k (k = 1, 2) are independent N (0, V k ) (k = 1, 2). Recall that V 1 = ρV and V 2 = (1−ρ)(V +ρ −1 V CZ ). By the Gauss-Markov theorem, the best linear estimator isb
with variance-covariance matrix ρV
Lemma 1. (i) The process
is tight in D[0, ∞) and is asymptotically equivalent to
in the sense that sup t n −1/2 S 12 (t) − S 12 (t) = o p (1).
(ii) The process n
is tight and asymptotically equivalent to
Proof. Without loss of generality, assume p = 1. For any t 1 < t 2 , we have
. → 0 for any t < t 0 . Thus the equivalence of n −1/2 S 12 and n −1/2S 12 follows from the tightness just proved. Hence (i) holds. The proof of (ii) is very much the same as that of (i). Because of possible discontinuity of EN c 1 (t) in t, another moment condition ( [12] , page 51, formula (25)) should be used. Note that the tightness continues to hold even if the measure µ there is discontinuous.
Cumulative hazard function estimation under Type I missingness
In this section, we first deal with the problem of nonparametric estimation of the cumulative hazard function for a homogeneous population under Type I missingness. We shall discuss the estimators proposed in [10] and give our own solutions. We then apply the ideas to the estimation of the cumulative baseline hazard function for the Cox model. In both cases, asymptotic distributions of the relevant estimators are derived.
In the one-sample case, the observations consist of i.i.d. random vectors (X i , ξ i , ξ i δ i ) (i = 1, . . . , n), where X i = T i ∧ C i , δ i = 1 (Ti≤Ci) and ξ i is the missing indicator independent of (X i , δ i ). Assume that T i is independent of C i and that T i has a continuous distribution function. Let
i , ρ,ρ, etc. introduced in Section 2 will also be used. Under the setup described above, [10] shows that the nonparametric maximum likelihood method typically does not yield a consistent estimator for F , indicating that this is far more complicated than the complete-data situation. Two alternative estimators,F 1 andF B , are also proposed there. It can be shown, by expanding log(1 −F A ), thatF A is not a consistent estimator; in particular, Theorem 3 of [10] is not valid. In our notation, the second estimator is given by
Motivated by (3.1), we modify (1.3) to obtain the following estimator for Λ(t):
By the exponentiation formula of Doleans-Dade ( [1] , p. 897), the corresponding estimator for F (t) is
It is easily seen thatF 1 andF B are asymptotically equivalent; however, the cumulative hazard function approach is more convenient for our later developments. Expression (3.2) also reveals thatΛ 1 (and henceF B andF 1 ) does not utilize the counting process information from the subjects with ξ i = 0. To recover this information, we introduce
, which shares the same spirit as estimating function S 2 (β) given in (2.3). Thus, Λ(t) can be estimated by
where α ∈ [0, 1].
] to a zero-mean Gaussian process with covariance function
, where
which reaches its minimum when α equals
Remarks.
(1) If we choose α n p → α, thenΛ(α n , ·) has the same asymptotic distribution asΛ(α, ·). Since α * can be estimated consistently, the "optimal" estimator of Λ can be constructed adaptively. To be specific, α * may be estimated bŷ
,
are the obvious analogs ofΛ 1 (t) andÂ 1 (t).
(2) A consistent estimator for Γ α (t, t ′ ) may be obtained by replacing ρ, A, Λ, A G and Λ G in (3.6) byρ,Â 1 ,Λ 1 ,Â G andΛ G .
(3) Two special cases deserve extra attention. If α = 1, thenΛ(α, t) reduces toΛ 1 (t). In that case, the asymptotic variance Γ 1 (t) = ρ −1 A(t) − (1 − ρ)Λ 2 (t) , which agrees with Lo's result when the exponentiation is taken into account, and NOTE: The censoring time is exponential. The sample size n = 100. Each block is based on 10,000 replications.VF (α * , t) is the variance estimator for n 1/2F (α * , t), which isF 2 (α * , t) multiplied by the estimator for Γ α * (t, t) mentioned in Remark (2) of Theorem 3.1.F d (t) is the estimator based on complete cases only andF B (t) is Lo's second estimator. "Mean" and "Var" refer to the sampling mean and variance. NA indicates that the result for the complete-case estimator is not obtainable.
which is less than ρ −1 A(t), the variance of the complete-case estimator. On the other hand, if we let α =ρ, then
(4) Let ρ ↑ 1, i.e., the proportion of missing δ i 's shrinks to 0. Then α * → 1. The resulting estimator isΛ 1 (t). On the other hand, if the censorship shrinks to 0, which entails Λ G (t) → 0 and A G (t) → 0, then α * → ρ, which was the case discussed in the previous remark. Table 3 displays the main results from our Monte Carlo studies on the adaptive estimatorF (α * , t) = 1 − e −Λ(α * ,t) . The biases of the adaptive estimator and its variance estimator are small. The efficiency improvements of the adaptive estimator over the complete-case analysis and (to a lesser extent) over estimator (3.1) are impressive, especially for light censoring and substantial missingness.
Proof of Theorem 3.1. In analogy with the approximations given in Lemma 1, we can show that 
Thus to characterize the limiting distribution ofΛ(α, ·), it suffices to derive the covariance functions
. Through some tedious, but otherwise routine calculations, we obtain
to get the desired covariance function.
We now return to the regression model studied in Section 2. Letβ be as defined by (2.5). To estimate the cumulative baseline hazard function Λ 0 , it is natural to extend the class of estimators given in (3.5). To avoid complicated asymptotic variances, we shall only consider α = 1 and α =ρ, the two special cases discussed in Remarks (3) and (4) following Theorem 3.1. The two estimators for Λ 0 (t) are given below
Suppose that the assumptions of Theorem 2.3 are satisfied. Let t 0 > 0 be any number such that EY 1 (t 0 ) > 0.
(i) The process n 1/2 Λ 1 (β, ·) − Λ 0 (·) converges weakly in D[0, t 0 ] to a zeromean Gaussian process with covariance functioñ
(ii) The process n 1/2 {Λ 2 (β, ·) − Λ 0 (·)} converges weakly to a zero-mean Gaussian process with covariance function
(1) Consistent estimators for variancesΓ 1 (t) andΓ 2 (t) may be obtained in a straightforward manner. For example, letâ(t) =
whereΣ(D) is the consistent estimator given in Remark (2) following Theorem 2.3.
(2) If D = 0, then the last term on the right hand side of (3.16) disappears and the sum of the first and the third terms becomes the variance of the complete-case estimator. Thus, the use ofΛ 1 (β, t) reduces the variance by ρ −1 (1 − ρ)Λ 2 0 (t). Proof of Theorem 3.2. Taking the Taylor expansions at β 0 , we get, for l = 1, 2,
By the approximations given in the proofs of Theorems 2.1 and 2.2, we can expresŝ β − β 0 approximately as a sum of n i.i.d. random vectors. Furthermore, similar to (3.8),Λ
, whereS kj are defined in the proofs of Theorems 2.1 and 2.2. Then E S 1 J 3 (t) = 0 and
Moreover, we can show that E S 1 J 2 (t) = −E S 1 J 1 (t) . Therefore
Likewise, we can show that E S 21 (∞) {J 1 (t) + J 2 (t) + J 3 (t)} = 0. Thus
From (3.21) and (3.22),
It is also not difficult to show that
which, combined with (3.19), (3.20) and (3.23), yields the desired covariance functionΓ 1 .
For (ii), first note that
From (3.24), we can show that Λ 2 (β 0 , t) − Λ 0 (t) is asymptotically uncorrelated withS 1 andS 21 . The desired covariance formula (3.17) then follows by evaluating the asymptotic covariance between Λ 2 (β 0 , t) − Λ 0 (t) andS 22 . The details are omitted.
Cox regression and cumulative hazard function estimation under Type II missingness
We now describe in detail the problem of Type II missingness mentioned in Section 1 using a slightly different notation. Let (T
i , C i , Z and C i , and has the hazard rate λ(t (Ti≤Ci) . Note that φ i δ i indicates, by the value 1 vs. 0, whether or not the observation time X i is the failure time of interest T (1) i . In the standard competing risk setup, one observes (X i , δ i , φ i δ i , Z i ) for every i. With incomplete measurements on the failure types, however, the data consist of (X i , δ i , ξ i , ξ i φ i δ i , Z i ) (i = 1, . . . , n), where ξ i indicates, by the value 1 vs 0, whether φ i is known or unknown. We assume that ξ i is independent of all other variables with P (ξ i = 1 | X i , δ i , φ i , Z i ) = τ . This has the same level of generality as assuming P (ξ i = 1 | X i , δ i = 1, φ i , Z i ) = τ , since for δ i = 0 the value ξ i does not have any effect on the observations and can therefore be redefined to make the independence true. We define N u i , Y i ,Z andz as in Section 2. In the absence of missing values, the partial likelihood score function for β 0 is
By deleting all the cases with {δ i = 1, ξ i = 0}, the complete-case estimating function is
Because the index set {j : (δ j ξ j + (1 − δ j ))Y j (t) = 1} is not a random subset of the risk set {j : Y j (t) = 1}, the complete-case analysis does not yield a consistent estimator for β 0 . We shall use the ideas presented in Section 2 to estimate β 0 under Type II missingness.
The analogs of estimating functions S 1 (β) and S 2 (β) studied in Section 2 are
We have the following results for S φ k (β 0 ) (k = 1, 2), which are similar to those of S k (β 0 ) (k = 1, 2) given in Theorems 2.1 and 2.2.
is asymptotically zeromean normal with covariance matrix
In analogy with (2.5) forβ, we defineβ φ as a solution to 
The optimal choice for D is D * = (1 − τ )V φ (V φ 2 ) −1 , in which case
Proof of Theorem 4.1. As in the proofs of Theorems 2.1 and 2.2, we can define the martingales M 
Usingβ
φ with its asymptotic distribution given by Theorem 4.2, we can construct consistent estimators for the cumulative baseline hazard function Λ 0 (t). Two such estimators which correspond toΛ 1 (β, t) andΛ 2 (β, t) defined by (3.13) and (3.14) areΛ
.
The kind of asymptotic properties given in Theorem 3.2 forΛ k (β, t) (k = 1, 2) also hold forΛ φ k (β φ , t) (k = 1, 2). They can be derived from the arguments used in the proof of Theorem 3.2. To simplify the statements, we shall only present the asymptotic normality part although the weak convergence also holds. −2τ
For the one-sample case, where the data consist of i.i.d. random vectors (X i , δ i , ξ i , ξ i φ i δ i ) (i = 1, . . . , n), we modify (3.2), (3.4) and (3.5) to obtain the following class of consistent estimators for the cumulative hazard function of T (1) i :
The arguments given in the proof of Theorem 3.1 can be used to verify the following asymptotic normality forΛ φ (α, t).
