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Resumo
O objetivo principal deste trabalho é deﬁnir e exempliﬁcar Hopf al-
gebróides, que são uma das generalizações de álgebras de Hopf, sobre
uma álgebra base não comutativa, isto é, que são construídos a partir
de bimódulos sobre um anel R, não necessariamente comutativo. Para
tanto, deﬁnimos e exempliﬁcamos também bialgebróides, que consti-
tuem a melhor generalização do conceito de biálgebra. Exploramos
diversas noções equivalentes a de bialgebróide, como as ×R-biálgebras
de Takeuchi. No decorrer do trabalho, apresentamos alguns resultados
da teoria de biálgebras e de álgebras de Hopf que são estendidos para o
âmbito de bialgebróides e de Hopf algebróides. Como um exemplo im-
portante de resultado, podemos citar o fato de a categoria de módulos
sobre um bialgebróide B ser monoidal, tal que o funtor esquecimento
MB −→RMR é estritamente monoidal e um análogo para o caso de
comódulos sobre bialgebróides. No ﬁnal do trabalho apresentamos a
noção de ×R-Hopf álgebra proposta por P. Schauenburg, que é uma
noção mais geral do que Hopf algebróides.
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Abstract
The main objective of this work is to deﬁne and exemplify Hopf
algebroids, which are one of the generalizations of Hopf algebras over
an noncommutative basis, that is, which are constructed from bimodu-
les over a ring R, not necessarily commutative. To this end, we also
deﬁne and exemplify bialgebroids that are the best generalization of
the concept of bialgebra. We explore a number of notions equivalent
to bialgebroid, as Takeuchi's ×R-bialgebras. Along this work, we pre-
sent some results of the theory of bialgebras and Hopf algebras which
are extended to the scope of bialgebroids and Hopf algebroids. As an
example of an important result, we can mention the fact that the cate-
gory of modules over a bialgebroid B is monoidal, such that forgetting
functor MB−→RMR is strictly monoidal and analogous to the case of
comodules over bialgebroids. At the end of the work we present the
notion of a ×R-Hopf algebra, proposed by P. Schauenburg, which is a
more general concept than of Hopf algebroids.
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Introdução
O que é um Hopf algebróide? Respondendo a essa pergunta em uma
frase, diremos que um Hopf algebróide é uma generalização do que se
conhece como álgebra de Hopf, sobre uma álgebra base não comutativa.
Ou seja, o melhor exemplo de um Hopf algebróide é uma álgebra de
Hopf, no sentido de que uma quantidade convincente de resultados na
teoria de álgebras de Hopf são estendidos para Hopf algebróides. Ou
melhor ainda, alguns problemas até então não resolvidos com álgebras
de Hopf, são resolvidos no âmbito de Hopf algebróides. Dessa forma,
Hopf algebróides fornecem-nos resultados de ambos os tipos, aqueles
que se estendem de álgebras de Hopf e também aqueles que são concei-
tualmente novos.
Originalmente, no campo da topologia algébrica, o termo 'Hopf alge-
bróide' foi usado por Douglas C. Ravenel em[24] para descrever objetos
cogrupóides na categoria de álgebras comutativas. Estes são exemplos
de Hopf algebróides com estrutura de álgebra subjacente comutativa.
Também em [20], ainda na área da topologia algébrica, encontra-se
uma aplicação-exemplo de Hopf algebróide. Em [21], Hopf algebróides
não comutativos têm sido usados, mas ainda sobre álgebras base co-
mutativas, como uma ferramenta de um estudo da geometria dos feixes
de ﬁbrados principais com simetrias de grupóides. Além da topolo-
gia algébrica, podemos citar outras áreas em que foram aplicados Hopf
algebróides, como geometria de Poisson e topologia.
Em 1995 motivada pela noção de grupóides de Poisson, em geome-
tria de Poisson, J. H. Lu deﬁniu em [18] uma noção de Hopf algebróide
em que a álgebra subjacente não precisava ser comutativa. A deﬁnição
envolve a noção de bi-algebróide com antípoda bijetiva, que é sobrecar-
regada com a necessidade de uma seção para o epimorﬁsmo canônico
A⊗kA −→ A⊗LA, em que A e L são álgebras sobre um anel comutativo
com unidade k.
Em [14] L. Kadison e K. Szlachányi generalizaram a noção de bi-
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algebróide dada por Lu em [18], para bialgebróides à esquerda e à
direita. No artigo [3] motivados pelo estudo de extensões de Frobenius
de profundidade 2 em [2], G. Bo¨hm e K. Szlachányi introduziram uma
nova noção de Hopf algebróide. Tal noção é dada pela antípoda bi-
jetiva, mas que conecta as duas estuturas de bialgebróides à esquerda
e à direita, sem a necessidade do epimorﬁsmo canônico citado acima.
A proposta de uma antípoda é baseada em uma simples observação.
A antípoda de uma álgebra de Hopf H é um morﬁsmo de biálgebras
H −→ Hopcop. Em 2003 no artigo [4] G. Bo¨hm deﬁniu a noção de Hopf
algebróide, estudada nesse trabalho, sem a necessidade da antípoda ser
bijetiva.
Apresentemos uma disposição geral de nosso trabalho, que é di-
vido em três partes. No capítulo 1 deﬁnimos e exempliﬁcamos a noção
de categoria monoidal. Tal noção nos permite generalizar álgebras e
coálgebras, assim como módulos e comódulos sobre tais objetos, respec-
tivamente. Apesar de ser um conceito geral, nos restringimos apenas
a categoria monoidal RMR dos R-bimódulos, em que R é uma álgebra
sobre um anel comutativo com unidade k. No ﬁnal do capítulo estuda-
mos um pouco da dualidade entre R-anéis (objetos álgebras em RMR)
e R-coanéis (objetos coálgebras em RMR).
No capítulo 2 estudamos a noção de bialgebróides segundo [7]. Bi-
algebróide, inventado por Takeuchi como ×R-biálgebra em [28], é uma
das generalizações de biálgebras sobre uma álgebra base não comuta-
tiva. Mas o que signiﬁca a álgebra base R de um bialgebróide ser não
comutativa? Lembremos que uma biálgebra é um k-módulo, com estru-
turas compatíveis de álgebra e coálgebra. Por analogia, em um bialge-
bróide a estrutura de coálgebra é substituída por um coanel sobre uma
k-álgebra R, não necessariamente comutativa. Também a estrutura de
álgebra é substituída por um anel sobre uma álgebra base não comuta-
tiva. No entanto, para formular a compatibilidade entre as estruturas
de anel e coanel, a álgebra base do anel não é R, mas R⊗Rop. Há um
consenso na literatura de que bialgebróide é a melhor generalização de
biálgebra para o caso de um anel base não comutativo.
Começamos o capítulo 2 deﬁnindo e exempliﬁcando as duas estru-
turas de bialgebróides, à esquerda e à direita. Depois, mostramos que,
ao contrário de biálgebras cujos axiomas são auto-duais, os axiomas de
bialgebróides não são auto-duais no mesmo sentido, mas com a hipótese
adicional de ser projetivo ﬁnitamente gerado, o dual de um bialgebróide
é também um bialgebróide. A saber, o dual à esquerda ∗B de um R-
bialgebróide à esquerda B é um R-bialgebróide à direita. Em seguida,
apresentamos algumas construções de novos bialgebróides a partir de
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outros dados, como: twist de Drinfeld, duplo cociclo twist, bialgebróide
de Connes-Moscovici e extensão de escalares.
Continuando, ainda no capítulo 2, apresentamos um análogo para
bialgebróides do seguinte teorema fundamental: Uma k-álgebra B é
uma biálgebra se, e somente se, a categoria MB dos B-módulos à di-
reita, é monoidal tal que o funtor esquecimento MB −→ Mk é estri-
tamente monoidal, ver [23]. Também mostramos que continua sendo
válido para bialgebróides o seguinte teorema: A categoria dos comódu-
los à direita sobre B, possui uma estrutura monoidal, tal que o funtor
esquecimento para Mk é estritamente monoidal. No ﬁnal do capítulo,
apresentamos a equivalência entre bialgebróides à esquerda segundo G.
Bo¨hm em [7], bialgebróides com âncora em [31] e ×R-biálgebras em
[28]. Tal equivalência foi mostrada por Brzezinski e Militaru em [8].
Finalmente, no capítulo 3 começamos deﬁnindo e exempliﬁcando
Hopf algebróides segundo [7]. Em seguida, apresentamos algumas pro-
priedades básicas de Hopf algebróides como: Para um Hopf algebróide
H = (HL,HR, S), a tripla ((HR)opcop, (HL)
op
cop, S) é um Hopf algebróide
sobre álgebras bases Rop e Lop, respectivamente; Se a antípoda S é
bijetiva, então ((HR)op, (HL)op, S−1) é um Hopf algebróide sobre álge-
bras bases R e L, respectivamente, e também, ((HL)cop, (HR)cop, S−1)
é um Hopf algebróide sobre álgebras bases Lop e Rop, respectivamente.
Também, mostramos que a antípoda é um morﬁsmo de biálgebróides
à esquerda S : (HR)opcop −→ HL. No ﬁnal do capítulo 3 apresenta-
mos duas noções alternativas de generalização de uma álgebra de Hopf.
Comparando a noção de Hopf algebróide segundo G. Böhm [7] e a no-
ção introduzida por J. H. Lu [18], constatamos que nem uma das duas
é mais geral que a outra. Mas que a noção apresentada neste trabalho
segundo G. Bo¨hm pertence a classe de ×R-Hopf álgebras proposta por
P. Schauenburg em [25].
Como pré-requisitos para a leitura do presente trabalho, sugerimos
ao leitor ter noção da teoria básica de álgebras de Hopf ver [11] e [16].
Também sugerimos um pouco de estudo sobre a teoria de coanéis e
comódulos ver [9]. Ao longo do trabalho, citamos alguns resultados
úteis e suas referências, à medida que isso for necessário.
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Capítulo 1
Categorias Monoidais
Neste capítulo, deﬁnimos e exempliﬁcamos categorias monoidais,
que são categorias que permitem deﬁnirmos generalizações de objetos
algébricos como: k-álgebras e k-coálgebras, assim como, respectiva-
mente, módulos e comódulos sobre tais objetos, em que k é um anel
comutativo com unidade.
Mais especiﬁcamente, se R é uma álgebra sobre um anel comuta-
tivo k, vamos estudar R-anéis e R-coanéis, que como vamos ver mais
adiante, são objetos álgebras e objetos coálgebras na categoria monoi-
dal de R-bimódulos. No ﬁnal do capítulo, estudamos um pouco sobre
dualidade entre tais objetos. Para este capítulo seguimos [1], [9] e [19]
como referência.
1.1 Deﬁnição e Exemplos
Deﬁnição 1.1 Uma categoria monoidal é uma sêxtupla (C,⊗,1, a, l,
r), em que C é uma categoria, ⊗ : C × C −→ C é um funtor, chamado
produto tensorial e 1 é um objeto em C, chamado objeto unidade.
Além disso, a é um isomorﬁsmo natural entre os funtores (−⊗−)⊗−
e −⊗ (−⊗−) de C× C× C para C, l é um isomorﬁsmo natural entre
os funtores 1⊗− e Id de C para C e r é um isomorﬁsmo natural entre
os funtores − ⊗ 1 e Id de C para C, tais que para quaisquer objetos
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A,B,C e D ∈ C os seguintes diagramas
((A⊗B)⊗C)⊗D
aA⊗B,C,D
))
aABC⊗D
uu
(A⊗(B ⊗C))⊗D
aA,B⊗C,D

(A⊗B)⊗(C ⊗D)
aABC⊗D

A⊗((B ⊗C)⊗D)
A⊗aBCD
// A⊗(B⊗(C ⊗D)),
(A⊗ 1)⊗B aA,1,B //
rA⊗B ''
A⊗ (1⊗B)
A⊗lB

A⊗B,
são comutativos.
O fato de a ser um isomorﬁsmo natural nos diz que para cada tripla
de objetos A,B,C em C, temos um isomorﬁsmo
aA,B,C : (A⊗B)⊗ C −→ A⊗ (B ⊗ C),
que satisfaz determinado diagrama, ver ([29], pág.24). De maneira
análoga, temos os isomorﬁsmos lA : 1⊗A −→ A e rA : A⊗ 1 −→ A.
Na deﬁnição acima, o fato de que o primeiro diagrama comuta é
chamado axioma do pentágono e o fato do segundo diagrama comu-
tar é chamado axioma do triângulo. Esses axiomas expressam que
o produto tensorial de um número ﬁnito de objetos está bem deﬁnido,
independente da posição dos parênteses e que 1 é uma unidade para o
produto tensorial. Perceba ainda na deﬁnição acima, que denotamos a
identidade de um objeto e o próprio objeto pelo mesmo símbolo. Va-
mos denotar a identidade de um objeto desta forma, sempre que não
houver ambiguidade.
Deﬁnição 1.2 Uma categoria monoidal (C,⊗,1, a, l, r) é dita ser es-
trita se a, l, r são as identidades nos respectivos objetos. Ou seja, para
quaisquer A,B e C ∈ C temos
(A⊗B)⊗ C = A⊗ (B ⊗ C) e 1⊗A = A = A⊗ 1.
Por simplicidade, vamos nos referir a uma categoria monoidal como
(C,⊗,1) ou apenas C, ao invés de (C,⊗,1, a, l, r).
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Exemplo 1.3 A categoria Set dos conjuntos é monoidal. O produto
tensorial é o produto cartesiano × : Set × Set −→ Set. O objeto
unidade 1 = {∗} é um conjunto unitário qualquer. Para quaisquer
X,Y, Z ∈ Set deﬁnimos
aXY Z : (X × Y )× Z → X × (Y × Z);
((x, y), z) 7→ (x, (y, z))
lX : {∗} ×X → X;
(∗, x) 7→ x
rX : X × {∗} → X.
(x, ∗) 7→ x
Mostremos que (Set,×, {∗}, a, l, r) é uma categoria monoidal. De
fato, claro que a, l e r são bijeções, ou seja, isomorﬁsmos em Set. Logo,
basta mostrarmos a condição da deﬁnição de transformação natural.
Para tanto, sejam A,B,C,A′, B′, C ′ conjuntos quaisquer em Set e f :
A −→ A′, g : B −→ B′, h : C −→ C ′ funções quaisquer em Set.
Veriﬁquemos que os seguintes diagramas comutam
(A×B)× C aA,B,C //
(f×g)×h

A× (B × C)
f×(g×h)

(A′ ×B′)× C ′
aA′,B′,C′
// A′ × (B′ × C ′),
{∗} ×A lA //
{∗}×f

A
f

{∗} ×A′
lA′
// A′
A× {∗} rA //
f×{∗}

A
f

A′ × {∗}
rA′
// A′.
De fato, para quaisquer a ∈ A, b ∈ B e c ∈ C, temos
(f × (g × h)) ◦ aA,B,C((a, b), c) = (f × (g × h))(a, (b, c))
= (f(a), (g × h)(b, c))
= (f(a), (g(b), h(c)))
= aA′,B′,C′((f(a), g(b)), h(c))
= aA′,B′,C′((f × g)(a, b), h(c))
= aA′,B′,C′ ◦ ((f × g)× h)((a, b), c),
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lA′(({∗} × f)(∗, a)) = lA′(∗, f(a)) = f(a) = f(lA(∗, a)) = f ◦ lA(∗, a)
e
rA′((f × {∗})(a, ∗)) = rA′(f(a), ∗) = f(a) = f(rA(a, ∗)) = f ◦ rA(a, ∗).
Logo, a, l e r são isomorﬁsmos naturais. Mostremos agora que valem
os axiomas do pentágono e do triângulo. Sejam A,B,C,D conjuntos
quaisquer em Set, a ∈ A, b ∈ B, c ∈ C e d ∈ D quaisquer. Temos
(A× aB,C,D) ◦ aA,B×C,D ◦ (aA,B,C ×D)(((a, b), c), d)
= (A× aB,C,D) ◦ aA,B×C,D((a, (b, c)), d)
= (A× aB,C,D)(a, ((b, c), d))
= (a, (b, (c, d))),
por outro lado, temos
aA,B,C×D ◦ aA×B,C,D(((a, b), c), d) = (aA,B,C ×D)((a, b), (c, d))
= (a, (b, (c, d))),
também temos
(A× lB) ◦ aA,{∗},B((a, ∗), b) = (A× lB)(a, (∗, b))
= (a, lB(∗, b))
= (a, b)
= (rA(a, ∗), b)
= (rA ×B)((a, ∗), b).
Portanto, (Set,×, {∗}, a, l, r) é uma categoria monoidal.
Exemplo 1.4 A categoria V ectk dos espaços vetorias sobre um corpo
k é monoidal. Deﬁnimos ⊗ : V ectk × V ectk −→ V ectk como o produto
tensorial sobre o corpo base ⊗k e 1 := k. Além disso, para quaisquer
V,U e W ∈ V ectk e λ ∈ V , deﬁnimos
aV UW : (V ⊗k U)⊗k W → V ⊗k (U ⊗k W )
(v ⊗ u)⊗ w 7→ v ⊗ (u⊗ w);
lV : k ⊗ V → V
λ⊗ v 7→ λv;
rV : V ⊗ k → V
v ⊗ λ 7→ λv.
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Exemplo 1.5 Seja k um corpo. A categoria Supervect
k
de super-
espaços vetoriais é monoidal. Os objetos em Supervect
k
são k-espaços
vetoriais, equipados de uma graduação sobre Z2, ou seja, V = V0⊕ V1.
Os morﬁsmos são transformações lineares que preservam a graduação.
Se V,W ∈ Supervect
k
deﬁnimos V ⊗W := V ⊗k W , com graduação
(V ⊗W )0 = V0⊗kW0⊕V1⊗kW1, (V ⊗W )1 = V0⊗kW1⊕V1⊗kW0.
Deﬁnimos também a, l e r como no exemplo anterior, da categoria
vectk.
Exemplo 1.6 Sejam k um corpo e R uma k-álgebra. A categoria RMR
dos R-bimódulos é monoidal. Deﬁnimos
⊗ :RMR ×RMR−→RMR
como o produto tensorial balanceado por R, denotado por ⊗R. O objeto
unidade é a k-álgebra R. Para quaisquer M,N e P ∈ RMR, m ∈ M ,
n ∈ N , p ∈ P e b ∈ R, deﬁnimos a, l e r, por
aMNP : (M ⊗R N)⊗R P → M ⊗R (N ⊗R P )
(m⊗ n)⊗ p 7→ m⊗ (n⊗ p);
lM : R⊗M → M
b⊗m 7→ b ·m;
rM : M ⊗R → M
m⊗ b 7→ m · b.
Exemplo 1.7 Seja (H,µ, η,∆, ε) uma biálgebra sobre k um corpo. A
categoria HM dos H-módulos à esquerda é monoidal. Deﬁnimos ⊗ :H
M× HM −→ HM como o produto tensorial sobre o corpo de base ⊗k.
Se M,N ∈ HM a estrutura de H-módulo à esquerda em M⊗N é dada,
para todo m ∈M n ∈ N e h ∈ H, por
h · (m⊗ n) = h(1) ·m⊗ h(2) · n,
em que ∆(h) = h(1) ⊗k h(2). Os morﬁsmos naturais a, l, r são os
mesmos do exemplo da categoria V ectk. O objeto unidade é o corpo k
com ação de H dada pela counidade, ou seja, para quaisquer h ∈ H e
λ ∈ k temos h · λ = ε(h)λ.
Primeiramente vamos ver que M ⊗ N é H-módulo à esquerda, com
estrutura dada acima. De fato, para quaisquer m ∈ M , n ∈ N e
h, k ∈ H temos
h · (k · (m⊗ n)) = h · ((k(1) ·m)⊗ (k(2) · n))
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= (h(1) · (k(1) ·m))⊗ (h(2) · (k(2) · n))
= (h(1)k(1) ·m)⊗ (h(2)k(2) · n)
= ((hk)(1) ·m)⊗ ((hk)(2) · n)
= (hk) · (m⊗ n).
Agora vamos ver que k é H-módulo à esquerda, com estrutura dada
acima. De fato, para quaisquer λ ∈ k e h, k ∈ H temos
h · (k · λ) = h · (ε(k)λ)
= ε(h)ε(k)λ
= ε(hk)λ
= (hk) · λ.
Vamos veriﬁcar que aMNP : (M⊗N)⊗P −→M⊗ (N⊗P ) é morﬁsmo
de H-módulos à esquerda. De fato, para quaisquer M,N,P ∈ HM,
m ∈M , n ∈ N , p ∈ P e h ∈ H, temos
aMNP (h · ((m⊗ n)⊗ p)) = aMNP (h(1) · (m⊗ n)⊗ h(2) · p)
= aMNP ((h(1)(1) ·m⊗ h(1)(2) · n)⊗ h(2) · p)
= aMNP ((h(1) ·m⊗ h(2)(1) · n)⊗ h(2)(2) · p)
= h(1) ·m⊗ (h(2)(1) · n⊗ h(2)(2) · p)
= h(1) ·m⊗ (h(2) · (n⊗ p))
= h · (m⊗ (n⊗ p))
= h · aMNP ((m⊗ n)⊗ p).
Também temos que lM : k ⊗M −→ M é morﬁsmo de H-módulos à
esquerda. De fato, para quaisquer M ∈ HM, λ ∈ k e h ∈ H, temos
lM (h · (λ⊗m)) = lM (h(1) · λ⊗ h(2) ·m)
= lM (ε(h(1))λ⊗ h(2) ·m)
= ε(h(1))λ(h(2) ·m)
= λε(h(1))h(2) ·m
= λh ·m
= h · (λm)
= h · lM (λ⊗m).
De maneira análoga mostra-se que rM : M⊗k −→M é morﬁsmo de H-
módulo à esquerda. Não é difícil mostrar que a, l e r são isomorﬁsmos
naturais e que os axiomas do pentágono e do triângulo são satisfeitos.
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Exemplo 1.8 Seja H uma biálgebra sobre k um corpo. A categoria
MH dos H-comódulos à direita é monoidal. Deﬁnimos
⊗ : MH ×MH −→MH
como o produto tensorial sobre o corpo de base ⊗k. Se M,N ∈MH , a
estrutura de H-comódulo à direita em M⊗N é dada, para todo m ∈M
e n ∈ N , por
ρMN : M ⊗N → (M ⊗N)⊗H
m⊗ n 7→ m(0) ⊗ n(0) ⊗m(1)n(1).
O objeto unidade é o corpo k com coação de H dada, para todo λ ∈ k,
por ρk : k −→ k ⊗ H, ρk(λ) = λ ⊗ 1H . Deﬁnimos a, l, r como no
exemplo da categoria vectk.
Vamos ver que aMNP : (M ⊗ N) ⊗ P −→ M ⊗ (N ⊗ P ) é morﬁsmo
de H-comódulo à direita. De fato, sejam M,N e P ∈ MH quaisquer,
então para todo m ∈M , n ∈ N e p ∈ P , queremos mostrar que
(aMNP ⊗H) ◦ ρM⊗N,P = ρM,N⊗P ◦ aMNP .
De fato,
(aMNP ⊗H) ◦ ρM⊗N,P ((m⊗ n)⊗ p) =
= (aMNP ⊗H)((m⊗ n)(0) ⊗ p(0) ⊗ (m⊗ n)(1)p(1))
= m(0) ⊗ (n(0) ⊗ p(0))⊗m(1)n(1)p(1)
= m(0) ⊗ (n⊗ p)(0) ⊗m(1)(n⊗ p)(1)
= ρM,N⊗P (m⊗ (n⊗ p))
= ρM,N⊗P ◦ aMNP ((m⊗ n)⊗ p).
Temos também que lM : k ⊗ M −→ M e rM : k ⊗ M −→ M são
morﬁsmos de H-comódulo à direita. De fato, para qualquer M ∈ MH
e para todo m ∈M e λ ∈ k temos
(lM ⊗H) ◦ ρk,M (λ⊗m) = (lM ⊗H)(λ⊗m(0) ⊗ 1Hm(1))
= λm(0) ⊗m(1)
= ρM (λm)
= ρM ◦ lM (λ⊗m).
(rM ⊗H) ◦ ρM,k(m⊗ λ) = (rM ⊗H)(m(0) ⊗ λ⊗m(1)1H)
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= m(0)λ⊗m(1)
= ρM (mλ)
= ρM ◦ lM (m⊗ λ).
Não é difícil mostrar que a, l, r são isomorﬁsmos naturais e que valem
os axiomas do pentágono e do triângulo.
Exemplo 1.9 Considere C uma categoria, a categoria de endofunto-
res End(C) é monoidal com produto tensorial dado pela composição de
funtores. Nesta categoria a composição de transformações naturais é
a vertical. O objeto unidade é o funtor identidade, o produto tensorial
de duas transformações naturais é a composição horizontal, ou seja, se
F, F ′, G,G′ ∈ End(C) e α : F −→ G, β : F ′ −→ G′ transformações
naturais, então para todo X ∈ C, temos
(α⊗ β) : F (F ′(X)) −→ G(G′(X)),
tal que (α ⊗ β)X = G(βX) ◦ αF ′(X). Claramente, pela deﬁnição do
produto tensorial em End(C), este é um exemplo de categoria monoidal
estrita.
Exemplo 1.10 Considere (C,⊗,1, a, r, l) uma categoria monoidal. A
categoria (Crev,⊗rev,1rev, arev, rrev, lrev) é monoidal, em que Crev = C
como categoria, o produto tensorial ⊗rev : C × C −→ C, X ⊗rev Y =
Y ⊗ X, para todo X,Y ∈ C. E também para quaisquer X,Y, Z ∈ C
temos arevX,Y,Z = a
−1
Z,Y,X ; r
rev
X = lX ; l
rev
X = rX e 1
rev = 1.
1.2 Funtores Monoidais
Deﬁnição 1.11 Sejam (C,⊗,1, a, l, r) e (D,, I, a, l, r) duas catego-
rias monoidais. Um funtor monoidal entre C e D é uma tripla
(F,ϕ0, φ) em que F : C −→ D é um funtor (covariante), ϕ0 : I −→
F (1) morﬁsmo e φ : (−  −) ◦ (F, F ) ⇒ F ◦ (− ⊗ −) é uma transfor-
mação natural entre C × C e D tal que para quaisquer objetos A,B e
C ∈ C, temos
I  F (A)
lF (A) //
ϕ0F (A)

F (A)
F (1) F (A)
φ1A
// F (1⊗A),
F (lA)
OO
F (A) I
rF (A) //
F (A)φ0

F (A)
F (A) F (1)
φA1
// F (A⊗ 1)
F (rA)
OO
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eF (A) (F (B) F (C))
F (A)φB,C// F (A) F (B ⊗ C)
φA,B⊗C

(F (A) F (B)) F (C)
φABF (C)

aF (A)F (B)F (C)
OO
F (A⊗ (B ⊗ C))
F (A⊗B) F (C)
φA⊗B,C
// F ((A⊗B)⊗ C).
F (aA,B,C)
OO
Deﬁnição 1.12 Um funtor monoidal (F,ϕ0, φ) é dito ser forte ou
fortemente monoidal se ϕ0 é um isomorﬁsmo e φ é um isomorﬁsmo
natural.
Deﬁnição 1.13 Um funtor monoidal (F,ϕ0, φ) é dito ser estrito ou
estritamente monoidal se ϕ0 e φ forem identidade.
Exemplo 1.14 Seja G um grupo ﬁnito, k um corpo e RepfG a ca-
tegoria das representações k-lineares de dimensão ﬁnita do grupo G.
Os objetos nesta categoria são representações (V, ρ), ou seja, ρ : G →
End(V) é morﬁsmo de grupos. Morﬁsmos nesta categoria são mor-
ﬁsmos de representações, ou seja, dadas duas representações (V, ρ) e
(W, σ), um morﬁsmo entre ambas é uma transformação linear f : V→
W tal que, para quaisquer g ∈ G e v ∈ V, temos
f(ρ(g)(v)) = σ(g)(f(v)).
O funtor esquecimento U : RepfG→ V ectk é estritamente monoidal.
A categoria RepfG é monoidal. O produto tensorial de duas re-
presentações (V, ρ)⊗ (W, σ) := (V⊗W, ρ⊗ σ) em que, para quaisquer
g ∈ G, v⊗w tem-se que (ρ⊗σ)(g)(v⊗w) = ρ(g)(v)⊗σ(g)(w), é também
uma representação. Temos também que (k, ρk) é uma representação,
em que ρk(g)(1k) = 1k para todo g ∈ G. Portanto, k é a unidade
monoidal. Os morﬁsmos canônicos aV,W,U (V⊗W)⊗U→ V⊗ (W⊗U)
lV : k ⊗ V → V e rV : V ⊗ k → V são morﬁsmos de representações.
De fato, para quaisquer representações (V, ρ), (W, σ), (U, λ) e para
quaisquer v ∈ V, w ∈W, u ∈ U, g ∈ G e r ∈ k temos
aV,W,U (((ρ⊗ σ)⊗ λ)(g)((v ⊗ w)⊗ u))
= aV,W,U ((ρ⊗ σ)(g)(v ⊗ w)⊗ λ(g)(u))
= aV,W,U ((ρ(g)(v)⊗ σ(g)(w))⊗ λ(g)(u))
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= ρ(g)(v)⊗ (σ(g)(w)⊗ λ(g)(u))
= ρ(g)(v)⊗ ((σ ⊗ λ)(g)(w ⊗ u))
= (ρ⊗ (σ ⊗ λ))(g)(v ⊗ (w ⊗ u))
= (ρ⊗ (σ ⊗ λ))(g)(aV,W,U ((v ⊗ w)⊗ u)),
lV ((ρk ⊗ ρ)(g)(r ⊗ v)) = lV (ρk(g)(r)⊗ ρ(g)(v))
= lV (r ⊗ ρ(g)(v))
= rρ(g)(v)
= ρ(g)(rv)
= ρ(lV (r ⊗ v))
e
rV ((ρ⊗ ρk)(g)(v ⊗ r)) = rV (ρ(g)(v)⊗ r)
= ρ(g)(v)r
= ρ(vr)
= ρ(rV (v ⊗ r)).
Não é difícil ver que os axiomas do pentágono e do triângulo são
satisfeitos. Também é trivial a veriﬁcação de que o funtor esquecimento
U : RepfG→ V ectk é estritamente monoidal.
Mas nem sempre o funtor esquecimento é estritamente monoidal.
Como vamos ver no próximo exemplo.
Exemplo 1.15 Seja R uma álgebra sobre o corpo k e U :RMR → V ectk
o funtor esquecimento da categoria dos R-bimódulos para a categoria
dos espaços vetoriais sobre k. Nesse caso U é monoidal mas não é
estrito.
De fato, para quaisquer M,N ∈ RMR, m ∈ M , n ∈ N e λ ∈ k
deﬁnimos a transformação natural
φ : −⊗k − ⇒ −⊗R −,
tal que φM,N (m⊗k n) = m⊗R n e o morﬁsmos ϕ0 é a injeção
ϕ0 : k → R.
λ 7→ λ1R.
É simples veriﬁcarmos que os seguintes diagramas comutam. O que
mostra que U é monoidal, porém não é estrito, pois a transformação
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natural φ e o morﬁsmo ϕ0 não são identidades.
k ⊗kM
∼= //
ϕ0⊗M

M
R⊗kM
φR,M
// R⊗RM,
lM
OO M ⊗k k
∼= //
M⊗ϕ0

M
M ⊗k R
φM,R
// M ⊗R R
rM
OO
e
M ⊗k (N ⊗k P )
M⊗φN,P// M ⊗k (N ⊗R P )
φM,N⊗RP

(M ⊗k N)⊗k P
φM,N⊗kP

aM,N,P
OO
M ⊗R (N ⊗R P )
(M ⊗R N)⊗k P
φM⊗RN,P
// (M ⊗R N)⊗R P.
aM,N,P
OO
Nos dois primeiros diagramas estamos fazendo um abuso de notação
quando denotamos os isomorﬁsmos canônicos k⊗kM ∼= M eM ⊗k k ∼=
M com o mesmo símbolo.
1.3 R-anéis (monóides)
Deﬁnição 1.16 Um objeto álgebra ou um Monóide em uma cate-
goria monoidal (C,⊗,1) é uma tripla (A,µ, η). Onde A é um objeto
em C e µ : A⊗A −→ A, η : 1 −→ A são morﬁsmos em C, satisfazendo
as condições de associatividade e unitalidade, ou seja, os seguintes di-
agramas comutam
(A⊗A)⊗A µ⊗A //
aA,A,A

A⊗A
µ

A⊗ (A⊗A)
A⊗µ

A⊗A
µ
// A
(1.1)
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1⊗A η⊗A //
lA $$
A⊗A
µ

A⊗ 1A⊗ηoo
rA
zz
A.
(1.2)
O morﬁsmo µ é chamado de Multiplicação ou Produto e η é cha-
mado de Unidade. Quando µ satisfaz o diagrama 1.1 dizemos que µ
é associativo e o diagrama 1.2 é chamado de axioma da unidade. De
maneira usual vamos omitir o isomorﬁsmo natural
aA,A,A : (A⊗A)⊗A −→ A⊗ (A⊗A).
Desta forma, podemos reescrever o primeiro diagrama 1.1 da seguinte
maneira:
A⊗A⊗A µ⊗A //
A⊗µ

A⊗A
µ

A⊗A
µ
// A
.
Nosso próximo exemplo é na verdade a motivação para a deﬁnição
1.16, inclusive para o nome monóide. Neste exemplo, monóide é um
conjunto não vazio A munido de uma operação associativa que possui
elemento neutro eA.
Exemplo 1.17 Vamos considerar a categoria Set que é monoidal. Os
objetos álgebras nessa categoria são monóides.
De fato, seja A um objeto álgebra em Set, ou seja, existem µ :
A × A −→ A e η : {∗} −→ A, que satisfazem 1.1 e 1.2. Deﬁnindo
µ(a, b) = ab e η(∗) = eA, os axiomas de objeto álgebra se traduzem
como
(ab)c = a(bc) e eAa = a = aeA.
Portanto, A é um monóide. Por outro lado, dado A um monóide,
obtemos um objeto álgebra em Set.
Exemplo 1.18 Na categoria V ectk os objetos álgebras são exatamente
as k-álgebras unitais.
De fato, se A é um objeto álgebra em V ectk existem aplicações
µ : A⊗A −→ A, µ(a⊗ b) = a · b
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e
η : k −→ A, η(1k) = 1A
k-bilineares, com
(a · b) · c = a · (b · c) e 1A · a = a = a · 1A.
Portanto, A é uma k-álgebra. Por outro lado, se A é uma k-ágebra,
então deﬁnimos uma aplicação k-bilinear µ : A×A −→ A, µ(a, b) = ab
e portanto, pela propriedade universal do produto tensorial, temos que
existe única aplicação linear µ : A⊗A −→ A tal que
µ(a⊗ b) = ab.
O morﬁsmo unidade é dado por
η : k −→ A, η(1k) = 1A.
É fácil veriﬁcar a comutatividade dos diagramas 1.1 e 1.2.
Exemplo 1.19 Seja C uma categoria monoidal. Então o objeto uni-
dade 1 é um objeto álgebra em C.
De fato, temos que l1 = r1, ver [16] Lema.XI.2.3, deﬁna µ := l1 = r1
e η = Id1. Então pelo axioma do triângulo, aplicado para a unidade
monoidal 1, temos
µ(1⊗ µ) = µ(1⊗ l1) = µ(r1 ⊗ 1) = µ(µ⊗ 1),
a unitalidade é trivialmente satisfeita.
Deﬁnição 1.20 Sejam (A,µA, ηA) e (B,µB , ηB) objetos álgebra em
uma categoria monoidal C. Um morﬁsmo de objetos álgebra f :
A −→ B é um morﬁsmo em C, tal que os seguintes diagramas comutam.
A⊗A f⊗f //
µA

B ⊗B
µB

A
f
// B
A
f // B
1.
ηA
OO
ηB
>>
Seja k um anel comutativo com unidade, então a categoria (kMk,⊗k, k)
é uma categoria monoidal. Em que kMk é a categoria dos k-bimódulos.
Uma k-álgebra é um objeto álgebra (R,µ, η) na categoria kMk.
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Podemos então subir um degrau e considerarmos a categoria RMR
dos R-bimódulos, que já vimos ser monoidal, com o produto tensorial
balanceado sobre R, que por sua vez é a unidade da categoria citada.
A partir daqui, sempre que não aparecer informação sobre R e k,
ﬁca subentendido que R é uma álgebra sobre um anel comutativo k.
Deﬁnição 1.21 Um R-anel é um objeto álgebra (A,µ, η) na categoria
monoidal (RMR,⊗R, R).
Para umR-anel (A,µ, η), o oposto siginiﬁca oRop-anel (Aop, µop, η).
Em que Aop é o mesmo k-módulo, Aop tem estrutura de Rop-módulo
à esquerda (resp. à direita) via a R-ação à direita (resp. à esquerda),
a multiplicação é dada por µop(a ⊗Rop b) = µ(b ⊗R a) e a unidade é a
mesma η.
1.3.1 Módulos sobre Monóides
Deﬁnição 1.22 Seja (A,µ, η) um objeto álgebra em C uma categoria
monoidal. Um módulo à direita sobre A, ou um A-módulo à di-
reita, é um par (M, θM ) em queM é um objeto em C e θM: M⊗A→M
é um morﬁsmo em C, tal que os seguintes diagramas comutam
M ⊗A⊗A M⊗µ //
θM⊗A

M ⊗A
θM

M ⊗A
θM
// M,
M ⊗ 1
rM
%%
M⊗η // M ⊗A
θM

M.
Analogamente, deﬁni-se A-módulo à esquerda.
Deﬁnição 1.23 Sejam (A,µ, η) um objeto álgebra em C uma categoria
monoidal e (M, θM ), (N, θN ) módulos à direita sobre A. Um morﬁsmo
f : M −→ N em C é um morﬁsmo de A-módulos à direita se o
seguinte diagrama é comutativo:
M ⊗A
θM

f⊗A // N ⊗A
θN

M
f
// N.
Analogamente, deﬁni-se morﬁsmo de A-módulos à esquerda.
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Exemplo 1.24 Seja (A,µ, η) um objeto álgebra em Set, ou seja, um
monóide. Então a estrutura de A-módulo à direita em um conjunto X
é o mesmo que uma ação à direita de A em X. Uma ação à direita
de A em X, é uma aplicação φ : A −→ End(X), que satisfaz φ(ab) =
φ(b) ◦ φ(a), para quaisquer a, b ∈ A, em que End(X) é o conjunto das
funções de X em X.
De fato, começamos com um A-módulo à direita (X, θX) e deﬁnimos
φ : A −→ End(X), por φ(a)(x) = θX(x, a), para quaisquer x ∈ X e
a, b ∈ A. Então,
φ(ab)(x) = θX(x, ab)
= θX(x, µ(a, b))
= θX ◦ (X,µ)(x, a, b)
= θX ◦ (θX , A)(x, a, b)
= θX(θX(x, a), b)
= φ(b)(φ(a)(x)).
Por outro lado, dada uma ação à direita de A em X, via φ : A −→
End(X), então θX(x, a) := φ(a)(x) deﬁne uma estrutura de A-módulo
à direita em X.
1.4 R-coanéis (comonóides)
Nesta seção vamos deﬁnir o que seria uma extensão da noção de uma
k-coálgebra. Mais explicitamente vamos deﬁnir a noção de R-coanel,
ou seja, uma noção de coálgebra sobre um anel não necessariamente
comutativo.
Deﬁnição 1.25 Um objeto coálgebra ou um comonóide em uma ca-
tegoria monoidal (C,⊗,1, a, l, r) é uma tripla (C,∆, ε), em que C é um
objeto em C e ∆ : C −→ C ⊗ C, ε : C −→ 1 são morﬁsmos em C,
satisfazendo as condições de coassociatividade e counitalidade, ou seja,
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os seguintes diagramas comutam
C
∆

∆ // C ⊗ C
∆⊗C

(C ⊗ C)⊗ C
aC,C,C

C ⊗ C
C⊗∆
// C ⊗ (C ⊗ C)
1⊗ C Cl
−1
Coo r
−1
C //
∆

C ⊗ 1
C ⊗ C
ε⊗C
dd
C⊗ε
:: .
O morﬁsmo ∆ é chamado de Comultiplicação ou Coproduto e ε é
chamado de Counidade.
Para todo c ∈ C, temos a notação de Sweedler dada por ∆(c) =
c(1) ⊗ c(2). Para um R-coanel (C,∆, ε), o seu co-oposto é o Rop-
coanel (Ccop,∆cop, ε). Em que Ccop é o mesmo k-módulo C, Ccop
tem estrutura de Rop-módulo à esquerda (resp. à direita) via a R-
ação à direita (resp. à esquerda). A comultiplicação é dada por
∆cop(c) = c(2) ⊗Rop c(1) e a counidade é a mesma ε.
Exemplo 1.26 Considerando a categoria monoidal dos conjuntos Set,
t emos que todo conjunto é um objeto coálgebra nessa categoria.
De fato, seja X um conjunto qualquer, pela propriedade universal
do produto em Set, temos que existe único ∆ : X −→ X ×X, tal que,
o seguinte diagrama é comutativo
X
∆

IdX
{{
IdX
##
X X ×X
pi1
oo
pi2
// X
,
ou seja, ∆(x) = (x, x) é a aplicação diagonal. Também, temos que para
todo X ∈ Set existe um único ε : X −→ {∗}, pois {∗} é objeto ﬁnal
em Set.
Exemplo 1.27 Considerando a categoria V ectK dos espaços vetoriais
sobre o corpo k. Temos que um objeto coálgebra em V ectK é uma
k-coálgebra no sentido tradicional.
Exemplo 1.28 Seja C uma categoria monoidal. Então a unidade mo-
noidal 1 é um objeto coálgebra em C.
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De fato, basta deﬁnir ∆ = l−1
1
= r−1
1
e ε = Id1. Não é difícil ver,
usando Lema.XI.2.3 em [16], que a coassociatividade e a counitalidade
são satisfeitas.
Deﬁnição 1.29 Sejam (C,∆C , εC) e (D,∆D, εD) objetos coálgebras
em uma categoria monoidal C. Um morﬁsmo de objetos coálgebras
f : C −→ D é um morﬁsmo em C tal que os seguintes diagramas são
comutativos:
C
f //
∆C

D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
f //
εC

D
εD~~
1.
Deﬁnição 1.30 Um R-coanel é um objeto coálgebra (C,∆, ε) na ca-
tegoria (RMR,⊗R, R) dos R-bimódulos.
Exemplo 1.31 O exemplo trivial de R-coanel é justamente a k-álgebra
subjacente R.
De fato, basta deﬁnirmos ∆ = l−1R = r
−1
R : R −→ R ⊗R R e ε =
IdR : R −→ R. É trivial a comutatividade dos diagramas.
Exemplo 1.32 Seja G um grupo, R uma k-álgebra G-graduada, ou
seja, R ∼= ⊕g∈GRg e µ(Rg⊗Rh) ⊆ Rgh. Vamos construir um R-coanel
C := ⊕g∈GRδg .
De fato, damos a estrutura de R-bimódulos para C por
r · δg · r′ =
∑
h∈G
rr′hδgh, ∀ r, r′ ∈ R,
esta soma é ﬁnita pois r ∈ ⊕g∈GRg, logo apenas uma quantidade ﬁnita
de componentes é não nula. Claro que C já tem estrutura de R-módulo
à esquerda, basta veriﬁcarmos que tem estrutura à direita. De fato,
para quaiquer r, r′ ∈ R e g, h ∈ G temos
(δg · r) · r′ = (
∑
h∈G
rhδgh) · r′
=
∑
h∈G
∑
k∈G
rhr
′
kδghk
=
∑
l∈G
∑
h∈G
rhr
′
h−1lδgl, usando hk = l, k = h
−1l
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=
∑
l∈G
(rr′)lδgl
= δg · (rr′).
Deﬁnimos então ∆ : C −→ C ⊗R C, ∆(δg) = δg ⊗ δg e ε : C −→ R,
ε(δg) = 1R. Vamos ver que ∆ é morﬁsmo de R-bimódulos, claro que, só
precisamos mostrar à direita. De fato, para quaisquer r ∈ R e g, h ∈ G,
temos
∆(δg · r) = ∆(
∑
h∈G
rhδgh)
=
∑
h∈G
rhδgh ⊗ δgh,
por outro lado,
∆(δg) · r = (δg ⊗ δg) · r
=
∑
h∈G
δg ⊗ rhδgh
=
∑
h∈G
δg · rh ⊗ δgh
=
∑
h∈G
∑
k∈G
(rh)kδgk ⊗ δgh
=
∑
h,k∈G
δh,krhδgk ⊗ δgh
=
∑
h∈G
rhδgh ⊗ δgh,
na penúltima igualdade usamos que (rh)k = δh,krh pois Rh ∩Rk = {0}
se h 6= k.
Exemplo 1.33 (R-coanel de coação) Sejam k um corpo, H uma k-
biálgebra e R um H-comódulo álgebra à direita. Ou seja, para quaisquer
a, b ∈ R, usando notação da coação ρ : R −→ R ⊗k H, por ρ(a) =
a(0) ⊗ a(1), temos
• a(0)ε(a(1)) = a;
• a(0)(0) ⊗ a(0)(1) ⊗ a(1) = a(0) ⊗ a(1)(1) ⊗ a(1)(2);
• (ab)(0) ⊗ (ab)(1) = a(0)b(0) ⊗ a(1)b(1);
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• 1(0)R ⊗ 1(1)R = 1R ⊗ 1H .
Então C = R⊗k H, tem estrutura de R-coanel.
De fato, primeiro note que R ⊗k H tem estrutura de R-bimódulo
dada por a · (b ⊗ h) · c = abc(0) ⊗ hc(1), para quaisquer a, b, c ∈ R e
h ∈ H. De fato, mostremos apenas à direita, pois à esquerda é análogo,
((a⊗ h) · b) · c = (ab(0) ⊗ hb(1)) · c
= (ab(0)c(0) ⊗ hb(1)c(1))
= a(bc)(0) ⊗ h(bc)(1)
= (a⊗ h) · (bc).
Deﬁnimos agora ∆ : C −→ C⊗RC por ∆(a⊗h) = (a⊗h(1))⊗R (1R⊗
h(2)) e ε : C −→ R por ε(a ⊗ h) = aε(h). Mostremos agora que ∆
e ε são morﬁsmo de R-bimódulos. De fato, para quaisquer a, b ∈ R e
h ∈ H, temos
∆((a⊗ h) · b) = ∆(ab(0) ⊗ hb(1))
= (ab(0) ⊗ (hb(1))(1))⊗R (1R ⊗ (hb(1))(2))
= (ab(0) ⊗ h(1)b(1)(1))⊗R (1R ⊗ h(2)b(1)(2))
= (ab(0)(0) ⊗ h(1)b(0)(1))⊗R (1R ⊗ h(2)b(1))
= (a⊗ h(1)) · b(0) ⊗R (1R ⊗ h(2)b(1))
= (a⊗ h(1))⊗R b(0) · (1R ⊗ h(2)b(1))
= (a⊗ h(1))⊗R (b(0) ⊗ h(2)b(1))
= (a⊗ h(1))⊗R (1R ⊗ h(2)) · b
= ∆(a⊗ h) · b
e
ε((a⊗ h) · b) = ε(ab(0) ⊗ hb(1))
= ab(0)ε(hb(1))
= ab(0)ε(h)ε(b(1))
= ab(0)ε(b(1))ε(h)
= abε(h)
= aε(h)b
= ε(a⊗ h)b.
22
Que ∆ e ε são morﬁsmos à esquerda é trivial. Mostremos agora que
a coassociatividade e a counitalidade são satisfeitas. De fato, para
quaisquer a ∈ R e h ∈ H, temos
(∆⊗R C)∆(a⊗ h) = (∆⊗R C)((a⊗ h(1))⊗R (1R ⊗ h(2))
= ∆(a⊗ h(1))⊗R (1R ⊗ h(2))
= (a⊗ h(1)(1))⊗R (1R ⊗ h(1)(2))⊗R (1R ⊗ h(2))
= (a⊗ h(1))⊗R (1R ⊗ h(2)(1))⊗R (1R ⊗ h(2)(2))
= (a⊗ h(1))⊗R ∆(1R ⊗ h(2))
= (C ⊗R ∆)∆(a⊗ h),
temos também
(ε⊗R C)∆(a⊗ h) = ε(a⊗ h(1)) · (1R ⊗ h(2))
= (aε(h(1))) · (1R ⊗ h(2))
= aε(h(1))⊗ h(2)
= a⊗ ε(h(1))h(2)
= a⊗ h,
que (C ⊗R ε)∆(a⊗ h) = a⊗ h é análogo.
Antes do próximo exemplo vamos deﬁnir um módulo projetivo ﬁ-
nitamente gerado, que será importante em vários resultados, principal-
mente quando tratarmos da dualidade. Seja P um R-módulo à direita,
consideremos P ∗ = HomR(P,R).
Note que P ∗ tem estrutura de R-módulo à esquerda. De fato, para
quaisquer ϕ ∈ P ∗, s, r ∈ R e p ∈ P , deﬁnimos (r · ϕ)(p) = rϕ(p), desta
forma temos
(s · (r · ϕ))(p) = s(r · ϕ)(p) = srϕ(p) = ((sr) · ϕ)(p).
Note que r · ϕ continua R-linear à direita, ou seja,
(r · ϕ)(p · s) = rϕ(p · s) = rϕ(p)s = (r · ϕ)(p)s.
Deﬁnição 1.34 Seja P um R-módulo à direita. Considerando P ∗ =
HomR(P,R), dizemos que P é projetivo ﬁnitamente gerado se exis-
tem n ∈ N, {xi ∈ P}ni=1 e {f i ∈ P ∗}ni=1, tais que, para todo p ∈ P
temos p =
∑n
i=1 xi · f i(p). Neste caso dizemos que {xi ∈ P}ni=1 e
{f i ∈ P ∗}ni=1 é a base dual de P .
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Como consequência da deﬁnição acima, ϕ =
∑n
i=1 ϕ(xi) · f i para
todo ϕ ∈ P ∗. De fato, para todo p ∈ P temos
(
n∑
i=1
ϕ(xi) · f i)(p) =
n∑
i=1
(ϕ(xi) · f i)(p)
=
n∑
i=1
ϕ(xi)f
i(p)
= ϕ(
n∑
i=1
xi · f i(p))
= ϕ(p).
Exemplo 1.35 (Coanel de um R-módulo projetivo ﬁnitamente gerado)
Sejam B k-álgebra e P ∈ BMR projetivo ﬁnitamente gerado como R-
módulo à direita. Consideremos P ∗ = HomR(P,R). Note que P ∗ ∈
RMB, com estrutura dada por (r · ϕ ↼ b)(p) = rϕ(b · p). Então,
C = P ∗ ⊗B P é um R-coanel.
De fato, note que P ∗ ⊗B P é um R-bimódulo, a estrutura é dada
por r · (ϕ ⊗ p) · r′ = r · ϕ ⊗ p · r′ para quaisquer r, r′ ∈ R, ϕ ∈ P ∗ e
p ∈ P . Deﬁnimos ∆ : C −→ C ⊗R C por
∆(ϕ⊗ p) =
n∑
i=1
(ϕ⊗ xi)⊗R (f i ⊗ p),
em que {xi}ni=1 e {f i}ni=1 é a base dual de P , e deﬁnimos ε : C −→ R
por ε(ϕ ⊗ p) = ϕ(p), para quaisquer p ∈ P e ϕ ∈ P ∗. Vamos ver que
∆ e ε são morﬁsmos de R-bimódulos. De fato, para quaisquer ϕ ∈ P ∗,
p ∈ P e r ∈ R, mostremos apenas à direita, à esquerda é análogo.
Segue então
∆((ϕ⊗ p) · r) = ∆(ϕ⊗ p · r)
=
n∑
i=1
(ϕ⊗ xi)⊗R (f i ⊗ p · r)
=
n∑
i=1
(ϕ⊗ xi)⊗R (f i ⊗ p) · r
= (
n∑
i=1
(ϕ⊗ xi)⊗R (f i ⊗ p)) · r
= ∆(ϕ⊗ p) · r
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eε((ϕ⊗ p) · r) = ε(ϕ⊗ p · r)
= ϕ(p · r)
= ϕ(p)r
= ε(ϕ⊗ p)r.
Mostremos agora a coassociatividade de ∆ e a counitalidade de ε. De
fato, para quaisquer ϕ ∈ P ∗ e p ∈ P , temos
(C ⊗R ∆)∆(ϕ⊗B p) = (C ⊗R ∆)(
n∑
i=1
(ϕ⊗ xi)⊗R (f i ⊗ p)
=
n∑
i=1
(ϕ⊗ xi)⊗R ∆(f i ⊗ p)
=
n∑
i=1
n∑
j=1
(ϕ⊗ xi)⊗R (f i ⊗ xj)⊗R (f j ⊗ p),
por outro lado,
(∆⊗R C)∆(ϕ⊗B p) = (∆⊗R C)(
n∑
j=1
(ϕ⊗ xj)⊗R (f j ⊗ p))
=
n∑
j=1
∆(ϕ⊗ xj)⊗R (f j ⊗ p)
=
n∑
i=1
n∑
j=1
(ϕ⊗ xi)⊗R (f i ⊗ xj)⊗R (f j ⊗ p).
Também temos que
(ε⊗R C)∆(ϕ⊗B p) = (ε⊗R C)
n∑
j=1
(ϕ⊗ xj)⊗R (f j ⊗ p)
=
n∑
i=1
ε(ϕ⊗ xi) · (f i ⊗ p)
=
n∑
i=1
(ε(ϕ⊗ xi) · f i ⊗ p)
=
n∑
i=1
(ϕ(xi) · f i ⊗ p)
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= (
n∑
i=1
(ϕ(xi) · f i)⊗ p
= ϕ⊗ p,
e
(C ⊗ ε)∆(ϕ⊗ p) = (C ⊗ ε)(
n∑
j=1
(ϕ⊗ xj)⊗R (f j ⊗ p))
=
n∑
j=1
(ϕ⊗ xj) · ε(f j ⊗ p)
=
n∑
i=1
(ϕ⊗ xi · f i(p))
= ϕ⊗ (
n∑
i=1
xi · f i(p))
= ϕ⊗ p.
1.4.1 Comódulos Sobre Comonóides
Deﬁnição 1.36 Seja C = (C,∆, ε) um objeto coálgebra em uma cate-
goria monoidal C. Um C-comódulo à direita é um par (M,ρM ), em
que M é um objeto em C e ρM : M −→ M ⊗ C é um morﬁsmo em C,
tal que os seguintes diagramas comutam
M
ρM

ρM // M ⊗ C
M⊗∆

M ⊗ C
ρM⊗C
// M ⊗ C ⊗ C
M
r−1M ##
ρM // M ⊗ C
M⊗ε

M ⊗ 1.
De maneira análoga deﬁne-se C-comódulo à esquerda. Vamos
usar a notação de Sweedler
ρM (m) = m(0) ⊗m(1) ∈M ⊗ C, (estrutura à direita)
e
λM (m) = m(−1) ⊗m(0) ∈ C ⊗M, (estrutura à esquerda).
Os axiomas de C-comódulo à direita na notação acima ﬁcam:
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• m(0)(0) ⊗m(0)(1) ⊗m(1) = m(0) ⊗m(1)(1) ⊗m(1)(2);
• m(0) · ε(m(1)) = m.
Deﬁnição 1.37 Sejam C um R-coanel, M e N C-comódulos à di-
reita. Um morﬁsmo de C-comódulos à direita é um morﬁsmo de
R-bimódulos f : M −→ N tal que o seguinte diagrama é comutativo:
M
f //
ρM

N
ρN

M ⊗R C
f⊗RC
// N ⊗R C.
Exemplo 1.38 Seja C um R-coanel. Então C tem uma estrutura tri-
vial de C-comódulo (à direita ou à esquerda) em que a coação é igual
ao coproduto.
Deﬁnição 1.39 Seja (C,∆, ε) um R-coanel. Um elemento g ∈ C é
dito ser um group-like se ∆(g) = g ⊗ g e ε(g) = 1R.
Exemplo 1.40 Seja C um R-coanel. Se existe g ∈ C group-like, então
R é um C-comódulo à direita. Deﬁnimos a coação ρR : R −→ R⊗C ∼=
C, por ρR(r) = r ⊗ g ∼= r · g para todo r ∈ R. Ou simetricamente R é
um C-comódulo à esquerda. Deﬁnimos a coação ρR : R −→ C⊗R ∼= C,
por ρR(r) = g ⊗ r ∼= g · r para todo r ∈ R. Reciprocamente, se R é um
C-comódulo à direita, então C possui um group-like g, conforme Lema
1.51.
Exemplo 1.41 Sejam G um grupo e M um R-módulo à direita G-
graduado, ou seja, M ∼= ⊕g∈GMg, em que Mg são R-módulos à direita.
Consideremos RG = ⊕g∈GRδg, o coanel de grupo (ver Exemplo 1.32),
com estrutura de R-bimódulos dada, para quaisquer r, r′ ∈ R e g ∈ G,
por r · δg · r′ = rr′δg, e estrutura de R-coanel dada por ∆ : RG −→
RG⊗R RG, ∆(δg) = δg ⊗ δg e ε : RG −→ R, ε(δg) = 1R. Então, M é
um RG-comódulo à direita com coação ρ : M −→ M ⊗R RG deﬁnida
por ρ(
∑
g∈Gmg) =
∑
g∈Gmg ⊗ δg.
1.5 Dualidade
Sabemos que o dual de uma k-coálgebra, tem uma estrutura canô-
nica de k-álgebra. De maneira inversa, se uma k-álgebra é projetiva
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ﬁnitamente gerada como k-módulo, então essa k-álgebra possui uma
estrutura de k-coálgebra ver [11]. Iremos fazer o análogo para R-anéis
e R-coanéis.
Proposição 1.42 Para um R-coanel (C,∆, ε), o seu dual à esquerda
∗C := RHom(C,R) possui uma estrutura canônica de R-anel, em que
para quaisquer ϕ,ψ ∈ ∗C, c ∈ C a multiplicação (produto de convolu-
ção) é dada por (ϕ ∗ ψ)(c) := ψ(c(1) · ϕ(c2)) e unidade 1∗C = ε.
Demonstração: Primeiramente, a estrutura de R-bimódulo em ∗C é
dada por (r ⇀ ϕ · r′)(c) = ϕ(c · r)r′ para quaisquer r, r′ ∈ R, ϕ ∈ ∗C
e c ∈ C. Agora vamos mostrar que o produto de convolução, deﬁnido
acima, é R-balanceado. De fato, para quaisquer ϕ,ψ ∈ ∗C, c ∈ C e
r ∈ R, temos
((ϕ · r) ∗ ψ)(c) = ψ(c(1) · (ϕ · r)(c(2)))
= ψ(c(1) · (ϕ(c(2))r))
= ψ((c(1) · ϕ(c(2))) · r)
= (r ⇀ ψ)(c(1) · ϕ(c(2)))
= (ϕ ∗ (r ⇀ ψ))(c).
Agora, é claro que o produto de convolução é morﬁsmo de R-módulo à
direita, basta mostrarmos para a estrutura à esquerda. De fato, antes
note que ∆ é morﬁsmo de R-bimódulos, assim temos,
∆(c · r) = ∆(c) · r = (c(1) ⊗ c(2)) · r = c(1) ⊗ (c(2) · r).
Desta forma,
((r ⇀ ϕ) ∗ ψ)(c) = ψ(c(1) · (r ⇀ ϕ(c(2))))
= ψ(c(1) · ϕ(c(2) · r)),
por outro lado,
(r ⇀ (ϕ ∗ ψ))(c) = (ϕ ∗ ψ)(c · r)
= ψ(c(1) · ϕ(c(2) · r)).
Mostremos agora que 1∗C = ε e que o produto de convolução é associ-
ativo. De fato, para quaisquer c ∈ C, ϕ,ψ e θ ∈ ∗C, temos
(ε ∗ ϕ)(c) = ϕ(c(1) · ε(c(2)))
= ϕ(c)
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e(ϕ ∗ ε)(c) = ε(c(1) · ϕ(c(2)))
= ε(c(1))ϕ(c(2))
= ϕ(ε(c(1)) · c(2))
= ϕ(c).
Agora note que, ∆(c(1) · ϕ(c(2))) = c(1) ⊗ (c(2) · ϕ(c(3))), desta forma,
temos
(ϕ ∗ (ψ ∗ θ))(c) = (ψ ∗ θ)(c(1) · ϕ(c(2)))
= θ(c(1) · (ψ(c(2) · ϕ(c(3)))))
= θ(c(1) · (ψ ∗ ϕ)(c(2)))
= ((ϕ ∗ ψ) ∗ θ)(c).
Agora veremos dois lemas que serão usados na nossa próxima pro-
posição.
Lema 1.43 Seja B um R-anel projetivo ﬁnitamente gerado como R-
módulo à direita. Considerando B∗ = HomR(B,R) temos que a se-
guinte aplicação é uma bijeção:
(̂ ) : B∗ ⊗R B∗ → HomR(B ⊗R B,R)
ϕ⊗ ψ 7→ ϕ̂⊗ ψ
em que ϕ̂⊗ ψ(a⊗ b) = ϕ(ψ(a) · b), para quaisquer a, b ∈ B.
Demonstração: De fato, deﬁna
(˜ ) : HomR(B ⊗R B,R) −→ B∗ ⊗R B∗,
F 7−→ F˜ tal que
F˜ :=
n∑
i,j=1
F (xi ⊗ xj) · ρj ⊗ ρi,
em que {xi ∈ B}ni=1, {ρi ∈ B∗}ni=1 é a base dual. Mostremos que
(̂ ) e (˜ ) são inversas uma da outra. De fato, para quaisquer F ∈
HomR(B ⊗R B,R) e a, b ∈ B, temos
̂˜
F (a⊗ b) =
̂ n∑
i,j=1
F (xi ⊗ xj) · ρj ⊗ ρi
(a⊗ b)
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=n∑
i,j=1
F (xi ⊗ xj)ρj(ρi(a) · b)
=
n∑
i=1
F
xi ⊗ n∑
j=1
xj · ρj(ρi(a) · b)

=
n∑
i=1
F (xi ⊗ ρi(a) · b)
= F
(
n∑
i=1
xi · ρi(a)⊗ b
)
= F (a⊗ b),
por outro lado, para quaisquer ϕ,ψ ∈ B∗, temos
˜̂
ϕ⊗ ψ =
n∑
i,j=1
ϕ̂⊗ ψ(xi ⊗ xj) · ρj ⊗ ρi
=
n∑
i,j=1
ϕ(ψ(xi) · xj) · ρj ⊗ ρi
=
n∑
i,j=1
(ϕ ↼ ψ(xi))(xj) · ρj ⊗ ρi
=
n∑
i=1
ϕ ↼ ψ(xi)⊗ ρi
= ϕ⊗
(
n∑
i=1
ψ(xi) · ρi
)
= ϕ⊗ ψ.
Lema 1.44 Seja B um R-anel, que é projetivo ﬁnitamente gerado
como R-módulo à direita. Considerando B∗ = HomR(B,R) temos
que a seguinte aplicação é uma bijeção
(̂ ) : B∗ ⊗R B∗ ⊗R B∗ → HomR(B ⊗R B ⊗R B,R)
ϕ⊗ ψ ⊗ ξ 7→ ̂ϕ⊗ ψ ⊗ ξ
em que ̂ϕ⊗ ψ ⊗ ξ(a ⊗ b ⊗ c) = ϕ(ψ(ξ(a) · b) · c) =, para quaisquer a, b
e c ∈ B.
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Demonstração: De fato, deﬁna (˜ ) : HomR(B ⊗R B ⊗R B,R) −→
B∗ ⊗R B∗ ⊗R B∗, F 7−→ F˜ tal que
F˜ :=
n∑
i,j,k=1
F (xi ⊗ xj ⊗ xk) · ρk ⊗ ρj ⊗ ρi,
em que xi, xj , xk, ρi, ρj e ρk estão na base dual. Mostremos que
(̂ ) e (˜ ) são inversas uma da outra. De fato, para quaisquer F ∈
HomR(B ⊗R B ⊗R B,R) e a, b, c ∈ B, temos
̂˜
F (a⊗ b⊗ c) =
̂ n∑
i,j,k=1
F (xi ⊗ xj ⊗ xk) · ρk ⊗ ρj ⊗ ρi
(a⊗ b⊗ c)
=
n∑
i,j,k=1
F (xi ⊗ xj ⊗ xk)ρk(ρj(ρi(a) · b) · c)
=
n∑
i,j=1
F
(
xi ⊗ xj ⊗
n∑
k=1
xk · ρk(ρj(ρi(a) · b) · c)
)
=
n∑
i,j=1
F (xi ⊗ xj ⊗ ρj(ρi(a) · b) · c)
=
n∑
i,j=1
F (xi ⊗ xj · ρj(ρi(a) · b)⊗ c)
=
n∑
i=1
F (xi ⊗ ρi(a) · b⊗ c)
=
n∑
i=1
F (xi · ρi(a)⊗ b⊗ c)
= F (a⊗ b⊗ c),
por outro lado, para quaisquer ϕ,ψ ξ ∈ B∗, temos
˜̂
ϕ⊗ ψ ⊗ ξ =
n∑
i,j,k=1
̂ϕ⊗ ψ ⊗ ξ(xi ⊗ xj ⊗ xk) · ρk ⊗ ρj ⊗ ρi
=
n∑
i,j,k=1
ϕ(ψ(ξ(xi) · xj) · xk) · ρk ⊗ ρj ⊗ ρi
=
n∑
i,j,k=1
(ϕ ↼ ψ(ξ(xi) · xj))(xk) · ρk ⊗ ρj ⊗ ρi
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=n∑
i,j=1
ϕ ↼ ψ(ξ(xi) · xj)⊗ ρj ⊗ ρi
=
n∑
i,j=1
ϕ⊗ (ψ ↼ ξ(xi))(xj) · ρj ⊗ ρi
=
n∑
i=1
ϕ⊗ ψ ↼ ξ(xi)⊗ ρi
=
n∑
i=1
ϕ⊗ ψ ⊗ ξ(xi) · ρi
= ϕ⊗ ψ ⊗ ξ.
Proposição 1.45 Para um R-anel (B,µ, η) projetivo ﬁnitamente ge-
rado como R-módulo à direita, o dual à direita B∗ possui uma es-
trutura canônica de R-coanel. O coproduto em termos da base dual
({xi ∈ B}ni=1, {ρi ∈ B∗}ni=1), é dado por
∆(ϕ) =
n∑
i=1
ϕ(xi−)⊗R ρi.
A counidade é dada por ε : B∗ −→ R, ε(ϕ) = ϕ(1B), para todo ϕ ∈ B∗.
Demonstração: Primeiramente, a estrutura de R-bimódulo em B∗ é
dada, para quaisquer r, r′ ∈ R, ϕ ∈ B∗ e b ∈ B, por (r · ϕ ↼ r′)(b) =
rϕ(r′ ·b). Agora pelo Lema 1.43 vamos ver que o coproduto é morﬁsmo
de R-bimódulos. De fato, para quaisquer r ∈ R, ϕ ∈ B∗ e a, b ∈ B,
temos
̂∆(ϕ ↼ r)(a⊗ b) =
̂( n∑
i=1
(ϕ ↼ r)(xi−)⊗R ρi
)
(a⊗ b)
=
n∑
i=1
(ϕ ↼ r)(xi(ρi(a) · b))
=
n∑
i=1
(ϕ ↼ r)((xi · ρi(a))b)
= (ϕ ↼ r)(ab)
= ϕ(r · ab),
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por outro lado,
̂(∆(ϕ) ↼ r)(a⊗ b) =
̂( n∑
i=1
ϕ(xi−)⊗R ρi ↼ r
)
(a⊗ b)
=
n∑
i=1
ϕ(xi((ρi ↼ r)(a) · b))
=
n∑
i=1
ϕ(xi(ρi(r · a) · b))
=
n∑
i=1
ϕ((xi · ρi(r · a))b)
= ϕ((r · a)b)
= ϕ(r · ab).
Também temos
∆̂(r · ϕ)(a⊗ b) =
̂( n∑
i=1
(r · ϕ)(xi−)⊗R ρi
)
(a⊗ b)
=
n∑
i=1
(r · ϕ)(xi(ρi(a) · b))
= r
n∑
i=1
ϕ((xi · ρi(a))b)
= rϕ(ab),
por outro lado,
̂(r ·∆(ϕ))(a⊗ b) =
̂(
r ·
n∑
i=1
ϕ(xi−)⊗R ρi
)
(a⊗ b)
=
̂( n∑
i=1
r · ϕ(xi−)⊗R ρi
)
(a⊗ b)
=
n∑
i=1
rϕ(xi(ρi(a) · b))
= r
n∑
i=1
ϕ((xi · ρi(a))b)
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= rϕ(ab).
Segue que ∆ é morﬁsmo de R-bimódulos. Agora usando o Lema 1.44,
vamos mostrar que vale a coassociatividade. De fato, para quaisquer
a, b, c ∈ B e ϕ ∈ B∗, temos
̂((B∗ ⊗R ∆)∆(ϕ))(a⊗ b⊗ c) =
=
̂(
(B∗ ⊗∆)
(
n∑
i=1
ϕ(xi−)⊗R ρi
))
(a⊗ b⊗ c)
=
̂ n∑
i,j=1
ϕ(xi−)⊗R ρi(xj−)⊗R ρj
(a⊗ b⊗ c)
=
n∑
i,j=1
ϕ(xi(ρi(xj(ρj(a) · b)) · c))
=
n∑
i,j=1
ϕ(xi(ρi((xj · ρj(a))b)) · c)
=
n∑
i=1
ϕ(xi(ρi(ab) · c))
=
n∑
i=1
ϕ((xi · ρi(ab))c))
= ϕ(abc),
por outro lado,
̂((∆⊗R B∗)∆(ϕ))(a⊗ b⊗ c) =
=
̂(
(∆⊗B∗)
(
n∑
i=1
ϕ(xi−)⊗R ρi
))
(a⊗ b⊗ c)
=
̂ n∑
i,j=1
ϕ(xixj−)⊗R ρj ⊗R ρi
(a⊗ b⊗ c)
=
n∑
i,j=1
ϕ(xixj(ρj(ρi(a) · b) · c))
=
n∑
i,j=1
ϕ(xi(xj · ρj(ρi(a) · b))c)
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=n∑
i=1
ϕ(xi(ρi(a) · b)c)
=
n∑
i=1
ϕ((xi · ρi(a))bc)
= ϕ(abc).
Mostremos agora que vale a counitalidade. De fato, para quaisquer
ϕ ∈ B∗ e b ∈ B, temos
((B∗ ⊗R ε)∆(ϕ)) (b) =
(
n∑
i=1
ϕ(xi−) ↼ ε(ρi)
)
(b)
=
n∑
i=1
ϕ(xi(ρi(1B) · b))
=
n∑
i=1
ϕ((xi · ρi(1B))b)
= ϕ(1Bb) = ϕ(b)
e
(ε⊗R B∗)∆(ϕ) =
n∑
i=1
ε(ϕ(xi−)) · ρi
=
n∑
i=1
ϕ(xi) · ρi
= ϕ.
Nosso próximo lema mostra a condição, necessária e suﬁciente, para
R como módulo regular (R é um módulo sobre ele mesmo), ser um
A-módulo, em que A é um R-anel. Este lema também será usado
quando estivermos tratando da categoria monoidal de módulos sobre
um R-bialgebróide à direita no segundo capítulo. Em tal lema, também
aparece a deﬁnição de caracter à direita, que será usado na deﬁnição
de R-bialgebróide à direita.
Lema 1.46 O módulo à direta regular R se estende para um módulo à
direita sobre um R-anel (A,µ, η) se, e somente se, existe um morﬁsmo
de k-módulo χ : A −→ R, tal que para quaisquer a, b ∈ A e r ∈ R as
seguintes condições são satisfeitas.
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(i) χ(1A) = 1R;
(ii) χ(aη(r)) = χ(a)r;
(iii) χ((η ◦ χ)(a)b) = χ(ab).
Demonstração: (⇒) Queremos deﬁnir χ : A −→ R morﬁsmo de k-
módulos. Como R é A-módulo à direita, temos ψR : R⊗RA −→ R em
que ψR(r ⊗ a) = r ↼ a é a ação à direita de A em R. Também temos
A
l−1A // R⊗R A ψR // R .
Deﬁna χ := ψR ◦ l−1A , dessa forma temos
χ(a) = (ψR ◦ l−1A )(a) = ψR(1R ⊗R a) = 1R ↼ a.
Note que χ é morﬁsmo de k-módulos, pois é a composição de morﬁsmos
de k-módulos. Vamos veriﬁcar as outras condições. De fato, para
quaisquer a, b ∈ A e r ∈ R, temos χ(1A) = 1R ↼ 1A = 1R e também
χ(aη(r)) = 1R ↼ (aη(r))
= (1R ↼ a) ↼ η(r)
= (1R ↼ a)r
= χ(a)r,
e ainda
χ((η ◦ χ)(a)b) = χ(η(χ(a))b)
= 1A ↼ η(χ(a))b
= (1R ↼ η(χ(a))) ↼ b
= (1R ↼ 1A · χ(a)) ↼ b
= ((1R ↼ 1A)χ(a)) ↼ b
= χ(a) ↼ b = (1R ↼ a) ↼ b
= 1R ↼ ab = χ(ab).
(⇐) Temos χ : A −→ R morﬁsmo de k-módulos que satisfaz as
condições acima. Deﬁna,
ψ˜R : R×A → R
(r, a) 7→ χ(η(r)a).
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Mostremos primeiro que ψ˜R é R-balanceada. De fato, para quaisquer
r, s ∈ R e a ∈ A temos
ψ˜R(r, s · a) =χ(η(r)(s · a))
= χ(η(r)η(s)a)
= χ(η(rs)a)
= ψ˜R(rs, a).
Segue que ψ˜R éR-balanceada. Portanto, existe única ψR :R⊗RA −→R,
tal que ψR(r ⊗ a) = χ(η(r)a), para quaisquer r ∈ R e a ∈ A. Vamos
mostrar agora a comutatividade dos seguintes diagramas
R⊗R A⊗R A ψR⊗A //
R⊗µ

R⊗R A
ψR

R⊗R A
ψR
// R,
R ∼= R⊗R R R⊗η //
IdR
''
R⊗R A
ψR

R.
De fato, para quaisquer a, b ∈ A e r ∈ R, temos para o primeiro
diagrama
(ψR ◦ (ψR ⊗A))(r ⊗ a⊗ b) = ψR(χ(η(r)a)⊗ b)
= χ(η(χ(η(r)a))b)
= χ(η(r)ab)
= ψR(r ⊗ ab)
= (ψR ◦ (R⊗ µ))(r ⊗ a⊗ b).
Para o segundo diagrama temos
(ψR ◦ (R⊗ η))(r ⊗ 1R) = ψR(r ⊗ η(1R))
= ψR(r ⊗ 1A)
= χ(η(r)1A)
= χ(1Aη(r))
= χ(1A)r
= 1Rr = r.
Portanto, segue o resultado.
Deﬁnição 1.47 Seja (A,µ, η) um R-anel. Um morﬁsmo de k-módulos
χ : A −→ R, satisfazendo as condições do lema acima é chamado de
caracter à direita.
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Deﬁnição 1.48 Seja (A,µ, η) um R-anel possuindo um caracter à di-
reita χ : A −→ R. Os invariantes de um A-módulo à direita (M, ·)
com respeito ao caracter χ são os elementos do k-submódulo
Mχ := {m ∈M ; m · a = m · η(χ(a)), ∀a ∈ A} .
Proposição 1.49 Sejam (A,µ, η) um R-anel com um caracter à di-
reita χ : A −→ R e M um A-módulo à direita. Então Mχ é isomorfo
a HomA(R,M) como k-módulos. Em particular, os invariantes de R
são os elementos da subálgebra
B = {r ∈ R; χ(η(r)a) = rχ(a), ∀ a ∈ A} .
Demonstração: Deﬁna ϕ : Mχ −→ HomA(R,M), ϕ(m)(r) = m·η(r),
para quaisquer m ∈ Mχ e r ∈ R. Mostremos que ϕ(m) é morﬁsmo de
A-módulos à direita. De fato, denotamos ψR(r⊗ a) = r / a = χ(η(r)a)
e para quaisquer m ∈Mχ, a ∈ A e r ∈ R, temos
ϕ(m)(r / a) = m · η(r / a)
= m · η(χ(η(r)a))
= m · η(r)a
= (m · η(r)) · a
= ϕ(m)(r) · a.
É fácil ver que ϕ é morﬁsmo de k-módulos. Agora seja m ∈ ker(ϕ),
então m · η(r) = ϕ(m)(r) = 0 para todo r ∈ R, em particular para
r = 1R segue que m = 0, ou seja, ϕ é injetora. Agora considere f ∈
HomA(R,M) qualquer, deﬁnam = f(1R) ∈M e note que f(1R) ∈Mχ.
De fato, para todo a ∈ A, temos
f(1R) · η(χ(a)) = f(1R / η(χ(a)))
= f(χ(η(1R)η(χ(a))))
= f(χ(η(χ(a))))
= f(χ(a))
= f(χ(η(1R)a))
= f(1R / a)
= f(1R) · a.
Assim para todo r ∈ R, temos
ϕ(f(1R))(r) = f(1R) · η(r)
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= f(1R / η(r))
= f(χ(η(1R)η(r)))
= f(χ(1A)r)
= f(1Rr) = f(r).
Segue daí que ϕ é sobrejetora. Portanto, ϕ é isomorﬁsmo. Mostremos
agora que B = Rχ. Para tanto, mostremos primeiro que B ⊆ Rχ. De
fato, para todo r ∈ B, temos
r / η(χ(a)) = χ(η(r)η(χ(a)))
= χ(η(r))χ(a)
= χ(1A)rχ(a)
= rχ(a)
= χ(η(r)a)
= r / a,
ou seja, r ∈ Rχ. Mostremos agora que Rχ ⊆ B. De fato, para todo
i ∈ Rχ, temos
χ(η(r)a) = r / a
= r / η(χ(a))
= χ(η(r)η(χ(a)))
= χ(η(r))χ(a)
= χ(1A)rχ(a)
= rχ(a),
ou seja, r ∈ B. Segue portanto, que B = Rχ.
Associado ao caracter χ, existe um morﬁsmo canônico
F : A → BEnd(R)
a 7→ r 7−→ χ(η(r)a),
em que B = Rχ deﬁnido na proposição 1.49.
Deﬁnição 1.50 O R-anel (A,µ, η) é dito ser de Galois com respeito
a χ se F é bijetiva.
Lema 1.51 O R-módulo à direita regular R se estende para um C-
comódulo à direita de um R-coanel (C,∆, ε) se, e somente se, existe
um group-like g ∈ C.
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Demonstração: (=⇒) R é C-comódulo à direita, ou seja, os diagra-
mas seguintes comutam
R
ρ

ρ // R⊗ C
R⊗∆

R⊗ C
ρ⊗C
// R⊗ C ⊗ C,
R
ρ //
l−1R %%
R⊗ C
R⊗ε

R ∼= R⊗R.
.
Agora deﬁna g = ρ(1R), mais precisamente utilizando o isomorﬁsmo
lC : R⊗ C −→ C temos g = lc ◦ ρ(1R). Assim,
lC⊗C(R⊗∆)(1R ⊗ g) = lC⊗C(1R ⊗ g(1) ⊗ g(2)) = g(1) ⊗ g(2) = ∆(g).
Portanto,
∆(g) = lC⊗C(R⊗∆)(1R ⊗ g)
= lC⊗C(R⊗∆)ρ(1R)
= lC⊗C(ρ⊗ C)ρ(1R)
= (lC ⊗ C)(ρ⊗ C)(1R ⊗ g)
= lC ◦ ρ(1R)⊗ g
= g ⊗ g.
Também temos
1R = lR ◦ l−1R (1R)
= lR(R⊗ ε)ρ(1R)
= lR(R⊗ ε)(1R ⊗ g)
= lR(1R ⊗ ε(g)) = ε(g).
(⇐=) Agora, seja g ∈ C, satisfazendo as condições acima, deﬁna
ρ : R −→ R⊗ C
r 7−→ 1R ⊗ g · r,
note que ρ é morﬁsmo de R-módulo à direita. De fato,
ρ(rs) = 1R ⊗ g · (rs)
= 1R ⊗ (g · r) · s
= (1R ⊗ g · r)s
= ρ(r)s.
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Portanto, ρ é morﬁsmo de R-módulo à direita. Vamos mostrar que ρ é
uma coação à direita. De fato, temos
(R⊗∆)ρ(r) = (R⊗∆)(1R ⊗ g · r)
= 1R ⊗∆(g · r)
= 1R ⊗∆(g)r
= 1R ⊗ (g ⊗ g)r
= 1R ⊗ g ⊗ g · r
= ρ(1R)⊗ g · r
= (ρ⊗ C)(1R ⊗ g · r)
= (ρ⊗ C)ρ(r).
e
(R⊗ ε)ρ(r) = (R⊗ ε)(1R ⊗ g · r)
= 1R ⊗ ε(g · r)
= 1R ⊗ ε(g)r
= 1R ⊗ r = l−1R (r).
Segue portanto, que R tem estrutura de C-comódulo à direita.
Deste ponto em diante, faremos as identiﬁcações sempre que as
expressões envolverem os isomorﬁsmos lM e rM .
Deﬁnição 1.52 Seja (C,∆, ε) um R-coanel possuindo um grouplike
g ∈ C. Os coinvariantes de um comódulo à direita (M,ρM ) com
respeito a g, são os elementos do k-submódulo
Mg := {m ∈M ; ρM (m) = m⊗ g} .
Proposição 1.53 Sejam (C,∆, ε) um R-coanel com um grouplike g ∈
C eM um C-comódulo à direita. EntãoMg é isomorfo a HomC(R,M)
como k-módulos. Em particular, os coinvariantes de R são os elemen-
tos da subálgebra
B = {r ∈ R; r · g = g · r} .
Demonstração: Deﬁna ϕ : Mg −→ HomC(R,M), ϕ(m)(r) = m · r
para todo r ∈ R. Vamos ver que ϕ(m) é morﬁsmo de C-comódulos à
direita. De fato, para quaisquer m ∈Mg e r ∈ R, temos
ρM (ϕ(m)(r)) = ρM (m · r)
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= ρM (m) · r
= m⊗ g · r
= m · 1R ⊗ g · r
= ϕ(m)(1R)⊗ g · r
= (ϕ(m)⊗ C)(1R ⊗ g · r)
= (ϕ(m)⊗ C)ρR(r).
Agora deﬁna ψ : HomC(R,M) −→ Mg tal que ψ(f) = f(1R) para
todo f ∈ HomC(R,M). Vamos ver que f(1R) ∈Mg. De fato, temos
ρM (f(1R)) = (f ⊗ C)ρR(1R)
= (f ⊗ C)(1R ⊗ g · 1R)
= f(1R)⊗ g.
Mostremos que ϕ e ψ são inversas. De fato, para quaisquer r ∈ R,
m ∈Mg e f ∈ HomC(R,M) temos
(ϕ ◦ ψ)(f)(r) = ϕ(f(1R))(r)
= f(1R) · r
= f(1R · r)
= f(r).
Também temos
(ψ ◦ ϕ)(m) = ψ(ϕ(m))
= ϕ(m)(1R)
= m · 1R
= m.
Mostremos agora que B = Rg. De fato, para todo r ∈ B, temos
ρR(r) = 1R ⊗ g · r
= 1R ⊗ r · g
= r ⊗ g.
Por outro lado, para todo r ∈ Rg, temos
1R ⊗ g · r = ρR(r)
= r ⊗ g
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= 1R ⊗ r · g.
Segue portanto, que r · g = g · r. Logo B = Rg.
Associado ao grouplike g, existe um morﬁsmo canônico,
Can : R⊗R −→ C
a⊗ b 7−→ a · g · b.
Deﬁnição 1.54 O R-coanel C é dito ser um R-coanel de Galois se
Can é uma bijeção.
Proposição 1.55 Seja C um R-coanel projetivo ﬁnitamente gerado
como R-módulo à esquerda. Para g ∈ C, temos a aplicação χg :∗C −→
R, φ 7−→ φ(g). Então vale as seguintes aﬁrmações:
(1) O elemento g ∈ C é grouplike se, e somente se, χg é um caracter
à direita no R-anel ∗C;
(2) Um elemento b ∈ R é um coinvariante do C-comódulo R à direita
(com coação induzida por um elemento grouplike g) se, e somente
se, b é um invariante do ∗C-módulo à direita R (com respeito ao
caracter à direita χg);
(3) Se o R-coanel C é um coanel de Galois (com respeito ao elemento
grouplike g), então o R-anel ∗C é um anel Galois (com respeito
ao caracter à direita χg).
Demonstração: Antes de provarmos a proposição vamos relembrar
que, o produto de convolução em ∗C (ver Proposição 1.42) é dado da
seguinte forma:
(φ ∗ ψ)(g) = ψ(g(1) · φ(g2))
para quaisquer g ∈ C e φ, ψ ∈ ∗C . E ainda η : R −→ ∗C é deﬁnido
por η(r)(g) = ε(g)r para quaisquer g ∈ C e r ∈ R.
(1) (=⇒) Temos que veriﬁcar as condições (i), (ii) e (iii) do Lema
1.46. De fato, para quaisquer φ, ψ ∈ ∗C, r ∈ R e g ∈ C um
grouplike, temos,
(i) χg(1∗C) = 1R, em que 1∗C = ε. De fato,
χg(ε) = ε(g) = 1R;
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(ii) χg(φ ∗ η(r)) = χg(φ)r. De fato, temos
χg(φ ∗ η(r)) = (φ ∗ η(r))(g)
= η(r)(g · (φ(g)))
= ε(g · (φ(g)))r
= ε(g)φ(r)r
= φ(g)r
= χg(φ)r;
(iii) χg(η(χg(φ)) ∗ ψ) = χg(φ ∗ ψ). De fato,
χg(η(χg(φ)) ∗ ψ) = (η(χg(φ)) ∗ ψ)(g)
= ψ(g · η(χg(φ))(g))
= ψ(g · ε(g)χg(φ))
= ψ(g · χg(φ))
= ψ(g · φ(g))
= (φ ∗ ψ)(g)
= χg(φ ∗ ψ).
(⇐=) Queremos mostrar que g é grouplike, sabendo que χg é caracter
à direita em ∗C. De fato, temos
ε(g) = χg(ε) = 1R.
Agora note que,
χg(η(χg(φ)) ∗ ψ) = (η(χg(φ)) ∗ ψ)(g)
= ψ(g(1) · η(χg(φ))(g(2)))
= ψ(g(1) · ε(g(2))χg(φ))
= ψ(g · χg(φ))
= ψ(g · φ(g)),
por outro lado,
χg(φ ∗ ψ) = (φ ∗ ψ)(g) = ψ(g(1) · φ(g(2))).
Segue portanto, que para quaisquer φ, ψ ∈ ∗C, temos
ψ(g · φ(g)) = ψ(g(1) · φ(g(2))). (1.3)
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Agora como C é projetivo ﬁnitamente gerado como R-módulo à es-
querda, temos {f i ∈ ∗C}ni=1 e {xi ∈ C}ni=1 a base dual de C, ou seja,
para g ∈ C, temos
g =
n∑
i=1
f i(g) · xi
e para g · f i(g), temos
g · f i(g) =
n∑
j=1
f j(g · f i(g)) · xj .
Desta forma,
g ⊗ g = g ⊗
n∑
i=1
f i(g) · xi
=
n∑
i=1
g · f i(g)⊗ xi
=
n∑
i=1
n∑
j=1
f j(g · f i(g)) · xj ⊗ xi
=
n∑
i=1
d∑
j=1
f j(g(1) · f i(g(2))) · xj ⊗ xi por 1.3
=
n∑
i=1
g(1) · f i(g(2))⊗ xi
= g(1) ⊗
n∑
i=1
f i(g(2)) · xi
= g(1) ⊗ g(2).
Portanto, ∆(g) = g(1) ⊗ g(2) = g ⊗ g. Segue que g é grouplike.
(2) (=⇒) b é coinvariante de R, ou seja, b · g = g · b. Temos que
mostrar que
χg(η(b) ∗ φ) = b χg(φ).
De fato, para todo φ ∈ ∗C, temos
χg(η(b) ∗ φ) = (η(b) ∗ φ)(g)
= φ(g · η(b)(g))
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= φ(g · ε(g)b)
= φ(g · b)
= φ(b · g)
= bφ(g)
= b χg(φ).
Portanto, b é invariante do ∗C-módulo à direita R (com respeito a χg).
(⇐=) Temos que b é invariante de R, ou seja,
χg(η(b) ∗ φ) = b χg(φ).
Assim, para todo φ ∈ ∗C temos φ(g · b) = φ(b · g). Temos que mostrar
que b · g = g · b. De fato, usando novamente a base dual de C, temos
b · g =
n∑
i=1
f i(b · g) · xi.
Desta forma,
b · g =
n∑
i=1
f i(b · g) · xi =
n∑
i=1
f i(g · b) · xi = g · b.
Portanto, b é coinvariante do C-comódulo R (com respeito a g).
(3) Queremos mostrar que F : ∗C −→B End(R) é bijetiva, tal que,
para quaisquer r ∈ R e ϕ ∈ ∗C, temos
F (ϕ)(r) = χg(η(r) ∗ ϕ)
= (η(r) ∗ ϕ)(g)
= ϕ(g · η(r)(g))
= ϕ(g · ε(g)r)
= ϕ(g · r).
Agora como Can : R ⊗B R −→ C, r ⊗ r′ 7−→ r · g · r′, é bijetiva,
temos que para todo c ∈ C, existem∑ ai ⊗ bi ∈ R⊗B R tais que∑
ai · g · bi = c. Então deﬁna
φ : BEnd(R) −→ ∗C
f 7−→ φ(f),
tal que, φ(f)(c) =
∑
aif(bi). Desta forma, para quaisquer
∑
ai ·
g · bi = c ∈ C, ϕ ∈ ∗C, f ∈ BEnd(R) e r ∈ R, temos
(F ◦ φ)(f) = F (φ(f))(r)
46
= φ(f)(g · r)
= f(r),
por outro lado,
((φ ◦ F )(ϕ))(c) = φ(F (ϕ))(r)
=
∑
aiF (ϕ)(bi)
=
∑
aiϕ(g · bi)
= ϕ(
∑
ai · g · bi)
= ϕ(c).
Segue que F é bijetiva.
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Capítulo 2
Bialgebróides
Um bialgebróide, diferente da deﬁnição de biálgebras, não é deﬁnido
como uma compatibidade entre monóides (objetos álgebras) e comonói-
des (objetos coálgebras) na mesma categoria monoidal de bimódulos.
As estruturas de anel e coanel são deﬁnidas sobre diferentes álgebras de
base. Na verdade, são monoides e comonoides em categorias monoidais
distintas, a saber, a estrutura de objeto coálgebra é deﬁnida sobre R e
a estrutura de objeto álgebra é deﬁnida sobre R⊗k Rop.
O próximo lema que vamos provar, caracteriza R-anéis. Perceba
que, se (A,µ, η) é um R-anel, então A possui uma estrutura de k-
álgebra. A multiplicação m : A ⊗k A −→ A é deﬁnida por m = µ ◦ pi,
em que pi : A ⊗k A −→ A ⊗R A é a projeção canônica, e a unidade
ηA : k −→ A é deﬁnida por ηA = η ◦ ηR em que ηR é a unidade da
k-álgebra R. A ação à direita e a ação à esquerda de k em A são dadas
respectivamente, por a · s = aηR(s) e s · a = ηR(s)a, para quaisquer
a ∈ A e s ∈ k.
Lema 2.1 Existe uma correspondência 1 a 1 entre R-anéis (A,µ, η) e
morﬁsmos de k-álgebras η : R −→ A.
Demonstração: (=⇒) Seja (A,µ, η) um R-anel. temos que mostrar
que η é morﬁsmo de k-álgebras. De fato, claro que η é k-linear. Basta
veriﬁcarmos que η é multiplicativo
η(rs) = η(r1Rs)
= r · η(1R) · s
= r · 1A · s
= (r · 1A) · s
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= ((r · 1A)1A) · s
= (r · 1A)(1A · s)
= (r · η(1R))(η(1R) · s)
= η(r)η(s).
(⇐=) Suponha que η : R −→ A seja morﬁsmo de k-álgebras. Em
particular, η é morﬁsmo de R-bimódulos. De fato, podemos munir A
com a seguinte estrutura de R-bimódulo, r · a · s = η(r)aη(s), para
quaisquer r, s ∈ R e a ∈ A. Assim,
η(rs) = η(r1Rs) = η(r)η(1R)η(s) = r · 1A · s.
Também podemos munirA⊗kA com a seguinte estrutura deR-bimódulo,
r · (a⊗ b) · s = η(r)a⊗ bη(s),
para quaisquer r, s ∈ R e a ⊗ b ∈ A ⊗k A. Desta forma, não é difícil
ver que m é morﬁsmo de R-bimódulos. Portanto, precisamos apenas
construir uma multiplicação µ : A ⊗R A −→ A a qual é morﬁsmo de
R-bimódulos. De fato, apartir de η podemos construir dois morﬁsmos
f, g : A⊗k R⊗k A −→ A⊗k A,
deﬁnidos por
f(a⊗ r ⊗ b) = aη(r)⊗ b e g(a⊗ r ⊗ b) = a⊗ η(r)b,
para todo a ⊗ r ⊗ b ∈ A ⊗k R ⊗k A. Não é difícil mostrar que f, g
são morﬁsmos de R-bimódulos. Desta forma, podemos considerar o
produto tensorial balanceado por R, como o coequalizador
A⊗k R⊗k A
f //
g
// A⊗k A pi // A⊗R A.
Agora pela associatividade da multiplicação m temos
m ◦ f(a⊗ r ⊗ b) = m(aη(r)⊗ b)
= (aη(r))b
= a(η(r)b)
= m(a⊗ η(r)b)
= m ◦ g(a⊗ r ⊗ b).
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Portanto, pela propriedade universal do coequalizador, existe único
µ : A ⊗R A −→ A morﬁsmo de R-bimódulos, tal que, o seguinte dia-
grama é comutativo,
A⊗k R⊗k A
f //
g
// A⊗k A pi //
m
%%
A⊗R A
µ

A.
Não é difícil veriﬁcar a associatividade de µ.
Desse lema, um R ⊗k Rop-anel B é descrito por um morﬁsmo de
k-álgebras η : R ⊗k Rop −→ B. De maneira equivalente, podemos
considerar as restrições
s := η(−⊗k 1R) : R −→ B e t := η(1R ⊗k −) : Rop −→ B,
que são morﬁsmos de k-álgebras com imagens comutando em B. Os
morﬁsmos s e t são chamados de source e target de um R ⊗k Rop-
anel B, respectivamente. Um R ⊗k Rop-anel será denotado pela tripla
(B, s, t), em queB é uma k-álgebra, e s, t são morﬁsmos de álgebras com
imagens comutando em B. Por simplicidade vamos denotar R⊗k Rop
por Re e os elementos de Rop por r.
Agora considere B ×rR B o k-submódulo de B ⊗R B deﬁnido por
B×rRB :=
{∑
i
bi⊗b′i ∈ B⊗RB |
∑
i
s(r)bi ⊗b′i=
∑
i
bi⊗t(r)b′i ∀ r ∈ R
}
.
É possível mostrar que B ×rR B é uma k-álgebra, com multiplicação,
dada para quaisquer a⊗ b, c⊗d ∈ B×rRB, por (a⊗ b)(c⊗d) = ac⊗ bd.
De maneira simétrica deﬁnimos
B×lRB :=
{∑
i
bi⊗b′i ∈ B⊗RB |
∑
i
bit(r)⊗b′i=
∑
i
bi⊗b′is(r) ∀ r ∈ R
}
,
que também uma k-álgebra.
2.1 Deﬁnição e Exemplos
Deﬁnição 2.2 Seja R uma álgebra sobre um anel comutativo k. Um
R-bialgebróide à direita B, consiste de um Re-anel (B, s, t) e de
um R-coanel (B,∆, ε) no mesmo k-módulo B, que estão sujeitos aos
seguintes axiomas de compatibidade:
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(i) A estrutura de R-bimódulo no R-coanel (B,∆, ε) é dada por
r · b · r′ = bs(r′)t(r) (2.1)
para quaisquer r, r′ ∈ R e b ∈ B.
(ii) Considerando a estrutura de R-bimódulo em B, como em 2.1,
temos ∆(B) ⊆ B ×rR B e ∆ é morﬁsmo de k-álgebras, em que
B×rRB :=
{∑
i
bi⊗b′i ∈ B⊗RB |
∑
i
s(r)bi ⊗b′i=
∑
i
bi⊗t(r)b′i ∀ r ∈ R
}
.
(iii) A counidade ε é um caracter à direita no R-anel (B, s). Em que
(B, s) é o R-anel descrito por s como unidade.
Como consequência do item (iii) da Deﬁnição 2.2 temos a seguinte
proposição.
Proposição 2.3 Seja B um R-bialgebróide à direita, com estrutura de
Re-anel dada por (B, s, t) e estrutura de R-coanel dada por (B,∆, ε).
Então valem as seguintes aﬁrmações:
(1) ε(t(r)) = ε(s(r)) = r, para todo r ∈ R;
(2) ε(t(ε(a))b) = ε(s(ε(a))b), para quaisquer a, b ∈ B.
Demonstração: (1) Para todo r ∈ R, temos
ε(t(r)) = ε(1Bt(r))
= ε(r · 1B)
= rε(1B)
= r,
também temos
ε(s(r)) = ε(1Bs(r))
= ε(1B · r)
= ε(1B)r
= r.
(2) Para quaisquer a, b ∈ B, temos
ε(t(ε(a))b) = ε(s(ε(t(ε(a))))b)
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= ε(s(ε(a))b).
Note que o k-submódulo B×rRB de B⊗RB é deﬁnido de tal maneira
que a multiplicação é bem deﬁnida. B ×rR B é chamado de produto
Takeuchi à direita. Na verdade B ×rR B tem mais estrutura do
que uma k-álgebra, como vamos ver na próxima proposição. Antes,
enunciaremos um resultado que vamos usar.
Lema 2.4 (Elemento nulo em um produto tensorial) Seja R um anel
com unidade, N ∈ RM e M ∈MR. Sejam ainda {ni}i∈I uma família
de geradores para N e {mi}i∈I uma família de elementos de M tais
que mi = 0 a menos de um número ﬁnito de índices. Então para∑
i∈I
mi ⊗ ni ∈M ⊗R N
temos que
∑
i∈I mi⊗ni = 0 se, e somente se, existe uma família ﬁnita
{xj}j∈J em M e uma família {rji}(j,i)∈J×I em R satisfazendo
(i) rji 6= 0 apenas para uma quantidade ﬁnita de índices (j, i) ∈ J×I;
(ii)
∑
i∈I rji · ni = 0 para todo j ∈ J ;
(iii)
∑
j∈J xj · rji = mi.
Este resultado encontra-se provado em [30] página 97.
Proposição 2.5 Seja (B, s, t) um Re-anel. Então o produto Takeuchi
B×rRB é um Re-anel com unidade η : R⊗k Rop −→ B×rRB dada por
η(r ⊗ r′) = t(r′)⊗R s(r) e a multiplicação dada por
(
∑
i
ai ⊗R bi)(
∑
j
cj ⊗R dj) =
∑
i,j
aicj ⊗R bidj ,
para quaisquer
∑
i
ai ⊗R bi,
∑
j
cj ⊗R dj ∈ B ×rR B e r ⊗ r′ ∈ R⊗k Rop.
Demonstração: Primeiro vamos ver que a multiplicação está bem
deﬁnida, ou seja, que independe da escolha de representantes de uma
classe. Basta mostrarmos que o produto é zero quando um dos fatores
é zero. De fato, para
∑
i
ai⊗ bi,
∑
j
cj ⊗dj ∈ B×rRB, se
∑
j
cj ⊗R dj = 0
pelo lema 2.4, existe uma quantidade ﬁnita de elementos rkj ∈ R e
xk ∈ B tais que∑
j
rkj · dj =
∑
i
djt(rkj) = 0 e
∑
k
xk · rkj =
∑
k
xks(rkj) = cj ,
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então temos(∑
i
ai ⊗ bi
)∑
j
cj ⊗ dj
 = ∑
i,j
aicj ⊗ bidj
=
∑
i,j,k
aixks(rkj)⊗ bidj
=
∑
i,j,k
aixk · rkj ⊗ bidj
=
∑
i,j,k
aixk ⊗ rkj · bidj
=
∑
i,j,k
aixk ⊗ bidjt(rkj) = 0.
Perceba que não usamos o fato que
∑
i ai ⊗R bi ∈ B ×rR B, isso vai ser
necessário apenas no caso quando o primeiro fator é zero. De fato, seja∑
i
ai⊗ bi = 0, então existe uma quantidade ﬁnita de elementos rki ∈ R
e yk ∈ B tais que∑
k
bit(rki) = 0 e
∑
k
yks(rki) = ai,
então temos(∑
i
ai ⊗ bi
)∑
j
cj ⊗ dj
 = ∑
i,j
aicj ⊗ bidj
=
∑
i,j,k
yks(rki)cj ⊗ bidj
=
∑
i,j,k
ykcj ⊗ bit(rki)dj = 0.
Aqui usamos o fato que
∑
j cj ⊗ dj ∈ B ×rR B. Portanto, a multipli-
cação está bem deﬁnida. Não é difícil veriﬁcar a associatividade da
multiplicação e que 1B⊗1B é a unidade da multiplicação desta álgebra
associativa. Agora vamos veriﬁcar que η é um morﬁsmo de álgebras.
De fato, sejam r, w, u, v ∈ R, então
η((r ⊗ w)(u⊗ v)) = η(ru⊗ vw)
= t(vw)⊗R s(ru)
53
= t(w)t(v)⊗R s(r)s(u)
= (t(w)⊗R s(r))(t(v)⊗R s(u))
= η(r ⊗ w)η(u⊗ v).
Segue então que B ×R B é um Re-anel.
Deﬁnição 2.6 Seja L uma álgebra sobre um anel comutativo k. Um
L-bialgebróide à esquerda B, consiste de um Le-anel (B, s, t) e de
um L-coanel (B,∆, ε) no mesmo k-módulo B, que estão sujeitos aos
seguintes axiomas de compatibidade:
(i) A estrutura de L-bimódulo no L-coanel (B,∆, ε) é dada por
l · b · l′ = s(l)t(l′)b (2.2)
para quaisquer l, l′ ∈ L e b ∈ B.
(ii) Considerando a estrutura de L-bimódulo em B, como em 2.2,
temos ∆(B) ⊆ B ×lL B e ∆ é morﬁsmo de k-álgebras, em que
B×lRB :=
{∑
i
bi⊗b′i ∈ B⊗LB |
∑
i
bit(l)⊗b′i=
∑
i
bi⊗b′is(l) ∀ l ∈ L
}
.
(iii) A counidade ε é um caracter à esquerda no L-anel (B, s). Em
que (B, s) é o L-anel descrito por s como unidade.
De maneira análoga a Proposição 2.3, para quaisquer a, b ∈ B e
l ∈ L, temos
ε(t(l)) = ε(s(l)) = l (2.3)
e
ε(at(ε(a))) = ε(as(ε(a))). (2.4)
Antes de continuarmos, note que em um R-bialgebróide à direita B,
para quaisquer b ∈ B e r ∈ R, temos
∆(b · r) = ∆(b) · r = b(1) ⊗R b(2) · r = b(1) ⊗R b(2)s(r) (2.5)
e
∆(r · b) = r ·∆(b) = r · b(1) ⊗R b(2) = b(1)t(r)⊗R b(2). (2.6)
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Já em um L-bialgebróide à esquerda B, para quaisquer b ∈ B e l ∈ L,
temos
∆(b · l) = ∆(b) · l = b(1) ⊗L b(2) · l = b(1) ⊗L t(l)b(2) (2.7)
e
∆(l · b) = l ·∆(b) = l · b(1) ⊗L b(2) = s(l)b(1)⊗Lb(2). (2.8)
Deﬁnição 2.7 Sejam L e L˜ duas álgebras sobre um anel comutativo
k, BL e BL˜, L-bialgebróide à esquerda e L˜-bialgebróide à esquerda, res-
pectivamente. Denote as estruturas de Le-anel e L-coanel em BL, por
(BL, sL, tL) e (BL,∆L, εL), respectivamente. Denote também, as es-
truturas de L˜e-anel e L˜-coanel em BL˜, por (BL˜, sL˜, tL˜) e (BL˜,∆L˜, εL˜),
respectivamente. Um morﬁsmo de bialgebróides à esquerda, é
um par de morﬁsmos de k-álgebras (Φ : BL −→ BL˜, ϕ : L −→ L˜)
satisfazendo as seguintes condições:
(i) sL˜ ◦ ϕ = Φ ◦ sL;
(ii) tL˜ ◦ ϕ = Φ ◦ tL;
(iii) ∆L˜ ◦ Φ = (Φ⊗L Φ) ◦∆L;
(iv) εL˜ ◦ Φ = ϕ ◦ εL.
Analogamente, deﬁne-se morﬁsmo de bialgebróides à direita.
Proposição 2.8 Seja B um R-bialgebróide à direita. Então valem as
seguintes aﬁrmações:
(1) Bcop é um Rop-bialgebróide à direita;
(2) Bop é um R-bialgebróide à esquerda.
Demonstração: (1) Note que Bcop é um Rop⊗R-anel (B, s′= t, t′= s)
e possui a seguinte estrutura de Rop-coanel (Bcop,∆cop, ε). A estrutura
de Rop-bimódulo em (Bcop,∆cop, ε) é dada, para quaisquer r, r′ ∈ R e
b ∈ B, por
r . b / r′ = bt′(r)s′(r′) = bs(r)t(r′) = r′ · b · r.
Dessa forma, ∆cop e ε são claramente morﬁsmos de Rop-bimódulos.
Mostremos agora que ∆cop ⊆ Bcop ×rRop Bcop. De fato, para quaisquer
b ∈ B e r ∈ R, temos
b(2) / r ⊗Rop b(1) = b(2)t(r)⊗Rop b(1)
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= r · b(2) ⊗Rop b(1)
= b(2) ⊗Rop b(1) · r
= b(2) ⊗Rop b(1)s(r)
= b(2) ⊗Rop r . b(1),
também temos
s′(r)b(2) ⊗Rop b(1) = t(r)b(2) ⊗Rop b(1)
= b(2) ⊗Rop s(r)b(1)
= b(2) ⊗Rop t′(r)b(1).
Mostremos que valem a coassociatividade e a counitalidade. De fato,
para todo b ∈ B, temos
(∆cop ⊗Rop Bcop)∆cop(b) = (∆cop ⊗Rop Bcop)(b(2) ⊗Rop b(1))
= b(2)(2) ⊗Rop b(2)(1) ⊗Rop b(1)
= b(3) ⊗Rop b(2) ⊗Rop b(1),
por outro lado,
(Bcop ⊗Rop ∆cop)∆cop(b) = (Bcop ⊗Rop ∆cop)(b(2) ⊗Rop b(1))
= b(2) ⊗Rop b(1)(2) ⊗Rop b(1)(1)
= b(3) ⊗Rop b(2) ⊗Rop b(1).
Também temos
(Bcop ⊗Rop ε)∆cop(b) = (Bcop ⊗Rop ε)(b(2) ⊗Rop b(1))
= b(2) / ε(b(1))
= ε(b(1)) · b(2)
= b,
e
(ε⊗Rop Bcop)∆cop(b) = (ε⊗Rop Bcop)(b(2) ⊗Rop b(1))
= ε(b(2)) . b(1)
= b(1) · ε(b(2))
= b.
Mostremos que ε é caracter à direita no Rop-anel (Bcop, s′= t). De
fato, para quaisquer a, b ∈ B, temos
ε(s′(ε(a))b) = ε(t(ε(a))b)
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= ε(s(ε(a))b)
= ε(ab).
Segue portanto, que Bcop é um Rop-bialgebróide à direita.
(2) Note que Bop é um Re-anel (B, s′ = t, t′ = s) e possui uma estrutura
de R-coanel (Bop,∆, ε). A estrutura de R-bimódulo em Bop é dada,
para quaisquer r, r′ ∈ R e b ∈ B, por
r . b / r′ = s′(r) ·op t′(r′) ·op b
= t(r) ·op s(r′) ·op b
= bt(r)s(r′),
ou seja, a estrutura de R-bimódulo em (Bop,∆, ε) é a mesma em
(B,∆, ε). Mostremos que ∆(Bop) ⊆ Bop ×lR Bop. De fato, para todo
b ∈ Bop, temos
b(1) ·op t′(r)⊗R b(2) = s(r)b(1) ⊗R b(2)
= b(1) ⊗R t(r)b(2)
= b(1) ⊗R b(2) ·op t(r)
= b(1) ⊗R b(2) ·op s′(r).
Mostremos agora que ε é caracter à esquerda em (Bop, s′ = t). De fato,
para quaisquer a, b ∈ Bop, temos
ε(b ·op t(ε(a))) = ε(t(ε(a))b)
= ε(s(ε(a)))
= ε(ab)
= ε(b ·op a).
Concluímos portanto, que Bop é um R-bialgebróide à esquerda.
Exemplo 2.9 Biálgebras A sobre k, são k-bialgebróides na categoria
dos k-módulos (à esquerda ou à direita). Os morﬁsmos s e t são iguais
ao morﬁsmo unidade η : k −→ A.
De fato, note que k ' k ⊗k kop, portanto A é k ⊗k kop-anel, pois é k-
álgebra e η é morﬁsmo de k-álgebras. Veriﬁcando os itens da deﬁnição
temos, A×rk A = A⊗k A, de fato, para quaisquer
∑
i
bi ⊗k b′ ∈ A⊗k A
e r ∈ k, temos ∑
i
η(r)bi ⊗ b′i =
∑
i
r · bi ⊗ b′i
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=
∑
i
bi · r ⊗ b′i
=
∑
i
bi ⊗ r · b′i
=
∑
i
bi ⊗ η(r)b′i.
Vamos veriﬁcar que ε é caracter à direita de (A, η). De fato, ε(1A) = 1k
é claro, pois ε é morﬁsmo de k-álgebra. Para quaisquer a, b ∈ A e r ∈ k,
temos
ε(aη(r)) = ε(a · r) = ε(a)r
e
ε(η(ε(a))b) = ε(ε(a) · b) = ε(a)ε(b) = ε(ab).
Portanto, temos que A é um k-bialgebroide à direita (à esquerda).
Exemplo 2.10 Seja R uma álgebra sobre um anel comutativo k. Po-
demos munir Re com uma estrutura de R-bialgebróide à direita. Os
morﬁsmos source e target são dados pelas inclusões
s : R −→ Re e t : Rop −→ Re,
deﬁnidos por r 7−→ r ⊗ 1R e r′ 7−→ 1R ⊗ r′, respectivamente, para
quaisquer r, r′ ∈ R. O coproduto é deﬁnido por
∆ : Re −→ Re ⊗R Re
r ⊗ r′ 7−→ (1R ⊗ r′)⊗R (r ⊗ 1R),
e a counidade é deﬁnida por
ε : Re −→ R
r ⊗ r′ 7−→ r′r,
para todo r ⊗ r′ ∈ R⊗k Rop.
Primeiro, é claro que Re é um Re-anel, com multiplicação dada en-
trada à entrada e unidade dada pela identidade. Vamos ver então que
(Re,∆, ε) é um R-coanel. Veremos primeiro que ∆ e ε são morﬁsmos
de R-bimódulos. De fato, para quaisquer r ∈ R e a⊗ b ∈ Re, temos
∆(r · (a⊗ b)) = ∆((a⊗ b)t(r))
= ∆((a⊗ b)(1R ⊗ r))
= ∆(a⊗ br)
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= (1R ⊗ br)⊗R (a⊗ 1R)
= (1R ⊗ b)(1R ⊗ r)⊗R (a⊗ 1R)
= (1R ⊗ b)t(r)⊗R (a⊗ 1R)
= r · (1R ⊗ b)⊗R (a⊗ 1R)
= r ·∆(a⊗ b)
e
∆((a⊗ b) · r) = ∆((a⊗ b)(r ⊗ 1R))
= ∆(ar ⊗ b)
= (1R ⊗ b)⊗R (ar ⊗ 1R)
= (1R ⊗ b)⊗R (a⊗ 1R)(r ⊗ 1R)
= (1R ⊗ b)⊗R (a⊗ 1R)s(r)
= (1R ⊗ b)⊗R (a⊗ 1R) · r
= ∆(a⊗ b) · r.
Também temos
ε(r · (a⊗ b)) = ε((a⊗ b)(1R ⊗ r))
= ε(a⊗ br)
= ε(a⊗ rb)
= (rb)a = r(ba)
= rε(a⊗ b)
e
ε((a⊗ b) · r) = ε((a⊗ b)(r ⊗ 1R))
= ε(ar ⊗ b)
= b(ar) = (ba)r
= ε(a⊗ b)r.
Vamos ver agora que
(Re ⊗∆) ◦∆ = (∆⊗Re) ◦∆ e (ε⊗Re) ◦∆ = IRe = (Re ⊗ ε) ◦∆.
De fato, para todo a⊗ b ∈ Re, temos
(Re ⊗∆) ◦∆(a⊗ b¯) = (Re ⊗∆)[(1R ⊗ b¯)⊗R (a⊗ 1R)]
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= (1R ⊗ b¯)⊗R [(1R ⊗ 1R)⊗R (a⊗ 1R)]
= [(1R ⊗ b¯)⊗R (1R ⊗ 1R)]⊗R (a⊗ 1R)
= (∆⊗Re)[(1R ⊗ b¯)⊗R (a⊗ 1R)]
= (∆⊗Re) ◦∆(a⊗ b¯)
e também,
(ε⊗Re) ◦∆(a⊗ b¯) = (ε⊗Re)[(1R ⊗ b¯)⊗R (a⊗ 1R)]
= ε(1R ⊗ b¯) · (a⊗ 1R)
= b · (a⊗ 1R)
= (a⊗ 1R)t(b)
= (a⊗ 1R)(1R ⊗ b)
= (a⊗ b),
(Re ⊗ ε) ◦∆(a⊗ b¯) = (Re ⊗ ε)[(1R ⊗ b¯)⊗R (a⊗ 1R)]
= (1R ⊗ b¯) · ε(a⊗ 1R)
= (1R ⊗ b¯) · a
= (1R ⊗ b¯)s(a)
= (1R ⊗ b¯)(a⊗ 1R)
= (a⊗ b¯).
Portanto, temos que (Re,∆, ε) é um R-coanel. Vamos veriﬁcar que a
imagem de ∆ está contida no produto Takeuchi à direita. De fato, para
quaisquer r ∈ R e a⊗ b ∈ Re, temos
s(r)(1R ⊗ b¯)⊗R (a⊗ 1R) = (r ⊗ 1R)(1R ⊗ b¯)⊗R (a⊗ 1R)
= (r ⊗ b¯)⊗R (a⊗ 1R)
= (1R ⊗ b¯)(r ⊗ 1R)⊗R (a⊗ 1R)
= (1R ⊗ b¯)s(r)⊗R (a⊗ 1R)
= (1R ⊗ b¯) · r ⊗R (a⊗ 1R)
= (1R ⊗ b¯)⊗R r · (a⊗ 1R)
= (1R ⊗ b¯)⊗R (a⊗ 1R)t(r)
= (1R ⊗ b¯)⊗R (a⊗ 1R)(1R ⊗ r¯)
= (1R ⊗ b¯)⊗R (a⊗ r¯)
= (1R ⊗ b¯)⊗R (1R ⊗ r¯)(a⊗ 1R)
= (1R ⊗ b¯)⊗R t(r)(a⊗ 1R).
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Segue portanto, que a imagem de ∆ está contida no produto Takeuchi
à direita. Agora vamos ver que ∆ é morﬁsmo de k-álgebras. Basta
veriﬁcarmos que ∆ é multlicativo. De fato, para quaisquer a⊗b, c⊗d ∈
Re, temos
∆(a⊗ b¯)∆(c⊗ d¯) = [(1R ⊗ b¯)⊗R (a⊗ 1R)][(1R ⊗ d¯)⊗ (c⊗ 1R)]
= (1R ⊗ b¯)(1R ⊗ d¯)⊗R (a⊗ 1R)(c⊗ 1R)
= (1R ⊗ b¯d¯)⊗R (ac⊗ 1R)
= ∆(ac⊗ b¯d¯)
= ∆((a⊗ b¯)(c⊗ d¯).
Portanto, ∆ é morﬁsmo de k-álgebras. Resta veriﬁcarmos que ε é um
caracter à direita no R-anel (Re, s). De fato, temos
ε(1R ⊗ 1R) = 1R1R = 1R,
também temos
ε(s(ε(a⊗ b¯))(c⊗ d¯)) = ε((ba⊗ 1R)(c⊗ d¯))
= ε(bac⊗ d¯)
= d(bac)
= (db)(ac)
= ε(ac⊗ db)
= ε(ac⊗ b¯d¯)
= ε((a⊗ b¯)(c⊗ d¯)),
para quaisquer a⊗b, c⊗d ∈ Re. Segue daí que ε é um caracter à direita
no R-anel (Re, s). Portanto, concluímos que Re é um R-bialgebróide à
direita.
Exemplo 2.11 (Biálgebras fracas) Uma biálgebra fraca sobre um
anel comutativo k, consiste de uma álgebra e uma coálgebra sobre o
mesmo k-módulo B, que estão sujeitas a axiomas de compatibilidade
que generalizam os axiomas de biálgebras. De maneira mais clara, o co-
produto continua sendo multiplicativo, mas a unitalidade do co-produto
∆ e a multiplicatividade da counidade ε são enfraquecidas, conforme
as seguintes condições
(∆(1B)⊗k 1B)(1B ⊗k ∆(1B)) = (∆⊗k B)∆(1B)
= (1B ⊗k ∆(1B))(∆(1B)⊗k 1B) (2.9)
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eε(ab(1))ε(b(2)c) = ε(abc) = ε(ab(2))ε(b(1)c), (2.10)
para quaisquer a, b, c ∈ B. Note que podemos reescrever a condição 2.9
da seguinte forma
1(1)⊗k 1(1′)1(2)⊗k 1(2′) = 1(1)⊗k 1(2)⊗k 1(3) = 1(1)⊗k 1(2)1(1′)⊗k 1(2′)
Considere, para todo b ∈ B, a seguinte aplicação idempotente
uR : B −→ B, b 7−→ 1(1)ε(b1(2)).
Temos que R := Im(uR) é uma subálgebra de B. Temos ainda que
B é um Re-anel, com source s : R −→ B dado pela inclusão e target
t : R −→ B dado, para todo b ∈ R, pela restrição da aplicação
t : B −→ B, b 7−→ ε(b1(1))1(2).
Podemos munir B com uma estrutura de R-coanel. O co-produto é
deﬁnido por ∆ := pi ◦∆, em que pi : B⊗k B −→ B⊗RB e a counidade
é deﬁnida por ε := uR.
Primeiramente vamos ver que (B, s, t) é de fato, um Re-anel. Já
sabemos que B é uma k-álgebra, resta veriﬁcarmos que s e t são mor-
ﬁsmos de k-álgebra. Mas temos que s e t são k-lineares e s morﬁsmo de
k-álgebra, ou seja, basta veriﬁcarmos que t é antimultiplicativo. Antes
vamos mostrar algumas propriedades necessárias. Note que pelo fato
de ∆ ser multiplicativo temos, para todo b ∈ B,
b(1) ⊗ b(2) = ∆(b) = ∆(b1B) = ∆(b)∆(1B) = b(1)1(1) ⊗ b(2)1(2).
(2.11)
Agora, usando esse fato, temos para todo b ∈ B,
uR(b(1))⊗ b(2) = 1(1)ε(b(1)1(2))⊗ b(2)
= 1(1)ε(b(1)1(1′)1(2))⊗ b(2)1(2′) (por 2.11)
= 1(1)ε(b(1)1(2))⊗ b(2)1(3) (por 2.9)
= 1(1)ε(b(1)1(2)(1))⊗ b(2)1(2)(2)
= 1(1)ε((b1(2))(1))⊗ (b1(2))(2)
= 1(1) ⊗ ε((b1(2))(1))(b1(2))(2)
= 1(1) ⊗ b1(2). (2.12)
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Dessa forma temos
1(1) ⊗ uR(1(2))⊗ 1(3) = 1(1) ⊗ uR(1(2)(1))⊗ 1(2)(2)
= 1(1) ⊗ 1(1′) ⊗ 1(2)1(2′). (2.13)
Portanto, para quaisquer a, b ∈ R, temos
t(b)t(a) = ε(b1(1))1(2)ε(a1(1′))1(2′)
= ε(b1(1))ε(a1(1′))1(2)1(2′)
= ε(b1(1))ε(a uR (1(2)))1(3)
= ε(b1(1))ε(a1(1′)ε(1(2)1(2′)))1(3) (por 2.13)
= ε(b1(1))ε(1(2)1(2′))ε(a1(1′))1(3)
= ε(b1(1)1(2′))ε(a1(1′))1(2) (por 2.10)
= ε(b1(2))ε(a1(1))1(3) (por 2.9)
= ε(bε(a1(1))1(2))1(3)
= ε(bε(a1(1))1(2)1(1′))1(2′) (por 2.9)
= ε(bt(a)1(1′))1(2′)
= t(bt(a)), (2.14)
também temos
t(t(a)b) = t(ε(a1(1))1(2))
= ε(a1(1))t(1(2)b)
= ε(a1(1))ε(1(2)b1(1′))1(2′)
= ε(ab1(1′))1(2′) (por 2.10)
= t(ab).
Agora note que
uR(b)t(a) = 1(1)ε(b1(2))ε(a1(1′))1(2′)
= ε(a1(1′))1(1)1(2′)ε(b1(2))
= ε(a1(1′))1(2′)1(1)ε(b1(2))
= t(a) uR (b).
Portanto, para quaisquer a, b ∈ R, temos
t(ab) = t(t(a)b)
= t(t(a) uR (b))
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= t(uR(b)t(a))
= t(bt(a))
= t(b)t(a). (por 2.14)
Segue daí que B é um Re-anel. Vamos veriﬁcar agora que (B,∆, ε) é
um R-coanel. De fato, já temos que a coassociatividade é satisfeita.
Vamos veriﬁcar o axioma da counidade. De fato,
(ε⊗B)∆(b) = (ε⊗R B)(b(1) ⊗R b(2))
= ε(b(1)) · b(2)
= 1(1)ε(b(1)1(2)) · b(2)
= b(2)t(1(1)ε(b(1)1(2)))
= b(2)ε(b(1)1(2))t(1(1))
= b(2)ε(b(1)1(2))ε(1(1)1(1′))1(2′)
= b(2)ε(b(1)1(1′))1(2′) (por 2.10)
= ε(b(1)1(1′))b(2)1(2′)
= ε(b(1))b(2) = b (por 2.11).
Também,
(B ⊗ ε)∆(b) = (B ⊗ ε)(b(1) ⊗R b(2))
= b(1) · ε(b(2))
= b(1)s(ε(b(2)))
= b(1)s(1(1′)ε(b(2)1(2′)))
= b(1)1(1′)ε(b(2)1(2′))
= b(1)ε(b(2)) = b (por 2.11).
Vamos ver agora que ∆ e ε são morﬁsmos de R-bimódulos. De fato,
para quaisquer r ∈ R e b ∈ B, temos
∆(r · b) = ∆(bt(r))
= ∆(bε(r1(1))1(2))
= ε(r1(1))∆(b1(2))
= ε(r1(1))(b(1)1(2) ⊗R b(2)1(3)),
por outro lado,
r ·∆(b) = r · (b(1) ⊗R b(2))
= r · b(1) ⊗R b(2)
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= b(1)t(r)⊗R b(2)
= b(1)ε(r1(1))1(2) ⊗R b(2)
= b(1)1(1′)1(2)ε(r1(1))⊗R b(2)1(2′) (por 2.11)
= b(1)1(2)ε(r1(1))⊗R b(2)1(3) (por 2.9)
= ε(r1(1))(b(1)1(2) ⊗R b(2)1(3)).
Também temos,
∆(b · r) = ∆(b uR (r))
= ∆(b)∆(uR(r))
= (b(1) ⊗R b(2))(1(1) ⊗R 1(2)ε(r1(3)))
= b(1)1(1) ⊗R b(2)1(2)ε(r1(3))
= b(1)1(1) ⊗R b(2)1(2)1(1′)ε(r1(2′)) (por 2.9)
= b(1)1(1) ⊗R b(2)1(2) uR (r)
= b(1) ⊗R b(2) uR (r) 2.11
= ∆(b) · r,
a última igualdade é devido ao fato que uR é idempotente, pois como
r ∈ R, temos que existe a ∈ B, tal que uR(a) = r, dessa forma
uR(r) = uR(uR(a)) = uR(a) = r. (2.15)
Portanto, ∆ é morﬁsmo de R-bimódulos. Considere agora, para todo
b ∈ B, a seguinte aplicação
uL : B −→ B, b 7−→ ε(1(1)b)1(2).
Segue que
b(1) ⊗ uL(b(2)) = b(1) ⊗ ε(1(1′)b(2))1(2′)
= 1(1)b(1) ⊗ ε(1(1′)1(2)b(2))1(2′) (por 2.11)
= 1(1)b(1) ⊗ ε(1(2)b(2))1(3) (por 2.9)
= 1(1)(1)b(1) ⊗ ε(1((1)(2)b(2))1(2)
= (1(1)b)(1) ⊗ ε((1(1)b)(2))1(2)
= (1(1)b)(1)ε((1(1)b)(2))⊗ 1(2)
= 1(1)b⊗ 1(2). (2.16)
Temos então, para quaisquer a, b ∈ B,
uR(a)b = 1(1)ε(a1(2))b
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= 1(1)bε(a1(2))
= b(1)ε(a uL (b(2))) (por 2.16)
= b(1)ε(aε(1(1)b(2))1(2))
= b(1)ε(a1(2))ε(1(1)b(2))
= b(1)ε(ab(2)) (por 2.10). (2.17)
Agora note que
∆(uR(b)) = ∆(1(1)ε(b1(2))
= ∆(1(1))ε(b1(2))
= 1(1)(1) ⊗ 1(1)(2)ε(b1(2))
= 1(1) ⊗ 1(2)ε(b1(3))
= 1(1) ⊗ 1(1′)1(2)ε(b1(2′)) (por 2.9)
= 1(1) ⊗ 1(1′)ε(b1(2′))1(2)
= 1(1) ⊗ uR(b)1(2). (2.18)
Segue que,
uR(a uR (b)) = 1(1)ε(a uR (b)1(2))
= (uR(b))(1)ε(a(u(R)(b))(2)) (por 2.18)
= uR(a) uR (b). (por 2.17) (2.19)
Portanto, para quaisquer r ∈ R e b ∈ B, temos
ε(b · r) = uR(b · r)
= uR(br)
= uR(b uR (r))
= uR(b) uR (r)
= uR(b)r = ε(b)r.
Por outro lado
ε(r · b) = uR(r · b)
= uR(bt(r))
= 1(1′)ε(bt(r)1(2′))
= 1(1′)ε(bε(r1(1))1(2)1(2′))
= ε(r1(1))1(1′)ε(b1(2)1(2′))
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= ε(r1(1)) uR (1(2))ε(b1(3)) (por 2.13)
= ε(r1(1)) uR (1(2)ε(b1(3)))
= ε(r1(1)) uR (1(2)1(1′)ε(b1(2′))) (por 2.9)
= ε(r1(1)) uR (1(2) uR (b))
= ε(r1(1)) uR (1(2)) uR (b) (por 2.19)
= ε(r1(1))1(1′)ε(1(2)1(2′)) uR (b)
= 1(1′)ε(r1(1))ε(1(2)1(2′)) uR (b)
= 1(1′)ε(r1(2′)) uR (b) (por 2.10)
= uR(r) uR (b)
= r uR (b) = rε(b).
Segue que ε é morﬁsmo de R-bimódulos. Portanto, concluímos assim
que (B,∆, ε) é um R-coanel. Vamos veriﬁcar que a imagem de ∆ está
contida em B ×rR B. De fato, antes temos, para quaisquer a, b ∈ B,
t(a)b = ε(a1(1))1(2)b
= ε(a1(1))1(2)ε(b(1))b(2)
= ε(a1(1))ε(b(1))1(2)b(2)
= ε(a1(1))ε(1(1′)b(1))1(2)1(2′)b(2) (por 2.11)
= ε(a1(1))ε(uR(1(2))b(1))1(3)b(2) (por 2.13)
= ε(a1(1))ε(b(1)ε(1(2)b(2)))1(3)b(3) (por 2.17)
= ε(a1(1))ε(1(2)b(2))ε(b(1))1(3)b(3)
= ε(a1(1))ε(1(2)b(1))1(3)b(2)
= ε(a1(1)b(1))1(2)b(2)
= ε(ab(1))b(2) (por 2.11). (2.20)
Portanto,
s(r)b(1) ⊗R b(2) = uR(r)b(1) ⊗R b(2)
= b(1)ε(rb(2))⊗R b(3) (por 2.17)
= b(1) ⊗R ε(rb(2))b(3)
= b(1) ⊗R t(r)b(2) (por 2.20).
Segue que ∆ está no Takeuchi à direita. Vamos ver agora que ε é um
caracter à direita em (B, s). De fato, note que
ε(1B) = uR(1B) = 1(1)ε(1B1(2)) = 1(1)ε(1(2)) = 1B ,
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temos também, para quaisquer a, b ∈ B,
ε(s(ε(a))b) = ε(ε(a)b)
= uR(uR(a)b)
= uR(1(1)ε(a1(2))b)
= ε(a1(2)) uR (1(1)b)
= 1(1′)ε(a1(2))ε(1(1)b1(2′))
= 1(1′)ε(ab1(2′)) (por 2.10)
= uR(ab) = ε(ab).
Portanto, concluímos assim, que B é um R-bialgebróide à direita.
Exemplo 2.12 Considere H uma k-biálgebra comutativa e R um H-
comódulo álgebra à direita comutativo. Então, temos que o produto
tensorial R⊗kH, com estrutura de álgebra padrão, é um R-bialgebróide
à direita. Os morﬁsmos source e target são dados, respectivamente,
para todo a ∈ R, por s(a) = a(0) ⊗ a(1) = ρ(a), ou seja, o source é
dado pela coação de H em R e t(a) = a ⊗ 1H . Temos também que
o coproduto ∆ : R ⊗k H −→ (R ⊗k H) ⊗R (R ⊗k H) é deﬁnido por
∆(a⊗ h) = (a⊗ h(1))⊗R (1R ⊗ h(2)) e a counidade ε : R ⊗k H −→ R
é dada por ε(a⊗ h) = aε(h), para todo a⊗ h ∈ R⊗k H.
É claro que as imagens de s e t comutam e que são morﬁsmos de k-
álgebra (pela comutatividade de R e H), ou seja, t é antimorﬁsmo de
k-álgebras. Portanto, R⊗k H é um R⊗Rop-anel. Note que
(R⊗k H)⊗R (R⊗k H) = (R⊗k H)×rR (R⊗k H).
De fato, para quaisquer (a⊗ h)⊗R (b⊗ k) ∈ (R⊗k H)⊗R (R⊗k H) e
r ∈ R temos
s(r)(a⊗ h)⊗R (b⊗ k) = (r(0) ⊗ r(1))(a⊗ h)⊗R (b⊗ k)
= (a⊗ h)(r(0) ⊗ r(1))⊗R (b⊗ k)
= (a⊗ h)s(r)⊗R (b⊗ k)
= (a⊗ h) · r ⊗R (b⊗ k)
= (a⊗ h)⊗R r · (b⊗ k)
= (a⊗ h)⊗R (b⊗ k)t(r)
= (a⊗ h)⊗R (b⊗ k)(r ⊗ 1H)
= (a⊗ h)⊗R (r ⊗ 1H)(b⊗ k)
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= (a⊗ h)⊗R t(r)(b⊗ k).
Vamos ver agora que R ⊗k H é um R-coanel. De fato, primeiro va-
mos veriﬁcar que ∆ e ε são morﬁsmos de R-bimódulos. De fato, para
quaisquer a⊗ h ∈ (R⊗k H)⊗R (R⊗k H) e b ∈ R, temos
∆((a⊗ h) · b) = ∆(ab(0) ⊗ hb(1))
= (ab(0) ⊗ (hb(1))(1))⊗R (1R ⊗ (hb(1))(2))
= (ab(0) ⊗ h(1)b(1)(1))⊗R (1R ⊗ h(2)b(1)(2))
= (ab(0)(0) ⊗ h(1)b(0)(1))⊗R (1R ⊗ h(2)b(1))
= (a⊗ h(1))s(b(0))⊗R (1R ⊗ h(2)b(1))
= (a⊗ h(1)) · b(0) ⊗R (1R ⊗ h(2)b(1))
= (a⊗ h(1))⊗R b(0) · (1R ⊗ h(2)b(1))
= (a⊗ h(1))⊗R (1R ⊗ h(2)b(1))t(b(0))
= (a⊗ h(1))⊗R (1R ⊗ h(2)b(1))(b(0) ⊗ 1H)
= (a⊗ h(1))⊗R (b(0) ⊗ h(2)b(1))
= (a⊗ h(1))⊗R (1R ⊗ h(2))(b(0) ⊗ b(1))
= (a⊗ h(1))⊗R (1R ⊗ h(2))s(b)
= (a⊗ h(1))⊗R (1R ⊗ h(2)) · b
= ∆(a⊗ h) · b.
(2.21)
Por outro lado, temos
∆(b · (a⊗ h)) = ∆((a⊗ h)t(b))
= ∆((a⊗ h)(b⊗ 1H))
= ∆(ab⊗ h)
= (ab⊗ h(1))⊗R (1R ⊗ h(2))
= (a⊗ h(1))(b⊗ 1H)⊗R (1R ⊗ h(2))
= (a⊗ h(1))t(b)⊗R (1R ⊗ h(2))
= b · (a⊗ h(1))⊗R (1R ⊗ h(2))
= b ·∆(a⊗ h).
Também temos
ε((a⊗ h) · b) = ε(ab(0) ⊗ hb(1))
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= ab(0)ε(hb(1))
= aε(h)b
= ε(a⊗ h)b
e
ε(b · (a⊗ h)) = ε(ab⊗ h)
= abε(h)
= bε(a⊗ h).
Agora vamos veriﬁcar a coassociatividade e a counitalidade. Para faci-
litar, denote B = R⊗k H. Então, para qualquer a⊗ h ∈ B, temos
(B ⊗∆)∆(a⊗ h) = (B ⊗∆)((a⊗ h(1))⊗R (1R ⊗ h(2)))
= (a⊗ h(1))⊗R (1R ⊗ h(2)(1))⊗R (1R ⊗ h(2)(2))
= (a⊗ h(1)(1))⊗R (1R ⊗ h(1)(2))⊗R (1R ⊗ h(2))
= ∆(a⊗ h(1))⊗R (1R ⊗ h(2))
= (∆⊗B)∆(a⊗ h).
Também temos
(B ⊗ ε)∆(a⊗ h) = (B ⊗ ε)((a⊗ h(1))⊗R (1R ⊗ h(2)))
= (a⊗ h(1)) · ε(1R ⊗ h(2))
= (a⊗ h(1)) · 1Rε(h(2))
= a⊗ h(1)ε(h(2))
= a⊗ h,
por outro lado, temos
(ε⊗B)∆(a⊗ h) = (ε⊗B)((a⊗ h(1))⊗R (1R ⊗ h(2)))
= ε(a⊗ h(1)) · (1R ⊗ h(2))
= (aε(h(1))) · (1R ⊗ h(2))
= (1R ⊗ h(2))(aε(h(1))⊗ 1H)
= aε(h(1))⊗ h(2)
= a⊗ h.
Vamos ver que ∆ é morﬁsmo de k-álgebras. Para tanto, basta mostrar
que ∆ é multiplicativo. De fato, para quaisquer a⊗ h, b⊗ k ∈ R⊗H,
temos
∆(a⊗ h)∆(b⊗ k) = ((a⊗ h(1))⊗R (1R ⊗ h(2)))((b⊗ k(1))⊗R (1R ⊗ k(2)))
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= (a⊗ h(1))(b⊗ h(1))⊗R (1R ⊗ h(2))(1R ⊗ k(2))
= (ab⊗ h(1)k(1))⊗R (1R ⊗ h(2)k(2))
= (ab⊗ (hk)(1))⊗R (1R ⊗ (hk)(2))
= ∆(ab⊗ hk) = ∆((a⊗ h)(b⊗ k)).
Resta mostrarmos que ε é um caracter à direita no R-anel (R⊗H, s).
De fato, claro que ε(1R⊗1H) = 1R e como ε é morﬁsmo de R-bimódulos
temos ε((a⊗ h)s(b)) = ε(a⊗ h)b. Agora, para quaisquer a⊗ h, b⊗ k ∈
R⊗H temos
ε(s(ε(a⊗ h))(b⊗ k)) = ε(s(aε(h))(b⊗ k))
= ε(ε(h)(a(0) ⊗ a(1))(b⊗ k))
= ε(ε(h)(a(0)b⊗ a(1)k))
= ε(a(0)bε(h)⊗ a(1)k)
= a(0)bε(h)ε(a(1)k)
= a(0)ε(a(1))bε(hk)
= abε(hk)
= ε(ab⊗ hk)
= ε((a⊗ h)(b⊗ k)).
Concluímos assim que R⊗k H é um R-bialgebróide à direita.
Exemplo 2.13 Seja H uma álgebra de Hopf cocomutativa e R um H-
módulo álgebra à esquerda comutativo. Então o produto smash R#H,
o qual é uma k-álgebra, isomorfa a R⊗k H como k-módulo, com mul-
tiplicação, dada para todo (r#h), (s#k) ∈ R#H, por (r#h)(s#k) =
r(h(1) . s)#h(2)k e unidade 1R#1H , é um R-bialgebróide à direita. Os
morﬁsmos source e target são iguais a s(r) = t(r) = r#1H .
É claro que s e t são morﬁsmos de k-álgebra e que comutam na ima-
gem, pois R é comutativo. Segue que t á antimorﬁsmo de álgebras.
Portanto, temos uma estrutura de R ⊗ Rop-anel em R#H. Denota-
mos a ação de H em R, por h . r e as ações de R em R#H, por
r · (a#k) · r′, para quaisquer r, r′ ∈ R, h ∈ H e a#k ∈ R#H. Va-
mos deﬁnir uma estrutura de R-coanel em R#H deﬁnindo o coproduto
∆ : R#H −→ (R#H)⊗R(R#H) por ∆(r#h) = (r#h(1))⊗R(1R#h(2))
e counidade ε : R#H −→ R deﬁnida por ε(r#h) = S(h) . r, para todo
r#h ∈ R#H.
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Vamos ver que ∆ e ε são morﬁsmos de R-bimódulos. De fato, antes
note que só precisamos mostrar por um lado, pois as ações, à direita e
à esquerda, de R em R#H são iguais, devido ao fato que os morﬁsmos
sorce e target são iguais, e também R é comuativo. Portanto, para
quaisquer a#h ∈ R#H e r ∈ R temos
∆((a#h) · r) = ∆((a#h)(r#1H))
= ∆(a(h(1) . r)#h(2))
= (a(h(1) . r)#h(2)(1))⊗R (1R#h(2)(2))
= (a(h(1)(1) . r)#h(1)(2))⊗R (1R#h(2))
= (a#h(1))(r#1H)⊗R (1R#h(2))
= (a#h(1)) · r ⊗R (1R#h(2))
= (a#h(1))⊗R r · (1R#h(2))
= (a#h(1))⊗R (1R#h(2)) · r
= ∆(a#h) · r.
Também temos
ε((a#h) · r) = ε(a(h(1) . r)#h(2))
= S(h(2)) . (a(h(1) . r))
= (S(h(3)) . a)(S(h(2))h(1) . r)
= (S(h(3)) . a)(S(h(1))h(2) . r)
= (S(h(2)) . a)(ε(h(1))1Rr)
= (S(h) . a)r
= ε(a#h)r.
Agora note que o coproduto, deﬁnido nesse exemplo, é o mesmo do
exemplo anterior. Portanto, basta mostrarmos a counitalidade para
obtermos uma estrutura de R-coanel em R#H. De fato, para todo
a#h ∈ R#H, denote B = R#H, assim temos
(B ⊗ ε)∆(a#h) = (B ⊗ ε)((a#h(1))⊗R (1R#h(2)))
= (a#h(1)) · (S(h(2)) . 1R)
= (a#h(1)) · (ε(S(h(2)))1R)
= (a#h(1))ε(h(2))
= a#h.
Também temos
(ε⊗B)∆(a#h) = (ε⊗B)((a#h(1))⊗R (1R#h(2)))
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= (S(h(1)) . a) · (1R#h(2))
= (1R#h(2))((S(h(1)) . a)#1H)
= (h(2)S(h(1)) . a)#h(3)
= (h(1)S(h(2)) . a)#h(3)
= (ε(h(1))1Ra)#h(2)
= a#h.
Vamos ver agora que ∆(B) ⊆ B×rR B. De fato, para quaisquer a#h ∈
R#H, r ∈ R, temos
s(r)(a#h(1))⊗R (1R#h(2)) = (r#1H)(a#h(1))⊗R (1R#h(2))
= (ra#h(1))⊗R (1R#h(2))
= (ra#h(1)ε(h(2)))⊗R (1R#h(3))
= (a(ε(h(1))1H . r)#h(2))⊗R (1R#h(3))
= (a(h(1)S(h(2)) . r)#h(3))⊗R (1R#h(4))
= (a(h(1).(S(h(3)).r))#h(2))⊗R(1R#h(4))
= (a#h(1))(S(h(2)) . r#1H)⊗R (1R#h(3))
= (a#h(1)) · (S(h(2)) . r)⊗R (1R#h(3))
= (a#h(1))⊗R (S(h(2)) . r) · (1R#h(3))
= (a#h(1))⊗R (1R#h(3))(S(h(2)).r#1H)
= (a#h(1))⊗R (h(3)S(h(2)) . r)#h(4)
= (a#h(1))⊗R (h(2)S(h(3)) . r#h(4))
= (a#h(1))⊗R (ε(h(2))r#h(3))
= (a#h(1))⊗R (r#h(2))
= (a#h(1))⊗R (r#1H)(1R#h(2))
= (a#h(1))⊗R t(r)(1R#h(2)).
Vamos ver que ∆ é morﬁsmo de k-álgebras. Para tanto, basta veriﬁ-
carmos que ∆ é multiplicativo, pois já mostramos que ∆ é morﬁsmo de
R-bimódulos. De fato, para quaisquer (a#h), (r#k) ∈ R#H, temos
∆(a#h)∆(r#k) = ((a#h(1))⊗R (1R#h(2)))((r#k(1))⊗R (1R#k(2)))
= (a#h(1))(r#k(1))⊗R (1R#h(2))(1R#k(2))
= (a(h(1) . r)#h(2)k(1))⊗R ((h(3) . 1R)#h(4)k(2))
= (a(h(1) . r)#h(2)k(1))⊗R (ε(h(3))1R#h(4)k(2))
= (a(h(1) . r)#h(2)k(1))⊗R (1R#h(3)k(2)),
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por outro lado,
∆((a#h)(r#k)) = ∆(a(h(1) . r)#h(2)k)
= (a(h(1) . r)#h(2)k(1)))⊗R (1R#h(3)k(2)).
Vamos ver agora que ε é caracter à direita em (R#H, s). De fato, para
quaisquer a#h, r#k ∈ R#H, temos
ε(s(ε(a#h))(r#k)) = ε(s(S(h) . a)(r#k))
= ε(((S(h) . a)#1H)(r#k))
= ε((S(h) . a)r#k)
= S(k) . ((S(h) . a)r)
= (S(k(2))S(h) . a)(S(k(1)) . r)
= (S(hk(2)) . a)(S(k(1)) . r),
por outro lado,
ε((a#h)(r#k)) = ε(a(h(1) . r)#h(2)k)
= S(h(2)k) . (a(h(1) . r))
= (S(h(3)k(2)) . a)(S(h(2)k(1))h(1) . r))
= (S(h(3)k(2)) . a)(S(h(1)k(1))h(2) . r))
= (S(h(3)k(2)) . a)(S(k(1))cS(h(1))h(2) . r))
= (S(h(2)k(2)) . a)(S(k(1))ε(h(1))1R . r)
= (S(hk(2)) . a)(S(k(1)) . r).
Segue portanto, que ε é caracter à direita. Dessa forma, concluímos
que R#H é um R-bialgebróide à direita.
2.2 Dualidade
Apresentamos na Seção 1.5 um estudo sobre a dualidade entre R-
anéis e R-coanéis. Nesta seção vamos estudar um pouco da dualidade
de R-bialgebróides.
Os axiomas de biálgebras são auto-duais, ou seja, os diagramas que
expressam os axiomas de uma biálgebra, não se alteram quando as ﬂe-
chas são invertidas. Como consequência disso, se uma biálgebra B é
projetiva e ﬁnitamente gerada como k-módulo, então o dual tem uma
estrutura de biálgebra também, a qual é a estrutura transposta da es-
trutura de biálgebra em B. Em contraste com esta característica de
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biálgebras, os axiomas de biálgebróides não são auto-duais nesse sen-
tido. Pelo que estudamos na Seção 1.5, se B é um R-biálgebróide (à
direita ou à esquerda) projetivo e ﬁnitamente gerado como R-módulo
(à direita ou à esquerda), o seu dual (à direita ou à esquerda) tem
estruturas de R-anel e R-coanel. Mas não é claro que estas estrutu-
ras constituem um R-bialgebróide. O primeiro a mostrar este fato foi
Schauenburg em [26]. Um estudo mais detalhado pode ser encontrado
no artigo [15]. Seguimos aqui nossa referência principal [7], que está
mais próximo de ([15], Proposição 2.5).
Proposição 2.14 Seja B um R-bialgebróide à esquerda, o qual é pro-
jetivo ﬁnitamente gerado como R-módulo à esquerda (via a multiplica-
ção à esquerda do source). Então o dual à esquerda ∗B :=RHom(B,R)
possui uma estrutura de R-bialgebróide à direita.
Demonstração: Aplicando a Proposição 1.42 para oR-coanel (B,∆, ε),
obtemos uma estrutura de R-anel em ∗B. O morﬁsmo unidade é ∗s :
R −→∗B, r 7−→ ε(−)r, para todo r ∈ R, e o produto de convolução é
dado por
(ϕ ∗l ψ)(b) = ψ(b(1) · ϕ(b(2))) = ψ(t(ϕ(b(2)))b(1)),
para quaisquer ψ,ϕ ∈ ∗B e b ∈ B. Agora aplicando a versão simétrica
da proposição 1.45 para o R-anel (B, s), cuja estrutura de R-bimódulo
é dada por
r I b J r′ = s(r)bs(r′),
para quaisquer r, r′ ∈ R e b ∈ B, obtemos uma estrutura de R-coanel
em ∗B. Desta forma, ∗B tem estrutura de R-bimódulo dada por
(r ⇀ ϕ · r′)(b) = ϕ(bs(r))r′,
para quaisquer ϕ ∈ ∗B e r, r′ ∈ R. Em particular,
ε · r = ε(−)r =∗ s(r).
Deﬁnimos ∗t : R −→∗B, r 7−→ r ⇀ ε, dessa forma
∗t(r)(b) = (r ⇀ ε)(b) = ε(bs(r)).
Deﬁnimos também a counidade ∗ε : ∗B −→ R, ϕ 7−→ ϕ(1B) e o copro-
duto ∗∆: ∗B −→ ∗B ⊗R∗B, dado em termos da base dual {xi ∈ B}ni=1,
{ρi ∈ ∗B}, por
∗∆(ϕ) =
n∑
i=1
ρi ⊗R ϕ(−xi),
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para todo ϕ ∈ ∗B. Agora, temos que mostrar as condições restantes
para ∗B ser bialgebróide à direita. Primeiro, note que a estrutura de
R-bimódulo em ∗B, r ⇀ ϕ · r′, coincide com ϕ ∗l ∗s(r′) ∗l ∗t(r), para
quaisquer r, r′ ∈ R e ϕ ∈ ∗B. De fato, antes note que
∆(s(r)) = ∆(r · 1B) = r ·∆(1B) = r · 1B ⊗ 1B = s(r)⊗ 1B ,
dessa forma
(ϕ ∗l∗t(r))(b) =∗ t(r)(t(ϕ(b(2)))b(1))
= ε(t(ϕ(b(2)))b(1)s(r)
= ε(b(1)s(r) · ϕ(b(2)))
= ε(b(1)s(r))ϕ(b(2))
= ϕ(ε(b(1)s(r)) · b(2))
= ϕ(ε((bs(r))(1))(bs(r))(2))
= ϕ(bs(r))
= (r ⇀ ϕ)(b).
Por outro lado,
(ϕ ∗l∗s(r))(b) = ∗s(r)(t(ϕ(b(2)))b(1))
= ε(t(ϕ(b(2)))b(1))r
= ε(b(1))ϕ(b(2))r
= ϕ(ε(b(1)) · b(2))r
= ϕ(b)r
= (ϕ · r)(b),
para quaisquer r ∈ R, ϕ ∈ ∗B e b ∈ B. vamos ver agora que as
imagens de ∗s e ∗t comutam, que ∗s é morﬁsmo de álgebras e que ∗t é
antimorﬁsmo de álgebras. De fato, para quaisquer r, r′ ∈ R e b ∈ B,
temos
(∗t(r) ∗l∗s(r′))(b) = (∗t(r) · r′)(b)
= ∗t(r)(b)r′
= ε(bs(r))r′
= ∗s(r′)(bs(r))
= (r ⇀ ∗s(r′))(b)
= (∗s(r′) ∗l∗t(r))(b).
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Também temos
(∗t(r) ∗l∗t(r′))(b) = (r′ ⇀∗t(r))(b)
=∗ t(r)(bs(r′))
= ε(bs(r′)s(r))
= ε(bs(r′r))
= ∗t(r′r)(b)
e ainda
(∗s(r) ∗l∗s(r′))(b) = (∗s(r) · r′)(b)
=∗ s(r)(b)r′
= ε(b)rr′
= ∗s(rr′)(b).
Portanto, temos que (∗B, ∗s, ∗t) é um Re- anel. Agora denote o R-anel
(B, s) por B(s) e considere a seguinte aplicação
(̂ ) : ∗B ⊗R∗B → RHom(B(s) ⊗R B(s), R)
ϕ⊗ ψ 7→ ϕ̂⊗ ψ,
em que ϕ̂⊗ ψ(a ⊗ b) = ψ(a J ϕ(b)) = ψ(as(ϕ(b))), para quaisquer
ϕ ⊗ ψ ∈ ∗B ⊗R ∗B e a ⊗ b ∈ B(s) ⊗R B(s). Claro que (̂ ) está bem
deﬁnida, pois
ϕ̂⊗ ψ(r I a⊗ b) = ψ(s(r)a J ϕ(b))
= ψ(s(r)as(ϕ(b)))
= ψ(r · as(ϕ(b)))
= rψ(as(ϕ(b)))
= rϕ̂⊗ ψ(a⊗ b) (2.22)
e também
ϕ̂⊗ ψ(a J r ⊗ b) = ψ((a J r) J ϕ(b))
= ψ((a J rϕ(b))
= ψ((a J ϕ(r · b))
= ψ((a J ϕ(r I b))
= ϕ̂⊗ ψ(a⊗ r I b).
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Mostremos que (̂ ) é uma bijeção. De fato, deﬁna
(˜ ) : RHom(B
(s) ⊗R B(s), R) → ∗B ⊗R∗B
F 7→ F˜ ,
em que F˜ :=
∑n
i,j=1 ρi ⊗ ρj · F (xj ⊗ xi).
Vamos ver que (˜ ) é inversa de (̂ ). De fato, para quaisquer ϕ ⊗ ψ ∈
∗B ⊗R∗B, a⊗ b ∈ B(s) ⊗R B(s) e F ∈ RHom(B(s) ⊗R B(s), R), temos
̂˜
F =
̂
(
n∑
i,j=1
ρi ⊗ ρj · F (xj ⊗ xi))(a⊗ b)
=
n∑
i,j=1
(ρj · F (xj ⊗ xi))(a J ρi(b))
=
n∑
i,j=1
ρj(a J ρi(b))F (xj ⊗ xi)
=
n∑
i,j=1
F (ρj(a J ρi(b)) · xj ⊗ xi)
=
n∑
i=1
F (a J ρi(b)⊗ xi)
=
n∑
i=1
F (a⊗ ρi(b) I xi)
= F
(
a⊗
n∑
i=1
ρi(b) · xi
)
= F (a⊗ b),
por outro lado, temos
˜̂
ϕ⊗ ψ =
n∑
i,j=1
ρi ⊗ ρj · ϕ̂⊗ ψ(xj ⊗ xi)
=
n∑
i,j=1
ρi ⊗ ρj · (ψ(xj J ϕ(xi)))
=
n∑
i,j=1
ρi ⊗ ρj · (ϕ(xi) ⇀ ψ)(xj)
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=n∑
i=1
ρi ⊗ ϕ(xi) ⇀ ψ
=
n∑
i=1
ρi · ϕ(xi)⊗ ψ
= ϕ⊗ ψ.
Agora note que
∗̂∆(ϕ)(a⊗ b) =
̂n∑
i=1
ρi ⊗ ϕ(−xi)(a⊗ b)
=
n∑
i=1
ϕ((a J ρi(b))xi)
=
n∑
i=1
ϕ(a(ρi(b) I xi))
= ϕ
(
a
(
n∑
i=1
ρi(b) · xi
))
= ϕ(ab),
por outro lado,
∗̂∆(ϕ)(a⊗ b) = ϕ(2)(a J ϕ(1)(b))
= ϕ(2)(as(ϕ(1)(b))),
ou seja, para quaisquer a, b ∈ B e ϕ ∈ ∗B, temos
ϕ(ab) = ϕ(2)(as(ϕ(1)(b))).
Vamos mostrar agora que a imagem de ∗∆ está contida em ∗B ×rR ∗B.
De fato, antes note que para quaisquer ϕ ∈ ∗B, b ∈ B e r ∈ R, temos
(∗s(r) ∗l ϕ)(b) = ϕ(t(∗s(r)(b(2)))b(1))
= ϕ(t(ε(b(2))r)b(1))
= ϕ(t(r)t(ε(b(2)))b(1))
= ϕ(t(r)b),
também temos,
(∗t(r) ∗l ϕ)(b) = ϕ(t(∗t(r)(b(2)))b(1))
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= ϕ(t(ε(b(2)s(r)))b(1))
= ϕ(t(ε(b(2)))b(1)t(r))
= ϕ(bt(r)).
Portanto, temos
̂(∗s(r) ∗l ϕ(1) ⊗R ϕ(2))(a⊗ b) = ϕ(2)(a J (∗s(r) ∗l ϕ(1))(b))
= ϕ(2)(a J ϕ(1)(t(r)b))
= ϕ(at(r)b),
por outro lado,
̂(ϕ(1) ⊗∗R t(r) ∗l ϕ(2))(a⊗ b) =∗ t(r) ∗l ϕ(2)(a J ϕ(1)(b))
= ϕ(2)(as(ϕ(1)(b))t(r))
= ϕ(2)(at(r) J ϕ(1)(b))
= ϕ(at(r)b).
Portanto, a imagem de ∗∆ está contida em ∗B ×rR ∗B. Vamos mostrar
agora que ∗∆ é morﬁsmo de álgebras. De fato, queremos mostrar que
∗∆(ϕ ∗l ψ) = (ϕ ∗l ψ)(1) ⊗R (ϕ ∗l ψ)(2) = ϕ(1) ∗l ψ(1) ⊗R ϕ(2) ∗l ψ(2),
ou seja, queremos mostrar que
(ϕ ∗l ψ)(ab) = (ϕ(2) ∗l ψ(2))(a J (ϕ(1) ∗l ψ(1))(b)),
para quaisquer a, b ∈ B. De fato, temos
ϕ ∗l ψ(ab) = ψ(t(ϕ(a(2)b(2)))a(1)b(1))
= ψ(2)(t(ϕ(a(2)b(2)))a(1) J ψ(1)(b(1)))
= ψ(2)(t(ϕ(2)(a(2) J ϕ(1)(b(2))))a(1)s(ψ(1)(b(1))))
= ψ(2)(t(ϕ(2)(a(2)s(ϕ(1)(b(2)))))a(1)s(ψ(1)(b(1))))
= ψ(2)(t(ϕ(2)(a(2)))a(1)t(ϕ(1)(b(2)))s(ψ(1)(b(1)))),
por outro lado,
(ϕ(2) ∗l ψ(2))(a J (ϕ(1) ∗l ψ(1))(b))
= (ϕ(2) ∗l ψ(2))(as((ϕ(1) ∗l ψ(1))(b)))
= ψ(2)(t(ϕ(2)(a(2)))a(1)s((ϕ(1) ∗l ψ(1))(b)))
= ψ(2)(t(ϕ(2)(a(2)))a(1)s(ψ(1)(t(ϕ(1)(b(2)))b(1))))
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= ψ(2)(t(ϕ(2)(a(2)))a(1)s((
∗s(ϕ(1)(b(2))) ∗l ψ(1))(b(1))))
= (∗t(ϕ(1)(b(2))) ∗l ψ(2))(t(ϕ(2)(a(2)))a(1)s(ψ(1)(b(1))))
= ψ(2)(t(ϕ(2)(a(2)))a(1)s(ψ(1)(b(1)))t(ϕ(1)(b(2))))
= ψ(2)(t(ϕ(2)(a(2)))a(1)t(ϕ(1)(b(2)))s(ψ(1)(b(1)))).
Segue daí a igualdade. Portanto, concluímos que ∗∆ é morﬁsmo de
álgebras. Agora vamos ver que ∗ε é caracter à direita em (∗B,∗s). De
fato, para quaisquer ϕ,ψ ∈ ∗B, temos
∗ε(1∗B) = ∗ε(ε) = ε(1B) = 1R,
também temos
∗ε(∗s(∗ε(ϕ)) ∗lψ) =∗ε(∗s((ϕ)(1B)) ∗lψ)
= (∗s((ϕ)(1B)) ∗lψ)(1B)
= ψ(t(∗s(ϕ(1B))(1B))1B)
= ψ(t(ε(1B)ϕ(1B))1B)
= ψ(t(ϕ(1B))1B)
= (ϕ ∗l ψ)(1B)
=∗ ε(ϕ ∗l ψ).
Concluímos assim a proposição.
2.3 Construções de Novos Bialgebróides
Veremos nesta seção alguns exemplos de bialgebróides que são for-
necidos por construções a partir de outros conhecidos.
2.3.1 Twist de Drinfeld
Um twist de Drinfel de uma biálgebra B, sobre um anel comutativo
k, é uma biálgebra com a mesma estrutura de álgebra de B, e copro-
duto torcido por um 2-cociclo normalizado em B (chamado de elemento
Drinfel'd). Nesta subseção veremos o análogo twist de Drinfel para bi-
algebróides visto em [27] Seção 6.3. Torções mais gerais, a quais não
correspondem a elementos Drinfel'd, são estudados em [31].
Deﬁnição 2.15 Seja B um R-bialgebróide à direita. Um elemento J
invertível em B ×rR B, é chamado um 2-cociclo normalizado em B,
quando satisfaz as condições:
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(i) (t(r)⊗R s(r′))J = J(t(r)⊗R s(r′)) ∀ r, r′ ∈ R (bilinearidade);
(ii) (J ⊗R 1B)((∆⊗R B)(J)) = (1B ⊗R J)((B ⊗R ∆)(J)) (condição
de cociclo);
(iii) (ε⊗R B)(J) = 1B = (B ⊗R ε)(J) (normalização).
Proposição 2.16 Seja J um 2-cociclo normalizado em B, um bialge-
bróide à direita sobre R. Então o Re-anel (B, s, t), a counidade ε de B
e a forma torcida ∆J := J∆(−)J−1 do coproduto ∆ em B, constitui
um R-bialgebróide à direita BJ .
Demonstração: Primeiramente vamos ver que ∆J é morﬁsmo de R-
bimódulos. Antes, note que
(t(r)⊗R s(r′))J−1 = J−1(t(r)⊗R s(r′)). (2.23)
Portanto, para quaisquer r, r′ ∈ R e b ∈ B, por simplicidade vamos
denotar J = Ji⊗R J i e J−1 = Kj ⊗RKj , omitindo o somatório, assim
temos
∆J(r · b · r′) = J∆(r · b · r′)J−1
= J(r · b(1) ⊗ b(2) · r′)J−1
= J(b(1)t(r)⊗ b(2)s(r′))J−1
= Jib(1)t(r)Kj ⊗ J ib(2)s(r′)Kj
= Jib(1)Kjt(r)⊗ J ib(2)Kjs(r′) (por 2.23)
= r · Jib(1)Kj ⊗ J ib(2)Kj · r′
= r ·∆J(b) · r′.
Vamos mostrar agora a coassociatividade de ∆J . De fato, antes note
que
((∆⊗R B)(J))−1 = (∆⊗R B)(J−1)
e como
(1B ⊗R J)((B ⊗R ∆)(J)) = (J ⊗R 1B)((∆⊗R B)(J)),
temos, aplicando os inversos em ambos os lados, que
((B ⊗R ∆)(J−1))(1B ⊗R J−1) = ((∆⊗R B)(J−1))(J−1 ⊗ 1B).
Portanto, para todo b ∈ B, temos
(B ⊗R ∆J)∆J(b)
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= (B ⊗R ∆J)(J∆(b)J−1)
= (B ⊗R ∆J)(Jib(1)Kj ⊗ J ib(2)Kj)
= Jib(1)Kj ⊗ J∆(J ib(2)Kj)J−1
= (1B ⊗R J)(Jib(1)Kj ⊗∆(J ib(2)Kj))(1B ⊗R J−1)
= (1B ⊗R J)(B ⊗R ∆)(J∆J−1)(1B ⊗R J−1)
= (1B ⊗RJ)(B ⊗R∆)(J)((B ⊗R ∆)∆(b))(B ⊗R ∆)(J−1)(1B⊗RJ−1)
= (J ⊗R1B)(∆⊗RB)(J)((∆⊗R B)∆(b))(∆⊗R B)(J−1)(J−1⊗R1B)
= (J ⊗R 1B)(∆⊗R B)(J∆(b)J−1)(J−1 ⊗R 1B)
= (∆J ⊗R B)∆J(b).
Agora note que J−1 ∈ B ×rR B. De fato, para todo r ∈ R, temos
(s(r)Kj ⊗Kj)J = s(r)KjJi ⊗KjJ i
= s(r)⊗ 1B
= 1B · r ⊗ 1B
= 1B ⊗ r · 1B
= 1B ⊗ t(r)
= KjJi ⊗ t(r)KjJ i
= (Kj ⊗ t(r)Kj)J, (2.24)
multiplicando por J−1, temos s(r)Kj⊗Kj = Kj⊗ t(r)Kj . Agora note
que
1B = (ε⊗R B)(1B ⊗ 1B) = (ε⊗R B)(JiKj ⊗ J iKj)
= ε(JiKj) · J iKj
= J iKjt(ε(JiKj))
= J iKjt(ε(s(ε(Ji))Kj))
= J it(ε(Ji))K
jt(ε(Kj))
= Kjt(ε(Kj)) (por (iii)),
também temos
1B = (B ⊗R ε)(1B ⊗ 1B) = (B ⊗ ε)(KjJi ⊗KjJ i)
= KjJi · ε(KjJ i)
= KjJi · ε(s(ε(Kj))J i)
= KjJi · ε(J is(ε(Kj))) (por (i))
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= KjJi · ε(J i)ε(Kj)
= KjJis(ε(J
i))s(ε(Kj))
= Kjs(ε(K
j))
= Kj · ε(Kj).
Segue portanto, para todo b ∈ B,
(ε⊗R B)∆J(b) = (ε⊗R B)(Jib(1)Kj ⊗ J ib(2)Kj)
= ε(Jib(1)Kj) · J ib(2)Kj
= ε(s(ε(Ji))b(1)Kj) · J ib(2)Kj
= ε(b(1)Kj) · J it(ε(Ji))b(2)Kj
= ε(b(1)Kj) · b(2)Kj
= ε(s(ε(b(1)))Kj) · b(2)Kj
= ε(Kj) · b(2)t(ε(b(1)))Kj
= ε(Kj) · bKj
= bKjt(ε(Kj))
= b,
também temos
(B ⊗R ε)∆J(b) = (B ⊗R ε)(Jib(1)Kj ⊗ J ib(2)Kj)
= Jib(1)Kj · ε(J ib(2)Kj)
= Jib(1)Kj · ε(s(ε(J ib(2)))Kj)
= Jib(1)Kj · ε(t(ε(J ib(2)))Kj)
= Jib(1)s(ε(J
ib(2)))Kj · ε(Kj)
= Jib(1)s(ε(t(ε(J
i))b(2)))
= Jis(ε(J
i))b(1)s(ε(b(2)))
= b(1)s(ε(b(2)))
= b.
É claro que a imagem de ∆J está contida em B×rRB, pois J ∈ B×rRB.
Temos também que ∆J é morﬁsmo de álgebras, pois para quaisquer
a, b ∈ B, temos
∆J(ab) = J∆(ab)J
−1
= J∆(a)∆(b)J−1
84
= J∆(a)J−1J∆(b)J−1
= ∆J(a)∆J(b).
Portanto, concluímos que BJ é um R-bialgebróide à direita.
2.3.2 Twist por 2-cociclo
De maneira dual à construção na seção anterior, pode-se deixar o
coproduto inalterado e torcer o produto. Seja B um R-bialgebróide à
esquerda, podemos munir o Re-módulo produto tensorial B⊗ReB (com
respeito as ações à direita (à esquerda) dadas pelas multiplicações (à
esquerda) de s e t) com uma estrutura de R-coanel, que tem estrutura
de R-bimódulo dada por r · (a⊗ b) · r′ = s(r)t(r′)a⊗ b, para quaisquer
r, r′ ∈ R e a⊗ b ∈ B⊗ReB. Deﬁnimos como coproduto
a⊗ b 7−→ (a(1) ⊗ b(1))⊗R (a(2) ⊗ b(2))
e counidade
a⊗ b 7−→ ε(ab).
Portanto, podemos considerar a álgebra de convolução correspondente
RHomR(B⊗ReB,R), com produto
(f  g)(a⊗ b) := f(a(1) ⊗ b(1))g(a(2) ⊗ b(2)).
Deﬁnição 2.17 Seja B um R-bialgebróide à esquerda. Um elemento
invertível σ ∈ RHomR(B ⊗ReB,R) é chamado 2-cociclo normali-
zado em B, quando satisfaz, para quaisquer r, r′ ∈ R, a, b e c ∈ B, as
seguintes condições:
(i) σ(s(r)t(r′)a, b) = rσ(a, b)r′ (bilinearidade);
(ii) σ(a, s(σ(b(1), c(1)))b(2)c(2)) = σ(s(σ(a(1), b(1)))a(2)b(2), c) (con-
dição de cociclo);
(iii) σ(1B , a) = ε(a) = σ(a, 1B) (normalização);
(iv) σ(a, bs(r)) = σ(a, bt(r)),
em que (a, b) denota elementos em B ⊗Re B.
Proposição 2.18 Sejam B um R-bialgebróide à esquerda e σ um 2-
cociclo normalizado em B, com inversa σ˜. Então o source s : R −→ B,
o target t : R −→ B, o R-coanel (B,∆, ε) e o produto torcido, deﬁnido
para quaisquer a, b ∈ B, por
a ·σ b := s(σ(a(1), b(1)))t(σ˜(a(3), b(3)))a(2)b(2),
constituem um R-bialgebróide à esquerda denotado por Bσ.
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Demonstração: Primeiro vamos ver que s e t são morﬁsmo de álgebras
e que suas imagens comutam. De fato, antes note que para todo r ∈ R,
temos
(B ⊗∆)∆(s(r)) = s(r)⊗ 1B ⊗ 1B = (∆⊗B)∆(s(r))
e
(B ⊗∆)∆(t(r)) = 1B ⊗ 1B ⊗ t(r) = (∆⊗B)∆(t(r)).
Também, para todo b ∈ B, temos
ε(b) = σ(b(1), 1B)σ˜(b(2), 1B)
= σ˜(s(σ(b(1), 1B))b(2), 1B)
= σ˜(s(ε(b(1)))b(2), 1B)
= σ˜(ε(b(1)) · b(2), 1B)
= σ˜(b, 1B).
Analogamente tem-se σ˜(1B , b) = ε(b). Portanto, para quaisquer r, r′ ∈
R, temos
s(r) ·σ s(r′) = s(σ(s(r), s(r′)))t(σ˜(1B , 1B))
= s(rσ(1B , s(r
′)))t(ε(1B))
= s(rε(s(r′)))
= s(rr′) (por 2.3),
também
t(r) ·σ t(r′) = s(σ(1B , 1B)t(σ˜(t(r), t(r′))
= t(σ˜(t(r), t(r′))
= t(ε(t(r′))r)
= t(r′r) (por 2.3).
Agora temos
t(r) ·σ s(r′) = s(σ(1B , s(r′)))t(σ˜(t(r), 1B))
= s(ε(s(r′)))t(ε(t(r)))
= s(σ(s(r′), 1B))t(σ˜(1B , t(r)))
= s(r′) ·σ t(r).
Segue que (Bσ, s, t) é umRe-anel. Denotemos a estrutura deR-bimódulo
em Bσ por r . b / r′ = s(r) ·σ t(r′) ·σ b. Veremos então que ∆(Bσ) ⊆
Bσ ×lR Bσ. De fato, para quaisquer b ∈ B e r ∈ R, temos
b(1) ·σ t(r)⊗ b(2) = s(σ(b(1), 1B))t(σ˜(b(3), t(r)))b(2) ⊗ b(4)
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= s(σ(b(1), 1B))t(σ˜(b(3), (1R ⊗ r) · 1B))b(2) ⊗ b(4)
= s(σ(b(1), 1B))t(σ˜(b(3) · (1R ⊗ r), 1B))b(2) ⊗ b(4)
= s(ε(b(1)))t(σ˜(b(3)t(r), 1B))b(2) ⊗ b(4)
= s(ε(b(1)))t(σ˜(b(3), 1B))b(2) ⊗ b(4)s(r)
= s(ε(b(1)))t(ε(b(3)))b(2) ⊗ b(4)s(r)
= s(ε(b(1)))b(2) ⊗ b(3)s(r)
= b(1) ⊗ b(2)s(r),
por outro lado,
b(1) ⊗ b(2) ·σ s(r) = b(1) ⊗ s(σ(b(2), s(r)))t(σ˜(b(4), 1B))b(3)
= b(1) ⊗ s(σ(b(2), (r ⊗ 1B) · 1B))t(σ˜(b(4), 1B))b(3)
= b(1) ⊗ s(σ(b(2) · (r ⊗ 1B), 1B))t(σ˜(b(4), 1B))b(3)
= b(1) ⊗ s(σ(b(2)s(r), 1B))t(ε(b(4)))b(3)
= b(1) ⊗ s(ε(b(2)s(r)))t(ε(b(4)))b(3)
= b(1)t(r)⊗ s(ε(b(2)))b(3)
= b(1)t(r)⊗ b(2)
= b(1) ⊗ b(2)s(r).
Vamos ver que ∆ é morﬁsmo de álgebras. De fato, para quaisquer
a, b ∈ B, temos
∆(a ·σ b) = ∆(s(σ(a(1), b(1)))t(σ˜(a(3), b(3)))a(2)b(2))
= σ(a(1), b(1)) ·∆(a(2)b(2)) · σ˜(a(3), b(3))
= σ(a(1), b(1)) ·∆(a(2))∆(b(2)) · σ˜(a(3), b(3))
= σ(a(1), b(1)) · a(2)b(2) ⊗ a(3)b(3) · σ˜(a(4), b(4))
= s(σ(a(1), b(1)))a(2)b(2) ⊗ t(σ˜(a(4), b(4)))a(3)b(3),
por outro lado,
∆(a) ·σ ∆(b) = a(1) ·σ b(1) ⊗ a(2) ·σ b(2)
= s(σ(a(1)(1), b(1)(1)))t(σ˜(a(1)(3), b(1)(3)))a(1)(2)b(1)(2)⊗
s(σ(a(2)(1), b(2)(1)))t(σ˜(a(2)(3), b(2)(3)))a(2)(2)b(2)(2)
= s(σ(a(1), b(1)))t(σ˜(a(3), b(3)))a(2)b(2)⊗
s(σ(a(4), b(4)))t(σ˜(a(6), b(6)))a(5)b(5)
= s(σ(a(1), b(1)))a(2)b(2)⊗
s(σ˜(a(3), b(3)))s(σ(a(4), b(4)))t(σ˜(a(6), b(6)))a(5)b(5)
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= s(σ(a(1), b(1)))a(2)b(2)⊗
s(σ˜(a(3), b(3))σ(a(4), b(4)))t(σ˜(a(6), b(6)))a(5)b(5)
= s(σ(a(1), b(1)))a(2)b(2)⊗
s(ε(a(3)b(3)))t(σ˜(a(5), b(5)))a(4)b(4)
= s(σ(a(1), b(1)))a(2)b(2)⊗
t(σ˜(a(5), b(5)))s(ε(a(3)b(3)))a(4)b(4)
= s(σ(a(1), b(1)))a(2)b(2) ⊗ t(σ˜(a(4), b(4)))a(3)b(3).
Mostremos agora que ∆ é morﬁsmo de R-bimódulos. De fato, para
quaisquer r ∈ R e b ∈ B, temos
∆(r . b) = ∆(s(r) ·σ b)
= ∆(s(r)) ·σ ∆(b)
= s(r) ·σ b(1) ⊗ b(2)
= r . b(1) ⊗ b(2)
= r .∆(b),
também temos
∆(b / r) = ∆(t(r) ·σ b)
= ∆(t(r)) ·σ ∆(b)
= b(1) ⊗ t(r) ·σ b(2)
= b(1) ⊗ b(2) / r
= ∆(b) / r.
Mostremos agora que ε é morﬁsmo de R-bimódulos. De fato, para
quaaisquer r ∈ R e b ∈ B, temos
ε(r . b) = ε(s(r) ·σ b)
= ε(s(σ(s(r), b(1)))t(σ˜(1B , b(3))b(2))
= σ(s(r), b(1))ε(b(2))σ˜(1B , b(3))
= σ(s(r), b(1))σ˜(s(ε(b(2))), b(3))
= σ(s(r), b(1))σ˜(1B , s(ε(b(2)))b(3))
= rσ(1B , b(1))σ˜(1B , b(2))
= rε(b),
também temos
ε(b / r) = ε(t(r) ·σ b)
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= ε(s(σ(1B , b(1)))t(σ˜(t(r), b(3)))b(2))
= σ(1B , b(1))ε(b(2))σ˜(t(r), b(3))
= ε(b(1))ε(b(2))σ˜(1B , t(r)b(3))
= ε(s(ε(b(1)))b(2))σ˜(1B , t(r)b(3))
= ε(b(1))ε(t(r)b(2))
= ε(b(1))ε(b(2))r
= ε(s(ε(b(1)))b(2))r
= ε(b)r.
Mostremos agora a counitalidade. De fato, para todo b ∈ B, temos
b(1) / ε(b(2)) = t(ε(b(2))) ·σ b(1)
= s(σ(1B , b(1)))t(σ˜(t(ε(b(4))), b(3)))b(2)
= s(ε(b(1)))t(σ˜(1B , t(ε(b(4)))b(3)))b(2)
= s(ε(b(1)))t(σ˜(1B , b(3)))b(2)
= s(ε(b(1)))t(ε(b(3)))b(2)
= s(ε(b(1)))b(2)
= b,
também temos
ε(b(1)) . b(2) = s(ε(b(1))) ·σ b(2)
= s(σ(s(ε(b(1))), b(2)))t(σ˜(1B , b(4)))b(3)
= s(ε(b(1))σ(1B , b(2)))t(ε(b(4)))b(3)
= s(ε(b(1)))s(ε(b(2)))b(3)
= s(ε(b(1)))b(2)
= b.
Segue que (Bσ,∆, ε) é um R-coanel. Vamos mostrar agora que ε é
caracter à esquerda em (Bσ, s). De fato, para quaisquer a, b ∈ B,
temos
ε(a ·σ s(ε(b))) = ε(s(σ(a(1), s(ε(b))))t(σ˜(a(3), 1B))a(2))
= ε(s(σ(a(1)s(ε(b)), 1B))t(ε(a(3)))a(2))
= ε(s(σ(a(1)s(ε(b)), 1B))a(2))
= σ(a(1)s(ε(b)), 1B)ε(a(2))
= ε(a(1)s(ε(b)))ε(a(2))
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= ε(a(1)s(ε(b)) · ε(a(2)))
= ε(t(ε(a(2)))a(1)s(ε(b)))
= ε(as(ε(b)))
= ε(ab),
por outro lado,
ε(a ·σ b) = ε(s(σ(a(1), b(1)))t(σ˜(a(3), b(3)))a(2)b(2))
= σ(a(1), b(1))ε(a(2)b(2))σ˜(a(3), b(3))
= σ(a(1), b(1))ε(a(2)s(ε(b(2))))σ˜(a(3), b(3))
= σ(a(1)t(ε(b(2))), b(1))ε(a(2))σ˜(a(3), b(3))
= σ(a(1), t(ε(b(2)))b(1))σ˜(s(ε(a(2)))a(3), b(3))
= σ(a(1), b(1))σ˜(a(2), b(2))
= ε(ab).
Vamos mostrar agora a associatividade do produto torcido. Para tanto,
iremos usar o item (ii) da Deﬁnição 2.17. Antes precisamos de um
resultado análogo para σ˜. Vamos mostrar que, para quaisquer a, b e
c ∈ B, temos
σ˜(t(σ˜(a(2), b(2)))a(1)b(1), c) = σ˜(a, t(σ˜(b(2), c(2)))b(1)c(1)). (2.25)
Antes note que
σ˜(a(1), t(σ˜(b(2), c(2)))b(1)c(1))σ(a(2), s(σ(b(3), c(3)))b(4)c(4))
= σ˜(a(1)t(σ˜(b(2), c(2))), b(1)c(1))σ(a(2)s(σ(b(3), c(3))), b(4)c(4))
= σ˜(a(1), b(1)c(1))σ(a(2)s(σ˜(b(2), c(2)))s(σ(b(3), c(3))), b(4)c(4))
= σ˜(a(1), b(1)c(1))σ(a(2)s(σ˜(b(2), c(2))σ(b(3), c(3))), b(4)c(4))
= σ˜(a(1), b(1)c(1))σ(a(2)s(ε(b(2)c(2))), b(3)c(3))
= σ˜(a(1), b(1)c(1))σ(a(2), s(ε(b(2)c(2)))b(3)c(3))
= σ˜(a(1), b(1)c(1))σ(a(2), b(2)c(2))
= ε(abc), (2.26)
também temos
σ(s(σ(a(1), b(1)))a(2)b(2), c(1))σ˜(t(σ˜(a(4), b(4)))a(3)b(3), c(2))
= σ(a(1), b(1))σ(a(2)b(2), c(1))σ˜(a(3)b(3), c(2))σ˜(a(4), b(4))
= σ(a(1), b(1))ε(a(2)b(2)c)σ˜(a(3), b(3))
= σ(a(1), b(1))ε(a(2)s(ε(b(2)c)))σ˜(a(3), b(3))
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= σ(a(1)t(ε(b(2)c)), b(1))ε(a(2))σ˜(a(3), b(3))
= σ(a(1), t(ε(b(2)c))b(1))σ˜(a(2), b(3))
= σ(a(1), t(ε(b(2)s(ε(c)))b(1))σ˜(a(2), b(3))
= σ(a(1), t(ε(b(2)))b(1)t(ε(c)))σ˜(a(2), b(3))
= σ(a(1), b(1)t(ε(c))σ˜(a(2), b(2))
= σ(a(1), b(1)s(ε(c))σ˜(a(2), b(2)) por (iv)
= σ(a(1), (bs(ε(c)))(1))σ˜(a(2), (bs(ε(c)))(2))
= ε(abs(ε(c)))
= ε(abc) (2.27)
Agora do item (ii) da Deﬁnição 2.17, temos
σ(a, s(σ(b(1), c(1)))b(2)c(2)) = σ(s(σ(a(1), b(1)))a(2)b(2), c)
multiplicando pelo que queremos provar, pela esquerda e pela direita,
temos
σ˜(a(1), t(σ˜(b(2), c(2)))b(1)c(1))σ(a(2), s(σ(b(3), c(3)))b(4)c(4))
σ˜(t(σ˜(a(4), b(6)))a(3)b(5), c(5))
= σ˜(a(1), t(σ˜(b(2), c(2)))b(1)c(1))σ(s(σ(a(2), b(3)))a(3)b(4), c(3))
σ˜(t(σ˜(a(5), b(6)))a(4)b(5), c(4)),
agora usando 2.26 e 2.27, temos
ε(a(1)b(1)c(1))σ˜(t(σ˜(a(3), b(3)))a(2)b(2), c(2))
= σ˜(a(1), t(σ˜(b(2), c(2)))b(1)c(1))ε(a(2)b(3)c(3)).
Desenvolvendo o membro esquerdo, temos
ε(a(1)b(1)c(1))σ˜(t(σ˜(a(3), b(3)))a(2)b(2), c(2))
= ε(a(1)b(1)t(ε(c(1))))σ˜(t(σ˜(a(3), b(3)))a(2)b(2), c(2))
= ε(a(1)b(1))σ˜(t(σ˜(a(3), b(3)))a(2)b(2)s(ε(c(1))), c(2))
= ε(a(1)b(1))σ˜(t(σ˜(a(3), b(3)))a(2)b(2), c)
= ε(a(1)t(ε(b(1))))σ˜(t(σ˜(a(3), b(3)))a(2)b(2), c)
= ε(a(1))σ˜(t(σ˜(a(3), b(3)))a(2)s(ε(b(1)))b(2), c)
= ε(a(1))σ˜(t(σ˜(a(3), b(2)))a(2)b(1), c)
= σ˜(s(ε(a(1)))t(σ˜(a(3), b(2)))a(2)b(1), c)
= σ˜(t(σ˜(a(3), b(2)))s(ε(a(1)))a(2)b(1), c)
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= σ˜(t(σ˜(a(2), b(2)))a(1)b(1), c),
desenvolvendo o membro direito, temos
σ˜(a(1), t(σ˜(b(2), c(2)))b(1)c(1))ε(a(2)b(3)c(3)).
= σ˜(a(1), t(σ˜(b(2), c(2)))b(1)c(1))ε(a(2)s(ε(b(3)c(3)))).
= σ˜(a(1)t(ε(b(3)c(3))), t(σ˜(b(2), c(2)))b(1)c(1))ε(a(2)).
= σ˜(t(ε(a(2)))a(1)t(ε(b(3)c(3))), t(σ˜(b(2), c(2)))b(1)c(1)).
= σ˜(at(ε(b(3)c(3))), t(σ˜(b(2), c(2)))b(1)c(1)).
= σ˜(at(ε(b(3)s(ε(c(3))))), t(σ˜(b(2), c(2)))b(1)c(1)).
= σ˜(at(ε(b(3))), t(σ˜(b(2)t(ε(c(3))), c(2)))b(1)c(1)).
= σ˜(a, t(ε(b(3)))t(σ˜(b(2), t(ε(c(3)))c(2)))b(1)c(1)).
= σ˜(a, t(ε(b(3)))t(σ˜(b(2), c(2)))b(1)c(1)).
= σ˜(a, t(σ˜(b(2), c(2))ε(b(3)))b(1)c(1)).
= σ˜(a, t(σ˜(t(ε(b(3)))b(2), c(2)))b(1)c(1)).
= σ˜(a, t(σ˜(b(2), c(2)))b(1)c(1)).
Segue portanto, a igualdade. Para ﬁnalizar, vamos usar o item (ii) da
Deﬁnição 2.17 para mostrar a associatividade do produto torcido. De
fato, para quaisquer a, b e c ∈ B, temos
(a ·σ b) ·σ c = s(σ((a ·σ b)(1), c(1)))t(σ˜((a ·σ b)(3), c(3)))(a ·σ b)(2)c(2)
= s(σ(a(1) ·σ b(1), c(1)))t(σ˜(a(3) ·σ b(3), c(3)))(a(2) ·σ b(2))c(2)
= s(σ(s(σ(a(1), b(1)))t(σ˜(a(3), b(3)))a(2)b(2), c(1)))
t(σ˜(s(σ(a(7), b(7)))t(σ˜(a(9), b(9)))a(8)b(8), c(3)))
s(σ(a(4), b(4)))t(σ˜(a(6), b(6)))a(5)b(5)c(2)
= s(σ(s(σ(a(1), b(1)))a(2)b(2), c(1))σ˜(a(3), b(3)))
t(σ(a(7), b(7))σ˜(t(σ˜(a(9), b(9)))a(8)b(8), c(3)))
s(σ(a(4), b(4)))t(σ˜(a(6), b(6)))a(5)b(5)c(2)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2))σ˜(a(2), b(3))) (por (ii)-2.17)
t(σ(a(6), b(7))σ˜(a(7), t(σ˜(b(9), c(5)))b(8)c(4))) (por 2.25)
s(σ(a(3), b(4)))t(σ˜(a(5), b(6)))a(4)b(5)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))s(σ˜(a(2), b(3)))
t(σ˜(a(7), t(σ˜(b(9), c(5)))b(8)c(4)))t(σ(a(6), b(7)))
s(σ(a(3), b(4)))t(σ˜(a(5), b(6)))a(4)b(5)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
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t(σ˜(a(7), t(σ˜(b(9), c(5)))b(8)c(4)))t(σ(a(6), b(7)))
s(σ˜(a(2), b(3)))s(σ(a(3), b(4)))t(σ˜(a(5), b(6)))a(4)b(5)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(7), t(σ˜(b(9), c(5)))b(8)c(4)))t(σ(a(6), b(7)))
s(σ˜(a(2), b(3))σ(a(3), b(4)))t(σ˜(a(5), b(6)))a(4)b(5)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(6), t(σ˜(b(8), c(5)))b(7)c(4)))
t(σ˜(a(4), b(5))σ(a(5), b(6)))s(ε(a(2)b(3)))a(3)b(4)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(5), t(σ˜(b(7), c(5)))b(6)c(4)))
t(ε(a(4)b(5)))s(ε(a(2)b(3)))a(3)b(4)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(5), t(σ˜(b(7), c(5)))b(6)c(4)))
t(ε(a(4)b(5)))s(ε(a(2)t(ε(b(3))))a(3)b(4)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(5), t(σ˜(b(7), c(5)))b(6)c(4)))
t(ε(a(4)b(5)))s(ε(a(2))a(3)s(ε(b(3)))b(4)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(5), t(σ˜(b(6), c(5)))b(5)c(4)))
t(ε(a(4)b(4)))s(ε(a(2))a(3)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(4), t(σ˜(b(6), c(5)))b(5)c(4)))
t(ε(a(3)b(4)))a(2)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(4), t(σ˜(b(6), c(5)))b(5)c(4)))
t(ε(a(3)s(ε(b(4))))a(2)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(4), t(σ˜(b(6), c(5)))b(5)c(4)))
t(ε(a(3))a(2)t(ε(b(4)))b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(4), t(σ˜(b(5), c(5)))b(4)c(4)))
t(ε(a(3))a(2)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
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t(σ˜(a(3), t(σ˜(b(5), c(5)))b(4)c(4)))
a(2)b(3)c(3),
por outro lado, temos
a ·σ (b ·σ c) = s(σ(a(1), (b ·σ c)(1)))t(σ˜(a(3), (b ·σ c)(3)))a(2)(b ·σ c)(2)
= s(σ(a(1), b(1) ·σ c(1)))t(σ˜(a(3), b(3) ·σ c(3)))a(2)(b(2) ·σ c(2))
= s(σ(a(1), s(σ(b(1), c(1)))t(σ˜(b(3), c(3)))b(2)c(2)))
t(σ˜(a(3), s(σ(b(7), c(7)))t(σ˜(b(9), c(9)))b(8)c(8)))
a(2)s(σ(b(4), c(4)))t(σ˜(b(6), c(6)))b(5)c(5)
= s(σ(a(1)t(σ(b(4), c(4))), s(σ(b(1), c(1)))t(σ˜(b(3), c(3)))
b(2)c(2)))
t(σ˜(a(3)s(σ˜(b(6), c(6))), s(σ(b(7), c(7)))t(σ˜(b(9), c(9)))
b(8)c(8)))a(2)b(5)c(5)
= s(σ(a(1), s(σ(b(1), c(1)))t(σ(b(4), c(4)))t(σ˜(b(3), c(3)))
b(2)c(2)))
t(σ˜(a(3), s(σ˜(b(6), c(6))s(σ(b(7), c(7)))t(σ˜(b(9), c(9)))
b(8)c(8)))a(2)b(5)c(5)
= s(σ(a(1), s(σ(b(1), c(1)))t(σ˜(b(3), c(3))σ(b(4), c(4)))
b(2)c(2)))
t(σ˜(a(3), s(σ˜(b(6), c(6))σ(b(7), c(7)))t(σ˜(b(9), c(9)))
b(8)c(8)))a(2)b(5)c(5)
= s(σ(a(1), s(σ(b(1), c(1)))t(ε(b(3)c(3)))b(2)c(2)))
t(σ˜(a(3), s(σ˜(b(5), c(5))σ(b(6), c(6)))t(σ˜(b(8), c(8)))
b(7)c(7)))a(2)b(4)c(4)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(3), s(σ˜(b(4), c(4))σ(b(5), c(5)))t(σ˜(b(7), c(7)))
b(6)c(6)))a(2)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(3), s(ε(b(4)c(4)))t(σ˜(b(6), c(6)))b(5)c(5)))a(2)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(3), t(σ˜(b(6), c(6)))s(ε(b(4)c(4)))b(5)c(5)))a(2)b(3)c(3)
= s(σ(a(1), s(σ(b(1), c(1)))b(2)c(2)))
t(σ˜(a(3), t(σ˜(b(5), c(5)))b(4)c(4)))a(2)b(3)c(3).
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Segue portanto, a associatividade do produto torcido. Com isso, con-
cluímos a proposição.
2.3.3 Dualidade
Seja B um R-bialgebróide à esquerda projetivo ﬁnitamente gerado
como R-módulo à direita (via a multiplicação do target à esquerda).
Então, podemos munir B∗ := HomR(B,R) com uma estrutura de R-
bialgebróide à direita, dada pelo Re-anel (B∗, s∗, t∗), em que s∗(r) =
ε(−t(r)) e t∗(r) = rε(−), para todo r ∈ R, pelo R-coanel (B∗,∆∗, ε∗),
tal que
∆∗(ϕ) :=
n∑
i=1
ϕ(−xi)⊗ ρi, ∀ ϕ ∈ B∗,
em que {xi ∈ B}ni=1 e {ρi ∈ B∗}ni=1 é a base dual de B(t) := (B, t)
e ε∗(ϕ) = ϕ(1B) para todo ϕ ∈ B∗ e pela estrutura de R-bimódulo
dada, para quaisquer r, r′ ∈ R, ϕ ∈ B∗ e b ∈ B, por
(r · ϕ ↼ r′)(b) = rϕ(bt(r′)).
O produto de convolução é dado por
(ϕ ∗r ψ)(b) = ψ(ϕ(b(1)) · b(2)) = ψ(s(ϕ(b(1)))b(2)),
para quaisquer ϕ,ψ ∈ B∗ e b ∈ B. Os detalhes podem ser encontrados
em ([15], Proposição 2.5). As construções nas seções 2.3.1 e 2.3.2 são
duais, no sentido da seguinte proposição.
Proposição 2.19 Seja B um R-bialgebróide à esquerda projetivo ﬁ-
nitamente gerado como R-módulo à direita, (via a multiplicação do
target à esquerda). Considere o dual à direita B∗ com estrutura de R-
bialgebróide à direita. Então um elemento J = ϕi ⊗R ϕi ∈ B∗ ×rR B∗
é um 2-cociclo normalizado em B∗ se, e somente se,
σJ : B ⊗Re B −→ R, σJ(b, b′) :=
n∑
i=1
ϕi(bt(ϕ
i(b′)))
é um 2-cociclo normalizado em B.
Demonstração: (⇒) O fato de J ser 2-cociclo normalizado em B∗
nos diz que, para quaisquer r, r′ ∈ R, temos
(a) t∗(r)∗rϕi⊗Rs∗(r′)∗rϕi = ϕi∗rt∗(r)⊗Rϕi∗rs∗(r′) (bilinearidade);
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(b) (J ⊗R ε)((∆∗ ⊗R B∗)(J)) = (ε⊗R J)((B∗ ⊗R ∆∗)(J)) (condição
de cociclo);
(c) (ε∗ ⊗R B∗)(J) = (B∗ ⊗R ε∗)(J) (normalização).
Temos que mostrar, para quaisquer r, r′ ∈ R e a, b ∈ B,
(i) σJ(s(r)t(r′)a, b) = rσJ(a, b)r′ (bilinearidade)
(ii) σJ(a, s(σJ(b(1), c(1)))b(2)c(2)) = σJ(s(σJ(a(1), b(1)))a(2)b(2), c) (con-
dição de cociclo);
(iii) σJ(1B , a) = ε(a) = σJ(a, 1B) (normalização);
(iv) σJ(a, s(r)) = σJ(a, t(r)).
Mostremos agora duas propriedades que vão nos ajudar. Para quaisquer
r ∈ R, b ∈ B e ϕ ∈ B∗, temos
(t∗(r) ∗r ϕ)(b) = ϕ(t∗(r)(b(1)) · b(2))
= ϕ(rε(b(1)) · b(2))
= ϕ(s(r)s(ε(b(1)))b(2))
= ϕ(s(r)b),
também temos
(s∗(r) ∗r ϕ)(b) = ϕ(s∗(r)(b(1)) . b(2))
= ϕ(ε(b(1)t(r)) . b(2))
= ϕ(ε(b(1)) . b(2)s(r))
= ϕ(s(ε(b(1)))b(2)s(r))
= ϕ(bs(r)).
Vamos ver agora que σJ está bem deﬁnido, ou seja, que é Re-balanceado
e R-bilinear. De fato, para quaisquer (a, b) ∈ B ⊗ReB e r ∈ R, temos
σJ(at(r), b) = ϕi(at(r)t(ϕ
i(b)))
= ϕi(at(ϕ
i(b)r))
= ϕi(at(ϕ
i(t(r)b)))
= σJ(a, t(r)b),
também temos
σJ(as(r), b) = ϕi(as(r)t(ϕ
i(b)))
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= ϕi(at(ϕ
i(b))s(r))
= (s∗(r) ∗r ϕi)(at(ϕi(b)))
= ϕi(at((t
∗(r) ∗r ϕi)(b))) (pois J ∈ B∗×rRB∗)
= ϕi(at(ϕ
i(s(rε(b(1)))b(2))))
= ϕi(at(ϕ
i(s(r)s(ε(b(1)))b(2))))
= ϕi(at(ϕ
i(s(r)b)))
= σJ(a, s(r)b).
Mostremos agora, a condição de bilinearidade para σJ . De fato, para
quaisquer (a, b) ∈ B ⊗ReB e r ∈ R, temos
σJ(t(r)a, b) = ϕi(t(r)at(ϕ
i(b)))
= ϕi(at(ϕ
i(b)) / r)
= ϕi(at(ϕ
i(b)))r
= σJ(a, b)r,
também
σJ(s(r)a, b) = ϕi(s(r)at(ϕ
i(b)))
= (t∗(r) ∗r ϕi)(at(ϕi(b)))
= (ϕi ∗r t∗(r))(at(ϕi(b))) (por (a))
= (r · ϕi)(at(ϕi(b)))
= rϕi(at(ϕ
i(b)))
= rσJ(a, b).
Agora note que a condição de normalização de σJ decorre da normali-
zação de J . De fato, a normalização de J nos diz que
ε∗(ϕi) · ϕi = 1B∗ = ε = ϕi ↼ ε∗(ϕi),
portanto, segue que
ε(b) = (ε∗(ϕi) · ϕi)(b)
= ε∗(ϕi)ϕi(b)
= ϕi(1B)ϕ
i(b)
= ϕi(t(ϕ
i(b)))
= σJ(1B , b),
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eε(b) = (ϕi ↼ ε
∗(ϕi))(b)
= ϕi(bt(ε
∗(ϕi)))
= ϕi(bt(ϕ
i(1B)))
= σJ(b, 1B).
A condição de cociclo de σJ decorre também da condição de cociclo de
J . Para mostrarmos isto, vamos precisar das seguintes bijeções
(̂ ) :B∗ ⊗R B∗−→HomR(B(t) ⊗R B(t), R)
ϕ⊗ ψ 7−→ ϕ̂⊗ ψ,
tal que ϕ̂⊗ ψ(a⊗ b) = ϕ(bt(ψ(a))), para todo a⊗ b ∈ B(t) ⊗R B(t), e
(˜ ) :B∗ ⊗R B∗ ⊗R B∗−→HomR(B(t) ⊗R B(t) ⊗R B(t), R)
ϕ⊗ ψ ⊗ η 7−→ ˜ϕ⊗ ψ ⊗ η,
tal que ˜ϕ⊗ ψ ⊗ η(a⊗ b⊗ c) = ϕ(ct(ψ(bt(η(a))))), para todo a⊗ b⊗ c ∈
B∗ ⊗R B∗ ⊗R B∗. Essas bijeções podem serem mostradas de maneira
análoga ao que foi feito na proposição 2.14. Usando a primeira bijeção
temos
∆̂∗(ϕ)(b⊗ a) =
̂( n∑
i=1
ϕ(−xj)⊗ ρj
)
(b⊗ a)
=
n∑
i=1
̂(ϕ(−xj)⊗ ρj)(b⊗ a)
=
n∑
i=1
ϕ(a t(ρj(b))xj)
= ϕ(ab),
por outro lado,
∆̂∗(ϕ)(b⊗ a) = ̂ϕ(1) ⊗ ϕ(2)(b⊗ a)
= ϕ(1)(a t(ϕ(2)(b))),
ou seja, para quaisquer a, b ∈ B e ϕ ∈ B∗, temos
ϕ(ab) = ϕ(1)(b t(ϕ(2)(a))). (2.28)
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Agora a condição de cociclo para J nos diz que
ϕj ∗r ϕi(1) ⊗ ϕj ∗r ϕi(2) ⊗ ϕi = ϕi ⊗ ϕj ∗ ϕi(1) ⊗ ϕj ∗ ϕi(2).
Aplicando a igualdade em a⊗ b⊗ c ∈ B∗ ⊗R B∗ ⊗R B∗, temos
˜(ϕj ∗r ϕi(1) ⊗ ϕj ∗r ϕi(2) ⊗ ϕi)(a⊗ b⊗ c)
= (ϕj ∗r ϕi(1))(c t(ϕj ∗r ϕi(2)(bt(ϕi(a))))
= (ϕj ∗r ϕi(1))(c t(ϕi(2)(ϕj(b(1)) · b(2)t(ϕi(a)))))
= (ϕj ∗r ϕi(1))(c t(ϕi(2)(s(ϕj(b(1)))b(2)t(ϕi(a)))))
= ϕi(1)(ϕj(c(1)) · c(2)t(ϕi(2)(s(ϕj(b(1)))b(2)t(ϕi(a)))))
= ϕi(1)(s(ϕj(c(1)))c(2)t(ϕi(2)(s(ϕ
j(b(1)))b(2)t(ϕ
i(a))))), (2.29)
e
˜(ϕi ⊗ ϕj ∗ ϕi(1) ⊗ ϕj ∗ ϕi(2))(a⊗ b⊗ c)
= ϕi(c t((ϕj ∗r ϕi(1))(b t((ϕj ∗r ϕi(2))(b)))))
= ϕi(c t((ϕj ∗r ϕi(1))(b t(ϕi(2)(ϕj(a(1)) · a(2))))))
= ϕi(c t(ϕ
i
(1)(ϕj(b(1)) · b(2)t(ϕi(2)(ϕj(a(1)) · a(2))))))
= ϕi(c t(ϕ
i
(1)(s(ϕj(b(1)))b(2)t(ϕ
i
(2)(s(ϕ
j(a(1)))a(2)))))). (2.30)
Lembre, queremos mostrar que
σJ(a, s(σJ(b(1), c(1)))b(2)c(2)) = σJ(s(σJ(a(1), b(1)))a(2)b(2), c).
De fato, temos
σJ(a, s(σJ(b(1), c(1)))b(2)c(2))
= ϕi(a t(ϕ
i(s(σJ(b(1), c(1)))b(2)c(2))))
= ϕi(a t(ϕ
i(s(ϕj(b(1)t(ϕ
j(c(1)))))b(2)c(2))))
= ϕi(a t(ϕ
i(s(ϕj(b(1)))b(2)s(ϕ
j(c(1)))c(2)))),
por outro lado,
σJ(s(σJ(a(1), b(1)))a(2)b(2), c)
= ϕi(s(σJ(a(1), b(1)))a(2)b(2)t(ϕ
i(c)))
= ϕi(s(ϕj(a(1)t(ϕ
j(b(1)))))a(2)b(2)t(ϕ
i(c)))
= ϕi(s(ϕj(a(1)))a(2)s(ϕ
j(b(1)))b(2)t(ϕ
i(c)))
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= ϕi(1)(s(ϕj(a(1)))a(2) t(ϕi(2)(s(ϕ
j(b(1)))b(2)t(ϕ
i(c))))) (por 2.28)
= ϕi(at(ϕ
i
(1)(s(ϕj(b(1)))b(2) t(ϕ
i
(2)(s(ϕ
j(c(1)))c(2)))))) (por 2.29 e 2.30)
= ϕi(a t(ϕ
i(s(ϕj(b(1)))b(2)s(ϕ
j(c(1)))c(2)))).
Segue a igualdade. Falta mostrarmos que σJ(b, s(r)) = σJ(b, t(r)). De
fato, para quaisquer b ∈ B e r ∈ R, temos
σJ(b, s(r)) = ϕi(b t(ϕ
i(s(r))))
= ϕi(b t((ϕ
i ∗r s∗(r))(1B)))
= ϕi(b t((ϕ
i ↼ r)(1B)))
= ϕi(b t(ϕ
i(1Bt(r))))
= ϕi(b t(ϕ
i(t(r))))
= σJ(b, t(r)).
Agora denote J−1 = ψj ⊗R ψj e mostremos que σ−1J = σJ−1 . De fato,
note que ϕi ∗r ψj ⊗R ϕi ∗r ψj = ε ⊗R ε. Dessa forma, para quaisquer
a, b ∈ B, temos
̂(ϕi ∗r ψj ⊗R ϕi ∗r ψj)(a⊗ b) = ̂(ε⊗R ε)(a⊗ b)
= ε(b t(ε(a)))
= ε(b s(ε(a)))
= ε(ba),
por outro lado,
̂(ϕi ∗r ψj ⊗R ϕi ∗r ψj)(a⊗ b)
= (ϕi ∗r ψj)(b t((ϕi ∗r ψj)(a)))
= (ϕi ∗r ψj)(b t(ψj(s(ϕi(a(1)))a(2))))
= ψj(s(ϕi(b(1)))b(2) t(ψ
j(s(ϕi(a(1)))a(2))))
= ψj(s(ϕi(b(1)))b(2) t((t
∗(ϕi(a(1)) ∗r ψj)(a(2)))))
= (s∗(ϕi(a(1))) ∗r ψj)(s(ϕi(b(1)))b(2) t(ψj(a(2))))
= ψj(s(ϕi(b(1)))b(2) t(ψ
j(a(2)))s(ϕ
i(a(1))))
= ψj(s(ϕi(b(1)))b(2) s(ϕ
i(a(1)))t(ψ
j(a(2))))
= ψj(s(ϕi(b(1) t(ϕ
i(a(1)))))b(2) t(ψ
j(a(2))))
= ψj(s(σJ(b(1), a(1)))b(2) t(ψ
j(a(2))))
= σJ−1(s(σJ(b(1), a(1)))b(2), a(2))
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= σJ(b(1), a(1))σJ−1(b(2), a(2)),
analogamente, mostra-se que σJ−1(b(1), a(1))σJ(b(2), a(2)) = ε(ba).
(⇐) Do que ﬁzemos acima, concluímos que as condições de cociclo
e normalização, valem para σJ se, e somente se, valem para J . Além
disso, σJ é inversível se, e somente se, J é inversível. Portanto, resta
mostrarmos a condição de bilinearidade para J e que J ∈ B∗ ×rR B∗.
Mostremos agora a condição de bilinearidade para J . De fato, para
quaisquer a, b ∈ B e r, r′ ∈ R, temos
̂(t∗(r) ∗r ϕi ⊗R s∗(r′) ∗r ϕi)(a⊗ b)
= (t∗(r) ∗r ϕi)(b t((s∗(r′) ∗r ϕi)(a)))
= (t∗(r) ∗r ϕi)(b t(ϕi(s(s∗(r′)(a(1)))a(2))))
= (t∗(r) ∗r ϕi)(b t(ϕi(s(ε(a(1)t(r′))a(2))))
= (t∗(r) ∗r ϕi)(b t(ϕi(s(ε(a(1))a(2)s(r′))))
= (t∗(r) ∗r ϕi)(b t(ϕi(a s(r′))))
= ϕi(s(r)b t(ϕ
i(a s(r′))))
= σJ(s(r)b, a s(r
′))
= rσJ(b, a t(r
′)),
por outro lado,
̂(ϕi ∗r t∗(r)⊗R ϕi ∗r s∗(r′))(a⊗ b)
= (ϕi ∗r t∗(r))(b t((ϕi ∗r s∗(r′))(a)))
= (ϕi ∗r t∗(r))(b t((ϕi ↼ r′)(a)))
= (ϕi ∗r t∗(r))(b t(ϕi(a t(r′))))
= (r · ϕi)(b t(ϕi(a t(r′))))
= r ϕi(b t(ϕ
i(a t(r′))))
= rσJ(b, a t(r
′)).
Mostremos agora que J ∈ B∗×rR B∗. De fato, para quaisquer r ∈ R e
a⊗ b ∈ B ⊗ReB, temos
̂(s∗(r) ∗r ϕi ⊗R ϕi)(a⊗ b) = (s∗(r) ∗r ϕi)(b t(ϕi(a)))
= ϕi(b t(ϕ
i(a))s(r))
= ϕi(b s(r)t(ϕ
i(a)))
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= σJ(bs(r), a)
= σJ(b, s(r)a)
= ϕi(b t(ϕ
i(s(r)a)))
= ϕi(b t((s
∗(r) ∗r ϕi)(a)))
= ̂(ϕi ⊗R t∗(r) ∗r ϕi)(a⊗ b).
Segue que s∗(r)∗rϕi⊗Rϕi = ϕi⊗R t∗(r)∗rϕi. Portanto, J ∈ B∗×rRB∗.
Concluímos assim, a demonstração.
2.3.4 Bialgebróide de Connes-Moscovici
O bialgebróide a seguir foi construído na teoria de folheações no
contexto do cálculo do índice transversal de folheações e pode ser en-
contrado em [10].
Proposição 2.20 Considere H uma álgebra de Hopf sobre um anel
comutativo k, e seja R um H-módulo álgebra à esquerda. Considere o
k-módulo produto tensorial B := R ⊗k H ⊗k R equipado com a multi-
plicação associativa
(r ⊗ h⊗ s)(r′ ⊗ k ⊗ s′) := r(h(1) . r′)⊗ h(2)k ⊗ (h(3) . s′)s,
para quaisquer r ⊗ h ⊗ s, r′ ⊗ k ⊗ s′ ∈ B. Então, Podemos munir B
com uma estrutura de R-bialgebróide à esquerda, com source e target
dados, para todo r ∈ R, por s : R −→ B, r 7−→ r ⊗ 1H ⊗ 1R e
t : R −→ B, r 7−→ 1R ⊗ 1H ⊗ r. Deﬁnimos também uma estrutura de
R-coanel (B,∆, ε), por
∆(r ⊗ h⊗ s) = (r ⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ s)
e
ε(r ⊗ h⊗ s) = rε(h)s,
para todo r ⊗ h⊗ s ∈ B.
Demonstração: Veremos primeiro que source e target comutam nas
imagens e que são morﬁsmos de k-álgebras. De fato, para quaisquer
r, r′ ∈ R, temos
s(r)s(r′) = (r ⊗ 1H ⊗ 1R)(r′ ⊗ 1H ⊗ 1R)
= r(1H . r
′)⊗ 1H ⊗ (1H . 1R)1R
= rr′ ⊗ 1H ⊗ 1R
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= s(rr′)
e
t(r)t(r′) = (1R ⊗ 1H ⊗ r)(1R ⊗ 1H ⊗ r′)
= 1R(1H . 1R)⊗ 1H ⊗ (1H . r′)r
= 1R ⊗ 1H ⊗ r′r
= t(r′r).
Agora temos
s(r)t(r′) = (r ⊗ 1H ⊗ 1R)(1R ⊗ 1H ⊗ r′)
= r(1H . 1R)⊗ 1H ⊗ (1H . r′)1R
= r ⊗ 1H ⊗ r′,
por outro lado,
t(r′)s(r) = (1R ⊗ 1H ⊗ r′)(r ⊗ 1H ⊗ 1R)
= 1R(1H . r)⊗ 1H ⊗ (1H . 1R)r′
= r ⊗ 1H ⊗ r′.
Portanto, B é um Re-anel. Mostremos agora que ∆ é morﬁsmo de
R-bimódulos. De fato, para quaisquer a⊗ h⊗ b ∈ B e r ∈ R, temos
∆(r · (a⊗ h⊗ b)) = ∆(s(r)(a⊗ h⊗ b))
= ∆((r ⊗ 1H ⊗ 1R)(a⊗ h⊗ b))
= ∆(r(1H . a)⊗ h⊗ (1H . b)1R)
= ∆(ra⊗ h⊗ b)
= (ra⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b)
= (r ⊗ 1H ⊗ 1R)(a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b)
= s(r)(a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b)
= r · (a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b)
= r ·∆(a⊗ h⊗ b),
também temos
∆((a⊗ h⊗ b) · r) = ∆((1R ⊗ 1H ⊗ r)(a⊗ h⊗ b))
= ∆(1R(1H . a)⊗ h⊗ (1H . b)r)
= ∆(a⊗ h⊗ br)
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= (a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ br)
= (a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ 1H ⊗ r)(1R ⊗ h(2) ⊗ b)
= (a⊗ h(1) ⊗ 1R)⊗R t(r)(1R ⊗ h(2) ⊗ b)
= (a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b) · r
= ∆(a⊗ h⊗ b) · r.
Mostremos agora que ε é morﬁsmo de R-bimódulos. De fato, para
quaisquer a⊗ h⊗ b ∈ B e r ∈ R, temos
ε((r · (a⊗ h⊗ b)) = ε(s(r)(a⊗ h⊗ b))
= ε((r ⊗ 1H ⊗ 1R)(a⊗ h⊗ b))
= ε(r(1H . a)⊗ h⊗ (1H . b)1R)
= ε(ra⊗ h⊗ b)
= ra ε(h)b
= rε(a⊗ h⊗ b),
também temos
ε((a⊗ h⊗ b) · r) = ε((1R ⊗ 1H ⊗ r)(a⊗ h⊗ b))
= ε(1R(1H . a)⊗ h⊗ (1H . b)r)
= ε(a⊗ h⊗ br)
= aε(h)b r
= ε(a⊗ h⊗ b)r.
Mostremos que valem a coassociatividade e counitalidade. De fato,
para todo a⊗ h⊗ b ∈ B, temos
(B ⊗R ∆)∆(a⊗ h⊗ b)
= (B⊗R∆)((a⊗ h(1)⊗1R)⊗R(1R ⊗ h(2)⊗b))
= (a⊗ h(1)⊗1R)⊗R [(1R ⊗ h(2) ⊗ 1R)⊗R (1R ⊗ h(3) ⊗ b)]
= [(a⊗ h(1)⊗1R)⊗R (1R ⊗ h(2) ⊗ 1R)]⊗R (1R ⊗ h(3) ⊗ b)
= (∆⊗RB)((a⊗ h(1)⊗1R)⊗R(1R ⊗ h(2)⊗1R))
= (∆⊗R B)∆(a⊗ h⊗ b).
Também temos
(B ⊗R ε)∆(a⊗ h⊗ b) = (B ⊗R ε)((a⊗ h(1)⊗1R)⊗R(1R ⊗ h(2)⊗b))
= (a⊗ h(1)⊗1R) · ε(1R ⊗ h(2)⊗b)
104
= (a⊗ h(1)⊗1R) · ε(h(2))b
= t(ε(h(2))b)(a⊗ h(1)⊗1R)
= (1R ⊗ 1H ⊗ ε(h(2))b)(a⊗ h(1)⊗1R)
= a⊗ h(1) ⊗ ε(h(2))b
= a⊗ h(1)ε(h(2))⊗ b
= a⊗ h⊗ b
e
(ε⊗R B)∆(a⊗ h⊗ b) = (ε⊗R B)((a⊗ h(1)⊗1R)⊗R(1R ⊗ h(2)⊗b))
= ε(a⊗ h(1)⊗1R) · (1R ⊗ h(2)⊗b)
= aε(h(1)) · (1R ⊗ h(2)⊗b)
= s(aε(h(1)))(1R ⊗ h(2)⊗b)
= (aε(h(1))⊗ 1H ⊗ 1R)(1R ⊗ h(2)⊗b)
= aε(h(1))⊗ h(2) ⊗ b
= a⊗ h⊗ b.
Mostremos agora que ∆(B) ⊆ B ×lR B. De fato, para quaisquer
a⊗ h⊗ b ∈ B e r ∈ R, temos
(a⊗ h(1) ⊗ 1R)t(r)⊗R (1R ⊗ h(2) ⊗ b)
= (a⊗ h(1) ⊗ 1R)(1R ⊗ 1H ⊗ r)⊗R (1R ⊗ h(2) ⊗ b)
= (a(h(1) . 1R)⊗ h(2) ⊗ (h(3) . r))⊗R (1R ⊗ h(4) ⊗ b)
= (aε(h(1))⊗ h(2) ⊗ (h(3) . r))⊗R (1R ⊗ h(4) ⊗ b)
= (a⊗ ε(h(1))h(2) ⊗ (h(3) . r))⊗R (1R ⊗ h(4) ⊗ b)
= (a⊗ h(1) ⊗ (h(2) . r))⊗R (1R ⊗ h(3) ⊗ b),
por outro lado, temos
(a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b)s(r)
= (a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ b)(r ⊗ 1H ⊗ 1R)
= (a⊗ h(1) ⊗ 1R)⊗R (h(2) . r ⊗ h(3) ⊗ (h(4) . 1R)b)
= (a⊗ h(1) ⊗ 1R)⊗R (h(2) . r ⊗ h(3) ⊗ ε(h(4))b)
= (a⊗ h(1) ⊗ 1R)⊗R (h(2) . r ⊗ h(3)ε(h(4))⊗ b)
= (a⊗ h(1) ⊗ 1R)⊗R (h(2) . r ⊗ h(3) ⊗ b)
= (a⊗ h(1) ⊗ 1R)⊗R (h(2) . r ⊗ 1H ⊗ 1R)(1R ⊗ h(3) ⊗ b)
= (a⊗ h(1) ⊗ 1R)⊗R s(h(2) . r)(1R ⊗ h(3) ⊗ b)
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= (a⊗ h(1) ⊗ 1R)⊗R (h(2) . r) · (1R ⊗ h(3) ⊗ b)
= (a⊗ h(1) ⊗ 1R) · (h(2) . r)⊗R (1R ⊗ h(3) ⊗ b)
= t((h(2) . r))(a⊗ h(1) ⊗ 1R)⊗R (1R ⊗ h(3) ⊗ b)
= (a⊗ h(1) ⊗ (h(2) . r))⊗R (1R ⊗ h(3) ⊗ b).
Segue que ∆(B) ⊆ B×lRB. Veremos agora que ∆ é multiplicativo. De
fato, para quaisquer r ⊗ h⊗ r′, a⊗ k ⊗ b ∈ B, temos
∆((r ⊗ h⊗ r′)(a⊗ k ⊗ b))
= ∆(r(h(1) . a)⊗ h(2)k ⊗ (h(3) . b)r′)
= (r(h(1) . a)⊗ h(2)k(1) ⊗ 1R)⊗R (1R ⊗ h(3)k(2) ⊗ (h(4) . b)r′),
por outro lado, temos
∆(r ⊗ h⊗ r′)∆(a⊗ k ⊗ b)
=[(r⊗h(1)⊗ 1R)⊗R(1R⊗h(2)⊗r′)][(a⊗k(1)⊗1R)⊗R(1R⊗k(2)⊗ b)]
=(r ⊗ h(1) ⊗ 1R)(a⊗ k(1) ⊗ 1R)⊗R (1R ⊗ h(2) ⊗ r′)(1R ⊗ k(2) ⊗ b)
=(r(h(1).a)⊗h(2)k(1)⊗(h(3).1R))⊗R((h(4).1R)⊗h(5)k(2)⊗(h(6).b)r′)
=(r(h(1).a)⊗h(2)k(1)⊗(ε(h(3))1R))⊗R(ε(h(4))1R)⊗h(5)k(2)⊗(h(6).b)r′)
=(r(h(1) . a)⊗ h(2)k(1) ⊗ 1R)⊗R (ε(h(3))1R)⊗ h(4)k(2) ⊗ (h(5) . b)r′)
=(r(h(1) . a)⊗ h(2)k(1) ⊗ 1R)⊗R (1R ⊗ h(3)k(2) ⊗ (h(4) . b)r′).
Mostremos agora que ε é caracter à esquerda em (B, s). De fato, para
quaisquer r ⊗ h⊗ r′ e a⊗ k ⊗ b ∈ B, temos
ε((r ⊗ h⊗ r′)s(ε(a⊗ k ⊗ b))) = ε((r ⊗ h⊗ r′)s(a ε(k)b))
= ε((r ⊗ h⊗ r′)s(ab ε(k)))
= ε((r ⊗ h⊗ r′)(ab ε(k)⊗ 1H ⊗ 1R))
= ε(r(h(1) . abε(k))⊗h(2)⊗ (h(3) . 1R)r′)
= ε(r(h(1) . ab ε(k))⊗ h(2) ⊗ ε(h(3))r′)
= ε(r(h(1) . ab ε(k))⊗ h(2) ⊗ r′)
= r(h(1) . ab ε(k))ε(h(2))r
′
= r(h(1) . ab)ε(k)ε(h(2))r
′,
= r(h(1)ε(h(2)) . ab)ε(k)r
′,
= r(h . ab)ε(k)r′,
por outro lado, temos
ε((r ⊗ h⊗ r′)(a⊗ k ⊗ b)) = ε(r(h(1) . a)⊗ h(2)k ⊗ (h(3) . b)r′)
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= r(h(1) . a)ε(h(2)k)(h(3) . b)r
′
= r(h(1) . a)ε(h(2))ε(k)(h(3) . b)r
′
= r(h(1) . a)ε(k)(h(2) . b)r
′
= r(h(1) . a)(h(2) . b)ε(k)r
′
= r(h . ab)ε(k)r′.
Para concluírmos a demonstração, mostremos que, de fato, o produto
aqui deﬁnido é associativo. Para quaisquer r ⊗ h ⊗ s, r′ ⊗ h′ ⊗ s′ e
a⊗ k ⊗ b ∈ B, temos
[(r ⊗ h⊗ s)(r′ ⊗ h′ ⊗ s′)](a⊗ k ⊗ b)
= (r(h(1) . r
′)⊗ h(2)h′ ⊗ (h(3) . s′)s)(a⊗ k ⊗ b)
= r(h(1) . r
′)(h(2)h′(1) . a)⊗ h(3)h′(2)k ⊗ (h(4)h′(3) . b)(h(5) . s′)s
= r(h(1) . (r
′(h′(1) . a)))⊗ h(2)h′(2)k ⊗ (h(3)h′(3) . b)(h(4) . s′)s
= r(h(1) . (r
′(h′(1) . a)))⊗ h(2)h′(2)k ⊗ (h(3) . ((h′(3) . b)s′)s,
por outro lado,
(r ⊗ h⊗ s)[(r′ ⊗ h′ ⊗ s′)(a⊗ k ⊗ b)]
= (r ⊗ h⊗ s)(r′(h′(1) . a)⊗ h′(2)k ⊗ (h′(3) . b)s′)
= r(h(1) . (r
′(h′(1) . a)))⊗ h(2)h′(2)k ⊗ (h(3) . ((h′(3) . b)s′))s.
2.3.5 Extensão Escalar
Seja B uma biálgebra comutativa sobre um anel comutativo k e
R uma álgebra na categoria dos módulos Yetter-Drinfel'd à direita-
direita de B. Isto signiﬁca que R é um B-módulo álgebra à direita e
um B-comódulo álgebra à direita, tais que, vale a seguinte condição de
compatibilidade
(a / x(2))
(0) ⊗k x(1)(a / x(2))(1) = a(0) / x(1) ⊗k a(1)x(2), (2.31)
para quaisquer a ∈ R e x ∈ B. Em que a / x denota a ação de B em R
e a 7−→ a(0) ⊗ a(1) denota a coação de B em R, para quaisquer a ∈ R
e x ∈ B. A categoria dos módulos de Yetter-Drinfel'd é pré-trançada.
Assuma que R é comutativa trançada, ou seja, para quaisquer a, b ∈ R,
temos
b(0)(a / b(1)) = ab. (2.32)
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Sobre essas condições, o produto smash B :=R#B tem uma estru-
tura de R-bialgebróide à direita. Lembre que R#B := R ⊗k B, com
multiplicação
(a#x)(b#y) := b(a / y(1))⊗k xy(2), (2.33)
para quaisquer a#x e b#y ∈ B. Os morﬁsmos source e target são
deﬁnidos para todo a ∈ R, por
s : R −→ B, a 7−→ a(0)#a(1),
ou seja, o source é a coação de B em R, e
t : R −→ B, a 7−→ a#1B ,
respectivamente. O coproduto ∆ e a counidade ε, são deﬁnidos, para
todo a#x ∈ B, por
∆ : B −→ B⊗R B
a#x 7−→ (a#x(1))⊗R (1R#x(2)).
e
ε : B −→ B⊗R B
a#x 7−→ aε(x).
O nome extensão escalar vem do fato que a álgebra base k de B é
substituída pela álgebra base R de B. Mostremos então que B é um
R-bialgebróide à direita. Note que, o fato de R ser um B-comódulo
álgebra à direita, nos diz que a coação de B em R é morﬁsmo de
álgebra, ou seja, para quaisquer a, b ∈ R, temos
(ab)(0) ⊗k (ab)(1) = a(0)b(0) ⊗k a(1)b(1)
e
1
(0)
R ⊗k 1(1)R = 1R ⊗k 1R.
Mostremos primeiro que s e t são morﬁsmos de álgebra e que comutam
nas imagens. De fato, para quaisquer r e a ∈ R, temos
s(ab) = (ab)(0)#(ab)(1)
= a(0)b(0)#a(1)b(1),
por outro lado,
s(a)s(b) = (a(0)#a(1))(b(0)#b(1))
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= b(0)(a(0) / b(1)(1))#a
(1)b(1)(2)
= b(0)(0)(a(0) / b(0)(1))#a(1)b(1)
= a(0)b(0)#a(1)b(1), (por 2.32)
também temos
t(a)t(b) = (a#1H)(b#1H)
= b(a / 1B)#1B
= ba#1B
= t(ba).
Agora temos
s(a)t(b) = (a(0)#a(1))(b#1B)
= b(a(0) / 1B)#a
(1)
= ba(0)#a(1),
por outro lado,
t(b)s(a) = (b#1B)(a
(0)#a(1))
= a(0)(b / a(1)(1))#a
(1)
(2)
= a(0)(0)(b / a(0)(1))#a(1)
= ba(0)#a(1).
Mostremos agora que ∆ é morﬁsmo de R-bimódulos. De fato, para
quaisquer a#x ∈ B e b ∈ R, temos
∆(b · (a#x)) = ∆((a#x)t(b))
= ∆((a#x)(b#1B))
= ∆(b(a / 1B)#x)
= ∆(ba#x)
= (ba#x(1))⊗R (1R#x(2)),
por outro lado,
b ·∆(a#x) = b · (a#x(1))⊗R (1R#x(2))
= (a#x(1))t(b)⊗R (1R#x(2))
= (a#x(1))(b#1B)⊗R (1R#x(2))
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= (b(a / 1B)#x(1))⊗R (1R#x(2))
= (ba#x(1))⊗R (1R#x(2)).
Agora note que
(a#x)(b(0)#b(1)) = b(0)(a / b(1)(1))#xb
(1)
(2)
= b(0)(0)(a / b(0)(1))#xb(1)
= ab(0)#xb(1) (por 2.32).
Dessa forma, temos
∆((a#x) · b) = ∆((a#x)s(b))
= ∆((a#x)(b(0)#b(1)))
= ∆(ab(0)#xb(1))
= (ab(0)#x(1)b
(1)
(1))⊗R (1R#x(2)b(1)(2))
= (ab(0)(0)#x(1)b
(0)(1))⊗R (1R#x(2)b(1))
= (a#x(1))(b
(0)(0)#b(0)(1))⊗R (1R#x(2)b(1))
= (a#x(1))s(b
(0))⊗R (1R#x(2)b(1))
= (a#x(1)) · b(0) ⊗R (1R#x(2)b(1))
= (a#x(1))⊗R b(0) · (1R#x(2)b(1))
= (a#x(1))⊗R (1R#x(2)b(1))t(b(0))
= (a#x(1))⊗R (b(0)(1R / 1B)#x(2)b(1))
= (a#x(1))⊗R (b(0)#x(2)b(1))
= (a#x(1))⊗R (1R#x(2))(b(0)#b(1))
= (a#x(1))⊗R (1R#x(2))s(b)
= (a#x(1))⊗R (1R#x(2))s(b)
= (a#x(1))⊗R (1R#x(2)) · b
= ∆(a#x) · b.
Mostremos agora que ε é morﬁsmo de R-bimódulos. De fato, para
quaisquer a#x ∈ B e b ∈ R, temos
ε(b · (a#x)) = ε((a#x)t(b))
= ε((a#x)(b#1B))
= ε(b(a / 1B)#x)
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= ε(ba#x)
= baε(x)
= bε(a#x),
também temos
ε((a#x) · b) = ε((a#x)s(b))
= ε((a#x)(b(0)#b(1)))
= ε(ab(0)#xb(1))
= ab(0)ε(xb(1))
= ab(0)(ε(x)ε(b(1)))
= ab(0)(ε(b(1))ε(x))
= (aε(x))b
= ε(a#x)b.
Mostremos agora que valem a coassociatividade e a counitalidade. De
fato, para todo a#x ∈ B, temos
(B⊗R ∆)∆(a#x) = (B⊗R ∆)((a#x(1))⊗R (1R#x(2)))
= (a#x(1))⊗R ∆(1R#x(2))
= (a#x(1))⊗R ((1R#x(2))⊗R (1R#x(3)))
= ((a#x(1))⊗R (1R#x(2)))⊗R (1R#x(3))
= ∆(a#x(1))⊗R (1R#x(2))
= (∆⊗R B)((a#x(1))⊗R (1R#x(2)))
= (∆⊗R B)∆(a#x).
Agora temos
(B⊗R ε)∆(a#x) = (B⊗R ε)((a#x(1))⊗R (1R#x(2)))
= (a#x(1)) · ε(1R#x(2))
= (a#x(1))s(1Rε(x(2)))
= (a#x(1)ε(x(2)))(1R#1B)
= a#x,
também temos
(ε⊗R B)∆(a#x) = (ε⊗R B)((a#x(1))⊗R (1R#x(2)))
= ε(a#x(1)) · (1R#x(2))
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= (1R#x(2))t(ε(a#x(1)))
= (1R#x(2))t(aε(x(1)))
= (1R#x(2))(aε(x(1))#1B)
= (1R#x(2)ε(x(1)))(a#1B)
= (1R#x)(a#1B)
= a(1R / 1B)#x1B
= a#x.
Mostremos agora que ∆(B) ⊆ B×rRB. De fato, para quaisquer a#x ∈
B e b ∈ R, temos
s(b)(a#x(1))⊗R (1R#x(2))
= (b(0)#b(1))(a#x(1))⊗R (1R#x(2))
= (a(b(0) / x(1))#b
(1)x(2))⊗R (1R#x(3))
= (a(b / x(2))
(0)#x(1)(b / x(2))
(1))⊗R (1R#x(3)) por 2.31
= (a#x(1))((b / x(2))
(0)#(b / x(2))
(1))⊗R (1R#x(3))
= (a#x(1))s(b / x(2))⊗R (1R#x(3))
= (a#x(1)) · (b / x(2))⊗R (1R#x(3))
= (a#x(1))⊗R (b / x(2)) · (1R#x(3))
= (a#x(1))⊗R (1R#x(3))t(b / x(2))
= (a#x(1))⊗R (1R#x(3))(b / x(2)#1B)
= (a#x(1))⊗R ((b / x(2))(1R / 1B)#x(3))
= (a#x(1))⊗R ((b / x(2))#x(3))
= (a#x(1))⊗R (b#1B)(1R#x(2))
= (a#x(1))⊗R t(b)(1R#x(2)).
Mostremos agora que ∆ é multiplicativo. De fato, para quaisquer a#x
e b#y ∈ B, temos
∆((a#x)(b#y)) = ∆(c(a / y(1))#xy(2))
= (b(a / y(1))#x(1)y(2))⊗R (1R#x(2)y(3)),
por outro lado,
∆(a#x)∆(b#y) = [(a#x(1))⊗R (1R#x(2))][(b#y(1))⊗R (1R#y(2))]
= (a#x(1))(b#y(1))⊗R (1R#x(2))(1R#y(2))
= (b(a / y(1))#x(1)y(2))⊗R (1R / y(3)#x(2)y(4))
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= (b(a / y(1))#x(1)y(2))⊗R (1Rε(y(3))#x(2)y(4))
= (b(a / y(1))#x(1)y(2))⊗R (1R#x(2)ε(y(3))y(4))
= (b(a / y(1))#x(1)y(2))⊗R (1R#x(2)y(3)).
Mostremos agora que ε é caracter à direita em (B, s). De fato, para
quaisquer a#x e b#y ∈ B, temos
ε(s(ε(a#x))b#y) = ε(s(aε(x))(b#y))
= ε(s(a)(b#y)ε(x))
= ε((a(0)#a(1))(b#y))ε(x)
= ε(b(a(0) / y(1))#a
(1)y(2))ε(x)
= b(a(0) / y(1))ε(a
(1)y(2))ε(x)
= b(a(0) / y(1))ε(a
(1))ε(y(2))ε(x)
= b(a / y)ε(x),
por outro lado,
ε((a#x)(b#y)) = ε(b(a / y(1))#x y(2))
= b(a / y(1))ε(x y(2))
= b(a / y(1))ε(x)ε(y(2))
= b(a / y)ε(x).
Portanto, concluímos que B é um R-bialgebróide à direita.
2.4 A Categoria Monoidal de Módulos
Sabemos que uma álgebra B sobre um anel comutativo k, possui
uma estrutura de biálgebra se, e somente se, a categoria de B-módulos
à direita (ou à esquerda ) é monoidal, tal que o funtor esquecimento
MB −→Mk é estritamente monoidal, ver [23]. Nosso próximo teorema
é uma generalização deste fato para bialgebróides. Tal generalização,
foi feita por Schauenburg em [26].
Teorema 2.21 Sejam R uma álgebra sobre um anel comutativo k e
(B, s, t) um Re-anel. Então, as seguintes aﬁrmações são equivalentes:
(1) B é um R-bialgebróide à direita;
(2) A categoria MB dos B-módulos à direita é monoidal, tal que o
funtor esquecimento U : MB −→R MR é estritamente monoidal.
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Demonstração: (1) ⇒ (2) Primeiramente, note que, se M é um B-
módulo à direita, então M é um R-bimódulo com estrutura dada por
r ·m · r′ := (m/s(r′)) / t(r), para quaisquer m ∈M e r, r′ ∈ R. Agora,
para quaisquer M,N ∈MB , temos M ⊗R N ∈MB . De fato, M ⊗R N
possui estrutura de B-módulo à direita, deﬁnida por
(m⊗R n) / b := m / b(1) ⊗R n / b(2).
Assim, para quaisquer m⊗ n ∈M ⊗R N e a, b ∈ B, temos
((m⊗ n) / a) / b = (m / a(1) ⊗ n / a(2)) / b
= (m / a(1)) / b(1) ⊗ (n / a(2)) / b(2)
= m / a(1)b(1) ⊗ n / a(2)b(2)
= m / (ab)(1) ⊗ n / (ab)(2)
= (m⊗ n) / ab.
Também temos pelo Lema 1.46 que R é um B-módulo à direita, pois
ε é caracter à direita em (B, s). A ação de B em R é dada por r /
b = ε(s(r)b), para quaisquer r ∈ R e b ∈ B. Agora, deﬁnimos os
isomorﬁsmos naturais canônicos
aM,N,P : (M⊗RN)⊗RP −→M⊗R(N⊗RP ), (m⊗n)⊗p 7−→ m⊗(n⊗p),
lM : R⊗RM −→M, (r ⊗m) 7−→ r ·m
e
rM : M ⊗R R −→M, (m⊗ r) 7−→ m · r.
Veremos que são morﬁsmos de B-módulos à direita. De fato, para
quaisquer (m⊗ n)⊗ p ∈ (M ⊗N)⊗ P e b ∈ B, temos
aM,N,P (((m⊗ n)⊗ p) / b) = aM,N,P ((m⊗ n) / b(1) ⊗ p / b(2))
= aM,N,P ((m / b(1) ⊗ n / b(2))⊗ p / b(3))
= m / b(1) ⊗ (n / b(2) ⊗ p / b(3))
= m / b(1) ⊗ ((n⊗ p) / b(2))
= (m⊗ (n⊗ p)) / b
= aM,N,P ((m⊗ n)⊗ p) / b.
Agora para quaisquer r ⊗m ∈ R⊗M e b ∈ B, temos
lM ((r ⊗m) / b) = lM (r / b(1) ⊗m / b(2))
= lM (ε(s(r)b(1))⊗m / b(2))
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= ε(s(r)b(1)) · (m / b(2))
= ε(b(1)) · (m / t(r)b(2))
= (m / t(r)b(2)) / t(ε(b(1)))
= m / t(r)b(2)t(ε(b(1)))
= m / t(r)b
= (m / t(r)) / b
= (r ·m) / b
= lM (r ⊗m) / b
e também
rM ((m⊗ r) / b) = rM (m / b(1) ⊗ r / b(2))
= rM (m / b(1) ⊗ ε(s(r)b(2)))
= (m / b(1)) · ε(s(r)b(2)))
= (m / b(1)) · ε(t(r)b(2)))
= (m / s(r)b(1)) · ε(b(2)))
= (m / s(r)b(1)) / s(ε(b(2)))
= m / s(r)b(1)s(ε(b(2)))
= m / s(r)b
= (m / s(r)) / b
= (m · r) / b
= rM (m⊗ r) / b.
Não é difícil ver que são isomorﬁsmos naturais, pois segue simplesmente
da deﬁnição de cada isomorﬁsmo e do fato que são aplicados em mor-
ﬁsmos de B-módulos. Que o funtor esquecimento U : MB −→R MR
é estritamente monoidal é claro, pois basta deﬁnirmos ϕ0 : R −→ R
e φM,N : M ⊗R N −→ M ⊗R N como identidades que os diagramas
necessários, comutam trivialmente.
(1) ⇐ (2) Queremos mostrar que o Re-anel (B, s, t) possui estrutura
de R-bialgebróide à direita. De fato, primeiro vamos munir B com
estrutura de R-coanel. Note que B é B-módulo à direita com ação
dada pelo produto, então temos que B ⊗R B é B-módulo à direita,
pois MB é monoidal, tal que o funtor esquecimento MB −→R MR é
estrito, e pelo mesmo motivo R é B-módulo à direita. Agora, deﬁna
∆ : B −→ B ⊗R B, tal que ∆(b) := (1B ⊗ 1B) / b = b(1) ⊗ b(2).
Aﬁrmação: SejamM e N B-módulos à direita. Então, para quaisquer
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m⊗ n ∈M ⊗R N e b ∈ B, temos
(m⊗ n) / b = m / b(1) ⊗R n / b(2). (2.34)
De fato, primeiro param ∈M , deﬁna ρMm : B −→M, b 7−→ m/b, para
todo b ∈ B. Mostremos que ρMm é morﬁsmo de B-módulos à direita.
De fato, para quaisquer a, b ∈ B, temos
ρMm (ab) = m / ab
= (m / a) / b
= ρMm (a) / b.
Portanto, para m ∈M e n ∈ N , temos que
ρMm ⊗R ρNn : B ⊗R B −→M ⊗R N, a⊗ b 7−→ m / a⊗ n / b,
é morﬁsmo de B-módulos à direita. Segue então
m / b(1) ⊗ n / b(2) = (ρMm ⊗R ρNn )(b(1) ⊗ b(2))
= (ρMm ⊗R ρNn )((1B ⊗ 1B) / b)
= ((ρMm ⊗R ρNn )(1B ⊗ 1B)) / b
= (m / 1B ⊗ n / 1B) / b
= (m⊗ n) / b.
Mostremos agora que aB,B,B((∆ ⊗ B)∆(b)) = (B ⊗∆)∆(b). De fato,
para todo b ∈ B, temos
aB,B,B((∆⊗B)∆(b)) = aB,B,B(∆(b(1))⊗ b(2))
= aB,B,B((b(1)(1) ⊗ b(1)(2))⊗ b(2))
= aB,B,B((1B ⊗ 1B) / b(1) ⊗ b(2))
= aB,B,B(((1B ⊗ 1B)⊗ 1B) / b)
= aB,B,B((1B ⊗ 1B)⊗ 1B) / b
= (1B ⊗ (1B ⊗ 1B)) / b
= (1B / b(1) ⊗ (1B ⊗ 1B) / b(2))
= (1B / b(1) ⊗ (b(2)(1) ⊗ b(2)(2)))
= (b(1) ⊗∆(b(2)))
= (B ⊗R ∆)∆(b).
Agora, pelo Lema 1.46, como R é B-módulo à direita, temos que existe
ε : B −→ R, caracter à direita em (B, s), tal que ε(b) = 1R / b. Mos-
tremos então, que vale a counitalidade. De fato, para todo b ∈ B,
116
temos
rB((B ⊗ ε)∆(b)) = rB((B ⊗ ε)(b(1) ⊗ b(2)))
= rB(b(1) ⊗ ε(b(2)))
= rB(b(1) ⊗ 1R / b(2))
= rB((1B ⊗ 1R) / b)
= rB(1B ⊗ 1R) / b
= 1B / b
= b,
também temos
lB((ε⊗B)∆(b)) = lB(ε(b(1))⊗ b(2))
= lB(1R / b(1) ⊗ b(2))
= lB((1B ⊗ 1R) / b)
= lB(1B ⊗ 1R) / b
= 1B / b
= b.
Vamos ver agora que ∆ e ε são morﬁsmos de R-bimódulos. De fato,
para quaisquer b ∈ B e r ∈ R, temos
∆(r · b) = ∆(bt(r))
= (1B ⊗ 1B) / bt(r)
= ((1B ⊗ 1B) / b) / t(r)
= ∆(b) / t(r)
= r ·∆(b),
também temos
∆(b · r) = ∆(bs(r))
= (1B ⊗ 1B) / bs(r)
= ((1B ⊗ 1B) / b) / s(r)
= ∆(b) / s(r)
= ∆(b) · r.
Agora
ε(r · b) = ε(bt(r))
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= 1R / bt(r)
= (1R / b) / t(r)
= ε(b) / t(r)
= rε(b),
também
ε(b · r) = ε(bs(r))
= 1R / bs(r)
= (1R / b) / s(r)
= ε(b) / s(r)
= ε(b)r.
Mostremos agora que ∆(B) ⊆ B ×rR B. De fato, para quaisquer b ∈ B
e r ∈ R, temos
s(r)b(1) ⊗ b(2) = s(r) / b(1) ⊗ 1B / b(2)
= (s(r)⊗ 1B) / b
= (1B · r ⊗ 1B) / b
= (1B ⊗ r · 1B) / b
= (1B ⊗ t(r)) / b
= 1B / b(1) ⊗ t(r) / b(2)
= b(1) ⊗ t(r)b(2).
Falta mostrarmos agora que ∆ é multiplicativo. De fato, para quaisquer
a, b ∈ B, temos
∆(ab) = (1B ⊗ 1B) / ab
= ((1B ⊗ 1B) / a) / b
= (a(1) ⊗ a(2)) / b
= a(1) / b(1) ⊗ a(2) / b(2)
= a(1)b(1) ⊗ a(2)b(2)
= (a(1) ⊗ a(2))(b(1) ⊗ b(2))
= ∆(a)∆(b).
Portanto, temos que oRe-anel (B, s, t) possui estrutura deR-bialgebróide
à direita. Concluímos assim, a demonstração do teorema.
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2.5 A Categoria Monoidal de Comódulos
Seja B uma biálgebra sobre um anel comutativo k. A categoria
dos comódulos à direita sobre B, possui uma estrutura monoidal, tal
que o funtor esquecimento para Mk é estritamente monoidal. Para R-
bialgebróides à direita B, esse resultado continua sendo válido. Porém,
ao contrário do caso para módulos, a existência de um funtor esqueci-
mento não é evidente, mais especiﬁcamente, não é claro que morﬁsmos
de B-módulos sejam morﬁsmos de R-bimódulos. O próximo lema nos
garante isto. Tal lema foi provado em [12] no contexto de coalgebróides.
Antes, precisamos de algumas deﬁnições e resultados.
Deﬁnição 2.22 Sejam R e S duas álgebras sobre um anel comutativo
k. Um S|R-coanel é um S⊗kR-bimódulo C, junto com uma estrutura
de R-coanel (C,∆, ε), tais que, para quaisquer s, s′ ∈ S e c ∈ C, valem
as seguintes condições:
(i) ∆((s⊗ 1R) · c · (s′ ⊗ 1R)) = c(1) · (s′ ⊗ 1R)⊗R (s⊗ 1R) · c(2);
(ii) (s⊗ 1R) · c(1) ⊗R c(2) = c(1) ⊗R c(2) · (s⊗ 1R).
Morﬁsmos de S|R-coanéis, são morﬁsmo de R-coanéis e adicional-
mente, morﬁsmos de S-bimódulos.
Todo S|R-coanel C possui uma estrutura de S-bimódulo e uma
estrutura de R-bimódulo, que iremos denotar, para quaisquer c ∈ C,
s ∈ S e r ∈ R, por
τS(s)c := (s⊗ 1R) · c, c σS(s) := c · (s⊗ 1R) (2.35)
e
σR(r)c := (1S ⊗ r) · c, c τR(r) := c · (1S ⊗ r). (2.36)
Agora temos que C é um R-coanel com estrutura de R-bimódulo em
C ⊗R C dada, para quaisquer r, r′ ∈ R e c,∈ C, por
r(c⊗R c′)r′ := σR(r)c⊗R c′τR(r′).
Também temos que C⊗RC possui estrutura de S-bimódulo, dada para
quaisquer s, s′ ∈ S e c, c′ ∈ C, por
s(c⊗R c′)s′ := c σS(s′)⊗R τS(s)c′.
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Reescrevendo a condição (i) de S|R-coanel, temos
∆(τS(s)c σS(s
′)) = c(1)σS(s′)⊗R τS(s)c(2),
ou seja, ∆ é morﬁsmo de S-bimódulo. Também reescrevendo a condição
de counitalidade, temos
c = σR(ε(c(1)))c(2) = c(1)τR(ε(c(2))).
A condição (ii) nos garante, para quaisquer s ∈ S e c ∈ C, que
ε(τS(s)c) = ε(c σS(s)). (2.37)
De fato, temos
ε(τS(s)c) = ε(τS(s)c(1)τR(ε(c(2))))
= ε(τS(s)c(1))ε(c(2))
= ε(c(1))ε(c(2)σS(s)) por (ii)
= ε(σR(ε(c(1)))c(2)σS(s))
= ε(cσS(s)).
Usando a counitalidade e o fato que ∆ é morﬁsmo de R-bimódulos
e de S-bimódulos, segue na próxima proposição, algumas propriedades
que serão úteis na demonstração do próximo lema.
Proposição 2.23 Seja C um S|R-coanel. Então, temos
(1) c σS(s) = σR(ε(c(1)σS(s)))c(2) e τS(s)c = c(1)τR(ε(τS(s)c(2)));
(2) ε(τS(s)c σS(s
′)) = ε(c(1)σS(s′))ε(τS(s)c(2)), para quaisquer s, s′ ∈
S e c ∈ C.
Demonstração: (1) Note que para quaisquer s ∈ S e c ∈ C, temos
∆(c σS(s)) = c(1)σS(s)⊗R c(2),
e
∆(τS(s)c) = c(1) ⊗R τS(s)c(2).
Segue portanto, que
c σS(s) = σR(ε((c σS(s))(1)))(cσS(s))(2) = σR(ε(c(1)σS(s)))c(2) (2.38)
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e que
τS(s)c = (τS(s)c)(1)τR(ε((τS(s)c)(2))) = c(1)τR(ε(τS(s)c(2))) (2.39)
(2) Para quaisquer s, s′ ∈ S e c ∈ C, temos
ε(τS(s)c σS(s
′)) = ε(τS(s′)τS(s)c) (por 2.37)
= ε(τS(s
′s)c)
= ε(c(1)τR(ε(τS(s
′s)c(2)))) (por 2.39)
= ε(c(1))ε(τS(s
′)τS(s)c(2))
= ε(c(1))ε(τS(s)c(2)σS(s
′))
= ε(c(1))ε(σR(ε(c(2)σS(s
′)))τS(s)c(3)) (por 2.38)
= ε(c(1))ε(c(2)σS(s
′))ε(τS(s)c(3))
= ε(σR(ε(c(1)))c(2)σS(s
′))ε(τS(s)c(3))
= ε(c(1)σS(s
′))ε(τS(s)c(2)).
(2.40)
Proposição 2.24 Seja B um R-bialgebróide à direita. Então B é um
R|R-coanel.
Demonstração: De fato, deﬁnimos uma estrutura de R-bimódulo,
para quaisquer r, r′ ∈ R e b ∈ B, por
σR(r)bτR(r
′) := bs(r′)t(r),
ou seja, é a estrutura de R-bimódulo no R-coanel (B,∆, ε). Deﬁnimos
também, outra estrutura de R-bimódulo por
τS(r)bσS(r
′) := s(r)t(r′)b.
Para mostrarmos que B é um R|R-coanel, basta mostrarmos as condi-
ções (i) e (ii) da deﬁnição. De fato, para todo r ∈ R, note que
∆(t(r)) = ∆(r · 1B) = r · (1B ⊗ 1B) = r · 1B ⊗ 1B = t(r)⊗R 1R,
analogamente,
∆(s(r)) = 1R ⊗R s(r).
Dessa forma, para quaisquer r, r′ ∈ R e b ∈ B, temos
∆(τS(r)b σ(r
′)) = ∆(s(r)t(r′)b)
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= t(r′)b(1) ⊗R s(r)b(2)
= b(1)σS(r
′)⊗R τS(r)b(2).
também temos
τS(r)b(1) ⊗R b(2) = s(r)b(1) ⊗R b(2)
= b(1) ⊗R t(r)b(2)
= b(1) ⊗R b(2)σS(r).
Agora estamos prontos para provar o próximo lema.
Lema 2.25 Sejam R, S álgebras sobre um anel comutativo k e C um
S|R-coanel. Então, todo comódulo (M,ρM ) sobre o R-coanel C, pode
ser equipado com uma única estrutura de S-módulo à esquerda, tal que
ρM (m) pertence ao centro do S-bimódulo M ⊗R C, para todo m ∈
M . Também, todo morﬁsmo de C-comódulos é um morﬁsmo de S-R-
bimódulos.
Demonstração: Deﬁnimos a estrutura de S-módulo à esquerda em
M , para quaisquer m ∈M e a ∈ S, por
s ·m := m(0)τR(ε(τS(s)m(1))). (2.41)
Mostremos que de fato é ação à esquerda. Para quaisquer a, b ∈ S e
m ∈M , temos
a · (b ·m) = a · (m(0)τR(ε(τS(b)m(1))))
= m(0)(0)τR(ε(τS(a)m
(0)(1)τR(ε(τS(b)m
(1)))))
= m(0)τR(ε(τS(a)m
(1)
(1)τR(ε(τS(b)m
(1)
(2)))))
= m(0)τR(ε(τS(a)m
(1)
(1))ε(τS(b)m
(1)
(2)))
= m(0)τR(ε(m
(1)
(1)σS(a))ε(τS(b)m
(1)
(2)))
= m(0)τR(ε(τS(b)m
(1)σS(a))) (por 2.40)
= m(0)τR(ε(τS(a)τS(b)m
(1)))
= m(0)τR(ε(τS(ab)m
(1)))
= ab ·m.
Agora considerando a estrutura de S-módulo à esquerda em M ⊗R C,
dada por a(m⊗R c) := m⊗R τS(a)c, temos que ρM : M −→ M ⊗R C
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é S-linear com respeito a ação 2.41. De fato, para quaisquer m ∈M e
a ∈ S, temos
m(0) ⊗R τS(a)m(1) = m(0) ⊗R m(1)(1)τR(ε(τS(a)m(1)(2))) (por 2.38)
= m(0)(0) ⊗R m(0)(1)τR(ε(τ(a)m(1)))
= (m(0)(0) ⊗R m(0)(1))τR(ε(τS(a)m(1)))
= ρM (m(0))τR(ε(τ(a)m
(1)))
= ρM (m(0)τR(ε(τS(a)m
(1))))
= ρM (a ·m).
Agora considerando a estrutura de S-bimódulo em M ⊗R C, dada por
a(m⊗R c)b := a ·m⊗R c σS(b), para quaisquer a, b ∈ S, m ∈M e c ∈ C,
temos que
a(m(0) ⊗R m(1)) = a ·m(0) ⊗R m(1)
= m(0)(0)τR(ε(τS(a)m
(0)(1)))⊗R m(1)
= m(0)τR(ε(τS(a)m
(1)
(1)))⊗R m(1)(2)
= m(0) ⊗R σR(ε(τS(a)m(1)(1)))m(1)(2)
= m(0) ⊗R σR(ε(m(1)(1)))m(1)(2)σS(a) (por (ii))
= m(0) ⊗R m(1)σS(a)
= (m(0) ⊗R m(1))a,
ou seja, a(m(0) ⊗R m(1)) = (m(0) ⊗R m(1))a, logo ρM (m) pertence ao
centro do S-bimóduloM⊗RC. Agora dada outra ação à esquerda a.m,
emM , tal que ρM (m) pertence ao centro do S-bimóduloM⊗RC, temos
que
a . m = a . (m(0)τR(ε(m
(1)))
= (a . m(0))τR(ε(m
(1)))
= m(0)τR(ε(m
(1)σS(a)))
= m(0)τR(ε(τS(a)m
(1)))
= a ·m.
Agora sejamM e N C-comódulos à direita e f : M −→ N morﬁsmo de
C-comódulos à direita. Note que f é R-linear. Mostremos então que f
é S-linear. De fato, para quaisquer a ∈ S e m ∈M , temos
f(a ·m) = f(m(0)τR(ε(τS(a)m(1))))
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= f(m(0))τR(ε(τS(a)m
(1)))
= f(m)(0)τR(ε(τS(a)f(m)
(1)))
= a · f(m).
Este lema nos garante que existe um funtor esquecimentoMC −→SMR,
pois todo C-comódulo à direita é também um S-R-bimódulo e todo
morﬁsmo de C-comódulos à direita é um morﬁsmo de S-R-bimódulos.
Deﬁnição 2.26 Seja B um R-bialgebróide à direita. Um B-comódulo
é um comódulo sobre o R-coanel (B,∆, ε).
Teorema 2.27 Seja R uma álgebra sobre um anel comutativo k e B
um R-bialgebróide à direita. Então a categoria MB dos B-comódulos
á direita é monoidal, tal que o funtor esquecimento MC −→RMR é
estritamente monoidal.
Demonstração: Primeiro, note que R ∈ MB . De fato, deﬁnimos a
coação de B em R, por
ρR : R −→ R⊗R B, r 7−→ 1R ⊗ s(r).
Mostremos que, de fato, é uma coação. Para todo r ∈ R, temos
(R⊗R ∆)ρR(r) = (R⊗R ∆)(1R ⊗R s(r))
= 1R ⊗R 1B ⊗R s(r),
por outro lado,
(ρR ⊗R B)ρR(r) = (ρR ⊗R B)(1R ⊗R s(r))
= 1R ⊗R 1R ⊗R s(r).
Agora ρR é morﬁsmo de R-módulo à direita. De fato, para quaisquer
a, r ∈ R, temos
ρR(ar) = 1R ⊗R s(ar)
= 1R ⊗R s(a)s(r)
= (1R ⊗R s(a)) · r
= ρR(a) · r.
Sejam M e N ∈ MB , então M ⊗R N ∈ MB . De fato, deﬁnimos a
coação em M ⊗R N , para quaisquer m ∈M e n ∈ N , por
ρM,N : M ⊗RN −→M ⊗RN ⊗RB, m⊗n 7−→ m(0)⊗n(0)⊗m(1)n(1).
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Note que, para quaisquer m ∈M e n ∈ N , temos
(IdM⊗N⊗R∆)ρM,N(m⊗ n)=(IdM⊗N⊗R∆)(m(0) ⊗ n(0) ⊗m(1)n(1))
= m(0)⊗ n(0)⊗(m(1)n(1))(1)⊗(m(1)n(1))(2)
= m(0)⊗ n(0)⊗m(1)(1)n(1)(1)⊗m(1)(2)n(1)(2)
= m(0)(0)⊗n(0)(0)⊗m(0)(1)n(0)(1)⊗m(1)n(1),
por outro lado,
(ρM,N ⊗R B)ρM,N (m⊗ n) = (ρM,N ⊗R B)(m(0) ⊗ n(0) ⊗m(1)n(1))
= m(0)(0)⊗n(0)(0)⊗m(0)(1)n(0)(1)⊗m(1)n(1).
Mostremos agora que ρM,N é morﬁsmo de R-módulos à direita. De
fato, para quaisquer m ∈M , n ∈ N e r ∈ R, temos
ρM,N ((m⊗ n) · r) = ρM,N (m⊗ n · r)
= m(0) ⊗ n(0) ⊗m(1)n(1)s(r)
= (m(0) ⊗ n(0) ⊗m(1)n(1)) · r
= ρM,N (m⊗ n) · r.
Os isomorﬁsmos naturais são os canônicos. Já mostramos no exemplo
1.8 que aM,N,P é morﬁsmo de B-comódulo à direita. Mostremos então,
que lM e rM são morﬁsmos de B-comódulos à direita. De fato, para
quaisquer m ∈M e r ∈ R, temos
(lM ⊗R B)ρR,M (r ⊗m) = (lM ⊗R B)(r(0) ⊗m(0) ⊗ r(1)m(1))
= (lM ⊗R B)(1R ⊗m(0) ⊗ s(r)m(1))
= m(0) ⊗ s(r)m(1),
por outro lado,
(ρM ◦ lM )(r ⊗m) = ρM (r ·m)
= ρM (m(0)τR(ε(τS(r)m
(1))))
= ρM (m(0)τR(ε(s(r)m
(1))))
= m(0)(0) ⊗m(0)(1)τR(ε(s(r)m(1)))
= m(0) ⊗m(1)(1)s(ε(s(r)m(1)(2)))
= m(0) ⊗ (s(r)m(1))(1)s(ε(s(r)m(1))(2)))
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= m(0) ⊗ s(r)m(1).
Também temos
(rM ⊗B)ρM,R(m⊗ r) = (rM ⊗B)(m(0) ⊗ r(0) ⊗m(1)r(1))
= (rM ⊗B)(m(0) ⊗ 1R ⊗m(1)s(r))
= m(0) ⊗m(1)s(r),
por outro lado,
(ρM ◦ rM )(m⊗ r) = ρM (mτR(r))
= m(0) ⊗m(1)τR(r)
= m(0) ⊗m(1)s(r).
Portanto, concluímos assim, que a categoria dos B-comódulos à direita
é monoidal. Mostrar que o funtor esquecimento MB −→RMR é es-
tritamente monoidal é análogo ao caso da categoria dos B-módulos à
direita.
2.6 Versões Equivalentes da Deﬁnição de Bi-
algebróide
Nesta seção iremos ver duas versões equivalentes a deﬁnição de bial-
gebróide à esquerda, como deﬁnida neste trabalho. A saber, existe uma
formulação por uma aplicação chamada de âncora em [31] e uma for-
mulação por ×R-biálgebras em [28]. Militaru e Brzezinski mostraram
em [8], que tais formulações são, de fato, equivalentes.
Deﬁnição 2.28 Sejam R uma álgebra sobre um anel comutativo com
unidade k e (H, s, t) um Re-anel. Uma quíntupla (H, s, t,∆, µ) é um
R-bialgebróide com âncora, se valem as seguintes condições:
(1) ∆ : H −→ H ⊗R H é coassociativo, ∆(H) ⊆ H ×lR H e ∆ é
morﬁsmo de álgebras;
(2) µ : H −→ End(R) é morﬁsmo de R-bimódulos e morﬁsmo de
R-álgebras;
(3) Para quaisquer r ∈ R e h ∈ H, temos
(i) s(µ(h(1))(r))h(2) = hs(r);
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(ii) t(µ(h(2))(r))h(1) = ht(r).
A aplicação µ é chamada de âncora.
Proposição 2.29 Seja (H, s, t) um Re-anel. Então, (H, s, t,∆, ε) é
um R-bialgebróide à esquerda se, e somente se, (H, s, t,∆, µ) é um R-
bialgebróide com âncora.
Demonstração: (⇒) Deﬁna
µ : H −→ End(R),
tal que para quaisquer r ∈ R e h ∈ H, temos
µ(h)(r) := ε(hs(r)) = ε(ht(r)).
Mostremos que µ é morﬁsmo de R-bimódulos. De fato, para quaiquer
r, r′, a ∈ R e h ∈ H, temos
µ(r · h · r′)(a) = µ(s(r)t(r′)h)(a)
= ε(s(r)t(r′)hs(a))
= rε(hs(a))r′
= r(µ(h)(a))r′
= (r · µ(h) · r′)(a).
Mostremos agora que µ é multiplicativo. De fato, para quaisquer h, k ∈
H e r ∈ R, temos
µ(h)(µ(k)(r)) = µ(h)(ε(ks(r)))
= ε(hs(ε(ks(r))))
= ε(hks(r))
= µ(hk)(r).
(i)
s(µ(h(1))(r))h(2) = s(ε(h(1)s(r)))h(2)
= s(ε(h(1)t(r)))h(2)
= s(ε(h(1)))h(2)s(r)
= hs(r).
(ii)
t(µ(h(2))(r))h(1) = t(ε(h(2)s(r)))h(1)
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= t(ε(h(2)))h(1)t(r)
= ht(r).
(⇐) Deﬁna ε : H −→ R, h 7−→ µ(h)(1R). Mostremos que ε é morﬁsmo
de R-bimódulos. De fato, para quaisquer r, r′ ∈ R e h ∈ H, temos
ε(r · h · r′) = µ(r · h · r′)(1R)
= (r · µ(h) · r′)(1R)
= r(µ(h)(1R))r
′
= rε(h)r′.
Mostremos agora o axioma da counidade. De fato, para todo h ∈ H,
temos
ε(h(1)) · h(2) = s(ε(h(1)))h(2)
= s(µ(h(1))(1R))h(2)
= hs(1R) (por (i))
= h,
também temos
h(1) · ε(h(2)) = t(ε(h(2)))h(1)
= t(µ(h(2))(1R)h(1)
= ht(1R) (por (ii))
= h.
Mostremos agora que ε é caracter à esquerda em (B, s). De fato, para
quaisquer h, k ∈ H, temos
ε(hs(ε(k))) = µ(hs(ε(k)))(1R)
= µ(h)(µ(s(ε(k)))(1R))
= µ(h)(µ(ε(k) · 1H)(1R))
= µ(h)(ε(k)µ(1H)(1R))
= µ(h)(ε(k))
= µ(h)(µ(k)(1R))
= µ(hk)(1R)
= ε(hk).
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Para deﬁnimos ×R-biálgebras, precisamos analisar com mais pro-
fundidade o produto de Takeuchi. Para tanto, note que, se M é um
Re-bimódulo, então também é R-bimódulo e Rop-bimódulo. De fato,
deﬁnimos as estruturas, respectivamente, para quaisquer a, b ∈ R e
m ∈M , por
amb := (a⊗ 1R) ·m · (b⊗ 1R)
e
amb := (1R ⊗ a) ·m · (1R ⊗ b),
em que a e b denotam estarem em Rop. Assim, para quaisquer M e N
dois Re-bimódulos, deﬁnimos o produto tensorial∫
a
aM ⊗k aN := (M ⊗k N)/F = M ⊗R N,
em que F = span{am⊗ n−m⊗ an | a ∈ R}. Agora deﬁnimos∫ a
Ma⊗kNa := {
∑
mi⊗ni ∈M⊗kN |
∑
mia⊗ni =
∑
mi⊗nia}.
Assim, deﬁnimos o produto de Takeuchi, por
M ×R N :=
∫ b ∫
a
aM b ⊗k aN b,
que possui estrutura de Re-bimódulo dada por
(a⊗ b)(
∑
i
mi ⊗ ni)(c⊗ d) =
∑
i
amic⊗ bnid,
para quaisquer a⊗ b, c⊗ d ∈ Re e∑imi⊗ ni ∈M ×RN . Agora, Para
M,N e P três Re-bimódulos, temos
M ×R N ×R P =
∫ b,d ∫
a,c
aM b ⊗k acN bd ⊗k cP d.
Originalmente, a formulação de bialgebróide foi feita usando o produto
Takeuchi de maneira mais direta em [28]. O problema é que ele não
é associativo. Para contornar esse problema, deﬁnimos duas inclusões
canônicas
α : (M ×R N)×R P −→M ×R N ×R P
e
α′ : M ×R (N ×R P ) −→M ×R N ×R P.
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Lema 2.30 Seja M um Re-bimódulo. Então, existem morﬁsmos de
Re-bimódulos
θ : M ×R Endk(R) −→ M∑
mi ⊗ fi 7−→
∑
fi(1R)mi
e
θ′ : Endk(R)×RM −→ M∑
fi ⊗mi 7−→
∑
fi(1R)mi.
Demonstração: Primeiro, note que Endk(R) é um Re-bimódulo. De
fato, deﬁna i : Re −→ Endk(R), tal que para quaisquer a, b, r ∈ R
e f ∈ Endk(R), i(a ⊗ b)(r) = arb. Portanto, deﬁnimos para quais-
quer a, b, c, d, r ∈ R e f ∈ Endk(R) a estrutura de Re-bimódulos em
Endk(R), por
((a⊗ b) · f · (c⊗ d))(r) = i(a⊗ b)(f(i(c⊗ d)(r))) = a(f(crd))b.
Agora deﬁna
θ˜ : M × Endk(R) −→ M
(m, f) 7−→ f(1R)m,
que é k-linear. Portanto, existe uma única
θ̂ : M ⊗k Endk(R) −→ M
m⊗ f 7−→ f(1R)m.
Note que
θ̂(am⊗ f −m⊗ a · f) = θ̂(am⊗ f)− θ̂(m⊗ a · f)
= f(1R)am− a · f(1R)m
= a · f(1R)m− a · f(1R)m
= 0,
ou seja, F ⊆ ker(θ̂). Portanto, existe uma única
θ : M ⊗R Endk(R) −→ M
m⊗ f 7−→ f(1R)m.
Portanto, basta deﬁnirmos θ := θ|M×REnd(R). Mostremos que θ é
morﬁsmo de Re-bimódulos. De fato, para quaisquer a⊗ b, c⊗ d ∈ Re e∑
imi ⊗ fi ∈M ×R Endk(R), temos
θ((a⊗ b)(
∑
i
mi ⊗ fi)(c⊗ d)) = θ(
∑
i
amic⊗ bfid)
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=
∑
i
bfid(1R)amic
=
∑
i
fi(d)b amic
=
∑
i
a b fi(d)mic
=
∑
i
(a⊗ b)fid(1R)mic
=
∑
i
(a⊗ b) · fi(1R)midc
= (a⊗ b) · (
∑
i
fi(1R)mi) · (c⊗ d)
= (a⊗ b) · θ(
∑
i
mi ⊗ fi) · (c⊗ d).
Para θ′ é análogo.
Deﬁnição 2.31 Seja (H, s, t) um Re-anel. Uma ×R-coálgebra é uma
tripla (H,∆, µ) em que:
(1) ∆ : H −→ H ×R H e µ : H −→ Endk(R) são morﬁsmos de
Re-bimódulos;
(2) (i) α ◦ (∆×RH) ◦∆ = α′ ◦ (H ×R ∆) ◦∆ (coassociatividade);
(ii) θ◦ (H×Rµ)◦∆ = IdH = θ′ ◦ (µ×RH)◦∆ (counitalidade).
∆ é chamado comultiplicação e µ é chamado counidade da ×R-coálgebra.
Proposição 2.32 Sejam i : H ×R H −→ H ⊗R H a inclusão canô-
nica, ∆ : H −→ H ×R H e µ : H −→ Endk(R) dois morﬁsmos de
Re-bimódulos. Então (H,∆, µ) é uma ×R-coálgebra se, e somente se,
(H,∆, ε) é um R-coanel, com estrutura de R-bimódulo dada, para quais-
quer h ∈ H e r, r′ ∈ R, por r . h / r′ = (r ⊗ r′) · h, em que ∆ = i ◦∆ e
ε(h) = µ(h)(1R).
Demonstração: Se (H,∆, µ) é uma ×R-coálgebra, então ∆ é au-
tomaticamente morﬁsmo de R-bimódulos. Devemos mostrar que ε é
morﬁsmo de R-bimódulos, de fato, para quaisquer r, r′ ∈ R e h ∈ H,
temos
ε(r . h / r′) = µ(r . h / r′)(1R)
= µ((r ⊗ r′) · h)(1R)
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= ((r ⊗ r′) · µ(h))(1R)
= rµ(h)(1R)r
′
= rε(h)r′.
Para a coassociatividade, deﬁna i2 : H ×RH ×RH −→ H ⊗RH ⊗RH
a inclusão canônica, dessa forma, temos
(∆⊗R H) ◦∆ = ((i ◦∆)⊗R H) ◦ i ◦∆
= (i⊗R H)(∆⊗R H) ◦ i ◦∆
= i2 ◦ α ◦ (∆×R H) ◦∆
= i2 ◦ α′ ◦ (H ×R ∆) ◦∆
= (H ⊗R i)(H ⊗R ∆) ◦ i ◦∆
= (H ⊗R (i ◦∆)) ◦ i ◦∆
= (H ⊗R ∆) ◦∆.
Mostremos a counitalidade. De fato, para todo h ∈ H, temos
(ε⊗R H) ◦∆(h) = ε(h(1)) . h(2)
= µ(h(1))(1R) . h(2)
= θ′(µ(h(1))⊗R h(2))
= θ′ ◦ (µ×R H)∆(h) = h,
também temos
(H ⊗R ε) ◦∆(h) = h(1) / ε(h(2))
= ε(h(2)) · h(1)
= µ(h(2))(1R) · h(1)
= θ(h(1) ⊗R µ(h(2)))
= θ ◦ (H ×R µ) ◦∆(h)
= h.
Equivalentemente se ∆ é coassociativo e vale a counitalidade para ε,
então mostra-se que ∆ é coassociativo e vale a counitalidade para µ.
Deﬁnição 2.33 Seja (H, s, t) um Re-anel. A tripla (H,∆, µ) é uma
×R-biálgebra, se é uma ×R-coálgebra, tal que ∆ e µ são morﬁsmos
de Re-anéis.
Teorema 2.34 Seja H um Re-anel. Então, existe uma correspondên-
cia 1 a 1 entre estruturas de R-bialgebróides à esquerda em H e estru-
turas de ×R-biálgebras em H.
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Demonstração: (⇒) Seja (H,∆, ε) uma estrutura de R-bialgebróide
à esquerda. Deﬁna ∆ : H −→ H ×R H como a co-restrição de ∆. Já
temos que ∆ é morﬁsmo de R-álgebras. Falta mostrarmos que ∆◦IH =
IH×RH , em que IH é a unidade IH : R
e −→ H, tal que IH(a ⊗ b) =
s(a)t(b), e IH×RH : R
e −→ H ×R H, tal que para quaisquer a, b ∈ R,
IH×RH(a⊗ b) = s(a)⊗ t(b). Dessa forma, temos
∆(IH(a⊗ b)) = ∆(s(a)t(b))
= ∆(a · 1H · b)
= a ·∆(1H) · b
= a · 1H ⊗R 1R · b
= s(a)⊗R t(b)
= IH×RH(a⊗ b).
Agora note que, a unidade do Re-anel Endk(R) é deﬁnida por
IEndk(R)(a⊗ b)(c) = acb,
para quaisquer a, b e c ∈ R. Portanto, deﬁna
µε : H −→ Endk(R), h 7−→ µε(h),
tal que µε(h)(r) = ε(hs(r)), para quaisquer r ∈ R e h ∈ H. Assim,
temos
µε(IH(a⊗ b))(c) = µε(s(a)t(b))(c)
= ε(s(a)t(b)s(c))
= ε(s(a)s(c)t(b))
= ε(s(ac)t(b))
= ε(s(ac)s(ε(t(b))))
= ε(s(ac)s(b))
= ε(s(acb))
= acb
= IEndk(R)(a⊗ b)(c),
também temos
µε(hk)(a) = ε(hks(a))
= ε(hs(ε(ks(a))))
= µε(h)(ε(ks(a)))
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= µε(h)(µε(k)(a))
= µε(h) ◦ µε(k)(a),
para quaisquer a, b, c ∈ R e h, k ∈ H. Agora note que,
i2 ◦ α ◦ (∆×R H) ◦∆ = (i⊗R H)(∆⊗R H) ◦ i ◦∆
= ((i ◦∆)⊗R H) ◦ i ◦∆
= (∆⊗R H) ◦∆
= (H ⊗R ∆) ◦∆
= (H ⊗R (i ◦∆)) ◦ i ◦∆
= (H ⊗R i)(H ⊗R ∆) ◦ i ◦∆
= i2 ◦ α′ ◦ (H ×R ∆) ◦∆,
segue que α ◦ (∆ ×R H) ◦ ∆ = α′ ◦ (H ×R ∆) ◦ ∆. Agora, para todo
h ∈ H, temos
θ ◦ (H ×R µε) ◦∆(h) = θ(h(1) ×R µε(h(2)))
= µε(h(2))(1R) · h(1)
= h(1) / µε(h(2))(1R)
= t(µε(h(2))(1R))h(1)
= t(ε(h(2)s(1R)))h(1)
= t(ε(h(2)))h(1)
= h(1) / ε(h(2)) = h,
também temos
θ′ ◦ (µε ×R H) ◦∆(h) = θ′(µε(h(1))×R h(2))
= (µε(h(1))(1R))h(2)
= s(ε(h(1)s(1R)))h(2)
= s(ε(h(1)))h(2)
= ε(h(1)) . h(2)
= h.
(⇐) Considere (H,∆, µ) uma ×R-biálgebra. Deﬁna
∆ := i ◦∆ : H −→ H ⊗R H,
em que i : H ×RH −→ H ⊗RH é a inclusão canônica. Deﬁna também
a counidade ε : H −→ R como ε(h) = µ(h)(1R). Novamente, se ∆ e
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µ são morﬁsmos de Re-bimódulos e morﬁsmos de álgebras, então ∆ é
morﬁsmo de álgebras e morﬁsmo de R-bimódulos, e ε é morﬁsmo de
R-bimódulo. Que ε é caracter à esquerda em (H, s), já foi feito na
proposição 2.29.
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Capítulo 3
Hopf Algebróides
Sabemos que uma álgebra de Hopf é uma biálgebra H equipada
com uma aplicação S : H −→ H denominada antípoda. A noção
de Hopf algebróide é uma generalização desta estrutura. Existem
outras noções que generalizam álgebras de Hopf, como vamos ver no
ﬁnal deste capítulo, mas ao contrário de bialgebróides, tais noções não
são equivalentes.
A antípoda S, como mencionada acima, é um morﬁsmo de biálge-
bras de H para Hopcop. Mas, não parece ser possível deﬁnir um Hopf
álgebróide baseado nesta analogia. Pois se H é um bialgebróide à es-
querda, seu oposto co-oposto Hopcop é um bialgebróide à direita e não
existe uma noção sensata de morﬁsmo de bialgebróides H −→ Hopcop.
Portanto, se quisermos que a antípoda de um Hopf algebróide, seja um
morﬁsmo de bialgebróides H −→ Hopcop, precisamos que H e Hopcop te-
nham a mesma estrutura de bialgebróide à esquerda. Isto signiﬁca que
a álgebra subjacente H precisa ser tanto um bialgebróide à esquerda,
quanto um bialgebróide à direita.
3.1 Deﬁnição e Exemplos
Deﬁnição 3.1 Sejam R e L duas álgebras sobre um anel comutativo
k. Um Hopf algebróide sobre as álgebras de base R e L é uma tripla
H = (HL,HR, S), em que HL é um L-bialgebróide à esquerda e HR é
um R-bialgebróide à direita, sobre a mesma k-álgebra subjacente H. A
antípoda é um morﬁsmo de k-módulo S : H −→ H. Denote as estru-
turas de Re-anel e de R-coanel de HR, respectivamente, por (H, sR, tR)
e (H,∆R, εR). Similarmente, denote as estruturas de Le-anel e de L-
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coanel de HL, respectivamente, por (H, sL, tL) e (H,∆L, εL). Denote
a multiplicação do R-anel (H, sR) por µR e do L-anel (H, sL) por µL.
Estas estruturas estão sujeitas aos seguintes axiomas de compatibili-
dade:
(i) sL ◦ εL ◦ tR = tR, sR ◦ εR ◦ tL = tL, tL ◦ εL ◦ sR = sR e
tR ◦ εR ◦ sL = sL;
(ii) (∆L ⊗R H) ◦∆R = (H ⊗L ∆R) ◦∆L e
(∆R ⊗L H) ◦∆L = (H ⊗R ∆L) ◦∆R;
(iii) S(tL(l)htR(r)) = sR(r)S(h)sL(l), para quaisquer r ∈ R, l ∈ L e
h ∈ H;
(iv) µL ◦ (S ⊗L H) ◦∆L = sR ◦ εR e
µR ◦ (H ⊗R S) ◦∆R = sL ◦ εL.
Observação 3.2 (1) Pelos axiomas de bialgebróides, todos os mor-
ﬁsmos sL◦εL, tL◦εL, sR◦εR e tR◦εR são idempotentes H −→ H.
Portanto, o axioma (i) nos diz que as imagens de sL e tR, também
as imagens de sR e tL, são subálgebras coincidentes de H. Isto
implica que ∆L não é apenas morﬁsmo de L-bimódulos, mas tam-
bém morﬁsmo de R-bimódulos. Simetricamente, ∆R é morﬁsmo
de L-bimódulos. Dessa forma, o axioma (ii) faz sentido.
(2) O k-módulo subjacente H de um bialgebróide (à esquerda ou à
direita) é um comódulo à esquerda e à direita, via o coproduto.
Portanto, o k-módulo subjacente H de um Hopf algebróide, é um
HL-comódulo à esquerda e um HR-comódulo à direita, via aos
coprodutos ∆L e ∆R, respectivamente. O axioma (ii) expressa a
propriedade de que as coações regulares comutam, ou seja, H é
um HL-HR-bicomódulo e também um HR-HL-bicomódulo.
Alternativamente, a primeira identidade do axioma (ii), nos diz
que ∆L é um morﬁsmo de HR-comódulo à direita. Simetri-
camente, ∆R é um morﬁsmo de HL-comódulo à esquerda. A
segunda identidade do axioma (ii), pode ser lida como a HL-
colinearidade à direita de ∆R ou a HR-colinearidade à esquerda
de ∆L.
(3) O axioma (iii) formula a propriedade da antípoda ser morﬁsmo de
R-L-bimódulos, necessária para que o axioma (iv) faça sentido;
(4) Análogo aos axiomas de álgebras de Hopf, o axioma (iv) nos diz
que a antípoda é a inversa da identidade pelo produto de con-
volução, em algum sentido generalizado. A noção de produto de
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convolução no caso de duas álgebras bases distintas L e R, é mais
complicado e não está no escopo deste trabalho.
Da Deﬁnição 3.1 temos que um Hopf algebróide H possui duas es-
truturas de bialgebróides HL e HR e dessa forma, usamos duas versões
da notação de Sweedler para os coprodutos ∆L e ∆R. Para todo h ∈ H,
usaremos ∆L(h) = h(1) ⊗L h(2) e ∆R(h) = h(1) ⊗R h(2), ﬁcando suben-
tendido o somatório.
Exemplo 3.3 (Álgebras de Hopf) Seja H uma álgebra de Hopf sobre
um anel comutativo k. Obviamente H é um Hopf algebróide sobre ál-
gebras base R = k = L. Ambos os bialgebróides HL e HR são iguais a
k-biálgebra H e a antípoda S da álgebra de Hopf H, satisfaz os axiomas
de Hopf algebróide.
Exemplo 3.4 (Álgebras de Hopf fracas) Uma álgebra de Hopf fraca é
uma biálgebra fraca H equipada com um morﬁsmo k-linear S : H −→
H, sujeito aos seguintes axiomas de compatibilidade, Para todo h ∈ H,
(i) h(1)S(h(2)) = uL(h);
(ii) S(h(1))h(2) = uR(h);
(iii) S(h(1))h(2)S(h(3)) = S(h),
e que as aplicações uL e uR foram deﬁnidas no exemplo 2.11. Deﬁna
R := Im(uR) e L := Im(uL), dessa forma, as estruturas de Re-anel
e R-coanel do R-bialgebróide à direita HR, são dadas por (H, sR, tR)
e (H,∆R, εR), em que, para todo r ∈ R, temos sR(r) = r, tR(r) =
ε(r1(1))1(2), também, ∆R := piR ◦ ∆ e εR := uR, em que piR : H ⊗k
H −→ H ⊗R H, é a projeção canônica. As estruturas de Le-anel e
L-coanel do L-bialgebróide à esquerda HL, são dadas por (H, sL, tL)
e (H,∆L, εL), em que, para todo l ∈ L, temos sL(l) = l, tL(l) =
ε(1(2)l)1(1), também, ∆L := piL◦∆ e εL := uL, em que piL : H⊗kH −→
H ⊗LH, é a projeção canônica. Estas estruturas junto com a antípoda
S de H, constituem um Hopf algebróide.
De fato, mostremos as condições necessárias. Antes, listamos algu-
mas propriedades que vamos usar, além da que já sabemos:
(1) ∆(1H) ∈ R⊗ L;
(2) uL(h) = ε(S(h)1(1))1(2) = S(1(1))ε(1(2)h);
(3) uR(h) = 1(1)ε(1(2)S(h)) = ε(h1(1))S(1(2)), para todo h ∈ H.
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As propriedades (2) e (3) estão provadas em [22]. Mostremos a propri-
edade (1). De fato,
(H ⊗ uL)∆(1H) = 1(1) ⊗ uL(1(2))
= 1(1) ⊗ ε(1(1′)1(2))1(2′)
= 1(1) ⊗ ε(1(2))1(3)
= 1(1) ⊗ 1(2)
= ∆(1H).
Portanto, temos ∆(1H) ∈ H⊗L. Analogamente, mostra-se que ∆(1H) ∈
R⊗H. Logo, temos
∆(1H) ∈ (H ⊗ L) ∩ (R⊗H) = R⊗ L.
A última igualdade segue de [11] lema 1.4.5. Mostremos então, a condi-
ção (i) da deﬁnição de Hopf algebróide. De fato, para quaisquer r ∈ R
e l ∈ L, temos
sR(εR(tL(l))) = sR(εR(1(1)ε(1(2)l)))
= sR(1(1′)ε(1(1)ε(1(2)l)1(2′)))
= 1(1′)ε(1(1)1(2′))ε(1(2)l)
= uR(1(1))ε(1(2)l)
= 1(1)ε(1(2)l) por (1)
= tL(l),
sL(εL(tR(r))) = εL(ε(r1(1))1(2))
= ε(1(1′)ε(r1(1))1(2))1(2′)
= ε(r1(1))ε(1(1′)1(2))1(2′)
= ε(r1(1)) uL (1(2))
= ε(r1(1))1(2) por (1)
= tR(r),
tR(εR(sL(l))) = tR(εR(l))
= tR(1(1)ε(l1(2)))
= ε(1(1)ε(l1(2))1(1′))1(2′)
= ε(l1(2))ε(1(1)1(1′))1(2′)
= ε(l1(1′))1(2′) por 2.10 pág 62
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= ε(ε(1(1)l)1(2)1(1′))1(2′)
= ε(ε(1(1)l)1(1′)1(2))1(2′) por 2.9 pág 61
= ε(1(1)l)ε(1(1′)1(2))1(2′)
= ε(1(1)l) uL (1(2))
= ε(1(1)l)1(2) por (1)
= uL(l)
= l = sL(l),
e também
tL(εL(sR(r))) = tL(ε(1(1′)r)1(2′))
= ε(1(2)ε(1(1′)r)1(2′))1(1)
= ε(1(2)1(2′))ε(1(1′)r)1(1)
= ε(1(2)r)1(1) por 2.10 pág 62
= ε(1(2)1(1′)ε(r1(2′)))1(1)
= ε(r1(2′))ε(1(2)1(1′))1(1)
= ε(r1(2′))ε(1(1′)1(2))1(1) por 2.9 pág 61
= ε(r1(2))1(1)
= uR(r) = r
= sR(r).
Agora note que
H
(∆⊗H)∆// H ⊗H ⊗H piL⊗H// H ⊗L H ⊗H H⊗piR// H ⊗L H ⊗R H,
é igual a
H
(H⊗∆)∆// H ⊗H ⊗H H⊗piR// H ⊗H ⊗R H piL⊗RH// H ⊗L H ⊗R H.
Segue daí que
(∆L ⊗R H)∆R = (H ⊗R piR)(piL ⊗L H)(∆⊗H)∆
= (piL ⊗L H)(H ⊗R piR)(H ⊗∆)∆
= (H ⊗L ∆R)∆L.
Que (∆R ⊗L H)∆L = (H ⊗R ∆L)∆R é análogo. Mostremos agora a
condição (iii) da deﬁnição de Hopf algebróide. De fato, para quaisquer
h ∈ H, r ∈ R e l ∈ L, temos
S(tL(l)htR(r)) = S(1(1)ε(1(2)l)hε(r1(1′))1(2′))
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= ε(r1(1′))S(1(1)h1(2′))ε(1(2)l)
= ε(r1(1′))S(1(2′))S(h)S(1(1))ε(1(2)l)
= uR(r)S(h) uL (l) por (2) e (3)
= sR(r)S(h)sL(l).
Agora note que, para todo h ∈ H, temos
µL(S ⊗L H)∆L(h) = µL(S(h(1))⊗L h(2))
= S(h(1))h(2)
= uR(h)
= sR ◦ εR(h),
também temos
µR(H ⊗R S)∆R(h) = µR(H ⊗R S)(h(1) ⊗R h(2))
= µR(h(1) ⊗R S(h(2)))
= h(1)S(h(2))
= uL(h)
= sL ◦ εL(h).
Portanto, concluímos queH = (HL,HR, S), como deﬁnidos nesse exem-
plo, é um Hopf algebróide.
Exemplo 3.5 (O Hopf algebróide Re) Já vimos que Re é um R-bialge-
bróide à direita, com estrutura de Re-anel (Re, sR, tR), em que tR e
sR são as inclusões e com estrutura de R-coanel (Re,∆R, εR), em que
∆R(a⊗b) = (1R⊗b)⊗R (a⊗1R) e εR(a⊗b) = ba, para quaisquer a, b ∈
R. Pela Proposição 2.8 podemos munir (Re)opcop com uma estrutura de
Rop-bialgebróide à esquerda. A estrutura de Rop⊗R-anel é a tripla
(Rop ⊗ R, sRop , tRop), em que sRop = sR e tRop = tR e a estrutura de
Rop-coanel é a tripla (Rop ⊗ R,∆Rop , εRop), em que ∆Rop(a⊗Rop b) =
(a ⊗ 1R) ⊗Rop (1R ⊗ b) e εRop(a ⊗ b) = ba, para quaisquer a, b ∈ R.
Agora, utilizando que Re ' Rop ⊗R, temos que estas estruturas, junto
com a antípoda S : Re −→ Re, tal que S(a⊗ b) = b⊗ a, constituem um
Hopf algebróide.
De fato, note que as condições do axioma (i) da deﬁnição de Hopf
algebróide são trivialmente satisfeitas. Para mostrar as demais condi-
ções, vamos usar a identiﬁcação Re −→ Rop ⊗ R a ⊗ b 7−→ b ⊗ a.
Portanto, para quaisquer a, b ∈ R, temos
(∆Rop ⊗R Re)∆R(a⊗ b) = (∆Rop ⊗R Re)((1R ⊗ b)⊗R (a⊗ 1R))
141
= ∆Rop(b⊗ 1R)⊗R (a⊗ 1R)
= (b⊗ 1R)⊗Rop (1R ⊗ 1R)⊗R (a⊗ 1R),
por outro lado,
(Re ⊗Rop ∆R)∆Rop(b⊗ a) = (Re ⊗Rop ∆R)((b⊗ a)⊗Rop (1R ⊗ a)
= (b⊗ a)⊗Rop ∆R(a⊗ 1R)
= (b⊗ 1R)⊗Rop (1R ⊗ 1R)⊗R (a⊗ 1R).
Analogamente, mostra-se (∆R⊗RopRe)∆Rop = (Re⊗R∆Rop)∆R. Agora,
para quaisquer a, b, r e s ∈ R, temos
S(tRop(s) ·op (a⊗ b) ·op tR(r)) = S((s⊗ 1R) ·op (a⊗ b) ·op (1R ⊗ r))
= S((1R ⊗ r)(a⊗ b)(s⊗ 1R))
= S(as⊗ br)
= br ⊗ as
= br ⊗ s a
= (1R ⊗ s)(b⊗ a)(r ⊗ 1R)
= (r ⊗ 1R) ·op (b⊗ a) ·op (1R ⊗ s)
= sR(r) ·op S(a⊗ b) ·op sRop(s).
Também temos
µRop(S⊗RopRe)∆Rop(b⊗ a) = µRop(S⊗RopRe)((b⊗ 1R)⊗Rop (1R ⊗ a))
= µRop(S(1R ⊗ b)⊗Rop (a⊗ 1R))
= (b⊗ 1R) ·op (a⊗ 1R)
= (a⊗ 1R)(b⊗ 1R)
= ab⊗ 1R,
por outro lado,
sR ◦ εR(a⊗ b) = sR(ba)
= ba⊗ 1R.
Analogamente, mostra-se µR ◦ (Re ⊗R S) ◦∆R = sRop ◦ εRop .
Exemplo 3.6 (O toro quântico algébrico) Considere uma álgebra Tq
sobre um anel comutativo k, gerada por dois elementos inversíveis U e
V , sujeitos a relação UV = qV U , em que q é um elemento inversível em
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k. Tq possui uma estrutura de bialgebróide à direita sobre a subálgebra
comutativa R, gerada por U . Os morﬁsmos source e target são dados
ambos pela inclusão R −→ Tq. O coproduto ∆R e a counidade εR são
dados por
∆R(V
mUn) = V mUn ⊗R V m εR(V mUn) = Un,
em quem,n ∈ Z. Simetricamente, existe uma estrutura de R-bialgebróide
à esquerda dada pelo coproduto ∆L e a counidade εL, tais que
∆L(U
nV m) = UnV m ⊗R V m εL(UnV m) = Un.
Estas estruturas junto com a antípoda S(UnV m) = V −mUn, consti-
tuem um Hopf algebróide.
A condição (i) da deﬁnição de Hopf algebróide é trivialmente satis-
feita. Mostremos a condição (ii). De fato, para V mUn ∈ Tq, temos
(∆L ⊗R Tq)∆R(V mUn) = (∆L ⊗R Tq)(V mUn ⊗R V m)
= ∆L(V
mUn)⊗R V m
= ∆L(q
−mnUnV m)⊗R V m
= q−mnUnV m ⊗R V m ⊗R V m,
por outro lado,
(Tq ⊗R ∆R)∆L(V mUn) = (Tq ⊗R ∆R)∆L(q−mnUnV m)
= (Tq ⊗R ∆R)(q−mnUnV m ⊗R V m)
= q−mnUnV m ⊗R V m ⊗R V m.
Também, para todo UnV m ∈ Tq, temos
(∆R ⊗R Tq)∆L(UnV m) = (∆R ⊗R Tq)(UnV m ⊗R V m)
= ∆R(U
nV m)⊗R V m
= qmnV mUn ⊗R V m ⊗R V m,
por outro lado,
(Tq ⊗R ∆L)∆R(UnV m) = (Tq ⊗R ∆L)(qmnV mUn ⊗R V m)
= qmnV mUn ⊗R V m ⊗R V m.
Agora, para quaisquer V l, UnV m ∈ Tq e Up, Uk ∈ R, temos
S(UnV mUpV l) = S(q−mpUnUpV mV l)
143
= S(q−mpUn+pV m+l)
= q−mpV −(m+l)Un+p,
por outro lado,
S(UpV l)S(UnV m) = V −lUpV −mUn
= qp(−m)V −lV −mUpUn
= q−pmV −(l+m)Up+n.
Dessa forma,
S(UpUnV mU l) = S(U l)S(UnV m)S(Up)
= U lS(UnV m)Up.
Mostremos que vale a condição (iv) de Hopf algebróide. De fato, para
todo UnV m ∈ Tq, temos
S(UnV m)V m = V −mUnV m
= q−(−m)nUnV −mV m
= qmnUn
e também
V mUnS(V m) = V mUnV −m
= V mV −mUnq−mn
= q−mnUn.
Segue portanto, que Tq é um Hopf algebróide.
Exemplo 3.7 (Extensão escalar) Considere uma álgebra de Hopf H e
uma álgebra A comutativa trançada na categoria dos módulos de Yetter-
Drinfel'd de H, ou seja, A é um H-módulo álgebra e um H-comódulo
álgebra que satisfaz, para quaisquer a, b ∈ A,
b(0)(a / b(1)) = ab.
Sabemos da Seção 2.3.5 que o produto smash A#H possui uma estru-
tura de A-bialgebróide à direita, com estrutura de Ae-anel (A#H, sA, tA),
em que sA(a) = a(0)#a(1) e tA(a) = a#1H , e com estrutura de A-
coanel (A#H,∆A, εA), em que
∆A(a#h) = (a#h(1))⊗A (1A#h(2)) e εA(a#h) = aε(h),
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para quaisquer a ∈ A e h ∈ H. Também, podemos munir A#H
com uma estrutura de Aop-bialgebróide à esquerda, com estrutura de
Aop ⊗ A-anel (A#H, sAop , tAop), em que sAop(a) = a(0) / S(a(1))#1H ,
tAop(a) = a
(0)#a(1), e com estrutura de Aop-coanel (A#H,∆Aop , εAop),
em que
∆Aop(a#h) = (a#h(1))⊗Aop (1A#h(2))
e
εAop(a#h) = a
(0) / S−1(hS−1(a(1))),
para quaisquer a ∈ A e h ∈ H. Também, temos a compatibilidade entre
a ação e a coação de H em A, que é dada por
(a / h)(0) ⊗ (a / h)(1) = a(o) / h(2) ⊗ S(h(2))a(1)h(3).
Estas estruturas junto com a antípoda
S : A#H −→ A#H, a#h 7−→ a(0) / S(h(2))#a(1)S(h(1)),
constituem um Hopf algebróide.
Mostremos primeiro que vale a condição (i) de Hopf algebróide. De
fato, para todo a ∈ A, temos
tAop(εAop(sA(a))) = tAop(εAop(a
(0)#a(1)))
= tAop(a
(0)(0) / S−1(a(1)S−1(a(0)(1))))
= tAop(a
(0) / S−1(a(1)(2)S−1(a(1)(1))))
= tAop(a
(0) / S−1(ε(a(1))1H))
= tAop(a
(0)ε(a(1)) / S−1(1H))
= tAop(a) = sA(a),
tA(εA(sAop(a))) = tA(εA(a
(0) / S(a(1))#1H))
= tA(a
(0) / S(a(1)))
= a(0) / S(a(1))#1H
= sAop(a),
sA(εA(tAop(a))) = sA(εA(a
(0)#a(1)))
= sA(a
(0)ε(a(1)))
= sA(a) = tAop(a),
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e também
sAop(εAop(tA(a)))
= sAop(εAop(a#1H))
= sAop(a
(0) / S−1(1HS−1(a(1))))
= (a(0) / S−2(a(1)))(0) / S((a(0) / S−2(a(1)))(1))#1H
= (a(0)(0) / S−2(a(1)(2))) / S(S(S−2(a(1)(1)))a(0)(1)S−2(a(1)(3)))#1H
= (a(0)(0) / S−2(a(1)(2))) / S(S−1(a(1)(1))a(0)(1)S−2(a(1)(3)))#1H
= (a(0)(0) / S−2(a(1)(2))) / S−1(a(1)(3))S(a(0)(1))a(1)(1)#1H
= a(0)(0) / (S−2(a(1)(2))S−1(a(1)(3))S(a(0)(1))a(1)(1))#1H
= a(0)(0) / (S−1(a(1)(3)S−1(a(1)(2)))S(a(0)(1))a(1)(1))#1H
= a(0) / (S−1(a(4)S−1(a(3)))S(a(1))a(2))#1H
= a(0) / (S−1(ε(a(3))1H)S(a(1))a(2))#1H
= a(0) / (S−1(1H)S(a(1))a(2)ε(a(3)))#1H
= a(0) / (S(a(1))a(2))#1H
= a(0) / (ε(a(1))1H)#1H
= a#1H
= tA(a).
Denote H = A#H. Dessa forma, para quaisquer a ∈ A e h ∈ H, temos
(∆Aop ⊗A H)∆A(a#h) = (∆Aop ⊗A H)((a#h(1))⊗A (1A#h(2)))
= ∆Aop(a#h(1))⊗A (1A#h(2))
= (a#h(1))⊗Aop (1A#h(2))⊗A (1A#h(3)),
por outro lado,
(H ⊗Aop ∆A)∆Aop(a#h) = (H ⊗Aop ∆A)((a#h(1))⊗Aop (1A#h(2)))
= (a#h(1))⊗Aop (1A#h(2))⊗A (1A#h(3)).
Analogamente, mostra-se (∆A ⊗Aop H)∆Aop = (H⊗A ∆Aop)∆A. Para
mostrarmos que vale a condição (iii), mostremos antes que S é anti-
multiplicativo. De fato, quaisquer a, b ∈ A e h, k ∈ H, temos
S((a#h)(b#k)) = S(b(a / k(1))#hk(2))
= (b(a / k(1)))
(0) / S(h(2)k(3))#(b(a / k(1)))
(1)S(h(1)k(2))
146
= (b(0)(a / k(1))
(0)) / S(h(2)k(3))#b
(1)(a / k(1))
(1)S(h(1)k(2))
= (b(0)(a(0) / k(1)(2))) / S(h(2)k(3))#b
(1)S(k(1)(1))a
(1)k(1)(3)S(h(1)k(2))
= (b(0)(a(0) / k(2))) / S(h(2)k(5))#b
(1)S(k(1))a
(1)k(3)S(h(1)k(4))
= (b(0)(a(0) / k(2))) / S(h(2)k(5))#b
(1)S(k(1))a
(1)k(3)S(k(4))S(h(1))
= (b(0)(a(0) / k(2))) / S(h(2)k(4))#b
(1)S(k(1))a
(1)ε(k(3))1HS(h(1))
= (b(0)(a(0) / k(2))) / S(h(2)ε(k(3))k(4))#b
(1)S(k(1))a
(1)1HS(h(1))
= (b(0)(a(0) / k(2))) / S(h(2)k(3))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(h(3)k(4)))((a
(0) / k(2)) / S(h(2)k(3)))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(h(3)k(4)))(a
(0) / k(2)S(k(3))S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(h(3)k(3)))(a
(0) / ε(k(2))1HS(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(h(3)ε(k(2))k(3)))(a
(0) / S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(h(3)k(2)))(a
(0) / S(h(2)))#b
(1)S(k(1))a
(1)S(h(1)),
por outro lado,
S(b#k)S(a#h)
=(b(0) / S(k(2))#b
(1)S(k(1)))(a
(0) / S(h(2))#a
(1)S(h(1)))
=(a(0)/S(h(3)))((b
(0)/S(k(2)))/ a
(1)
(1)S(h(2)))#b
(1)S(k(1))a
(1)
(2)S(h(1))
=(a(0)(0)/S(h(3)))((b
(0)/S(k(2)))/ a
(0)(1)S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
=(a(0)(0)/S(h(3)))(((b
(0)/S(k(2)))/a
(0)(1))/S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= (a(0)(0)((b(0) / S(k(2))) / a
(0)(1))) / S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= ((b(0) / S(k(2)))a
(0) / S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(k(2))S(h(3)))(a
(0) / S(h(2)))#b
(1)S(k(1))a
(1)S(h(1))
= (b(0) / S(h(3)k(2)))(a
(0) / S(h(2)))#b
(1)S(k(1))a
(1)S(h(1)).
Segue que S é anti-multiplicativo. Agora note que, para todo a ∈ A,
temos
S(tA(a)) = S(a#1H) = a
(0)#a(1) = sA(a),
também temos
S(tAop(a)) = S(a
(0)#a(1))
= a(0)(0) / S(a(1)(2))#a
(0)(1)S(a(1)(1))
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= a(0) / S(a(1)(3))#a
(1)
(1)S(a
(1)
(2))
= a(0) / S(a(1)(2))#ε(a
(1)
(1))1H
= a(0) / S(ε(a(1)(1))a
(1)
(2))#1H
= a(0) / S(a(1))#1H
= sAop(a).
Segue portanto, para quaisquer a, b, c ∈ A e h ∈ H, que
S(tAop(a)(c#h)tA(b)) = S(tA(b))S(c#h)S(tAop(a))
= sA(b)S(c#h)sAop(a).
Para ﬁnalizar, mostremos que vale a condição (iv). De fato, para quais-
quer a ∈ A e h ∈ H, temos
µA(H ⊗A S)∆A(a#h) = µA(H ⊗A S)((a#h(1))⊗A (1A#h(2)))
= (a#h(1))S(1A#h(2))
= (a#h(1))(1A / S(h(3))#S(h(2)))
= (a#h(1))(ε(S(h(3)))1A#S(h(2)))
= (a#h(1))(ε(h(3))1A#S(h(2)))
= (a#h(1))(1A#S(h(2)ε(h(3))))
= (a#h(1))(1A#S(h(2)))
= a / S(h(3))#h(1)S(h(2))
= a / S(h(2))#ε(h(1))1H
= a / S(ε(h(1))h(2))#1H
= a / S(h)#1H ,
por outro lado,
sAop ◦ εAop(a#h)
= sAop(a
(0) / S−1(hS−1(a(1))))
= (a(0) / S−1(hS−1(a(1))))(0) / S((a(0) / S−1(hS−1(a(1))))(1))#1H
= (a(0)(0) / S−1(h(2)S−1(a(1)(2)))S(S(S−1(h(3)S−1(a(1)(1))))a(0)(1)
S−1(h(1)S−1(a(1)(3)))))#1H
= (a(0) / S−2(a(3))S−1(h(2))S(h(3)S−1(a(2))a(1)S(h(1)S−1(a(4)))))#1H
= (a(0) / S−2(a(3))S−1(h(2))h(1)S−1(a(4))S(a(1))a(2)S(h(3)))#1H
= (a(0) / S−2(a(2))ε(h(1))1HS−1(a(3))ε(a(1))1HS(h(2)))#1H
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= (a(0) / S−2(ε(a(1))a(2))S−1(a(3))S(ε(h(1))h(2)))#1H
= (a(0) / S−2(a(1))S−1(a(2))S(h))#1H
= (a(0) / S−1(a(2)S−1(a(1)))S(h))#1H
= (a(0) / S−1(ε(a(1))1H)S(h))#1H
= (a(0)ε(a(1)) / S−1(1H)S(h))#1H
= (a / S(h))#1H .
Também temos
µRop(S ⊗AopH)∆Rop(a#h)=µRop(S⊗AopH)((a#h(1))⊗Aop(1A#h(2)))
= S(a#h(1))(1A#h(2))
= (a(0) / S(h(2)))#a
(1)S(h(1)))(1A#h(3))
= (a(0) / S(h(2))h(3))#a
(1)S(h(1))h(4)
= (a(0) / ε(h(2))1H)#a
(1)S(h(1))h(3)
= (a(0) / 1H)#a
(1)S(h(1))ε(h(2))h(3)
= a(0)#a(1)S(h(1))h(2)
= a(0)#a(1)ε(h)1H
= sR(aε(h))
= sR(εR(a#h)).
3.2 Propriedades Básicas de Hopf Algebrói-
des
Nesta seção veremos propriedades que indicam o comportamento
esperado da antípoda de um Hopf algebróide, com respeito as estruturas
de anel e coanel subjacentes. Considere H = (HL,HR, S) um Hopf
algebróide sobre álgebras de bases L e R. Segue do axioma (i) de Hopf
algebróide que L e R são anti-isomorfas. De fato, existem isomorﬁsmos
εL ◦ sR : Rop −→ L e εR ◦ tL : L −→ Rop. (3.1)
Simetricamente, existem isomorﬁsmos inversos
εR ◦ sL : Lop −→ R e εL ◦ tR : R −→ Lop. (3.2)
De fato, para quaisquer r, r′ ∈ R, temos
εL ◦ sR(rr′) = εL(sR(rr′))
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= εL(tL ◦ εL ◦ sR(r)sR(r′))
= εL(tL(εL ◦ sR(r))sR(r′))
= εL(sR(r
′) · (εL ◦ sR(r)))
= εL(sR(r
′))(εL ◦ sR(r))
= εL ◦ sR(r′)εL ◦ sR(r). (3.3)
Agora, segue dos axiomas (ii), (iii) e (iv) da deﬁnição de Hopf alge-
bróide, que
S(tR(r)htL(l)) = sL(l)S(h)sR(r), (3.4)
para quaisquer r ∈ R, l ∈ L e h ∈ H. De fato,
S(tR(r)h) = S(tR(r)h
(2)tR(εR(h
(1))))
= sR(εR(h
(1)))S(tR(r)h
(2))
= S(h(1)(1))h
(1)
(2)S(tR(r)h
(2))
= S(h(1))h(2)
(1)S(tR(r)h(2)
(2))
= S(h(1))sR(r)h(2)
(1)S(h(2)
(2))
= S(h(1))sR(r)sL(εL(h(2)))
= S(h(1))tL(εL(sR(r)))sL(εL(h(2)))
= S(h(1))sL(εL(h(2)))tL(εL(sR(r)))
= S(h(1))sL(εL(h(2)))sR(r)
= S(tL(εL(h(2)))h(1))sR(r)
= S(h)sR(r),
também temos
S(htL(l)) = S(tL(εL(h(2)))h(1)tL(l))
= S(h(1)tL(l))sL(εL(h(2)))
= S(h(1)tL(l))sL(εL(h(2)))
= S(h(1)tL(l))h(2)
(1)S(h(2)
(2))
= S(h(1)(1)tL(l))h
(1)
(2)S(h
(2))
= S(h(1)(1))h
(1)
(2)sL(l)S(h
(2))
= sR ◦ εR(h(1))sL(l)S(h(2))
= sR(εR(h
(1)))tR(εR(sL(l)))S(h
(2))
= tR(εR(sL(l)))sR(εR(h
(1)))S(h(2))
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= sL(l)sR(εR(h
(1)))S(h(2))
= sL(l)S(h
(2)tR(εR(h
(1))))
= sL(l)S(h).
Proposição 3.8 Seja H um Hopf algebróide sobre álgebras bases L e
R, e H a k-álgebra subjacente. Então, a antípoda S é um morﬁsmo de
Re-anéis
(H, sR, tR) −→ (Hop, sL ◦ (εL ◦ sR), tL ◦ (εL ◦ sR)).
Analogamente, também é um morﬁsmo de Le-anéis
(H, sL, tL) −→ (Hop, sR ◦ (εR ◦ sL), tR ◦ (εR ◦ sL)).
Em particular, S : H −→ H é antimorﬁsmo de k-álgebras.
Demonstração: Primeiro, vamos ver que (Hop, sL◦(εL◦sR), tL◦(εL◦
sR)) é um Re-anel. De fato, por 3.3 εL ◦ sR : R −→ L é antimorﬁsmo
de álgebras , segue que
(sL ◦ (εL ◦ sR))(rr′) = sL((εL ◦ sR)(rr′))
= sL((εL ◦ sR)(r′)(εL ◦ sR)(r))
= sL ◦ (εL ◦ sR)(r′)(sL ◦ (εL ◦ sR)(r))
= sL ◦ (εL ◦ sR)(r) ·op (sL ◦ (εL ◦ sR)(r′)),
também temos
(tL ◦ (εL ◦ sR))(rr′) = tL((εL ◦ sR)(rr′))
= tL((εL ◦ sR)(r′)(εL ◦ sR)(r))
= tL((εL ◦ sR)(r))tL((εL ◦ sR)(r′))
= tL((εL ◦ sR)(r′)) ·op tL((εL ◦ sR)(r)).
É claro que sL ◦ (εL ◦ sR) e tL ◦ (εL ◦ sR) comutam nas imagens. Segue
portanto, que Hop é um Re-anel. Mostremos agora que S é morﬁsmo
de Re-bimódulos. De fato, para quaisquer r, r′ ∈ R e h ∈ H, temos
S((r ⊗ r′) · h) = S(sR(r)tR(r′)h)
= S(tL ◦ εL ◦ sR(r)tR(r′)h)
= S(h)sL ◦ (εL ◦ sR)(r)sR(r′)
= S(h)sL((εL ◦ sR)(r))sR(r′)
= S(h)sR(r
′)sL((εL ◦ sR)(r))
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= S(h)tL(εL ◦ sR(r′))sL((εL ◦ sR)(r))
= sL ◦ (εL ◦ sR)(r) ·op tL ◦ (εL ◦ sR)(r′) ·op S(h)
= (r ⊗ r′) · S(h),
também temos
S(h · (r ⊗ r′)) = S(hsR(r)tR(r′))
= S(htL ◦ (εL ◦ sR(r))tR(r′))
= sL ◦ (εL ◦ sR(r))sR(r′)S(h)
= sL ◦ (εL ◦ sR(r))tL ◦ (εL ◦ sR(r′))S(h)
= tL ◦ (εL ◦ sR(r′))sL ◦ (εL ◦ sR(r))S(h)
= S(h) ·op sL ◦ (εL ◦ sR(r)) ·op tL ◦ (εL ◦ sR(r′))
= S(h) · (r ⊗ r′).
Mostremos que S é antimultiplicativo. De fato, para quaisquer h, k ∈
H, temos
S(hk) = S(tL(εL(h(2)))h(1)k)
= S(h(1)k)sL(εL(h(2)))
= S(h(1)tL(εL(k(2)))k(1))sL(εL(h(2)))
= S(h(1)tL(εL(k(2)))k(1))h(2)
(1)S(h(2)
(2))
= S(h(1)(1)tL(εL(k(2)))k(1))h
(1)
(2)S(h
(2))
= S(h(1)(1)k(1))h
(1)
(2)sL(εL(k(2)))S(h
(2))
= S(h(1)(1)k(1))h
(1)
(2)k(2)
(1)S(k(2)
(2))S(h(2))
= S(h(1)(1)k
(1)
(1))h
(1)
(2)k
(1)
(2)S(k
(2))S(h(2))
= S((h(1)k(1))(1))(h
(1)k(1))(2)S(k
(2))S(h(2))
= sR ◦ εR(h(1)k(1))S(k(2))S(h(2))
= S(k(2)tR ◦ εR(h(1)k(1)))S(h(2))
= S(k(2)tR(εR(sR(εR(h
(1)))k(1))))S(h(2))
= S(tR(εR(h
(1)))k(2)tR(εR(k
(1))))S(h(2))
= S(k)sR(εR(h
(1)))S(h(2))
= S(k)S(h(2)tR(εR(h
(1))))
= S(k)S(h).
Agora note que 1H = sR ◦ εR(1H) = S(1H)1H = S(1H). Deﬁna
η : Re −→ H, η(r ⊗ r′) = sR(r)tR(r′)
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eη̂ : Re −→ Hop, ̂η(r ⊗ r′) = sL ◦ (εL ◦ sR)(r) ·op tL ◦ (εL ◦ sR)(r′).
Mostremos assim, que S ◦ η = η̂. De fato, para quaisquer r, r′ ∈ R,
temos
S(η(r ⊗ r′)) = S(sR(r)tR(r′))
= S(tL ◦ (εL ◦ sR)(r)tR(r′))
= sR(r
′)S(1H)sL ◦ (εL ◦ sR)(r)
= tL ◦ (εL ◦ sR)(r′)sL ◦ (εL ◦ sR)(r)
= sL ◦ (εL ◦ sR)(r) ·op tL ◦ (εL ◦ sR)(r′)
= η̂(r ⊗ r′).
Segue portanto, que S é morﬁsmo de Re-anéis. Analogamente, mostra-
se que S é morﬁsmo de Le-anéis.
Sabemos que o oposto-co-oposto de uma álgebra de Hopf H é tam-
bém uma álgebra de Hopf, com a mesma antípoda S. Se S é bijetiva,
então o oposto e o co-oposto são álgebras de Hopf, ver ([11], Remark
4.2.10). Segue um análogo destes fatos para Hopf algebróides.
Proposição 3.9 Seja H = (HL,HR, S) um Hopf algebróide sobre ál-
gebras bases L e R, e H a k-álgebra subjacente. Então, valem as se-
guintes aﬁrmações:
(1) A tripla ((HR)opcop, (HL)
op
cop, S) é um Hopf algebróide sobre álge-
bras bases Rop e Lop, respectivamente;
(2) Se a antípoda S é bijetiva, então ((HR)op, (HL)op, S−1) é um
Hopf algebróide sobre álgebras bases R e L, respectivamente, e
também, ((HL)cop, (HR)cop, S−1) é um Hopf algebróide sobre ál-
gebras bases Lop e Rop, respectivamente.
Demonstração: (1) Sabemos da proposição 2.8 e de seu análogo para
bialgebróides à esquerda, que (HR)opcop é um R
op-biagebróide à esquerda
e (HL)opcop é um L
op-bialgebróide à direita. A estrutura de Rop ⊗ R-
anel em (HR)opcop, é dada por (H
op
cop, sR, tR) e a estrutura de R
op-coanel
em (HR)opcop é dada por (Hcop,∆
cop
R , εR). Simetricamente, a estrutura
de Lop ⊗ L-anel em (HL)opcop, é dada por (Hopcop, sL, tL) e a estrutura
de Lop-coanel em (HL)opcop é dada por (Hcop,∆
cop
L , εL). Mostremos en-
tão que valem os axiomas de Hopf algebróide. De fato, o axioma (i)
153
é trivialmente satisfeito. Para mostrar o axioma (ii), vamos usar que
H ⊗L H ⊗R H é isomorfo a H ⊗Rop H ⊗Lop H como k-módulos. Os
respectivos balanceamentos nos produtos tensoriais acima foram mos-
trados na proposição 2.8. Assim, para todo h ∈ H, temos
(∆copR ⊗Lop H)∆copL (h) = (∆copR ⊗Lop H)(h(2) ⊗Lop h(1))
= ∆copR (h(2))⊗Lop h(1)
= h(2)
(2) ⊗Rop h(2)(1) ⊗Lop h(1)
= h(2) ⊗Rop h(1)(2) ⊗Lop h(1)(1),
por outro lado,
(H ⊗Rop ∆copL )∆copR (h) = (H ⊗Rop ∆copL )(h(2) ⊗Rop h(1))
= h(2) ⊗Rop ∆copL (h(1))
= h(2) ⊗Rop h(1)(2) ⊗Lop h(1)(1).
Analogamente, mostra-se (∆copL ⊗Rop H)∆copR = (H ⊗Lop ∆copR )∆copL .
Agora, para quaisquer r ∈ R, l ∈ L e h ∈ H, temos
S(tR(r) ·op h ·op tL(l)) = S(tL(l)htR(r))
= sR(r)S(h)sL(l)
= sL(l) ·op S(h) ·op sR(r).
Também temos
µRop(H ⊗Rop S)∆copR (h) = µRop(H ⊗Rop S)(h(2) ⊗Rop h(1))
= h(2) ·op S(h(1))
= S(h(1))h(2)
= sL ◦ εL(h).
Analogamente, mostra-se que µLop(H⊗LopS)∆copL = sR◦εR. Portanto,
concluímos que ((HR)opcop, (HL)
op
cop, S) é um Hopf algebróide.
(2) Sabemos da Proposição 2.8 que (HR)op é um R-bialgebróide à es-
querda. A estrutura de Re-anel em (HR)op é dada por (Hop, tR, sR) e
a estrutura de R-coanel em (HR)op é dada por (H,∆R, εR). Analoga-
mente, (HL)op é um L-bialgebróide à direita. A estrutura de Le-anel
em (HL)op é dada por (Hop, tL, sL) e a estrutura de L-coanel em (HL)op
é dada por (H,∆L, εL). Mostremos que valem os axiomas de Hopf al-
gebróide. Os axiomas (i) e (ii) são trivialmente satisfeitos. Mostremos
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que vale o axioma (iii). Antes, note que se S é antimultiplicativo, te-
mos que S−1 também é antimultiplicativo. De fato, para quaisquer h
e k ∈ H, temos
S−1(hk) = S−1(S(S−1(h))S(S−1(k)))
= S−1(S(S−1(k)S−1(h)))
= S−1(k)S−1(h).
Agora note que do axioma (iii) de Hopf algebróide e de 3.4, temos
S(tR(r)) = sR(r) e S(tL(l)) = sL(l),
para quaisquer l ∈ L e r ∈ R. Segue que
S−1(sR(r)) = S−1(S(tR(r))) = tR(r)
e
S−1(sL(l)) = S−1(S(tL(l))) = tL(l).
Portanto, para quaisquer l ∈ L, r ∈ R e h ∈ H, temos
S−1(sR(r) ·op h ·op sL(l)) = S−1(sL(l)hsR(r))
= S−1(sR(r))S−1(h)S−1(sL(l))
= tR(r)S
−1(h)tL(l)
= tL(l) ·op S−1(h) ·op tR(r),
ou seja, vale o axioma (iii) para ((HR)op, (HL)op, S−1). Mostremos
agora que vale o axioma (iv). De fato, de h(1)S(h(2)) = sL ◦ εL(h),
temos
S−1(h(1)) ·op h(2) = h(2)S−1(h(1))
= S−1(h(1)S(h(2)))
= S−1(sL(εL(h)))
= tL(εL(h)),
para todo h ∈ H. Analogamente, mostra-se
h(1) ·op S−1(h(2)) = tR ◦ εR.
Segue portanto, que ((HR)op, (HL)op, S−1) é um Hopf algebróide.
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Proposição 3.10 Seja H = (HL,HR, S) um Hopf algebróide. En-
tão, o par (S, εL ◦ sR) é um morﬁsmo de bialgebróides à esquerda
(HR)
op
cop −→ HL.
Demonstração: Já sabemos que εL◦sR e S são morﬁsmos de álgebras.
Agora temos que
sL ◦ (εL ◦ sR) = S ◦ tL ◦ (εL ◦ sR) = S ◦ sR
e
tL ◦ (εL ◦ sR) = sR = S ◦ tR.
Também, para todo h ∈ H, temos
εL ◦ S(h) = εL(S(tL(εL(h(2)))h(1)))
= εL(S(h(1))sL ◦ εL(h(2)))
= εL(S(h(1))h(2))
= εL(sR ◦ εR(h))
= (εL ◦ sR) ◦ εR(h).
Falta mostrarmos apenas que ∆L ◦ S = (S ⊗L S) ◦∆copR . De fato, para
todo h ∈ H, temos
∆L(S(h))
= ∆L(S(tL(εL(h(2)))h(1)))
= ∆L(S(h(1))sL(εL(h(2))))
= S(h(1))(1)sL(εL(h(2)))⊗L S(h(1))(2)
= S(h(1))(1)h(2)
(1)S(h(2)
(2))⊗L S(h(1))(2)
= S(h(1)(1))(1)h
(1)
(2)S(h
(2))⊗L S(h(1)(1))(2)
= S(h(1)(1))(1)tL(εL(h
(1)
(2)(2)))h
(1)
(2)(1)S(h
(2))⊗L S(h(1)(1))(2)
= S(h(1)(1))(1)h
(1)
(2)(1)S(h
(2))⊗L S(h(1)(1))(2)sL(εL(h(1)(2)(2)))
= S(h(1)(1))(1)h
(1)
(2)(1)S(h
(2))⊗L S(h(1)(1))(2)h(1)(2)(2)(1)S(h(1)(2)(2)(2))
= S(h(1)(1))(1)h
(1)
(2)
(1)
(1)S(h
(2))⊗L S(h(1)(1))(2)h(1)(2)(1)(2)S(h(1)(2)(2))
= S(h(1)(1)(1))(1)h
(1)(1)
(2)(1)S(h
(2))⊗LS(h(1)(1)(1))(2)h(1)(1)(2)(2)S(h(1)(2))
= (S(h(1)(1)(1))h
(1)(1)
(2))(1)S(h
(2))⊗L (S(h(1)(1)(1))h(1)(1)(2))(2)S(h(1)(2))
= (sR ◦ εR(h(1)(1)))(1)S(h(2))⊗L (sR ◦ εR(h(1)(1)))(2)S(h(1)(2))
= S(h(2))⊗L sR ◦ εR(h(1)(1))S(h(1)(2))
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= S(h(2))⊗L S(h(1)(2)tR(εR(h(1)(1))))
= S(h(2))⊗L S(h(1))
= (S ⊗L S)(h(2) ⊗L h(1))
= (S ⊗L S)∆copR (h).
3.3 Noções Alternativas
Existe consenso na literatura de que a estrutura que melhor subs-
titui uma biálgebra, para o caso de uma álgebra base não-comutativa,
é um bialgebróide. Já para substituir uma álgebra de Hopf, existem
algumas discussões acerca de qual estrutura melhor generaliza. Nesta
seção deﬁnimos duas noções, diferentes da noção de Hopf algebróide,
que também generalizam uma álgebra de Hopf.
3.3.1 Hopf Algebróides de Lu
A seguinte deﬁnição, citada em ([18], Deﬁnição 4.1), usa apenas
uma estrutura de bialgebróide, enquanto que na deﬁnição de Hopf alge-
bróide, usa-se duas estruturas. Embora o primeiro axioma da antípoda
na deﬁnição de Hopf algebróide pode ser formulado também neste caso,
algumas condições adicionais são necessárias para formular o segundo
axioma.
Deﬁnição 3.11 Seja B um bialgebróide à esquerda sobre L, uma k-
álgebra. Dizemos que B é um Hopf algebróide de Lu se existem
S : B −→ B e uma seção de k-módulos ξ, para o epimorﬁsmo canônico
pi : B⊗kB −→ B⊗LB, ou seja, pi ◦ξ = IdB⊗LB, tais que, os seguintes
axiomas são satisfeitos:
(i) S ◦ t = s;
(ii) µB ◦ (S ⊗L B) ◦∆ = t ◦ ε ◦ S;
(iii) µB ◦ (B ⊗L S) ◦ ξ ◦∆ = s ◦ ε.
Nenhuma das noções, Hopf algebróide e Hopf algebróide de Lu, é
mais geral do que a outra. De fato, um exemplo de Hopf algebróide
que não é Hopf algebróide de Lu é construído a seguir.
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Exemplo 3.12 Seja k um corpo com característica diferente de dois.
Considere a biálgebra de grupo kZ2, com estrutura de k-coanel dada
por ∆L(t) = t⊗ t e εL(t) = 1, em que t2 = 1 e como um k-bialgebróide
à esquerda, com estrutura de ke-anel (kZ2, η, η), em que η : k −→
kZ2 λ 7−→ λ1. Podemos também, munir kZ2 com uma estrutura de
k-bialgebróide à direita, com a mesma estrutura de ke-anel e com es-
trutura de k-coálgebra (kZ2,∆R, εR), em que ∆R(t) = −t⊗ t, ∆R(1) =
1⊗ 1 e εR(t) = −1 e εR(1) = 1. Estas estruturas junto com a antípoda
S(t) := −t e S(1) := 1, constituem um Hopf algebróide, porém não
satisfaz os axiomas de Hopf algebróide de Lu.
De fato, mostremos que os axiomas de Hopf algebróide são satisfeitos.
Claro que a condição (i) é trivialmente satisfeita. Agora note que
(∆L ⊗k kZ2)∆R(t) = (∆L ⊗k kZ2)(−t⊗ t)
= −t⊗ t⊗ t,
por outro lado,
(kZ2 ⊗k ∆R)∆L(t) = (kZ2 ⊗k ∆R)(t⊗ t)
= t⊗−t⊗ t
= −t⊗ t⊗ t.
Analogamente, mostra-se (∆R ⊗k kZ2)∆L = (kZ2 ⊗k ∆L)∆R. Agora
temos
µ(kZ2 ⊗k S)∆R(t) = −tS(t) = t t
= t2 = 1 = εL(t)1
= η ◦ εL(t),
também temos
µ(S ⊗k kZ2)∆L(t) = S(t)t = −t t
= −t2 = εR(t)1
= η ◦ εR(t).
Pela k-linearidade de S, o axioma (iii) é satisfeito. Agora perceba que,
a projeção canônica
pi : kZ2 ⊗k kZ2 −→ kZ2 ⊗L kZ2
é a identidade, desta forma, a única possibilidade para a seção
ξ : kZ2 ⊗L kZ2 −→ kZ2 ⊗k kZ2,
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é a identidade. Portanto,
µ(kZ2 ⊗k S)∆L(t) = −1 6= 1 = η ◦ εL(t),
isto contradiz o fato que (HL, S) é um Hopf algebróide de Lu.
3.3.2 ×R -Hopf Álgebra
Sabemos da teoria de álgebras de Hopf que os coinvariantes do co-
módulo regular de uma biálgebra H, sobre um anel comutativo k, são
precisamente os múltiplos escalares da unidade. H é uma álgebra de
Hopf se, e somente se, H é uma H-extensão Galois de k, ou seja, a
aplicação Can : H ⊗K H −→ H ⊗k H, h ⊗ k 7−→ h(1) ⊗ h(2)k, é
bijetiva. De fato, existe um isomorﬁsmo em que a primeira álgebra é
por composição e a segunda por convolução
HHomH(H ⊗k H,H ⊗k H) ∼= Homk(H,H).
Tal isomorﬁsmo é dado por
(̂ ) : HHomH(H ⊗k H,H ⊗k H) −→ Homk(H,H)
F 7−→ F̂ ,
tal que F̂ (h) = (ε⊗H)F (h⊗ 1H). Com inversa deﬁnida por
(˜ ) : Homk(H,H) −→ HHomH(H ⊗k H,H ⊗k H)
f 7−→ f˜ ,
tal que f˜(h⊗k) = h(1)⊗f(h(2))k, para quaisquer h, k ∈ H. Este isomor-
ﬁsmo relaciona a inversa da canônica com a antípoda. Motivado por
esta caracterização de álgebras de Hopf, Schauenburg em [25] propôs a
deﬁnição de ×R-Hopf álgebra. Para entendermos essa deﬁnição, preci-
samos de algumas deﬁnições e resultados da teoria de categorias.
Deﬁnição 3.13 Sejam C e D categorias. Uma adjunção de C a D é
uma tripla (F,G, φ), em que F : C −→ D e G : D −→ C são funto-
res e φXY : HomD(F (X), Y ) −→ HomC(X,G(Y )) é uma família de
isomorﬁsmos naturais, para quaisquer X ∈ C e Y ∈ D. Neste caso,
dizemos que F é adjunto à esquerda de G e que G é adjunto à
direita de F .
Deﬁnição 3.14 Seja C uma categoria monoidal. Para Y ∈ C, se o
funtor −⊗ Y : C −→ C é adjunto à esquerda, denotamos seu adjunto à
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direita por homC(Y,−) : C −→ C e chamamos de hom-funtor interno
à direita. Se o funtor −⊗ Y é adjunção à esquerda para todo Y ∈ C,
então dizemos que C é fechada à direita.
Sejam X,Y objetos em C. Por resultados de funtores adjuntos, um
hom-funtor interno à direita homC(Y,−) vem com um morﬁsmo adjun-
ção ev : homC(Y,X)⊗Y −→ X, com a seguinte propriedade universal:
Para cada Z ∈ C e e : Z⊗Y −→ X, existe único f : Z −→ homC(Y,X),
tal que e = ev ◦ (f ⊗Y ). Tal propriedade universal, é válida para qual-
quer adjunção (F,G, φ). A demonstração deste fato, pode ser encon-
trada em ([29], Teorema 2.28).
Seja R uma álgebra sobre um anel comutativo k. Considere a ca-
tegoria dos Re-módulos à esquerda ReM, esta categoria pode ser vista
como a categoria dos R-bimódulos, pois se M ∈ ReM, para quaisquer
r, r′ ∈ R em ∈M , deﬁnimos r·m·r′ = (r⊗r′)m. Então ReM é monoidal
com o produto tensorial ⊗R e unidade monoidal R. É possível mostrar
que a categoria monoidal (ReM,⊗R) é fechada, com hom-funtor interno
hom
ReM(N,P ) =RopHom(N,P ), para quaisquer N,P ∈ ReM, em que
a estrutura de Re-módulo à esquerda é dada por
((r′ ⊗ r)f)(n) = r′f(rn),
para quaisquer r, r′ ∈ R, f ∈ RopHom(N,P ) e n ∈ N.
SeH é uma álgebra de Hopf sobre k, então o k-móduloHomk(V,W )
de morﬁsmos k-lineares, possui uma estrutura canônica de H-módulo
à esquerda, deﬁnida por (hf)(v) = h(1)f(S(h(2))v), para quaisquer
h ∈ H, f ∈ Homk(V,W ) e v ∈ V . Com esta estrutura, Homk(V,W )
deﬁne um hom-funtor interno na categoria dos H-módulos à esquerda.
Agora, em contrapartida, uma biálgebra não precisa ser uma álgebra de
Hopf para que sua categoria de módulos seja fechada. Porém, a próxima
proposição mostrará que a categoria de módulos sobre uma biálgebra
B ou até mesmo sobre um R-bialgebróide à esquerda é fechada.
Proposição 3.15 Seja B um R-bialgebróide à esquerda. Então a ca-
tegoria BM, dos B-módulos à esquerda, é fechada à direita com hom-
funtor interno à direita dado, para quaisquer N,P ∈B M, por
hom
BM(N,P ) =B Hom(B ⊗R N,P ),
em que B⊗RN é um B-bimódulo com estrutura de B-módulo à esquerda
dada, para quaisquer b, b′ ∈ B e n ∈ N , por
b . (b′ ⊗R n) = b(1)b′ ⊗R b(2) . n
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e estrutura de B-módulo à direita dada por
(b′ ⊗R n) / b = b′b⊗R n.
Demonstração: Primeiro, note que para quaisquer M,N , P ∈ BM,
m ∈M e n ∈ N temos que
ϕ : M ⊗R N −→ (B ⊗R N)⊗B M
m⊗R n 7−→ (1B ⊗R n)⊗B m,
é um isomorﬁsmo de B-módulos à esquerda. De fato, para quaisquer
m ∈M , n ∈ N e b ∈ B, deﬁna
ϕ−1 : (B ⊗R N)⊗B M −→ M ⊗R N
(b⊗R n)⊗B m 7−→ b . m⊗R n.
Agora, lembre que a estrutura de R-bimódulo em um B-módulo à es-
querda qualquer M , é dada, para quaisquer r, r′ ∈ R e m ∈M , por
r ·m · r′ = s(r)t(r′) . m.
Mostremos que ϕ está bem deﬁnida. De fato, ϕ é R-balanceada,
ϕ(m · r, n) = (1B ⊗R n)⊗m · r
= (1B ⊗R n)⊗ t(r) . m
= (1B ⊗R n) / t(r)⊗m
= (t(r)1B ⊗R n)⊗m
= (1B · r ⊗R n)⊗m
= (1B ⊗R r · n)⊗m
= ϕ(m, r · n).
Portanto, existe única ϕ : M ⊗R N −→ (B ⊗R N)⊗B M , que satisfaz
ϕ(m ⊗R n) = (1B ⊗R n) ⊗B m, para quaisquer m ∈ M e n ∈ N .
Mostremos que ϕ é morﬁsmo de B-módulos à esquerda. De fato, para
quaisquer m ∈M , n ∈ N e b ∈ B, temos
ϕ(b . (m⊗R n)) = ϕ(b(1) . m⊗R b(2) . n)
= (1B ⊗R b(2) . n)⊗B b(1) . m
= (1B ⊗R b(2) . n) / b(1) ⊗B m
= (b(1) ⊗R b(2) . n)⊗B m
= b . (1B ⊗R n)⊗B m
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= b . ϕ(m⊗R n).
Mostremos agora que ϕ−1 está bem deﬁnida. De fato, para quaisquer
r ∈ R, m ∈ M , n ∈ N e b, b′ ∈ B, temos que ϕ−1 é R-balanceada e
B-balanceada
ϕ−1((b · r, n), m) = (b · r) . m⊗R n
= t(r)b . m⊗R n
= t(r) . (b . m)⊗R n
= (b . m) · r ⊗R n
= (b . m)⊗R r · n
= ϕ−1((b, r · n), m),
ϕ−1((b, n), b′ . m) = bb′ . m⊗R n
= ϕ−1((bb′ ⊗R n), m)
= ϕ−1((b⊗R n) / b′, m).
Portanto, temos
(ϕ ◦ ϕ−1)((b⊗R n)⊗B m) = ϕ(ϕ−1((b⊗R n)⊗B m))
= ϕ(b . m⊗R n)
= (1B ⊗R n)⊗B b . m
= (1B ⊗R n) / b⊗B m
= (b⊗R n)⊗B m,
por outro lado, temos
(ϕ−1 ◦ ϕ)(m⊗R n) = ϕ−1((1B ⊗R n)⊗B m)
= 1B . m⊗R n
= m⊗R n.
Deﬁna agora, para quaisquer M,N , P ∈ BM, a aplicação
θ : BHom(M ⊗R N, P ) −→ BHom((B ⊗R N)⊗B M, P )
f 7−→ θ(f) = f ◦ ϕ−1.
Claro que θ(f) é morﬁsmo de B-módulos à esquerda, pois é a com-
posição de outros dois. Agora deﬁna θ−1(g) = g ◦ ϕ, para todo g ∈
BHom((B ⊗R N)⊗B M). Desta forma, temos
θ(θ−1(g)) = θ−1(g) ◦ ϕ−1 = g ◦ ϕ ◦ ϕ−1 = g.
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Analogamente, θ−1(θ(f)) = f . Segue portanto, o isomorﬁsmo de B-
módulos à esquerda
BHom(M ⊗R N, P ) ∼= BHom((B ⊗R N)⊗B M, P ).
Mostremos agora que, para quaisquerM,N , P ∈ BM em ∈M , n ∈ N ,
b ∈ B, a aplicação
(̂ ) :BHom((B ⊗R N)⊗B M, P )−→BHom(M,B Hom(B ⊗R N, P ))
F 7−→ F̂ ,
em que
F̂ : M −→ BHom(B ⊗R N, P )
m 7−→ F̂ (m),
tal que F̂ (m)(b ⊗R n) = F ((b ⊗R n) ⊗B m), é um isomorﬁsmo de
B-módulos à esquerda, com a estrutura de B-módulo à esquerda em
BHom(B ⊗R N,P ) dada por (b . f)(b′ ⊗R n) = f(b′b ⊗R n), para
quaisquer b, b′ ∈ B e n ∈ N . Segue da maneira como foi deﬁnido,
que para todo m ∈ M , F̂ (m) é R-balanceado. Mostremos então que é
morﬁsmo de B-módulos à esquerda. De fato, para quaisquer m ∈ M ,
n ∈ N e b, b′ ∈ B, temos
F̂ (m)(b . (b′ ⊗R n)) = F (b . (b′ ⊗R n)⊗B m)
= b . F ((b′ ⊗R n)⊗B m)
= b . F̂ (m)(b′ ⊗R n)
Mostremos agora que F̂ é morﬁsmo de B-módulos à esquerda. De fato,
temos
F̂ (b . m)(b′ ⊗R n) = F ((b′ ⊗R n)⊗B b . m)
= F ((b′ ⊗R n) / b⊗B m)
= F ((b′b⊗R n)⊗B m)
= F̂ (m)(b′b⊗R n)
= b . F̂ (m)(b′ ⊗R n)
= (b . F̂ )(m)(b′ ⊗R n).
Agora deﬁna
(˜ ) :BHom(M, BHom(B ⊗R N, P ))−→ BHom((B ⊗R N)⊗B M, P )
G 7−→ G˜,
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tal que G˜((b ⊗R n) ⊗B m) = G(m)(b ⊗R n), para quaisquer b ∈ B,
m ∈ M e n ∈ N . De maneira análoga a (̂ ) mostra-se que (˜ ) está
bem deﬁnida. Desta forma, para quaisquer m ∈ M , n ∈ N , b ∈ B,
e também para quaisquer G ∈ BHom(M, BHom(B ⊗R N, P )) e F ∈
BHom((B ⊗R N)⊗B M, P ), temoŝ˜
G(m)(b⊗R n) = G˜((b⊗R n)⊗B m)
= G(m)(b⊗R n),
segue que ̂˜G = G, por outro lado, temos˜̂
F ((b⊗R n)⊗B m) = F̂ (m)(b⊗R n)
= F ((b⊗R n)⊗B m),
segue portanto, ˜̂F = F . Concluímos assim, que
BHom((B ⊗R N)⊗B M, P ) ∼= BHom(M, BHom(B ⊗R N, P )).
Ou seja,
BHom(M ⊗R N, P ) ∼= BHom(M, BHom(B ⊗R N, P )).
Para salvar a ideia de que uma álgebra de Hopf está relacionada
com o fato de sua categoria de módulos ser fechada, precisamos ob-
servar que o hom-funtor interno na categoria de módulos sobre uma
álgebra de Hopf, está relacionado com o hom-funtor interno na catego-
ria subjacente de k-módulos. Esta relação se dá via a propriedade de
que, o funtor esquecimento HM −→ kM preserva hom-funtores inter-
nos, no sentido da próxima deﬁnição.
Deﬁnição 3.16 Seja F : C −→ D um funtor monoidal entre categorias
monoidais fechadas à direita. Para X,Y ∈ C, considere
ξ : F(homC(Y,X)) −→ homD(F(Y ),F(X)),
o único morﬁsmo para o qual o diagrama abaixo comuta
F(homC(Y,X))⊗ F(Y )
ξ⊗F(Y )//
∼=

homD(F(Y ),F(X))⊗ F(Y )
ev′

F(homC(Y,X)⊗ Y )
F(ev)
// F(X).
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Dizemos que F preserva hom-funtores internos se para quaisquer
X,Y ∈ C, ξ é um isomorﬁsmo.
Apresentamos a seguir o Lema de Yoneda, que será usado na prova
do próximo teorema. Para tanto, considere C uma categoria e X um
objeto ﬁxo em C. Deﬁnimos o funtor LX : C −→ Set, para todo Y ∈ C,
por LX = HomC(X,Y ). Além disso, para cada morﬁsmo α : Y −→ Z,
deﬁnimos
LX(α) : HomC(X,Y ) −→ HomC(X,Z)
f 7−→ α ◦ f.
Desta forma, temos o seguinte lema.
Lema 3.17 (Lema de Yoneda) Sejam F : C −→ Set um funtor e
X um objeto em C. Então o conjunto das transformações naturais
Nat(LX , F ) está em bijeção com o conjunto F (X) pela função
φ : Nat(LX , F ) −→ F (X)
µ 7−→ µX(IX),
em que IX é o morﬁsmo identidade de X.
Proposição 3.18 Sejam C uma categoria e X, Y objetos em C. Então
LX é isomorfo a LY se, e somente se, X é isomorfo a Y .
As demonstrações do Lema de Yoneda e da proposição 3.18, podem
serem encontradas em [29], Lema 2.23 e Proposição 2.24, respectiva-
mente.
Nestas condições, estamos prontos para ver a deﬁnição (teorema)
de ×R-Hopf álgebra.
Teorema 3.19 (e Deﬁnição) Seja B um R-bialgebróide à esquerda.
Então as seguintes aﬁrmações são equivalentes:
(1) O funtor esquecimento BM −→ ReM preserva hom-funtores in-
ternos à direita.
(2) A aplicação
Can : B ⊗Rop B −→ B ⊗R B
b⊗Rop b′ 7−→ b(1) ⊗R b(2)b′,
é uma bijeção. Neste caso, dizemos que B é uma ×R-Hopf ál-
gebra.
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Demonstração: Primeiramente, vamos ver que Can está bem deﬁ-
nida. Para tanto, as estruturas de B-módulo à esquerda em B⊗RopB e
Rop-bimódulo em B são dadas, para quaisquer b, b′, c ∈ B e r, r′ ∈ Rop,
por
b . (b′ ⊗Rop c) = bb′ ⊗Rop c
e
r · b · r′ = t(r)b t(r′),
respectivamente. Assim, temos que Can é Rop-balanceada,
Can(b · r, b′) = Can(b t(r), b′)
= b(1) ⊗R b(2)t(r)b′
= b(1) ⊗R b(2)(r · b′)
= Can(b, r · b′),
usamos na segunda linha o seguinte fato,
∆(bt(r)) = ∆(b)∆(t(r)) = (b(1) ⊗R b(2))(1B ⊗R t(r)) = b(1) ⊗R b(2)t(r).
Temos também que Can é morﬁsmo de B-módulos à esquerda. De
fato,
Can(b . (b′ ⊗Rop c)) = Can(bb′ ⊗Rop c)
= b(1)b
′
(1) ⊗R b(2)b′(2)c
= b . (b′(1) ⊗R b′(2)c)
= b . Can(b′ ⊗Rop c).
Agora, note que se Can for uma bijeção, então para N ∈ BM a apli-
cação
CanN : B ⊗Rop N −→ B ⊗R N
b⊗Rop n 7−→ b(1) ⊗R b(2) . n,
também é uma bijeção. De fato, considere as bijeções
φ : B ⊗Rop N −→ B ⊗Rop B ⊗B N
b⊗Rop n 7−→ b⊗Rop 1B ⊗B n,
ψ : B ⊗R B ⊗B N −→ B ⊗R N
b⊗R b′ ⊗B n 7−→ b⊗R b′ . n.
e também Can ⊗B N . Dessa forma, para quaisquer b ∈ B e n ∈ N ,
temos
(ψ ◦ (Can⊗B N) ◦ φ)(b⊗Rop n) = ψ(Can⊗B N)(φ(b⊗Rop n))
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= ψ(Can⊗B N)(b⊗Rop 1B ⊗B n)
= ψ(b(1) ⊗R b(2) ⊗B n)
= b(1) ⊗R b(2) . n
= CanN (b⊗Rop n).
Segue que CanN é bijeção. Concluímos que Can é bijeção se, e somente
se, CanN é bijeção. Pois se CanN é bijeção, segue que Can também
é, basta tomar N = B. Agora, sejam N,P ∈ BM. Veriﬁquemos que
para o hom-funtor interno em BM, a avaliação
ev : BHom(B ⊗R N,P )⊗R N −→ P,
é dada, para quaisquer g ∈ BHom(B ⊗R N,P ) e n ∈ N , por
ev(g ⊗R n) = g(1B ⊗R n).
Mostremos que ev está bem deﬁnida. De fato, para quaisquer g ∈
BHom(B ⊗R N,P ), n ∈ N e b ∈ B, deﬁna
e˜v : BHom(B ⊗R N,P )×N −→ P,
tal que e˜v(g, n) = g(1B ⊗R n) e mostremos que e˜v é R-balanceada,
e˜v(g · r, n) = e˜v(t(r) . g, n)
= (t(r) . g)(1B ⊗R n)
= g(t(r)⊗R n)
= g(1B · r ⊗R n)
= g(1B ⊗R r · n)
= e˜v(g, r · n).
Portanto, existe uma única
ev : BHom(B ⊗R N,P )⊗R N −→ P,
que satisfaz ev(g ⊗R n) = g(1B ⊗R n). Agora note que ev é morﬁsmo
de B-módulos à esquerda. De fato, temos
ev(b . (g ⊗R n)) = ev(b(1) . g ⊗R b(2) . n)
= (b(1) . g)(1B ⊗B b(2) . n)
= g(b(1) ⊗R b(2) . n)
= g(b . (1B ⊗R n))
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= b . g(1B ⊗R n)
= b . ev(g ⊗R n).
Agora, para cada Z ∈ BM e e : Z ⊗R N −→ P , deﬁna
f : Z −→B Hom(B ⊗R N,P ),
tal que
f(z) : B ⊗R N −→ P, b⊗R n 7−→ e(b . z ⊗R n),
para quaisquer z ∈ Z, b ∈ B e n ∈ N . Mostremos que f está bem
deﬁnida. Para tanto, note que f(z) ∈ BHom(B ⊗R N,P ) ∀z ∈ Z. De
fato, para quaisquer r ∈ R, b, b′ ∈ B e n ∈ N , deﬁna f˜(z) : B×N −→ P
tal que f˜(z)(b, n) = e(b.z⊗Rn), para z ∈ Z ﬁxo e mostremos que f˜(z)
é R-balanceada,
f˜(z)(b · r, n) = f˜(z)(t(r)b, n)
= e(t(r)b . z ⊗R n)
= e(t(r) . (b . z)⊗R n)
= e((b . z) · r ⊗R n)
= e((b . z)⊗R r · n)
= f˜(z)(b, r · n).
Portanto, existe uma única f(z) : B ⊗R N −→ P , que satisfaz f(z) =
e(b . z ⊗R n), para quaisquer b ∈ B e n ∈ N . Agora note que f(z) é
morﬁsmo de B-módulos à esquerda. De fato,
f(z)(b . (b′ ⊗R n)) = f(z)(b(1)b′ ⊗R b(2) . n)
= e(b(1)b
′ . z ⊗R b(2) . n)
= e(b(1) . (b
′ . z)⊗R b(2) . n)
= e(b . ((b′ . z)⊗R n))
= b . e((b′ . z)⊗R n)
= b . f(z)(b′ ⊗R n).
Dessa forma, temos
ev(f ⊗R N)(z ⊗R n) = ev(f(z)⊗R n)
= f(z)(1B ⊗R n)
= e(1B . z ⊗R n)
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= e(z ⊗R n).
Agora, podemos identiﬁcar o hom-funtor interno RopHom(N,P ) em
ReM, canonicamente com BHom(B ⊗Rop N,P ). Antes, note que a es-
trutura de Rop-bimódulo em qualquer B-módulo à esquerda N é dada,
para quaisquer r, r′ ∈ Rop e n ∈ N , por r · n · r′ = t(r)s(r′) . n. Por-
tanto, deﬁna ϕ : BHom(B ⊗Rop N,P ) −→ RopHom(N,P ), tal que
ϕ(f)(n) = f(1B ⊗R n), para quaisquer f ∈ BHom(B ⊗Rop N,P ) e
n ∈ N . Mostremos que ϕ(f) é morﬁsmo de Rop-módulos à esquerda.
De fato,
ϕ(f)(r · n) = f(1B ⊗Rop r · n)
= f(1B · r ⊗Rop n)
= f(t(r)⊗Rop n)
= f(t(r) . (1B ⊗Rop n))
= t(r) . f(1B ⊗Rop n)
= t(r) . ϕ(f)(n),
pois a estrutura de B-módulo à esquerda em B ⊗Rop N é dada, para
quaisquer b, b′ ∈ B e n ∈ N , por b . (b′⊗Rop n) = bb′⊗Rop n. Segue que
ϕ(f) está bem deﬁnida. Agora, para quaisquer g ∈ RopHom(N,P ),
b ∈ B e n ∈ N , deﬁna
ϕ−1 : RopHom(N,P ) −→ BHom(B ⊗Rop N,P ),
tal que ϕ−1(g)(b⊗Rop n) = b . g(n). Mostremos que ϕ−1 está bem de-
ﬁnida. Para tanto, para quaisquer b ∈ B, n ∈ N e g ∈ RopHom(N,P )
ﬁxo, deﬁna ϕ˜−1(g) : B × N −→ P , tal que ϕ˜−1(g)(b, n) = b . g(n).
Mostremos que ϕ˜−1(g) é R-balanceada, de fato temos
ϕ˜−1(g)(b · r, n) = bt(r) . g(n)
= b . (t(r) . g(n))
= b . g(t(r) . n)
= b . g(r · n)
= ϕ˜−1(g)(b, r · n).
Portanto, existe uma única ϕ−1(g) : B ⊗R N −→ P , que satisfaz
ϕ−1(g)(b⊗Rop n) = b . g(n). Assim, temos
ϕ ◦ ϕ−1(g)(n) = ϕ(ϕ−1(g))(n)
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= ϕ−1(g)(1B ⊗Rop n)
= 1B . g(n)
= g(n),
por outro lado,
ϕ−1 ◦ ϕ(f)(b⊗Rop n) = ϕ−1(ϕ(f))(b⊗Rop n)
= b . ϕ(f)(n)
= b . f(1B ⊗Rop n)
= f(b⊗Rop n).
Usando essa identiﬁcação, o morﬁsmo avaliação em ReM,
ev′ : BHom(B ⊗Rop N,P )⊗R N −→ P,
é dado, para quaisquer f ∈ BHom(B ⊗Rop N,P ) e n ∈ N , por
ev′(f ⊗R n) = f(1B ⊗Rop n).
Mostremos agora que o funtor esquecimento BM −→ ReM preserva
hom-funtores internos. Para tanto, considere a transformação natural
ξP : BHom(B ⊗R N,P ) −→ BHom(B ⊗Rop N,P ),
tal que ξP (f)(b⊗Ropn) = f(b(1)⊗Rb(2).n). Perceba que para quaisquer
f ∈ BHom(B ⊗R N,P ), n ∈ N e b ∈ B, temos
ξP (f)(b⊗Rop n) = f(b(1) ⊗R b(2) . n)
= f(CanN (b⊗Rop n)),
ou seja, ξP (f) = f ◦ CanN . Agora note que o seguinte diagrama equi-
valente ao da Deﬁnição 3.16 para o funtor esquecimento BM −→ ReM
e para os hom-funtores internos BHom(B ⊗R N,P ) e BHom(B ⊗Rop
N, p), em BM e ReM, respectivamente, é comutativo
BHom(B ⊗R N,P )⊗R N ξP⊗RN//
Id

BHom(B ⊗Rop N,P )⊗R N
ev′

BHom(B ⊗R N,P )⊗R N ev // P.
De fato, para quaisquer f ∈ BHom(B ⊗R N,P ) e n ∈ N , temos
ev′(ξP ⊗R N)(f ⊗R n) = ev′(ξP (f)⊗R n)
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= ξP (f)(1B ⊗Rop n)
= f(1B ⊗R n)
= ev(f ⊗R n).
Se mostrarmos que ξP é uma bijeção para todo P se, e somente se,
CanN é uma bijeção, concluímos a demonstração. De fato, se CanN
é bijetiva, deﬁna ξ−1P := − ◦ Can−1N . Dessa forma, para quaisquer
f ∈ BHom(B ⊗R N,P ), temos
ξ−1P ◦ ξP (f) = ξ−1P (f ◦ CanN ) = f ◦ CanN ◦ Can−1N = f
e por outro lado, para todo g ∈ BHom(B ⊗Rop N,P ), temos
ξP ◦ ξ−1P (g) = ξP (g ◦ Can−1N ) = g ◦ Can−1N ◦ CanN = g.
Agora, se ξP é bijetiva, pela Proposição 3.18 considerandoX = B⊗RN ,
Y = B ⊗Rop N e µ = ξX , temos que
ξX(IB⊗RN ) = IB⊗RN ◦ CanN = CanN
é uma bijeção. Portanto, se Can é bijetiva, temos que CanN é bi-
jetiva e por sua vez ξX é uma bijeção. Logo, o funtor esquecimento
BM −→ ReM preserva hom-funtores internos se, e somente se, Can é
bijetiva.
A noção de uma ×R-Hopf álgebra é mais geral que um Hopf alge-
bróide, conforme nosso próximo e último teorema.
Teorema 3.20 Seja (HL,HR, S) um Hopf algebróide. Então a canô-
nica
Can : H ⊗Lop H −→ H ⊗L H, h⊗Lop k 7−→ h(1) ⊗L h(2)k
é bijetiva, com inversa h⊗L k 7−→ h(1) ⊗Lop S(h(2))k.
Demonstração: De fato, mostremos antes que Can−1 é morﬁsmo de
H-módulos à esquerda. De fato, para quaisquer h, h′ e k ∈ H, temos
Can−1(h . (h′ ⊗L k)) = Can−1(h(1)h′ ⊗L h(2)k)
= h(1)
(1)h′(1) ⊗Lop S(h(1)(2)h′(2))h(2)k
= h(1)
(1)h′(1) ⊗Lop S(h′(2))S(h(1)(2))h(2)k
= h(1)h′(1) ⊗Lop S(h′(2))S(h(2)(1))h(2)(2)k
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= h(1)h′(1) ⊗Lop S(h′(2))sR(εR(h(2)))k
= h(1)h′(1) ⊗Lop S(tR(εR(h(2)))h′(2))k
= h(1)sR(εR(h
(2)))h′(1) ⊗Lop S(h′(2))k
= hh′(1) ⊗Lop S(h′(2))k
= h . (h′(1) ⊗Lop S(h′(2))k)
= h . Can−1(h′ ⊗L k).
Dessa forma,
Can−1(Can(h⊗Lop k)) = Can−1(h(1) ⊗L h(2)k)
= Can−1(h . (1H ⊗L k))
= h . Can−1(1H ⊗L k)
= h . (1H ⊗Lop k)
= h⊗Lop k,
por outro lado, temos
Can(Can−1(h⊗L k)) = Can(h(1) ⊗Lop S(h(2))k)
= h(1)(1) ⊗L h(1)(2)S(h(2))k
= h(1) ⊗L h(2)(1)S(h(2)(2))k
= h(1) ⊗L sL ◦ εL(h(2))k
= h(1) ⊗L εL(h(2)) · k
= h(1) · εL(h(2))⊗L k
= h⊗L k.
Sabe-se que nem toda ×R-Hopf álgebra vem de um bialgebróide
à esquerda que constitui um Hopf algebróide. De fato, um contra-
exemplo pode ser encontrado em [17].
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Considerações Finais
Apesar do estudo sobre Hopf algebróides no sentido [7] ter um pas-
sado bastante curto, há de considerar que houve um bom progresso
desde que foi iniciado. Citamos como progresso os seguintes estudos:
comódulos sobre Hopf algebróides em [7], teoria de integrais de álge-
bras de Hopf, que foi generalizada para Hopf algebróides em [5], temos
também estudos sobre teoria de Galois de Hopf algebróides em [6]. Tais
estudos não foram incluídos neste trabalho que tem caráter introdutó-
rio, mas ﬁca como proposta para estudos posteriores.
Por outro lado, existem diversos aspectos de álgebras de Hopf que
ainda não foram investigados como estender para o âmbito de Hopf
algebróides. Por exemplo, nada ainda foi feito no sentido de uma teoria
de classiﬁcação e teoremas estruturais de Hopf algebróides.
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