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Abstract. Under the framework ofG-expectation andG-Brownian
motion, We have introduced a Itoˆ’s integral for stochastic processes
without the condition of quasi-continuous. We then can obtain Itoˆ’s
integral on stopping time interval. This formulation help us to ob-
tain Itoˆ’s formula for a general C1,2-function, which generalizes the
previous results of Peng [15, 16, 18] and it’s improved version of Gao
[7].
1 Introduction
G-Brownian motion is a continuous process (Bt)t≥0 defined on a sublinear ex-
pectation space (Ω,H, Eˆ) (see Definition 2.1) with stable and independent in-
crements. It was proved that each increment X = Bt+s −Bt of B is G-normal
distributed, namely
aX + bX¯
d
=
√
a2 + b2X , for a, b ≥ 0,
where X¯ is an independent copy of X . A new type of stochastic integral and
the related Itoˆ’s calculus has been introduced in [15, 16, 18]. For example, if ϕ
is a C2-function such that ϕxx(x) satisfies polynomial growth function, then we
have
ϕ(Bt)− ϕ(Bt0) =
∫ t
t0
ϕx(Bs)dBs +
1
2
∫ t
0
ϕxx(Bs)d 〈B〉s . (1)
A interesting problem is how to extend the above formulation to the situation
where ϕ is simply a C2-function. The main obstacle to treat this situation
is that the notion of stopping times and the related properties have not yet
been well-understood and studied within the framework of G-expectation and
∗Partially supported by the National Basic Research Program of China (973 Program)
grant No. 2007CB814900 (Financial Risk).
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G-Brownian motions. A difficulty hidden behind is that uttill now the the-
ory is mainly based on the space of random variables X = X(ω) which are
quasi-continuous with respect to the natural Choquet capacity cˆ(A) := Eˆ[IA],
A ∈ B(Ω). It is not yet clear that the martingale properties still hold for ran-
dom variables without quasi-continuous condition. On the other hand, stopping
times are closely related to random variables without quasi-continuous proper-
ties. Recently Gao [7] has improved the Itoˆ’s formula of Peng. But the problem
of (1) for C2-function is still open.
In this paper we will face this difficulty by introducing Itoˆ’s stochastic in-
tegrals
∫ t
0
ηsdBs where, for each t, the integrand ηt needs not to be a quasi-
continuous random variable. Within this framework we can treat a fundamen-
tally important Itoˆ’s integral
∫ t∧τ
0
ηsdBs for a stopping time τ and then obtain
some important properties for the related stochastic calculus. A very general
form of Itoˆ’s formula with respect to G-Brownian motion has been obtained. In
particular (1) is proved to be true for ϕ ∈ C2. Many important and interest-
ing problems still open under this new framework, e.g., under what condition∫ ·
0 ηsdB is a martingale or a local martingale?
This paper is organized as follows: In the next section we recall some basic
notions an results of G-Brownian motion under a G-expectation and the related
space of random variables. In Section 3 we introduce a new space M2∗ (0, T ) of
stochastic processes which are not necessarily quasi-continuous and then define
the related Itoˆ’s integral on this space. In Section 4 we discuss Itoˆ’s integral
defined on [0, τ ] where τ is a stopping time. This allows us to have a Itoˆ’s
integral for a space larger that M2∗ (0, T ). Finally in Section 5, we prove the
mentioned general form of Itoˆ’s formula.
We believe that some notions and properties of this papper will become
important and basic tools in the further development of G-Brownian motion
and the corresponding nonlinear expectation analysis.
2 Basic settings
We present some preliminaries in the theory of sublinear expectations and the
related G-Brownian motions. More details can be found in Peng [15], [16] and
[18].
Definition 2.1 Let Ω be a given set and let H be a linear space of real valued
functions defined on Ω with c ∈ H for all constants c, and |X | ∈ H, if X ∈ H.
H is considered as the space of our “random variables”. A sublinear expec-
tation Eˆ on H is a functional Eˆ : H 7→ R satisfying the following properties:
for all X,Y ∈ H, we have
(a) Monotonicity: If X ≥ Y then Eˆ[X ] ≥ Eˆ[Y ].
(b) Constant preserving: Eˆ[c] = c.
(c) Sub-additivity: Eˆ[X ]− Eˆ[Y ] ≤ Eˆ[X − Y ].
(d) Positive homogeneity: Eˆ[λX ] = λEˆ[X ], ∀λ ≥ 0.
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The triple (Ω,H, Eˆ) is called a sublinear expectation space. X ∈ H is called
a random variable in (Ω,H). We often call Y = (Y1, · · · , Yd), Yi ∈ H a d-
dimensional random vector in (Ω,H). Let us consider a space of random vari-
ables H satisfying: if Xi ∈ H, i = 1, · · · , d, then
ϕ(X1, · · · , Xd) ∈ H, for all ϕ ∈ Cb,Lip(Rd),
where Cb,Lip(R
d) is the space of all bounded and Lipschitz continuous functions
on Rd. An m-dimensional random vector X = (X1, · · · , Xm) is said to be
independent from another n-dimensional random vector Y = (Y1, · · · , Yn) if
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(X, y)]y=Y ], for ϕ ∈ Cb,Lip(Rm × Rn).
Let X1 and X2 be two n–dimensional random vectors defined respectively in sub-
linear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They are called identi-
cally distributed, denoted by X1 ∼ X2, if
Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)], ∀ϕ ∈ Cb.Lip(Rn).
If X, X¯ are two m-dimensional random vectors in (Ω,H, Eˆ) and X¯ is identically
distributed with X and independent from X, then X¯ is said to be an independent
copy of X.
Definition 2.2 (G-normal distribution) A d-dimensional random vector X =
(X1, · · · , Xd) in a sublinear expectation space (Ω,H, Eˆ) is called G-normal dis-
tributed if for each a , b ≥ 0 we have
aX + bX¯ ∼
√
a2 + b2X, (2)
where X¯ is an independent copy of X. Here the letter G denotes the function
G(A) :=
1
2
Eˆ[(AX,X)] : Sd 7→ R.
It is also proved in Peng [16, 18] that, for each a ∈ Rd and p ∈ [1,∞)
Eˆ[| (a, X) |p] = 1√
2piσ2
aaT
∫ ∞
−∞
|x|p exp
( −x2
2σ2
aaT
)
dx,
where σ2
aaT
= 2G(aaT ).
Definition 2.3 A d-dimensional stochastic process ξt(ω) = (ξ
1
t , · · · , ξdt )(ω) de-
fined in a sublinear expectation space (Ω,H, Eˆ) is a family of d-dimentional ran-
dom vectors ξt parametrized by t ∈ [0,∞) such that ξit ∈ H, for each i = 1, · · · , d
and t ∈ [0,∞).
The most typical stochastic process in a sublinear expectation space is the
so-called G-Brownian motion.
3
Definition 2.4 ([15] and [18]) Let G : Sd 7→ R be a given monotonic and sub-
linear function. A process {Bt(ω)}t≥0 in a sublinear expectation space (Ω,H, Eˆ)
is called a G–Brownian motion if for each n ∈ N and 0 ≤ t1, · · · , tn <
∞, Bt1 , · · · , Btn ∈ H and the following properties are satisfied:
(i) B0(ω) = 0;
(ii) For each t, s ≥ 0, the increment Bt+s−Bt is independent to (Bt1 , Bt2 , · · · , Btn),
for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t;
(iii) Bt+s −Bt ∼ √sX, for s, t ≥ 0, where X is G-normal distributed.
We denote:
Ω = Cd0 (R
+) the space of all Rd-valued continuous functions (ωt)t∈R+ , with
ω0 = 0, equipped with the distance
ρ(ω1, ω2) :=
∞∑
i=1
2−i[( max
t∈[0,i]
|ω1t − ω2t |) ∧ 1].
B(Ω) denotes the σ-algebra generated by all open sets. Let Ω = C0(R+) be the
space of all R-valued continuous paths (ωt)t∈R+ with ω0 = 0, equipped with the
distance
ρ(ω1, ω2) :=
∞∑
i=1
2−i[( max
t∈[0,i]
|ω1t − ω2t |) ∧ 1].
We denote by B(Ω) the Borel σ-algebra of Ω and by M the collection of all
probability measure on (Ω,B(Ω)).
We also denote, for each t ∈ [0,∞):
• Ωt := {ω·∧t : ω ∈ Ω},
• Ft := B(Ωt),
• L0(Ω): the space of all B(Ω)-measurable real functions,
• L0(Ωt): the space of all B(Ωt)-measurable real functions,
• Bb(Ω): all bounded elements in L0(Ω), Bb(Ωt)) := Bb(Ω) ∩ L0(Ωt),
• Cb(Ω): all continuous elements in Bb(Ω); Cb(Ωt) := Bb(Ω) ∩ L0(Ωt).
In [16, 18], a G-Brownian motion is constructed on a sublinear expectation
sapce (Ω,LpG(Ω), Eˆ) for p ≥ 1, with LpG(Ω) such that LpG(Ω) is a Banach space
under the natural norm ‖X‖p := Eˆ[|X |p]1/p. In this space the corresponding
canonical process Bt(ω) = ωt, t ∈ [0,∞), for ω ∈ Ω is a G-Brownian motion.
Furthermore, it is proved in [4] that L0(Ω) ⊃ LpG(Ω) ⊃ Cb(Ω), and there exists
a weakly compact family P of probability measures defined on (Ω,B(Ω)) such
that
Eˆ[X ] = sup
P∈P
EP [X ], for X ∈ Cb(Ω).
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We introduce the natural choquet capacity
cˆ(A) := sup
P∈P
P (A), A ∈ B(Ω).
The space L2G(Ω) was also intruduced independently in [3] in a quite different
framework.
Definition 2.5 A set A ⊂ Ω is polar if cˆ(A) = 0. A property holds “quasi-
surely” (q.s.) if it holds outside a polar set.
L
p
G(Ω) can be characterized as follows:
L
p
G(Ω) = {X ∈ L0(Ω)| sup
P∈P
EP [|X |p] <∞, and X is cˆ-quasi surely continuous}.
We also denote, for p > 0,
• Lp := {X ∈ L0(Ω) : Eˆ[|X |p] = supP∈P EP [|X |p] <∞};
• N p := {X ∈ L0(Ω) : Eˆ[|X |p] = 0};
• N := {X ∈ L0(Ω) : X = 0, cˆ-quasi surely (q.s.).}It is seen that Lp
and N p are linear spaces and N p = N , for each p > 0. We denote by
Lp := Lp/N . As usual, we do not make the distinction between classes
and their representatives.
Now, we give the following two propositions which can be found in [4].
Proposition 2.6 For each {Xn}∞n=1 in Cb(Ω) such that Xn ↓ 0 on Ω, we have
Eˆ[Xn] ↓ 0.
Proposition 2.7 We have
1. For each p ≥ 1, Lp is a Banach space under the norm ‖X‖p :=
(
Eˆ[|X |p]
) 1
p
.
2. Lp∗ is the completion of Bb(Ω) under the Banach norm Eˆ[|X |p]1/p.
3. LpG is the completion of Cb(Ω).
The following Proposition is obvious.
Proposition 2.8 We have
1. Lp∗ ⊂ Lp ⊂ Lq∗ ⊂ Lq, Lpq.c. ⊂ Lpq.c., 0 < p ≤ q ≤ ∞;
2. ‖X‖p ↑ ‖X‖∞, for each X ∈ L∞;
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3. p, q > 1, 1p +
1
q = 1. Then X ∈ Lp and Y ∈ Lq implies
XY ∈ L1 and E[|XY |] ≤ (E[|X |p]) 1p (E[|Y |q]) 1q
Moreover X ∈ Lpc and Y ∈ Lqc implies XY ∈ L1c ;
Proposition 2.9 For a given p ∈ (0,+∞], let {Xn}∞n=1 be a sequence in Lp
which converges to X in Lp. Then there exists a subsequence (Xnk) which
converges to X quasi-surely in the sense that it converges to X outside a polar
set.
We also have
Proposition 2.10 For each p > 0,
L
p
∗ = {X ∈ Lp : limn→∞E[|X |
p1{|X|>n}] = 0}.
We introduce the following properties. They are important in this paper:
Proposition 2.11 For each 0 ≤ t < T , ξ ∈ L2(Ωt), we have
Eˆ[ξ(BT −Bt)] = 0.
Proof. Let P ∈ P be given. If ξ ∈ Cb(Ωt), then we have
0 = −Eˆ[−ξ(BT −Bt)] ≤ EP [ξ(BT −Bt)] ≤ Eˆ[ξ(BT −Bt)] = 0.
In the case when ξ ∈ L2(Ωt), we have EP [|ξ|2] ≤ Eˆ[|ξ|2] < ∞. Since it is
known that Cb(Ωt) is dense in L
2
P (Ωt), we then can choose a sequence {ξn}∞n=1
in Cb(Ωt) such that EP [|ξ − ξn|2]→ 0. Thus
EP [ξ(BT −Bt)] = lim
n→∞
EP [ξn(BT −Bt)] = 0.
The proof is complete.
Proposition 2.12 For each 0 ≤ t ≤ T , ξ ∈ Bb(Ωt), we have
Eˆ[ξ2(BT −Bt)2 − σ2ξ2(T − t)] ≤ 0. (3)
Proof. If ξ ∈ Cb(Ωt), then by [Peng], we have the following Itoˆ’s formula:
ξ2[(BT −Bt)2 − (〈BT 〉 − 〈Bt〉)] = 2
∫ T
t
ξ2BsdBs.
It follows that Eˆ[ξ2(BT − Bt)2 − ξ2(〈BT 〉 − 〈Bt〉)] = 0. On the other hand, we
have 〈BT 〉 − 〈Bt〉 ≤ σ¯2(T − t), quasi surely. Thus (3) holds for ξ ∈ Cb(Ωt). It
follows that, for each fixed P ∈ P , we have
EP [ξ
2(BT −Bt)2 − ξ2(〈BT 〉 − 〈Bt〉)] ≤ 0. (4)
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In the case when ξ ∈ Bb(Ωt), we can find a sequence {ξn}∞n=1 in Cb(Ωt), such
that ξn → ξ in Lp(Ω,Ft, P ), for some p > 2. Thus we have
EP [ξ
2
n(BT −Bt)2 − ξ2n(〈BT 〉 − 〈Bt〉)] ≤ 0,
and then, by letting n → ∞, obtain (4) for ξ ∈ Bb(Ωt). Thus (3) follows
immediately for ξ ∈ Bb(Ωt).
3 A generalized Ito’s Integral
For notational simplification, in the rest of the paper we only discuss 1-dimensional
Brownian motion, i.e., d = 1. But all the results can be generalized to multi-
dimensional situation. We refer to [16, 18] for the corresponding techniques.
For p ≥ 1 and T ∈ R+ be fixed, we first consider the following simple type of
processes:
Mb,0(0, T ) = {η : ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
∀N > 0, 0 = t0 < · · · < tN = T, ξj(ω) ∈ Bb(Ωtj ), j = 0, · · · , N − 1}.
Definition 3.1 For an η ∈ Mb,0(0, T ) with ηt =
∑N−1
j=0 ξj(ω)I[tj ,tj+1)(t), the
related Bochner integral is
∫ T
0
ηt(ω)dt =
N−1∑
j=0
ξj(ω)(tj+1 − tj).
For each η ∈Mb,0(0, T ) we set
EˆT [η] :=
1
T
Eˆ[
∫ T
0
ηtdt] =
1
T
Eˆ[
N−1∑
j=0
ξj(ω)(tj+1 − tj)].
We can introduce a natural norm ||η||Mp(0,T ) = {Eˆ[
∫ T
0 |ηt|pdt]}1/p. Under
this norm, Mb,0(0, T ) can be continuously extended to a Banach space.
Definition 3.2 For each p ≥ 1, we denote by Mp∗ (0, T ) the completion of
Mb,0(0, T ) under the norm
||η||Mp(0,T ) = {Eˆ[
∫ T
0
|ηt|pdt]}1/p.
We have Mp∗ (0, T ) ⊃M q∗ (0, T ), for p ≤ q. The following process
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t), ξj ∈ Lp∗(Ωtj ), j = 1, · · · , N
is also in Mp∗ (0, T ).
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Definition 3.3 For each η ∈Mb,0(0, T ) with the form
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
we define Itoˆ’s integral
I(η) =
∫ T
0
ηsdBs :=
N−1∑
j=0
ξj(Btj+1 −Btj ).
Lemma 3.4 The mapping I :M2∗ (0, T )→ L2(ΩT ) is a linear continuous map-
ping and thus can be continuously extended to I : M2∗ (0, T ) → L2(ΩT ). We
have
Eˆ[
∫ T
0
ηsdBs] = 0, (5)
Eˆ[(
∫ T
0
ηsdBs)
2] ≤ σ2Eˆ[
∫ T
0
η2t dt]. (6)
Proof. We only need to prove (5) and (6). From Proposition 2.11, for each j,
Eˆ[ξj(Btj+1 −Btj )] = Eˆ[−ξj(Btj+1 −Btj )] = 0.
Thus we have
Eˆ[
∫ T
0
ηsdBs] = Eˆ[
∫ tN−1
0
ηsdBs + ξN−1(BtN −BtN−1)]
= Eˆ[
∫ tN−1
0
ηsdBs] = · · · = Eˆ[ξ0(Bt1 −Bt0)] = 0.
We now prove (6), we first apply Proposition 2.11 to derive
Eˆ[(
∫ T
0
ηtdBt)
2] = Eˆ[
(∫ tN−1
0
ηtdBt + ξN−1(BtN −BtN−1)
)2
]
= Eˆ[
(∫ tN−1
0
η(t)dBt
)2
+ ξ2N−1(BtN −BtN−1)2
+ 2
(∫ tN−1
0
ηtdBt
)
ξN−1(BtN −BtN−1)]
= Eˆ[
(∫ tN−1
0
ηtdBt
)2
+ ξ2N−1(BtN −BtN−1)2]
= · · · = Eˆ[
N−1∑
i=0
ξ2i (Bti+1 −Bti)2].
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Then by Proposition 2.12, we have
Eˆ[ξ2j (Btj+1 − Btj )2 − σξ2j (tj+1 − tj)] ≤ 0.
Thus
Eˆ[(
∫ T
0
ηtdBt)
2] = Eˆ[
N−1∑
i=0
ξ2i (BtN −BtN−1)2]
≤Eˆ[
N−1∑
i=0
ξ2i [(BtN −BtN−1)2 − σ2(ti+1 − ti)]] + Eˆ[
N−1∑
i=0
σ2ξ2i (ti+1 − ti)]
≤
N−1∑
i=0
Eˆ[ξ2i (Btj+1 −Btj )2 − σ2ξ2i (tj+1 − tj)] + Eˆ[
N−1∑
i=0
σ2ξ2i (ti+1 − ti)]
≤Eˆ[
N−1∑
i=0
σ2ξ2i (ti+1 − ti)] = σ¯2Eˆ[
∫ T
0
η2t dt].
The following Proposition can be verified directly by the definition of Itoˆ’s
integral with respect to G-Brownian motion.
Proposition 3.5 Let η, θ ∈ M2∗ (0, T ), and let 0 ≤ s ≤ r ≤ t ≤ T . Then we
have
1.
∫ t
s
ηudBu =
∫ r
s
ηudBu +
∫ t
r
ηudBu, q.s.,
2.
∫ t
s
(αηu + θu)dBu = α
∫ t
s
ηudBu +
∫ t
s
θudBu, where α ∈ Bb(Ωs).
Proposition 3.6 For each η ∈M2∗ (0, T ), we have
Eˆ[ sup
0≤t≤T
|
∫ t
0
ηsdBs|2] ≤ 2σ2Eˆ[
∫ T
0
η2sds]. (7)
Proof. Since for each α ∈ Bb(Ωt), we have
Eˆ[α
∫ T
t
ηsdBs] = 0,
thus, for each fixed P ∈ P , the process ∫ ·
0
ηsdBs is a P -martingale. it follows
from the classical Doob’s martingale inequality that
EP [ sup
0≤t≤T
|
∫ t
0
ηsdBs|2] ≤ 2EP [|
∫ T
0
ηsdBs|2] ≤ 2σ2EP [
∫ T
0
η2sds] ≤ 2σ2Eˆ[
∫ T
0
η2sds].
Thus (7) holds.
Proposition 3.7 For any η ∈M2∗ (0, T ) and 0 ≤ t ≤ T ,
∫ t
0
ηsdBs is continuous
in t quasi-surely.
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Proof. The claim is true for η ∈ Mb,0(0, T ) since (Bt)t≥0 is quasi-surely con-
tinuous. In the case when η ∈M2∗ (0, T ), there exists ηn ∈Mb,0(0, T ), such that
Eˆ[
∫ T
0 (ηs − ηns )2ds]→ 0. By Proposition 3.6, we have
Eˆ[ sup
0≤t≤T
|
∫ t
0
(ηs − ηns )dBs|2] ≤ 2σ2Eˆ[
∫ T
0
(ηs − ηns )2ds]→ 0.
This implies that, quasi-surely, the sequence of processes
∫ ·
0 η
n
s dBs uniformly
converges to
∫ ·
0 ηsdBs on [0, T ]. Thus
∫ t
0 ηsdBs is continuous in t quasi-surely.
We have also the following
Proposition 3.8 Let X ∈ Mp+ε∗ (Ω × [0, T ]) with p ≥ 1 and ε > 0. Then we
have
Eˆ
∫ T
0
|Xt|pI{|Xt|>n}dt→ 0, as n→∞.
Proof. It is clear that X ∈Mp∗ (0, T ). Moreover we have
Eˆ
∫ T
0
|Xt|pI{|Xt|>n}dt ≤
[
Eˆ
∫ T
0
|Xt|p+εdt
] p
p+ε
·
[
Eˆ
∫ T
0
I{|Xt|>n}dt
] ε
p+ε
≤
[
Eˆ
∫ T
0
|Xt|p+εdt
] p
p+ε
[
Eˆ
∫ T
0
n−p|Xt|pdt
] ε
p+ε
→ 0,
as n→∞.
Proposition 3.9 For each p ≥ 1 and X ∈Mp∗ (0, T ) we have
lim
n→∞
Eˆ
∫ T
0
[|Xt|pI{|Xt|>n}]dt = 0. (8)
Proof. For eachX ∈Mp∗ (0, T ), we can find a sequence
{
Y (n)
}∞
n=1
inMb,0(0, T )
such that Eˆ
∫ T
0
[|Xt − Y (n)t |p]dt → 0. Let yn = supω∈Ω,t∈[0,T ] |Y (n)t (ω)| and
X(n) = (X ∧ yn) ∨ (−yn). Since |X −X(n)| ≤ |X − Y (n)|, we have Eˆ
∫ T
0
[|Xt −
X
(n)
t |p]dt→ 0. This also implies that for any sequence {αn} tending to ∞,
lim
n→∞
Eˆ
∫ T
0
[|Xt − (Xt ∧ αn) ∨ (−αn)|p] = 0.
Now we have for all n ∈ N,
Eˆ
∫ T
0
|Xt|pI{|Xt|>n}dt = Eˆ
∫ T
0
(|Xt| − n+ n)pI{|Xt|>n}dt
≤ (1 ∨ 2p−1)
(
Eˆ
∫ T
0
[(|Xt| − n)pI{|Xt|>n}]dt+ npEˆ
∫ T
0
I{|Xt|>n}dt
)
.
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The first term of the right hand side tends to 0 since
Eˆ[
∫ T
0
(|Xt| − n)pI{|Xt|>n}dt] = Eˆ[
∫ T
0
|Xt − (Xt ∧ n) ∨ (−n)|pdt]→ 0.
For the second term, since
np
2p
I{|Xt|>n} ≤ (|Xt| −
n
2
)pI{|Xt|>n} ≤ (|Xt| −
n
2
)pI{|Xt|>n2 },
thus we have
np
2p
Eˆ
∫ T
0
I{|Xt|>n}dt = Eˆ
∫ T
0
(|X | − n
2
)pI{|X|>n2 }dt→ 0.
Consequently (8) holds true for X ∈Mp∗ (0, T ).
Corollary 3.10 For each η ∈M2∗ (0, T ), let ηns = (−n)∨ (ηs ∧n), then we have∫ t
0
ηns dBs →
∫ t
0
ηsdBs in M
2
∗ (0, T ) for each t ≤ T .
Proposition 3.11 Let X ∈Mp∗ (0, T ). Then for each ε > 0, there exists δ > 0
such that for all η ∈ Mb,0(0, T ) satisfying Eˆ
∫ T
0
|ηt|dt ≤ δ and |ηt(ω)| ≤ 1, we
have Eˆ
∫ T
0
[|Xt|p|ηt|]dt ≤ ε.
Proof. For each ε > 0, by Proposition 3.9, there exists N > 0 such that
Eˆ[
∫ T
0
|X |pI{|X|>N}] ≤ ε2 . Take δ = ε2NpT . Then we have
Eˆ
∫ T
0
[|Xt|p|ηt|]dt ≤ Eˆ
∫ T
0
|Xt|p|ηt|I{|Xt|>N}dt+ Eˆ
∫ T
0
|Xt|p|ηt|I{|Xt|≤N}dt
≤ Eˆ
∫ T
0
|Xt|pI{|Xt|>N}dt+NpEˆ
∫ T
0
|ηt|dt ≤ ε.
Lemma 3.12 If p ≥ 1, X, η ∈ Mp∗ (0, T ) such that η is bounded, then Xη ∈
Mp∗ (0, T ).
Proof. Let c > 0 be such that |ηt(ω)| ≤ c, for ω ∈ Ω, t ∈ [0, T ]. Then we have
Eˆ
∫ T
0
|ηtXt|pI{|ηtXt|>N}dt ≤ cpEˆ
∫ T
0
|Xt|pI{|cXt|>N}dt
≤ cpEˆ
∫ T
0
|Xt|pI{|Xt|>Nc }dt→ 0, as N →∞.
It follows that the bounded {Y }∞n=1 := {(−n) ∨ (n ∧ (ηX))}∞n=1 is a Cauchy
sequence in Mp∗ (0, T ).
Remark 3.13 It is easy to prove that if η ∈M2∗ (0, T ), then
∫ ·
0 ηsdBs ∈M2∗ (0, T ).
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4 Ito’s integral with stopping times
In this section we study Itoˆ’s integral on a interval [0, τ ], where τ is a stopping
time. Reader can see that, thanks to Propositions 3.9, 3.11 and Lemma 3.12,
the techniques used in this section is very similar to the clasical situation.
Definition 4.1 A stopping time τ relative to the filtration (Ft) is a map on Ω
with values in [0, T ], such that for every t,
{τ ≤ t} ∈ Ft.
Lemma 4.2 For each stopping time τ , we have I[0,τ ](·)X ∈Mp∗ (0, T ), for each
X ∈Mp∗ (0, T ).
Proof. For the given stopping time τ , let
τn =
2n−1∑
k=0
k
2n
I
[ kT2n ≤τ<
(k+1)T
2n )
+ T I[τ≥T ].
Then we have 2−n ≥ τn − τ ≥ 0. It is clear that, for m ≥ n,
Eˆ
∫ T
0
|I[0,τn](t)− I[0,τm](t)|dt ≤ Eˆ
∫ T
0
|I[0,τn](t)− I[0,τ ](t)|dt
= Eˆ[τn − τ ] ≤ 2−nT .
It follows from Proposition 3.11 that For each τn, it is easy to check that
{I[0,τn]X}∞n=1 is a Cauchy sequence in Mp∗ (0, T ). Thus I[0,τ ]X ∈Mp∗ (0, T ).
Lemma 4.3 For each η ∈Mp∗ (0, T ) and τ be a stopping time, then∫ t∧τ
0
ηsdBs =
∫ t
0
I[0,τ ](s)ηsdBs, quasi-surely. (9)
Proof. For each n ∈ N, let
τn :=
[t·2n]∑
k=1
k
2n
I
[ (k−1)t2n ≤τ<
kt
2n )
+ tI[τ≥t] =
2n∑
k=1
IAknt
k
n.
where tkn = k2
−nt, Akn = [t
k−1
n < t ∧ τ ≤ tkn], for k < 2n, and A2
n
n = [τ ≥ t].
{τn}∞n=1 is a decreasing sequence of stopping times which converges q.s. to t∧τ .
We first prove that ∫ t
τn
ηsdBs =
∫ t
0
I[τn,t](s)ηsdBs. (10)
12
But by Proposition 3.5 we have
∫ t
τn
ηsdBs =
∫ t
∑
2n
k=1 IAkn
tkn
ηsdBs =
2n∑
k=1
IAkn
∫ t
tkn
ηsdBs
=
2n∑
k=1
∫ t
tkn
IAknηsdBs
=
∫ t
0
2n∑
k=1
I[tkn,t](s)IAknηsdBs,
from which (10) follows. We thus have
∫ τn
0
ηsdBs =
∫ t
0
I[0,τn](s)ηsdBs.
Observe that 0 ≤ τn− τm ≤ τn− t∧ τ ≤ 2−nt, for n ≤ m, this with Proposition
3.11 it follows that I[0,τn]η converges inM
2
∗ (0, T ) to I[0,τ∧t]η and thus I[0,τ∧t]η ∈
M2∗ (0, T ). Consequently,
lim
n→∞
∫ τn
0
ηsdBs =
∫ t∧τ
0
ηsdBs, quasi-surely
and (9) holds as well.
Definition 4.4 Let p > 0 be fixed. A stochastic process (ηt)t≥0 with ηt ∈ L0(Ωt)
is said to be in Mpω(0, T ) if there exists a sequence of increasing stopping times
{σm}∞m=1, with σm ↑ T , quasi-surely, such that ηI[0,σm] ∈Mp∗ (0, T ) and
inf
P∈P
P (
∫ T
0
|ηs|pds <∞) = 1.
Remark 4.5 In the rest of this paper the notation {σm}∞m=1 is used to denote
the sequence of the corresponding process η ∈Mpω(0, T ). Let {τm}∞m=1 be another
sequence of increasing stopping times with τm ↑ T , quasi-surely. Then it is easy
to check that ηI[0,σm∧τm] ∈ Mp∗ (0, T ) and σm ∧ τm ↑ T , quasi-surely. Thus we
can as well use σm ∧ τm in the place of σm. For example, when we consider two
processes η, η¯ ∈ M∗ω(0, T ) with two sequences of stopping times {σm}∞m=1 and
{σ¯m}∞m=1, we may only use one sequence {σm ∧ σ¯m}∞m=1 for both η and η¯.
Lemma 4.6 Let η ∈M1ω(0, T ) be given and let
τn = inf{t ≥ 0,
∫ t
0
|ηs|ds > n} ∧ σn.
Then ηI[0,τn] ∈M1∗ (0, T ) and
∫ t
0 I[0,τn](s)ηsds and
∫ t
0 I[0,τn](s)ηsd 〈B〉s are well-
defined processes which are continuous on [0, T ] quasi-surely.
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The proof is similar to that of the following proposition.
Proposition 4.7 let τn = inf{t ≥ 0,
∫ t
0
|ηs|2ds > n} ∧ σn and Ωn = {τn = T }.
Then ηI[0,τn] ∈ M2∗ (0, T ) and the stochastic process (
∫ t
0
ηsdBs)t∈[0,T ] is a well-
defined quasi-surely continuous process defined on Ω.
Proof. Since, for each n = 1, 2, · · · , ηI[0,τn] ∈ M2∗ (0, T ), so the Itoˆ’s integral∫ t
0
I[0,τn](s)ηsdBs is well-defined. On the other hand, on the subset Ωn = {τn =
T } and for each m > n , we have τm = τn = T . Thus
lim
m→∞
IΩn
∫ τm∧t
0
ηsdBs = IΩn
∫ τn∧t
0
ηsdBs = IΩn
∫ t
0
I[0,τn](s)ηsdBs, t ∈ [0, T ].
lim
m→∞
IΩn
∫ τm∧t
0
ηsdBs = IΩn
∫ t
0
ηsdBs, t ∈ [0, T ]
Thus on Ωn the process (
∫ t
0 ηsdBs)t∈[0,T ] is a well-defined process which is con-
tinuous in t quasi-surely. Since Ωn ↑ Ω¯ ⊂ Ω, with cˆ(Ω¯c) = 0. It follows
(
∫ t
0 ηsdBs)t∈[0,T ] can is a well-defined process which is continuous in t quasi-
surely.
Corollary 4.8 We assume that ϕ ∈ C1,2([0,∞) × R) and all first and second
order derivatives of ϕ with respect to (t, x) are bounded. Let α, η, β ∈M2ω(0, T )
and Xt =
∫ t
0 αsds+
∫ t
0 ηsd〈B〉s+
∫ t
0 βsdBs, t ∈ [0, T ]. Then, for each ϕ ∈ C(R)
and γ ∈Mpω(0, T ), ϕ(X)γ ∈Mpω(0, T ).
The proof is easy since (Xt)t≥0 is a quasi-surely continuous process.
5 Itoˆ’s Formula
Lemma 5.1 We assume that ϕ ∈ C2(Rn) and all first and second order deriva-
tives of ϕ with respect to x are bounded. Let X = (X1, · · · , Xn) and
X it = X0 +
∫ t
0
αisds+
∫ t
0
ηisd〈B〉s +
∫ t
0
βisdBs, i = 1, · · · , n.
where α, β, η are bonded elements in M2∗ (0, T ). Then for each t ≥ 0, we have
ϕ(Xt)− ϕ(X0) =
∫ t
0
∂xiϕ(Xu)β
i
udBu +
∫ t
0
∂xiϕ(Xu)α
i
udu
+
∫ t
0
[∂xiϕ(Xu)η
i
u +
1
2
∂2xixjϕ(Xu)β
i
uβ
j
u]d〈B〉u.
Here and in the rest of this paper we use the Einstein convention, i.e., the above
repeated indices of i and j within one term imply the summation from 1 to n.
The proof will be given in the appendix.
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Lemma 5.2 Let ϕ ∈ C2(Rn) and its first and second derivatives are in Cb,Lip(Rn).
Let X it = X
i
0 +
∫ t
0
αisds +
∫ t
0
ηisd〈B〉s +
∫ t
0
βisdBs, where α, η in M
1
∗ (0, T ),
β ∈M2∗ (0, T ). Then for each t ≥ 0, we have
ϕ(Xt)− ϕ(X0) =
∫ t
0
∂xiϕ(Xu)β
i
udBu +
∫ t
0
∂xiϕ(Xu)α
i
udu (11)
+
∫ t
0
[∂xiϕ(Xu)η
i
u +
1
2
∂2xixjϕ(Xu)β
i
uβ
j
u]d〈B〉u.
Proof. For simplicity, we only state for the case where n = 1. Let α(k), β(k)
and η(k) bounded processes such that, as k →∞,
α(k) → α, η(k) → η in M1∗ (0, T ) and β(k) → β, in M2∗ (0, T )
and let
X
(k)
t = X0 +
∫ t
0
α(k)s ds+
∫ t
0
η(k)s d〈B〉s +
∫ t
0
β(k)s dBs.
Then we have
lim
k→∞
Eˆ[ sup
0≤t≤T
|Xt −X(k)t |2] = 0.
We see that
Eˆ
∫ T
0
|∂xϕ(X(k)t )β(k)t − ∂xϕ(Xt)βt|2dt ≤ Eˆ
∫ T
0
|∂xϕ(X(k)t )β(k)t − ∂xϕ(X(k)t )βt|2dt
+ Eˆ
∫ T
0
|∂xϕ(X(k)t )βt − ∂xϕ(Xt)βt|2dt
≤ CEˆ
∫ T
0
|β(k)t − βt|2dt
+ Eˆ[
∫ T
0
|βt|2|∂xϕ(X(k)t )− ∂xϕ(Xt)|2dt].
But we have sup0≤t≤T |∂xϕ(X(k)t )− ∂xϕ(Xt)|2 ≤ c and
Eˆ[
∫ T
0
|∂xϕ(X(k)t )− ∂xϕ(Xt)|2dt→ 0, as k →∞.
Thus we can apply Proposition 3.11 to prove that ∂xϕ(X
(k))β(k) → ∂xϕ(X)β
in M2∗ (0, T ). Similarly, ∂xϕ(X
(k))α(k) → ∂xϕ(X)α, ∂xϕ(X(k))η(k) → ∂xϕ(X)η
and ∂2xxϕ(X
(k))(β(k))2 → ∂2xxϕ(X)β2 in M1∗ (0, T ). But from the above lemma
we have
ϕ(X
(k)
t )− ϕ(X(k)0 ) =
∫ t
0
∂xϕ(X
(k)
u )β
(k)
u dBu +
∫ t
0
∂xϕ(X
(k)
u )α
(k)
u du
+
∫ t
0
[∂xϕ(X
(k)
u )η
(k)
u +
1
2
∂2xxϕ(X
(k)
u )(β
(k)
u )
2]d〈B〉u.
We then can pass to the limit on both sides of the above equality, as k → ∞,
to obtain (11).
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Lemma 5.3 Let X be given as the above lemma and let ϕ ∈ C1,2([0,∞) ×
Rn) such that ϕ, ∂tϕ, ∂xϕ and ∂
2
xxϕ are bounded and uniformly continuous on
[0,∞)× Rn. Then we have
ϕ(t,Xt)− ϕ(0, X0) =
∫ t
0
∂xiϕ(u,Xu)β
i
udBu +
∫ t
0
[∂tϕ(u,Xu) + (∂xiϕ(Xu)α
i
u]du
+
∫ t
0
[∂xiϕ(Xu)η
i
u +
1
2
∂2xixjϕ(Xu)β
i
uβ
j
u]d〈B〉u.
Proof. We can take {ϕk}∞k=1 such that, for each k, ϕk and all its first order and
second order derivatives are in C2,2b,Lip((−∞,∞) × Rn) and such that, as n →
∞, ϕn, ∂tϕn, ∂xϕn and ∂2xxϕn converge respectively to ϕ, ∂tϕ, ∂xϕ and ∂2xxϕ
uniformly on [0,∞) × R. We then use the above Itoˆ’s formula to ϕn(X0t , Xt),
with Yt = (X
0
t , Xt), wiith X
0
t ≡ t:
ϕk(t,Xt)− ϕk(0, X0) =
∫ t
0
∂xiϕk(u,Xu)β
i
udBu +
∫ t
0
[∂tϕk(u,Xu) + (∂xiϕk(u,Xu)α
i
u]du
+
∫ t
0
[∂xiϕk(u,Xu)η
i
u +
1
2
∂2xixjϕk(u,Xu)β
i
uβ
j
u]d〈B〉u.
It follows that, as k →∞, we have uniformly
|∂xiϕk(u,Xu)− ∂xiϕ(u,Xu)| → 0, |∂2xixjϕk(u,Xu)− ∂2xixjϕk(u,Xu)| → 0,
|∂tϕk(u,Xu)− ∂tϕ(u,Xu)| → 0.
We then can apply the above Lemma to ϕk(t,Xt) − ϕk(0, X0) and pass to the
limit as k →∞ to obtain the desired reslut.
Theorem 5.4 Let ϕ ∈ C1,2([0,∞)×R) and Xt = X0+
∫ t
0
αsds+
∫ t
0
ηsd〈B〉s+∫ t
0 βsdBs, where α, η in M
1
ω(0, T ) and β ∈ M2ω(0, T ). Then for each t ≥ 0, we
have
ϕ(t,Xt)− ϕ(0, X0) =
∫ t
0
∂xiϕ(u,Xu)β
i
udBu +
∫ t
0
[∂tϕ(u,Xu) + ∂xiϕ(u,Xu)α
i
u]du
+
∫ t
0
[∂xiϕ(u,Xu)η
i
u +
1
2
∂2xixjϕ(u,Xu)β
i
uβ
j
u]d〈B〉u.
Proof. We set, for k = 1, 2, · · · ,
γt = |Xt −X0|+
∫ t
0
(|βu|2 + |αu|+ |ηu|)du
and τk := inf{t ≥ 0|γt > k}∧σk. Let ϕk be a C1,2-function on [0,∞)×Rn such
that ϕ, ∂tϕ, ∂xiϕ and ∂
2
xixjϕ are uniformly bounded and such that ϕk = ϕ, for|x| ≤ 2k, t ∈ [0, T ]. It is clear that
I[0,τk]β ∈M2∗ (0, T ), I[0,τk]α, I[0,τk]η ∈M1∗ (0, T )
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and we have
X it∧τk = X
i
0 +
∫ t
0
αisI[0,τk]ds+
∫ t
0
ηisI[0,τk]d〈B〉s +
∫ t
0
βisI[0,τk]dBs
We then can apply the above lemma to ϕk(s,Xs∧τk), s ∈ [0, t] to obtain
ϕ(t,Xt∧τk)− ϕ(0, X0) =
∫ t
0
∂xiϕ(u,Xu)β
i
uI[0,τk]dBu +
∫ t
0
[∂tϕ(u,Xu) + ∂xiϕ(u,Xu)α
i
u]I[0,τk]du
+
∫ t
0
[∂xiϕ(u,Xu)η
i
uI[0,τk] +
1
2
∂2xixjϕ(u,Xu)β
i
uβ
j
uI[0,τk]]d〈B〉u.
Passing to the limit as k → ∞ and applying Corollary 4.8, we then obtain the
desired result.
Example 5.5 For a given ϕ ∈ C2(R) we have
ϕ(Bt)− ϕ(Bt0) =
∫ t
t0
ϕx(Bs)dBs +
1
2
∫ t
0
ϕxx(Bs)d 〈B〉s .
6 Appendix: Proof of Lemma 5.1
The proof is of Lemma 5.1 is very similar to those of Lemma 46 and proposition
48 in Peng [16] (see also [18]). We first consider the following simple case.
Lemma 6.1 Let Φ ∈ C2(Rn) with ∂xvΦ, ∂2xµxvΦ ∈ Cb.Lip(Rn) for µ, v =
1, · · · , n. Let s ∈ [0, T ] be fixed and let X = (X1, · · · , Xn)T be an n–dimensional
process on [s, T ] of the form
Xjt = X
j
s + α
j(t− s) + ηj(〈B〉t − 〈B〉s) + βj(Bt −Bs),
where, for j = 1, · · · , n, αj, ηj and βj are bounded elements in L2∗(Ωs) and
Xs = (X
1
s , · · · , Xns )T is a given random vector in L2∗(Ωs). Then we have, in
L2G(Ωt)
Φ(Xt)− Φ(Xs) =
∫ t
s
∂xjΦ(Xu)β
jdBu +
∫ t
s
∂xjΦ(Xu)α
jdu (12)
+
∫ t
s
[∂xjΦ(Xu)η
j +
1
2
∂2xixjΦ(Xu)β
iβj ]d 〈B〉u .
Proof. For each positive integer N we set δ = (t− s)/N and take the partition
piN[s,t] = {tN0 , tN1 , · · · , tNN} = {s, s+ δ, · · · , s+Nδ = t}.
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We have
Φ(Xt)− Φ(Xs) =
N−1∑
k=0
[Φ(XtN
k+1
)− Φ(XtN
k
)] (13)
=
N−1∑
k=0
{∂xjΦ(XtN
k
)(Xj
tN
k+1
−Xj
tN
k
)
+
1
2
[∂2xixjΦ(XtNk )(X
i
tN
k+1
−X itN
k
)(Xj
tN
k+1
−Xj
tN
k
) + ηNk ]},
where
ηNk = [∂
2
xixjΦ(XtNk +θk(XtNk+1−XtNk ))−∂
2
xixjΦ(XtNk )](X
i
tN
k+1
−X itN
k
)(Xj
tN
k+1
−Xj
tN
k
)
with θk ∈ [0, 1]. We have
Eˆ[|ηNk |2] = Eˆ[|[∂2xixjΦ(XtNk + θk(XtNk+1 −XtNk ))− ∂
2
xixjΦ(XtNk )]
× (X itN
k+1
−X itN
k
)(Xj
tN
k+1
−Xj
tN
k
)|2]
≤ cEˆ[|XtN
k+1
−XtN
k
|6] ≤ C[δ6 + δ3],
where c is the Lipschitz constant of {∂2xixjΦ}ni,j=1 and C is a constant indepen-
dent of k. Thus
Eˆ[|
N−1∑
k=0
ηNk |2] ≤ N
N−1∑
k=0
Eˆ[|ηNk |2]→ 0.
The rest terms in the summation of the right side of (13) are ξNt + ζ
N
t with
ξNt =
N−1∑
k=0
{∂xjΦ(XtN
k
)[αj(tNk+1 − tNk ) + ηj(〈B〉tN
k+1
− 〈B〉tN
k
)
+ βj(BtN
k+1
−BtN
k
)] +
1
2
∂2xixjΦ(XtNk )β
iβj(BtN
k+1
−BtN
k
)2}
and
ζNt =
1
2
N−1∑
k=0
∂2xixjΦ(XtNk ){[α
i(tNk+1 − tNk ) + ηi(〈B〉tN
k+1
− 〈B〉tN
k
)]
× [αj(tNk+1 − tNk ) + ηj(〈B〉tN
k+1
− 〈B〉tN
k
)]
+ 2[αi(tNk+1 − tNk ) + ηi(〈B〉tN
k+1
− 〈B〉tN
k
)]βj(BtN
k+1
−BtN
k
)}.
We observe that, for each u ∈ [tNk , tNk+1)
Eˆ[|∂xjΦ(Xu)−
N−1∑
k=0
∂xjΦ(XtN
k
)I[tN
k
,tN
k+1
)(u)|2]
= Eˆ[|∂xjΦ(Xu)− ∂xjΦ(XtN
k
)|2]
≤ c2Eˆ[|Xu −XtN
k
|2] ≤ C[δ + δ2],
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where c is the Lipschitz constant of {∂xjΦ}nj=1 and C is a constant indepen-
dent of k. Thus
∑N−1
k=0 ∂xjΦ(XtNk )I[tNk ,tNk+1)(·) tends to ∂xjΦ(X·) in M2∗ (0, T ).
Similarly,
N−1∑
k=0
∂2xixjΦ(XtNk )I[tNk ,tNk+1)(·)→ ∂
2
xixjΦ(X·) in M
2
∗ (0, T ).
Let N →∞, from Lemma 4.6, Proposition 4.7 and Corollary 4.8 as well as the
definitions of the integrations of dt, dBt and d 〈B〉t the limit of ξNt in L2∗(Ωt) is
just the right hand side of (12). By the next Remark we also have ζNt → 0 in
L2∗(Ωt). We then have proved (12).
Remark 6.2 In the proof of ζNt → 0 in L2∗(Ωt), we use the following estimates:
for ψN ∈ Mb,0(0, T ) with ψNt =
∑N−1
k=0 ξ
N
tk I[tNk ,t
N
k+1)
(t), and piNT = {tN0 , · · · , tNN}
such that limN→∞ µ(pi
N
T ) = 0 and Eˆ[
∑N−1
k=0 |ξNtk |2(tNk+1 − tNk )] ≤ C, for all N =
1, 2, · · · , we have Eˆ[|∑N−1k=0 ξNk (tNk+1 − tNk )2|2]→ 0, and
Eˆ[|
N−1∑
k=0
ξNk (〈B〉tN
k+1
− 〈B〉tN
k
)2|2] ≤ CEˆ[
N−1∑
k=0
|ξNk |2(〈B〉tN
k+1
− 〈B〉tN
k
)3]
≤ CEˆ[
N−1∑
k=0
|ξNk |2σ¯6(tNk+1 − tNk )3]→ 0,
Eˆ[|
N−1∑
k=0
ξNk (〈B〉tN
k+1
− 〈B〉tN
k
)(tNk+1 − tNk )|2]
≤ CEˆ[
N−1∑
k=0
|ξNk |2(tNk+1 − tNk )(〈B〉tN
k+1
− 〈B〉tN
k
)2]
≤ CEˆ[
N−1∑
k=0
|ξNk |2σ¯4(tNk+1 − tNk )3 → 0,
as well as
Eˆ[|
N−1∑
k=0
ξNk (t
N
k+1 − tNk )(BtNk+1 −BtNk )|
2] ≤ CEˆ[
N−1∑
k=0
|ξNk |2(tNk+1 − tNk )|BtNk+1 −BtNk |
2]
≤ CEˆ[
N−1∑
k=0
|ξNk |2σ¯2(tNk+1 − tNk )2]→ 0
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and
Eˆ[|
N−1∑
k=0
ξNk (〈B〉tN
k+1
− 〈B〉tN
k
)(BtN
k+1
−BtN
k
)|2]
≤ CEˆ[
N−1∑
k=0
|ξNk |2(〈B〉tN
k+1
− 〈B〉tN
k
)|BtN
k+1
−BtN
k
|2]
≤ CEˆ[
N−1∑
k=0
|ξNk |2σ¯4(tNk+1 − tNk )2]→ 0.
We now give the proof of Lemma 5.1:
Proof of Lemma 5.1. Let Φ ∈ C2(Rn) with ∂xjΦ, ∂2xixjΦ ∈ Cb.Lip(Rn)
for i, j = 1, · · · , n. Let αj , βj and ηj , j = 1, · · · , n, be bounded processes in
M2∗ (0, T ). We need to prove that
Φ(Xt)− Φ(Xs) =
∫ t
s
∂xjΦ(Xu)β
j
udBu +
∫ t
s
∂xjΦ(Xu)α
j
udu (14)
+
∫ t
s
[∂xjΦ(Xu)η
j
u +
1
2
∂2xixjΦ(Xu)β
i
uβ
j
u]d 〈B〉u .
We first consider the case where α, η and β are step processes of the form
ηt(ω) =
N−1∑
k=0
ξk(ω)I[tk,tk+1)(t).
From the above Lemma, it is clear that (14) holds true. Now let
Xj,Nt = X
j
0 +
∫ t
0
αj,Ns ds+
∫ t
0
ηj,Ns d 〈B〉s +
∫ t
0
βj,Ns dBs,
where αN , ηN and βN are uniformly bounded step processes that converge to
α, η and β in M2∗ (0, T ) as N →∞. From Lemma 6.1
Φ(XNt )− Φ(XNs ) =
∫ t
s
∂xjΦ(X
N
u )β
j,N
u dBu +
∫ t
s
∂xjΦ(X
N
u )α
j,N
u du (15)
+
∫ t
s
[∂xjΦ(X
N
u )η
j,N
u +
1
2
∂2xixjΦ(X
N
u )β
i,N
u β
j,N
u ]d 〈B〉u .
Since
Eˆ[|Xj,Nt −Xjt |2]
≤ CEˆ[
∫ T
0
[(αj,Ns − αjs)2 + |ηj,Ns − ηjs|2 + |βj,Ns − βjs |2]ds],
20
where C is a constant independent of N . We then can prove that, in M2∗ (0, T ),
∂xjΦ(X
N
· )η
j,N
· → ∂xjΦ(X·)ηj· ,
∂2xixjΦ(X
N
· )β
i,N
· β
j,N
· → ∂2xixjΦ(X·)βi·βj· ,
∂xjΦ(X
N
· )α
j,N
· → ∂xjΦ(X·)αj· ,
∂xjΦ(X
N
· )β
j,N
· → ∂xjΦ(X·)βj· .
We then can pass limit in both sides of (15) to get (14).
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