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The interest in Distributed Video Coding (DVC) systems has grown
considerably in the academic world in recent years. With DVC the cor-
relation between frames is exploited at the decoder (joint decoding). The
encoder codes the frame independently, performing relatively simple op-
erations. Therefore, with DVC the complexity is shifted from encoder to
decoder, making the coding architecture a viable solution for encoders
with limited resources. DVC may empower new applications which can
beneﬁt from this reversed coding architecture. Multiview Distributed
Video Coding (M-DVC) is the application of the DVC principles to cam-
era networks. Thanks to its reversed coding paradigm M-DVC enables
the exploitation of inter-camera redundancy without inter-camera com-
munication, because the frames are encoded independently.
One of the key elements in DVC is the Side Information (SI) which
is an estimation of the to-be-decoded frame. Another key element is the
Residual estimation, indicating the reliability of the SI, which is used to
calculate the parameters of the correlation noise model between SI and
original frame. In this thesis new methods for Inter-camera SI generation
are analyzed in the Stereo and Multiview scenarios. Furthermore on-
line correlation noise models are proposed. On-line models are needed
to enable the codec to be used in realistic scenarios. Focus is put on
developing and investigating robust fusion techniques, able to correctly
fuse various SIs. Learning algorithms for improving the fusion procedure
are also explored in this work.
Optical Flow (OF) is a powerful motion estimation technique, en-
abling precise and ﬂexible calculation of a Motion Vector (MV) for each
pixel of the frame. The high density of MVs has discouraged the use











the MVs. On the other hand DVC can exploit OF because the Mo-
tion Estimation (ME) is only performed at the decoder. In this thesis
it is proposed to use OF for joint disparity and motion calculation in
M-DVC and for joint motion estimation in texture and depth frames in
video-plus-depth.
Rate Adaptive (RA) error correcting codes are the core of all the
modern DVC codecs, nevertheless they suﬀer from eﬃciency problems,
most notably for short block lengths and high correlations between SI
and original signal. A novel coding architecture based on RA BCH (Bose-
Chaudhuri-Hocquenghem) codes has been presented, along with an an-
alytic model for predicting its performance and many diﬀerent methods
to improve the reliability of the decoded results.
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I den akademiske verden er interessen for Distributed Video Coding
(DVC) systemer vokset betragteligt i de senere år. Med DVC bliver kor-
relationen mellem frames udnyttet i afkoderen (fælles afkodning). Indko-
deren koder hver frame uafhængigt og udfører kun relativt simple ope-
rationer. Med DVC bliver kompleksiteten derfor ﬂyttet fra indkoderen
til afkoderen, hvilket gør kodningsstrukturen til en oplagt løsning for
indkodere med begrænsede ressourcer. DVC kan skabe vej for nye ap-
plikationer som kan have gavn af denne omvendte kodningsarkitektur.
Multiview Distributed Video Coding (M-DVC) er brugen af DVC teknik-
kerne i kamera netværk. Takket være det omvendte kodningsparadigme
hvor frames indkodes uafhængigt, gør M-DVC det muligt at udnytte
redundansen kameraer imellem uden direkte indbyrdes kommunikation.
Et af de centrale elementer i DVC er Side Information (SI), som er
en estimering af en frame før den afkodes. Et andet centralt element er
estimeringen af residualet, som indikerer troværdigheden af SI'en og som
bruges til at beregne parametrene i modellen for korrelationsstøj mellem
SI og den originale frame. I denne afhandling analyseres nye metoder til
at generere SI mellem kameraer i Stereo og Multiview tilfældene. Der fo-
kuseres på udviklingen og undersøgelsen af robuste fusionsteknikker, som
kan fusionere forskellige SI'er. Læringsalgoritmer til løbende at forbedre
fusionsproceduren bliver også undersøgt.
Optical Flow (OF) er en eﬀektiv teknik til bevægelsesestimering, som
understøtter præcis og ﬂeksibel beregning af Motion Vectors (MVs) for
hver pixel i en frame. Den høje densitet af MVs gør at OF er upraktisk
i konventionel prædiktiv kodning, da hver MV skal kodes. I modsæt-
ning hertil kan DVC bedre udnytte OF da Motion Estimation (ME) kun











og bevægelses-beregning i M-DVC og til fælles bevægelsesestimering i
tekstur og dybdebilleder i video med dybde.
Rate Adaptive (RA) fejlkorrigerende koder er kernen i alle moderne
DVC kodeks, selvom de er plaget af et eﬀektivitetsproblem som er mest
udpræget for korte bloklængder og høj korrelation mellem SI og det
originale signal. En ny kodningsarkitektur baseret på RA BCH (Bose-
Chaudhuri-Hocquenghem) koder præsenteres sammen med en analytisk
model for at forudsige dens ydelse og ﬂere metoder til at forbedre tro-
værdigheden af de afkodede resultater.
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In the past years many eﬀorts have been devoted to the investigation
of Distributed Source Coding (DSC) [1] and on the application of DSC
principles to video coding: Distributed Video Coding (DVC) [2].
Predictive coding solutions, like H.264/AVC [3] or HEVC [4] are well
established answers to the one-to-many coding problem, where the en-
coding of the video signal is performed only once and the decoding is
performed many times by diﬀerent decoders. In this scenario having a
complex, expensive, energy-hungry encoder, and a low-complexity and
cheap decoder is appealing for an extensive range of applications, for ex-
ample broadcast, IPTV, etc. In predictive coding the encoder performs
motion estimation and compensation, jointly coding the frames to exploit
the temporal redundancy. This enables the codec to provide coding per-
formance superior to intra coding (i.e. coding the frames independently)
at the expenses of higher complexity at the encoder side.
The progress of technology has enabled, in recent years, the rise of
a new kind of application: Wireless Sensor Network (WSN). In a WSN
many small, battery powered and inexpensive sensors (or nodes) con-
nected with wireless technologies, are expected to work cooperatively
to provide services such as environmental control, health monitoring,
detection of dangerous or toxic materials, etc. The nodes are usually
connected to a base station, acting as a collection point of the data











Video Sensor Network (VSN) is a particular kind of WSN, where
the sensors are equipped with a camera. WSNs are usually used in
critical or hostile environments, and they are designed to work as long
as possible without human intervention, therefore the nodes must be able
to work for extensive periods of time without recharging the batteries.
In a WSN wireless communication is the most relevant cause of energy
consumption, therefore techniques and algorithms are used to reduce
the need for communication to the minimum, following the belief that
processing steps on the node require less energy than communication.
According to this idea in a VSN eﬃcient video coding algorithms should
be used, in order to reduce the bits sent on the wireless medium. But
predictive coding solutions have energy consumption comparable with
transmission [5]. Therefore the energy gains achieved by sending less
bits, employing a more eﬃcient encoder, can be nulliﬁed if the higher
eﬃciency comes at the cost of higher complexity. Furthermore the nodes
usually lack the computational resources a normal computer, a laptop or
even a smartphone have because of their reduced size. According to these
considerations a low-complexity and eﬃcient video coder is required to
support video services over VSNs. On the other hand the decoder used by
the base station is not constrained by complexity or power consumption
issues. DSC principles enable a video encoder to code independently
the frames, leaving to the decoder the task of exploiting the temporal
redundancy, therefore DVC can be a viable solution for this problem [2,6].
Predictive coding solutions were extended to the multiview case [7,8],
where new coding tools are proposed to leverage not only the temporal re-
dundancy (or intra-view redundancy) but also the inter-view redundancy,
due to the overlapping Field Of Views (FOVs) of the cameras. Here, the
use of predictive coding solutions leads to a new signiﬁcant problem: the
need for inter-camera communication. Inter-camera communication is
needed because joint coding needs to be done in order to perform inter-
view coding: for example a Multiview Video Coding (MVC) coder [7]
requires to have access to the frames coded by the other cameras to per-
form disparity estimation and compensation. The need for inter-camera
communication increases the complexity and power consumption of the
whole system. DSC here shows another advantage: the frames are en-
coded independently, and the decoder can exploit intra or inter-camera
redundancy and no further actions are required to the cameras, which
i
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1.2 Goals of the Thesis 3
can be, for what concerns coding, unaware of the presence of other nodes.
Summarizing DVC may enable the rise of a new kind of architectures,
with low-complexity, independent encoders and a decoder able to jointly
reconstruct frames exploiting intra and/or inter-camera redundancy [9].
Despite the great eﬀorts of the community in the past years, the gap
in performance between DVC-based coding solutions and predictive ones
is still signiﬁcant and new coding tools should be introduced in order to
improve DVC performance.
1.2 Goals of the Thesis
The goals of this thesis are multiple in the context of DSC and DVC. In
the context of Multiview Distributed Video Coding (M-DVC) novel tools
for eﬃcient inter-view Side Information (SI) generation are proposed, for
the Stereo and Multiview scenarios. Attention is given to the robustness
of the performance of the fusion between diﬀerent SIs.
The use of advanced motion estimation algorithms, in particular
Optical Flow (OF), is also explored, both in the context of M-DVC and
for low-delay monoview DVC.
Encoding of depth maps, independently from texture frames, is also
investigated: ﬁrst with a traditional Intra encoder, then following dis-
tributed approaches. The Intra encoder leverages the peculiar features
of the depth maps, such as wide smooth regions and sharp edges. The
distributed approach exploits the correlation of the apparent motion of
a depth stream with its corresponding texture stream.
Finally, motivated by the performance of Low Density Parity Check
Accumulate (LDPCA) codes in DSC, Rate Adaptive (RA) BCH (Bose-
Chaudhuri-Hocquenghem) codes are investigated in the high correlation
scenario using short block lengths, as an alternative to the widely used
LDPCA and Turbo codes.
1.3 Structure of the Thesis
The rest of the thesis is structured as follows. Chap. 2 introduces the
seminal works on the ﬁeld and the main tools employed in the presented
works. Chap. 3 describes the main contributions of this thesis in the
context of multiview and monoview DVC, highlighting their relevance
i
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and novelty. Chap. 4 reports the novel tools introduced for eﬃcient
video-plus-depth coding. Chap. 5 describes the investigations in the ﬁeld
of RA Codes for eﬃcient, feedback-based DSC. Chap. 6 summarizes the
published material included in the thesis. Chapters from 3 to 6 are
written in order to be self-contained as much as possible, therefore some
overlaps exist between them. The interested reader can refer to the
chapters from 3 to 5 for a high level perspective of the contributions
of this thesis, or consult directly Chap. 6 for a brief description of the
papers. Finally Chap. 7 summarizes the main results and outlines future
development directions in the ﬁeld of DVC and more in general DSC.
i
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This section outlines the evolution of the research in Distributed Source
Coding (DSC) and Distributed Video Coding (DVC). First the theoret-
ical foundations of the ﬁeld are outlined, then the ﬁrst practical video
codec using DVC principles are brieﬂy described, ﬁnally the latest con-
tributions to the ﬁeld are presented. In the last part of this section a
brief description of the current research trends and possible future de-
velopments is reported.
2.1 Theoretical Foundations
The seminal works in DSC are the Slepian-Wolf [10] and Wyner-Ziv [11]
theorems, both dating back to the 70s of the past century. They prove
that it is possible to achieve the same performance of a joint encoding

















The Slepian-Wolf theorem [10] addresses lossless DSC. Two corre-
lated sources X and Y , see in Fig. 2.1, are independently encoded but
jointly decoded. X and Y are assumed to be correlated, i.i.d., ﬁnite al-
phabet random sequences. To code them the encoders generate two bit-
streams, with rates RX and RY respectively. Assuming disjoint coding
and decoding the rates are RX ≥ H(X) and RY ≥ H(Y ), where H(X)
and H(Y ) are the entropies of X and Y . On the other hand, jointly
coding X and Y requires a rate R ≥ H(X,Y ), and H(X) + H(Y ) ≥
H(X,Y ). The Slepian-Wolf theorem establishes that if the rates RX
and RY are chosen inside the achievable rate region, the sources X and
Y can be jointly reconstructed with a vanishing error probability. The
achievable rate region is depicted in Fig. 2.2 and it can be analytically
described as:
RX +RY ≥ H(X,Y ) (2.1)
RX ≥ H(X|Y ) (2.2)
RY ≥ H(Y |X). (2.3)
where H(X|Y ) is the entropy of X conditioned to Y . Analyzing the
achievable rate region, it can be noted that it is possible to achieve
the same performance of a joint encoding and decoding with a disjoint
encoding and joint decoding.
The Wyner-Ziv theorem [11] addresses the problem of lossy compres-
sion of a source X with the availability of a correlated source Y only
at the decoder, see Fig. 2.3. X and Y are samples from i.i.d. random
sources of inﬁnite alphabet. Y is referred to as Side Information (SI).
The rate R∗(D) is used to encode the source X, and the distortion intro-
duced by the lossy coding is deﬁned as D = E[d(X, Xˆ)]. Let RX|Y (D)
denote the rate to lossy code the source X having Y available both at the
encoder and at the decoder. The result shows that R∗(D) ≥ RX|Y (D).
More interestingly it is also shown that R∗(D) = RX|Y (D) in the case
of Gaussian memoryless sources using as distortion measure the mean
square error.
The two aforementioned results [10, 11] demonstrate that disjoint
encoding and joint decoding can reach the same performance of conven-
tional joint coding and decoding, but they do not provide a viable way to
apply such results to realistic scenarios. Already in [12] it was proposed
that channel coding may be used to create practical Slepian-Wolf coding
i
i
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Figure 2.3: Wyner-Ziv Theorem.
solutions: Y can be seen as a corrupted version of X and error correct-
ing codes can be used to correct the diﬀerences between the two sources.
It has to be noted that the errors in Y are not due to transmission er-
rors but they are introduced by a virtual correlation channel capturing
the correlation between the two sources [2]. For what concerns a prac-
tical Wyner-Ziv coding solution it may be achieved by concatenating a
quantizer with a Slepian-Wolf encoder [2], see Fig. 2.4.
This brief discussion does not solve the problem of applying the
Wyner-Ziv principles to video coding, many questions remain: e.g. which
error correcting codes have to be used for the Slepian-Wolf coder, how
to control their rates, how to generate the SI.
i
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Wyner-Ziv Encoder Wyner-Ziv Decoder
Fig. 5. A practical Wyner-Ziv coder is obtained by cascading a quantizer
Figure 2.4: An example of a practical Wyner-Ziv Codec, from [2]. Copyright IEEE
2005.
2.2 First Practical Codecs for DVC
The ﬁrst practical DVC codec solutions were presented in [13, 14]. The
ﬁrst architecture, called PRISM (Power-eﬃcient, Robust, hIgh-compression,
Syndrome-based Multimedia coding), depicted in Fig. 2.5, has been pre-
sented, for the ﬁrst time in [13] and extensively described in [15].
The encoding process, for each 8× 8 block of the frame can be sum-
marized as:
• Each block belonging to the raw video data is ﬁrst DCT trans-
formed and quantized employing a scalar quantizer;
• The classiﬁer estimates the correlation between the SI and the
original frame for each DCT block;
• For each DCT block the encoder can choose, according to the clas-
siﬁcation, to skip, intra code or WZ code the bitplanes. For what
concerns theWZ coding part, BCH (Bose-Chaudhuri-Hocquenghem)
codes [15] are used and their rate is chosen according to outcome
of the previous classiﬁcation step;
• A hash signature is also calculated and sent for every block, to help
the decoder performing motion estimation. In [15] the signature is
a Cyclic Redundancy Check (CRC) checksum.
The decoding process, for each 8× 8 block can be summarized as:
• The motion search module generates a set of possible candidates
(SIs), like the motion search of a normal predictive coding encoder
would do, but the search is performed at the decoder;
i
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(a)
(b)
Figure 2.5: PRISM Encoder (a) and Decoder (b), from [15]. Copyright IEEE 2007.
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Fig. 7. Low-complexity video encoder and corresponding decoder.Figure 2.6: The Stanford Codec Architecture, pixel-domain encoding, from [2].
Copyright IEEE 2005.
• Each SI is used together with the encoded bitstream to decode the
block, each result is checked with the help of the hash signature.
If the decoded sequence satisﬁes the received hash, the solution
(i.e. the sequence of recovered quantized coeﬃcients) is taken as
the successfully decoded one;
• The recovered quantized coeﬃcients are used to reconstruct the
original DCT coeﬃcients. The reconstructed DCT coeﬃcients are
then inverse DCT transformed.
The second approach, usually referred to as Stanford codec [2, 14]
is built over a frame-based approach rather than on a block-based one.
The architecture is outlined in Fig. 2.6. The encoder presented in [2]
codes the pixels: this kind of codecs are referred to as pixel-domain
architectures. The transform-domain architectures, on the other hand,
code data in the transform domain, a common case being coding DCT
coeﬃcients.
Each frame can be a Key Frame (KF) or a Wyner-Ziv (WZ) frame.
Without loss of generality the Group Of Pictures (GOP) of size 2 can
be considered as an example, where the frames are coded following the
structure KF-WZ-KF. KFs are intra coded and decoded, independently
with respect to each other and with respect to the WZ frames. For
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• The pixels are quantized and the obtained quantization indexes are
provided to the Turbo encoder;
• The turbo encoder calculates the parity bits, which are stored in a
buﬀer, ready to be delivered upon request.
The decoder performs the most complex tasks and its goal is the
reconstruction of the WZ frames:
• Using the previously decoded frames (either KFs or WZ frames)
the SI is generated. The SI is an estimation of the WZ frame;
• The Turbo decoder combines the SI and the parity bits from the
encoder to recover the quantization indexes;
• If the Turbo decoder is unable to decode successfully, new parity
bits are requested via a feedback channel;
• Using the decoded quantized coeﬃcients the frame is reconstructed
according to the estimated mean-squared-error.
From this brief description some key diﬀerences between the two
approaches emerge: ﬁrst the Stanford codec is frame-based, while PRISM
is block-based, therefore PRISM may be able to adapt faster to diﬀerent
characteristics of diﬀerent zones of the frame. The need for a feedback
channel of the Stanford approach enables a very low complexity encoding,
but, on the other hand, makes the approach not suitable for applications
where a feedback channel is unavailable. PRISM does not require a
feedback channel, but the encoder is likely to be more complex than the
Stanford encoder. Lastly, the Stanford architecture uses sophisticated
error correcting codes, like Turbo codes or Low Density Parity Check
Accumulate (LDPCA) [16] codes, while PRISM employs much simpler
codes, e.g. BCH codes. For a more detailed review of the two codecs the
reader is referred to [17].
2.2.1 Error Correcting codes for DSC
From Fig. 2.6 it is possible to distinguish two diﬀerent channels, the
transmission channel and the feedback channel. The transmission chan-
nel is used to transfer the parity bits from encoder to decoder. The
i
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Figure 2.7: The LDPCA Encoder, from [16]. Copyright Elsevier 2006.
feedback channel, if available, is used by the decoder to request parity
bits to the encoder. Usually transmission and feedback channels are
supposed to be error free when assessing the Rate-Distortion (RD) per-
formance of DVC codecs. The error correcting codes are used to correct
the errors in the SI. To model the correlation between the source X and
the SI Y the already mentioned concept of virtual channel is used. The
virtual channel is therefore aicted by noise.
The ﬁrst Stanford DVC codec employed Rate Compatible Punctured
Turbo (RCPT) codes [14]. RCPT codes were previously studied in the
context of communication, for handling varying communication channel
statistics [18]. LDPCA codes were proposed later [16]. Punctured Low
Density Parity Check (LDPC) codes were ﬁrst proposed for feedback-
based Rate Adaptive (RA) DSC coding, but they perform poorly, due
to the high level of degradation of the decoding graphs. The LDPCA
encoder is the concatenation of a LDPC encoder with an accumulator, see
Fig. 2.7. The accumulator sums, modulo 2, the calculated syndromes,
which are stored in a buﬀer, waiting for request.
In Fig. 2.8 the decoding graphs of three signiﬁcant cases are pro-
vided: transmission of all the syndrome bits, transmission of half of the
accumulated syndrome bits and transmission of half of the syndrome
bits (punctured LDPC code). The motivation of the superiority of the
performance of LDPCA codes when compared with punctured LDPC
i
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Figure 2.8: Decoding graphs if the encoder transmits (a) the entire accumulated
syndrome, (b) half of the accumulated syndrome bits, (c) half of the syndrome bits.
From [16]. Copyright Elsevier 2006.
codes is apparent when comparing Fig. 2.8(b) with Fig. 2.8(c). When
using LDPCA codes the degree of the source nodes is the same between
a compression ratio 2:1 (Fig. 2.8(b)) and 1:1 (Fig. 2.8(a)). On the other
hand, the decoding graph for the punctured LDPC code at compression
ration 2:1 is severely degraded.
In a LDPCA decoder iterative decoding can be applied to the graph,
for every given compression ratio. To test the correctness of the decoded
result, syndrome bits can be calculated from the decoded sequence and
checked against the received bits.
LDPCA codes are widely used in DVC [19] because of their superior
RD performance when compared with Turbo codes.
As a ﬁnal remark, it has to be noted that one of the main argu-
ments for the adoption of DVC is its error resilience due to the use of
channel codes for encoding. Therefore some studies have assessed the
performance of DVC codecs in case of noisy transmission channel, e.g.
[P10], [15, 20,21].
2.3 Developments in Monoview DVC
After the seminal works in DVC [13, 14] many investigations have been
performed in the ﬁeld of DVC, most notably the European DIStributed
COding for Video sERvices (DISCOVER) Project [22] delivered many
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advances in the ﬁeld. During the 27 months project, six universities
combined their eﬀorts to produce new tools and techniques for DVC. The
contributions addressed a wide range of issue, for example rate control
[23, 24], optimal reconstruction [25], SI generation [26] and modeling of
the virtual channel [27]. For a full list of the contributions of the project
partners, one can refer to [28]. The DISCOVER codec [19] is one of
the most relevant contributions of the project: it is a transform-domain,
monoview DVC codec, based on the Stanford architecture, and it is still
used as benchmark for DVC coding solutions. The main improvements
of DISCOVER over the ﬁrst Stanford codec are [19]:
• SI generation: Motion Compensated Interpolation (MCI) is used
to generate the SI, estimating the motion between a backward and
a forward decoded frame. The system is block-based, it uses 16×16
pixels or 8 × 8 pixels blocks, and assumes linear motion between
the frames. Outliers in the motion ﬁeld are removed with a median
ﬁlter;
• Noise modeling: the noise on the virtual channel is modeled ac-
cording to a Laplacian distribution, the parameters of the distri-
bution are estimated on-line, i.e. without requiring any kind of
information regarding the original WZ frame. The residual can be
also calculated as the diﬀerence between the SI and the original
frame and it is referred to as oﬀ-line residual. It is obvious that
the on-line residual is the one enabling the creation of a realistic
architecture. The virtual channel models the correlation between
corresponding DCT bands in the SI and WZ frame. The distribu-
tion is then used (together with previously decoded bitplanes) to
calculate the conditional bit probabilities required by the channel
decoder;
• Channel decoder: LDPCA codes are used. To check the correctness
of the decoded result ﬁrst it is checked if the syndromes calculated
on the decoded bitplane are equal to the received ones. If this ﬁrst
check is successful, a 8-bit CRC check is used to further verify the
result.
After the publication of the DISCOVER codec many other improve-
ments have been proposed. Many of the contributions of this thesis use
i
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Figure 2.9: The enhanced Transform Domain WZ codec at the basis of some of the
contributions of this thesis, from [29]. Copyright Elsevier 2012.
as basis the improved decoder presented in [29]. Therefore it is useful to
brieﬂy describe it. Its architecture is presented in Fig. 2.9.
The main contributions of the codec are:
• Advanced SI generation module: Overlapped Block Motion Com-
pensation (OBMC) [30] uses the luminance and chrominance com-
ponents for enhanced motion estimation between the available de-
coded frames. The motion estimation is performed using a variable
block size, more speciﬁcally the default block size is 8 × 8 pixels,
but blocks being identiﬁed as unreliable are further divided into
four 4 × 4 blocks for increased precision. Lastly for each SI block
the Motion Vectors (MVs) of neighboring blocks are used to gen-
erate more candidates for the block. The candidates are averaged
using weights depending on the Mean Squared Error (MSE) of the
match.
• Cross-band noise model: one of the main problems in DVC is the
modeling of the noise on the virtual channel. The noise model
parameters are usually calculated from the estimated residual and
it is subject to errors, which can be mitigated during the decod-
ing process, following a learning approach. The decoding process
follows a zig-zag scan order, starting with the DC band. After
decoding the band bk, new information is available, which can be
used to enhance the noise model of the next bands bl, l > k. The
diﬀerence between the original SI frame and the partially decoded
frame is used to segment the coeﬃcients in the next band in two
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sets: outliers and inliers. The idea is that if a coeﬃcient in band bk
is wrong, probably the corresponding coeﬃcient in band bl is wrong
too, therefore it is treated as outliers and this is taken into consid-
eration during the calculation of the noise model for the band bl.
For more information the interested reader is referred to [29].
• Residue reﬁnement: the cross-band noise model helps improving
the coding performance for each new band. But the DVC codec
has a even ﬁner level of reﬁnement: the bitplane. The residue
reﬁnement uses the already decoded bitplanes to improve the noise
modeling of the band being decoded.
2.3.1 Multiple Side Information Decoding
The codec in [29], and many others proposed in literature, use only one
SI generation system. But the various methods proposed in literature
so far diﬀer greatly in performance, and it is diﬃcult to ﬁnd a method
able to outperform all the others in all the cases. Given that the SI is
generated at the decoder, it is possible to generate more than one SI,
without increasing the complexity of the encoder. Diﬀerent SI gener-
ation methods have diﬀerent performance in diﬀerent areas of a frame,
the decoder can try to estimate the reliability of each candidate and then
choose the one having higher (estimated) reliability on a pixel-by-pixel
or block-by-block basis. This approach was used, for example, in [31]
where a global and a local motion estimations are performed, leading
to the generation of two SIs. The candidates are then combined, gen-
erating a new fused SI, which is then used as basis for the decoding
process. Another approach to this problem has been proposed in [32]:
where a Multi-Hypothesis (MH) decoder is used to fuse an OBMC with
a SI generated using Optical Flow (OF). In the MH decoder (depicted
in Fig. 2.10) the M diﬀerent SIs, Yi, i = 1, . . . ,M , are generated in-
dependently. For each SI the distribution fX|Yi is calculated, where X
is the original WZ frame, and fX|Yi is the estimated distribution of the
to-be-decoded DCT coeﬃcient given Yi. The j-th fused distribution Fj

































Fig. 1.  Architecture of multi-hypothesis TDWZ video codec based o
Figure 2.10: The MH decoder using two SIs: OBMC and OF. From [32]. Copyright
IEEE 2011.
where j ∈ [1, . . . , N ]. Now the problem seems to be even more complex:
before there wereM SIs, nowN distributions are available: in [32]M = 2
orM = 3, whileN = 6. The solution to this problem is the use of parallel
LDPCA decoders. In Fig. 2.11 N = 2 parallel decoders are depicted
for simplicity. p1 and p2 are the conditional probabilities for a given
bitplane, calculated with the fused distributions F1 and F2 respectively.
The LDPCA decoders receive the same syndromes from the encoder but
use diﬀerent conditional probabilities. The decoders try to decode, if at
least one of the N succeeds, and no decoding errors are detected by the
CRC check, the convergence is declared, otherwise a new set of parity
bits is requested. Assuming that the decoder employing pz achieved a
successful decoding, Fz is employed in the reconstruction step and the
decoded bitplane, bz, along with the previous ones, is used to determine
the interval [L,U) in which the reconstructed coeﬃcient x′ lies. For the
reconstruction of the coeﬃcient x′ the optimal reconstruction proposed






The MH decoder has been a key element of the contributions of this
thesis, and it was able to deliver consistent and stable improvements
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Figure 2.11: Parallel LDPCA decoder for MH decoding, N = 2.
over single SI decoders or other kind of fusion techniques. The main
drawback of the system is the uses of N LDPCA decoders, which can
increase the decoding complexity up to N times when compared with a
single SI decoder. Nevertheless, in DVC, the decoding complexity is a
minor concern.
2.3.2 Motion Estimation
In [32] OF is used as one of the possible SI candidates. OF-derived tech-
niques are another element at the basis of the contributions of this work,
therefore the concept is introduced here. OF is a motion estimation tech-
nique used for calculating the displacement ﬁeld v between two decoded
frames I˜0 and I˜1. The key diﬀerence between OF and block-based tech-
niques, such as OBMC is that OF is dense, i.e. a MV is calculated for
each position x in the frame being the source of the ﬂow. In general the
motion ﬁeld v is calculated minimizing the constraint C(x, v):
C(x, v) = I˜0(x)− I˜1(x+ v(x)). (2.6)
In general, in order to make the problem well posed, the irregular behav-
ior of v has to be penalized. In the presented works the TV-L1 energy
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λ is a weighting factor used to determine the trade-oﬀ between an high
degree of similarity of the matched pixels (i.e. small C(x, v)) and the
regularity of the ﬂow. In all the works reported in the thesis the global
regularization term Dv(x) is the 1-Jacobian [33]. This description of OF
is provided only as reference, for more information on how OF is used in
the context of DVC the interested reader is referred to the next section
and the corresponding papers, where the contributions related to OF
are described in detail. The use of dense motion or disparity estimation
techniques were also proposed in the case of predictive video coding,
e.g. [34]. The use of OF is challenging, in predictive coding, because the
dense motion ﬁeld must be eﬃciently encoded. DVC, on the other hand,
does not require to code the motion ﬁeld, because it is generated at the
decoder.
OBMC or the OF-based techniques used in e.g. [32] belongs to the
area of Interpolation-based SI generation techniques. These techniques
interpolates an unknown WZ frame exploiting a preceding frame and
a following frame under the linear motion assumption. While these SI
generation techniques lead to relatively good RD performance, they in-
crease the delay, because the frames are not coded in the order they
are captured. Low-delay DVC tries to solve the problem using, for SI
generation purposes, only preceding frames, employing Extrapolation-
based techniques, e.g. [35]. Such techniques solve the problem of the
delay but at the expenses of lower RD performance when compared to
Interpolation-based techniques.
2.3.3 Other Relevant Contributions
The aforementioned works are described in detail to allow the reader to
familiarize with the tools and benchmarks used primarily in the papers
supporting this thesis. Nevertheless, for completeness, other research
trends and relevant works in DVC need to be brieﬂy discussed.
Stanford-based DVC coding architectures require the use of a feed-
back channel. This may be undesirable or unfeasible for some appli-
cations, therefore the community developed tools to avoid the use of
feedback channel, e.g. [24,36]. These solutions, while removing the need
for a feedback channel, increase the complexity of the encoder and their
performance are inferior when compared with codecs using feedback.
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Hybrid approaches, putting constraints on the number of requests an
encoder can do, were also proposed, e.g. in [37]. In DVC, skip or intra
modes were introduced, to improve coding eﬃciency [38]. Learning refers
to the use of previously decoded data (e.g. bitplanes, DCT band, frames)
to improve the current decoding, e.g. in [39] after decoding each DCT
band the partially decoded frame is used to identify unreliable parts of
the SI. For these parts the motion is calculated again with the help of
the already decoded information. The new motion is used to reﬁne the
SI and update the residual estimation used for the decoding of the next
band, leading to an overall improved coding performance.
Another approach investigated in literature consists in allowing the
encoder to send additional information to the decoder, to improve the
coding performance. One example being sending descriptors to allow
the decoder to generate a SI based on global motion estimation [31].
These approaches help improving the accuracy of the SI, but they also
increase the complexity of the encoder and this may be undesirable for
some applications. Lastly, while not related to the works presented in
this thesis, it is important to notice that the use of DVC-derived ap-
proaches or tools were proposed to improve the performance of predic-
tive coding solutions. One of the ﬁrst examples being Systematic Lossy
Error Protection (SLEP) [2], where the video signal is coded using an
ordinary predictive coder. The signal is then transmitted over a lossy
channel along with parity bits generated by a Wyner-Ziv encoder. The
Wyner-Ziv encoder encodes a coarsely quantized version of the frame.
In case of errors the error concealed frame is used as SI of a Wyner-Ziv
decoder, which employs parity bits to correct the errors made by the
error concealment. This allows a graceful degradation of the video qual-
ity in case of errors. More recently, in [40], the SI generation system
used in monoview DVC is adapted to enhance the coding performance of
the DIRECT mode, which can be selected in B-slices in H.264/AVC. As
opposed to DVC the SI is calculated at the encoder and at the decoder,
but only the reference frames are needed for the estimation, therefore no
additional rate has to be used to send the MVs, because the same SI can
be calculated independently by both encoder and decoder.
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2.4 Developments in Multiview DVC
DVC, as previously pointed out, may allow a network of cameras to per-
form joint decoding of the frames without inter-camera communication.
Even though this thesis focuses on Stanford-based DVC coding solutions,
it is relevant to acknowledge the existence of multiview PRISM-based
coding solutions, e.g. [41]. The solution uses the same, basic concept of
PRISM: at the decoder, for every 8× 8 block a list of predictors (SIs) is
generated. For every element of the list, syndrome decoding is performed
and the result undergoes CRC check. If the CRC check is successful, the
block is declared successfully decoded, and reconstructed. The set of
candidates is generated using a view-synthesis-based correlation model
or a disparity-based correlation model. When using a view-synthesis-
based correlation model three views are needed. The lateral views (left
and right views) are available at the decoder, the central view is coded
using DVC principles. The SI for the central view is synthesized using
the lateral views [42]. The candidates are the blocks contained in a small
area near the block corresponding to the to-be-decoded one. Allowing
more candidates enables the system to cope with errors in the synthe-
sized view. When using a disparity-based correlation model only one
lateral camera is needed (either left or right). The method leverages the
epipolar constraint: given a point in one view, the corresponding one
may be found along the epipolar line in the second view, if not occluded.
Therefore, given a block in the DVC-coded view, the candidates are the
blocks along the epipolar line in the lateral view.
For what concerns the Stanford-based approach, it has been applied
to stereo and multiview images in [4345] where unsupervised disparity
learning is performed during the decoding procedure. The decoder uses
one (stereo) or two (multiview) reference images available at the decoder
to generate the SI through disparity estimation. The disparity is reﬁned
along the decoding process performed by an LDPCA decoder.
For what concerns distributed coding of multiview video, the project
DISCOVER contributed to the development of Multiview Distributed
Video Coding (M-DVC) as well, e.g. in [46, 47], even though the focus
of the DISCOVER codec is on monoview coding [19]. The majority of
the contributions in M-DVC are based on a fusion approach [46,4850],
where an inter-view SI and an intra-view SI are fused. The intra-view SI
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is usually generated by means of interpolation-based techniques, which
leverage temporal redundancy. The inter-view SI is generated exploited
the redundancy between diﬀerent views of the same scene. In order
to generate the inter-view SI the other views must be available at the
decoder, e.g. in [46] left and right cameras are intra-coded and only the
central one is DVC encoded. The two SIs (inter and intra-view) perform
diﬀerently in diﬀerent areas of the image: while the temporal SI is not
accurate when fast motion occurs, the inter-view SI performs poorly in
case of occluded objects. The main objective of a fusion technique is
to combine the correctly estimated parts of the two SIs, discarding, in
the meantime, the erroneous parts. In order to perform this task great
eﬀorts have been dedicated to ﬁnd reliable ways of estimating the quality
of the areas of the SI and then robustly fusing them. The encoder can be
involved in the SI fusion process, providing information to the decoder to
help the estimation of the quality of the SI, e.g. in [46]. This approach
may enable better performance at the expense of higher computational
burden on the encoder, because the additional information has to be
calculated and coded, and both tasks may be expensive. Furthermore
the rate needed to transmit the additional coded information may nullify
the RD improvement from the enhanced fusion.
Other approaches do not involve the encoder in the fusion process and
try to estimate as precisely as possible the quality of each pixel of the SIs
using features e.g. the estimated residual [49]. More advanced methods
use machine learning techniques, e.g. [50], to robustly estimate the fused
SI. All the eﬀorts in the ﬁeld aim to obtain performance comparable to
the ideal fusion or oracle fusion. Ideal fusion provides an upper bound
to the performance of fusion techniques. Like oﬀ-line residual estimation
it requires the knowledge of the WZ frame at the decoder therefore it is
not a practical solution for DVC, but it gives insights on the achievable
performance. Denoting the two SIs, which need to be fused, as Y1 and
Y2, denoting the resulting fused SI as YIF and denoting as the original
WZ frame X, for each point (x, y) in YIF , the fusion is performed as:
YIF (x, y) =
{
Y1(x, y) if |Y1(x, y)−X(x, y)| < |Y2(x, y)−X(x, y)|
Y2(x, y) otherwise.
(2.8)
Despite its wide use in literature, it has to be noted that there is no
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guarantee that the RD performance obtained using YIF as SI is the
upper bound of the RD performance. Nevertheless, the gap between
ideal fusion and practical fusion schemes is still signiﬁcant.
A diﬀerent approach was proposed in [51], where ﬁrst, either an inter-
view or an intra-view SI is used for fully decode the WZ frame. The
choice on which SI is used is made according to the estimated motion
activity of the central view. Secondly the decoded WZ frame is used
to generate a reﬁned SI, which is used in a second reconstruction round
improving the reconstruction quality of the decoded WZ frame. The
reﬁned SI is generated predicting the decoded WZ frame with left, right,
previous and following frames. This step generates four candidate blocks,
and the best matching block is chosen according to the Sum of Absolute
Diﬀerences (SAD). The best matching block is then used as SI block in
the reﬁned SI.
The idea of joint decoding without inter-camera communication of
multiview video streams has been investigated using other approaches e.g
in [52], where two cameras independently (intra) code the video stream.
The decoder ﬁrst reconstructs independently the two frames, then a joint
reconstruction is applied as a post-processing step to increase the qual-
ity of the decoded frames. This approach does not require a feedback
channel.
These works provide insights on how, using DVC-based techniques,
it is possible to jointly decode a multiview video stream without inter-
camera communication. This is of great interest in the ﬁeld of Video
Sensor Networks (VSNs), and may enable a broad range of future services
in the ﬁeld of e.g. video surveillance. Many problems have still to be
addressed: it is still diﬃcult to generate good quality inter-view SI, and
despite the improvements in fusion techniques, robustness problems are
still present [49].
2.5 Video-plus-depth Coding
Depth maps provide information on the geometry of the scene, an ex-
ample of depth map with the corresponding texture frame (i.e. the lu-
minance and chrominance information of the scene), is provided in Fig.
2.12. Depth maps are gray-scale images providing an indication of the
distance between objects in the scene and the camera, for each pixel.
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Figure 2.12: Texture (a) and Depth (b) frames of the Ballet [53] sequence. The con-
vention for the depth map is that the closer the object the brighter the corresponding
pixels.
A relevant use of depth maps is for Depth-Image-Based-Rendering
(DIBR) [54]. If the decoder has access to two or more views and their
depth information is also available, any intermediate position between
the available cameras can be estimated with DIBR. This is of interest in
Free Viewpoint Video (FVV) where the user can freely navigate the view,
watching the scene from a virtual camera, rendered using the other views.
Without DIBR applications like FVV would require a much higher num-
ber of coded views and it would not be possible to reach the same level
of ﬂexibility. Depth maps are also useful tools in monoview scenarios,
e.g. in video surveillance, because they can be used for segmentation,
scene matting and motion detection [55]. Regardless to the purpose of
the use of depth maps, an open issue remains: how to eﬃciently code the
depth information. State-of-the-art codecs can be used for this purpose,
but many other tools, exploiting the particular features of depth maps,
have been proposed. Depth maps are characterized by smooth regions
divided by sharp edges, which set them apart form natural images. The
edges play an important role in the view synthesis process and their
preservation during the coding procedure is of paramount importance,
therefore many edge-aware coding techniques have been proposed during
the years, e.g. [5658].
Texture and corresponding depth maps show similar motion activity,
therefore motion vector sharing techniques were also proposed: the mo-
tion information of the texture frames is used to motion compensate the
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depth stream, as done e.g. in [59], leading to rate gains because the MVs
for the depth maps are not coded. This feature was exploited in a DVC
scenario, in [60] where decoded frames belonging to the texture stream
are used to generate accurate SI for decoding a WZ encoded depth map.
The use of DVC tools in video-plus-depth is of interest in case of separate
depth and texture cameras or when, due to complexity constraints, joint
decoding is preferable to joint encoding.
i
i















Novel Tools for Distributed
Video Coding
This section describes various contributions made in the ﬁeld of Dis-
tributed Video Coding (DVC). In the context of Stereo and Multiview
DVC two problems are addressed: inter-view Side Information (SI) gen-
eration and fusion of inter-view and temporal SIs.
In Stereo DVC, for what concerns inter-view SI generation, previous
works addressed the problem with disparity-based frame estimation [48]
or disparity-guided temporal interpolation [61]. Both works proposed
also realistic fusion techniques, in particular in [48] a delayed or mo-
tion compensated mask are used, but they are unable to provide Rate-
Distortion (RD) performance gains. Nevertheless [48] shows that an ideal
fusion between temporal and inter-view SIs leads to signiﬁcant gains over
a purely temporal SI. [61] proposed a multi-hypothesis based noise mod-
eling system for fusion purposes. A practical stereo DVC codec, pre-
sented in PAPER 1, is here described. To provide better SI quality the
motion of the other view is employed. At the same time, a more robust
fusion technique, based on the Multi-Hypothesis (MH) decoder provides
stable RD gains.
In Multiview Distributed Video Coding (M-DVC) many works have
addressed the fusion problem, e.g. [49, 50]. The fusion problem is par-
ticularly hard when the SIs have very diﬀerent RD performance [62].
Secondly generating inter-view SI for large disparities prove to be chal-
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technique for M-DVC are investigated in PAPER 2. More speciﬁcally,
the idea of learning outlined in Chap. 2 is here used for improved SI
fusion. The problem of the generation of the noise model for the fused
SI is also addressed, relying on the concept of fusion of the distributions.
Instead of calculating a temporal SI and an inter-view SI and then
perform fusion, in [47] was proposed to predict the motion of the central
view from the motion of the left and right views with MultiView Motion
Estimation (MVME) SI generation. MVME employs a block-based ap-
proach. Motivated by the superior performance of techniques based on
Optical Flow (OF) over conventional block-based ones, in PAPER 3
a conceptually similar method to MVME is proposed. OF techniques
for M-DVC SI generation are introduced, and compared with similar
block-based approaches.
Extrapolation [35] is a SI generation technique for monoview DVC. It
is of interest for low-delay DVC but suﬀers from lower performance when
compared with Interpolation-based methods. To improve Extrapolation
learning is used in [35]: the partially decoded Wyner-Ziv (WZ) frame
is used to generate a more precise SI. The Lukas-Kanade algorithm
was used in [63] to provide a better SI in a low-delay DVC decoder.
Motivated by these previous work, in PAPER 4 it is proposed a low-
delay, monoview DVC decoder, employing a novel SI generation method
and SI reﬁnement, both based on OF.
In general, the performance of the proposed tools is compared with
the single SI Overlapped Block Motion Compensation (OBMC)-based
decoder proposed in [29], which outperforms the DISCOVER codec and
is the basis of the proposed coding architectures.
3.1 Stereo Distributed Video Coding
A stereo stream is constituted by two diﬀerent views of the same scene.
The disparity between them allows stereoscopic displays to provide a
depth illusion to the user. InPAPER 1 a stereo DVC codec is presented.
Two diﬀerent SI generation systems are investigated as possible candi-
dates for inter-view SI generation: Motion Vector Similarity (MVSim)
and Diﬀerence Projection (DP). In both cases the SIs are generated
leveraging the motion of one view (support view) to predict the WZ
frame in the other view (master view).
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MVSim calculates the motion ﬁeld between two consecutive frames
in the support view, Is,t−1 and Is,t having time indexes t − 1 and t
respectively. Then, disparity estimation is applied between Is,t−1 and its
temporally corresponding frame in the master view Im,t−1. The disparity
ﬁeld is then used to warp the motion ﬁeld in the support view towards
the master view. Finally the disparity compensated motion ﬁeld can be
used to motion compensate Im,t−1 obtaining the SI.
The second method, DP disparity compensate the diﬀerence between
two consecutive frames in the support view Is,t−1 and Is,t. The dispar-
ity compensation is applied only to the pixels showing enough motion
activity to justify the risk of introducing artifacts.
The inter-view SI (either DP or MVSim) is fused with OBMC with
a MH decoder [32], achieving higher gains and stability when compared
with other fusion methods. Competing fusion methods were, in some
cases, unable to outperform the single SI OBMC-based decoder. DP
showed superior performance when compared with MVSim, allowing the
MH decoder to outperform the single SI, OBMC-based decoder by up
to 0.8 dB, measured in Bjøntegaard Peak Signal-to-Noise Ratio (PSNR)
distance [64] on the WZ frames, for Group Of Pictures (GOP) 2, or
equivalently by up to 0.33 dB for the performance on all the frames.
3.2 Multiview Distributed Video Coding
This section reports the ﬁndings of PAPER 2 and PAPER 3. The
addressed scenario is the multiview one, depicted in Fig. 3.1, where the
lateral views (left and right) are available at the decoder and the central
view is WZ encoded. The lateral views are usually H.264/AVC Intra
coded.
In PAPER 2 the problem of unknown and high distance between
lateral cameras and the problem of robust fusion are addressed. In mul-
tiview SI generation the closest lateral views are usually used [50].
Disparity Compensated View Prediction (DCVP) [46] is widely used for
inter-view SI generation. The paper shows that it is diﬃcult, for DCVP,
to ﬁnd a set of parameters (e.g. search range) able to generate good
quality SI for diﬀerent conﬁgurations of the cameras (i.e. diﬀerent inter-
camera distances). To overcome the problem, a sliding window approach
is proposed, which is able to remove the lateral part of one view out of
i
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Figure 3.1: The structure of the M-DVC stream. Left and right views, referred
to as lateral views are available at the decoder. The central view is WZ encoded,
according to a GOP size 2 in this case. From PAPER 3.
the Field Of View (FOV) of the other camera. This approach aligns the
two views, making the disparity estimation and interpolation task eas-
ier. The disparity estimation and interpolation is performed employing
the OBMC algorithm, and the method here proposed, divided into an
alignment phase and a view interpolation phase through OBMC is called
Overlapped Block Disparity Compensation (OBDC).
SI fusion is a diﬃcult task in M-DVC. Furthermore the issue of the
calculation of the correlation noise model for the fused SI was not thor-
oughly investigated. In PAPER 2 it is proposed to perform fusion not
at the SI level, but at the level of the correlation noise model, as it is
done in the Multi-Hypothesis decoder used e.g. in PAPER 1. The
main diﬀerence between this approach and the one in PAPER 1 is that
the coeﬃcients, in PAPER 2, are not ﬁxed, but they are calculated
on a coeﬃcient-by-coeﬃcient basis. The fusion is then improved using
a learning approach, where newly decoded DCT coeﬃcients are used to
reﬁne the fusion, increasing the decoding performance for the next DCT
coeﬃcients. The performance are provided for luminance only, GOP
i
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size 2. Only the rate and PSNR of the central view is analyzed. The
proposed decoder is able to provide Bjøntegaard bitrate savings up to
12%, when compared a single SI decoder. The single SI decoder used
as benchmark is the one showing the best RD performance between an
OBDC-based decoder and an OBMC-based decoder. The system is also
extensively tested changing the distance between cameras. A total of
18 conﬁgurations are tested. Only for Book Arrival, the proposed de-
coder is outperformed by the single SI OBMC-based decoder by 0.06
dB (Bjøntegaard PSNR diﬀerence) in one case: when the PSNR Bjønte-
gaard diﬀerence between the RD performance of the two SIs exceeds 3
dB.
In PAPER 3 a diﬀerent approach for SI generation is used, called
Time Disparity Optical Flow (TDOF). Here the motion is estimated on
the lateral views, and used to estimate the motion in the central view.
The concept was ﬁrst proposed for MVME SI generation [47], the main
novelties are the use of OF and scattered set-based ﬁltering and fusion.
The SI generation follows the general idea outlined in the MVSim method
outlined in PAPER 1. The Motion Vectors (MVs) of a lateral view can
be matched with the pixels in the central view. The motion ﬁeld in the
lateral view can be used to motion compensates the corresponding pixels
in the central view, generating a scattered set of points. The positions
in Fig. 3.1: x, x + z(x) and x + z(x) + v(x), show one possible path,
which can be followed to generate an estimation. Four paths can be used,
therefore four scattered sets are generated. Instead of interpolating and
then fusing the four estimations, following a similar approach to [47],
it is proposed to ﬁrst fuse the sets, ﬁltering out the wrongly matched
points, and then perform interpolation. The proposed TDOF method
enables rate savings up to 10%, 8.6% and 34% when compared with
MVME, OBMC and DCVP respectively. The performance are provided
for luminance only, GOP size 2. The rate and PSNR of the lateral views
are not taken into account.
3.3 Low-Delay Distributed Video Coding
After showing the improvements that can be achieved when using OF-
based techniques in M-DVC, their use is proposed and investigated in
monoview low-delay DVC in PAPER 4. OF is used for motion esti-
i
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mation and extrapolation. Extrapolation-based SI generation assumes
linear motion between frames and uses the motion ﬁeld between two pre-
ceding frames to generate the motion ﬁeld between the decoded frame at
instant t− 1 and the (unknown) WZ frame, see Fig. 3.2. This estimated
motion ﬁeld is used to motion compensate the frame at instant t − 1,
generating a scattered set of point that is then interpolated.��−2 
 
��−1 
 � + �(�) 
� 
 �′ = � − �(�) � − 2 � − 1 � � 
Figure 3.2: Extrapolation uses two already decoded frames to generate the SI for
the to-be-decoded frame at instant t.
In PAPER 4, OF is also used to reﬁne the SI after each new DCT
coeﬃcient is decoded: the motion ﬂow is calculated between the par-
tially decoded WZ frame and the decoded frame at instant t − 1. The
new ﬂow is used to motion compensate the frame at instant t − 1 ob-
taining the reﬁned SI. Therefore two OF-based SIs are available: an
OF-based extrapolated SI, denoted as EX-OF, and an OF-based reﬁned
SI, denoted as REF-OF. REF-OF is not available for the decoding of
the DC coeﬃcient. A MH decoder is used to fuse the two OF-based SIs
with a block-based Extrapolation. The proposed system outperforms
the state-of-the-art block-based Extrapolation SI [65] by up to 1.3 dB in
Bjøntegaard PSNR diﬀerence, for GOP size 2. Rate and PSNR take into
account WZ frames and Key Frames (KFs). Furthermore the system is
tested for longer block lengths, ﬁnding that using a GOP size 24, for the
Hall sequence, a sequence characterized by low motion activity, great
performance improvements can be achieved: the codec even outperforms
a single SI decoder using OBMC, which is an interpolated SI. This sug-













This section deals with video-plus-depth coding. In particular, disjoint
encoding of a depth stream and a texture stream is addressed.
In the context of traditional depth map coding, in recent years, many
edge-preserving depth map coding algorithms have been presented. Edge
adaptive transforms were explored e.g. in [57, 66], nevertheless the pro-
posed methods suﬀer from high computational complexity, making them
impractical. In [66, 67] the concept of don't care region is introduced
and used to provide enhanced Rate-Distortion (RD) performance. In a
don't care region depth values can be modiﬁed inside a suitable range
to obtain a sparse depth representation without aﬀecting the quality of
synthesized views. In [68] edge MacroBlocks (MBs) are approximated by
a palette and a binary shape map, but the edge structure of previously
coded edge MBs is not exploited. Therefore in PAPER 5 it is proposed
an edge-preserving depth map coding architecture, based on H.264/AVC
Intra. The proposed architecture allows the exploitation of neighboring
edge MBs.
In traditional predictive video coding it is well known that the mo-
tion information of a texture stream is highly correlated with the motion
of its corresponding depth stream, e.g. in [59] Motion Vectors (MVs) are
shared between the depth and the texture stream, leading to improved
coding performance. In the context of Distributed Video Coding (DVC),
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Key Frames (KFs) belonging to the corresponding texture stream, are
used to improve the Side Information (SI) generation for the depth
stream. Inspired by these works, disjoint encoding and joint decoding
of texture and depth information, following a distributed approach, is
presented in PAPER 6 and PAPER 7. The main focus of the perfor-
mance assessment of the proposed coding tools is the comparison with
the single SI Overlapped Block Motion Compensation (OBMC)-based
decoder proposed in [29], which outperforms the DISCOVER codec and
is the basis of the proposed coding architectures. Nevertheless, the cod-
ing performance of DISCOVER is provided for completeness.
4.1 Edge-preserving Depth Map Coding
In Multiview Video-plus-Depth (MVD) the accuracy of the depth map
plays a major role in Depth-Image-Based-Rendering (DIBR), in partic-
ular the edges should be preserved to obtain high quality synthesized
views. Edge-preserving joint texture-depth coding schemes have been
proposed, e.g. in [69] where decoded texture data is employed to seg-
ment the depth image. For each segment the depth data is approximated
by a linear surface and only the coeﬃcients are coded. The shape of the
segments need not to be coded, because they can be generated both
at the encoder and decoder using the reconstructed texture data. In
a conventional predictive coding scenario texture and depth must be
both available at the encoder. If this is not possible, or not desirable,
due to complexity constraints, a diﬀerent approach can be the use of
an encoder for depth maps, equipped with coding tools tailored for the
particular properties of depth maps. In PAPER 5 a new Intra mode
for H.264/AVC operating at the MB level is introduced. Each MB is
partitioned in two regions , deﬁning a binary mask. Each region is ap-
proximated by a constant value. The two constant values are then coded.
The binary mask is encoded my means of context-based arithmetic cod-
ing. The key novelty of the approach is that already coded constant
values or binary masks, belonging to the left or top neighboring MBs,
can be used to enhance the coding performance, through partial inter-
MB coding and full inter-MB coding. In partial inter coding only the
constant values used in the already coded blocks are inherited by the to-
be-decoded one. In the full inter coding mode, constant values, context
i
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Figure 4.1: The neighboring MBs showing edges with similar features are grouped
together for enhanced coding performance. From PAPER 5, Copyright IEEE 2013.
shape and statistics are inherited. This allows for the creation of edge
areas spanning multiple MBs (see Fig. 4.1), enhancing the coding perfor-
mance. The average Bjøntegaard [64] bitrate saving when compared with
H.264/AVC Intra is of about 12% in terms of depth RD performance. In
terms of the rate required by the depth maps versus the quality of the
synthesized view, the average Bøntegaard bitrate saving is about 25%.
4.2 Coding Tools for Distributed
Video-plus-depth
With the solution described in Section 4.1 it is possible to encode and
decode a depth stream independently from its corresponding texture
stream. Using a DVC-based approach it is possible to perform disjoint
encoding of a depth stream and a texture stream, and joint decoding of
the two videos. In PAPER 6 and PAPER 7 tools for distributed
video-plus-depth coding are presented. Initial studies on distributed
video-plus-depth coding were presented in [60] and [P12]. The DVC
decoder presented in [29] is used as basis for both the presented sys-
tems and it is their principal benchmark. In the analyzed scenario a
texture stream and its corresponding depth stream are independently
encoded and jointly decoded. The setup is similar to the ones seen in
Multiview Distributed Video Coding (M-DVC): one of the two streams
is H.264/AVC Intra encoded, the other is Wyner-Ziv (WZ) encoded, us-
ing the usual Group Of Pictures (GOP) structure of the Stanford-based
codecs. In PAPER 6 the depth stream is Intra coded and it is used to
improve the SI generation for the texture stream. The frames belonging
to the texture stream are denoted as Ti where i is a temporal index, the
i
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Figure 4.2: The stream structure of the studied scenario, for GOP size 2. Solid
lines indicate frames available at the decoder, dashed lines indicate a WZ frame.
From PAPER 6, Copyright IEEE 2013.
frames belonging to the depth streams are denotes as Di. The GOP of
size 2 structure is used. The to-be-decoded frame is the texture frame
at instant t, the depth frames Di with i = t− 1, t, t+ 1 and the texture
frames Tt−1 and Tt+1 are available at the decoder, as depicted in Fig. 4.2.
The simplest method consists in estimating the motion between Dt and
Dt−1, and use the calculated MVs to motion compensate Tt−1, obtaining
Yt−1. The same process can be applied to the frames Dt, Dt+1 and Tt+1,
leading to the calculation of Yt+1. The ﬁnal SI can be calculated as av-
erage of the two factors Yt+1 and Yt−1 and the residual can be estimated
by the diﬀerence of the factors.
This simple approach is implemented using block-based or Optical
Flow (OF)-based techniques for the motion estimation on the depth
stream. A block-based motion estimation technique called Adaptive
Rood Pattern Search (ARPS) [70] is used to calculate the SI denoted
as D2T BB, OF is used for D2T OF. In PAPER 6 another SI genera-
tion method is proposed, exploiting the formulation proposed in [71]. A
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(a) T2T (b) D2T OF (c) DT2T
Figure 4.3: Texture SI generation for video-plus-depth using optical ﬂow and dif-
ferent sets of constraints. The SI quality, measured in PSNR is (a) 26.1 dB, (b) 27.1
dB and (c) 29.3 dB. The sequence is Dancer from Nokia Research [72].
CT (x, v) , Tt+1(x+ v(x))− Tt−1(x− v(x)), (4.2)
CD(x, v) , Dt′(x+ v(x))−Dt(x), (4.3)
and t′ is either t − 1 or t + 1 depending on which factor is being cal-
culated: Yt−1 or Yt+1 respectively. This formulation allows to jointly
optimize two constraints, a symmetrical one, denoted as CT (x, v) and a
asymmetrical CD(x, v). With the presented framework it is possible to
investigate three SI generation methods: T2T where only the symmetric
constraint is considered (i.e. λ2 = 0), D2T OF where only the asymmet-
ric constraint is considered (i.e. λ1 = 0) and ﬁnally DT2T where both
constraints are used. The symmetric constraint, commonly used in SI
generation, provides good results in slow or medium motion parts, but
it is imprecise in fast motion parts, it is possible to see this from the
arms of the Dancer in Fig. 4.3(a). On the other hand the asymmetric
constraint is unable to accurately predict shadows, as it can seen in Fig.
4.3(b). Generating a motion ﬁeld that obeys to both constraints, as in
DT2T, generates a superior quality SI, which is able to eﬀectively predict
both shadows and fast moving objects.
In PAPER 6 it is shown that a single SI decoder, employing DT2T
is able to outperform block-based and OF-based competing methods for
what concerns the RD performance of the whole system. In case of
uncompressed depth maps DT2T outperforms the benchmark OBMC-
based, single SI decoder by up to 1.32 dB in Bjøntegaard PSNR distance
on the WZ frames for a GOP size 2 structure. Furthermore, a Multi-
i
i






38 Novel Approaches for Video-plus-depth Coding
Hypothesis (MH) decoder is used to achieve even higher performance,
fusing OBMC, T2T and DT2T, the Bjøntegaard PSNR gains are up to
1.48 dB on the WZ frames for GOP 2. Similar trends are observed when
compressed depth maps are used. The best performance are observed for
Ballet and Dancer sequences, both sequences characterized by moderate
motion activity. For an high motion activity sequence like Breakdancers
the gains are lower but still relevant.
PAPER 7 addressed the dual problem of PAPER 6: the texture
stream is Intra coded, while the depth stream is WZ coded. PAPER 7
uses block-based and OF-based motion estimation algorithms, but no
joint depth-texture motion estimation is employed, the fusion is per-
formed only through multi-hypothesis decoding. The proposed solution
is able to outperform the single SI OBMC-based decoder by up to 4.95
dB in Bjøntegaard PSNR diﬀerence, for GOP size 8, on the WZ frames
for the Dancer sequence.
i
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Rate Adaptive (RA) error-correcting codes are at the basis of many prac-
tical feedback-based Distributed Video Coding (DVC) coding solutions.
Here RA BCH (Bose-Chaudhuri-Hocquenghem) codes for feedback-based
Slepian-Wolf coding are investigated as an alternative to traditional
Turbo [2] and Low Density Parity Check Accumulate (LDPCA) [16]
codes. Broadly speaking a RA code is an error-correcting code having
the capability to vary its strength (i.e. increase or decrease the number
of parity symbols) in order to adapt to the number of errors in the given
block of bits. In order to be of practical interest, the already generated
syndromes (i.e. parity bits) must remain the same when the strength
(i.e. the rate) of the code is increased. In this section rate refers to the
parity bits sent on the channel, therefore the higher the rate, the higher
the number of parity bits and therefore the higher the strength of the
code. When using RA codes, the encoding and decoding procedure can
be structured as follows: at the beginning of the decoding process few
syndrome bits are sent by the encoder. In case of decoding failure (i.e.
the decoder is unable to decode the original bitstream), the decoder re-
quests new syndromes through the feedback channel. The encoder, upon
request, generates more syndrome bits using the code to an higher rate
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are equal to the already sent ones. Therefore only the new syndromes are
sent. The decoder concatenates the new syndromes with the old ones,
obtaining the parity bits generated by the encoder using the more robust
code. In many proposed codecs, [2, 16] the encoder encodes only once,
using the code to its higher rate, and stores the parity bits in a buﬀer,
sending subsets of the bits upon request.
Codes for feedback-free Distributed Source Coding (DSC) [13, 73]
show lower performance when compared with the RA counterparts. This
is due to the fact that the code is designed to cope with the large variation
of the number of errors in case of short blocks. Therefore, for some blocks,
too many parity bits are sent, for other blocks not enough bits are sent.
RA codes can easily adapt to the varying number of errors, enabling the
DSC codec to achieve better performance. Turbo and Low Density Parity
Check (LDPC) codes were studied in e.g. [74] for long block lengths.
The use of short block lengths allows the system to have low latency.
This may be desirable for some applications. Furthermore, with shorter
block lengths, decoded bits can be obtained at a ﬁne granularity. In
the context of adaptive codes this may be desirable, in order to allow
faster convergence of the model of the source used by the decoder. In the
context of DVC in [38] superior Rate-Distortion (RD) is achieved using
various coding modes, e.g. skip, intra. The proposed RA BCH codes
can be used in a similar way, introducing a new coding mode, in cases
where the Side Information (SI) is estimated to have few errors.
The focus of the works presented inPAPER 8 andPAPER 9 are on
the implementation and analysis of a feedback-based Slepian-Wolf codec
(see Fig. 5.1) in the short block-length, high correlation scenario. The
encoder has only access to the source X, which is considered a binary
i.i.d. source. The decoder has access to the syndrome bits sent by the
encoder and the SI Y . The relationship between X and Y is modeled by
the error pattern E, also an i.i.d. binary source:
Y = X + E. (5.1)
The error probability p is the probability P [Ei = 1] where Ei is the i-th
element of E.
If s syndromes are used for decoding, up to t(s) errors in Y can be
corrected, and the probability of decoder error is proportional to 1/t(s)!.
A decoder error happens when a wrong estimation of X is accepted as
i
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Figure 5.1: Slepian-Wolf Codec using RA BCH codes, with feedback channel for
encoder-driven rate-adaptation. From PAPER 9, Copyright Springer 2013.
correct. Therefore techniques to improve the reliability of the decoded
result have been proposed and tested in PAPER 8 and PAPER 9. The
checking procedure relies on requesting c(s) extra syndrome bits to check
a result decoded using s syndromes. If the decoded result obtained using
the extra check bits matches the previous one, the result is accepted. c(s)
is a non-increasing function of s deﬁned by the checking strategy.
In PAPER 8 the use of RA BCH codes is ﬁrst presented, proving
that RA BCH codes are able to outperform conventional LDPCA codes
for conditional entropy H(X|Y ) ≤ 0.25. Secondly a mathematical model
to estimate the performance of RA BCH codes is presented. The model is
able to correctly predict the performance of the code, given the strategy,
the block length and p. To further increase the reliability of the decoded
result, Hierarchical CRC check is introduced: a c′ bit CRC check is use
to check a set of f blocks decoded with the already introduced RA BCH
codes. The strength of the technique is that, for each block, the rate
penalty for the extra check is c′/f . All these results are presented in Fig.
5.2. Lastly the case of unknown p is addressed, providing methods to
perform decoding while estimating the error probability.
In PAPER 9 the model presented in PAPER 8 is further reﬁned.
While in PAPER 8 the extra checking procedure is modeled like a CRC
check, the new model takes into account how the checking procedure is
structured, and models it accordingly. While the model in PAPER 8
is able to correctly predict the behavior of the code in a wide range of
cases, it is unable to reach good precision in some cases, e.g. in Fig.
5.3 it can be noted that the model presented in PAPER 8, referred to
as DCC Model is unable to correctly predict the behavior of the BCH
code (referred to as Implemented Decoder). On the other hand the
i
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Figure 5.2: Performance of RA BCH Slepian-Wolf codec when compared with state-
of-the-art RA and Fix-Rate error correcting codes. From PAPER 8, Copyright IEEE
2012.
model presented in PAPER 9 and denoted as Proposed Model is able
to correctly predict the behavior of the code, see Fig. 5.3. Similar behav-
ior is observed in other cases in PAPER 9 and provides a completely
mathematical model of Hierarchical CRC check. PAPER 9 shows also
the superiority of using extra syndromes for checking when compared
with ﬁxed or variable CRC checking strategies.
The presented models are able to predict quite precisely the rate:
the diﬀerence between predicted rate and simulated rate is always below
0.04%. The Bit Error Rate (BER) estimation is less precise, nevertheless
it is able to provide suﬃciently accurate results: one of the worst cases
is for block length 1023 and p = 0.035 using the syndrome checking
strategy. In this case the BER performance of the decoder is 9.36×10−6
while the estimation of the model is 8.21 × 10−6. Comparing the three
checking strategies proposed in PAPER 9 it can be seen that the Fixed
CRC check and the Variable CRC check are unable to provide better
performance than the syndrome check, because of their inability to adapt
to the estimated reliability of the decoded result. Lastly, for p = 0.005
the LDPCA code having length 1584 requires twice as many bits as the
RA BCH code having length 1023.
Summarizing RA BCH codes are an eﬃcient alternative to LDPCA
and Turbo codes for high correlation scenarios, in the case of short block
lengths. Furthermore RA BCH codes show lower complexity when com-
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Figure 5.3: Comparison of accuracy of the model presented in PAPER 8 (DCC
Model) against the model presented in PAPER 9 (Proposed Model) when compared
with a RA BCH decoder (Implemented Decoder). for p = 0.01 and block length 255.
pared with LDPCA codes, and mathematical models are able to accu-
rately predict the code performance.
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In this Chapter a description of the publications included in the thesis is
provided, highlighting novelties and main results. The papers are divided
into three groups, following the order used in the previous chapters. This
section is designed to be as much self-contained as possible, giving an
overview of the works, therefore overlaps with previous chapters exist.
6.1 Tools for Distributed Video Coding
PAPER 1: Multi-Hypothesis Distributed Stereo Video Coding
This paper introduces a novel codec in the context of distributed
stereo video coding. This work is an evolution of an early study
presented in [P11].
Two Side Informations (SIs) generation methods are presented,
namely Motion Vector Similarity (MVSim) and Diﬀerence Projec-
tion (DP). Both methods generate the SI estimating the motion
on the master view, exploiting the support view. The master view
is coded with a distributed approach. The support view needs
only to be available at the decoder, and no further requirements
are needed. MVSim uses the disparity estimation between sup-
port and master view to disparity compensate the motion ﬁeld
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ity compensates the diﬀerence between two consecutive frames in
the support view. The disparity compensation in DP can intro-
duce artifacts, therefore it is applied only to the pixels showing
enough motion activity (i.e. a big enough diﬀerence between the
two consecutive frames in the support view). As opposed to the
method presented in [61] where three frames in the support view
need to be decoded, here, two frames need to be available (Is,t−1
and Is,t) making the synchronization requirements less stringent.
Secondly, a residual estimation method for on-line correlation noise
model calculation is proposed, avoiding the use of oﬀ-line resid-
ual. Using an oﬀ-line residual, which requires the knowledge of
the original Wyner-Ziv (WZ) frame at the decoder, would compro-
mise the practical interest of the system. The generated intra-view
SI, either via MVSim or DP, is not able to deliver comparable
Rate-Distortion (RD) performance to Overlapped Block Motion
Compensation (OBMC). OBMC outperforms MVSim and DP
by up to 5 dB measured with Bjøntegaard Peak Signal-to-Noise
Ratio (PSNR) distance [64]. Fusion methods proposed in litera-
ture [49,61] are not robust enough to successfully fuse an inter-view
SI and OBMC. It is proposed to use the Multi-Hypothesis (MH)
decoder, described in [32] for eﬃcient SI fusion. The MH decoder
is able to robustly fuse an inter-view SI and OBMC, showing im-
proved performance over other fusion techniques, on the other hand
its complexity is up to 6 time higher than the fusion-based, Dis-
tributed Video Coding (DVC) decoders. The MH decoder using
OBMC and DP is the best performing one, outperforming a single
SI decoder based on OBMC by up to 0.8 dB, Bjøntegaard PSNR
diﬀerence, on the WZ frames only, Group Of Pictures (GOP) 2,
while the MH decoder using OBMC and MVSim shows gains up
to 0.59 dB. Summarizing DP shows better performance when com-
pared with MVSim. Furthermore, although the decoder complexity
is not a major issue in DVC, DP shows lower computational com-
plexity: it does not require the calculation of the motion ﬁeld in the
support view and the disparity estimation is carried out only on a
subset of the pixels (up to 11.39% in the reported experiments).
i
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PAPER 2: A Robust Fusion Method for Multiview Distributed
Video Coding
Many works in Multiview DVC literature address a three camera
setup: left, right and central camera. The central camera is usually
WZ coded following the usual GOP structure of Stanford-based
DVC codecs. The lateral cameras (left and right) are known at the
decoder, and they are used to generate an inter-view SI. The inter-
view SI is then fused with a temporal (intra-view) SI generated
using the Key Frames (KFs) belonging to the central view. Usually
left and right views are close to the central view, e.g. in [49] the
distance between central and right (or left) camera is 6.5 cm. In
PAPER 2 the problem of unknown and higher distance between
cameras is addressed, and the use of a novel fusion method based
on fused distributions and learning is presented.
The SI generation technique, called Overlapped Block Disparity
Compensation (OBDC) is constituted by two steps: pre-alignment
and view interpolation. The pre-alignment phase employs a sliding-
window approach. The Field Of Views (FOVs) of the lateral cam-
eras overlap, but in the left (resp. right) frame the lateral area has
no match in the right (resp. left) frame. This is due to the fact that
part of the scene falls outside the FOV of one of the two cameras
but it is in the FOV of the other. The pre-alignment step removes
these areas, generating an aligned version of the frames. The in-
terpolation phase accommodates only for local disparity changes,
therefore its task is much easier. For view interpolation OBMC is
used. OBDC is ﬁrst compared with Disparity Compensated View
Prediction (DCVP). For fairness, DCVP uses OBMC as interpo-
lation system, without the pre-alignment phase. It is shown that
OBDC is able to perform better than DCVP for a wide range of
camera setups. In particular, while the parameters (e.g. search
range) used for DCVP SI generation are ﬁne tuned for each setup
to achieve the best RD performance, OBDC uses always the same
parameters. The proposed fusion method relies on the fusion of the
estimated distributions instead of fusion of the SIs. This allows to
leverage well-known noise models developed in the monoview cod-
ing scenario. Lastly the fusion is reﬁned along the decoding pro-
cess, using already decoded DCT coeﬃcients to reﬁne the fusion.
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When the last DCT band is decoded, the partially decoded WZ
frame is used to guide the ﬁnal fusion step. The newly fused SI is
used for a last reﬁnement step on the decoded WZ frame. The pro-
posed solution is able to achieve gains up to 0.9 dB in Bjøntegaard
PSNR distance when compared with best performing single SI de-
coder. The best performing single SI is chosen between a single
SI decoder using OBMC and one using OBDC, according to the
RD performance. The performance are calculated on the central
view only, on all the frames, both WZ frames and KFs. The GOP
structure has size 2.
PAPER 3: Joint Disparity and Motion Estimation Using Op-
tical Flow for Multiview Distributed Video Coding
In this paper a joint disparity-motion estimation method is pro-
posed for SI generation. In many works, e.g. [49] a temporal SI
and an inter-view SI are generated and then fused. Another ap-
proach, is taken by a minor number of works, e.g. [47] where the
motion is estimated in the lateral views and used to estimate the
WZ frame. In PAPER 1 the inter-view SI is generated follow-
ing a similar approach, but it still relies on block matching for
pixel disparity or motion calculation. Furthermore, given the poor
performance of the inter-view SI a fusion with the temporal SI is re-
quired to achieve RD gains. In this work it is proposed to use only
an inter-view SI generation method, referred to as Time Disparity
Optical Flow (TDOF) SI generation system, where the motion is
estimated on the lateral views and then applied to the KFs of the
central view to generate the SI using Optical Flow (OF). More
precisely, four diﬀerent estimations can be done, following four dif-
ferent paths, one path is depicted in Fig. 3.1. The ﬁrst step of
TDOF is a pre-alignment phase, similar to PAPER 2, to remove
unmatched areas. Secondly disparity is estimated between a KF
in the central view and its temporally corresponding frame in the
lateral view, using the path depicted in Fig. 3.1 this calculation is
done between the aligned versions of the frames Ic,t−1 and Il,t−1.
Then motion is calculated in the lateral view, in the case of Fig.
3.1 the motion is calculated between Il,t−1 and Il,t. The motion
ﬂow v(x) is directly coupled with the position x in Ic,t−1 and it
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can be used to motion compensate Ic,t−1 obtaining a scattered set
of points. Since the paths are four, four scattered set of points are
calculated. Instead of interpolating the sets and then fusing the
obtained estimations, it is proposed to fuse the sets, and then in-
terpolate the fused sets. The path of Fig. 3.1 passes through Il,t−1,
the corresponding set of points is denoted as Sl,t−1. The comple-
mentary path in the left view passes through Il,t+1 and therefore
the corresponding set is denoted as Sl,t+1. A similar naming con-
vention is used for the right view. The procedure for the left view
is repeated on the right view, therefore here it is presented only for
the left view. The set Sl is deﬁned as:
Sl = Sl,t−1 ∪ Sl,t+1. (6.1)
The new set Sl is composed by twice the number of points of one of
the original frames. Therefore given the overabundance of points
it is possible to apply ﬁltering, to remove wrongly matched pixels.
After the ﬁltering, Sl and Sr are interpolated and the two resulting
frames are averaged to generate the ﬁnal SI.
The use of fusion and ﬁltering of scattered sets enables the gener-
ation of higher quality SI when compared to the case when simple
interpolation and averaging of the estimations is performed. The
TDOF SI generation method leads to Bjøntegaard bitrate savings
up to 10%, 8.6% and 34% when compared with MultiView Motion
Estimation (MVME), OBMC and DCVP, respectively. The per-
formance is calculated on all the frames (WZ frames and KFs) for
the central view only, GOP 2.
PAPER 4: Low Delay Wyner-Ziv Coding Using Optical Flow
In this work OF is used in the context of Low-Delay DVC. OF is
used for SI generation and reﬁnement. The SI estimates the WZ
frame having time index t. The motion is calculated between two
already decoded frames, having time indexes t− 1 and t− 2. The
newly calculated motion ﬂow v(x) has origin in the frame at instant
t−1, i.e. x is a pixel position in the frame at instant t−1. Assuming
linear motion, −v(x) is the ﬂow estimating the motion between the
frame at instant t−1 and the (unknown) WZ frame. The new ﬁeld
is used to motion compensate the frame at instant t−1, generating
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a scattered set of points. Diﬀerently from PAPER 3, ﬁltering is
not applied on the scattered set. Interpolation is performed on the
set and the SI is generated. This SI is referred to as EX-OF. The
similar block-based method proposed in literature is referred to as
EX-BB.
The linear motion assumption, used to generate the SI, is a poor
approximation of the real motion, therefore the quality of the SI
is relatively low, although OF is used. It is therefore proposed to
use OF to estimate the motion between the partially decoded WZ
frame and the KF at instant t− 1. The new ﬂow has center in the
partially decoded WZ frame, therefore no holes are generated when
the frame at instant t− 1 is motion compensated. This reﬁned SI,
unavailable for the decoding of the DC coeﬃcient of the DCT, is
referred to as REF-OF.
It is proposed to fuse the three (two for the DC band) SIs using a
MH decoder. The proposed system is able to provide Bjøntegaard
PSNR gains up to 1.3 dB (on all the frames) when compared with
a single SI DVC decoder based on EX-BB in the case of GOP
size 2 structure. Furthermore, the proposed decoder is able to
outperform an advanced interpolation based system like OBMC
when a GOP size of 24 is used, in the low-motion sequence Hall.
6.2 Video-plus-depth Coding
PAPER 5: Edge-preserving Intra Depth Coding based on Context-
coding and H.264/AVC
The paper proposes a new Intra mode for H.264/AVC, operating
on the MacroBlock (MB) level, speciﬁcally targeted to areas con-
taining edges of arbitrary shape. Such blocks are usually problem-
atic if handled using the conventional DCT transform, while the
proposed method aims to preserve the edges with a higher level
of ﬁdelity, given their importance for precise Depth-Image-Based-
Rendering (DIBR).
Each MB is partitioned into two areas. Each area is approximated
by a constant value, which is coded. A binary mask is used to
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provide information on the shape of the regions. The binary mask
is coded using context-based arithmetic coding with adaptive tem-
plate selection. The possible templates are 4 and the chosen one is
explicitly indicated in the generated bitstream. The chosen tem-
plate is the one providing the lower rate. This coding procedure is
referred to as Intra EDGE coding.
Other two Inter modes are available: Partial Inter EDGE coding
and Full Inter EDGE coding. They both require the presence of
a left or top EDGE coded neighboring block. In Partial Inter
coding, the current MB inherits the constant values employed by
the neighboring MB, therefore the constant values are not explicitly
indicated in the bitstream generated for the MB. The bitstream
contains ﬂags to indicate what neighbor is used (if both top and
left are available) and if partial or full inter mode is used. In
the case of full inter coding the template of the context is the
same of the selected neighbor. Furthermore, the neighboring MB
statistics are used as starting point for the context coding, i.e. the
mask is encoded as part of a bigger mask spanning more MBs,
improving the coding eﬃciency. If full inter mode is employed,
the shape of the context and the constant values are not speciﬁed
in the bitstream, but ﬂags to allow the decoder to correctly infer
the information are given, e.g. ﬂags to determine what neighbor is
used or ﬂags to determine what mode is used.
The proposed method allows to code a block in up to 5 diﬀerent
EDGE modes: Intra EDGE, the two Inter modes using the left
neighbor, and the two Inter modes using the top neighbor. The
EDGE mode(s) are integrated into the RD optimization framework
of H.264/AVC and tested together with the usual H.264/AVC Intra
modes. The mode providing the lowest RD cost is selected. Im-
provements in terms of Bjøntegaard rate saving for the depth maps
are of about 12%. The Bjøntegaard rate saving for view synthesis
are of about 25%.
PAPER 6: Texture Side Information Generation for Distributed
Coding of Video-Plus-Depth
In this paper the use of depth maps for improved SI generation
in video-plus-depth is investigated. The employed framework is
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based on the work presented in [71]. The OF is calculated us-
ing the eﬃcient TV-L1 formulation. Two constraints are jointly
optimized: one imposing linear and symmetric motion on the tex-
ture stream, the other imposing asymmetric motion on the depth
stream. The texture stream is WZ encoded according to a GOP
structure of size 2, the depth stream is, in the reported experi-
ments, H.264/AVC Intra encoded. Nevertheless the depth stream
can be encoded with any available encoder, as long as it is encoded
independently from the texture stream. Two texture frames are
available Tt−1 and Tt+1, since GOP 2 is used. The depth frames
Dt−1, Dt and Dt+1 are also available. The symmetric constraints
is based only on the texture frames, and imposes that the mo-
tion between frames is symmetric. Therefore, ideally, the goal
when minimizing the symmetric constraint is to ﬁnd a motion
ﬂow v(x), such that: Tt+1(x + v(x)) − Tt−1(x − v(x)) = 0. For
each WZ frame only one symmetric constraint exists. The asym-
metric constraint is imposed to the corresponding pixels of the
depth map: deﬁning t′ = t + 1, t − 1, v(x) should ideally be such
that: Dt′(x + v(x)) −Dt(x) = 0. The two constraints are jointly
minimized, generating a ﬂow where, ideally, smaller details are
matched using depth information, while bigger details (including
lighting changes and shadows, which are not visible from depth
data) should be matched using the texture frames. The joint mini-
mization process uses two weighting factors λ1 and λ2 to determine
the inﬂuence of the symmetrical and asymmetrical constraints re-
spectively. If λ2 = 0 only the symmetrical constraint is used, the
method is denoted T2T and it is the same method proposed in
[P10], therefore the proposed framework is a more general version
of the OF framework presented in [P10]. If λ1 = 0 only depth in-
formation is used and the method is referred to as D2T OF. When
λ1 > 0 and λ2 > 0 the SI is denoted as DT2T and, according
to the presented results, leads to superior RD performance when
compared with all the other SI generation systems. For complete-
ness a block-based version of the D2T OF approach is presented,
and it is denoted as D2T BB, but the performance achieved are
relatively low when compared with the OF-based methods. DT2T
is able to provide Bjøntegaard PSNR gains on a single SI, OBMC-
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based decoder up to 1.32 dB (GOP 2, WZ frames only). To achieve
even higher gains a MH decoder using OBMC, DT2T and T2T is
employed: the improvements over the single SI, OBMC-based de-
coder are up to 1.49 dB in Bøntegaard PSNR distance, GOP 2,
WZ frames only.
PAPER 7: Distributed Multi-Hypothesis Coding of Depth Maps
using Texture Motion Information and Optical Flow
This paper addresses the dual of the problem presented in PA-
PER 6, an early study was presented in [P12]. In the discussion,
GOP of size 2 is considered, but results are also reported for longer
GOP sizes. The basic assumption is that the frames Dt−1, Dt+1,
Tt−1, Tt and Tt+1 are available at the decoder, the WZ frame is
Dt. For the naming convention please refer to the previous discus-
sion on PAPER 6. It has to be noted that the texture frames
are denoted as Ct in PAPER 7, but, in order to make the section
consistent the naming convention of PAPER 6 is used. Three
SI generation methods are analyzed in this work: OBMC, OF and
BB, their goal is to estimate the frameDt. OBMC is used as bench-
mark and uses only the depth KFs Dt−1 and Dt+1 to generate the
SI. Both the BB (Block-Based) method and the OF (Optical Flow-
based) method use the texture stream to generate the SI. They are
used in the opposite way the D2T method is used in PAPER 6:
motion is estimated between Tt′ and Tt, with t
′ = t−1 or t′ = t+1
and the motion ﬂow is then used to compensate Dt′ , generating
the estimation Yt′ . The average of the two obtained estimations
is the ﬁnal SI. The BB method employs, for motion estimation,
the Adaptive Rood Pattern Search (ARPS) motion estimation al-
gorithm, which does not provide the lowest MSE (Mean-Squared-
Error) between the motion compensated texture frame and the
original one, however, it is able to capture the motion between the
frames in a robust way. The OF methods employs, as the name
suggests, OF, using the asymmetric formulation presented in (2.7).
In this asymmetric formulation the position x belongs to the frame
at time index t. The three SIs are then fused using a MH decoder,
leading to rate savings up to 49.06%, on the WZ frames, over a
single SI, OBMC based decoder, for GOP size 8.
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6.3 Rate-Adaptive Codes for Distributed
Source Coding
PAPER 8: Rate-adaptive BCH Coding for Slepian-Wolf Cod-
ing of Highly Correlated Sources
In Stanford-based DVC codecs the Rate Adaptive (RA) error cor-
recting code is one of the main elements determining the perfor-
mance of the whole system. A RA error correcting code is a code
able to increase its error correcting strength (i.e. increasing the
number of produced parity bits) to adapt to the number of errors
in the current block. Fixed-rate codes, on the other hand, have to
be designed to cope with the large variation in number of errors in
the blocks. As it is demonstrated in this work, the performance of
a feedback-free non-rate-adaptive code is clearly inferior compared
with the performance of its rate-adaptive counterpart, for short or
medium block lengths. In the analyzed scenario, the encoder has
access to the source signal X, in this paper an i.i.d. binary source.
The decoder has access to the SI, a signal correlated to X. The er-
ror pattern E deﬁnes the diﬀerences betweenX and Y : Y = E+X.
In the addressed scenario, the rate-adaptation process is guided by
the decoder. The encoder starts the decoding process sending a
small amount of parity bits. The decoder tries to reconstruct X
using Y and the parity bits. If the decoding is successful the result
can be directly accepted or an extra checking can be applied, e.g.
a Cyclic Redundancy Check (CRC) in the case of the DISCOVER
codec [19]. If the extra checking (if any) is successful the result
is accepted. In case of Decoder Failure, the decoding or the extra
checking fail. When aDecoder Failure happens, the decoder detects
that the received parity bits are not enough to correct the errors,
and new bits are requested via a feedback channel. The encoder,
upon request, uses the RA codes to a higher level of correcting
strength. A new set of parity bits is generated. If the error correct-
ing code is chosen from a family of codes where more parity bits are
produced, without changing the previous ones, only the new ones
need to be sent. The decoder concatenates the previously received
bits with the new ones and the decoding is attempted again. This
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work proposes RA BCH (Bose-Chaudhuri-Hocquenghem) codes as
a possible alternative to conventional Turbo or Low Density Parity
Check Accumulate (LDPCA) [16] codes for feedback-based Dis-
tributed Source Coding (DSC). The high-correlation, short block
length scenario is addressed. In such scenario RA BCH codes out-
perform conventional RA codes. Interestingly, the performance of
RA BCH codes can be predicted by a mathematical model, which
is detailed in the paper. In the paper the concept of strategy is
introduced, which is the function deﬁning the strength of the extra
check applied on the decoded result.
A Decoder Error happens were a wrongly decoded block is accepted
as a correct one. The reliability of the decoded result is an increas-
ing function of the used parity bits, in other words, the probability
of a Decoder Error decreases when the rate increases. Therefore,
if the RA BCH decoder decode a block using few parity bits, the
probability that it is accepting an erroneous decoded result is high.
On the other hand if an accepted result is decoded using a high
number of parity bits, its reliability is high, and a less strong check,
using fewer bits, can be used. In this paper it is proposed to vary
the strength of the extra check according to the reliability of the
decoded result. The function deﬁning the number of bits required
for the extra checking is referred to as strategy. The use of a model
for the performance of the BCH code allows to perform a convex
hull optimization on the set of possible strategies, selecting only the
best performing ones. In this work the extra check is performed
requesting new parity bits to the encoder. Then the new result
is checked against the old one, and accepted only if they match.
Nevertheless, the model addresses the checking part modeling it
like a CRC. Despite this strong assumption the model achieve an
overall good precision in predicting the performance of a code.
The paper proposes the use of hierarchical CRC check for further
improving the reliability of the decoded result. The idea is to
share the cost of a CRC check of c′ bits among f blocks. The f
blocks are already decoded using the RA BCH decoder and the
checking already described. For low block error rates and modest
values of f , when a decoding error is detected by the c′ CRC,
with high probability, only one of the blocks was wrongly decoded.
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Therefore it is possible to assume that the probability of decoding
error decreases for each block of about 2−c′ , but the rate cost for
each block is c′/f . This assumption is tested using a hybrid model.
Lastly the case of unknown error probability is addressed. Only the
parameters of the distribution of the error probability are known.
In the paper eﬃcient estimators and methods to adapt the decoding
strategy to the unknown error probability are explored.
PAPER 9: Rate-adaptive BCH Codes for Distributed Source
Coding
This work is an extended version of PAPER 8. PAPER 8 is
improved in various aspects: the model of the code, a complete
model for the hierarchical CRC check and comparison against other
checking procedures.
The model describes accurately the checking procedure, instead of
assuming its behavior to be same of a CRC check. This leads to
improved performance in the capability of the model to accurately
predict the behavior of the code.
A complete mathematical model for the Hierarchical CRC check
is presented, as opposed to PAPER 8 where a hybrid model was
used. In PAPER 8 a RA BCH decoder was employed and only
the check part was modeled. This system was therefore impracti-
cal, because extensive simulations were needed to provide precise
estimations.
Finally other checking procedures other than the one presented in
PAPER 8 are used: ﬁxed CRC and variable CRC checking pro-
cedures are proposed, implemented, modeled and compared. In
the case of ﬁxed CRC check a CRC check having a ﬁxed number
of bits is requested, without any consideration on the reliability
of the decoded result. In the case of variable CRC, its strength
is matched with the reliability of the decoded result. If the CRC
check detects an error new syndromes are required and the CRC
bits are stored to be used for future checking. This is the main
diﬀerence between the syndrome-based approach and the variable
CRC check. If the syndrome check reveals an error, the syndrome
bits used for checking are employed for decoding, the next check-
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ing procedure will use a number of check bits matched with the
reliability of the decoded result. On the other hand, the variable
CRC check procedure will continue to use the same CRC check
after a failed check. This is a waste of rate, because a strong CRC
will be used when there is no need for it, while the syndrome check
approach allows the system to go back. The superiority of the
syndrome check approach is tested in the paper through extensive
simulations, which conﬁrm this argument.
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Wireless Sensor Networks (WSNs) promise to bring to life a new kind
of services, where self-organizing networks are able to provide informa-
tion of the environment without any central control. If the services are
based on video delivery and processing the Video Sensor Network (VSN)
needs new approaches to distributed compression and signal processing.
The application of Distributed Source Coding (DSC) principles to video
compression, referred to as Distributed Video Coding (DVC) is a possible
solution to this problem. DVC has two decisive advantages over predic-
tive coding solutions: lower encoding complexity and the possibility of
leveraging the redundancy between cameras recording the same scene
from diﬀerent points of view. These two strengths can be of interest in
the video-plus-depth scenario also, where the communication between a
depth camera and a texture camera may be not desirable or where it
is convenient to transfer some of the complexity at the decoder. Un-
fortunately DVC still shows inferior Rate-Distortion (RD) performance
when compared with state-of-the-art predictive coding solutions, such as
H.264/AVC.
In the context of Multiview Distributed Video Coding (M-DVC) the
main contributions of this thesis are the development of new inter-view
Side Information (SI) generation techniques and the study of the fusion
problem. For the Stereo DVC scenario Diﬀerence Projection (DP) is
introduced as inter-view SI. On-line residual calculation is proposed in
order to make the codec practical. DP is robustly fused with Overlapped











based decoder by up to 0.8 dB Bjøntegaard Peak Signal-to-Noise Ra-
tio (PSNR) diﬀerence on the Wyner-Ziv (WZ) frames. In M-DVC a
novel inter-view SI generation system, called Time Disparity Optical
Flow (TDOF) is also introduced, based on Optical Flow (OF). Instead
of generating a temporal and an inter-view SI separately, TDOF esti-
mates the motion on the central view from the motion of the lateral
views. The concept of scattered set of point ﬁltering and fusion is used,
instead of the usual approaches based on hole ﬁlling and averaging. The
proposed method leads to Bjøntegaard rate savings up to 10%, 8.6%
and 34% when compared with MultiView Motion Estimation (MVME),
OBMC and Disparity Compensated View Prediction (DCVP) respec-
tively. The problem of high disparity between cameras is also addressed:
Overlapped Block Disparity Compensation (OBDC) is introduced as a
stable inter-view SI generation method, able to cope with unknown and
high disparities. A fusion method, based on joint distribution calculation
and learning is also proposed. The proposed system is able to outper-
form a monoview OBMC-based decoder by up to 0.9 dB Bjøntegaard
PSNR diﬀerence.
For low-delay monoview DVC a OF-based SI generation and reﬁne-
ment system is introduced. The proposed method is able to outperform
a block-based low-delay DVC system by up to 1.3 dB Bjøntegaard PSNR
diﬀerence. For low motion sequences, using a Group Of Pictures (GOP)
size of 24 the proposed method is also able to outperform interpolation-
based system.
In the context of video-plus-depth coding, edge-aware intra coding is
proposed. The system is tailored for edge block, and it tries to reproduce
with a high degree of ﬁdelity the discontinuity in the edge regions. This
leads to rate savings and an improved quality of the synthesized view.
For the synthesized view, the average Bjøntegaard bitrate saving is about
25%. To address the problem of video-plus-depth coding in a distributed
manner, it is proposed to leverage the motion of the depth to improve
the SI generation for the texture stream, and vice versa. Using depth
frames to improve texture frames leads to Bjøntegaard PSNR gains up
to 1.48 dB on the WZ frames, GOP 2. Using texture frames to improve
the distributed decoding of depth frames, leads to Bjøntegaard PSNR
improvements up to 4.95 dB on the WZ frames, GOP 8.
The last contribution of the thesis is the development of Rate Adap-
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tive (RA) BCH (Bose-Chaudhuri-Hocquenghem) codes for DSC is the
high correlation scenario, for short block length. Shorter block lengths
are of interest in case of low-latency systems or adaptive DSC. The pro-
posed RA BCH showed improved performance when compared with Low
Density Parity Check Accumulate (LDPCA) and Turbo codes, which
are commonly used in DVC literature, for H(X|Y ) ≤ 0.25. Hierarchical
CRC check for improved reliability and mathematical model to predict
the behavior of the code are proposed. Lastly various techniques to check
the result are tested and compared, and it is demonstrated that in the
tested scenario the use of extra syndromes for checking leads to improved
performance because the checking strength can be adapted to the esti-
mated reliability of the decoded result. The model is able to provide a
reliable estimation of rate and Bit Error Rate (BER) performance. The
maximum prediction error for the rate is 0.04%, for what concerns the
BER the model is able to provide precise enough estimations. For very
low values of p the rate gain is consistent: for p = 0.005 the proposed
RA BCH codes require half of the rate required by conventional LDPCA
codes.
Future Work and Discussion
During the development of DVC and DSC many coding tools were pro-
posed to address the performance gap between distributed and predictive
coding solutions. These eﬀorts greatly increased the RD performance of
the system. Nevertheless a signiﬁcant performance gap is still present
when comparing DVC-based codecs with predictive-based ones. New
coding tools need to be developed to address this issue, which is go-
ing to be even more complex now, with the release of the new HEVC
standard. Improved performance can be achieved for example improving
the performance of the employed RA codes, generating codes speciﬁcally
tailored for particular conditions of the virtual channel. In the context
of M-DVC a limited amount of inter-camera communication could be
introduced: allowing the cameras to help the decoder in the inter-view
SI generation process and/or in the SI fusion process. The presence of
a feedback channel is also a problem for many applications. Given that
the motion content of diﬀerent views is similar, one may think to use
lateral views to predict the rate at the decoder, communicate such pre-
diction at the encoder and use it to reduce the number of transmissions.
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More advanced inter-view SI generation methods, targeting non-rectiﬁed
views should be proposed. DVC targets low-complexity and inexpensive
encoders, therefore problems such as: lack of synchronization between
frames, delays, artifacts, diﬀerence in color should be taken into account.
Heterogeneous networks with cameras having diﬀerent resolutions should
be also investigated.
Finally, it should be noticed that DVC forced the research commu-
nity to look at the video coding problem in a new light, leading to the
development of new approaches, some of them are already used in pre-
dictive coding solutions, where the decoder complexity is increased to
achieve higher error resiliency, or where the eﬀorts made to create eﬃ-
cient motion estimation systems in DVC are leveraged to improve the
performance of H.264/AVC. Maybe some of the techniques developed
in DVC can be used to limit or avoid inter-camera communication, still
allowing to leverage inter-camera redundancy, while using predictive cod-
ing for leveraging temporal redundancy.
Therefore the studies on DVC are still relevant, both as a parallel
and competing ﬁeld to predictive coding, but also, a synergy between
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Abstract—Distributed Video Coding (DVC) is a video coding
paradigm that exploits the source statistics at the decoder based
on the availability of the Side Information (SI). Stereo sequences
are constituted by two views to give the user an illusion of depth.
In this paper, we present a DVC decoder for stereo sequences,
exploiting an interpolated intra-view SI and two inter-view SIs.
The quality of the SI has a major impact on the DVC Rate-
Distortion (RD) performance. As the inter-view SIs individually
present lower RD performance compared with the intra-view
SI, we propose multi-hypothesis decoding for robust fusion and
improved performance. Compared with a state-of-the-art single
side information solution, the proposed DVC decoder improves
the RD performance for all the chosen test sequences by up to
0.8 dB. The proposed multi-hypothesis decoder showed higher
robustness compared with other fusion techniques.
Index Terms—Distributed Video Coding, Stereo Video Coding,
Multiview Video Coding, Multi-hypothesis
I. INTRODUCTION
In recent years DVC has received great attention: the
possibility of exploiting the temporal redundancy of a video
signal at the decoder rather than at the encoder is appealing
for applications like mobile video coding, sensor networks and
video surveillance. DVC is based on two information theory
results: the Slepian-Wolf [1] and the Wyner-Ziv (WZ) [2] theo-
rems where, in the second case, source data are independently
lossy coded but jointly decoded using a correlated source at the
decoder, which is commonly referred to as Side Information
(SI).
A Stereo sequence is made of two dependent streams, and
the disparity between two frames allows stereoscopic displays
to provide a depth illusion to the user. The spatio-temporal
redundancy between the streams can be used in order to
achieve better RD performance. DVC may enable the creation
of very low-complexity and low-cost encoders, leading to the
development of dense networks of encoders communicating
with a central decoder. In this scenario the ability to exploit
the redundancy between cameras capturing the same scene
(inter-view redundancy) without inter-camera communication
is also appealing, leading to many investigations on Multiview
DVC (M-DVC) [3], [4]. A particular M-DVC scenario is the
Stereo scenario, in which we are interested in exploiting the
inter-view redundancy between the two available views. This
MMSP’13, Sept. 30 - Oct. 2, 2013, Pula (Sardinia), Italy.
978-1-4799-0125-8/13/$31.00 c©2013 IEEE.
could be interesting in order to shift the complexity from
encoder to decoder while continuing to leverage inter-view
redundancy. Some works have addressed the Stereo DVC
scenario [5][6], where an inter-view SI has been fused with a
temporal interpolated SI. In [5] the disparity between a couple
of frames belonging to different views has been estimated and
applied to the next temporal frame in order to predict the
corresponding one in the other view. The work demonstrated
that improvements are possible despite the use of only two
views. In [6] Disparity-Guided Temporal Interpolation (DGTI)
is used in order to produce the SI, and a Multi-Hypothesis
Based Correlation Model (MHBCM) decoder is employed in
order to fuse it with a temporal interpolated SI.
Different versions of the proposed inter-view side informa-
tion generation systems have been presented in [7]. They were
used in combination with extrapolation but no on-line residual
estimator was proposed, as the work assessed the quality of
the SI using off-line residuals. In this work we improve these
methods and propose methods for on-line residual estimation,
enabling the calculation of the correlation noise distribution.
We also address the SI fusion problem.
The paper is organized as follows. In Section II we introduce
the basic DVC codec on which our system is built. In Section
III we describe the various SI generation methods employed
in our system. Finally, we discuss our results in Section IV.
II. DISTRIBUTED VIDEO CODING SYSTEM
The proposed decoder uses, as basis, the monoview single
SI codec presented in [8], depicted in Fig. 1. The encoder
divides the frames into Key Frames (KFs) and WZ frames.
The first ones are encoded independently with respect to each
other and with respect to the WZ frames, using H.264/AVC in
Intra Mode. The KFs are decoded at the decoder and used to
calculate the SI, which is the estimation of the to-be-decoded
WZ frame. At the encoder, WZ frames are transformed using
a 4 × 4 integer DCT transform, quantized and organized in
bitplanes. Bitplanes are then fed into a Low-Density Parity
Check Accumulate (LDPCA) encoder [9], which calculates
the parity bits (syndromes). A subset of the syndromes are
sent to the decoder and used to correct the errors made in
the prediction of the WZ frame. If the amount of bits is not
enough to successfully decode, new bits are requested until the
solution satisfies the syndrome condition and an 8 bit CRC
check. The LDPCA decoder requires: the syndromes from
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IEEE MMSP 2013 67
M. Salmistraro, M. Zamarin, S. Forchhammer, Multi-hypothesis Distributed
Stereo Video Coding, Proc. of 2013 IEEE Int'l Work. on Multimedia Signal Pro-
cessing (MMSP 2013), pp. 093 - 098, Pula, Italy, Sep. 30 - Oct. 2, 2013.
i
i




































Slepian-Wolf Encoder Slepian-Wolf Decoder
α
α
Fig. 1. Monoview single SI DVC codec [8] used as basis.
the encoder, the systematic part of the bitplane (the estimated
bitplane obtained from the SI), and the residual estimation.
The residual is the difference between the SI frame and the
original WZ frame. Since the decoder has no access to the WZ
frame, the residual must be estimated. The residual estimation
has a high impact on the RD performance of the system.
III. SIDE INFORMATION GENERATION AND
FUSION
In a stereo video stream we shall distinguish two views: the
master view, to which the to-be-decoded WZ frame belongs,
and the support view (the other view), which is used to
improve the decoding performance of the master view. It has
to be noted that the two roles can be decided on a frame-by-
frame basis. By allowing to switch the roles of each view for
every new WZ frame, the first view can leverage the other
and vice versa, depending on the location of the WZ frame.
Given a frame in the master view at instant t which has to
be decoded, denoted as Im,t, we suppose to have access to
the frames at instants t − 1 and t + 1, denoted as Im,t−1
and Im,t+1, respectively, in order to generate the temporal
interpolated SI using Overlapped Block Motion Compensation
(OBMC) [8]. In order to generate the inter-view SI, we assume
we have access to the frames t − 1 and t in the support
view, denoted as Is,t−1 and Is,t, respectively. In order to have
a more flexible decoder requiring less strict synchronization
between views, we avoid using Is,t+1, which denotes the frame
at instant t + 1 in the support view stream. In this section,
we describe two inter-view SI generation methods suitable for
our scenario: Difference Projection (DP) and Motion Vector
Similarity (MVSim). Compared with other approaches [6],
these approaches may allow each view to exploit the other,
since the roles of master and support can be swapped.
A. Difference Projection
The basic idea of DP [7], [10] is to use the estimated
disparity between two available frames at t − 1 to project
the difference between the frames at instant t − 1 and t
in the support view towards the master view. The disparity
estimation algorithm employed in this work is pixel-based
using a 5× 5 block surrounding the pixel, and with a search
window of [−26, 26] pixels in the horizontal direction. The
search aims at finding the lowest Mean Absolute Difference
between source and destination blocks. The dimension of the
block has been chosen as a compromise between flexibility
and robustness. The disparity is calculated with pixel accuracy
and then smoothed using a median filter. The difference in the
support view is calculated as follows:
δs(x, y) = Is,t−1(x, y)− Is,t(x, y), ∀(x, y). (1)
By using the iterative procedure described in [10] it is possible
to calculate a threshold T and define the change detection map
Ms for the support view:
Ms(x, y) =
{
1 if |δs(x, y)| ≥ T ,
0 otherwise.
(2)
The purpose of the change detection map is to find the pixels
for which the activity (i.e. motion) is high enough to justify the
application of the algorithm. The application of the projection
to a pixel could lead to problems if the disparity estimation
is inaccurate or if we are in the presence of occlusions or
disocclusions, because applying the wrong difference to a pixel
may lead to errors and hence artefacts in the SI. Hence, it is
a risky procedure and it has to be applied only to the pixels
having a difference between the two consecutive frames high
enough to justify the risk. Thereafter, the change detection
map can be warped using the disparity field d calculated from
the support to the master view:
Mm(x− d(x, y), y) =Ms(x, y) (3)
and also the difference can be warped:
δ(1)m (x− d(x, y), y) =
{
δs(x, y) if Ms(x, y) = 1 ,
0 otherwise.
(4)
When calculating a disparity (or motion) vector, we have a
source point (x, y) and a destination point (x−d(x, y), y); in
this case we define as source the frame Is,t−1. Since the source
of the disparity field is the support view, the disparity has to
be calculated only for the pixels where Ms(x, y) = 1, leading
to a complexity reduction. This warping generates cracks and
isolated pixels in the warped difference creating, in turn, the
same artefacts in the SI. These artefacts have repercussions
on the high-frequency bands of the DCT employed by the
encoder. The difference is hence post-processed by deleting
isolated pixels and filling the empty pixels surrounded by
warped pixels using linear interpolation. The same process
is applied to Mm: isolated pixels are removed and the cracks
filled. Then we can calculate a part of the SI:
YDP1 = Im,t−1 + δ(1)m . (5)
Inspired by the work in [3], we also employ another comple-
mentary method: which uses the disparity estimation having
source in the master view, calculated only for the pixels
satisfying Mm(x, y) = 1 to reduce the complexity. After this,
the new field is calculated and δs is warped again obtaining
δ
(2)
m which is used to calculate















(YDP1 + YDP2) , (7)
and also the residual estimation can be calculated:
RDP (x, y) =
{
1
2RA(x, y) if Mm(x, y) = 1 ,
1





|δ(1)m (x, y)|+ |δ(2)m (x, y)|
)
. (9)
The idea behind the calculation of the residual is that the
higher the difference the higher the motion and thus the higher
the probability of introducing an error. We take the absolute
value of the two elements in order to avoid underestimation
of the movement, due to opposite signs of the two differences
for the same pixels. An issue with this approach is that the
residual is 0 outside the area in which Mm(x, y) = 1. This
underestimation of the residual needs to be improved with an
approximation in the area in which Mm(x, y) = 0. Since the
motion in this area is very low, we can employ as estimation
half of the absolute difference of the two frames [11], therefore
assuming negligible motion. In order to validate the proposed
method we compared the performance difference between a
single SI DP-based decoder and a single SI Extrapolation-
based decoder, both employing off-line residuals. Then, we
made the same comparison between the same two decoders
using on-line residuals. The performance drop in PSNR is, on
average, only 5%.
The method we present requires two partial disparity esti-
mations: the first is from Is,t−1 to Im,t−1 only for the pixel
where Ms = 1. This leads to the calculation of Mm and YDP1.
The second is carried out after the first one, from Im,t−1 to
Is,t−1 for the pixel where Mm = 1. YDP1 has a similar quality
to YDP2 thanks to the linear interpolation, and their average
is superior to both the two components.
B. Motion Vector Similarity
Methods similar to MVSim have been proposed in many
works, e.g. [7], [3]. With MVSim the motion field in the
support view is warped towards the master view. The main
idea behind it is similar to the one of DGTI [6], but it does not
require Is,t+1. We start with the disparity estimation between
Is,t−1 and Im,t−1 in both directions (from support to master
view, and vice versa). The disparity fields are denoted as d(1)
and d(2) respectively. The estimation is carried out like in DP
but for the full frame using a [−26, 26] pixels search window
in the horizontal direction and a [−4, 4] pixels search window
in the vertical direction. The parameters are different compared
with DP as the disparity estimation is carried out for the whole
frame. The motion field f between Is,t−1 and Is,t is also
calculated on a pixel basis: we use a 9 × 9 block W centred
in the pixel, the search window is [−10, 10]× [−10, 10]:






therefore the motion vectors have origin in Is,t−1. The flow
can be warped towards the master view using d(1) or d(2)
obtaining two different warped motion fields having origin in
Im,t−1. These two fields are used to estimate Im,t by warping
Im,t−1. The two calculated terms of the SI are denoted as
YMV Sim1 and YMV Sim2. Holes in the two terms are filled




(YMV Sim1 + YMV Sim2) , (11)
and the residual can be calculated as the difference between
the two SIs, as it is done when dealing with optical flows [12]:
RMV Sim = |YMV Sim1 − YMV Sim2|. (12)
We chose to use a motion field having origin in Is,t−1
in order to have no holes in the motion field during the
warping, leading to a more stable result. Even if the quality
of YMV Sim1 could be inferior to the quality of YMV Sim2 due
to the presence of more holes, the linear interpolation allows
good performance of YMV Sim1, and YMV Sim shows better
performance compared with its two components.
This method requires two full frame disparity estimations
and a motion estimation, while DP requires only two partial
frame disparity estimations.
C. SI fusion
Once the temporal interpolated SI and one inter-view SI
are available, the main problem is to fuse these two SIs in
an efficient manner. Usually, the inter-view SI has lower RD-
performance compared with the temporal one, hence a careful
fusion should be done between the two SIs in order to exploit
the best part of both. Since we are using only two frames
in the support view the quality of the inter-view SI is much
lower compared with the OBMC SI. Hence a robust way to
fuse the two SIs is needed. In order to fuse the two SIs,
we propose to use the Multi-Hypothesis decoder, using the 2
SIs approach (2SI) presented in [12], where the decoder was
used to robustly fuse an Interpolated SI and an Optical Flow-
based SI. In that work, it is demonstrated that this decoder is
able to successfully fuse two SIs despite the difference in RD
performance. Here we use the same idea in order to fuse the
temporal SI and the inter-view SI.
The basic idea behind the 2SI decoder is to fuse two
different observations of a given signal obtaining various
candidates for decoding. The decoder then performs a rate-
based optimization choosing the candidate which decodes first,
leading to the lowest rate. This system employs 6 parallel
LDPCA decoders [12]. The previously introduced residual
(RDP or RMV Sim) is central in order to estimate the Lapla-
cian distribution of the DCT coefficients lX|Y given a SI (in
this case denoted as Y ). We employ the noise estimation
method outlined in [8] without cross-noise refinement. The
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2SI decoder (depicted in Fig. 2) does a weighted average
of the two distributions, obtaining six combined distributions
Fi, i = 1, . . . , 6. If DP is used as second SI, the combined
distribution is:
Fi = wilX|YOBMC + (1− wi)lX|YDP . (13)
Six different weights wi ∈ {1, 0.8, 0.6, 0.4, 0.2, 0} are used
by the system to produce different linear combinations of
the two available observations of the signal. The combined
distribution is only used for the unreliable DCT coefficients
of the frame (belonging to the set umap), while in the reliable
part only YOBMC is used. The decision on the reliability is
taken examining the estimated distribution of the coefficient
[12]. The soft input for the k-th systematic bit of the i-th





P (bk = 0|YOBMC , YDP , Fi, b−) if k ∈ umap,
P (bk = 0|YOBMC , b−) otherwise,
(14)
where b− is the information from previously decoded bit-
planes, bk is the k-th bit of the current bitplane and p
(i)
k
is its corresponding conditional probability. Each decoder is
also fed with the syndromes coming from the encoder. After
receiving a chunk of parity bits, the different decoders try to
decode the bitplane. If the z-th decoder, using the weight wz ,
succeeds its result is taken as the decoded bitplane, and the
corresponding linear combination of the distributions Fz is
used in the reconstruction of the coefficient. If none of the
























Fig. 2. Multi-hypothesis Decoder.
In order to assess the performance of the fusion method, we
compare it with the ideal fusion (IF) [5]. In the ideal fusion
we suppose to know the WZ frame at the decoder and fuse the
two SIs to get the lower mean-square error between fused SI
and original frame. This is obviously an unrealistic assumption
since the original frame cannot be known at the decoder but
it is useful to assess the performance of the proposed fusion
system. It has also to be noted that this method does not create
the best possible SI, since it is not a full RD optimization
but only a distortion-based optimization. However, it is still a
reasonable way of assessing the quality of the produced SIs.
Obviously, the 2SI decoder has higher complexity compared
with a single SI decoder (up to 6 times), hence classical
fusion techniques are also appealing in order to reduce the
computational complexity of the decoder. We have examined
the Motion and Disparity Compensated Difference Linear
fusion (MDCD-Lin) approach [13] and applied it to DP and
OBMC generated SIs. The MDCD-Lin approach estimates the
fused SI YF taking into account the residuals. MDCD-Lin
has been proposed to address a standard multiview scenario,
where more than one support view is available and the RD
performance of the inter-view SI is usually higher. In our case
we need high robustness, because an incorrect fusion would
lead to great loss, since the difference in RD performance
of the two SIs is relevant. Therefore we use as weight the
average of the residual over the 4 × 4 DCT block to which
the point (x, y) belongs. Residuals are denoted as RDP (x, y)
and ROBMC(x, y) for DP and OBMC respectively.
YF (x, y) =
YOBMC(x, y)RDP (x, y)
ROBMC(x, y) +RDP (x, y)
+
+
YDP (x, y)ROBMC(x, y)
ROBMC(x, y) +RDP (x, y)
.
(15)
The MHBCM multi-hypothesis decoder has also been tested.
MHBCM uses only one LDCPA decoder while the 2SI ap-
proach uses six LDPCA decoders in parallel. The key differ-
ence between MHBCM and usual fusion techniques is that
MHBCM fuses the distributions in a similar way compared
with the 2SI approach, but the weights are calculated accord-
ingly to the estimated Laplacian parameter of the distribution
and following a clustering approach [6].
The 2SI method does not require a training step, therefore
we compared its performance with other methods without
training.
IV. EXPERIMENTAL RESULTS
In this section we assess the performance of the proposed
methods. We use the sequences IU, AC, IUJW, and VK
available at [14]. The sequences are stereoscopic, with a
resolution of 320 × 240 pixels, at 15 fps. All the sequences
represent a typical stereo video conference, with a person
(or two people in the case of IUJW) moving with different
patterns, we have slow motion in IU, faster motion and
disparity changes in AC and VK. In IUJW we have two
people moving on the foreground, leading to a big foreground
object presenting independent motion patterns between the
two constituting elements. IU and IUJW present also people
moving in the background, entering and exiting the scene. We
are addressing stereoscopic coding for 3D video visualization,
hence we use a dataset devised exclusively for this purpose,
and used in error concealment for stereo video coding [10].
The quantization matrices used for the WZ frames are the











project [15], [16]. KFs are encoded using H.264/AVC Intra
mode, the quantization parameters used have been chosen
in order to provide similar quality between KFs and WZ
frames. We present the results for Group-of-pictures of size 2
(GOP2), for WZ frames only. The Intra results refer to coding
the WZ frames using the H.264/AVC Intra mode, using the
same settings used for the KFs. As master view we use the
right view, and as support view the left one, which is Intra
coded using the setting already used for the KFs. Only the
Luminance component has been evaluated. In Table I we report
the Bjøntegaard differences (BD) [17] between the decoder
in [8] and our 2SI solution. We can see that the proposed
system improves a state-of-the-art single SI decoder using, as
benchmark, one of the best single SI DVC decoder available,
which outperforms the reference DISCOVER codec as shown
in [8]. The MVSim and DP methods are able to achieve similar
results outperforming the single SI system. Their performance
is close, but DP is less complex from a computational point
of view since the motion field calculation is not needed, and
the disparity has to be estimated only for a subset of the
pixels, as can we see from Table II. For what concerns the
RD performance of the SIs presented in [7] compared with
their improved versions, the BD PSNR improvement is up
to 0.4 dB when comparing single SI decoders using off-line
residuals. In the case of 2SI fusion, the biggest difference
between the two proposed techniques, in terms of PSNR RD
performance difference, can be found for the IUJW sequence
where DP outperforms MVSim by 0.21 dB in BD: in Table I,
DP achieves 0.80 dB of improvement (corresponding to 0.33
dB of improvement on all the frames) while MVSim improves
of only 0.59 dB (corresponding to 0.25 dB of improvement
on all the frames). Secondly, the 2SI decoder is able to fuse
the two SIs correctly, outperforming the single SI system in
every RD-point. The MHBCM (Table III) does not achieve
neither the performance of the 2SI decoder, nor its stability,
making it not suitable as the difference between the two SIs
is high. In our case the average BD between the single SI
OBMC and the single SI DP ranges between 3.5 and 5 dB. It
can be also noted that the SI generation method in [6] (DGTI)
requires higher frame synchronization, since three frames from
the support view (Is,t+1, Is,t, Is,t−1) and two from the master
view (Im,t+1 and Im,t−1) must be received and decoded before
the WZ decoding of the current frame. Our system requires
4 frames: Is,t−1, Is,t, Im,t−1, Im,t+1. This is advantageous in
case of real-time, low-delay systems, where good inter-camera
synchronization is challenging to obtain. Finally, it can be seen
in Table III, that standard fusion techniques like MDCD-Lin
are unable to fuse the SIs correctly (sequences AC and VK) or
improvements are very low compared with the 2SI approach.
The superiority, in a DVC setting, of the 2SI approach over
other SI fusion techniques resides in two factors: the first one
is the rate-based optimization, since the decoder chooses the
fastest converging solution among the presented hypothesis.
Secondly, the weights do not depend on the residuals, making
the system less flexible but more stable. The RD-curves are
reported in Figures 3 to 6, where the benchmark decoder
[8] is denoted as OBMC and the MHBCM is used to fuse
OBMC and DP. We also present the performance of an IF-
based system in Table IV as a term of reference.
TABLE I
BD WHEN COMPARED WITH [8].
2SI OBMC+DP 2SI OBMC+MVSim
Seq. ∆Rate ∆PSNR ∆Rate ∆PSNR
IU −12.09% 0.67 −10.61% 0.59
AC −9.16% 0.58 −6.92% 0.44
IUJW −13.75% 0.80 −10.49% 0.59
VK −9.21% 0.58 −8.67% 0.55
TABLE II
AVERAGE PERCENTAGE OF PIXELS FOR WHICH THE DISPARITY HAS TO BE












Seq. ∆Rate ∆PSNR ∆Rate ∆PSNR
IU −3.75% 0.20 −4.31% 0.23
AC 2.37% −0.14 4.37% −0.25
IUJW −1.57% 0.09 −4.52% 0.25
VK 1.92% −0.11 −0.73% 0.05
TABLE IV
BD IN THE CASE OF IF, WHEN COMPARED WITH [8].
IF OBMC+DP IF OBMC+MVSim
Seq. ∆Rate ∆PSNR ∆Rate ∆PSNR
IU −20.17% 1.12 −17.15% 0.94
AC −12.71% 0.81 −8.90% 0.56
IUJW −19.11% 1.07 −16.79% 0.92
VK −13.29% 0.83 −14.74% 0.92
V. CONCLUSION
In this paper we present an improved version of the Differ-
ence Projection stereo SI generation method for DVC, along
with an improved version of the Motion Vector Similarity
method. We also describe a residual estimation method for the
proposed SIs. Both SIs have been fused with an OBMC based
SI, improving a state-of-the-art single SI DVC codec by up to
0.8 dB in BD. We have assessed the robustness of the Multi-
hypothesis decoder when employing two SIs with different
RD-performance, demonstrating the validity of this approach
in a stereo scenario. We have also compared it against a well-
known SI fusion technique, demonstrating its superiority in the
chosen scenario. We have shown that DP can compete with the
more complex MVSim based systems, which have been used
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2SI, OBMC + MVSim
2SI, OBMC + DP
MHBCM
H.264/AVC INTRA
Fig. 3. IU Right sequence, WZ frames only, 15 fps.















2SI, OBMC + MVSim
2SI, OBMC + DP
MHBCM
H.264/AVC INTRA
Fig. 4. AC Right sequence, WZ frames only, 15 fps.















2SI, OBMC + MVSim
2SI, OBMC + DP
MHBCM
H.264/AVC INTRA
Fig. 5. VK Right sequence, WZ frames only, 15 fps.
in literature so far [3]. The proposed method requires only
the estimation of two partial pixel-based disparities. We have
also shown the possibility of achieving good results requiring
only two frames in the support view, allowing the use of
more flexible coding solutions. Also a single LDPCA decoder
multi-hypothesis solution proved to be not robust enough in
the studied situation. Future work will aim at extending the
presented scenario to non-stereo and non-rectified sequences
and improve the noise model for both the two inter-view SI
















2SI, OBMC + MVSim
2SI, OBMC + DP
MHBCM
H.264/AVC INTRA
Fig. 6. IUJW Right sequence, WZ frames only, 15 fps.
generation systems.
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ABSTRACT 
Distributed Video Coding (DVC) is a coding paradigm which exploits the redundancy of the source 
(video) at the decoder side, as opposed to predictive coding, where the encoder leverages the 
redundancy. To exploit the correlation between views, multiview predictive video codecs require the 
encoder to have the various views available simultaneously. However, in Multiview-DVC (M-DVC) 
the decoder can exploit the redundancy between views, avoiding the need for inter-camera 
communication. The key element of every DVC decoder is the Side Information (SI), which can be 
generated leveraging intra-view or inter-view redundancy in the video.  In this paper, a novel fusion 
technique is proposed, which is able to robustly fuse an inter-view SI and an intra-view (temporal) SI. 
An inter-view SI generation method capable of identifying occluded areas is proposed and is coupled 
with a robust fusion system, able to improve the quality of the fused SI along the decoding process 
through a learning process performed on already decoded data. It is here proposed to fuse the estimated 
distributions of the SIs as opposed to conventional fusion algorithm relying on the fusion of pixel 
values. The proposed solution is able to achieve gains up to 0.9 dB in Bjøntegaard difference when 
compared with the best performing (in a RD sense) single SI DVC decoder, chosen between an inter-
view SI-based decoder and a temporal one.  
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Distributed Video Coding (DVC) [1]–[3] is a coding paradigm based on the theoretical results of 
Distributed Source Coding (DSC): the Slepian-Wolf [4], and the Wyner-Ziv (WZ) theorems [5]. These 
foundations establish a different way to compress information, namely by independently coding the 
source data but jointly decoding it. Thus, in DVC, the source correlation is exploited at the decoder, as 
opposed to the widely adopted predictive coding solutions where the encoder is responsible for 
exploiting all the correlation. One of the key blocks of every DVC decoder is the Side Information (SI) 
generation module which estimates the WZ frame. Typically, in monoview systems, the SI creation 
exploits temporal redundancy, by making assumptions of the apparent motion in a video stream, e.g. 
linear motion between reference frames is assumed [6]. Thus, the SI errors must be corrected, which 
requires the transmission of parity bits (or syndromes) from the encoder, and the use of error correcting 
codes. The channel decoder requires soft inputs for the SI bitplanes, which can be calculated from the 
residual. In  DVC, an on-line residual is used: it is obtained by estimation of the residual, without 
using the original WZ frame.  
An efficient DVC system must be able to minimize the amount of data sent from the encoder. 
Therefore, the quality of the SI has high importance for the Rate-Distortion (RD) performance of the 
DVC decoder; in fact, having a high quality SI, characterized by few errors, allows the transmission of 
less error correcting data (requiring a lower bitrate) and enables improving the decoded WZ frame 
quality.  
In monoview DVC codecs, every frame is independently processed without any reference to other 
decoded frames. This allows lowering the encoding complexity since the complex task of exploiting 
the temporal correlation is left to the decoder. When different views of the same visual scene are coded 
in different camera nodes, e.g. in visual sensors networks, inter-view coding can further improve the 
coding performance, exploiting inter-camera redundancy. If a predictive multiview video codec is 
used, e.g. Multiview Video Coding (MVC) [7] inter-camera communication is needed. MVC relies on 
the same coding tools used in H.264/AVC: frames belonging to other views are inserted in the 
reference picture lists and used for disparity compensation. This approach requires inter-camera 












On the other hand, in DVC solutions for the multiview scenario, each camera can independently code 
the frames, relying on the decoder to exploit the correlation between views [8], [9]. Typically, the 
Multiview-DVC (M-DVC) decoder tries to exploit, at the same time, temporal intra-view and inter-
view correlation, generating two SI frames: 1) temporal SI, by means of motion estimation and 
interpolation, e.g. employing Overlapped Block Motion Compensation (OBMC) [6] and 2) inter-view 
SI, generated leveraging the inter-view redundancy [3]. To exploit the best part of each estimated SI 
frame, it is necessary to fuse the frames, choosing the best regions of each estimated SI frame to create 
a final SI frame that is used for decoding [8], [9]. The regions are chosen according to an estimation of 
their quality. SI frame fusion is a hard problem, and there are many fusion techniques available in the 
literature [8] with various degree of efficiency. The goal of an efficient frame fusion technique is to 
deliver an RD performance better than the best performing single SI decoder out of the one using the 
inter-view SI and the one using the temporal SI. In general, the bigger the difference in RD 
performance between the SIs, the harder the fusion task is, because, fusing incorrectly a region of the 
frame, may generate consistent loss in RD performance. 
The main contributions of this work are: 1) OBDC (Overlapped Block Disparity Compensation) a 
novel inter-view SI generation system is presented. It is able to cope with high camera distance and 
detect occlusions due to part of the scene outside the field of view of one camera. It is also able to 
adapt to unknown camera distances; 2) the fusion of the estimated distributions of the DCT 
coefficients of the SI; 3) a novel learning technique based on the refinement of the quality of the fused 
SI along the decoding process exploiting already decoded data. The fusion of distributions is here 
proposed as an alternative to the fusion of the SI frames. The use of distributions to estimate the 
reliability of the regions of the SI allows to exploit high-performance noise modelling algorithms 
developed in literature. The learning allows to correct wrong initial estimations of the quality of the 
SIs, leading to superior RD performance for the next steps of the decoding process. 
This paper is structured as follows: Section 2 deals with related works and with pixel and block based 
fusion techniques. An overview of the decoder is given in Section 3. The novel fusion algorithm as 
well as the SI generation method are described in Section 4. In Section 5, the performance of the 
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proposed tools are assessed and compared with state-of-the-art distributed coding solutions, as well as 
monoview predictive codecs. 
2 RELATED WORK 
2.1 Interview SI creation 
Disparity Compensation View Prediction (DCVP) [10] is one of the simplest inter-view SI generation 
techniques, where the same algorithm used for temporal interpolation is applied between adjacent 
views to perform disparity estimation and compensation. However, the DCVP SI quality deteriorates 
when the distance between views is increased. The majority of the studies proposed in literature focus 
on really close cameras, for example the distance between the cameras in [8] is 6.5 cm, and the 
problem of cameras moving with respect to each other is not addressed.  
A different way of addressing the SI generation problem was proposed in [11], where MVME 
(MultiView Motion Estimation) was presented. The key idea of MVME is to estimate a single SI 
frame by jointly exploiting the motion of neighbouring views and projecting the motion field in the 
current view. MVME generates the SI in two separate steps: 1) motion estimation is performed on the 
available lateral (left and right) views, 2) motion compensation using the reference (decoded) frames in 
the view to decode (the central view). A fusion step is also performed in MVME, but it is needed to 
fuse various joint motion and disparity estimations, while in the previous cases the fusion was 
performed between a purely inter-view SI and a purely temporal one. MVME demonstrates high 
performance in fast motion sequences, but it is outperformed by motion compensation and 
interpolation techniques in slow motion cases [11]. More recently, in [12], a modified version of the 
temporal motion estimation algorithm employed in DISCOVER [13] is proposed for inter-view SI 














2.2 SI Fusion Techniques 
In recent years, SI fusion methods which use estimated distributions of the DCT coefficients were 
proposed for monoview DVC [14], [15] and applied to M-DVC [16], [17]. In [14] optimal 
reconstruction for a multi-hypothesis decoder was proposed. In [16] the authors enhanced [14], 
proposing a cluster-based noise modelling system and fusion. In [15], the concept of parallel decoding 
was introduced: the distributions of the available SIs were fused using different weights, generating, in 
the aforementioned case, six different fused distributions. From each fused distribution it is possible to 
calculate a set of conditional probabilities which are fed into six parallel LDPCA decoders. Thereafter, 
the decoders try to reconstruct the original bitplane considered in parallel, for each new chunk of 
received parity bits. The process stops when the bitplane is successfully decoded by at least one 
LDPCA decoder. The method proposed in [15] can be seen as a brute-force rate-based optimization 
approach but it suffers from high computational complexity; to perform an efficient SI fusion, several 
channel decoders need to be used. In [17], the method proposed in [15] was applied to stereo M-DVC 
to fuse an inter-view and temporal SI frames. Nevertheless, the issue related to the complexity of [15], 
was not addressed, since [17] still relies on parallel LDPCA decoding. 
In M-DVC pixel and block-based fusion techniques are widely adopted [8], [9]. The results of [8], 
show that finding a fusion method, able to perform robustly for a wide range of different video 
sequences is difficult, in particular when the quality of the two SIs is very different and therefore the 
probability of making errors in the fusion process is high. A different approach for fusion in M-DVC is 
proposed in [9], where a past decoded WZ frame and its corresponding SI are used to train a Support 
Vector Machine classifier, which is then used to perform the fusion task, classifying the reliability of 
each pixel in the SIs. In [12] the fusion is performed according to an occlusion map: temporal SI is 
used if pixels belonging to the left or right views are estimated to be occluded. In [12] adaptive 
validation is also introduced: for a small subset of the WZ frames, parity bits are requested for correct 
inter-view and temporal SIs, introducing an overhead. If the two SIs require similar rates the fused SI 
is chosen, otherwise the single SI providing the lower rate is chosen.  
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The partially decoded information obtained during the decoding process can be used to enhance the 
RD performance of a DVC codec, by improving the correlation noise [6], [18], the SI [19] or, as it is 
proposed in this work, the fusion process in a multiview decoder.  
In [20] first the WZ frame is decoded using either inter or intra-view SI, according to the video signal 
motion activity. Then the completely reconstructed WZ frame is used as basis for the generation of a 
refined SI, either disparity or motion compensation are used on a block basis. Lastly the refined SI is 
used in a new reconstruction step obtaining a higher quality reconstruction.  
In [10] the encoder sends information to improve the fusion process: since the encoder has access to 
the original WZ frame and the KFs, a fusion mask can be generated, based on the difference between 
the KFs and WZ frame (both known at the encoder). The mask is then compressed and sent to the 
decoder to drive the fusion process. However, when the encoder participates in the fusion process its 
computational complexity is increased which may be impractical for some applications. In addition, 
the overhead can lead to a significant increase of the bitrate, which may severely limit the 
improvements obtained from having a higher quality SI fused frame.  
2.3 Benchmarks for SI Fusion 
In [8], [9], many fusion solutions are presented. The solutions employed as benchmark, in the result 
section, are described here. The original WZ frame is denoted as ܺ. The SIs employed for fusion, in all 
the analysed benchmarks, are generated through OBMC and OBDC and denoted as ைܻ஻ெ஼ and ைܻ஻஽஼ 
respectively. The corresponding estimated residuals are denoted as ܴை஻ெ஼ and ܴை஻஽஼. 
Motion and Disparity Compensated Difference Linear fusion (MDCD-Lin) is a Multiview fusion 
technique [8] used as benchmark in [9], [12]. The techniques presented in [9] showed to perform either 
as well as MDCD-Lin or as well as the best single SI decoder, therefore MDCD-Lin and two single SI 
decoders are employed as benchmarks. MDCD-Lin fuses pixel values, using the estimated residuals as 

















ܻሺ࢞ሻ ൌ ݓሺ࢞ሻ ைܻ஻஽஼ሺ࢞ሻ ൅ ൫ͳ െ ݓሺ࢞ሻ൯ ைܻ஻ெ஼ሺ࢞ሻǤ (2) 
The residual for the final SI is calculated using the same weighted average of the residuals.  
Ideal Fusion (IF) is also considered [8], [9], which is sometimes referred to as Oracle Fusion. This is a 
quite common bound in M-DVC literature, it is often used as an upper bound to the performance a 
fusion technique can achieve. The fused SI is calculated as: 
    
ܻሺ࢞ሻ ൌ ൜ ைܻ஻஽஼




and the same rule is applied to the residuals, in order to fuse them, obtaining the final residual. The 
technique requires that the original WZ frame, ܺ, is known at the decoder, and therefore, the technique 
is not applicable in a practical scenario, but it may be used as a bound for the performance of the 
system. Even though IF is often used as upper bound  (e.g. [9]), it is not an upper bound in a strict 
sense, since it performs a distortion-based optimization on the quality of the SI, and an improved 
PSNR of the SI need not always lead to superior RD performance. 
IF BB is also introduced here as Block-Based (BB) Ideal Fusion (IF). Given a block ࣜ, of Ͷ ൈ Ͷ pixels, 
corresponding to a DCT block, the SAD (Sum of Absolute Differences) of the block between the SI 
and the corresponding block in the original WZ frame is calculated, and used as reliability measure, to 
calculate the weight: 
 
ݓࣜ ൌ
σ ȁܺሺ࢘ሻ െ ைܻ஻ெ஼ሺ࢘ሻȁ࢘אࣜ
σ ȁܺሺ࢘ሻ െ ைܻ஻ெ஼ሺ࢘ሻȁ࢘אࣜ ൅ σ ȁܺሺ࢘ሻ െ ைܻ஻஽஼ሺ࢘ሻȁ࢘אࣜ
Ǥ (4) 
 
The weight ݓࣜ is then used to fuse each pixel ࢘ belonging to ࣜ as in (2) as well as it is used to 
generate the residual of the fused SI. Since IF BB requires the knowledge of the original WZ frame, ܺ, 
this technique cannot be employed in a realistic scenario (as for IF), but it is a useful bound for what 
concerns the performance which can be reached using the learning approach presented in the next 
section.  
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3 PROPOSED M-DVC CODEC ARCHITECTURE 
 
 
Fig. 1. Stream structure, frames in solid are KFs which the decoder has access to. 
 
At the decoder, the multiview DVC solution has access to frames from other views, as shown in Fig. 1: 
the left and right views are intra-coded, OBMC only needs to access the decoded frames ܫ௖ǡ௧ିଵ and 
ܫ௖ǡ௧ାଵ, OBDC requires also the decoded frames ܫ௥ǡ௧and ܫ௟ǡ௧,  ܺ is the WZ frame, unknown at the 
decoder. The central view is WZ encoded, the lateral views (left and right views) are H.264/AVC Intra 
coded. The architecture of the proposed DVC codec is depicted in Fig. 2 for the encoder and Fig. 3 for 
the central view decoder (in Fig. 3 the proposed tools are shaded).   
 




















































Fig. 3. Architecture of the proposed central view decoder. 
The flow and modules (in italics) for the multiview DVC codec can be described as follows: 
Central View Encoder (Fig. 2): 
 First, the Video Splitting module classifies the video frames into WZ frames and key frames 
according to the Group-of-Pictures (GOP) structure. In a GOP, the first frame is a KF, the 
others are WZ frames. The frames selected as KFs are encoded by the H.264/AVC Intra 
encoder and sent to the decoder. 
 For the WZ frames ܺ, a Transform is applied, in this case an integer, Ͷ ൈ Ͷ DCT. The DCT 
coefficients are uniformly quantized (according to the selected RD point) and  divided into 
bitplanes by the Quantization module; 
 Each bitplane is fed as input to an LDPCA Encoder [21], which generates syndromes which 
are stored in a buffer and sent upon request by the decoder. 
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Lateral View Encoders (Fig. 2) 
 In general, the only multiview codec requirement is that the lateral views (Fig. 1) are encoded 
independently, i.e. without exploiting any past decoded frames of the same view or from the 
central view. In this setup, the lateral view frames (ܫሚ௟, ܫሚ௥ሻ are coded with a H.264/AVC Intra 
Encoder but other solutions could be used, e.g. monoview DVC codec.  
Lateral View Decoders: 
 In this case, the lateral view frames are H.264/AVC Intra decoded but, as previously stated, 
other solutions could be used, e.g. monoview DVC codec. The left and right reconstructed 
frames are denoted as ܫ௟ and ܫ௥, respectively. 
Central View Decoder (Fig. 3): 
 The KFs are decoded first, using an H.264/AVC decoder, obtaining ܫ௖ǡ௧ିଵ and ܫ௖ǡ௧ାଵ. 
Typically, the keyframe quality matches the quality of the reconstructed WZ frame; 
 Then, ܫ௖ǡ௧ିଵ and ܫ௖ǡ௧ାଵ are used by the OBMC SI generation module to calculate the SI ைܻ஻ெ஼ 
and the (on-line) residual ܴை஻ெ஼. Thereafter, ைܻ஻ெ஼ and ܴை஻ெ஼are DCT transformed, and two 
sets of DCT coefficients ܥை஻ெ஼ and ܥோǡை஻ெ஼ are obtained. In this work on-line residual 
estimation as detailed in [6] is employed to estimate the difference between the original WZ 
frame and the SI (the technique employed [6] does not require to have access to the original 
WZ frame); 
 ܥோǡை஻ெ஼ is used, by the Noise Modelling module, to calculate the parameter ߙை஻ெ஼ of the 
laplacian distribution of the correlation noise model [6];  
 The OBDC SI generation module calculates ைܻ஻஽஼ and the corresponding residual ܴை஻஽஼. In 
OBDC, pre-aligned frames ܫ௟ǡ௧
ሺ௔ሻ and ܫ௥ǡ௧
ሺ௔ሻ, are generated from the left-view ܫ௟ǡ௧ and right-view 
ܫ௥ǡ௧ respectively, removing lateral regions where no correspondence exists between frames. 
These regions cannot be interpolated using disparity compensation and thus, the co-located 
pixels in ைܻ஻ெ஼ are used. SI and residual are both DCT transformed, generating ܥை஻஽஼ and 












 ܥோǡை஻஽஼ is used, by the Noise Modelling module, to calculate the parameter ߙை஻஽஼ of the 
laplacian distribution of the correlation noise model [6];  
 The Refined Fusion module generates the fused SI coefficients ܥி
௕ೖ for DCT band ܾ௞. The 
calculation of the corresponding residual coefficient ܥோǡி
௕ೖ  is also carried out. Both coefficients 
are calculated as weighted averages of the corresponding coefficients (SI and residual) of 
OBMC and OBDC. The weights are calculated using the MADs (Mean Absolute Differences) 
between the partially decoded WZ frames and the SIs, see Section 4.3 for more details. The 
residual coefficients are used by the Noise Modelling module to calculate the distribution of 
the correlation noise model. 
 The Distribution Fusion module calculates the joint distribution ி݂௨௦
௕ೖ  from the three correlation 
noise models: OBMC, OBDC and the fused SI. Then, the joint distribution is used by the Soft 
Input Calculation module to calculate the conditional probabilities for the LDPCA decoder. 
The joint distribution allows the systems to effectively fuse the three different SIs, taking into 
account the previously decoded information; 
 The LDPCA decoder requests syndromes from the encoder using a feedback channel: initially, 
a subset of syndromes is received by the decoder, which attempts to decode the source 
(bitplane). If the LDPCA decoding succeeds and an 8-bit CRC does not detect any error, the 
bitplane is assumed to be decoded, otherwise new syndromes are requested via the feedback 
channel, until successful decoding; 
 Once all the bitplanes of the band ܾ௞ are decoded, the band is reconstructed by the 
Reconstruction module, using ி݂௨௦
௕ೖ , employing the optimal reconstruction technique outlined 
in [14]; 
 At last, when all the bands are successfully decoded, OBMC and OBDC are fused again. The 
new fused SI is used in a last reconstruction step, in the Refined Reconstruction module, to 
further improve the quality of the decoded WZ frame. 
 
EURASIP Journal on Advances in Signal Processing 83
i
i








4 MULTIVIEW DECODING TOOLS 
 
In this section the novel tools introduced are analyzed. They are: inter-view OBDC SI generation, 
Distribution Fusion and the Fusion Learning, which can be divided into two distinct elements: the 
Refined Fusion used during the decoding process, and the Refined Reconstruction used at the end of 
the decoding process (Fig. 3). 
4.1 Inter-view Side-Information Generation 
When using DCVP for inter-view SI generation, the same algorithm applied for motion interpolation is 
applied between lateral views. This generates errors, for example, entering and exiting objects from the 
scene can create areas of wrong matches, because one element in one view has no matches in the other 
view. This generates wrong disparity vectors, which, in turn, generate erroneous predictions. 
Typically, when content is acquired in a multiview system there are regions which are present in one 
view but are occluded in another view, since objects of the scene could be partially or totally occluded 
from the field-of-view of one camera when compared to another camera. These areas are referred to as 
lateral areas. On the other hand, there are regions where there are clear correspondences between two 
views. In addition, when disparity between views is high, a higher search range is needed to have 
correct correspondences between views. This could lead to wrong matches in lowly textured areas. A 
way to mitigate these two aforementioned problems is to remove lateral areas from the two frames by 
aligning them. Naturally, disparity estimation and compensation still needs to be performed, as each 
object has its own disparity due to distance of the object to the cameras of the multiview system. 
4.1.1 Overlapped Block Disparity Compensation 
As stated in the previous section, OBDC is conceptually similar to the idea of DCVP, but in order to 
allow for bigger disparities ܫ௥ǡ௧ and ܫ௟ǡ௧ shall be pre-aligned. Consider that each frame of the multiview 






















where ߯ሺݍሻ is an indicator function, with ߯ሺݍሻ ൌ ͳ if ݍ ൒ Ͳ, and ߯ሺݍሻ ൌ Ͳ otherwise. ݎ is the positive 
bound of the search range. If ݀௔௩௚ ൐ Ͳ the pixels belonging to the area having ݅ coordinates in the 
interval ൣͲǡ ȁ݀௔௩௚ȁ െ ͳ൧ are removed from ܫ௟ǡ௧ሺ݅ǡ ݆ሻ frame, generating ܫ௟ǡ௧
ሺ௔ሻ, and for ܫ௥ǡ௧ the pixels in the 
area ൣ݉ െ ͳ െ ȁ݀௔௩௚ȁǡ݉ െ ͳ൧ are removed. In case ݀௔௩௚ ൏ Ͳ the roles of the two frames are inverted 
as can be seen from the interval covered by the ݅ variable in the first sum for a negative ݍ.  
The pixels contained in the lateral areas cannot be used for the disparity estimation and interpolation, 
since they have no match in the other area, therefore these two areas are removed, generating the 
aligned frames ܫ௟ǡ௧
ሺ௔ሻ and ܫ௥ǡ௧
ሺ௔ሻ, to which OBMC is applied, generating ைܻ஻஽஼
ሺ௔ሻ . In ைܻ஻஽஼
ሺ௔ሻ  there are now 
two areas, ȁ ݀௔௩௚ȁ ʹΤ  pixels wide, which cannot be interpolated since their corresponding pixels are 
visible only in one KF. The assumption on the structure of the areas in ைܻ஻஽஼
ሺ௔ሻ  come from the 
symmetrical structure of the placement of the cameras. Therefore the unmatched pixels are substituted 
with the co-located pixels in ைܻ஻ெ஼. A schematic of the algorithm is depicted in Fig. 4. The same 
substitution is applied to the residual of OBDC, since it suffers from the same problem.  
 
Fig. 4. Illustration of the OBDC SI generation module. 
Using the pre-alignment phase, the length of the disparity vectors is reduced. This allows to use a 
smaller search range, more reliable estimation (less wrong matches) and also lower computational 
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complexity. In addition, the calculation of the disparity field in the unmatched areas is not performed, 
allowing a more robust motion estimation for the other blocks: in OBMC (which is the core of OBDC, 
Fig. 4), and in many similar motion estimation algorithms, smoothing is applied on the motion field 
after its initial calculation. Erroneous disparity vectors may influence correct ones, therefore with the 
alignment the propagation of the error is avoided. 
4.2 Fusion based on Weighted Distribution 
The techniques previously proposed in literature make use of the residual or similar features to 
estimate the reliability of a given pixel (or block) for the two SI estimations. Once the SI reliability is 
estimated locally, it is possible to fuse each SI estimates, combining the SI estimates to achieve a 
higher reliability. Traditionally, many fusion methods for DVC use a binary mask which indicates how 
the two SI estimations should be fused to maximize the final SI frame quality. However, using this 
approach a hard decision is made which could be far from optimal and the generation of a new 
correlation noise model for the fused SI frame would be necessary. Here, a different approach is 
investigated; by fusing the correlation noise model distributions obtained for the two SI estimations 
independently, thus avoiding the need to calculate a residual for the fused SI. The better the residual 
and correlation noise model estimation is, the better the fusion process works. In addition, fusing the 
distributions according to the correlation model can be improved as better correlation noise models 
have been proposed in the literature. First, the correlation noise modelling presented in [6] is 
summarized here for completeness. Defining ܥோ
௕ೖ as the DCT transform of the estimated residual for 
band ܾ௞, ܦሺݑǡ ݒሻ measures the distance between individual coefficients and the average value of 
coefficients within band ܾ௞: 
ܦሺݑǡ ݒሻ ൌ หܥோ
௕ೖሺݑǡ ݒሻห െ ܧൣหܥோ
௕ೖห൧. (6) 



















The possible values of ߚ are described in [6]. ߙ௖
௕ೖ is calculated based on the cluster ܿ (inliers or 
outliers), the position ሺݑǡ ݒሻ belongs to: 
ߙ௖
௕ೖ ൌ  ௖ܰ
σ ቚหܥோ
௕ೖሺݑǡ ݒሻห െ ܧൣหܥோ
௕ೖหȁሺݑǡ ݒሻ א ܿ൧ቚሺ௨ǡ௩ሻא௖
ǡ  (8) 
where ௖ܰ is the number of positions belonging to cluster ܿ.  
To determine which cluster the coefficient ܥோ
௕ೖሺݑǡ ݒሻ belongs to, an estimation function is used, based 
on the classification (inliers of outliers) on the already decoded coefficients [6]. The algorithm 
employed is more complex [6], but here the main elements necessary to understand the rest of the 
work are provided.   
Using the procedure previously outlined for the generic laplacian parameter ߙ௕ೖሺݑǡ ݒሻ, two sets of 
laplacian parameters can be defined: those for the OBMC SI and those for the OBDC SI, ߙை஻ெ஼
௕ೖ ሺݑǡ ݒሻ 
and ߙை஻஽஼











Once the weights are calculated the joint distribution for each position is defined as: 
݂௕ೖǡሺ௨ǡ௩ሻ ൌ ݓ௕ೖሺݑǡ ݒሻ ௑݂ȁ௒ೀಳಾ಴
௕ೖǡሺ௨ǡ௩ሻ ൅ ሺͳ െ ݓ௕ೖሺݑǡ ݒሻሻ ௑݂ȁ௒ೀಳವ಴
௕ೖǡሺ௨ǡ௩ሻ, (10) 
where ௑݂ȁ௒
௕ೖǡሺ௨ǡ௩ሻ is the estimated distribution for the coefficient ሺݑǡ ݒሻ in band ܾ௞ given ܻ. The idea is 
the same employed in both pixel and block-based approaches: the weights give an indication of the 
reliability of the SIs and therefore they are used to fuse the distributions. 
This system is compatible with and exploits the efficient block-based correlation noise estimations 
available in literature.   
4.3 Fusion Learning 
The SI fusion process described in the previous Section can be improved by using a learning based 
approach, to leverage the knowledge of the already decoded bands. The idea is to use the already 
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decoded bands to perform a more reliable SI fusion. This new fusion is then used as part of the 
distribution fusion. Assuming that band ܾ௞, with ݇ ൐ Ͳ, is being decoded (ܾ଴ indicates the DC 
coefficient) and that the decoding follows a zig-zag scan order, the previously decoded bands ܾ௟, ݈ ൏ ݇ 
can be used to guide the fusion for each SI DCT coefficient.  
 
Fig. 5. Calculation of the weights used for the refined fusion for OBMC. 
 
Consider a Ͷ ൈ Ͷ DCT block in ைܻ஻ெ஼, denoted as ܤை஻ெ஼ and its corresponding block in the partially 
reconstructed frame ܤோ௘௖Ǥ  ܥை஻ெ஼
௕ೖ ሺݑǡ ݒሻ denotes the coefficient in band ܾ௞ having position ሺݑǡ ݒሻ. 
First, the non-decoded coefficients are forced to be zero in ܤை஻ெ஼ and in the partially reconstructed 
block ܤோ௘௖. Then, both DCT blocks are inverse DCT transformed and the MAD between the two 
blocks is calculated, and it is denoted as the weight ݓிை஻ெ஼ሺݑǡ ݒሻ as shown in Fig. 5. The MAD is an 
indicator of how close the previous SI DCT coefficients were to the ones belonging to the original WZ 
frame. It has to be noted that the WZ frame is not used in this process. The same procedure can be 
repeated for OBDC, using ܤை஻஽஼ and ܤோ௘௖,  generating the weight ݓிை஻஽஼ሺݑǡ ݒሻ. The higher the 
weight the lower the reliability of the corresponding SI, therefore ݓிை஻ெ஼ሺݑǡ ݒሻ is used as weighting 
factor for OBDC, while ݓிை஻஽஼ሺݑǡ ݒሻ is used as weighting factor for OBMC. 




௕ೖ ሺݑǡ ݒሻ ൅ ݓிை஻஽஼ሺݑǡ ݒሻܥை஻ெ஼
௕ೖ ሺݑǡ ݒሻ














and the corresponding residual estimation for the fused coefficient of the SI: 
ܥோǡி
௕ೖ ሺݑǡ ݒሻ ൌ
ݓிை஻ெ஼ሺݑǡ ݒሻܥோǡை஻஽஼
௕ೖ ሺݑǡ ݒሻ ൅ ݓிை஻஽஼ሺݑǡ ݒሻܥோǡை஻ெ஼
௕ೖ ሺݑǡ ݒሻ
ݓிை஻஽஼ሺݑǡ ݒሻ ൅ ݓிை஻ெ஼ሺݑǡ ݒሻ
Ǥ (12) 
To use the correlation noise model of [6], the coefficients ܥி
௕ೖሺݑǡ ݒሻ need to be divided into the inliers 
cluster and outliers cluster. Therefore (11) is used to calculate ܥி
௕೗ሺݑǡ ݒሻ, Ͳ ൑ ݈ ൏ ݇. The coefficients 
ܥி
௕೗ሺݑǡ ݒሻ and the estimation function defined in [6] are used to segment the coefficients ܥி
௕ೖሺݑǡ ݒሻ in 
the two clusters. The three SIs for ݇ ൐ Ͳ,  are fused using the distribution fusion framework. The final 
joint distribution is defined as: 
ி݂௨௦





 ,  (14) 
and ݂௕ೖǡሺ௨ǡ௩ሻ is defined in (10). 
The adaptive computation of the ߣ parameter assures that a low weight to the fused SI is selected when 
the fused SI is not reliable, but it increases rapidly, in line with the expected increase in reliability of 
the fused SI. The conditional probability of each bit in the SI can be calculated, taking into account the 
previously decoded bitplanes and the correlation noise model described by ி݂௨௦
௕ೖǡሺ௨ǡ௩ሻ. The decoded 
bitplanes determine the intervals ሾܮǡܷሻ each coefficient belongs to. To reconstruct the coefficient in 
position ሺݑǡ ݒሻ, the optimal reconstruction proposed in [14] is used, which is the expectation of the 
coefficient given the available SIs: 
ܥோ௘௖





ǡ  (15) 
This procedure is carried out for each band ܾ௞, Ͳ ൑ ݇ ൑ ௕ܰ, where  ௕ܰ is the maximum number of 
decoded bands, every time updating the weights ݓிை஻ெ஼ሺݑǡ ݒሻ and ݓிை஻஽஼ሺݑǡ ݒሻ. Once the band  ܾே್ is 
decoded, ܥி
௕ೖሺݑǡ ݒሻ is calculated for each ௕ܰ ൏ ݇ ൑ ͳ͸, and they are used as coefficients in the 
reconstructed frame. For what concerns the reconstruction of the bands ܾ௞, Ͳ ൑ ݇ ൑ ௕ܰ, they are 
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reconstructed a second time, to enhance the quality of the reconstructed frame. The segmentation into 
the inlier cluster and outlier cluster is calculated using the already reconstructed frame and it is not 
predicted using the mapping function used in the previous steps. As residual the difference between the 
previously decoded frame and the fused SI is used. In this case ߣ ൌ Ͳ in the reconstruction since at this 
stage the reliability of the fused SI is so high that it is not necessary to use the inter-view or temporal 
SIs. 
5 EXPERIMENTAL RESULTS 
In this section, the proposed coding tools are evaluated. Before presenting the experimental results 
obtained, the test conditions are first defined. Then, OBDC is compared with DCVP, demonstrating 
the gains resulting from the pre-alignment phase. For fairness DCVP employs OBMC for disparity 
estimation and compensation. Furthermore, the fusion algorithm performance is analysed comparing it 
with single SI decoders and alternative fusion techniques, using cameras at relatively close distance. 
Finally, the case of unknown disparity is analysed, examining the RD performance of the proposed 
decoder for 18 different camera configurations.  
5.1 Test Conditions 
In the experiments, two sequences with still cameras and two sequences with moving cameras at 
constant inter-camera distance are analysed, in order to test robustness of the system to global motion. 
The stream structure for the central view has GOP size 2.  
The full length of Outdoor and Book Arrival [22], 100 frames, is coded, and the first 10s of Kendo and 
Balloons [22], i.e. 300 frames, are coded. For what concerns the spatial-temporal resolution, all the 





























Outdoor Medium Complex No 1-15 8 15  
Book 
Arrival 
Complex Medium No 1-15 8 15  
Kendo Medium/ 
Complex 
Complex Yes 1-5 3 30  
Balloons Medium/ 
Complex 
Medium Yes 1-5 3 30  
 
 Test Sequences: Outdoor, Book Arrival, Kendo and Balloons [22]. These sequences are 
characterized by different types of motion content, depth structures and camera arrangements, 
providing a meaningful and varied set of test conditions as outlined in Table 1 ;  in the 
‘Interval of Used Views’ column, ‘1’ corresponds to the rightmost view (among the 
recommended views [23]). In the experiments, the central view is kept fixed while the distance 
between the central and the lateral cameras is increased, spanning the intervals detailed in 
Table 1. The distance between two consecutive cameras is 6.5 cm [24] for Outdoor and Book 
Arrival, while the distance between two consecutive cameras in Kendo and Balloons is 5 cm 
[22].  
 WZ frames coding: The WZ frames are encoded at four RD points (ܳ௜, ݅ ൌ ͳǡͶǡ͹ǡͺ,) 
corresponding to four different 4×4 DCT quantization matrices [13]. The RD point ܳଵ 
corresponds to the lowest bitrate and quality and the RD point ଼ܳ to the highest bitrate and 
quality. The remaining test conditions associated with the DCT, quantization, noise modelling 
and reconstruction modules are the same as in [6]. For the LDPCA coding a code length of 
6336 bits is used, and a CRC check of 8 bits is employed to check the correctness of the 
decoded result. 
 KFs coding: The KFs in the central view are H.264/AVC Intra coded (Main Profile) as it is 
commonly done in, e.g. [6]. The quantization parameter (QP) of the KFs is selected in order to 
have a similar decoded quality between WZ frames and KF for the same RD point. In Table 2, 
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the QPs used for each RD point are reported. As previously said, the lateral views are coded 
with the same parameters as the KFs of the central view. 
Table 2 - Quantization parameters for the test sequences 
 
Sequence ࡽ૚ ࡽ૝ ࡽૠ ࡽૡ 
Outdoor 38 32 28 23 
Book Arrival 39 36 29 25 
Kendo 39 36 29 22 
Balloons 33 30 24 20 
 
 Quality and Bitrate: Only the bitrate and PSNR of the luminance component is considered, 
as it is commonly done in literature. Both WZ frames and KFs are taken into account in rate 
and PSNR calculations. The rate and PSNR of the lateral views are not taken into account in 
order to better assess the performance of the given distributed coding solution. 
5.2 OBDC-based SI Performance Assessment 
In this section, the RD performance of the DVC solution using OBDC, with the sliding window 
approach, is assessed and compared with the one achieved when DCVP is used to generate the (inter-
view) SI; the only difference between OBDC and DCVP is the pre-alignment phase. Table 3 shows the 
Bjøntegaard bitrate savings (BD-Rate) and Bjøntegaard PSNR gains (BD-PSNR) [25] between OBDC 
and DCVP when using as lateral views the ones closest to the central view (lowest disparity case) , i.e. 
views 7 and 9 for Outdoor and Book Arrival and views 2 and 4 for Kendo and Balloons. Both SIs are 
evaluated using the same single SI decoder [6]. For DCVP, the parameters (e.g. search range, strength 
of the motion smoothing) are adapted, in order to obtain the best average result in terms of RD 
performance and then the same parameters are used for OBDC. Such parameters are used in OBDC for 
all the sequences and for all the configurations (distance of the lateral cameras). As it can be observed 
from Table 3, OBDC allows improvements of the DVC codec RD performance when compared to 
DCVP, with PSNR gains up to 1.17 dB for the Book Arrival sequence, which is characterized by a 
complex depth structure. No appreciable gains are reported for Outdoor, the sequence displaying the 
simplest depth structure. Table 4 shows the BD-Rate savings and BD-PSNR gains between OBDC and 












interval indicated in Table 1), i.e. views 1 and 15 for Outdoor and Book Arrival, and views 1 and 5 for 
Kendo and Balloons. In this case, the parameters for OBDC are the same as those used for generating 
the results in Table 3. On the other hand, the performance of DCVP is maximized through extensive 
simulations, finding, for each sequence, the parameters giving the best RD performance. It was not 
possible to find parameters which were able to perform well for all the sequences for DCVP, while, 
with the pre-alignment phase in OBDC, the disparity between views is normalized, leaving to the 
disparity estimation module the task to accommodate for minor differences. 
 
Table 3 – Improvements when using the closest lateral views 
BD-Rate savings and BD-PSNR gains for OBDC with respect to DCVP when using as lateral view the 
ones closest to the central view 
Sequence BD-PSNR 
[dB] BD-Rate [%] 
Outdoor 0.00 0.00 
Book Arrival 1.17 -17.29 
Kendo 0.18 -2.80 
Balloons 0.27 -3.94 
 
Table 4 - Improvements when using the furthest away lateral views 
BD-RATE savings and BD-PSNR gains for OBDC with respected to DCVP when using as lateral 
views the ones furthest away from the central view 
 
Sequence BD-PSNR 
[dB] BD-Rate [%] 
Outdoor 0.63 -9.33 
Book Arrival 1.52 -21.26 
Kendo 0.90 -13.04 
Balloons 0.90 -12.26 
 
5.3 M-DVC RD Performance Assessment 
In this section, the RD performance of the proposed M-DVC coding solution is assessed and compared 
with alternative state-of-the-art monoview coding solutions. The left, right and central views used in 
the experiments are reported in Table 5. 
EURASIP Journal on Advances in Signal Processing 93
i
i








Table 5 - Views used for assessing the proposed M-DVC coding solution RD performance 
Sequence No. Right View No. Central View No. Left View 
Outdoor 6 8 10 
Book Arrival 6 8 10 
Kendo 2 3 4 
Balloons 2 3 4 
 
 
5.3.1 Coding Benchmarks 
 
The proposed M-DVC coding solution (described in Section 4) is compared with the following DVC-
based codecs: 
 OBMC: Single SI decoder, as presented in [6]. It is a single view DVC solution, since it 
exploits the temporal correlation only; 
 OBDC: Single SI decoder, OBDC is used as SI (outlined in Section 4.1). It exploits the inter-
view correlation for the majority of the frame, while the temporal correlation is used for the 
rest; 
 MDCD-Lin: It is summarized in Section 2 and implemented following [8]. The weights 
(calculated from the on-line residuals) used to fuse the SIs are used to fuse the residuals of the 
two SIs, in order to take into account that a wrong fusion has repercussions not only on the 
quality of the SI, but also on the quality of the residual. The SI and the residual estimation are 
fed into the single SI decoder of [6]. While newer techniques were proposed  [9], they were 
unable to provide consistent gains over MDCD-Lin. Therefore MDCD-Lin is employed as 
benchmark;  
 DISCOVER: this DVC-based codec [13] it is still widely used as benchmark in literature. The 
system used as basis for the codec [6] has a structure which is similar to DISCOVER, but it 
uses an enhanced  SI generation module (OBMC) and an advanced noise modelling algorithm. 
DISCOVER is reported only for completeness, but the focus will be the comparison with the 
other DVC coding solutions: the OBMC and OBDC-based baseline decoders, in order to make 
clear how the proposed tools improve the RD performance of the system. 













 IF BB: Summarized in Section 2. The SI and the residual estimation are fed into the single SI 
decoder detailed in [6]. The weights are used to fuse SIs and estimated residuals of the SIs; 
 IF: Summarized in Section 2. The SI and the residual estimation are fed into the single SI 
decoder detailed in [6]. The weights are used to fuse SIs and estimated residuals of the SIs; 
The proposed M-DVC decoder is finally compared with the following predictive coding 
references: 
 H.264/AVC Intra: it is the H.264/AVC codec (Main profile) with only the Intra modes 
enabled. It is also used for coding the KFs and lateral views. It is also a low-complexity 
encoding architecture; 
 H.264/AVC No Motion: which exploits the temporal redundancy in an IB prediction structure 
setting the search range of the motion compensation to zero, therefore the motion estimation 
part, which is the most computationally expensive encoding task, is not performed: the co-
located blocks in the backward and/or forward reference frames are used for prediction. 
5.3.2 RD Performance  
Table 6 – Performance of the proposed solution 
BD-Rate savings and BD-PSNR gains for the proposed M-DVC coding solution when compared to the 
baseline coding solutions (OBDC, OBMC and DISCOVER). 
Sequence 













Outdoor 0.90 -12.17 1.12 -14.55 2.05 -25.36 
Book Arrival 1.05 -15.64 0.72 -10.96 1.01 -15.47 
Kendo 0.79 -11.73 0.94 -13.92 1.53 -22.36 
Balloons 1.50 -20.23 0.50 -7.14 0.68 -9.81 
Average 1.06 -14.94 0.82 -11.64 1.32 -18.25 
 
 
Table 6 reports the BD-Rate savings and BD-PSNR gains for the proposed M-DVC coding solution 
when compared to the baseline OBMC and OBDC-based DVC coding solutions, using the tools 
proposed in [6]. For each sequence, the best performing single SI based DVC solution is identified in 
boldface. The proposed M-DVC video coding solution is able to consistently outperform the best 
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single SI based DVC solution, with PSNR gains up to 0.9 dB. In the worst case scenario, Balloons, the 
improvement is still significant, allowing a bitrate reduction up to around 7%. The results for the 
DISCOVER codec are also provided, the average BD-Rate savings are around 18%. 
 
Fig. 6. RD performance for the analysed sequences. 
Fig. 6 reports the RD performance results obtained for the Outdoor, Book Arrival, Kendo and 
Balloons, for the nine coding solutions mentioned above.   The proposed solution outperforms OBMC, 
OBDC, DISCOVER and MDCD-Lin, which are all four truly distributed decoders, i.e. they do not 
require the WZ frame. More specifically, the BD-PSNR gains of the proposed solution are up to 1.5 
dB when compared with OBDC and up to 1.12 dB when compared with OBMC. The proposed 












generation systems and correlation noise model. MDCD-Lin is able to robustly fuse the SIs for 
Outdoor, Book Arrival and Kendo, but not for Balloons. Furthermore, for the first three sequences, the 
improvements achieved with MDCD-Lin are lower when compared with the proposed solution, 
achieving BD-PSNR gains up to 0.33 dB for Outdoor. Therefore the proposed solution, leveraging the 
fusion based on the distributions and the learning process, is able to outperform the other realistic 
distributed decoders. The use of weights derived from the distributions allows a more precise fusion, 
because the correlation noise modelling is built on the premise that the residual may be wrong. The 
learning process allows a refinement of the fused SI, correcting errors during the fusion while 
decoding the frame. The ideal fusion-based coding solutions: IF and IF BB, require the original WZ 
frame. Therefore they provide a bound but they are not realistic systems.  The BD PSNR gains of IF 
BB over the proposed coding solution range from 0.02 dB for Book Arrival to 0.28 dB for Kendo. This 
shows that the proposed system is able to reach performance close to a block-based fusion technique 
using block-based tools. IF shows gains by up to 1.14 dB BD PSNR, over the proposed coding 
solution for the Outdoor sequence. For what concerns the reference predictive coders, H.264/AVC 
Intra is outperformed by every distributed coding solution, regardless the SI generation method. The 
proposed decoder is able to reach RD performance comparable with H.264/AVC No Motion for Kendo 
and Balloons. For Outdoor and Book Arrival, the only distributed decoder able to compete with 
H.264/AVC No Motion is IF. 
5.4 Camera Distance Impact 
This section assesses the impact of varying the distance between the lateral and the central views on 
the M-DVC codec RD performance. The test conditions are similar to the ones used in the previous 
sub-section except for the choice of the lateral views. Tables 7 to 10 show the BD-Rate savings and 
BD-PSNR gains for the proposed M-DVC solution with respect to the baseline OBMC and OBDC-
based DVC coding solutions when varying the distance between the cameras for the Outdoor, Book 
Arrival, Kendo and Balloons sequences. The ∆ value refers to the difference between the index of the 
central camera and the index of the right camera. It has to be noted that the same value of ∆ may refer 
to different inter-camera spacing depending on the cameras arrangement. According to the results 
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obtained, the proposed M-DVC solution is robust to the change of disparity: Outdoor, which is 
characterized by a simpler depth structure, shows a much more stable performance when compared 
with Book Arrival. Only in one case, out of the 18 examined cases, the proposed fusion solution is 
unable to perform better than the best single SI based DVC solution, but the performance loss is 
negligible, and the BD between the RD performance of the two single SI decoders (one using OBMC, 
the other using OBDC) is more than 3 dB, making the problem of increasing the performance by 
fusion extremely hard.  
Table 7 – Performance for variable ∆ for the Outdoor sequence 
Outdoor: BD-rate savings and BD-PSNR gains for the proposed M-DVC solution with respect to 
OBDC and OBMC for different ∆ values 
∆ OBDC OBMC 
BD-PSNR 
[dB] BD-Rate [%] 
BD-PSNR 
[dB] BD-Rate [%] 
1 0.78 -10.53 1.33 -16.94 
2 0.90 -12.17 1.12 -14.55 
3 0.97 -13.10 0.96 -12.69 
4 1.10 -14.87 0.79 -10.58 
5 1.42 -18.76 0.60 -8.22 
6 1.31 -17.66 0.65 -8.82 
7 1.39 -18.56 0.56 -7.71 
 
Table 8 - Performance for variable ∆ for the Book Arrival sequence 
Book Arrival: BD-rate savings and BD-PSNR gains for the proposed M-DVC solution with respect to 
OBDC and OBMC for different ∆ values 
∆ OBDC OBMC 
BD-PSNR 
[dB] BD-Rate [%] 
BD-PSNR 
[dB] BD-Rate [%] 
1 0.63 -9.45 1.00 -14.85 
2 1.05 -15.64 0.72 -10.96 
3 1.47 -21.48 0.52 -8.02 
4 1.76 -25.39 0.42 -6.55 
5 1.95 -27.85 0.26 -4.02 
6 2.30 -32.31 0.08 -1.25 














Table 9 – Performance for variable ∆ for the Kendo sequence 
Kendo: BD-rate savings and BD-PSNR gains for the proposed M-DVC solution with respect to OBDC 
and OBMC for different ∆ values 
∆ OBDC OBMC 
BD-PSNR 
[dB] BD-Rate [%] 
BD-PSNR 
[dB] BD-Rate [%] 
1 0.79 -11.73 0.94 -13.92 
2 1.01 -14.86 0.62 -9.36 
 
Table 10 – Performance for variable ∆ for the Balloons sequence 
Balloons: BD-rate savings and BD-PSNR gains for the proposed M-DVC solution with respect to 
OBDC and OBMC for different ∆ values 
∆ OBDC OBMC 
BD-PSNR 
[dB] BD-Rate [%] 
BD-PSNR 
[dB] BD-Rate [%] 
1 1.50 -20.23 0.50 -7.14 
2 1.90 -24.92 0.34 -4.88 
 
6 CONCLUSION 
In this paper, a novel fusion approach is proposed, based on learning and fusion of the distributions, 
rather than fusion of the pixels of the SIs. This allows simplifying the problem of estimating the 
residual of the fused SI, and allows the M-DVC solution to leverage well known techniques for 
residual estimation and correlation noise model calculation developed for single SI DVC schemes. The 
proposed M-DVC coding solution proved to be robust to both increments and decrements of the 
distance between the cameras, which could be a desirable feature in systems where cameras can move 
with respect to each other or in systems where the distance between cameras is unknown. The 
proposed learning approach achieved a superior RD performance, on average, when compared with 
single SI decoders and it showed higher robustness than a residual-based SI fusion technique. The 
proposed fusion reached performance similar to the performance bounds obtained with a block-based 
ideal fusion, which relies on the knowledge of the original WZ frame. In case of cameras moving with 
respect to the scene, but keeping a fixed disparity, the M-DVC solution was able to achieve results 
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which are close to H.264/AVC No Motion, and in the case of fixed cameras the difference is relatively 
small, in particular when compared with the gap existing when single SI DVC solutions are used.  
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Distributed Video Coding (DVC) is a video coding para-
digm where the source statistics are exploited at the decoder 
based on the availability of Side Information (SI). In a  
monoview video codec, the SI is generated by exploiting the 
temporal redundancy of the video, through motion estima-
tion and compensation techniques. In a multiview scenario, 
the correlation between views can also be exploited to fur-
ther enhance the overall Rate-Distortion (RD) performance. 
Thus, to generate SI in a multiview distributed coding sce-
nario, a joint disparity and motion estimation technique is 
proposed, based on optical flow. The proposed SI generation 
algorithm allows for RD improvements up to 10%  
(Bjøntegaard) in bit-rate savings, when compared with 
block-based SI generation algorithms leveraging temporal 
and inter-view redundancies. 
 
Index Terms— Distributed Video Coding, Multiview 





In recent years, the Distributed Video Coding (DVC) [1, 2] 
paradigm has been considered as a promising approach for 
multiview scenarios [3]. DVC empowers an emerging set of 
applications, such as visual sensor networks, where each 
sensing node has limited computational resources, thus 
requiring low-complexity encoding but also efficient video 
compression. DVC is based on two information theoretic 
results from the 1970s, the Slepian-Wolf [4] and Wyner-Ziv 
(WZ) [5] theorems. In particular, the WZ theorem considers 
the setup where a source is independently lossy encoded but 
jointly decoded with a correlated signal, commonly referred 
to as Side Information (SI). Compared to predictive video 
coding, DVC exploits the source redundancy partially or 
totally at the decoder. This enables to leverage inter-camera 
redundancy without inter-camera communication. In Mul-
tiview DVC (M-DVC), the SI creation and fusion tech-
niques play a critical role in the overall compression per-
formance. Inter-view SI is generated by exploiting the inter-
view correlation between cameras, and the intra-view SI is 
generated exploiting the temporal correlation. Once the two 
estimations are generated, fusion techniques are typically 
applied to obtain the final SI, i.e. the two estimations are 
combined according to their reliability [6, 7]. The better the 
quality of the fused SI frame, the smaller the number of 
‘errors’ the DVC decoder has to correct and, thus, less re-
dundancy bits are transmitted. However, an alternative SI 
creation approach has been proposed in [8], the MultiView 
Motion Estimation (MVME) technique. First, MVME esti-
mates the disparity between temporally aligned frames in 
the central and lateral (left or right) views and then, motion 
is estimated for each matched block in the lateral view. The 
motion vectors obtained for the lateral view are then applied 
to the central WZ frame to generate the SI. To estimate the 
motion and disparity of each block, MVME uses a block 
matching algorithm. However, Optical Flow (OF) for mo-
tion estimation can lead to higher SI quality when compared 
with classical block-based SI generation methods [9], such 
as Overlapped Block Motion Compensation (OBMC) which 
is an efficient intra-view SI generation algorithm [10], rely-
ing on the use of weighted average of multiple candidate 
blocks. Motion estimation based on OF produces a dense 
motion field, where the displacement of each pixel is influ-
enced by the displacement of all other pixels through total 
variation regularization, allowing for higher flexibility in the 
motion estimation compared with e.g. OBMC [10].  Thus, 
the optical flow framework is exploited into a novel SI crea-
tion solution, called Time-Disparity OF (TDOF) with the 
following contributions: 1) the use of OF for estimating the 
motion of the current view given the lateral views in a DVC 
setup; and 2) the handling of occlusion through filtering and 
joint interpolation of scattered sets. To allow for better inter-
view matching quality, a pre-alignment step is introduced, to 
handle areas lying outside the field of view of one camera 
but available in the other view. TDOF shares with MVME 
the general concept of using the motion of lateral views to 
generate SI. Finally, the robustness of the proposed TDOF 
method is analysed using an on-line correlation noise  
modelling, as opposed to many M-DVC works still relying 
on off-line modelling [6, 7].   
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The rest of the paper is organized as follows: in Section 2 
the adopted DVC architecture is presented, in Section 3 the 
proposed SI generation method is described and Section 4 
assesses its performance. 
2. MULTIVIEW DVC CODING ARCHITECTURE 
 
The proposed M-DVC codec is based on the monoview 
DVC codec presented in [10] and is depicted in Fig. 1. The 
three-camera multiview setup depicted in Fig. 2 is consid-
ered here where central view frames can be WZ or Intra 
coded according to a fixed GOP structure. The left and right 
views, ܫ௥෩  and ܫ௟෩, are independently encoded, and although 
they can be coded with any available video coding solution, 
the H.264/AVC Intra coding scheme has been adopted here, 
as it is typically done in literature [8]. The encoder of the 
central view divides the frames into Key Frames (KFs) and 
WZ frames, ܺ. The KFs are coded independently, using 
H.264/AVC Intra coding and the WZ frames are DCT trans-
formed, quantized and organized in bitplanes. Each bitplane 
is fed into a Low-Density Parity Check Accumulate 
(LDPCA) encoder [11] that generates the syndromes, which 
are stored in a buffer and sent to the decoder upon request. 
The M-DVC decoder uses already decoded frames from 
central and lateral views to generate the SI frame ܻ and a 
residual frame ܴ, which corresponds to the estimation of  
ܺ െ ܻ. The soft probabilities of each bitplane are then calcu-
lated with a Laplacian correlation noise model, derived from 
ܴ: all the residuals used in this work are estimated without 
using ܺ. A feedback channel allows the decoder to request 
new syndromes (as in the Stanford DVC codec [1]) if the 
received syndromes are not enough to successfully decode 
the source (bitplane). To improve the reliability of the de-
coded bitplane, an additional 8-bit CRC is used to check for 
any remaining decoding errors. Once all the bitplanes of a 
given DCT band are decoded the corresponding coefficients 
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Fig. 1. Proposed M-DVC coding architecture. 
 
3. TDOF SIDE INFORMATION GENERATION 
 
Consider ܺas the WZ frame to be coded. The TDOF (Time-
Disparity OF) approach makes use of three frames in the 
right view, three frames in the left view and ܫ௖ǡ௧ିଵ and 
ܫ௖ǡ௧ାଵin the central view. The disparity field between 
ܫ௖ǡ௧ିଵand ܫ௟ǡ௧ିଵis first calculated. Then, for each point 
(which may be a non-integer position) hit by a disparity 
vector in ܫ௟ǡ௧ିଵǡthe motion vector between this point and its 
corresponding point in ܫ௟ǡ௧ is calculated, as depicted in Fig. 
2. The motion vector is then applied to the corresponding 
pixel, ࢞, in ܫ௖ǡ௧ିଵ, obtaining a scattered set of points ௟ܵǡ௧ିଵ 
for the SI frame Y. The set of frames ܫ௖ǡ௧ିଵ, ܫ௟ǡ௧ିଵ and ܫ௟ǡ௧ 
constitute a “path”. Applying this procedure to the other 
three paths, three new sets of scattered points can be ob-
tained: ௟ܵǡ௧ାଵ (path ܫ௖ǡ௧ାଵ, ܫ௟ǡ௧ାଵ and ܫ௟ǡ௧), ܵ௥ǡ௧ିଵ(path ܫ௖ǡ௧ିଵ, 
ܫ௥ǡ௧ିଵ and ܫ௥ǡ௧) and ܵ௥ǡ௧ାଵ(path ܫ௖ǡ௧ାଵ, ܫ௥ǡ௧ାଵ and ܫ௥ǡ௧). The 
described solution differs from [8] because it is proposed 
here to calculate the disparity and motion with an OF tech-
nique followed by filtering and joint interpolation, i.e. the 
fusion of the scattered sets. The TDOF SI generation algo-
rithm can be divided into three steps, corresponding to the 
three introduced novelties: 1) pre-alignment of the time 
aligned frames to remove unmatched areas, 2) OF calcula-
tion, 3) scattered sets filtering and joint interpolation, to 















To allow for higher matching quality and higher robustness 
during the disparity estimation, the two temporally co-
located frames, (e.g. ܫ௟ǡ௧ିଵ and ܫ௖ǡ௧ିଵ for the set ௟ܵǡ௧ିଵ), of 
each path are pre-aligned. The pre-alignment phase removes 
unmatched lateral (two) bands, one in the lateral frame and 
one in the central frame to assure that no significant occlu-
sions can occur. This allows for a higher quality match, 
because wrong estimations in those bands would influence 
the quality of the whole SI frame, given the particular for-
mulation of the OF problem. Consider the path leading to 
the calculation of ௟ܵǡ௧ିଵ and the frames ܫ௟ǡ௧ିଵ and ܫ௖ǡ௧ିଵwith 










umns). The average global disparity ݀ீ between these two 













where the indicator function ɖ is defined as: ɖሺሻ ൌ ͳ if 
 ൒ Ͳ, and ɖሺሻ ൌ Ͳ otherwise, and  is the search range 
employed in (1). In this way, the left (right) lateral band of a 
frame which has no correspondence in the right (left) band 
of the other frame is removed, generating the corresponding 
aligned set of frames ܫ௟ǡ௧ିଵ௔  and ܫ௖ǡ௧ିଵ௔ . The relative distance 
between cameras does not change and it is the same between 
center and left and between center and right, therefore the 
same disparity may be used for pre-aligning the other left 
path, leading to generate set ௟ܵǡ௧ାଵ, while the opposite value 
can be used for the two remaining sets. 
 
3.2 Optical Flow Calculation 
 
With the aligned frames ܫ௟ǡ௧ିଵ௔  and ܫ௖ǡ௧ିଵ௔ , the disparity field z 
can be estimated by minimizing the data fidelity term: 
 
ܥ஽ሺ࢞ǡ ݖሻ ൌ ȁܫ௟ǡ௧ିଵ௔ ൫࢞ ൅ ݖሺ࢞ሻ൯ െ ܫ௖ǡ௧ିଵ௔ ሺ࢞ሻȁ. (2) 
 
ݖሺ࢞ሻ is, in general, a vector-valued function, therefore there 
are two unknowns at every point  in (2). To solve this issue, 
the TV-ܮଵ formulation [13] has been adopted. TV-L1 relies 
on the L1-norm of the OF constraint (2), and a Total Varia-
tion (TV) regularization term: the 1-Jacobian of the field 
(ܬଵݖሺ࢞)) [14] is adopted here. For the TV-ܮଵ problem, a 
computationally efficient solution exists to minimize:  
 
ܧ஽ሺݖሻ ൌ ׬ߣ஽ܥ஽ሺ࢞ǡ ݖሻ ൅ ȁܬଵݖሺ࢞ሻȁ݀࢞ǡ  (3) 
 
where x is a 2D point in ܫ௖ǡ௧ିଵǤ OF based disparity estima-
tion produces a dense field, since a disparity vector is calcu-
lated for each pixel. The calculation of the disparity vector 
for point ࢞ is influenced by the quality of all the other 
matches (i.e. magnitude of the constraint) and the smooth-
ness of the disparity field. It is here proposed to directly 
generate a motion field having source in ܫ௖ǡ௧ିଵ௔ : the con-
straint for the motion estimation is defined taking into ac-
count the motion field v and the disparity ݖ. 
 
ܥ்ሺ࢞ǡ ݖǡ ݒሻ ൌ ȁܫ௟ǡ௧ିଵ௔ ൫࢞ ൅ ݖሺ࢞ሻ൯ െ ܫ௟ǡ௧௔ ሺ࢞ ൅ ݖሺ࢞ሻ ൅ ݒሺ࢞ሻሻȁ,   (4) 
 
The minimization of the energy, leading to the estimation of 
ݒ is performed jointly with the already calculated ݖ: 
 
ܧ்ሺݒǡ ݖሻ ൌ ׬ߣ்ܥ்ሺ࢞ǡ ݖǡ ݒሻ ൅ ȁܬଵݒሺ࢞ሻȁ݀࢞Ǥ  (5) 
 
With this approach, each point࢞ in ܫ௖ǡ௧ିଵ௔  is directly coupled 
with its corresponding motion vectorݒሺ࢞ሻ, which can be 
used to project ࢞ into a new location, obtaining the scattered 
set ௟ܵǡ௧ିଵ, composed by the elements ݌࢞.  
 
݌࢞ ൌ ሾܫ௖ǡ௧ିଵ௔ ሺ࢞ሻǡ ࢞ ൅ ݒሺ࢞ሻǡ ܥ்ሺ࢞ǡ ݖǡ ݒሻሿ. (6) 
 
3.3 Scattered Sets Filtering and Joint Interpolation 
 
Once the four sets are available, it is possible to perform 
interpolation and obtain four SI frame estimations: ௟ܻǡ௧ିଵǡ
௟ܻǡ௧ାଵ, ௥ܻǡ௧ିଵand ௥ܻǡ௧ାଵ which averaged could lead to the 
final SI ܻ, mimicking the procedure used for MVME [8]. 
However, the use of the OF based technique presented in the 
previous Section allows higher granularity. Thus, the fol-
lowing solution is proposed; first, the scattered sets are 
fused: 
 
௟ܵ ൌ ௟ܵǡ௧ିଵ ׫ ௟ܵǡ௧ାଵ and ܵ௥ ൌ ܵ௥ǡ௧ିଵ ׫ ܵ௥ǡ௧ାଵ. (7) 
 
This fusion allows the handling of holes in SI, due to occlu-
sions and disocclusions. Moreover, when some points are 
wrongly matched with other points (that occurs when their 
true match is occluded), the density of points in some areas 
increases. Therefore, it is proposed to process each fused set 
( ௟ܵ and ܵ௥) to remove points from too dense areas: for each 
݌࢞ having ܥ்ሺ࢞ǡ ݖǡ ݒሻ ൒ Ȳ, where Ȳ is a threshold, the Φ 
closest neighbors are selected, including ݌࢞. Among them 
the neighbor having the highest value of ܥ்ሺ࢞ǡ ݖǡ ݒሻ is re-
moved. Once the two sets have been filtered, they are inter-
polated to obtain the values for the pixel locations, using 
linear triangular interpolation. The interpolation is divided 
in two phases: first, using the scattered points, a piecewise 
triangular surface is generated. Then, for each point having 
integer coordinates, a bivariate linear interpolation is applied 
inside the triangle it belongs to [15]. This leads to the gener-
ation of the two joint estimations ௟ܻ and ௥ܻ . The final SI ܻ 
and its corresponding residual estimate ܴ are calculated as: 
 
ܻ ൌ  ଵ
ଶ
ሺ ௟ܻ ൅ ௥ܻሻ  and ܴ ൌ  ௟ܻ െ ௥ܻ. (8) 
These calculations are carried out only for points which do 
not belong to the occluded regions identified in the pre-
alignment phase. For the pixels belonging to these regions, 
௟ܻ  or ௥ܻ  is used as the final SI, depending on which one is 
available. For what concerns the correlation noise (or resid-
ual) in those regions, if ௟ܻ  is available the residual is calcu-
lated as ௟ܻǡ௧ିଵ െ ௟ܻǡ௧ାଵ, otherwise ௥ܻǡ௧ିଵ െ ௥ܻǡ௧ାଵ is used. 
 
4. EXPERIMENTAL RESULTS 
 
In Table 1, a detailed description of the test conditions is 
presented. To ensure a representative set of scenarios, video 
sequences [16] with still cameras (Outdoor and Book  
Arrival) and moving cameras (Kendo and Balloons), with 
different depth structures have been selected. All sequences 
were downsampled to CIF resolution. For the first two se-










6.5cm, while for the latter two the distance is 5cm. To ana-
lyze the robustness of the TDOF method, consecutive cam-
eras for the first two sequences are not used, leading to 
higher disparity.  The central view has been coded using a 
GOP 2 structure; all experiments are conducted only for the 
luminance component, as usual in DVC. The RD perfor-
mance of the proposed solution is assessed using four RD 
points, obtained using four quantization tables ( ௜ܳ) of the 
DISCOVER project [17] and varying the Quantization Pa-
rameter (QP) of the KFs accordingly, as shown in Table 2. 
The KFs are H.264/AVC Intra coded (Main profile). The 
QPs are chosen to minimize the PSNR variation in the cen-
tral view between KFs and WZ frames. The left and the 
right views are H.264/AVC Intra coded (Main profile), with 
the same QPs used for KFs.   
 
Sequence Frame Rate Coded Frames Views 
Outdoor 15 fps 100 6,8,10 
Book Arrival 15 fps 100 6,8,10 
Kendo 30 fps 300 3,4,5 
Balloons 30 fps 300 3,4,5 
 
Table 1. Test Conditions 
 
For the OF calculation, the energies ܧ஽ and ܧ் are mini-
mized, through an iterative procedure, in a coarse-to-fine 
pyramid, following the general implementation described in 
[14, 18]: 70 pyramid levels are used, and linear interpolation 
is used to upscale the flows from a coarser level to a finer 
one. Since the OF formulation treats a frame like a continu-
ous function, bicubic interpolation is used. After extensive 
experiments, it has been determined that ߣ் ൌ ͳͳͷ and 
ߣ஽ ൌ ʹͷ are appropriate for good RD performance, and they 
are the same for all RD points. The ߣ஽ and ߣ் values are 
different since the disparity field is usually much smoother 
than the motion field, therefore a high value of ߣ஽ is not 
required to ensure disparity matching, because usually 
ȁܬଵݒሺ࢞ሻȁ ൐ ȁܬଵݖሺ࢞ሻȁ. The proposed TDOF method is com-
pared with alternative SI generation solutions to justify 
some of the algorithm steps, namely: 1) ௔ܻ௩௚: The SI corre-
sponds to the average of the OF-generated estimations 
௟ܻǡ௧ିଵǡ ௟ܻǡ௧ାଵ, ௥ܻǡ௧ିଵand ௥ܻǡ௧ାଵ; and 2) ௟ܻ  (resp. ௥ܻ): The SI is 
generated from the left (resp. right) view through OF, scat-
tered set filtering and joint interpolation (see Section 3.3). 
Table 3 shows the average SI quality for all frames for these 
three optical flow based solutions. 
 
Sequence ࡽ૚ ࡽ૝ ࡽૠ ࡽૡ 
Outdoor 38 32 28 23 
Book Arrival 39 36 29 25 
Kendo 39 36 29 22 
Balloons 33 30 24 20 
 
Table 2. QPs for Right and Left Views and KFs 
 
As shown, the scattered set filtering and joint interpolation 
technique is able to outperform, in SI quality, the simple 
average ௔ܻ௩௚ of the OF-generated estimations and a single 
view (left or right) joint estimation ( ௟ܻ or ௥ܻ). 
The RD performance of the proposed M-DVC solution 
(with the TDOF method) is compared with the RD perfor-
mance of three M-DVC codecs integrating the following 
benchmark SI generation solutions: 1) OBMC [10]; 2) 
DCVP (Disparity Compensated View Prediction) [19] ap-
plying OBMC between ܫ௥ǡ௧ and ܫ௟ǡ௧ ; and 3) MVME [8]. The 
OBMC and DCVP use the correlation noise (or residual) 
estimation of [10], MVME  and TDOF use the residual 
estimation in (8).   
 
Sequence ࢅࢇ࢜ࢍ ࢅ࢒ ࢅ࢘ TDOF 
Outdoor 34.19 36.02 35.63 36.65 
Book Arrival 37.51 37.56 37.51 38.48 
Kendo 36.38 37.57 37.79 38.93 
Balloons 39.69 40.82 40.82 41.47 
 
Table 3. SI PSNR [dB] for alternative OF-based SI Generation 
Methods 
 
  MVME OBMC DCVP 











Outdoor 0.30 -4.13 0.43 -5.90 0.44 -6.14 
Book 
Arrival 0.50 -7.46 0.29 -4.45 2.55 -34.21 
Kendo 0.71 -10.40 0.58 -8.63 0.61 -9.03 
Balloons 0.59 -8.27 0.21 -2.92 1.48 -19.51 
 
Table 4. BD Gains of the Proposed TDOF Solution Regarding 
alternative SI Generation Methods 
 
In the filtering of the scattered set, proposed for the TDOF 
method, Φ=3, and Ȳ is chosen such that the number of 
points having ܥ்ሺ࢞ǡ ݖǡ ݒሻ ൒ Ȳ is less than or equal to the 1% 
of the total number of points in the fused scattered sets ௟ܵ or 
ܵ௥ . Table 4 shows the Bjøntegaard (BD) [20] PSNR gains 
and bitrate savings between the TDOF SI generation method 
and the alternatives MVME, OBMC and DCVP. Rate and 
PSNR are calculated on all the frames of the central view. 
The OF-based solution outperforms all the other proposed 
solutions, for all the sequences; the highest gain when com-
pared with MVME and OBMC is obtained for the Kendo 
sequence (0.71dB and 0.58dB respectively), which has 
medium complex depth structure and a complex object 
motion. For what concerns DCVP, the highest gains are 
obtained for the sequences Book Arrival and Balloons 
(2.55dB and 1.49dB respectively) with relatively low mo-
tion activity and rather complex depth structure, making the 
temporal interpolation task much simpler than disparity 
compensation. In Fig. 3, the RD performance results ob-
tained for Outdoor and Kendo are presented; again, only the 
central view KFs and WZ frames rate and PSNR is consid-










M-DVC codec RD performance improvements. A similar 
trend is also followed by the other two sequences; RD re-
sults are not shown here for these two sequences due to 




In this paper, a new OF-based method for joint disparity and 
motion estimation for SI generation in M-DVC, called 
TDOF, is proposed; the TDOF method includes techniques 
to filter erroneous interpolations and to jointly interpolate 
sets of scattered points. The TDOF SI generation method 
leads to bitrate savings up to 10%, 8.6% and 34% when 
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ABSTRACT
Distributed Video Coding (DVC) is a video coding paradigm
that exploits the source statistics at the decoder based on the
availability of the Side Information (SI). The SI can be seen
as a noisy version of the source, and the lower the noise the
higher the RD performance of the decoder. The SI is usually
generated by means of interpolation-based methods, which
rely on the availability of a preceding and a following frame
with respect to the to-be-decoded one. These methods lead
to relatively high RD performance but also high delays. This
work is focused on a low-delay codec, relying only on pre-
ceding frames for the generation of the SI by means of Opti-
cal Flow (OF). OF is also used in the refinement step of the SI
for enhanced RD performance. Compared with a state-of-the-
art extrapolation-based decoder the proposed solution achieve
RD Bjøntegaard gains up to 1.3 dB.
Index Terms— Distributed Video Coding, Optical Flow,
Wyner-Ziv Coding, Extrapolation.
1. INTRODUCTION
DVC is a coding paradigm where the exploitation of tempo-
ral redundancy in a video is done at the decoder rather than
at the encoder. This is appealing for applications like mo-
bile video coding, sensor networks and video surveillance.
DVC is based on two information theory results: the Slepian-
Wolf [1] and the Wyner-Ziv (WZ) [2] theorems where, in
the second case, source data are independently lossy coded
but jointly decoded using a correlated source at the decoder,
which is commonly referred to as Side Information (SI).
The first practical solutions for the DVC problem have
been proposed in [3, 4]. Further improvements on [3] led to
the creation of the DISCOVER [5] codec, which is still the
state-of-the-art DVC solution. Many coding tools have been
proposed so far, mainly addressing the performance gap be-
tween DVC and predictive coding solutions, e.g. [6]. Nev-
ertheless the majority of these decoders use an interpolation-
based SI generation system. An interpolation-based SI gen-
eration system, like OBMC (Overlapped Block Motion Com-
pensation) [6], relies on a coding order different from the or-
der the frames are generated, because the generation of the
SI for a WZ frame requires the availability of a preceding
and following frame. These frames are referred to as Key
Frames (KFs) and are independently encoded and classified
with respect to each other and the WZ frames, employing e.g.
H.264/AVC Intra Coding. Interpolation-based SI generation
systems contributed to reduce the performance gap between
predictive coding and distributed coding solutions, in particu-
lar a great deal of work has been dedicated to the Group-Of-
Picture (GOP) 2 structure: KF-WZ-KF. Nevertheless these re-
quirements make DVC coding solutions not suitable for sce-
narios where very low-delay encoding is required. Extrapola-
tion, on the other hand, requires only previous frames, usually
two, therefore the low-delay requirement can be met using
extrapolation-based solutions.
Extrapolation has not been as thoroughly investigated as
Interpolation methods, but some works have addressed the
problem, first in [4] than notably in [7, 8, 9]. It was proposed
to add a refinement step to a block-based extrapolated SI
[8]. In [9] an advanced dense motion estimation technique,
the Lukas-Kanade algorithm, is used to calculate the mo-
tion field, nevertheless, the proposed coding solution requires
the encoder to generate and code a mode decision mask, in-
creasing the coding complexity, which may be undesirable.
Secondly the Lukas-Kanade algorithm still relies on a block-
based matching as basis of the dense motion estimation. Also
PRISM [4] is a low-delay encoder, but it requires a classifier,
therefore the same comment as for [9] can be made.
The majority of the Interpolation and Extrapolation al-
gorithms presented in literature so far rely on block-based
matching and motion compensation, but recently Optical
Flow (OF) proved to outperform block-based SI generation
systems [10, 11] and it has been suggested that block-based
and OF-based SI generation methods could be fused. OF
generates a dense motion flow, where a motion vector is es-
timated for each pixel of the frame. The field estimation for
each pixel is influenced by a smoothness constraint calculated
on the whole field; thus allowing to take into account the reg-
ularity of the field as well as the matching in a joint way, as
opposed to block-based systems [6, 8] relying on block-based
motion estimation followed by a smoothing step.
The main problems of the current methods for SI genera-
tion are the assumption of linear motion and wrong matches
due to occlusions, disocclusions or deformations. To address
such issues many works have addressed the SI refinement
ICIP 2014 109
M. Salmistraro, S. Forchhammer, Low Delay Wyner-Ziv Coding Using Optical
Flow, 2014 IEEE Int'l Conf. on Image Processing (ICIP 2014), (submitted).
i
i






problem, e.g. [8, 12]. A refined SI is generated by means
of a Partially Decoded WZ frame, which is used to refine the
motion estimation, leading to a higher quality SI. The ma-
jority of the SI refinement methods have been developed for
Interpolation-based SI generation systems (with some notable
exceptions, e.g. [8]) and they rely on block-based matching:
here OF-based SI refinement is explored in the context of an
extrapolated SI.
The main contributions of this work are: the use of OF
for Extrapolation-based SI generation, namely EX-OF and
the use of OF for SI refinement without increasing the de-
lay, denoted as OF-REF. The proposed techniques do not re-
quire any modification to the encoder and therefore the en-
coder complexity if left unchanged.
The paper is organized as follows. In Section 2 the em-
ployed codec is presented. Section 3 describes the proposed
coding tools and their use in the described architecture. The
experimental results are discussed in Section 4 and finally
Section 5 concludes this work.
2. DISTRIBUTED VIDEO CODING
The proposed Transform Domain Wyner-Ziv (TDWZ) de-
coder is built starting from the decoder presented in [6] and
depicted in Fig. 1, later enhanced using Multi-Hypothesis
(MH) decoding in [10, 13]. The proposed codec is a very
low-delay one, relying only on extrapolation-based SI gen-
eration, as opposed to the versions proposed in [6, 10, 13]
which relied on interpolation-based SI generation. In case






























Slepian-Wolf Encoder Slepian-Wolf Decoder
α
α
Fig. 1: TDWZ codec used as basis, from [6].
of GOP 2 structure, the odd frames are labelled as KFs and
H.264/AVC Intra coded. The even frames are WZ encoded:
first a 4 × 4 DCT transform is applied to the WZ frame,
denoted as X , and the DCT coefficients are quantized. The
quantization matrices are chosen in order to have similar
quality between KFs and WZ frames. Once the coefficients
are quantized, the resulting bitstream is re-organized in bit-
planes. Each bitplane is then fed into a LDPCA (Low Density
Parity-Check Accumulate) encoder [14] and the calculated
parity bits are stored in a buffer. The parity bits are then sent
in subsets to the decoder, upon request received by mean of a
feedback channel.
The decoder has only access to previously decoded
frames: supposing that the WZ frame has time index t, the
decoder can exploit frames at instants t − 1 and t − 2 which
can be, in general, WZ frames or KFs. In case of GOP 2
they are a KF and a WZ frame, respectively. First the motion
between the frames at t − 1 and t − 2 is estimated, then it
is used to predict the motion between t − 1 and t. Applying
these newly estimated Motion Vectors (MVs) to t − 1 it is
possible to generate the SI, denoted as Y . Y is then 4 × 4
DCT transformed. To calculate the soft input, in the form
of Log-Likelihood ratios, for the LDPCA decoder the distri-
bution of each DCT SI coefficient should be available. The
estimation of the distribution [6] requires the knowledge of
the difference X−Y . Since X is unknown at the decoder the
difference is estimated by R, referred to as Residual, without
using X . Once the soft-inputs are calculated the LDPCA
decoder tries to decode using the first set of parity bits. If
the solution is not acceptable either because it does not fit
with the received parity bits or because the 8 bits CRC check
fails, a new subset is requested via the feedback channel.
The procedure is repeated until the solution is acceptable.
When all the bitplanes belonging to a band are decoded the
coefficients belonging to the band can be reconstructed. The
bands are decoded in zig-zag order. After the k-th band is de-
coded, the IPDWZ (Inversely-transformed Partially Decoded
Wyner-Ziv) frame XˆRk is available. It is the Inverse-DCT
transform of the frame having for each 4 × 4 DCT block the
first k coefficients reconstructed and the remaining 16 − k
coefficients are taken from the EX-OF generated SI Y . XˆRk
is used to calculate the motion field between the frame at
instant t − 1 and itself, applying then the MVs to generate a
second, refined SI, YRk . YRk is available for each coefficient
k with k > 1. The refined motion field is also used to gen-
erate a refined residual estimation RRk . Therefore for each
band k > 1 two sets of OF-based soft inputs are available for
the LDCPA decoder, the first set calculated starting from Y
and R, the second from YRk and RRk . In order to leverage
the robustness the block-based approaches have, a third SI is
used: a block-based Extrapolated SI [13], denoted as EX-BB,
is employed. Therefore the problem can be addressed in the
MH framework proposed in [10, 13] using the 2 SIs (EX-BB,
EX-OF) version for the DC coefficient and the 3 SIs (EX-BB,
EX-OF, REF-OF) version for the remaining AC coefficients.
In MH decoding, parallel LDPCA decoders are used, fed
with the same parity bits but with different soft input sets,
calculated using different weights [10, 13]. For each newly
received chunk of bits the decoders are used and new bits are
requested only in the case of none of them converging. If one
of them converges it is taken as winning solution.
3. SI GENERATION, REFINEMENT AND FUSION
In the proposed architecture OF is employed for both SI gen-
eration and SI refinement. To generate the SI, employing
the EX-OF method, the decoder uses two previously decoded
frames, Ft−1 and Ft−2, at instants t − 1 and t − 2, respec-
tively. To generate the refined SI, using OF-REF, Ft−1 and











3.1. Optical Flow-based SI Generation
The first step in the EX-OF method is the calculation of the
apparent motion between Ft−1 and Ft−2. In general the goal
of every motion estimation system is to find the motion field
v for every pixel position x in Ft−1, minimizing the data fi-
delity term, in this context also called OF constraint, denoted
as C(x, v).
C(x, v) = |Ft−2(x+ v(x))− Ft−1(x)|. (1)
The minimization of (1) is a non well-defined problem, be-
cause while the constraint is one, two variables are required to
fully characterize the motion field: v(x) = [v1(x), v2(x)] ∈
R2. Therefore a second constraint should be introduced to
make the problem well-posed. A well-known solution to this
issue is the TV-L1 OF formulation [15], which uses the L1
norm of the OF constraint (1) and a Total Variation (TV) reg-
ularization term. The chosen regularization term is the 1-
Jacobian of the motion field, J1(v(x)). Therefore the term
which has to be minimized in the TV-L1 is the Energy E(v):
E(v) =
∫
λC(x, v) + |J1(v(x))|dx, (2)
where λ is a weighting factor, allowing to establish a trade-
off between a small data fidelity term and a small regulariza-
tion term (i.e. a smoother motion field). To minimize (2) the
implementation outlined in [16] for asymmetrical OF is em-
ployed. The implementation relies on an iterative algorithm,
which minimizes (2) in a coarse-to-fine pyramid. For all the
sequences and all the RD points λ = 20, the number of pyra-
mid levels is 70. Once the motion field v is calculated the
motion is projected towards the time instant t. Given a point
x in Ft−1, corresponding to the point x + v(x) in Ft−2, lin-
ear motion is assumed, therefore the corresponding point in
the instant t has coordinates x′ = x − v(x), see Fig. 2. This
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Fig. 2: Linear motion assumption and pixel projection, EX-
OF method.
In general x′ = [x′1, x
′
2] ∈ R2 is not a position corresponding
to a particular pixel, i.e. x′ is not an integer position. To
calculate the pixel values in the integer positions it is pro-
posed to address the problem using scattered set interpolation
techniques, in particular linear triangular interpolation [17] is
employed. The linear triangular interpolation can be divided
in two steps: 1) Triangulation of the scattered set; 2) Interpo-
lation. The set is constituted by the points [x′1, x
′
2, z] ∈ R3,
the triangulation step covers the scattered set with a piecewise
triangular continuous surface, whose nodes are the points
[x′1, x
′
2, z] and the triangles are joined only by the edges.
Among the various triangulation methods the Delaunay [17]
triangulation is used. The interpolation step follows: for each
integer coordinates point a bivariate linear interpolation is
applied to the triangle the point belongs to. Basically a sur-
face is fitted to the three nodes defining the triangle and then
interpolation is performed. The residual is also calculated
through triangular interpolation, in this case the points in the
scattered set are structured as [x′1, x
′
2, C(x, v)].
3.2. Optical Flow-based SI Refinement
When the IPDWZ frame, XˆRk , is available it can be used as
starting point for the OF calculation in the REF-OF SI gener-
ation. x now is an integer position belonging to the IPDWZ
frame, see Fig. 3. A new motion field, v2, is calculated, using
𝐹𝑡−1 
 
𝑋 𝑅𝑘  
 
𝑡 − 1 𝑡 
𝒙 𝒙+ 𝑣2(𝒙) 
Fig. 3: SI Refinement, REF-OF.
as OF constraint
C2(x, v2) = |Ft−1(x+ v2(x))− XˆRk(x)|, (3)
and solving it using the same algorithm and parameters used
for (2). The refined SI and residual are then obtained by:
YRk(x) = Ft−1(x+ v2(x)), RRk(x) = C2(x, v2). (4)
3.3. SI fusion
In this work the MH paradigm proposed in [10] is employed
for efficient and robust SI fusion. For a given AC coefficient
(k > 1) three distributions are calculated, one for each avail-
able SI: EX-OF, EX-BB, REF-OF. The three distributions are
fused in various ways, using 6 sets of weights (provided in
[10]). Each of the 6 fused distributions is used to generate the
soft input for the LDPCA decoder. Therefore there are 6 dif-
ferent soft input arrays, one for each fused distribution, each
array is fed into a different LDPCA decoder. Convergence
is declared for the given bitplane when one of the LDPCA
decoders converges and the solution is successfully checked
against an 8-bits CRC check. The distribution related to the
decoder which achieved convergence is then used for SI re-
construction as outlined in [10]. For DC coefficients only two
SIs are used (EX-OF, EX-BB), weights and parameters can
be found in [10].
4. EXPERIMENTAL RESULTS
For the experiments, the quantization matrices of the DIS-
COVER project [18] are used. Unless otherwise specified
GOP 2 is used for all the DVC-based codecs, which all
rely on the same coder. The sequences used (15 fps, QCIF
resolution) are: Hall, Foreman, Soccer, Coast and the corre-
sponding RD curves are reported in Fig. 4. The RD curves
are produced varying the quantization matrices (Q1, Q4, Q7,
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Fig. 4: RD curves for the chosen test sequences, 15 fps, GOP 2, except in the DVC 3SI GOP INF case.
the KFs, which are H.264/AVC Intra coded following the
DISCOVER specifications [18]. The RD curves of a com-
pletely intra-coded stream are also presented and denoted as
H.264/AVC Intra. Four single SI DVC-based decoders are
presented, namely DVC EX-BB, DVC EX-OF, DVC OBMC
and DISCOVER. DISCOVER is fully specified in [5], DVC
OBMC is presented in [6], they are both interpolation-based
systems. DVC EX-BB and DVC EX-OF both use the ar-
chitecture presented in [6] coupled with the respective SI
generation system and they are extrapolation-based systems.
EX-BB is used in [13] and it is similar to the one presented in
[7]. When comparing the performance of the extrapolation-
based systems, DVC EX-OF is able to outperform DVC
EX-BB in medium motion speed sequences (Foreman and
Coast) but it is not able to deliver appreciable gains in the
other two cases. DVC OBMC and DISCOVER are superior
to all the Extrapolation, single SI DVC codecs but they are
characterized by higher delay due to Interpolation. The so-
lution denoted as DVC 3SI GOP 2 uses the MH approach to
fuse EX-BB, EX-OF and REF-OF, the latter used only for AC
coefficients. The DVC 3SI GOP 2 decoder is characterized by
high gains when compared with the state-of-the-art EX-BB
[7], such gains, expressed by Bjøntegaard PSNR differences
[19], ranging from 0.4 dB for the Hall sequence to 1.3 dB for
the Foreman sequence. When comparing the proposed solu-
tion with interpolation-based codecs, DVC 3SI GOP 2 is able
to provide similar performance to OBMC (an advanced In-
terpolation based method) for Soccer and for the higher rates
of Foreman. When compared with the DISCOVER codec,
characterized by a simpler SI generation and noise modeling,
the proposed system achieve superior performance for Soccer
and similar performance for the higher RD points of the other
three sequences. Lastly, for the solution DVC 3SI GOP INF
only the first and second frames are H.264 Intra encoded, all
the rest are WZ coded frames, the other details are the same
used for DVC 3SI GOP 2. While the RD performance drops
for all the sequences displaying high motion activity, Hall
is able to provide significant gains over the other proposed
solutions using GOP2. For Hall a GOP size of 24 (DVC 3SI
GOP 24, Fig. 4a) is able to achieve superior performance due
to the balance between the use of WZ frames and KFs. It has
to be noted that Hall is a typical video surveillance sequence,
which is one of the potential application scenarios proposed
for DVC.
5. CONCLUSION
In this work, a novel OF-based Extrapolation and OF-based
SI refinement methods have been explored in DVC. They
have been tested, along with a state-of-the-art block-based
Extrapolation SI in a MH decoder, achieving performance
comparable, in the low and medium motion case, with a
state-of-the-art Interpolation-based codec, without any mod-
ification to the low-complexity, original encoder. The use
of only WZ frames proved to lead to improved RD perfor-
mance in a typical video surveillance sequence: Hall. Future
evolutions of this work will investigate the possibility of
using variable GOP sizes for DVC to achieve superior RD
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ABSTRACT
Depth map coding plays a crucial role in 3D Video communi-
cation systems based on the “Multi-view Video plus Depth”
representation as view synthesis performance is strongly af-
fected by the accuracy of depth information, especially at
edges in the depth map image. In this paper an efficient al-
gorithm for edge-preserving intra depth compression based
on H.264/AVC is presented. The proposed method intro-
duces a new Intra mode specifically targeted to depth mac-
roblocks with arbitrarily shaped edges, which are typically
not efficiently represented by DCT. Edge macroblocks are
partitioned into two regions each approximated by a flat sur-
face. Edge information is encoded by means of context-
coding with an adaptive template. As a novel element, the
proposed method allows exploiting the edge structure of pre-
viously encoded edge macroblocks during the context-coding
step to further increase compression performance. Experi-
ments show that the proposed Intra mode can improve view
synthesis performance: average Bjøntegaard bit rate savings
of 25% have been reported over a standard H.264/AVC Intra
coder.
Index Terms— Block-based depth compression, context-
coding, edge-based depth representation, video-plus-depth,
depth-image-based-rendering.
1. INTRODUCTION
In the recent years the interest in three-dimensional (3D)
video technologies has grown considerably in both the aca-
demic and industrial worlds. A number of 3D-capable solu-
tions and products are becoming available on the consumer
market. One of the key challenges in the implementation of
a 3D Video communication system is the decoupling of the
capture and transmission format from the display format in
order to allow a multitude of acquisition, transmission, and
display devices to work together seamlessly [1]. One repre-
sentation that enables such decoupling is the so-called “Multi-
view Video plus Depth” (MVD), in which depth or disparity
information is provided together with typically 2 or 3 views.
By using depth information together with the input views, the
desired output views can be synthesized at the decoder side
thus allowing different 3D display devices to operate prop-
erly. Efficient coding solutions based on the MVD format are
currently being developed by the 3DV group of MPEG [2].
Solutions compatible with both the current H.264/AVC and
the upcoming High Efficiency Video Coding (HEVC) stan-
dards are being investigated.
As view synthesis algorithms based on Depth-Image-
Bases-Rendering (DIBR) typically show a high sensitivity to
depth inaccuracies [3], depth coding plays a crucial role in
the development of an effective 3D Video system based on
the MVD format. Specifically, depth edges should be pre-
served in order to avoid the appearance of annoying unnatural
artifacts in the synthesized views. Due to the fact that stan-
dard DCT-based approaches fail to efficiently represent sharp
edges, a number of specialized algorithms have been pro-
posed in the literature to cope with this problem, e.g. based
on edge-adaptive transforms and transform domain sparsifica-
tion [4] or local explicit coding of edge information in blocks
with sharp discontinuities [5, 6]. An overview of some recent
works is provided in the next section.
In this paper a novel algorithm for efficient edge-aware in-
tra depth coding is presented. The proposed scheme is based
on the H.264/AVC Intra framework and operates at a Mac-
roBlock (MB) level. While DCT fails to efficiently represent
blocks with arbitrarily shaped edges, it provides very compact
representations in the case of blocks with (nearly-)uniform
values or smooth gradients. Therefore, we propose to mod-
ify the reference encoder by adding one Intra mode specifi-
cally targeted to edge MBs. When the new mode is selected,
the MB is partitioned into two regions and a constant value
is assigned to each region and encoded. Partitioning infor-
mation also needs to be transmitted in order to allow for a
proper reconstruction. This is done by encoding a per-pixel
binary mask by means of context-coding. The proposed al-
gorithm allows exploiting previously-encoded edge MBs in
order to predict the constant values of the current MB being
encoded. Moreover, the binary masks of adjacent edge MBs
can be combined and jointly context-coded to allow further
bit rate savings.
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The remainder of this paper is organized as follows. In
Section 2 related works on edge-based depth compression are
briefly discussed. Section 3 describes the proposed coding
method highlighting the novelties it introduces. Section 4 dis-
cusses the coding performance of the proposed framework on
a number of 3D video test sequences.
2. RELATEDWORK
As mentioned in Sec. 1, a number of edge-preserving depth
coding algorithms have recently been proposed in the litera-
ture. Most of them are motivated by the fact that edge infor-
mation is critical for the achievement of high view synthesis
performance and therefore should be preserved in the coding
process.
Shen et al. [7] introduced a set of edge-adaptive trans-
forms for block-based depth coding. Edge detection was
used to identify depth discontinuities and define a local graph
structure to be transformed. Even though some view synthe-
sis improvements were achieved, the explicit calculation of
the eigenvectors of the graph Laplacian made the algorithm
not suitable for fast implementations. Cheung et al. [8, 9] in-
troduced the concept of don’t care region, exploited to obtain
sparse depth representations and improve the coding perfor-
mance of a JPEG coder. The concept was then combined with
the edge-adaptive transforms previously mentioned to achieve
further improvements [4]. In [10] Kim et al. proposed to use
graph based transforms as an alternative to DCT for 4×4 edge
blocks within the H.264/AVC framework. Significant bit rate
savings are reported, but again the calculation of the graph
Laplacian caused a considerable increase of the overall algo-
rithm complexity. Morvan et al. [11] proposed to extend the
wedgelets - which locally approximate a signal with two con-
stant functions separated by a straight line - with piecewise-
linear functions (platelets) defined using a quadtree decompo-
sition, reporting good results in terms of depth compression
and edge preservation.
Block-based depth coding exploiting co-located texture
edge information has been proposed by Merkle et al. in [12]
for the case of HEVC. When texture is exploited to bi-partite
a depth edge block, a constant depth value is assigned to each
partition. As the same depth partitioning can be reproduced
at the decoder side, only the two constant values need to be
encoded. Depth image coding exploiting texture edge infor-
mation has also been proposed by Milani et al. in [13]. In this
case, segmentation of reconstructed texture data is exploited
to predict shapes in the depth image. Within each segment the
depth signal is approximated by a linear function and only the
corresponding coefficients are transmitted, thus avoiding the
explicit encoding of edge information.
Shimizu et al. [5] proposed a depth coding scheme based
on H.264/AVC similar to the one proposed in this paper:
edge macroblocks are approximated by a palette with two
entries and a (binary) object shape map, both predictively
encoded exploiting intra/inter correlation. Shape maps are
generated by minimizing a prediction error function and en-
coded by means of context-adaptive binary arithmetic coding
as in shape coding in MPEG-4 Part 2. Even though intra/inter
neighboring blocks are exploited in order to properly define
the context at any pixel position, the edge structure of pre-
viously encoded edge macroblocks is not directly exploited
to improve the coding efficiency of context coding. If the
edge structure correlation of neighboring edge macroblocks
is taken into account as in the method proposed in this paper,
lower bit rates can be achieved for the coding of shape infor-
mation, which can be of benefit especially at low bit rates.
A different approach based on a similar framework has
been proposed for the case of HEVC by Lan et al. in [6]. In
this case a wider range of block sizes are exploited, namely
from 32× 32 down to 4× 4. Blocks are partitioned in up to 8
regions each approximated by a flat surface. Arithmetic cod-
ing is then employed to encode the region map and surface
values. Significant gains are reported for the cases of both es-
timated and acquired depth sequences. However, higher per-
formance are expected if the region map overhead is reduced.
This can be achieved by exploiting the correlation between
the edge structures of the current and previously encoded re-
gion maps during the encoding process as proposed in this
work.
3. PROPOSED METHOD
As mentioned in Sec. 1, a new Intra mode for H.264/AVC -
referred to as “EDGE” in the following - able to efficiently
represent arbitrarily-shaped edges is proposed. Differently
from other approaches, the proposed mode aims at combining
the encoding of depth discontinuities that span multiple adja-
cent MBs in order to increase the coding efficiency of edge
information. The method operates at a MB level as part of the
Rate-Distorion (RD) optimization strategy: the EDGE mode
is tested together with the standard intra modes and the mode
with the lowest RD cost is selected.
The EDGE mode partitions the whole depth MB into two
regions and associates one Constant Value (CV) to each of
them. A per-pixel binary map M is used to identify pixels
belonging to the two regions. In order to allow a perfect re-
construction at the decoder side, the mask M is losslessly en-
coded by means of context-coding together with the two CVs.
A detailed description of the EDGE algorithm for a depth MB
is provided below (see Fig. 1).
1. The input depth MB is partitioned into two regions. A
point in 3D is defined for each pixel from its spatial
coordinates and depth value. 3D-points are connected
with the closest (in an Euclidean sense) n neighbors, n
being a parameter initially set to 1. If more than two
disconnected components are formed, n is increased











2. One CV is associated to each region of M by select-
ing the median value of the corresponding pixels in the
input depth MB.1
3. The maskM is losslessly encoded by means of context-
based arithmetic coding (see Subsection 3.1 for more
details). Let RM be the number of bits spent to encode
M , RCV the number of bits spent to encode the two
CVs, and R = RM +RCV the total number of bits.
4. The distortion D is computed as MSE between the in-
put depth MB and the binary EDGE MB.
5. The EDGE RD cost is computed as follows:
RDintraEDGE = D + λ · R, λ being the same Lagrangian
multiplier used in the RD cost calculation of the stan-
dard Intra modes.
6. If the left-neighboring MB is available and encoded as
EDGE MB:
(a) Steps 3-5 are repeated using the same CVs used
in the left-neighboring MB. In this way no bits
are spent to encode the CVs for the current MB.
Let RDleft1EDGE be the corresponding RD cost.
(b) Steps 3-5 are repeated using the same CVs and
coding parameters for the mask M used in the
left-neighboring MB (see Subsection 3.1). Let
RDleft2EDGE be the corresponding RD cost.
7. As Step 6 but using the top-neighboring MB. If it












able), and RDintraEDGE .
IfRDEDGE is lower than the RD cost obtained with standard
H.264/AVC Intra coding, the EDGE mode is selected and the
corresponding data (mask M , CVs and coding parameters)
are included in the bit stream. At the decoder side, if the
usage of the EDGE mode is detected, the binary mask is de-
coded by means of context-based decoding, CVs are decoded
from the bit stream and the output EDGE MB is produced. If
the EDGE mode is not used, standard Intra decoding is per-
formed.
3.1. Binary mask encoding
The encoding of a binary mask M is done by means of
context-based arithmetic coding. The encoding can be done in
two different ways: intra (i.e. without exploiting previously-
encoded EDGE MBs) and inter (i.e. exploiting previously-
encoded EDGE MBs in the same slice). The two methods are
described here in detail.
1The choice of the median over the mean - even though not necessarily
optimal from a MSE point of view - reduces the influence of outliers, i.e.



















RDH.264/AVC Selected Intra 
mode
Fig. 1: Encoder block scheme
p1 ?
p3 p2 p4 p5
Fig. 2: Template selection: pixels p1 and p2 are fixed; one
additional pixel among p3, p4, and p5 can be included in the
template. “?” indicates the current pixel being encoded.
3.1.1. Intra EDGE coding
In order to make the context prediction efficient, it is impor-
tant to select the most relevant template pixels for the edge
structure of the mask M being encoded. For this reason, an
adaptive template inspired by [14] is used. The template is
defined among a set of 5 candidate pixels (see Fig. 2) and has
thus a smaller size than the one used in [14] and in MPEG-4
Part 2 shape coding. As shown in Fig. 2, the template includes
the pixels on the left and on top of the one being encoded. A
third pixel chosen among a set of three candidates can be in-
cluded if of benefit in terms of code length: the binary mask
is encoded 4 times - with the 2-pixel template and with the
three 3-pixel templates - and the template providing the lower
rate is selected.
In order to allow the decoder to correctly decode the mask
M , the selected template is explicitly signalled in the bit
stream. This is done by encoding two parameters: the number
of pixels in the template and, in case of a 3-pixel template, the
third pixel index. The bits needed to encode these parameters
(referred to as R# and Rp, respectively) are also considered
in the template selection process.
For the intra case, the EDGE rate R introduced in Section
3, Step 3 is therefore given by
Rintra = R# +Rp +RM +RCV +R
i/p
flag, (1)
where Ri/pflag is the rate of a flag encoded only when at least
one between the left and top neighboring MBs is available
and encoded as EDGE MB, to signal whether intra on inter
EDGE coding is used.
3.1.2. Inter EDGE coding
As specified in Section 3, Steps 6 and 7, if the left or top










current MB can be inter encoded. This can be done in two
ways referred to as partial inter coding and full inter coding,
corresponding to Steps 6a-6b, and 7a-7b, respectively.
In the first case the encoding is done as in the intra case
with the only difference that the CVs are not calculated and
encoded but simply copied from the predicting MB, under
the assumption that adjacent parts of the same edge refer to
the same background and foreground objects. In this case the
EDGE rate is given by







where Rp/fflag is the rate of a flag specifying whether partial or
full inter coding is used, andRl/tflag is the rate of a flag indicat-
ing which of the two neighboring MBs is used for prediction
when both of them are available and encoded as EDGE MBs.
When full inter coding is used, together with the CVs also
the template pixels are copied from the predicting MB. More-
over, since the context-coding will be based on the same tem-
plate, it is possible to use the edge statistics of the predicting
MB - which are stored for each EDGE MB after the encoding
of the mask M - as a starting point for the context-coding,
thus allowing to exploit the statistics of the edge in the pre-
dicting MB. When full inter coding is used, adjacent blocks
are therefore encoded as part of a unique binary mask. Note
that edge statistics do not need to be explicitly transmitted as
they can be generated during the decoding process. Finally, in
order to properly initialize the boundaries of the binary mask
M for the context coding step, the encoded binary mask of
the predicting MB is used (the same is done for the partial
inter coding too). In case of full inter coding the EDGE rate
is given by







The availability of these two inter modes allows for effi-
cient representation of depth MBs that separate between the
same background and foreground of the previous MB (i.e.
they share the same CVs) and present different edge direc-
tion/structure (partial inter coding) or similar structure (full
inter coding).
4. EXPERIMENTAL RESULTS
The proposed method has been implemented on the
H.264/AVC reference software JM 17.1 and evaluated on
the following 3D video sequences: Ballet and Breakdancers
[15], Book Arrival, Lovebird1, Dancer, Cafe. The first 15
frames of each sequence have been encoded. Two views
have been selected for each sequence (reported in Table 1)
and the corresponding depth images have been encoded with
both H.264/AVC Intra and the proposed method. Depth maps
have been encoded with every second QP in the interval (24,
48). All the standard Intra modes of H.264/AVC have been
Table 1: Sequence resolutions and input left (L), virtual (V)
and right (R) views.
Sequence Resolution L V R
Ballet 1024 × 768 5 4 3
Breakdancers 1024 × 768 5 4 3
Book Arrival 1024 × 768 8 7 6
Lovebird1 1024 × 768 6 7 8
Dancer 1920 × 1088 2 3 5
Cafe 1920 × 1088 2 3 4
enabled and RD-based mode decision was selected for the
Intra 16 × 16 mode. In order to avoid introducing blurring
artifacts, the deblocking filter has been disabled. In order to
evaluate the effectiveness of the proposed algorithm, not only
the RD performance on the depth signals have been evaluated
(Figs. 3a and 3b for the sequences Ballet and Breakdancers),
but also the view synthesis performance using reconstructed
depth data and uncompressed texture as done in [16] (Figs.
3c and 3d) have been considered. In this case, PSNR val-
ues are measured against reference virtual views synthesized
from uncompressed depth and texture data. Virtual views
have been synthesized using the MPEG VSRS 3.5.
Table 2 reports the Bjøntegaard bit rate savings [17] be-
tween the proposed method and H.264/AVC for both the
depth signals and the sythesized views. As it can be no-
ticed, when comparing the view synthesis performance the
proposed method improves depth compression efficiency for
all the sequences, confirming that it is of benefit in a MVD
scenario. However, the improvement depends on the depth
accuracy of the particular test sequence and on its resolution.
Major bit rate savings in terms of both depth coding and view
synthesis performance are reported in the case of Ballet and
Breakdancers due to the sharp and clean edges that charac-
terize depth images of these two sequences. Experimental
results show that the proposed inter EDGE coding is often
selected: the binary masks of adjacent edge macroblocks are
therefore jointly encoded as part of a single binary image al-
lowing additional bit rate savings (see Fig. 4b for an exam-
ple). Book Arrival shows a comparable bit rate reduction in
terms of view synthesis, but a smaller gain in terms of depth
compression due to the presence of less sharp object discon-
tinuities in the depth images which favor DCT coding. In
the case of Lovebird1, a smaller gain in terms of synthesis
performance is observed, together with a minor increase of
the depth bit rate. This sequence shows that even though the
proposed algorithm might not always be more efficient than
H.264/AVC in terms of depth MSE, it does provide a benefit
when reconstructed depth data are used for view synthesis.
The performance on the two high definition sequences
are also satisfactory but lower gains are noticed, even for the
Dancer sequence which features high quality synthetic depth




































(a) Ballet: depth PSNR vs. depth
bit rate

























(b) Breakdancers: depth PSNR
vs. depth bit rate

























(c) Ballet: synth. view PSNR vs.
depth bit rate





























(d) Breakdancers: synth. view
PSNR vs. depth bit rate
Fig. 3: Rate-Distortion performance comparisons
Table 2: Bjøntegaard bit rate savings (BDBR) between the
proposed method and H.264/AVC for depth signals and corre-
sponding synthesized views. Note that the minus sign means
bit rate reduction.
Sequence Depth BDBR (%) Synth. BDBR (%)
Ballet -38.33 -46.82
Breakdancers -21.94 -34.54





roblocks in high resolution depth images present on average
less arbitrarily shaped discontinuities. Therefore, the stan-
dard H.264/AVC Intra modes can predict well the edge struc-
tures most of the times. For high resolution data, bigger block
sizes - such as those defined in the upcoming HEVC stan-
dard - would hence be beneficial for the proposed algorithm
especially at very low bit rates, where the overhead due to
DCT/EDGE signalling can significantly affect the RD perfor-
mance (as in the Dancer, Cafe, Book Arrival, and Lovebird1
sequences in which H.264/AVC slightly outperforms the pro-
posed method at very low bit rates).
Figures 4 and 5 provide a visual quality comparison be-
tween H.264/AVC Intra and the proposed method for both
depth and synthesized data at similar bit rates, highlighting
the advantages of the latter over the former.
Coding performance considering total bit rate (texture
plus depth) versus synthesized view PSNR have also been
evaluated, as done in [18]. Even though a direct compari-
son with the plane segmentation based coding method in [18]
is not possible due to different reference settings and test con-
ditions, the proposed method shows similar Bjøntegaard bit
rate savings over the reference encoder for the common se-
quences, ranging between -11.50% and -3.98%.
Finally, Fig. 6 compares the RD performance of the pro-
posed approach in terms of depth quality against H.264/AVC,
(a) (b)
Fig. 4: Reconstructed depth comparison: detail of the Ballet
sequence, left view, frame 0. (a) H.264/AVC Intra, 38.85 dB
@ 361 kbit/s, (b) Proposed, 43.83 dB @ 366 kbit/s. White
squares indicate MBs that have been encoded as EDGE MBs.
EDGE MBs encoded by means of EDGE prediction are con-
nected to the corresponding prediction MBs.
JPEG2000, the method proposed by Milani et al. in [13], and
the Platelet-based algorithm proposed by Morvan et al. in
[11]. The comparison is made on the Teddy depth image from
the stereo sets at [19]. As it can be noticed, the proposed
method is able to outperform H.264/AVC Intra, the planar fit-
ting method proposed in [13], which exploits reconstructed
texture data in order to predict depth shapes, and the Platelet-
based scheme. JPEG2000 appears as the least efficient still
image coder in the case of depth images due to the heavy
ringing artifacts it introduces.
Compared with Shimizu et al. [5] in which the number
of bits needed to encode a shape/binary mask is around 50
per MB, the proposed method exhibits a more flexible behav-
ior thanks to the intra/inter EDGE coding methods. The total
number of bits needed to encode an EDGE MB (including bi-
nary mask, constant values, and flags) ranges from an average
of 51 at high rates to an average of 45 at low rates, where inter
EDGE coding is often selected.
5. CONCLUSIONS AND FUTUREWORK
In this paper a novel edge-preserving H.264/AVC Intra mode
for efficient depth coding has been presented. Edge mac-












Fig. 5: Visual quality comparison versus total depth bit rate:
detail of the synthesized view from uncompressed texture,
Ballet sequence, frame 0. H.264/AVC Intra, 34.73 dB @
726 kbit/s (a), Proposed, 37.67 dB @ 723 kbit/s (b), absolute
errors on the luminance components (with same scale) be-
tween synthesized views obtained with uncompressed depth
data and H.264/AVC Intra (c) and Proposed (d).



























Fig. 6: Teddy depth image: RD performance comparison
by a flat surface. A binary mask identifying the two regions
is defined and encoded by means of adaptive context-coding
exploiting previously encoded edge macroblocks to increase
the compression efficiency. Experimental results show that
adjacent edge macroblocks can be jointly encoded in an ef-
ficient manner. Compared with a standard H.264/AVC Intra
coder, the proposed algorithm achieved average Bjøntegaard
bit rate savings of about 12% in terms of depth compression,
and about 25% in terms of synthesized view quality versus
depth bit rate. The complexities of the proposed and stan-
dard Intra modes are comparable, thus the overall complexity
is not affected significantly. Future developments include bi-
nary mask pre-filtering for efficient low bit rate coding, pre-
diction from non-EDGE macroblocks and quantization of flat
surface values, and extension to depth video coding.
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ABSTRACT
We consider distributed video coding in a monoview video-
plus-depth scenario, aiming at coding textures jointly with
their corresponding depth stream. Distributed Video Coding
(DVC) is a video coding paradigm in which the complexity
is shifted from the encoder to the decoder. The Side Informa-
tion (SI) generation is an important element of the decoder,
since the SI is the estimation of the to-be-decoded frame.
Depth maps enable the calculation of the distance of an ob-
ject from the camera. The motion between depth frames and
their corresponding texture frames (luminance and chromi-
nance components) is strongly correlated, so the additional
depth information may be used to generate more accurate SI
for the texture stream, increasing the efficiency of the system.
In this paper we propose various methods for accurate texture
SI generation, comparing them with other state-of-the-art so-
lutions. The proposed system achieves gains on the reference
decoder up to 1.49 dB.
Index Terms— Distributed Video Coding, Depth Map,
Wyner-Ziv Coding, Optical Flow, Multi-Hypothesis
1. INTRODUCTION
In the recent years Distributed Video Coding (DVC) has re-
ceived a great amount of interest, due to the possibility of
shifting complexity from the encoder to the decoder.
In this paper we address DVC of video-plus-depth streams
in a monoview scenario and propose methods to exploit the
correlation between the streams in order to produce more ac-
curate Side Information (SI). Depth maps can be used in sin-
gle view scenarios for activity detection, object tracking and
background/foreground separation [1].
DVC is based on two information theoretic results, the
Slepian-Wolf [2] and Wyner-Ziv [3] (WZ) theorems, where,
in the second case, source data are independently lossy coded
but jointly decoded using a correlated source at the decoder,
commonly referred to as SI. DVC could be an appealing so-
lution for the video-plus-depth coding problem, in particu-
lar if we require low-complexity encoders. It is possible,
in this way, to independently code the two streams and then
jointly decode them. This is especially convenient when sepa-
rated texture and depth cameras are used, in which case inter-
camera communication is difficult or perhaps infeasible. The
DVC decoder used as basis of our system is the one presented
in [4], employing the approach first proposed in [5] and then
improved in [6]. As can be seen in Fig. 1, the frames are di-
vided into Key-Frames (KFs) and WZ frames at the encoder.
The KFs are encoded independently with respect to each other
and with respect to the WZ frames, using a H.264/AVC Intra
coder. The KFs are used at the decoder to calculate the SI,
which is a prediction of the to-be-decoded WZ frame. At the
encoder the WZ frame is DCT-transformed, the coefficients
are grouped and divided in bitplanes. Each bitplane is en-
coded using an LDPCA encoder [7], and a subset of the calcu-
lated syndromes is sent to the decoder. The decoder uses the
syndromes to correct the errors in the corresponding SI bit-
planes, bitplane by bitplane. If the syndromes are not enough,
others are requested via a feedback channel. The LDCPA de-
coder also requires the calculation of the reliability of the bits
of the bitplanes. Ideally, it is possible to calculate such reli-
ability from the residual, which is the difference between the
SI and the original WZ frame, but since WZ frames are not
available at the decoder, a residual estimation method have to
be devised.
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Fig. 1: DVC Codec [4].
Depth maps are images allowing the calculation of the dis-
tance of an object from the camera. While texture frames
contain the luminance and chrominance components of the
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(a) Texture Frame (b) Depth Frame
Fig. 2: A texture frame (a) and its correspoding depth frame
(b), from the Ballet [12] sequence.
scene (Fig. 2a), depth maps describe depth information (Fig.
2b). Depth information can be used to calculate the distance
of a given point in the 3D scene from the camera. The depth
and texture frames of the same scene, referring to the same
time instant, are strongly correlated and the motion between
texture frames is highly correlated with the motion between
the depth frames [8]. This gives rise to the video-plus-depth
coding problem, in which the redundancy between the two
streams is used to achieve efficient coding, as for example
in [8]. This approach has also been used in depth map coding
architectures based on DVC [9, 10] where the depth motion
estimation has been carried out exploiting texture data. In
DVC for texture frames, depth data have been used to gener-
ate intra-view SI through view synthesis [11]. View synthesis
can be used in Multiview DVC but it is not suitable for sin-
gle view systems or in the cases in which the Rate-Distortion
(RD) performance of the intra and inter-view SIs are too dif-
ferent to obtain improvements from the fusion of the SIs.
This paper proposes methods for exploiting depth maps in
the texture SI generation. We consider that an independently
coded depth stream is already available and it is used to im-
prove the WZ coding performance of the texture stream. We
introduce Optical Flow (OF) based techniques, extending the
framework proposed in [13] and introducing a new OF tech-
nique based on two distinct data terms. We benchmark these
techniques against well-known block-based systems. Finally
we consider the use of a multi-hypothesis decoder [14] for ef-
ficient and robust SI fusion. OF-based SI generation [15, 16]
has been previously used in DVC as a way to create accu-
rate SI for texture streams. In this paper we use OF to extract
accurate motion estimates from the depth stream. We also
propose a joint stream calculation, taking into account, at the
same time, both KFs and depth frames, employing an OF for-
mulation with two constraints.
2. SIDE INFORMATION GENERATION
Let Di and Ti, with temporal index i, denote depth and tex-
ture frames, respectively. The to-be-decoded frame is Tt, all
the other frames in Fig. 3 are assumed to be known at the de-
coder. We estimate the motion between Dt and Dt−1 and use
it to motion compensate Tt−1 obtaining Yt−1. We also cal-









Fig. 3: The video stream structure, Group-Of-Pictures 2.
Once these two components have been calculated, the fi-
nal SI Y can be calculated as their average, and the residual
R can be calculated as their difference. We propose three new
methods for this basic setup (Fig. 3).
The first two, “D2T BB” and “D2T OF”, calculate the mo-
tion using the depth frames only, then this motion is used to
motion compensate the texture frames, generating Yt−1 and
Yt+1. The difference between the two is the Motion Esti-
mation (ME) algorithm: D2T BB uses a Block-Based (BB)
method, while D2T OF uses an OF method.
For what concerns D2T BB, we consider the so-called
“Adaptive Rood Pattern Search” (ARPS) ME algorithm [17].
While this approach may not provide the lowest Mean-
Squared-Error between the motion compensated depth frame
and the original one on average, it is able to capture the mo-
tion between the frames in a robust way, leading to fewer
artefacts in the warped (texture) frame. ARPS has been pro-
posed as a way to reduce the complexity of the ME process
in state-of-the-art predictive coding, but thanks to the adap-
tive nature of the pattern and the refinement step, it produces
superior results compared with full search ME in the given
setup. The final method that we propose, “DT2T”, is an OF
method that uses both texture and depth information. This
method employs the symmetric (texture) data term proposed
in [13], but also adds the asymmetric information given by
the depth maps in the motion estimation. In addition, we
consider the symmetric texture based SI generation method
presented in [16], which produces state-of-the-art results, as
an alternative that does not use depth maps. This method is
denoted as “T2T”.
2.1. Optical Flow based SI generation
As opposed to BB motion estimation, OF gives a dense result,
calculated by means of a global regularization process. Typ-
ical SI generation methods are based on calculating motion
using texture KFs [14, 16]. Here we extend the symmetric
OF method of [13] to also include asymmetric depth infor-
mation. A novelty of our approach is the introduction of a
new OF-based SI generation system, in which two data terms
are jointly minimized.
Given a set of pixel-domain (texture) key frames and











we want to estimate the dense flow field v such that the fol-
lowing optical flow constraints
CT (x, v) , Tt+1(x+ v(x))− Tt−1(x− v(x)), (1)
CD(x, v) , Dt′(x+ v(x))−Dt(x), (2)
are minimized, where x denotes a 2D point in the image.
The OF constraints are not sufficient for the motion esti-
mation, and in order to make the problem well-posed, one has
to penalize irregular behaviour. Here we focus on the TV-L1
energy [18], where data fidelity between two frames is mea-
sured by L1-norms of the optical flow constraints, and the




λ1‖CT (x, v)‖+ λ2‖CD(x, v)‖+ ‖Dv(x)‖dx.
(3)
With two data terms, this energy cannot be minimized as
proposed in [13], unless λ1 = 0 (D2T) or λ2 = 0 (T2T).
However, an extension to a sum of two 1-norm data terms
(including the cases λ1 = 0 or λ2 = 0) is presented in [19].
This solution is used to substitute the original data term solu-
tion in [13], giving an algorithm that minimizes (3). The first
data term produces flows that are symmetric through the in-
terpolated frame, while the other term allows non-symmetric
motion vectors. This combination should produce motion
vectors where smaller details are matched using depth infor-
mation, while bigger details (including lighting changes and
shadows, which are not visible from depth data) should be
matched using the texture frames. With the given formulation
(3) we consider three distinct cases:
T2T: λ1 = 40, λ2 = 0,
D2T: λ1 = 0, λ2 = 30,
DT2T: λ1 = 5, λ2 = 40.
It has to be noted that DT2T can only be calculated by us-
ing the new OF introduced here, while D2T and T2T could
have been calculated by using the method presented in [13].
The final estimate of the motion v is recovered following the
general implementation described by [13], with the following
exceptions: 65 pyramid levels are used, and 90 warps with
10 inner iterations are performed on each level; the Gaussian
smoothing of input images prior to downsampling has stan-
dard deviation 0.5 for T2T and DT2T, and 0.35 for D2T; after
linear upsampling of the flows, they are filtered using a 3× 3
median filter. OF naturally leads to the non pixel location
problem, in which a target position in Tt−1 and Tt+1 does not
have integer coordinates. In this case bicubic interpolation is
used.
2.2. Side Information Fusion
As previously outlined, our system is based on [4], and there-
fore also uses the Overlapped Block Motion Compensation
(OBMC) SI. We propose the use of a multi-hypothesis de-
coder as a way of fusing the produced SIs [14]. For each
SI the probability distribution of the bits of the bitplanes is
Table 1: QPs used with the given quantization matrices Qi.
XXXXXXXXXXSequence
Qi Q1 Q4 Q7 Q8
Dancer 33 30 27 23
Ballet 38 31 24 19
Breakdancers 40 33 26 22
calculated using the SI and its estimated residual. The dis-
tributions are then combined together using fixed weighting
coefficients. Six different coefficients are used, and the re-
sulting distributions are fed into six LDPCA decoders. For
each new received chunk of syndromes the decoding is tried;
if one of the decoders converges, its result is taken as final re-
sult and its combined distribution is used to reconstruct the
corresponding DCT coefficients. This process can be also
seen as a decoder-based rate-optimization since the chosen
solution is the one requiring less bits. We employed the 2 SIs
decoder (denoted as “2SI”) and a 3 SIs decoder (denoted as
“3SI”). For the 2SI decoder the first SI is OBMC and the sec-
ond is chosen between the ones presented here. For the 3SI
decoder we use OBMC, DT2T and T2T as SIs.
3. EXPERIMENTAL RESULTS
The system has been tested on a single view of the sequences
“Breakdancers” and “Ballet” from Microsoft Research [12],
and “Dancer” from Nokia Research [20]. We used the central
view of the three sequences, at 15 fps downsampled to CIF
resolution. The quantization matrices Qi, i = 1, 4, 7, 8 of the
DISCOVER project [21] are employed. The (texture) KFs are
H.264/AVC Intra encoded using the QPs in Table 1. We have
tested the first 100 frames of each sequence and reported the
results for Group-Of-Pictures (GOP) 2, using as reference the
decoder presented in [4] on texture frames. All the results and
the graphs show only the WZ frames performance, since the
KFs are encoded in the same manner for all the sequences.
The rate of the depth frames is not taken into account, since
we suppose that they are already required by the system and
not only used to improve the coding performance.
The Bjøntegaard PSNR distances and bit-rate savings [22]
for the 2SI decoder have been reported in Table 2, using
uncompressed depth maps (denoted as QPD = U ), and
H.264/AVC Intra coded depth maps with quantization pa-
rameter QPD = {20, 40}. In Table 2, each 2SI decoder is
denoted with the second employed SI, since the first one is
always OBMC. DT2T is an extension of T2T, hence we re-
port also the latter for the ease of comparison. From Table
2, in the case of uncompressed depth maps, we can see that
DT2T is the best performing method for Dancer and Ballet,
both medium motion sequences. For Ballet the second best
method is D2T OF, while for Dancer the difference between
D2T OF and T2T is negligible. It has to be noted that Ballet
is a real-world sequence and depth maps have been estimated











Table 2: Bjøntegaard Distances between the reference decoder [4] and the proposed decoders.
QPD = U QPD = 20 QPD = 40
Sequence T2T D2T D2T DT2T D2T D2T DT2T D2T D2T DT2T
BB OF BB OF BB OF
Dancer ∆Rate[%] 15.44 11.12 17.57 23.82 9.48 17.16 24.55 5.41 12.57 19.29
∆PSNR[dB] 0.74 0.48 0.78 1.12 0.42 0.76 1.15 0.23 0.56 0.88
Ballet ∆Rate[%] 2.76 11.03 17.42 19.11 9.46 17.69 18.97 6.20 15.36 17.03
∆PSNR[dB] 0.19 0.74 1.19 1.32 0.63 1.22 1.32 0.41 1.05 1.17
Break- ∆Rate[%] 3.84 8.50 12.43 11.61 7.71 12.30 11.83 5.03 11.15 10.95
dancers ∆PSNR[dB] 0.24 0.52 0.76 0.71 0.47 0.75 0.73 0.30 0.68 0.67






























































Fig. 4: RD curves, WZ frames only, uncompressed depth maps.
generated sequence in which depth maps have been generated
using the actual distances of the 3D object models from the
virtual camera. The depth maps of Dancer are smoother com-
pared with those of Ballet, hence the SI of Dancer has lower
quality compared with Ballet. Nevertheless, the novel DT2T
approach outperforms both D2T OF and T2T, improving over
the single SI decoder [4] by up to 1.32 dB. Breakdancers
shows a much higher temporal activity making the motion
estimation more difficult. In this case D2T OF greatly out-
performs T2T. DT2T shows a negligible performance loss
compared with D2T OF. In all the aforementioned cases D2T
BB is not able to achieve the same performance as D2T OF
due to the lack of flexibility of the block-based approach.
The proposed OF-based methods show high resilience to the
quantization noise of the depth maps: the performance in the
case of QPD = 20 are basically the same as in the uncom-
pressed case; while in the case of QPD = 40 we can notice a
performance degradation, but the DT2T method is still able to
achieve improvements ranging from 0.67 to 1.17 dB over [4].
It may also be noted that DT2T works correctly even when
T2T has better performance compared with D2T OF (see
Dancer, QPD = 40) and it is still superior to the best of them.
For what concerns the 3SI decoder (Table 3), it is able to
correctly fuse the SIs leading to good and robust improve-
ments, always superior to any 2SI decoder, with gains ranging
from 0.90 dB to 1.49 dB. No case-specific optimization has
been performed, i.e. the parameters used for the OF-based
methods are fixed for all the sequences and for all the QPD
values. The RD-curves for the three sequences in the case
of uncompressed texture frames are also depicted in Fig. 4,
Table 3: Bjøntegaard Distances between the reference de-
coder [4] and the 3SI decoder.
XXXXXXXXXXSequence
QPD U 20 40
Dancer ∆Rate[%] 30.69 30.80 28.40
∆PSNR[dB] 1.48 1.49 1.35
Ballet ∆Rate[%] 20.70 20.63 18.96
∆PSNR[dB] 1.45 1.45 1.32
Break- ∆Rate[%] 15.15 15.05 14.49
dancers ∆PSNR[dB] 0.94 0.93 0.90
where the performance of [4] is denoted as “Reference”. As
it can be seen the decoder in [4] is able to greatly outperform
the DISCOVER [6] decoder on textures in all the settings,
making it more fair to compare the proposed systems with
the one in [4].
4. CONCLUSION
In this work we investigated the possibility of using depth
maps for improved SI generation in single-view video-plus-
depth DVC. The proposed system is able to achieve good and
robust improvements over one of the best single SI DVC de-
coders available in literature [4], with improvements ranging
from 0.90 dB to 1.49 dB. OF-based methods showed clear
superiority to conceptually similar block-based methods. The
DT2T method was able to successfully combine the symmet-
rical OF approach [16] and the D2T approach introduced in
this work. Finally, the multi-hypothesis decoder was able to












[1] S. Mehrotra, Z. Zhang, Q. Cai, C. Zhang, and P.A.
Chou, “Low-complexity, near-lossless coding of depth
maps from Kinect-like depth cameras,” in Proc. of IEEE
MMSP, October 2011, pp. 1 –6.
[2] D. Slepian and J. Wolf, “Noiseless coding of correlated
information sources,” IEEE Trans. Inform. Theory, vol.
19, no. 4, pp. 471 – 480, July 1973.
[3] A.D. Wyner and J. Ziv, “The rate-distortion function
for source coding with side information at the decoder,”
IEEE Trans. Inform. Theory, vol. 22, pp. 1–10, 1976.
[4] X. Huang and S. Forchhammer, “Cross-band noise
model refinement for transform domain Wyner-Ziv
video coding,” Signal Processing: Image Communica-
tion, vol. 27, no. 1, pp. 16 – 30, 2012.
[5] B. Girod, A.M. Aaron, S. Rane, and D. Rebollo-
Monedero, “Distributed video coding,” in Proc. of the
IEEE, January 2005, vol. 93, pp. 71 –83.
[6] X. Artigas, J. Ascenso, M. Dalai, S. Klomp, D. Kubasov,
and M. Ouaret, “The DISCOVER codec: Architecture,
techniques and evaluation,” in Proc. of PCS, November
2007.
[7] D. Varodayan, A. Aaron, and B. Girod, “Rate-adaptive
codes for distributed source coding,” EURASIP Sig-
nal Processing Journal, vol. 86, no. 11, pp. 3123–3130,
November 2006.
[8] M. Winken, H. Schwarz, and T. Wiegand, “Motion vec-
tor inheritance for high efficiency 3D video plus depth
coding,” in Proc. of PCS, May 2012, pp. 53 –56.
[9] G. Petrazzuoli, M. Cagnazzo, F. Dufaux, and
B. Pesquet-Popescu, “Wyner-Ziv coding for depth maps
in multiview video-plus-depth,” in Proc. of IEEE ICIP,
September 2011, pp. 1817 –1820.
[10] M. Salmistraro, M. Zamarin, L. L. Rakêt, and S. Forch-
hammer, “Distributed multi-hypothesis coding of depth
maps using texture motion information and optical
flow,” in Proc. of IEEE ICASSP, May 2013, accepted.
[11] X. Artigas, E. Angeli, and L. Torres, “Side informa-
tion generation for multiview distributed video coding
using a fusion approach,” in Proc. of NORSIG 2006,
June 2006, pp. 250 –253.
[12] L.C. Zitnick, S.B. Kang, M. Uyttendaele, S. Winder, and
R. Szeliski, “High-quality video view interpolation us-
ing a layered representation,” ACM Trans. Graph., vol.
23, no. 3, pp. 600–608, 2004.
[13] L.L. Rakêt, L. Roholm, A. Bruhn, and J. Weickert, “Mo-
tion compensated frame interpolation with a symmetric
optical flow constraint,” in Advances in Visual Comput-
ing, George Bebis et al., Ed., vol. 7431 of Lecture Notes
in Computer Science, pp. 447–457. Springer Berlin Hei-
delberg, 2012.
[14] X. Huang, L.L. Rakêt, H.V. Luong, M. Nielsen,
F. Lauze, and S. Forchhammer, “Multi-hypothesis trans-
form domain Wyner-Ziv video coding including optical
flow,” in Proc. of IEEE MMSP, October 2011, pp. 1 –6.
[15] H.V. Luong, L.L. Raket, X. Huang, and S. Forchham-
mer, “Side information and noise learning for dis-
tributed video coding using optical flow and clustering,”
IEEE Trans. Image Process., vol. 21, no. 12, pp. 4782
–4796, December 2012.
[16] L.L. Rakêt, J. Søgaard, M. Salmistraro, H. V. Luong,
and S. Forchhammer, “Exploiting the error-correcting
capabilities of low density parity check codes in dis-
tributed video coding using optical flow,” in Proc. of
SPIE, 2012, vol. 8499, pp. 84990N–84990N–15.
[17] Y. Nie and K.-K. Ma, “Adaptive rood pattern search for
fast block-matching motion estimation,” IEEE Trans.
Image Process., vol. 11, no. 12, pp. 1442 – 1449, De-
cember 2002.
[18] C. Zach, T. Pock, and H. Bischof, “A duality based ap-
proach for realtime TV-L1 optical flow,” in Ann. Symp.
German Association Patt. Recogn, 2007, pp. 214–223.
[19] A. Wedel, T. Pock, J. Braun, U. Franke, and D. Cremers,
“Duality TV-L1 flow with fundamental matrix prior,” in
Image and Vision Computing, Auckland, New Zealand,
November 2008, pp. 1–6.
[20] “Extension of existing 3DV test set toward synthetic
3D video content,” ISO/IEC JTC1/SC29/WG11, Doc.
M19221, Daegu, Korea, January 2011.
[21] “DISCOVER project test conditions,” December 2007,
http://www.img.lx.it.pt/~discover/test_conditions.html.
[22] G. Bjøntegaard, “Calculation of average PSNR differ-




















DISTRIBUTED MULTI-HYPOTHESIS CODING OF DEPTH MAPS USING TEXTURE
MOTION INFORMATION AND OPTICAL FLOW
Matteo Salmistraro♦ Marco Zamarin♦ Lars Lau Rakeˆt? Søren Forchhammer♦
♦DTU Fotonik, Technical University of Denmark, Ørsteds Plads,
2800 Kgs. Lyngby, Denmark. Emails: {matsl, mzam, sofo}@fotonik.dtu.dk
?Department of Computer Science, University of Copenhagen, Universitetsparken 1,
2100 Copenhagen, Denmark. Email: larslau@diku.dk
ABSTRACT
Distributed Video Coding (DVC) is a video coding paradigm
allowing a shift of complexity from the encoder to the de-
coder. Depth maps are images enabling the calculation of the
distance of an object from the camera, which can be used in
multiview coding in order to generate virtual views, but also
in single view coding for motion detection or image segmen-
tation. In this work, we address the problem of depth map
video DVC encoding in a single-view scenario. We exploit
the motion of the corresponding texture video which is highly
correlated with the depth maps. In order to extract the motion
information, a block-based and an optical flow-based meth-
ods are employed. Finally we fuse the proposed Side Infor-
mations using a multi-hypothesis DVC decoder, which allows
us to exploit the strengths of all the proposed methods at the
same time.
Index Terms— Distributed Source Coding, Depth Map
Coding, Wyner-Ziv Coding, Optical Flow, Distributed Video
Coding.
1. INTRODUCTION
In this work we address the coding of depth maps, using DVC
[1, 2] as basis of our coding architecture.
Depth maps are particular images enabling the calcula-
tion of the distance of an object from the camera. A video
representation format that is gaining popularity is the so-
called “video-plus-depth”, where in addition to texture data
(the luminance and chrominance information of the scene),
per-pixel depth information is also provided [3, 4]. Depth
data allows fast generation of virtual views using the so-
called Depth-Image-Based-Rendering (DIBR) algorithms [4],
which makes the video-plus-depth format suitable for 3DTV
and free viewpoint system implementations [5]. Moreover, it
can be used for a number of purposes that can be of interest in
modern video surveillance scenarios such as scene matting,
activity detection and object tracking [3].
DVC is a video coding paradigm that allows shifting the
complexity from the encoder side to the decoder side due to
the fact that Motion Estimation (ME)—which heavily con-
tributes to the computational complexity in state-of-the-art
video codecs—can be performed at the decoder. Typical DVC
scenarios feature strict power consumption constraints at the
transmitter side, requiring low-complexity encoders, while
the requirements are less stringent at the decoder. A multi-
camera video surveillance scenario is a good example of a
system with such requirements [2]. In a typical DVC archi-
tecture [1] inter-coded frames (i.e. frames coded by means
of motion estimation and compensation) are substituted by
the so-called Wyner-Ziv (WZ) frames. WZ frames are en-
coded in a different manner: parity check data are calculated
and transmitted. An Intra-coded frame is referred to as Key
Frame (KF) and is encoded and transmitted as in traditional
video coding. At the decoder side KFs are used to estimate
WZ frames by means of ME. The estimated frame, called Side
Information (SI), can be corrected using parity bits from the
encoder. The SI generation algorithm is therefore of crucial
importance as the quality of the estimated frames directly af-
fects the amount of additional parity bits required, and conse-
quently the Rate-Distortion (RD) performance of the system.
The core part of the proposed decoder is the Transform Do-
main WZ (TDWZ) codec [6]. At the encoder the WZ frame
is DCT transformed and quantized. Each DCT coefficient is
organized in bitplanes, and for each bitplane a LDPCA [7]
encoder calculates the parity bits. At the decoder the SI is
generated using an interpolation-based technique, for exam-
ple Overlapped Block Motion Compensation (OBMC) [6]. A
subset of the parity bits are sent to the decoder. The decoder
tries to correct the errors present in the corresponding bitplane
of the SI using the parity bits. If the decoding is not successful
new bits are requested. Another key element of the decoder
is the noise modelling, which is important in order to provide
the LDPCA decoder with the likelihood of the value of each
bit. The errors present in the SI are modelled as Laplacian
distributed errors. In order to calculate the distribution, an
estimation of the residual is needed. The residual is the dif-
ference between the SI and the original frame, which can not
be directly calculated in practice. For more information on
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DVC coding the reader is referred to [1, 2, 6].
Since texture and depth represent different aspects of the
same 3D scene, the two components show a high correla-
tion [8]. In a video-plus-depth DVC scenario such correla-
tion can be exploited to improve the overall coding efficiency
e.g. by refining the depth SI generation using texture motion
information.
In this paper Transform Domain WZ coding of depth
maps is addressed in a mono-view video-plus-depth scenario.
This scenario is interesting when addressed with DVC be-
cause two dependent streams can be independently encoded
but dependently decoded. This approach can be general-
ized to a multi-camera scenario, where a depth camera and a
texture camera are used together, making inter-camera coop-
eration difficult or not feasible. Texture data are supposed to
be available at the decoder and are used to improve the WZ
decoding of depth data. Three different SIs are generated and
fused using a multi-hypothesis approach [9]. The first SI is
generated by applying block-based texture motion vectors to
the depth component; the second one is obtained by applying
the texture optical flow to the depth component; finally the
third one is generated by means of motion estimation from
depth data only. The three SIs present different characteristics
and provide accurate estimation of the to-be-decoded depth
frame in different regions.
1.1. Related Works
The use of texture motion information for depth compression
purposes has been explored in conventional predictive coding
in [10] and more recently in [11]. The same concepts can
be exploited in a DVC decoder for accurate SI generation, as
done in [12] in which multiple decoded texture frames are
used. In our work we suppose that the decoder has access to
the corresponding texture frame of the to-be-decoded depth
frame, while in [12] only the texture frames corresponding
to the depth KFs are used. Moreover, we investigate optical-
flow-based methods, while [12] investigate only block-based
methods. The multi-hypothesis decoder employed is the same
as in [9] where OBMC was used with block-based extrapola-
tion and optical flow-based interpolation in order to improve
a texture-based DVC decoder. We use the same approach in
order to effectively fuse three different SIs.
A preliminary study of the aforementioned problem has
been performed in [13] but only the block-based method was
presented and no fusion technique was proposed.
Optical flow-based SI generation has already been used
for example in [9]. In this case the flows were used to in-
terpolate an unknown texture frame given the previous and
successive texture frames. In our framework we use the flow
to extract the motion information from texture frames.
The remainder of this paper is organized as follows: Sec-
tion 2 describes the proposed SI generation algorithms and the
relative SI fusion method. In Section 3 experimental results
are discussed. Finally, Section 4 summarizes the presented
work.
2. SI GENERATION AND FUSION
In this section we describe the two proposed SI generation
algorithms for depth maps, exploiting texture motion infor-
mation. We also analyse the employed fusion procedure. In
addition a third SI based on OBMC [6] on depth video is in-
cluded in the fusion procedure. This decoder is used as basis
for evaluating the performance of the two texture-based SIs
and the performance of the fusion procedure. It has to be
noted however, that OBMC has not been devised for depth
maps and it has not been modified in this work.
2.1. Texture-based SI generation algorithms
The main idea behind the proposed methods is that the mo-
tion of the texture is highly correlated with the one encoun-
tered in the depth data. For the to-be-decoded depth frame
X at instant t, assume that the depth maps at instants t − 1,
and t + 1 (Dt−1 and Dt+1, respectively) are known. We can
use the motion information of the texture to warp Dt−1 and
Dt+1 towards X obtaining the SI Y . In order to perform the
aforementioned procedure the texture frames at instants t−1,
t, and t + 1 (Ct−1, Ct, Ct+1, respectively) are available at
the decoder. The Motion Vectors (MVs) are calculated from
Ct to Ct−1 and from Ct to Ct+1. The MVs are used in turn
to motion compensate Dt−1 and Dt+1, obtaining two depth
SIs Y1 and Y2, respectively. The final SI, Y , is calculated as
the arithmetic average of Y1 and Y2. The residual, RY , is cal-
culated as the absolute difference between Y1 and Y2. The
argument behind this simple choice is that if a region in X
presents simple motion, it will be well predicted. Hence Y1
and Y2 will agree in the particular area, leading to low resid-
ual estimation. If on the contrary the two estimated frames
disagree, the residual will be higher.
The methods used to calculate the motion from the tex-
ture data is of central importance to the SI quality. We have
selected two different ME approaches.
2.2. Block-Based Side Information Generation
We consider the so-called “Adaptive Rood Pattern Search”
(ARPS) ME algorithm proposed in [14]. This approach may
not provide the lowest MSE (Mean-Squared-Error) between
the motion compensated texture frame and the original one,
however, it is able to capture the motion between the frames in
a robust way, leading to fewer artefacts in the warped (depth)
frame. ARPS has been proposed as a way to reduce the com-
plexity of the ME process in state-of-the-art predictive cod-
ing, but thanks to the adaptive nature of the pattern and the











full search in the given setup. This Block-Based SI genera-
tion is referred as BB.
2.3. Optical Flow Side Information Generation
As an alternative to BB, we consider an Optical Flow (OF)
[15] SI generation. As opposed to BB, the OF based ME is
global, in the sense that individual motion vectors are esti-
mated for every pixel. Given a set of texture frames Ct and
Ct′ , (t′ = t+ 1, t− 1), in pixel domain, we want to estimate
the dense flow field v such that the optical flow constraint
D(x, v) , Ct′(x+ v(x))− Ct(x), (1)
where x denotes a point in the image, is close to zero.
The optical flow constraint (1) will not be sufficient for
motion estimation, and in order to make the problem well
posed, one has to penalize irregular behavior. Here we focus
on the TV-L1 energy, where data fidelity between two frames
is measured by the L1-norm of the optical flow constraint,




λ‖D(x, v)‖+ ‖Dv(x)‖ dx. (2)
The total variation of a vector valued function is not uniquely
defined, and several definitions have been used for this prob-
lem [16, 17, 18]. Here we use the definition of [19], since
this method does not suffer from the channel smearing (i.e.
independent optimization of the two channels of the motion
vectors, the x- and y-components) of other definitions.
The final estimate of the motion v is recovered from itera-
tively minimizing a linearized version of (2) using the duality
based splitting of [16]. The minimization is performed in a
coarse to fine pyramid. We use 65 pyramid levels wit a scaling
factor of 1.05, and Gaussian blurring of Ct and Ct′ with stan-
dard deviation 0.5, and on each level we perform 90 warps,
with 1 outer and 10 inner iterations [16]. Furthermore we re-
move outliers by performing a median filtering of the flow for
each warp. The parameter λ was set to 480. Compared to
optical flow based interpolation [9] this value may seem high,
however for the given test setup with higher temporal and spa-
tial resolution, as well as the direct knowledge of the texture
state, this higher weight on data fidelity is adequate. For more
details on the implementation we refer to [18]. OF may lead
to the non pixel location problem, in which a target position
in Dt−1 and Dt+1 does not have integer coordinates. In this
case bicubic interpolation is used.
2.4. Side Information Fusion
In order to exploit all the presented SIs (BB, OF, OBMC) a
robust fusion technique is needed. In [9] it has been demon-
strated that a multi-hypothesis decoder can be used to ef-
fectively combine block-based and pixel-based motion esti-
mation techniques. In our work, we use the three SI de-
coders approach (referred as 3SI) as a way to fuse the three
SIs. The multi-hypothesis decoder allows implementing a
rate-based optimization strategy by using a number of par-
allel LDPCA decoders. Each LDPCA decoder is fed with a
different weighted combination of the conditional probabil-
ities for a given bitplane, and the syndromes coming from
the encoder. Each bitplane contains the co-located bits of a
given DCT coefficient. The decoded sequence of the first con-
verging decoder is chosen as solution, and the corresponding
weights used to combine the SIs are also used in the recon-
struction process to improve the PSNR of the decoded frame.
This method, thanks to the multi-decoder structure, shows ro-
bust gain, good performance and is therefore employed in this
work as the fusion technique. However, the 3SI approach will
increase the complexity of LDPC decoding up to 6 times.
3. EXPERIMENTAL RESULTS
The system has been tested on the sequences “Breakdancers”
and “Ballet” from Microsoft Research [20], and “Dancer”
from Nokia Research [21]. We used the central view of the
three sequences, at 15 fps downsampled to CIF resolution.
The quantization matrices Qi = 1, 4, 7, 8 of the DISCOVER
[22] project are employed. The KFs are H.264/AVC Intra en-
coded using QP = 40, 37, 31, 29 and are matched with the
quantization matrices. We have tested the first 100 frames of
each sequence and reported the results for Group-Of-Pictures
(GOP) 2, 4, 8. The performance of the WZ frames has been
evaluated and compared with the single SI OBMC decoder.
In Tables 1-3 we list the Bjøntegaard differences [23] between
the single SI OBMC decoder and the 3SI decoder. The results
for lossless coded textures are listed as “QP = L”, while the
results using compressed textures, are listed with the QP used
for compression. Texture compression has been performed
with a standard H.264/AVC Intra coder1. In Figs. 1a-1c the
RD curves for GOP2 are reported. We have also reported
the performance of the single SI system and the performance
of DISCOVER. Only the performance for WZ frames is re-
ported. It has to be noted that the parameters of the 3SI de-
coder are the same for all the sequences and the quality level
of the textures.
In Section 2, the SI generation for GOP2 has been out-
lined. In the cases of GOP4 and GOP8 a hierarchical coding
structure [6] is used. First the SI for the central WZ frame is
generated using Ct−k, Ct+k, Dt−k, and Dt+k, where k cor-
responds to half of the GOP size. The decoded WZ frame
splits the GOP in two smaller GOPs in which the procedure
can be iterated until all the WZ frames have been decoded.
From the results presented, it can be seen that the OF
outperforms all the other single SI methods, showing also
high robustness against texture quantization, while the BB























































































Fig. 1: RD curves, WZ frames only, GOP2.
method suffers at lower qualities of the texture frames. The
single SI OBMC-based decoder outperforms DISCOVER
[24] codec in all the studied conditions and for all the in-
vestigated sequences. The 3SI is able to correctly fuse the
three SIs, performing, on average, better or as well as the best
available SI for the particular RD point. The improvements
between the single SI OBMC decoder and the 3SI decoder
ranges from 1.50 to 4.95 dB and from 21.24% to 49.06% bit-
Sequence QP ∆PSNR ∆Rate
[dB] [%]
L 2.98 −46.46
Ballet 20 2.85 −44.99
30 2.40 −39.79
L 2.12 −34.02
Breakdancers 20 2.07 −33.28
30 1.87 −31.16
L 2.05 −42.90
Dancer 20 2.04 −40.41
30 1.82 −36.24
Table 1: Bjøntegaard Distances between OBMC and the pro-
posed methods, GOP2.
Sequence QP ∆PSNR ∆Rate
[dB] [%]
L 3.16 −44.71
Ballet 20 3.06 −43.32
30 2.57 −38.11
L 1.71 −23.87
Breakdancers 20 1.68 −23.52
30 1.50 −21.24
L 2.47 −42.54
Dancer 20 2.38 −42.03
30 2.00 −38.81
Table 2: Bjøntegaard Distances between OBMC and the pro-
posed methods, GOP4.
rate Bjøntegaard savings. Interestingly, the improvements for
GOP8, are higher in the case of compressed textures for the
Ballet and Breakdancers sequences (Table 3). A justification
can be found in the non-linear low-pass filtering nature of the
quantization, leading to more robust results, which in case of
complex motion can be of benefit.
4. CONCLUSION
In this work we addressed the problem of DVC-based depth-
map coding. We devised algorithms to produce higher qual-
ity SIs, employing the texture frames. We used two methods
in order to extract the motion information from the texture
frames: a block-based method and an optical flow-based one.
The optical flow achieved better performance and superior ro-
bustness to quantization of the textures compared with the
block-based system. The multi-hypothesis decoder proved
to be an effective and robust way to fuse the three generated
SIs outperforming the best single SI available. The improve-
ments between the single SI OBMC decoder and the multi-
hypothesis decoder ranges from 1.50 to 4.95 dB and from
21.24% to 49.06% Bjøntegaard bit-rate savings.
Sequence QP ∆PSNR ∆Rate
[dB] [%]
L 3.03 −42.80
Ballet 20 3.46 −46.62
30 2.98 −41.53
L 1.80 −23.95
Breakdancers 20 1.95 −25.55
30 1.76 −23.37
L 4.95 −49.06
Dancer 20 4.74 −47.61
30 4.43 −45.04
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Abstract
This paper considers using BCH codes for distributed source coding using
feedback. The focus is on coding using short block lengths for a binary source,
X, having a high correlation between each symbol to be coded and a side in-
formation, Y , such that the marginal probability of each symbol, Xi in X,
given Y is highly skewed. In the analysis, noiseless feedback and noiseless com-
munication are assumed. A rate-adaptive BCH code is presented and applied
to distributed source coding. Simulation results for a fixed error probability
show that rate-adaptive BCH achieves better performance than LDPCA (Low-
Density Parity-Check Accumulate) codes for high correlation between source
symbols and the side information.
1 Introduction
In this paper we address the use of BCH codes in distributed source coding (DSC)
with feedback. In recent years distributed source coding [1] has gained increasing
interest e.g. for distributed video coding [2]. The coding is referred to as Slepian-Wolf
coding and based on the Slepian-Wolf theorem [3]. The relation between Slepian-Wolf
(SW) coding and syndrome decoding of error-correcting codes was observed by Wyner
in [4]. Applying and designing practical SW coding schemes of finite block length
poses challenges. Turbo and LDPC codes were considered in [5] using block lengths
of 104 and 105 bits, which may be too long for some practical applications. Our aim
is to use feedback for (SW) coding using shorter blocks. We shall consider the case
where each symbol, Xi, to be coded is strongly correlated with the side information
Y . Thus the conditional entropy H(X|Y ) is low. We shall analyze the case, where
the difference between Xi and the corresponding symbol in the side information, Yi,
is modeled as a Bernoulli process having (a small) error probability, p. Distributed
coding of strongly correlated sources was treated in [6], but the bit error rate was not
reduced much, in the results reported, compared to what would be obtained simply
by selecting the most likely values of Xi given the corresponding side-information,
Yi. They considered distributed arithmetic coding as an alternative to Turbo and
LDPC coding. Without a feedback channel, using these codes as well as BCH codes
for DSC [2], [7], fixed rate coding is used, leading to an inferior performance since the
code used has to be designed for the relatively large variation in number of errors in
the short blocks. To alleviate this we shall consider a system with feedback as in [1]
where LDPC(A) coding is used, but here we shall use BCH coding in a rate-adaptive
manner. Syndromes for the BCH code are requested one by one through the feedback
channel and the requests are stopped when a sufficiently reliable decoded results is
reached. To increase the reliability, a check of the decoded result may be requested
2012 Data Compression Conference
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and performed based on additional syndromes of the BCH code or CRC checking.
The problem is addressed both with or without knowledge of the error probability,
p. In Section 2 rate-adaptive BCH coding and distributed decoding is presented, as
well as the use of extra syndromes for checking. Section 3 presents expressions and
an algorithm for analyzing the performance. Section 4 deals with the code selection
in the case of unknown error probability. To reduce the cost of these check bits,
Section 5 extends the scheme to one or more CRC checks over multiple BCH blocks.
Simulation results are presented in Section 6.
2 Slepian-Wolf coding using rate-adaptive BCH
For use in distributed source coding we consider a specific version of Slepian-Wolf
coding [3] and present a rate-adaptive BCH code for DSC over a communication
system with error free transmission including an error free feedback channel. A block,
X , of length l bits from the source sequence is encoded using a parity check matrix
for a linear code, and it is decoded with help of side information, Y, correlated with
X . Let E denote the (modulo 2) difference between X and Y. We proceed using the
formulation in [4]. Syndromes, sX(s), are calculated as shown below at the encoder
and received at the decoder without errors:
Encoding : sX(s) = H(s)X
t, (1)
Side information : Y = X+E (2)
Decoding : s(s) = sX(s) +H(s)Y
t = H(s)Et, (3)
where the calculations are done modulo 2 and the parity check matrix is denoted H(s)
with index s to indicate an adaptive rate given by using an increasing number of rows
in H(s), and thus providing incremental redundancy. The syndromes are requested
by the decoder from the source encoder through a feedback channel. The decoder [4]
(ideally) performs a maximum-likelihood decoding of s(s) to find the estimate Eˆ which
is used to find an estimate of X as Xˆ = Y + Eˆ. Since the code is of finite length,
errors in Eˆ cannot be completely avoided. We consider the case that the difference E
is an i.i.d. Bernoulli process with error probability, p, given the side information Y.
We analyze performance assuming that X and Y are equiprobable i.i.d. In this case
the likelihood may be expressed by the Hamming distance. We consider a particular
code and decoding algorithm below, and later analyze the probability of error.
2.1 Rate-adaptive BCH codes
We shall here consider the use of BCH codes as the linear codes [8] and describe
how to use them in a rate-adaptive way. The length of the blocks X and Y is
assumed to be l ≤ 2M − 1 for an integer M. Let α be a primitive element in GF (2M).
For fixed s and given set of syndromes, sX(s), the BCH code is sure to correct t errors
if α, α2, ..., α2t are roots of the codewords regarded as binary polynomials. Syndromes
for the source block X(z) are calculated in GF (2M) as X(αi) = ri(α
i) where ri(z) is
the remainder of X(z) divided in GF (2) bymi(z), the minimal polynomial for α
i. For
binary BCH codes some syndromes are easily calculated from others, so there is only
a need to know the independent syndrome values. For the decoding, a maximum-
likelihood decoder should be used [4]. In [7] list decoding of BCH and similar codes
is suggested (without considering feedback) to extend the capabilities of the usual
bounded distance decoder, but the list decoding algorithms work best for low rate
codes, i.e. for high H(X|Y ).
The structure of BCH codes makes them suited for rate adaptation as the number
of syndromes is freely selectable. We introduce rate adaptation of BCH codes for











decoding we use the Berlekamp-Massey algorithm [8] since it operates on the syn-
dromes for increasing powers of α just as the rate adaption. The algorithm may be
stopped at any step and the result evaluated, i.e. does the error locator provide an
acceptable error pattern? We shall discuss this evaluation further below. If a new
independent syndrome is needed, it is requested from the encoder, and the algorithm
may continue from the stopping point since all previous syndromes are already in-
cluded in the current result. A similar approach for adapting BCH codes was used
in a more complex way by Shiozaki for an adaptive ARQ system [9]. As above, we
let the index s indicate the number of independent syndromes known at a certain
step in the rate-adaptation. We denote the number of bits in the remainder giving
independent syndrome number s as m(s) (usually m(s) = M) and we denote the
number of errors correctable by having the s independent syndromes as t(s).
2.2 Reliability of decoding and strategy for checking
A particular decoding of s independent syndromes may have two undesired results:
Decoder failure or Decoder error. In case of failure, the rate-adaptive scheme just
continues by requesting a new independent syndrome, but for a decoder error, the
error pattern is wrongly accepted. For Reed-Solomon codes, the probability that
a received vector with more than t errors is erroneously decoded is known [10] to
be close to 1/t!. A similar argument may be used for the probability of decoding
error for a BCH code. Thus, if t(s) is reasonably high, there is no need to test the
reliability further, but for smaller t(s), a test for the reliability has to be added. A
separate CRC check may be used for this purpose, but here we shall instead use
one or more subsequent independent syndrome(s). This is done simply by requesting
syndrome(s) and letting the Berlekamp-Massey algorithm continue one or more steps
where the discrepancies should evaluate as zero, i.e. the result also fits the extra
check syndrome(s). We denote the number of bits received for checking as c(s). The
reliability is improved by (about) 2−c(s) when using a CRC check [11]. If the check
fails, a new error pattern may be calculated based on the syndromes already available,
including the checks, and if needed, extra check syndromes may be requested. Since
the decoding with few syndromes are rather unreliable, we start with smin syndromes
and thereafter one syndrome at a time. We may also impose a maximum number
of syndromes smax, e.g. if we want to limit the number of requests/syndromes for
practical or numerical reasons. Finally we may at some point decide the strength of
BCH decoding to be sufficient (i.e. the probability of erroneous decoding is sufficiently
low) and therefore drop the CRC check, i.e. c(s) = 0 after this point. If we were to
use a conventional CRC, once we had checked for a given s and rejected the decoding,
we could not later back off to a check with fewer bits. Generally we require c(s) extra
syndrome bits after decoding using s syndromes.
To summarize a rate-adaptive BCH DSC codec is specified by the length, l, of
the BCH code, the decoding algorithm applied at each s and the check strategy, c(s).
The codec requires an error free feedback channel.
3 Performance - known error probability
We shall analyze the performance for i.i.d. equiprobable binary sequences X and
Y , with fixed probability of error, p(xi 6= yi) = p. Let Pe(t) denote the (binomially
distributed) probability of t errors among the l positions. For a strategy, c(s), we may
calculate the expected number of errors when stopping at s syndromes as follows. All
errors (apart from errors remaining at smax) are due to erroneous decoding. The other
difference compared to analysis of fixed rate and t is that there may have been an











of the number of errors and denote the residual probability of not being able to have
a correct decoding after s syndromes by PR(s). This is given by Pe(> t(s)) but
decreased by the (small) probability of erroneous decoding prior to t(s) which is not
caught by the CRC. Due to the independence assumption, the relative probabilities
of decoding, failure and erroneous decoding at t(s), remain the same as before. We
shall now express approximative bounds on the expected number of errors, B(s), after
erroneous decoding with s syndromes. First we express contributions r(s) and b(s) to
the bit-rate, R(s), and B(s), respectively. To simplify the expressions we introduce









and we introduce PE(s) as the probability of an erroneous decoding with s syndromes









Pe(≥ t(s) + 1), (5)
where N(s) is the total number of bits in the s independent syndromes. First, we
initialize lower and upper bounds and an approximate value for B(s) at smin ≥ 0 after
adding a c(smin) CRC:
PE(smin)2
−c(smin)e(smin) ≤ B(smin) ≤ PE(smin)2−c(smin)(e(smin) + t(smin)) (6)
B(smin) ≈ PE(smin)2−c(smin)max{2t(smin) + 1; e(smin)(1− 2t(smin)
l
) + t(smin)} (7)
Equation (6) is derived using the probability of a decoding error with smin syn-
dromes, PE(smin), which is reduced due to the checking with c(smin) check bits. In
this case there are at least e(smin) errors and the decoding may add up to t(smin)
errors more. When the t(smin) is larger than the mean number of errors in the block,
pl, e(smin) is around t(smin)+1, and the decoding usually makes t(smin) errors more,
so the first element in the maximization in (7) gives an approximate value. The other
element in the maximization is for t(smin) < pl where some of the corrections may
accidently hit the e(smin) positions in error. For ease of calculation, we assume that
checking using c(s) bits by extra syndromes has the same effect as a CRC (2−c(s)),
and that PE(s) may also be used in the following steps. Now let PR(smin) denote the
probability of more errors without stopping at smin.




m(s) + (1− PR(smin))c(smin) (9)
Equation (9) uses PR(smin) in (8) to give the starting point for the rate expression
in (13) below. Using the same arguments as for smin, we get the contributions for
each syndrome, s, following smin as:
PR(s− 1)
Pe(> t(s− 1))PE(s)2
−c(s)e(s) ≤ b(s) ≤ PR(s− 1)
Pe(> t(s− 1))PE(s)2
−c(s)(e(s) + t(s)) (10)
b(s) ≈ PR(s− 1)PE(s)2
−c(s)
Pe(> t(s− 1)) max{2t(s) + 1; e(s)(1− 2
t(s)
l
) + t(s)} (11)
PR(s) = PR(s− 1)(1− Pe(t(s− 1) < e ≤ t(s)) + PE(s)2
−c(s)
Pe(> t(s− 1)) ) (12)











Equations (10-13) are applied for the syndromes smin < s ≤ smax and all contri-
butions are summed to evaluate B(smax) and R(smax). PR(smax) is now treated as
failure which gives an extra contribution, denoted b∆(smax), to (10)-(11):
b∆(smax) = PR(smax)e(smax) (14)
Finally, summing all of these contributions gives:
B(smax) = B(smin) +
smax∑
s=smin+1
b(s) + PR(smax)e(smax) (15)
The expression in (11) is used for b(s). Summing r(s) gives




Thus for a given length, l, of the BCH code and checking strategy, c(s), smin ≤ s ≤
smax, (15-16) express the expected rate and bit error rate performance. Calculating
the performance for a number of strategies, c(s), the convex hull of the bit-rate vs.
bit-error-rate may be used to define an optimal strategy.
4 Code selection for unknown error probability
In applications the error probability may be unknown. Here we consider adaptive
solutions for the case that p is not known. For efficient bit rate, c(s) should be high
for low values of s and may be set to 0 if s is big enough. We represent c(s) by
a set of thresholds {Ti}, which decides the required strength of check as a function
of how many syndromes were used to decode. In our system if s < T2, we request
∆s = 3 extra syndromes, if T2 ≤ s < T1, ∆s = 2, if T1 ≤ s < T0, ∆s = 1 and
otherwise ∆s = 0. Using the model previously introduced it is possible to find the
optimal strategy (i.e. the set of values {Ti}) through exhaustive search. This section
addresses the problem of finding the optimal strategy based on estimates of p, in
case of unknown error probability. We shall assume that the error probability is
distributed following a beta distribution (p ∈ B(δe, δc)). In this case, the optimal
estimator (pe(k)) is a modification of [12] used for (universal) adaptive source coding
and here used for estimating the error probability given the number of errors up to
and including the k-th block is [13]:
pe(k) =
ne(k) + δe





where ne(k) is the number of errors from the first to the k-th block and e(i) is the
number of errors in the i-th block. Unfortunately, we can not observe the errors
directly, but only count the difference between the side information sequence and
decoded sequence, which may be incorrectly decoded. For the i-th block this value is
denoted eˆ(i) and the total number of estimated errors after k blocks is nˆ′e(k).
pˆ′e(k) =
nˆ′e(k) + δe





Using a bounded distance (or maximum-likelihood) decoding, a decoding error
will mean that the actual number of errors is larger than the estimated, e(i) ≥ eˆ(i)











central estimator. In order to counteract this bias, we modify (19-20) by adding a
correction factor d(i) to eˆ(i) obtaining
pˆ′′e(k) =
nˆ′′e(k) + δe




(eˆ(i) + d(i)) (22)
where d(i) is the expected value of the non-negative term ∆(i) = e(i)− eˆ(i),
d(i) = E[∆(i)|t(si)] =
(l−t(si))∑
j=0
jp∆(∆ = j|t(si)) (23)
We know that t(si−1) < eˆ(i), since if not we would have decoded at si−1, which
would not have been rejected by the check, as this is a subset of that at si. In most
cases for low values of p in our simulations the main contributions are for si for which
eˆ(i) = t(si). We sum these contributions and disregard the rest using








−c(si) , If j > 0
(24)










In (21) the contributions to pˆ′′e(k) from all blocks have equal weight. A weighting
factor can assign more importance to the more reliable contributions,
pˆ′′′e (k) =
nˆ′′′e (k) + δe∑k





a(i)(eˆ(i) + d(i)) (27)
a(i) = p∆(∆ = 0|t(si)) (28)
The formulas (21-28) each requires the knowledge of p, which they shall estimate.
To overcome this problem, we take a simple approach: at the Step k we first calculate
pˆ′e(k) (19), then use this for calculating pˆ
′′
e(k) (21), which is used for calculating pˆ
′′′
e (k)
(21), which in turn is used to calculate the optimal strategy for step k + 1.
5 Hierarchical CRC
Using extra syndromes to check, whether a decoding is correct, costs a non-
neglectable amount of bits for a BCH code of short block length and low H(X|Y ). In
this case, the cost of correcting an error is most likely a remainder ofM bits. So while
long blocks will reduce check overhead they also increase the cost of correcting each
error. If possible, a CRC check may be applied across a number of blocks, forming a
longer block.
For f blocks, a CRC check of c′ bits is performed across the blocks. We refer
to this as a c′ CRC check and also assume that these c′ bits are received without
errors. The check is performed when the decoder has accepted a decoding for each
of the f blocks. If the CRC check is not satisfied, an extra syndrome is requested
for each of the individual blocks in turn, one at a time, until a block decodes to a
different sequence than before. Thereafter the c′ CRC check is performed again. This
continues until the c′ CRC check is satisfied. This may be generalized to a hierarchical











the next level, i + 1, across a number fi+1 of blocks at the current level, i. Starting
with level 0, f0 = f . If a CRC check at some level i detects an error, more syndromes
are requested for the blocks until a new information word is retrieved. It is assumed
that the CRC is independent of the so far received BCH syndromes.
5.1 Performance estimation
The effect of the hierarchical CRC check is evaluated for a first level CRC. The c′
bits of the CRC check are distributed among f blocks, increasing the code length by
c′/f for each. The performance of the scheme may readily be simulated on f codes
in parallel. For faster and simpler simulation, the decoding of one block according to
the given check rules specified by c(s) is extended with an analysis of the expected
contribution to bit error rate and increased rate due to potential additional syndromes
requested for the f blocks. For low block error rates and modest values of f , when
a decoding error is detected by the c′ CRC, with high probability, only one of the
blocks was wrongly decoded. This gives a conservative estimate. The additional
contributions to rate and improvements of bit error rate are expressed below.
In a given simulation, let e denote the number of errors in the side information
and let e(s) denote the number of errors in the decoded sequence in case of a decoding
error. Let s0 denote the number of syndromes after which the simulation stops the
first time, having a block that has been decoded and accepted. The contribution to the
rate is R(s0)+ c(s0). If the decoding is correct, the contribution to bit error rate is 0.
Now consider the case that the decoded block was incorrect. The simulation continues
until it has sufficient syndromes to correct the e errors, i.e. t(s) = e. Along the way
it will calculate the expected contributions to the rate and error probability. The c′
CRC check will not detect this error with probability 2−c
′
, leading a contribution to
the bit-error rate, b(s0) = 2
−c′e(s0). (29)
The residual probability is PR(s0) = 1−2−c′ . Trying to decode with the syndromes
specified by c(s) will not change the decoding. A new syndrome is requested. Let
s1 denote the number of syndromes received in total after this extra syndrome and
further let si denote the total number of syndromes if i extra syndromes are received.
If syndrome s1, does not lead to a stop, PR(s1) = PR(s0) and an extra syndrome
has been requested by the f − 1 other blocks. Adding the m(s0) bits of the next
syndrome gives a bound on the additional rate of
r(s1) ≤ PR(s0)((f − 1)M +m(s1)) (30)
If s1 leads to a correct decoding, the expected contribution is bounded by ≤
PR(s0)(f − 1)M/2 when averaging over the order in which the blocks receive syn-
dromes. Adding the BCH syndrome m(s1) and the check bits, c(s1) gives
E[r(s1)] ≤ PR(s0)((f − 1)M/2 +m(s1) + c(s1)) (31)
where E[] denotes expectation. If s1 leads to an incorrect decoding, also after a check
using the c(s1) syndromes bits, the contribution to the error rate in case the c
′ bit
CRC does not detect this error is
b(s1) = PR(s0)2
−c′e(s1) (32)
and the contribution to the rate is
E[r(s1)] ≤ PR(s0)2−c′((f − 1)M/2 +m(s1) + c(s1)) (33)
but there is a higher probability that the error is detected and that a new syndrome
is requested leading to PR(s1) = PR(s0)(1− 2−c′), and the contribution











in this case. Thereafter a new syndrome is requested until decoding. The contribu-
tions are given by replacing, s1 with si and s0 with si−1 above. For a given simulation





where b(s) are given by (29) or (32) and 0 otherwise. The overall bit error rate is
obtained by averaging over all simulations. Likewise the corresponding expected rate
for a simulation with an accepted error at s0 is





where r(s) are given by (30), (31), (33) or (34). The overall expected rate is obtained
by averaging over all simulations.
We may derive an optimum value of f given the block error rate, PE. The saving
by sharing check bits are c′(f − 1)/f and the extra cost given by extra bits for the
other blocks is upper bounded by a(f − 1)PEM , where a is the expected number
times each correct block will request a syndrome. Selecting c′ = M , i.e. replacing
a syndrome check of M bits (for all values of s) with a shared check of c′ = M , we
may calculate the difference and take the derivative with respect to f . This leads to




Simulations were performed using a fixed i.i.d. error probability, p(xi 6= yi) =
p(xi 6= yi|y) = p for the side information, y and equiprobable i.i.d. X and Y , but no
errors on the syndromes, sX(s), used for SW decoding. Thus we have a BSC (Binary
Symmetric Channel) relation symbol by symbol between the information bits, xi and
the side information bits, yi.
6.1 Results for known conditional probability, p
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Figure 1: Performance analysis for p = 0.01.
The performance estimation of rate-adaptive BCH codes described in Section 3
and the extension with hierarchical CRC introduced in Section 5 are evaluated in
this Section. Since we are aiming at strongly (inter-)correlated sources, we focus on
values of H(X|Y ) below 0.3 and initially evaluate performance at a low bit error
probability, p = 0.01, i.e. H(X|Y ) = 0.0808. The performance of BCH codes with











as a function of the bit-rate normalized with respect to l. The performance values
depicted belong to the convex hull (using linear scales) of the results obtained with
different check strategy, c(s). The lower bound on bit-rate is given by the Slepian-
Wolf bound, H(X|Y ). BCH of length 511 with hierarchical CRC is also evaluated in
Fig. 1, for c′ ∈ {8, 12, 16} and number of blocks, f ∈ {2, 4, 6, 8}. The performance of
rate-adaptive BCH with block lengths 511 and 1023 is also simulated. The simulated
BCH use the c(s) strategy obtained by the convex hull of the performance estimations.
The simulated results (BCH 511 and 1023) match the estimated results very well. We
also compare with simulation results for a popular rate-adaptive code, LDPCA code
[1] for block lengths of 396, 1584 and 4800. An 8-bit CRC is optionally utilized
after LDPCA decoding. As shown in Fig. 1, rate-adaptive BCH achieves a better
performance than LDPCA in this test. Changing the block length shows that BCH
with longer block length gives a steeper decrease of error rate. However, the basic
performance of BCH 2047 is slightly worse. The BCH with block length 1023 gives
the best result. First level hierarchical CRC, improves the performance of the rate-
adaptive BCH 511. The effective blocks length may be considered to be f × 511 in
this case.
For further comparison, the performance for fixed rate BCH codes with block
lengths 396 and 1023 are given, as well as the performance of fixed rate LDPCA
with block lengths 396 and 1584. The achievable performance with a fixed-rate error-
correcting code of length 1023 (Theorem 33 in [14] for block error rate was modified
to give a bound for the bit error rate) and also applicable for our distributed coding
(1-3), is also included. We see that the rate-adaptive BCH clearly provides better
results than even what can be hoped for using a fixed rate code for short block lengths.
In Fig. 2, the performance of various BCH codes are compared with an LDPCA
code having a code length of 1584. For each probability, p, examined, we have chosen
the strategy having the lowest rate out of the set giving a BER not exceeding that
of the LDPCA evaluated at p. Up to H(X|Y ) = 0.28, the rate-adaptive BCH can
provide better performance than the (longer) LDPCA code. Adding an 8-bit CRC to
the LDPCA code gave similar relative results. In this case rate-adaptive BCH was
better up to H(X|Y ) = 0.25.
6.2 Results for unknown conditional probability p
In this section we present the results obtained using the adaptive method de-
signed for unknown error probability, p, on the BSC. We measured the difference
(∆Rate, ∆BER) between the performance of the optimal strategy for given p and
the performance achieved by our algorithm estimating the probability and use this
to select the strategy. The results were obtained using 105 blocks, a block length
of 511 and a target BER=10−6. In Table 1, we used a windowed approach: for the
first 100 blocks we use a strategy designed for p = 0.01 and then we start estimating
p (26-28) and based on this updating the strategy every 20 blocks. In the second
part of Table 1, the performance for the same simulation is reported when statistics
is collected only after the first 5000 blocks. In Table 1, the results are a weighted
average performance assuming that the prior distribution of p is Beta distributed. As
the results show our method is able to reach a reasonable precision compared to the
optimal strategy. Using the correction and the weighting factor allow us to achieve
better convergence to the target BER compared with estimating p by (19-20) where,
for example, ∆BER = −4.04 · 10−6 and ∆Rate = 4.39 · 10−5 and with (21-22) where,
for example, ∆BER = −1.63 · 10−6 and ∆Rate = 4.43 · 10−5. In both the cited cases











The estimation of p given by (26-28) was observed to provide fast convergence.
As an example, a test with p = 0.02, was performed (without the initial window),
calculating a new estimate after each block and reconsider the strategy after every 10
blocks. After 18 blocks p − pˆ′′′e (k) was smaller than pe(k) − pˆ′′′e (k) when calculating
pe(k) with the actual number of errors, and beyond 20 blocks both errors were below
10−3. Table 1: Adapting strategy compared with the optimal strategy
All blocks Last 95000 blocks
Prior Rate ∆Rate ∆BER ∆Rate ∆BER
δe = 0.1, δc = 9.9 0.09 8.45 · 10−6 −1.68 · 10−6 8.54 · 10−6 −1.58 · 10−6
δe = 1, δc = 99 0.11 5.58 · 10−6 −5.77 · 10−7 1 · 10−6 −1.77 · 10−7
δe = 10, δc = 990 0.11 −1.36 · 10−6 −1.18 · 10−8 2.99 · 10−9 −5.87 · 10−10































Figure 2: BCH performance compared with LDPCA
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Rate-adaptive BCH codes for distributed
source coding
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Abstract
This paper considers Bose-Chaudhuri-Hocquenghem (BCH) codes for distributed source coding. A feedback channel
is employed to adapt the rate of the code during the decoding process. The focus is on codes with short block
lengths for independently coding a binary source X and decoding it given its correlated side information Y. The
proposed codes have been analyzed in a high-correlation scenario, where the marginal probability of each symbol, Xi
in X, given Y is highly skewed (unbalanced). Rate-adaptive BCH codes are presented and applied to distributed source
coding. Adaptive and fixed checking strategies for improving the reliability of the decoded result are analyzed, and
methods for estimating the performance are proposed. In the analysis, noiseless feedback and noiseless
communication are assumed. Simulation results show that rate-adaptive BCH codes achieve better performance than
low-density parity-check accumulate (LDPCA) codes in the cases studied.
Keywords: Distributed source coding; Rate-adaptive error-correcting codes; Rate-adaptive BCH codes; BCH codes
1 Introduction
In this paper, we address the use of Bose-Chaudhuri-
Hocquenghem (BCH) codes in distributed source cod-
ing (DSC) with feedback. In recent years, DSC [1,2] has
gained increasing interest, e.g. for distributed video cod-
ing (DVC) [3-6]. The coding is referred to as Slepian-Wolf
(SW) coding and is based on the SW theorem [1]. The
relation between SW coding and syndrome decoding of
error-correcting codes was observed by Wyner in [7].
Applying and designing practical SW coding schemes of
finite block length pose challenges. Turbo and low-density
parity-check (LDPC) codes have been applied and studied,
e.g. in [8] using block lengths of 104 and 105 bits, but this
may be too long for some practical applications.
We shall consider SW coding of shorter blocks within
an architecture, where the decoder can provide feedback
to the encoder. Therefore, we shall compare the pro-
posed codes with low-density parity-check accumulate
(LDPCA) codes [9]. We shall focus on the case where
each symbol to be coded, Xi, is strongly correlated with
the side information Y, and thus the conditional entropy
*Correspondence: matsl@fotonik.dtu.dk
DTU Fotonik, Technical University of Denmark, Ørsteds Plads, 2800 Kgs.
Lyngby, Denmark
H(X|Y ) is low. We shall analyze the case where the dif-
ference between Xi, and the corresponding symbol in the
side information, Yi, is modelled as a Bernoulli process
having (a small) error probability, p = P(Xi = Yi).
In DSC, using short block length may be of interest, e.g.
in the case of delay restrictions relative to the bit rate or for
adaptive coding. Context-based adaptive coding as used,
e.g. in conventional image and video coding may, in prin-
ciple, adapt after every symbol. Using short code lengths
in DSC, it is possible to obtain decoded bits at a fine gran-
ularity, allowing, in turn, the parameters used to model
the source to adapt and/or converge faster, when per-
forming adaptive DSC. In transform domain DVC [6], bit
planes of DCT coefficients are coded: for QCIF resolution
this means 1584 source bits in each bit plane to encode,
and it may be desired to adapt with even finer granular-
ity in an adaptive DSC architecture. Distributed coding
of strongly correlated sources was treated in [10], where
arithmetic codes were used in place of LDPC or Turbo
codes. However, in the reported results, the bit error rate
was not reducedmuchwhen compared with simply select-
ing the most likely values of Xi given the corresponding
side information, Y.
In the case of feedback-free DSC coding [3,4,11], the
code has to be designed to cope with the relatively large
variation in number of errors in case of short blocks. As
© 2013 Salmistraro et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
EURASIP Journal on Advances in Signal Processing 143
M. Salmistraro, K. J. Larsen, S. Forchhammer; Rate-adaptive BCH Codes for
Distributed Source Coding, EURASIP Journal on Advances in Signal Processing,
Vol. 2013, 166, 2013.
i
i






Salmistraro et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:166 Page 2 of 14
http://asp.eurasipjournals.com/content/2013/1/166
we also demonstrate in the result section, the performance
of a feedback-free non-rate-adaptive code is limited by
the block length and for short- and medium-length codes
clearly inferior compared with the performance of its rate-
adaptive counterpart. In the context of non-rate-adaptive
codes, quasi-arithmetic codes for DSC have been inves-
tigated in [12], and in the field of real-number codes,
BCH-DFT codes [13] have been proposed.
In general, a rate-adaptive code is an error-correcting
code having the capability to vary its strength (i.e. increase
or decrease the number of parity symbols) in order to
adapt to the number of errors in the given block. In our
case, rate adaptation is performed incrementally and con-
trolled by the decoder by means of a feedback channel.
This is a quite common assumption in LDPCA and Turbo
code-based DVC [5,6]. BCH codes with feedback chan-
nel have also been used in [14] in order to perform the
quantum key reconciliation step in the quantum key dis-
tribution protocol. In this system, the rate of the BCH
code is fixed and it is decided based on the noise on
the quantum channel. The feedback is used to allow the
receiver to inform the sender whether the quantum key
has been correctly reconciled, and therefore, it does not
need to be discarded. Nevertheless, the feedback channel
is not used for rate adaptation purposes.
We shall consider a systemwith feedback as in [9] where
LDPCA coding is used, but here we shall use BCH coding
in a rate-adaptive manner (RA BCH). Syndromes (blocks
of syndrome bits) are requested one by one through the
feedback channel, and the requests are stopped when a
sufficiently reliable decoded result is reached, see Figure 1.
To increase the reliability, a check of the decoded result
may be requested and performed based on additional
syndromes of the RA BCH code or cyclic redundancy
checking (CRC). The main motivations of the study on
RA BCH codes is the relatively low efficiency of LDPCA
(and Turbo) codes when using a short packet length in a
high-correlation scenario and the fact that the analysis of
the performance of the RA BCH codes is simpler. An ini-
tial study on RA BCH codes was presented in [15], where
we proposed a model for RA BCH codes: we demon-
strated that BCH codes were able to outperform LDPCA
codes in the high-correlation scenario, and we validated
the correctness of the results of our model. Neverthe-
less, the model we proposed was based on some rough
approximations; in particular, the checking process of the
results was only crudely modelled. Secondly, we did not
provide a complete theoretical model for the hierarchical
check procedure, and we did not analyze other possible
checking procedures for RA BCH codes. In this work, we
provide a review of the basic concepts presented in [15],
and we present newmodels based on a detailed analysis of
BCH performance and report new results in order to bet-
ter analyze, demonstrate, and evaluate the features of our
system.
In this work, we will demonstrate that our RA BCH
codes are able to outperform LDPCA codes if p < 0.04
(H(X|Y ) < 0.24). When using efficient side information
generation methods in DVC, e.g. OBMC or optical flow-
based systems [16], the most significant bit planes of the
coded coefficients have error rates comparable with those
in our scenario when low-motion sequences are analyzed.
For example, for the Hall Monitor, sequence is coded
using side information produced by optical flow, and the
maximum error rate among the first three bit planes of
the first five DCT coefficients is p = 0.038. In some of
the cases, it is less than 0.01. In [16] it has been noted
that in low-motion sequences there is a consistent gap
between the performance of an ideal code and the real
performance of the LDPCA code. Our system could be
considered as part of a Wyner-Ziv decoder in order to
reduce the gap for the easy-to-decode (most significant)
bit planes in low-motion sequences. It should be noted
that we do not think that our codes can substitute LDPCA
(or Turbo) codes generally in DVC, but we think that a
hybrid system, using both BCH and LDPCA codes, cho-
sen accordingly to the correlation of the bit planes, can
improve the performance of current DSC architectures.
For example, in [17] the authors presented a DVC codec
able to perform rate decision at the decoder, achieving
superior performance through the use of different coding
modalities: skip, arithmetic, and intra-coding. We think
that our codes could be used in a similar way. The pro-
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e.g. in cases such as the one examined in [14], where LDPC
codes require very long block lengths and the correlation
is so high that the RA BCH codes are an efficient solution
for many of the considered cases.
The rest of the paper is organized as follows: In Section 2
RA BCH coding and distributed decoding is presented.
Section 3 presents expressions for analyzing the perfor-
mance. In order to increase the reliability without heavily
affecting the rate, Section 4 extends the scheme by an
extra CRC check over multiple blocks decoded using RA
BCH. Simulation results are presented in Section 5.
2 Rate-adaptive BCH codes
We consider a specific version of SW coding [1] employ-
ing RA BCH codes over a communication system with
error free transmission and error-free feedback channel.
We shall describe SW coding using linear block codes in
the next subsection and thereafter describe the adaptive
algorithm using BCH codes which belong to the class of
linear codes.
2.1 Slepian-Wolf coding with linear block codes
A block, X, of length l bits from the source sequence is
encoded using the parity check matrix of a linear code,
and it is decoded with the help of side information, Y,
which is correlated with X. Let E denote the difference
between X and Y where all the calculations are done
bitwise modulo 2. This is expressed by
Y = X + E. (1)
We proceed using the formulation in [7]. A syndrome,
sX(s), is calculated at the encoder using the parity check
matrix H(s), where s is an index to indicate the adaptive
code rate to be introduced later:
sX(s) = H(s)X. (2)
As in [9] and commonly in DVC literature, sX(s) is
assumed to be received without errors. Based on this
syndrome and the side information Y, we first calculate
sR(s) = sX(s) + H(s)Y = H(s)E. (3)
The decoder [7] (ideally) performs a maximum-likelihood
decoding of sR(s) to find the estimate Eˆ which is used to
find an estimate of X, denoted as Xˆ
Xˆ = Y + Eˆ. (4)
Since the code is of finite length, errors in Eˆ cannot be
completely avoided. We consider the case that the differ-
ence E is an independent and identically distributed (i.i.d.)
Bernoulli process with error probability p, given the side
information Y. We analyze the performance assuming that
X (and Y ) are equiprobable i.i.d. In this case, the likeli-
hood may be expressed by the Hamming distance, and
thus, the decoding performance of the instance above fol-
lows from the usual performance analysis for linear block
codes [18,19].
2.2 Rate adaptation
The block coding scheme described above may be made
rate adaptive using an increasing number of rows in H(s),
thus providing incremental redundancy. This requires
that the error-correcting code is chosen from a family
of codes where the H matrix is extensible with more
rows while the previous rows are kept, i.e. where more
syndrome bits may be produced, without changing the
previous ones. In this way, when more syndrome bits are
requested by the decoder, the already received bits can be
reused in the next decoding attempt, see Figure 1.
BCH codes [18] form such a family and allow simple
algebraic decoding. We shall describe how to use them in
a rate-adaptive way. The length of the blocks X and Y is
l ≤ 2M − 1 for an integerM. Let α be a primitive element
in GF(2M). For fixed s and a given syndrome, sX(s), the
BCH code is sure to correct t(s) errors if α,α2, . . . ,α2t(s)
are roots of the codewords regarded as binary polynomi-
als. The syndrome (2) is calculated in blocks of bits, which
we hereafter name syndromes, and each of these is cal-
culated in GF(2M) as X(αi) = ri(αi), where ri(z) is the
remainder of X(z) divided in GF(2) bymi(z), the minimal
polynomial for αi. For binary BCH codes, for some val-
ues of i, syndromes do not increase the error-correcting
capability; therefore, there is only a need to know the
other syndromes which we call independent syndromes.
We denote the number of bits in ri(αi) as m(s) ≤ M. The
structure of BCH codes makes them suited for rate adap-
tation as the number of syndromes is freely selectable up
to the maximum number of syndromes.
We shall, as usual, decode the BCH codes using
bounded distance decoding, i.e. correct up to t(s) errors,
whereas a maximum-likelihood decoder would have been
more powerful. Rate adaptation through the use of the
feedback channel allows to counterbalance the coding
loss due to having a short block length. For decoding,
we use the Berlekamp-Massey algorithm [18] to deter-
mine the error locator polynomial since it operates on
the syndromes for increasing powers of α just as the rate
adaptation. The next step in the decoding determines the
errors from the roots in the error locator polynomial,
and this result may be evaluated to assess its acceptabil-
ity. Thus, the rate adaptation algorithm may be stopped if
the result is acceptable. If a new independent syndrome
is needed (i.e. the result is not acceptable), it is requested
from the encoder, and the Berlekamp-Massey algorithm
may continue from the stopping point since all previous
syndromes are already included in the current result. A
similar approach for adapting BCH codes was used to
EURASIP Journal on Advances in Signal Processing 145
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do error correction in an adaptive ARQ communication
system by Shiozaki [20]. This approach also assumes
error-free syndromes, but the calculations involved are
unnecessarily complex and no analysis of the (adaptive)
BCH is provided.
The index s indicates the number of independent syn-
dromes known at a certain step in the rate adaptation. We
will also refer to s also as the state of the system.
2.3 Checking strategies
The bounded distance decoding of s independent syn-
dromes may have two different results if the actual num-
ber of errors is higher than t(s). If the actual error pattern
E does not come closer than t(s) to any codeword, the
decoder declares a decoder failure and the rate-adaptive
scheme just continues by requesting a new independent
syndrome. If the error pattern is at most t(s) from another
non-zero codeword, we have a decoder error and the error
pattern is wrongly accepted. For Reed-Solomon codes,
the probability that a received vector with more than t(s)
errors is erroneously decoded is known to be close to
1/t(s)! [21]. A similar argument may be used for the prob-
ability of decoding error for a BCH code. Thus, if t(s) is
reasonably high, there is no need for further testing of the
reliability, but for smaller t(s), a test for reliability has to
be added. We suppose that the BCH decoder has initially
accepted a given decoded word as correct, employing s
syndromes: now we add a procedure to check it. We shall
detail the three coding strategies we analyze.
The most common way of addressing the problem is to
use additional CRC check bits [11] after the BCH decoder
has accepted a decoded word. If the CRC check fails, the
BCH decoder is forced to start again. We refer to this
approach as Fixed CRC check. This is also used in, e.g.
DVC codecs [6]. It has to be noted that in common com-
munication systems a CRC check is usually employed to
check the correctness of a decoded block, and in case of
failure, the block is requested again by the receiver if this
is possible. In the rate-adaptive case, the CRC check is
used to allow the decoder to improve the reliability of the
decoded result through the request of other syndromes
when the CRC check rejects the decoded string.
Since the reliability of the decoded sequence varies
greatly with respect to the state s in which the decoder
is, we can employ the knowledge of state s of the decoder
(known at the encoder by means of the feedback) to use
extra bits to perform the checking, i.e. we perform a strong
check (requiring more bits) if t(s) is low but a weaker
check, or even no check, (requiring fewer or no bits) if
t(s) is high enough. We can perform the check using more
syndromes or CRC bits.
In this scenario, we can request a CRC check, which in
strength is matched with the desired resulting reliability
and the reliability of the result at the time of the request.
We denote the number of extra bits required to check the
result as c(s) which is a nonincreasing function (c(s) ≥
c(s+1)). The reliability is improved by (about) 2−c(s) when
using a CRC check [22]. In case of a decoder error at s′, the
c(s′) bits used for the checking are stored and used for the
next result the BCH decoder accepts. Hence, in general,
the number of bits used to check a result when the system
is in state s ≥ s′ is greater than or equal to c(s). We call
this approach Variable CRC check (see Appendix).
When performing the check through the request of
extra syndromes, we can simply request δ(s) extra syn-
drome(s) (whose transmission requires c(s) bits) and let
the Berlekamp-Massey algorithm continue one or more
steps: if the result is not consistent with the extra check
syndrome(s), the RA BCH decoder is forced to start the
decoding process again. If the check fails, a new error pat-
tern may be calculated based on the syndromes already
available, including the checks, and if needed, extra check
syndromes may be requested. We call this third solution
Syndrome check method.
To summarize, we investigate and analyze three differ-
ent checking strategies to be performed after a word has
been accepted by the BCH decoder:
• Fixed CRC check: request a fixed amount of CRC
check bits to check the result (analysis in Section 3.1)
• Variable CRC check: request a variable amount of
CRC check bits to check the result; the strength of
the CRC check is matched with the reliability of the
decoded result (analysis is in the Appendix)
• Syndrome check: request a variable amount of
syndrome bits to check the result; the number of
syndromes is related to the reliability of the result
(analysis is in Section 3.2)
It is quite straightforward to notice that in the two
latter cases, the algorithm deciding the value of δ(s) or
c(s) dictates the performance of the code. In this paper,
the parameters of the algorithm are specified by a set of
thresholds T = {T0,T1,T2,T3,Tmax} where T0 < T1 <
. . . < Tmax. The decision on the strength of the check is
based on comparing the state s with the thresholds. We
will refer to T to as the strategy.
Since decoding with few syndromes is rather unreliable,
we start with T0 syndromes and thereafter one syndrome
at a time is requested. We may also impose a maximum
number of syndromes Tmax, e.g. if we want to limit the
number of requests/syndromes for practical reasons. A
general comment is that, using conventional CRC, once
we have checked for a given s and rejected the decoding,
we cannot back off later to a check with fewer bits. Using
the Syndrome check approach, in case the check at s′
rejects the decoded result, the syndromes at s′ are reused
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required for the later check, allowing the system to back




3 if T0 ≤ s ≤ T1,
2 if T1 < s ≤ T2,
1 if T2 < s ≤ T3,
0 if T3 < s ≤ Tmax.
(5)
As can be seen, in the results to be presented, the max-
imum number of extra syndromes δM = 3. In order to
have a more compact notation, we make the dependence
on T implicit, denoting δT(s) simply as δ(s). In the case of
variable CRC, we define c(s) = Mδ(s), while in the case
of Syndrome check, in general, c(s) ≤ Mδ(s). To sum-
marize, a RA BCH DSC codec is specified by the length,
l = 2M − 1, of the RA BCH code and the strategy, T, used
to decide the values of c(s).
3 Amodel for the performance of rate-adaptive
BCH codes
Developing a model to predict the performance of a code,
with parameters l and T given p, is important not only for
performance analysis but also for optimizing the strategy
of the code with respect to p. We can devise a simple esti-
mate of the code length by noticing that whereas m(s) ≤
M in general, in most cases m(s) = M. Secondly, we can
also notice that when having few errors, t(s+1) = t(s)+1;
therefore, for correcting one more error, we need up to
M more bits, which implies that in order to correct Ne
errors (i.e.Ne ones in E), we need approximatelyMNe bits,
which leads to concluding that, on average, plM bits are
needed to correct errors (plus an overhead for checking)
because E[Ne]= pl. Below, we shall present more accu-
rate estimations. We introduce a compact notation for the
probability of having more than k ∈ N errors: Pe(> k) ,
P(Ne > k). To simplify the expressions, in the next part
of this section, we introduce e(s) as the expected number












we introduce PE(s) as the probability of an erroneous
decoding with s syndromes, and using an argument from
[21] developed for fixed-rate codes, we get a heuristic







2N(s) Pe(> t(s)), (7)
where N(s) (= ∑ss′=1m(s′)) is the total number of bits in
the s independent syndromes.
The probability of having more than t(s) errors and
thereby not having the correct result after bounded dis-
tance decoding is expressed by Pe(> t(s)). The argument
presented in [21], which we use to express (7) is based
on the assumption that, when there are more than t(s)
errors, the error pattern, E, is completely random. There-
fore, we may apply a combinatorial analysis. The ratio in
(7) relates the possible decoder errors, i.e. cases with up to
t(s) Hamming distance to a wrong codeword of the BCH
code to the total number of possible syndromes. There
are NEˆ distinct error patterns, which may be output as
accepted by the code. Actually one of these is the correct
pattern, E. To reflect this, the expression should be multi-
plied by the ratio of the number of possible patterns which
are decoder errors (NEˆ − 1) and divided by NEˆ , but we
assume (NEˆ − 1)/NEˆ ≈ 1.
We approach the analysis of the RA BCH decoding pro-
cess by defining two probabilities PB(s) and PA(s). Let
PA(s) denote the probability of not ending the decoding
(not accepting a previously decoded result) given that s
syndromes are employed, and let PB(s) denote the proba-
bility of requesting s syndromes. For each state s between
T0 and Tmax, we calculate these two probabilities and use
them to calculate the estimated expected bit error rate
(BER) contribution b(s) and the estimated expected rate
contribution r(s) related to state s. Finally, the estimated










We are going to present models to analyze the three
check methods we previously introduced. Based on m(s),
we define mT (s) as the contribution to the rate given that




m(s) if s > T0,∑T0
k=1m(k) if s = T0.
(10)
Finally, we need to estimate the expected number of
errors given that we are accepting a result:
eB(s) = max {2t(s) + 1, eM(s)} , (11)
where eM(s) is the estimation of the number of errors in
the (wrongly) decoded word if t(s) < pl. In this case, it is
possible that the wrongly decoded error pattern corrects
some bits which are in error. This number can be approx-
imated by e(s)t(s)/l. Hence, the number of original errors
is decreased to e(s) − e(s)t(s)/l, but t(s) − e(s)t(s)/l new
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+ t (s) . (12)
In the case of t(s) > pl, we use 2t(s) + 1 in the estimate
(11) since it is the minimum distance between two valid
words of the code, one of which is the correct error pat-
tern and the other is the wrongly decoded error pattern.
Summarizing, given a code with block length l = 2M − 1
and a strategy T and for a given p, we want to analyze the
performance by estimating the rate and the BER.
3.1 Rate-adaptive BCH codes using Fixed CRC check
In the case of the more conventional Fixed CRC check
c(s) = C, ∀s, after each new syndrome is received, the
result (if not a decoding failure) is checked with the CRC
and accepted only if the CRC check succeeds. If the CRC
check does not succeed, a new syndrome is requested. In
this scenario, T0 = 1 and T1 = T2 = T3 = Tmax. We
will use the thresholds in the formulas in this section in
order to have a general formulation which can be used in
the successive sections. We can start with modelling PA(s)
which is the probability of having more than t(s) errors
reduced by the probability of accepting a wrong result:






1 if s = T0,
Pe(> t(s − 1)) if s > T0. (14)
For s > T0, D(s) takes into account that there are more
than t(s−1) errors because we have arrived at state s; oth-
erwise, the results would have been accepted in a previous
state. D(s) = 1 when we have no knowledge of the past,




PA(s − 1)PB(s − 1) if s > T0,
1 if s = T0 (15)
since we can arrive at state s from state s − 1 due to a
decoding failure or to an error revealed by the CRC check.





and the expected rate contribution, r(s):




C if s = Tmax,
0 otherwise
(18)
since we need to take into account the rate contribution of
the CRC check only once because it does not depend on
the state s of the decoder.
3.2 Rate-adaptive BCH codes using Syndrome check
The analysis of the proposed RA BCH scheme is based on
an accurate analysis of the possible situations at each syn-
drome request. There are two types of requests: normal
syndrome request and check request. As we can see from
the rate adaptation algorithm depicted in Figure 2, up to
δ(s) extra checks are performed after decoding with s syn-
dromes. We call this process a check procedure starting
in s. After every check request, the decoder verifies if the
new syndrome satisfies the next step of the Berlekamp-
Massey algorithm. If the new syndrome is not compatible
with the previously decoded result, the check procedure is
stopped, and the latest check is regarded as a normal syn-
drome request and checked with a new check procedure
if needed (i.e. if it is not a decoding failure).
First of all, we shall redefine the estimation of PA(s):
PA(s) = Pe(> t(s)) − PE(s)D(s) . (19)
We shall define PF(s, i), 0 ≤ i ≤ δ(s) as an estimate of the
probability of failure in detecting that the decoded word
is wrong using i extra syndromes given that using i − 1
extra syndromes, it was not possible to detect the error.
We assume that this probability can be approximated by
PF(s, i) =
{
(s, i)(s, i)ϒ(s, i) if 0 < i ≤ δ(s),
PE(s) if i = 0, (20)
where
(s, i) = Pe(> t(s + i))Pe(> t(s + i − 1)) , (21)





k=t(s+i−1) P(Ne = k)∑t(s+δ(s))
k=0 P(Ne = k)
. (23)
For i = 0, (20) is expressed using three terms (21-23);
(s, i) (21) is the probability of having more than s + i
errors given that we have more than s + i − 1 errors. This
knowledge comes from the fact that we made a mistake in
the previous check. Increasing the number of syndromes
from s + i − 1 to s + i increases the strength of the code;
this phenomenon is expressed using the ratio between
the number of words belonging to the code when using
s + i − 1 syndromes and s + i syndromes (22). These
two terms can be derived from the same heuristic reason-
ing used for (7). The last term (23) is a correction factor.
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Request next 
syndrome to the 
decoder








































Figure 2 The algorithm for RA BCH with Syndrome check decoding.
and radius t(s + δ(s)). We use the volume (weighted by
the error probability) of the shell (from t(s + i − 1) to
t(s + δ(s))), we still have to explore, as numerator. This
correction factor takes into account that the previous two
terms overestimate the error probability as the system not
only has to make consecutive errors but also identical
errors.
We can now analyze the cases leading the system to
attempt to decode in state s. The first is when, starting in
state s − 1, the decoding fails in s − 1; this probability can
be expressed as
p0(s) = PB(s − 1)PA(s − 1). (24)
It can also be that in state s an extra check fails. This
check procedure could have been started in s − i, if
δ(s− i) ≥ i. Let PS(s, i) denote the probability of revealing
an error in state s, given that the latest normal syndrome





PF(s − i, k)
)
(1 − PF(s − i, i)). (25)
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Let pi(s) denote the estimate of the probability of arriv-
ing in state s due to failure in the extra check procedure





D(s − i) PS(s, i) if δ(s − i) ≥ i,
0 otherwise.
(26)




pk(s), s > T0. (27)
The initialization of PB(s) is PB(T0) = 1, and PB(s) = 0
if s < T0. Using (7) and (20)-(27), we can analyze the con-
tributions of each state to the total rate and to the total






k=1 PF(s, k) if δ(s) > 0,
1 otherwise.
(28)
The probability of ending the decoding process in state
s, taking into account the extra checking, is expressed by
PQ(s) = D(s) − Pe(> t(s)) + PE(s)PT (s). (29)
Let F(s) denote the rate contributions coming from
intermediate states, i.e. states traversed during a check












where(s) =∑i−1k=1m(s+k). The contribution of the rate












Scrutinizing (31), we can see the various contributions to
the rate at state s: PB(s)mT (s) is the contribution coming
from the fact that we are in the state s, and
∑δ(s)
k=1m(s+k) is
the contribution coming from the extra check which is not
taken into account in the successive rate contributions,
multiplied by the probability (PQ(s)) of the two events
which lead to the termination of the decoding process: the
failure PE(s)PT (s) and the probability of having a number
of errors less than or equal to the correcting power of the
code, but having more errors than the correcting power of
the previous state D(s) − Pe(> t(s)). Finally, the contribu-
tion to the BER from the state s is b(s), which is expressed
by
b(s) = PB(s)PE(s)PT (s)eB(s + δ(s))D(s) . (32)
Summing the contributions (8-9) of r(s) (31) and b(s)
(32) gives the estimated performance of the RABCH code.
4 Hierarchical check of rate-adaptive BCH codes
The reliability of the decoded result is a central issue in
DSC. Increased reliability can be achieved at the expense
of a higher rate. In order to decrease the BER without
heavily effecting the rate, we proposed [15] the use of a
hierarchy of checks, the first one being performed at block
level, as described in Section 3.2, and the other(s) at a
higher macroblock level where a macroblock is the union
of f blocks. In this way, using an additional check of c bits
on the macroblock, the cost sustained from each block is
reduced to c/f bits at the expense of higher latency.
We implement and analyze only one level of the hier-
archical structure. After decoding f blocks using the Syn-
drome check RA BCH-based system, a CRC spanning
the macroblock is generated and it is used to check the
decoded results. If the CRC check is not satisfied, an extra
syndrome is requested for each of the individual blocks
in turn, one at a time, until a block decodes to a different
sequence than before. Thereafter, the c-bit CRC check is
performed again. This continues until the c-bit CRC check
is satisfied.
The model uses the contributions b(s) (32) and r(s)
(31) calculated as described in Section 3.2. For the hier-
archical CRC, let bH(s) and rH(s) denote the BER and
rate estimated contributions, respectively. bH(s) may be
derived from b(s) using the same argument introduced in
Section 2.3:
bH(s) = 2−cb(s). (33)
For what concerns rH(s), we first estimate P(s)which is
the probability of starting a hierarchical check procedure
in state s:
P(s) = PB(s)(1 − 2
−c)
D(s) PE(s)PT (s), (34)
and then we can calculate rH(s) which is the rate contri-
bution coming from the retransmissions required by the
hierarchical check, plus the rate r(s):
rH(s) = r(s)+ fMP(s)
Tmax∑
k=s+δ(s)+1
(1−2−c) PE(k)Pe(> t(k − 1)) .
(35)
It has to be noted that rH(s) takes into account the
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from errors of the current block. Since we are interested
in average performance, we can add rH(s) to the rate esti-
mation of the current block. In this way, the contributions
to the current block coming from errors in other blocks in
the total estimation of the rate are also included.










rH(s) + c/f . (37)
5 Experimental results
In this section, we present our numerical calculations and
simulations in order to validate our theoretical analysis.
We compare our methods with LDPCA codes. All the
simulations have been conducted using 107 blocks or 107
macroblocks in the case of hierarchical CRC check. We
experimented with three rate-adaptive BCH codes with
length l = 255, 511, 1023. We focused on a high correla-
tion (low entropy) scenario; hence, we chose low values
of p.
Among all the possible strategies, some can be ineffi-
cient, i.e. there are strategies having the same (or higher)
rate but still achieving worse BER than another strategy. In
order to identify the best strategies, a (linear BER) convex
hull optimization is performed over the estimated perfor-
mance of strategies, selecting the set of the strategies T as
the points forming the convex hull.
We first discuss the results for the Syndrome check-
based rate-adaptive BCH codes, which will be simply
referred to as RA BCH codes in the first part of the
section. Figures 3 and 4 depict how the codes behave when
changing p. In general, one can expect that the longer the
code, the higher the efficiency. In the high-correlation sce-
nario, with short block length, for lower values of p, longer
block lengths are more efficient, but for higher error prob-
abilities, shorter block lengths are preferable. We used the
model presented in Section 3.2, (31-32), and an actual
LDCPA decoder [9] to determine the interval in which at
least one of the addressed RA BCH codes, evaluated by
the model, outperforms a LDCPA code having a length of
1584. For the RA BCH codes, the strategy having the low-
est rate out of the set giving a BER not exceeding that of
the LDPCAhas been chosen. Figure 3 depicts these results
when not using CRC check for the LDPCA code, while
in Figure 4, an 8-bit CRC check was used for the LDPCA
code. In Figure 3, the three RA BCH codes are reported,
while in Figure 4, we only depict the optimal rate over
the RA BCH codes class, for each value of the conditional
































Figure 3 RA BCH code performance compared with an LDPCA
code with no CRC check. BCH codes have the same or better BER
than LDPCA at each H(X|Y) point.
entropy H(X|Y ) (per bit) we evaluate. As it can be seen
for lower error probabilities (lower conditional entropy),
the best-performing code is the longest one. As we have
previously said, in order to correct the errors, plM bits are
required on average (plus check bits). The minimum (and
ideal) number of bits on average is lH(X|Y ). Comparing
the two terms givesM ≈ H(X|Y )/p, and it can be noticed
from the graphs that the M of the optimal code is well
approximated by M = 1 + H(X|Y )/p. The discrepancy
can be due to the inability of the RA BCH code to reach
the entropy coming from the overhead due to the check.
The ratio H(X|Y )/p in the analyzed scenario is a decreas-
ing function, motivating the behaviour of the codes. It
may be noted that an H(X|Y ) between 0.25 and 0.3 corre-
sponds to (maximum) compression factors of 3− −4. For
compression at these factors and above, corresponding





























Figure 4Optimal RA BCH performance compared with an LDPCA
code with 8-bit CRC check.
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to reasonably compressible material, the well-selected RA
BCH performs better than LPDCA with block length of
1584, even though the RA BCH block lengths are shorter.
For the highest compressible point tested ( p = 0.005), the
LDPCA almost requires twice asmany bits as the RA BCH
of length 1023.
In Figure 5, we present a complete analysis for p =
0.01, reporting models and actual performance of the pro-
posed method, and our RA BCH codes are compared
against well-known rate-adaptive and fixed-rate alterna-
tives. The performance for LDPCA codes with lengths
of 1584 and 396 without CRC check and with an 8-bit
CRC check, as well as the performance for fixed-rate
BCH and LDPC, codes are reported. We present the per-
formance of the three chosen RA BCH codes and the
corresponding estimated performance based on the pre-
sented model. The rate-adaptive BCH with length 1023
performs the best. Also, RA BCH 511 and RA BCH with
hierarchical check have good performance. They all per-
form significantly better than LDPCA 396 and 1584, being
significantly closer to H(X|Y ) than these. Furthermore, it
may be seen that ourmodel is able to predict the simulated
performance of the decoder with high accuracy. We also
report the performance of the hierarchical check adding
a higher level check to the strategies of the 511 BCH
code. The increase of the reliability is high compared with
the increase in the rate, making the hierarchical check
an interesting solution if higher latency can be accepted.
For the hierarchical check, we used the same strategies
as for the normal RA BCH codes, and we performed
(linear BER) convex hull optimization over the parame-
ter set f ∈ {2, 4, 6, 8}. The strength of the CRC check
used is 8 bits. The model presented in Section 4 is able
to predict the behaviour of the code. The hierarchical
check increases the latency; hence, in a sense, it is like
using a longer block length. Therefore, we report the per-
formance for a LDPCA code having a block length of
4800 (and data increment of 75 bits), which is close to
the longest analyzed macroblock length 511 × 8 = 4088
(the code having block length 4800 has been produced
using the same approach of [9,23]). We also present, as
a term of comparison, a theoretical BER bound for a
fixed-rate error-correcting code of length 1023: as we
can see, the rate-adaptive BCH codes are able to outper-
form this bound. The bound is based on Theorem 33 in
[19], which allows the calculation of an upper bound for
achievable block error rate. We adapted the bound assum-
ing that non-decodable codewords have a BER which is
twice as high as the input BER; this will tend to over-
estimate the BER since decoding errors do not always
double the number of errors. Comparing with the fixed-
rate (BCH and LDPC) codes, the rate-adaptive codes
perform, as expected, significantly better, especially hav-
ing a much faster decrease in BER. For these results, the
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achievable theoretical bound for a fixed rate seems to
coincide with the performance of LDPCA. Again, we can
note that the best RA BCH codes have significantly better
performance.
In Figure 6, the performance of a Fixed CRC-based
rate-adaptive BCH code for p = 0.04 is presented. CRC
strengths C = M and C = 2M are used. In this case,
the best Syndrome check-based RA BCH code is able to
outperform the best available Fixed CRC check-based RA
BCH code. In particular for p ≥ 0.015, the Fixed CRC ver-
sion of a code is unable to compete with its variable check
syndrome version. Secondly, we have also validated our
model developed in Section 3.1, which is able to predict
the behaviour of the code. We also present the perfor-
mance comparison between the codes having a length of
255 when using Variable CRC check and Syndrome check.
We can see that Syndrome check outperforms the Vari-
able CRC check system. It can be seen that the Syndrome
check is also able to provide more flexibility. This is due
to the fact that when using Syndrome check we can be
more aggressive: if the check rejects the decoding con-
sidered, we can reuse the bits requested for checking to
decode, but in the same situation, when using the Vari-
able CRC check we cannot go back, and we will use a very
strong CRC check in future decoding attempts. Obviously,
this leads to less robust strategies (the strategies lead-
ing to higher BER) for the Syndrome check approach,
but when examining strategies having comparable BER,
Syndrome check is superior for what concerns the
rate.
Since the best-performing solution among the ones pre-
sented is the Syndrome check-based RA BCH code, the
reliability of the model for this code is summarized in
Table 1. The performance of the model for p ≤ 0.04 was
analyzed since the BCH codes outperform the LDPCA
code for such probabilities (Figures 3 and 4) for the range
of code lengths considered.
As can be seen from Figure 5, the model is less precise
with respect to the prediction of the BER, while the rate is
usually well predicted; in the studied scenarios, the max-
imum difference between simulated and estimated rates
was less than 0.04%. In order to summarize all the numer-
ical results, a measure of the reliability of the prediction of
the models is proposed: the mean absolute BER difference
for a given code and a given error probability denoted as
	(l, p).
	(l, p) = 1|T |
∑
T∈T
|BS(l, p,T) − B(l, p,T)|
BS(l, p,T)
, (38)













Model 255 Fixed CRC
Model 511 Fixed CRC
Model 1023 Fixed CRC
255 Syn. Check BCH
511 Syn. Check BCH
1023 Syn. Check BCH
Model 255 Var. CRC
255 Var. CRC
Figure 6 Performance for RA BCH codes with fixed and Variable CRC for p = 0.04. Fixed and Variable CRC check-based rate-adaptive BCH
code for p = 0.04, the model, and actual decoder behaviour are depicted. The performance of the Syndrome check BCH code is also depicted for
comparison.
EURASIP Journal on Advances in Signal Processing 153
i
i






Salmistraro et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:166 Page 12 of 14
http://asp.eurasipjournals.com/content/2013/1/166
Table 1 Evaluation of BERmodel accuracy (p, l)





























where BS(l, p,T) is the BER estimated by simulations and
B(l, p,T) is the BER calculated using the model proposed
in Section 3.2.
In this work, we focused on a high-correlation scenario
p ≤ 0.04 (H(X|Y ) ≤ 0.24), but we also assessed the
performance of our code for p = 0.1 (H(X|Y ) = 0.47)
in order to assess the robustness of the proposed code
in terms of the ability of the proposed codes (including
checking strategy) to perform reasonably well outside the
error interval they have been developed for. We define, for
this purpose, a rate loss metric:

g = 100 × RBCH − RLDPCARBCH , (39)
where RLDPCA is the normalized rate of the LDPCA code
and RBCH is the normalized rate of the BCH code, both
obtained by simulations and not the model. For the BCH
codes, we chose l = 255, and for the LDPCA codes, we
chose l = 396, 1584 with an 8-bit CRC check. In this case,
the LDPCA codes outperform, in terms of the normal-
ized rate, the BCH code by 
g = 7.6% and 
g = 10%,
respectively, for similar BERs. Using the same metric for
p = 0.005 and comparing the RA BCH having l = 1023
with the LDPCA code having l = 1584 and an 8-bit CRC
check, we obtain 
g = −58%. It has to be noted that for
low-correlation scenarios our system is not able to outper-
form the LDPCA codes, but based on the relatively small
loss at p = 0.1, we note that in case of, e.g. varying values
of p, the RA BCH codes do provide robustness outside the
interval for which it performs better than LDPCA.
Our new model is also able to provide more accurate
performance estimates than the model presented in [15]
for a given strategy in almost all the cases. The improved
accuracy is high: for example, one of the best cases is for
p = 0.01, l = 255: the estimated BER by the proposed
model for a given strategy is 1.85 × 10−7, while the simu-
lated performance of the real decoder is BER = 2.20×10−7,
and themodel of [15] predicted BER = 8.89×10−7. Among
the tested scenarios, the model of [15] is able to obtain
better accuracy than the proposed one only in a few cases,
but even in these cases, the results of the proposed model
are still sufficiently accurate. The worst of these cases is
l = 1023, p = 0.035: for the strategy having the high-
est difference, the BER is 9.36 × 10−6, the estimated BER
by [15] is 9.16 × 10−6, and the predicted BER using our
proposed model is 8.21 × 10−6.
The adaptive BCH and the LDPCA approach may also
be compared with respect to complexity. Two aspects are
interesting: the encoder and the decoder complexity.
The BCH encoder produces syndromes of (mostly) M
bits and each of them may be produced with l division
steps with an M degree polynomial. The number of syn-
dromes needed is variable on average around pl, so the
number of operations is growing as plMl. For the LDPCA
encoder, approximately the same number of syndrome
bits should be produced, and if it is implemented as an
ordinary matrix multiplication, the number of operations
becomes the same. Actually, the number of operations
could be reduced using the sparse nature of the parity
check matrix since it depends on the number of edges in
the bipartite graph for the code which grows with l, but
overall, we estimate the encoder complexity to be similar
for the two approaches.
The BCH decoder uses a few operations to perform the
next step in the Berlekamp-Massey algorithm for each
received syndrome, but then a search for roots in the
error locator has to be done. The complexity is propor-
tional to l and to the current number of syndromes, and
it is done each time a new syndrome is requested. The
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100 iterations for each new set of syndrome bits. The com-
plexity is difficult to estimate, but in our implementation
which was not optimized in any way, the execution time
of the BCH decoder was around 16 times less than that of
the LDPCA decoder for a typical case: p = 0.04, l = 1023,
LDPCA 1584 as benchmark. In order to account for the
different lengths, in this comparison, we normalized the
decoding time of both codes by their respective lengths.
6 Conclusions
In this work, we propose and analyze the concept and use
of rate-adaptive BCH codes for DSC. We demonstrated
that these codes can outperform the rate-adaptive LDPCA
codes when employed in a high-correlation scenario using
short block lengths. Checking strategies are applied in
order to increase the reliability of the decoded results.
We presented and analyzed an adaptive strategy together
with the RA BCH and, for comparison, both a fixed and
an adaptive CRC. Finally, we devised and tested models
which were able to correctly predict the performance of
the codes. These models are employed to find the optimal
code and check strategy knowing only the probability p.
Furthermore, the reliability of our scheme was increased
using a hierarchical CRC, which consists of a CRC span-
ning more blocks in order to divide the cost of a check
between the them, obtaining a good trade-off between
the reliability and increase of the rate at the expense of
increased latency.
Appendix
Rate-adaptive BCH codes using Variable CRC check
When dealing with the Variable CRC check approach, we
can use an approach similar to the one we have seen in
the Fixed CRC check, but now the number of CRC check
bits used for each state s is variable. In fact, c(s) bits are
required only if no CRC bits have been requested in the
past states; hence, we can now define Cavg(s) as the aver-
age number of bits used to check an acceptable decoded
solution when in state s and (s) as the average reliability
improvement due to the CRC check in state s.
In this case, formulas (13), (16), and (17) in Section 3.1
can be adapted, keeping PB(s) (15) unchanged:
PA(s) = Pe(> t(s)) − PE(s)(s)D(s) (40)








Now the main problem is to find estimates for (s) and
Cavg(s). We can start by defining PR(k|s), which is the
probability of requesting a CRC check in state k, T0 ≤ k ≤
s given that the result in state s is acceptable, and hence,
it should be checked by a CRC. If c(s) = 0 but a CRC
has already been requested in a past state k, the check is
carried out as well. First of all, we need to estimate the
probability of a decoding error in state k given that we are
checking a decoding in state s, PEc(k|s):
PEc(k|s) =
{
L(s) if T0 ≤ k < s,














(1 − PEc(i|s)), (45)
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The ﬁrst frame of each test sequence used for the experiments is shown
below. The original resolution is reported, for the lower resolution used in
some of the works, please refer to the corresponding paper in Appendix
A. The sequence Ballet is not shown here, but it is provided in the
Introduction, in Fig. 2.12.
B.1 Multiview Video Sequences
Texture Depth












Figure B.2: BookArrival, view 8, 1024× 768, 16.67 fps.
Texture Depth
Figure B.3: Breakdancers, view 4, 1024× 768, 15 fps.
Texture Depth
Figure B.4: Cafe, view 3, 1920× 1080, 30 fps.
i
i








Figure B.5: Dancer, view 5, 1920× 1088, 25 fps.
Texture Depth
Figure B.6: Kendo, view 3, 1024× 768, 30 fps.
Texture Depth
Figure B.7: Lovebird1, 1024× 768, 30 fps.
i
i







Figure B.8: Outdoor, view 8, 1024× 768, 16.67 fps.
Left Right
Figure B.9: AC, 320× 240, 15 fps.
Left Right
Figure B.10: IU, 320× 240, 15 fps.
i
i








Figure B.11: VK, 320× 240, 15 fps.
Left Right
Figure B.12: IUJW, 320× 240, 15 fps.
i
i







B.2 Monoview Video Sequences
Figure B.13: Foreman, 176× 144, 15 fps.
Figure B.14: Soccer, 176× 144, 15 fps.
i
i







Figure B.15: Hall, 176× 144, 15 fps.
Figure B.16: Coast, 176× 144, 15 fps.
i
i







B.3 Multiview Images plus Depth
Texture Depth
Figure B.17: Teddy, view 2, 1800× 1500.
i
i







ARPS Adaptive Rood Pattern Search
BCH Bose-Chaudhuri-Hocquenghem
BER Bit Error Rate
CRC Cyclic Redundancy Check
DCVP Disparity Compensated View Prediction
DIBR Depth-Image-Based-Rendering
DISCOVER DIStributed COding for Video sERvices
DP Diﬀerence Projection
DSC Distributed Source Coding
DVC Distributed Video Coding
FOV Field Of View
FVV Free Viewpoint Video
GOP Group Of Pictures
KF Key Frame
LDPC Low Density Parity Check











166 List of Acronyms
MCI Motion Compensated Interpolation
M-DVC Multiview Distributed Video Coding
ME Motion Estimation
MH Multi-Hypothesis
MSE Mean Squared Error
MV Motion Vector
MVC Multiview Video Coding
MVD Multiview Video-plus-Depth
MVME MultiView Motion Estimation
MVSim Motion Vector Similarity
OBDC Overlapped Block Disparity Compensation
OBMC Overlapped Block Motion Compensation
OF Optical Flow
PRISM Power-eﬃcient, Robust, hIgh-compression,
Syndrome-based Multimedia coding
PSNR Peak Signal-to-Noise Ratio
RA Rate Adaptive
RCPT Rate Compatible Punctured Turbo
RD Rate-Distortion
SAD Sum of Absolute Diﬀerences
SI Side Information
SLEP Systematic Lossy Error Protection
TDOF Time Disparity Optical Flow
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i







VSN Video Sensor Network
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