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Abstract
We present an effective method to model empirical action potentials of
specific patients in the human atria based on the minimal model of Bueno-
Orovio, Cherry and Fenton adapted to atrial electrophysiology. In this
model, three ionic are currents introduced, where each of it is governed by
a characteristic time scale. By applying a nonlinear optimization proce-
dure, a best combination of the respective time scales is determined, which
allows one to reproduce specific action potentials with a given amplitude,
width and shape. Possible applications for supporting clinical diagnosis
are pointed out.
1 Introduction
Detailed reaction-diffusion models to describe human atrial electrophysi-
ology were first developed in the late 1990s [1, 2, 3, 4] and are further
developed until now. Important steps forward have been made to include
specific ionic currents [5, 6, 7, 8, 9, 10], which in particular allow one to
investigate specific effects of pharmaceuticals in treatments of atrial fibril-
lation and other heart failures. Complementary to these detailed models,
Bueno-Orovio, Cherry and Fenton introduced in 2008 a minimal reaction-
diffusion model (BOCF model) for action potentials (AP) in ventricular
electrophysiology, where the large number of ionic currents through cell
membranes is reduced to three net currents [11]. This model has four state
variables, one describing the transmembrane voltage (TMV), and the other
three describing the gating of ionic currents. The TMV, as in detailed re-
action models, satisfies a partial differential equation of diffusion type with
the currents acting as source terms, and the time evolution of the gat-
ing variables is described by three ordinary differential equations coupled
to the TMV. By fitting the action potential duration (APD), the effec-
tive refractory period and the conduction velocity to the detailed model
of Courtemanche, Ramirez and Nattel [1] (CRN model), the BOCF model
was recently adapted to atrial electrophysiology (BOCF model) [12].
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Figure 1: Schematic illustration of the optimized adjustment of the BOCF
model by a parameter converter that determines the set of parameter values
(τfi, τsi, and τso1) giving a best match with the amplitude and duration of
the action potential for a specific patient.
In this work we develop a method to model specific AP based on the
BOCF model as it is aimed in the clinical context in connection with
improved and extended possibilities of diagnosis [13]. Compared to the
detailed models, the BOCF model has the advantage that it is better
amenable to some analytical treatment. This allows us to identify a small
set of relevant model parameters for capturing the main features of a spe-
cific AP. Our methodology is sketched in Fig. 1 and can be summarized
as follows. We start by labeling each given AP with its amplitude APA
and with four APD, namely at 90%, 50%, 40% and 20% repolarization,
denoted as APD90, APD50, APD40, and APD20 respectively. These APDn
(n = 20, 40, 50, 90) together with the amplitude APA are suitable to catch
a typical shape of a specific AP, see Fig. 2.
The APDn taken for a specific patient are given to a parameter conver-
tor that retrieves specific parameter values of the BOCF model. As relevant
parameters, we adjust three time scales governing the closing and opening
of the ionic channels. The parameter convertor consists of an optimization
algorithm that searches for the best set of parameter values consistent with
the measured AP properties.
The paper is organized as follows. In Section 2 we shortly summarize
the BOCF model and discuss the role of the three fit parameters that we
selected to model specific AP. In Section 3 we show how these parameters
can be adjusted to obtain a a faithful representation of the AP properties
APA, APDn, and in Section 4 we demonstrate the specific AP modeling
for surrogate data generated with the CRN model [1]. A summary of our
main findings and discussion of their relevance is given in Section 5 In the
Appendix, we provide analytical calculations for the BOCF model that
motivated our choice of fit parameters for the AP modeling.
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Figure 2: Illustration of an action potential with amplitude APA and four
AP durations at 90%, 50%, 40% and 20% of the total amplitude. These
five values are used to determine three characteristic time scales of the
BOCF model (see text).
2 BOCF model for atrial physiology
The BOCFmodel has four state variables, which are the scaled TMV u, and
three variables v, w and s describing the gating of (effective) net currents
through the cell membrane. The TMV V is obtained from u via the linear
relation V = VR(1+αu), where for atrial tissue we set VR = −84.1 mV for
the resting potential and α = 1.02 [12]. The time-evolution of u is given
by the reaction-diffusion equation
∂tu = D∆u+ J(u, v, w, s) + Jstim , (1)
where J = J(u, v, w, s) is the total ionic current and Jstim an external stim-
ulus current. For modeling of single-cell action potentials, as considered in
this work, we set D = 0. The total ionic current decomposes into three net
currents, a fast inward sodium current Jfi = Jfi(u, v), a slow inward calcium
current Jsi(u,w, s), and a slow outward potassium current Jso = Jso(u),
J(u, v, w, s) = Jfi(u, v) + Jsi(u,w, s) + Jso(u) . (2)
These currents are controlled by the gating variables, which evolve accord-
ing to
∂t(v, w, s) = (E(u, v), F (u,w), G(u, s)) , (3)
where the nonlinear functions F , G andH , are specified in Section A. There
we show that the four differential equations (1) and (3) can be reduced
to a system of two differential equations. This reduction shows that the
three characteristic times τfi, τsi and τso1, which fix the typical duration
of the respective currents, govern the shape of the AP [cf. Eq. (15a) in
the Appendix]. We take these three time scales as parameters for fitting
a specific AP and keep all other parameters fixed. For the values of the
fixed parameters we here consider the set determined for the electrically
remodeled tissue due to atrial fibrillation [14, 12].
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Figure 3: (a) Amplitude APA as a function of τsi for four different pairs of
fixed values τfi and τso1. (b) Dependence of the amplitude APA on time
τso1 for τsi = 10.7 ms and four different values of τfi. (c) Time τfi as a
function of APA for τsi = 10.7 ms and τso1 = 73.7 ms.
3 Parameter dependence of BOCF action po-
tentials
In this section we show that in the BOCF model the amplitude APA can
be expressed by a quadratic polynomial of the times τfi, and the APDn by
cubic polynomials of τsi and τso1.
The dependence of APA and the APDn on the characteristic times,
was determined from generated AP in single-cell simulations of the BOCF
model by applying periodically, with a frequency f = 3 Hz, a constant
stimulus current of 40 pA, corresponding to an amplitude of 4.76 s−1 for
the current Jstim in Eq. (1), for a time period of 3.5 ms. The resulting
time evolution of the TMV in response to this stimulus was calculated
by integrating Eqs. (1) and (3) for the initial conditions u0 = 0, v0 = 1,
w0 = 1 and s0 = 0. This was done for (τfi, τsi, τso1) ∈ [0.002, 0.210] ×
[5.9, 22.4]×[40, 110] (in ms) with a resolution ∆τfi = 0.0021 ms (100 values),
∆τsi = 0.3 ms (56 values) and ∆τso1 = 1 ms (71 values). The AP was
recorded after a transient time of 10 s.
As shown for a few representative pairs of fixed values of τfi and τso1
in Fig. 3(a) and 3(b), the APA depends only very weakly on τsi and τso1.
Neglecting these weak dependencies, on τsi and τso1, we find the APA to
increase monotonically with τfi in the range [85, 110] mV relevant for human
atria. In Fig. 3(c) we show that the parameter τfi can be well described by
the quadratic polynomial
τfi = c0APA
2 + c1APA+ c2 , (4)
where the coefficients ci and the coefficient of determination R
2 of the fit
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Table 1: Polynomial coefficients and R2 values of the fits of APA to Eq. (4)
and of the surfaces APDn(τsi, τso1) to Eq. (5). The values of coefficients
c
(n)
mk are given in units of mV/(ms)
m+k
.
Coeffs. APA Coeffs. APD90 APD50 APD40 APD20
Eq. (4) Eq. (5)
c0 2.35 c
(n)
00 98 85 84 82
±∆c0 ±0.06 ±∆c
(n)
00 ±10 ±10 ±10 ±10
c1 -3.8 c
(n)
10 5.4 5.0 4.7 3.8
±∆c1 ±0.1 ±∆c
(n)
10 ±0.3 ±0.3 ±0.4 ±0.3
c2 1.52 c
(n)
01 −33 −33 −33 −32
±∆c2 ±0.05 ±∆c
(n)
01 ±1 ±1 ±1 ±1
R2 0.9996 c
(n)
20 0.0001 −0.0010 0.0001 0.003
±∆c
(n)
20 ±0.004 ±0.004 ±0.004 ±0.004
c
(n)
11 −0.40 −0.41 −0.41 −0.43
±∆c
(n)
11 ±0.01 ±0.01 ±0.01 ±0.01
c
(n)
02 2.47 2.56 2.61 2.85
±∆c
(n)
02 ±0.06 ±0.06 ±0.07 ±0.06
c
(n)
30 −0.0000721 −0.00005 −0.00004 −0.00002
±∆c
(n)
30 ±0.00002 ±0.00002 ±0.00002 ±0.00002
c
(n)
21 0.0012591 0.00096 0.00079 0.00018
±∆c
(n)
21 ±0.00007 ±0.00007 ±0.00007 ±0.00007
c
(n)
12 0.0027 0.0045 0.0057 0.0103
±∆c
(n)
12 ±0.0003 ±0.0003 ±0.0003 ±0.0003
c
(n)
03 −0.045 −0.050 −0.053 −0.069
±∆c
(n)
03 ±0.001 ±0.001 ±0.001 ±0.001
R2 0.9956 0.9938 0.9926 0.9866
are given in Table 1.
Likewise, as demonstrated in Fig. 4(a) for one fixed pair of values of τsi
and τso1, the APDn are almost independent of τfi. Their dependence on τsi
and τso1, shown in Figs. 4(b)-(e), can be well fitted by the polynomials
APDn(τsi, τso1) =
3∑
m=0
3−m∑
k=0
c
(n)
mkτ
m
si τ
k
so1 . (5)
where the coefficients c
(n)
mk are listed in Table 1 together with the R
2 values
of the fits.
4 Modeling of patient-specific action poten-
tials with the BOCF model
Let us denote by V the APA and by Dn the values of the APDn of a
specific patient. To model the corresponding AP with the BOCF model, we
determine τfi by inserting APA = V in Eq. (4) and (τsi, τso1) by minimizing
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Figure 4: (a) APDn as a function of τfi for a pair of fixed values τsi =
10.7 ms and τso1 = 73.675 ms. (b)-(e) Dependence of the APDn on τsi
and τso1 for fixed τfi = 0.0835 ms. The meshes of points (black bullets)
indicate the simulation results, and the surfaces refer to the fits of the
meshes, according to Eq. (5). All quantities are given in ms.
the sum of the squared deviations between the the APDn, i. e. the function
F(τsi, τso1) =
∑
n
[
APDn(τsi, τso1)−Dn
]2
. (6)
For the numerical procedure we used the Levenberg-Marquardt algorithm [15].
As one sees from Figs. 4(b)-(e), the APD vary monotonically with the time
scales in the ranges fixed above. We checked that the Hessian is positive
definite in the corresponding region, implying unique solutions when min-
imizing F .
To demonstrate the adaptation procedure, we generated surrogate AP
with the CRN model[1] for electrically remodeled tissue due to atrial fib-
rillation [14]. Specifically, we consider the maximal conductances, gCa and
gNa of the calcium and sodium currents to vary, while keeping all other
parameters fixed to the values corresponding to the electrically remodeled
tissue. The conductance gCa affects both the AP plateau and the repolar-
ization phase and the gNa controls mainly the amplitude of the AP [1].
Figure 5 shows nine examples of AP generated with the CRN model,
which cover a wide range of APA and APD. In Figs. 5(a)-(e) we allow
gNa and gCa to differ by factors between 70% and 130% from their values
γNa = 7.8 nS/pF and γCa = 0.0433 nS/pF for the electrically remodelled
tissue[14]. The corresponding AP modeled with the BOCF, i. e. for τfi from
Eq. (4), and τsi and τso1 obtained from the minimization of F(τsi, τso1) in
Eq. (6), are shown as dashed lines in the figures. In all cases these reproduce
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Figure 5: Nine surrogate AP generated with the CRN model (solid lines)
for different gNa and gCa in comparison with the corresponding AP modeled
with the BOCF model (dashed lines). The reference values are the ones
corresponding to the remodeling case, namely γCa = 0.0433 nS/ps and
γNa = 7.8 nS/ps.
well the AP shapes generated with the CRN model.
To quantify the difference between the AP, we denote by ACRN(t) and
ABOCF(t) their time course, and compute their relative deviation based on
the L2-norm,
∆A =
||ABOCF(t)−ACRN(t)||L2
||ACRN(t)||L2
, (7)
where
||A(t)||L2 ≡
(∫ tf
ti
A2(t)dt
)1/2
. (8)
The initial time ti and final time tf are defined as the times for which
u(ti) = u(tf ) = θ0 with θ0 = 0.015473 (see Appendix), with opposite signs
of the corresponding time derivatives, i.e. dudt |ti > 0 and
du
dt |tf < 0.
For the examples in Fig. 5, Table 2 gives the values of APA and the
APDn for surrogate AP generated with CRNmodel and the adapted BOCF
model, together with the deviations ∆A. The largest differences between
both AP correspond to deviations of the order of 5% to 7%.
The relative errors of the APA and APDn
∆ =
|XBOCF −XCRN|
XCRN
, (9)
with X representing either V or Dn are also given in Table 2. The APA
show deviations up to 1% and the APDn up to around 10% for all n
except 20. The APD20 refers to the TMV level closest to the maximum
and exhibits larger deviations of about 20% for even small shape deviations.
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Table 2: APA V and APDn values Dn for the examples shown in Fig. 5. The
∆ values give the deviations of the individual form parameters according to
Eq. (9) and ∆A is the deviation between both AP based in their L2-norms,
as defined in Eq. (7).
D90 D50 D40 D20 V ∆A
(ms) (ms) (ms) (ms) (mV) (×10−2)
F
ig
.5
a CRN 107.7 66.36 53.07 21.77 98.43
BOCF 102.9 61.44 48.09 19.26 98.15 4.5
∆ (×10−2) 4.5 7.4 9.4 11.5 0.3
F
ig
.5
b CRN 106.8 66.02 53.19 23.21 107.14
BOCF 101.1 60.75 47.73 19.10 107.0 6.0
∆ (×10−2) 5.3 8.0 10.3 17.7 0.15
F
ig
.5
c CRN 105.9 65.59 53.08 24.04 114.1
BOCF 100.25 60.71 48.02 19.99 112.9 7.3
∆ (×10−2) 5.3 7.4 9.5 16.8 1.0
F
ig
.5
d CRN 115.7 72.57 59.03 26.03 98.44
BOCF 110.5 68.02 53.85 21.59 98.18 4.6
∆ (×10−2) 4.5 6.3 8.8 17.1 0.26
F
ig
.5
e CRN 114.3 71.75 58.67 27.18 107.1
BOCF 108.3 66.94 53.17 21.40 107.0 5.9
∆ (×10−2) 5.3 6.7 9.4 21.3 0.08
F
ig
.5
f CRN 113.2 71.08 58.30 27.84 113.9
BOCF 107.3 66.64 53.21 22.24 112.9 7.1
∆ (×10−2) 5.3 6.2 8.7 20.1 0.9
F
ig
.5
g CRN 124.5 81.00 67.44 31.92 98.24
BOCF 119.6 76.76 62.02 25.66 98.00 4.9
∆ (×10−2) 3.9 5.2 8.0 19.6 0.2
F
ig
.5
h CRN 122.6 79.69 66.56 32.82 106.9
BOCF 117.0 75.25 60.92 25.42 106.9 6.2
∆ (×10−2) 4.6 5.6 8.5 22.5 0.02
F
ig
.5
i CRN 121.2 78.68 65.86 33.30 113.7
BOCF 115.6 74.59 60.63 26.63 112.8 7.5
∆ (×10−2) 4.7 5.2 7.9 21.2 0.8
5 Conclusions
In this work we showed how to model patient-specific action potentials
by adjusting three characteristic time scales, which are associated with
the net sodium, calcium and potassium ionic currents. The framework
explores the possibilities of parameter adjustment of an atrial physiology
model, namely the BOCF model[11], to reproduce AP shapes with a given
amplitude, width and duration. The BOCF model is defined through a
reaction-diffusion equation, coupled to three equations for gating variables
that describe the opening and closing of ionic channels. It is simple enough
to guarantee low computational costs for even extensive simulations of
spatio-temporal dynamics [18]. Through a semi-analytical approach given
in the Appendix we showed why the three ionic currents suffice to derive
the main features of empirical AP.
The high flexibility for case-specific applications can be used for clinical
purposes. Using the optimization procedure for AP shape adjustment, the
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three characteristic times are retrieved, which are directly connected to the
ion-type specific net currents. AP shapes showing pathological features
will be reflected in the values of one (or more) times outside acceptable
ranges. Accordingly, one can associate a corresponding net current and
therefore identify the class of membrane currents, where pathologies should
be present. In this sense the clinical diagnosis can be supported by the
modeling.
Furthermore, in case information is obtained about AP shapes from dif-
ferent places of the atria, e. g. by using a lasso catheter, a corresponding AP
shape modeling would allow one to construct a patient-specific model with
spatial heterogeneities. Based on this, it could become possible to gener-
ate spatio-temporal activation pattern and to identify possible pathologies
associated in the dynamics of the action potential propagation.
A Appendix: Dynamical features of the BOCF
model: a semi-analytical approach.
Here, we discuss in detail the reaction-diffusion model in Eqs. (1) and (3).
We start by considering the terms of the total ionic current J , already
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Figure 6: Time evolution of one AP together with each ionic current: (a)
AP variable u with the stimulus current Jstim, with (b) a close-up for a time
interval of 3.5 ms. Vertical dashed lines intersect the AP at one specific
dotted line, thus bounding the time intervals corresponding to each region
of u-values (see text). The ionic currents correspond to (c) the Na channel
(Jfi), (d) the Ca channel (Jsi), and (e) the K channel (Jso), see Eqs. (3)
and (10). All currents are given in (ms)−1.
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Figure 7: Ionic current (a) Jfi and (b) Jsi(u,w) as a function of the respec-
tive gating variables. The red circles indicate the path corresponding to
Eqs. (1) and (3) and sketched in Fig. 6 as a function of time. (c) Depen-
dence of ionic current Jso on variable u.
discussed in Eq. (2. These ionic currents are given by
Jfi =
v
τfi
(u− θv)(uu − u)Hθv (u), (10a)
Jsi =
ws
τsi
Hθw(u), (10b)
Jso = −
u
To(u)
Hθw(u)−
1
τso1 + (τso2 − τso1)Qso(u)
Hθw(u) , (10c)
together with the stimulus current
Jstim = jstim(H0(t
∗)−H0(t
∗ + T )) , (11)
where t∗ = t mod(1/f), f being the frequency of the stimulus signal, 0 <
T < 1/f is the duration of the stimulus and jstim being its amplitude.
Figure 6 illustrates each of the ionic current together with the stimulus
current and the normalized transmembrane voltage. In our simulations we
fix jstim = −40 pA and T = 3.5 ms, but similar results are obtained for
other stimulus conditions. Function Hx(z) is the Heaviside function, equal
to 1 for non-negative z and zero otherwise, and Hx(z) = 1−Hx(z).
Equations (10) (a)-(c) contain further the functions
Tx(u) = τx1H
θx(u) + τx2Hθx(u) , (12a)
Qx(u) =
1
2
(1 + tanh (kx(u − ux))) , (12b)
where uu = 1.0089 and uso = 0.592093 are reference values, θv = 0.3 and
θw = 0.18171 are threshold values of u corresponding to the opening and
closing of the ion channels, τo1 = 250.03, τo2 = 16.632, τso2 = 6.5537, and
kso = 2.9748.
As discussed in the main text, current Jfi is a fast inward current me-
diated by sodium channels and controlled by the time scale τfi, current
Jsi is a slow inward current mediated by calcium channels and controlled
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Figure 8: Time evolution of the four variables of the BOCF model: (a)
AP variable u and the three gating variables (b) v, (c) w and (d) s. The
horizontal dotted lines in (a) indicate the ranges of u-values, where the
evolution of the set of variables changes discontinuously. Vertical dashed
lines intersect the AP at one specific dotted line, thus bounding the time
intervals corresponding to each region of u-values. In several of such time
intervals, some of the variables decay exponentially and independently from
the other variables, which simplifies the model considerably. In the regions
where no exponential evolution is indicated the model follows the reduced
system of equations in (15): in plot (a) one sees the integration of Eq. (15a)
and in plot (d) the integration of Eq. (15b).
by τsi and current Jso is the slow outward current mediated by potassium
channels controlled by the time scale τso1. Figures 6 illustrates each ionic
current as a function of time, whereas in Fig. 7 we plot each current as a
function of the scaled potential u and the three gating variables.
Both Figs. 6 and 7 may help understanding why the set of the three time
scales is suitable for characterizing the full shape of one AP. From Eq. (10a)
one sees that for voltages u > θv the fast inward current Jfi depends linearly
on v and quadraticaly on u. This current in time shows a very narrow
spike (Fig. 6c) which results from a projection over u (Fig. 7a). Thus, the
quadratic dependence in u is not as dominant as the linear dependence on
v whose slope 1/τfi parameterizes the height of the spike and consequently
the amplitude of the AP. This also explains why the amplitude VA depends
more strongly on τfi than on the other time scales.
The slow inward current Jsi, Eq. (10b), is only relevant in the range
u > θw (Fig. 6d) and, for that range, it depends linearly on both w and s
gating variables (Fig. 7b) with a slope given by 1/τsi.
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As for the slow outward current Jso, Eq. (10b), it depends on u exclu-
sively. It has two mutually exclusive regimes, one for u < θw and another
for u > θw. As illustrated in Fig. 7c, for u < θw the slow outward current
evolves linearly to the transmembrane current, with a slope given by a time
scale, τo1 or τo2 depending if u > θo or u < θo respectively. For u > θw, the
current Jso varies monotonically with u, since it is a bounded step function
of u in the range [0, 1], and consequently in this range of voltages Jso is
governed by one of the time scales, τso1 or τso2, which we choose to be τso1.
These three time scales together with the three ionic currents play also
a role for defining the full model. As we will see next the set of four
equations can be reduced to only two nonlinear equations, which include
the dominant parts of each ionic current, and consequently are tunnable
through their three time scales.
To see this we start by writing explicitly the three additional functions
defining the evolution of the gating variables in Eqs. (1) and (3):
E(u, v) = −
v −Hθ
−
v (u)
T−v (u)
Hθv (u)−
v
τ+v
Hθv(u) , (13a)
F (u,w) = −
w − w∞
τ−w1 + (τ
−
w2 − τ
−
w1)Q
−
w(u)
Hθw(u)−
w
τ+w
Hθw(u) , (13b)
G(u, s) =
1
Tθw(u)
(Qs(u)− s) , (13c)
with
w∞ =
(
1−
u
τw∞
)
Hθo(u) + w∗∞Hθo(u) , (14)
Tx(u) and Qx(u) are given by Eqs. (12), and τ
−
v1 = 16.3, τ
−
v2 = 1150,
τ+v = 1.7026, τ
−
w1 = 79.963, τ
−
w2 = 28.136, τ
+
w = 213.55, τw∞ = 0.2233,
τs1 = 9.876, and τs2 = 4.2036 are characteristic time scales for the opening
(+) and closing (−) of the ionic channels (all in units of ms); w∗∞ = 0.902,
ks = 2.2268, and k
−
w = 60.219 are scaling parameters and us = 0.81568 and
u−w = 9.991× 10
−3 are the respective shape parameters for the hyperbolic
tangent in function Qx(u), and θ
−
v = 0.1007 and θs = θ2 are additional
threshold values for the opening and closing of the ionic channels.
Figure 8 shows the typical co-evolution of all variables in the BOCF
model, the scaled potential u and the three gating variables.
Next we will show that the BOCF model in Eqs. (1) and (3) can be
treated in a semi-analytically way for D = 0 (single cell case), by prop-
erly introducing approximations of the equations in the u-regions defined
through the Heaviside functions (cf. Fig. 8a), namely
• Region I where θv < u < 1,
• Region II where θw < u < θv = 0.3,
• Region III where θ−v < u < θw = 0.18171,
• Region IV where θo < u < θ
−
v = 0.1007 and
• Region V where 0 < u < θo = 0.015473.
Substituting the limiting values above in the currents defined in Eqs. (10)
and in the functions defined in Eqs. (13) yields a system of four differential
equations for each region.
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At the beginning of each AP, the stimulus current Jstim is applied bring-
ing u to its maximum value, u ∼ 1, i.e. in region I. From there on, the
systems evolves according to Eqs. (1) and (3) till the next stimulus (see
inset of Fig. 8a).
In region I the dynamical equations read
du
dt
= −
1
τso1 + (τso2 − τso1)Qso(u)
+
ws
τsi
+
v
τfi
(u − θv)(uu − u) ,(15a)
ds
dt
=
Qs(u)− s
τs2
, (15b)
where v = Vu=1 exp (−t/τ
+
v ) and w = Wu=1 exp (−t/τ
+
w ) decay exponen-
tially and independently of all other variables. In other words, the evolution
of the four dimensional systems reduces to a nonlinear and non-autonomous
two-dimensional system of coupled variables, u and s.
As will become clear below, this dynamical system (15) is the only
part of the model equations that cannot be solved in closed analytical
form, while the behavior in other regions becomes analytically tractable
after proper approximations. Notice that the Eq. (15a), defining the time
evolution of the normalized action potential u, is composed by three con-
tributions, each on corresponding to one of the three ionic currents and
being parameterized by one of the three time scales. See Eq. (10) and the
discussion above.
In region II, both variables w and s are governed by the same equations
as in region I, while the potential variable u has no longer the quadratic
term (see Eq. (15a)). As for the variable v, it decays exponentially with
a different constant τ−v2. Since in region I the decay of v is strong enough
for bringing v close to zero, one can approximate v = 0 in region II and
consequently the time evolution of u is approximated by Eq. (15a).
In region III, u and v decay exponentially as u = θw exp (−t/τo2) and
v = Vu=θw exp
(
−t/τ−v2
)
, and w and s are coupled to each other according
to the two-dimensional system
dw
dt
= −
w − w∗∞
τ−w1 + (τ
−
w2 − τ
−
w1)Q
−
w(u)
, (16a)
ds
dt
=
Qs(u)− s
τs1
. (16b)
For this range of u values, Q−w(u) ∼ 1 and Qs(u) is almost constant. There-
fore, we can setQs(u) ∼ 〈Qs(u)〉θ−v <u<θw ≡ 〈Q〉 = 0.0475 and consequently
w and s are approximately given by
w(t) = w∗∞ + (Wu=θw − w
∗
∞) exp
(
−t/τ−w2
)
, (17a)
s(t) = 〈Q〉+ (Su=θw − 〈Q〉) exp (−t/τs1) . (17b)
In region IV, u and v decay exponentially as u = θ−v exp (−t/τo2) and
v = 1 +
(
Vu=θ−v − 1
)
exp
(
−t/τ−v1
)
, (18)
respectively. The gate variable s follows the same approximation as in
Region III, Eq. (17b). The variable w follows the same Eq. (16a), but now
with a different approximation, namely
R(t) ≡
1
τ−w1 + (τ
−
w2 − τ
−
w1)Q
−
w(u)
∼ 1− αe−2k
−
w (u−u
−
w) , (19)
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with
α =
τ−w1 + (τ
−
w2 − τ
−
w1)Q
−
w(θo)− 1
τ−w1 + (τ
−
w2 − τ
−
w1)Q
−
w(θo)
e2k
−
w (θo−u
−
w ) . (20)
Since in this region, the values of u are small and the time-window is also
small, the exponential decay of u can be linearized, u ∼ θ−v (1 − t/τo2),
which gives
R(t) ∼ 1− αΓ1e
Γ2t ∼ 1− αΓ1 − αΓ1Γ2t (21)
with
Γ1 = e
−2k−wθ
−
v (1−u
−
w) , (22a)
Γ2 = 2
k−wθ
−
v
τo2
. (22b)
This approximation yields for the evolution of w in this region
w(t) = w∗∞ + (Wu=θ−v − w
∗
∞) exp
(
−(1− αΓ1)t+
αΓ1Γ2
2
t2
)
. (23)
Finally, in region V, variables u, v and s follow the same solution as in
region IV but for different constants, namely u decays exponentially with
decay time τo1 instead of τo2, and Qs(u) ∼ 〈Qs(u)〉0<u<θo = 0.02665. The
remaining gate variable w is approximated by observing (see Fig. 8a) that
in this range u ∼ 0 and Qs(u) can be set to a constant Qs(0), yielding
w(t) = 1 + (Wu=θo − 1) exp (−t/T ) (24)
with
T = τ−w1 + (τ
−
w2 − τ
−
w1)Q
−
w(0). (25)
Altogether, we arrive to the conclusion that the problem of solving the
single-cell dynamics of the BOCF model (1) and (3) can be reduced to the
two-dimensional non-linear system in Eqs. (15), which involves the three
time scales controlling each ionic current considered in the BOCF model.
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