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Abstract
Bryant [On the complexity of VLSI implementations and graph representations of boolean functions with ap-
plications to integer multiplication, IEEE Trans. Comput. 40 (1991) 205–213] has shown that any OBDD for the
functionMULn−1,n, i.e. themiddle bit of the n-bit multiplication, requires at least 2n/8 nodes. In this paper a stronger
lower bound of essentially 2n/2/61 is proven by a new technique, using a universal family of hash functions. As
a consequence, one cannot hope anymore to verify e.g. 128-bit multiplication circuits using OBDD-techniques
because the representation of the middle bit of such a multiplier requires more than 3 · 1017 OBDD-nodes. Further,
a ﬁrst non-trivial upper bound of 7/3 · 24n/3 for the OBDD-size of MULn−1,n is provided.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and results
Ordered binary decision diagrams (OBDDs) belong to the most important data structures for represent-
ing Boolean functions. Efﬁcient algorithms on OBDDs are known for all important operations, as e.g.
synthesis operation, equivalence test, satisﬁability test or minimization. Therefore, OBDDs have found
a wide variety of applications, especially in the areas of model checking and circuit veriﬁcation.
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Deﬁnition 1. Let Xn = {x1, . . . , xn} be a set of Boolean variables.
(1) A variable ordering onXn is a bijection  : {1, . . . , n}→Xn, leading to the ordered list (1), . . . , (n)
of the variables.
(2) A -OBDD on Xn for a variable ordering  is a directed acyclic graph with one root and two sinks
satisfying the following properties: one sink is labeled with 0, the other with 1. Each inner node is
labeled by a variable in Xn and has two outgoing edges, one labeled by 0, the other by 1. If an edge
leads from a node labeled by xi to a node labeled by xj , then −1(xi) < −1(xj ). This means that
any path on the graph passes the nodes in an order respecting the variable ordering .
(3) The computation path of an input a = (a1, . . . , an) ∈ {0, 1}n is the path starting at the root and
leaving any xi node over the edge labeled by the value of ai . The OBDD represents a function
f : {0, 1}n → {0, 1} if for any a ∈ {0, 1}n the sink reached by the computation path of a is labeled
with f (a).
(4) The size of a -OBDD is the number of its nodes. The -OBDD-size of a Boolean function f
(-OBDD(f )) is the size of the minimum -OBDD computing f . Finally, the OBDD-size of f
(OBDD(f )) is the minimum of -OBDD(f ) for all variable orderings .
For an in-depth discussion of OBDDs and their operations we refer to [14].
OBDDs can be used, e.g. for circuit veriﬁcation as follows. In order to test a circuit for a function f
against its speciﬁcation (function g), one can use synthesis operations to obtain -OBDDs for f and g and
then check whether f and g are equal by using the equivalence test. The minimization algorithm is used
to ensure that the OBDDs obtained during such a procedure are as small as possible.
Although each single operation used in a such a veriﬁcation procedure is possible in polynomial (i.e.
quadratic or even better) time with respect to the sizes of the corresponding input OBDDs, the total
procedure may be infeasible because the sizes of the involved OBDDs may grow almost quadratically
with each synthesis operation.
It is not surprising that a lot of research effort has been spent in trying to verify multiplier circuits
using OBDDs. However, it was not before 1998 that an OBDD for the 16-bit multiplication circuit c6288
could be computed [18] (the c6288 is one of the most important ISCAS—International Symposium on
Circuits and Systems—benchmark circuits). The resulting OBDD consisted of more than 40 million
nodes, the largest OBDD obtained during the synthesis operations even had 110 million nodes and the
maximummemory requirement was 3803megabyte. According to the author’s knowledge, nobody could
successfully compute an OBDD for a larger multiplier circuit, yet.
These experiences do not necessarily mean that there are no small OBDDs for e.g. 16- or 32-bit
multiplier circuits, because the size of a -OBDD can be quite sensitive to the chosen variable ordering ,
and ﬁnding a variable ordering leading to small or evenminimal -OBDDs is a hard problem (see [1,4,12]).
Therefore, it is necessary to prove large lower bounds for the OBDD-size of integer multiplication in
order to be sure that veriﬁcation of multipliers using OBDDs is infeasible.
There is also a more theoretical motivation for the investigation of the OBDD-size of multiplication. It
can be easily seen that almost all functions require an exponential number of elements in any realization
by networks using only primitive elements. But this would not be disturbing as long as for all practical
relevant families of functions small representations of a certain kind exist. Therefore, one is interested
in ﬁnding exponential lower bounds for the size of OBDDs (and other representation types) computing
important and natural families of functions.
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Deﬁnition 2. The Boolean function MULk,n : {0, 1}2n → {0, 1} computes the bit zk of the product
(z2n−1 . . . z0) of two integers (yn−1 . . . y0) and (xn−1 . . . x0).
The ﬁrst step towards bounding the size of OBDDs for integer multiplication was done by
Bryant [4]. He showed that for any variable ordering , there exists an index k, such that the
-OBDD-size for MULk,n is at least 2n/8. This result, though, would still allow the possibility that one
might obtain polynomial size OBDDs for all functions MULk,n by choosing different variable orderings
for different output bits. In 1991, Bryant proved that computing the middle bit of multiplication
(that is MULn−1,n) requires a -OBDD containing 2n/8 nodes for any variable ordering
 [5].
Although this proves the exponential size of OBDDs for multiplication, the bound is not satisfactory.
Despite Bryant’s bound there is still the possibility that 64-bit multipliers can be represented by OBDDs
containing only 256 nodes,while it iswidely conjectured thatOBDDs computingMULn−1,n have a size of
at least 2n. This wouldmean that such amultiplier could not even be realized withmillions of nodes. Since
one would like to use OBDDs for realistic applications one is interested in either ﬁnding small construc-
tions or a better lower bound. The following result, which will be proven in the next section, provides the
second alternative:
Theorem 3. The OBDD-size ofMULn−1,n is at least 2
n/2/61− 4.
This bound shows that any OBDD for 64-bit multiplication must be constructed of more than 70
million nodes and therefore the representation of 64-bit multipliers using OBDDs requires a huge amount
of resources. The veriﬁcation of 128-bit multipliers is infeasible because more than 3 ·1017 OBDD-nodes
would be necessary.
The technique leading to this result is new. It relies on a universal family of hash functions
[16] and makes use of a new lemma showing how such functions distribute two arbitrary sets over
the range. Universal hashing is introduced in the next section. We remark, that following the conference
version [17] of this paper, quite some progress has been made in proving lower bounds for the BDD-size
of MULn−1,n. For example, in [2] a lower bound of (2n/4) was proven for read-once branching
programs (improving the earlier 2(
√
n) bound of Ponzio [10]) and in [11] super-linear time-space
tradeoffs were shown for even less restricted BDD-models. All these results extend the main proof-idea of
this paper, which builds on universal hashing. Furthermore, the result for OBDDs presented here
is the only lower bound achieving such large constant factors (in the exponent and the co-
efﬁcient) that it has relevance for the veriﬁcation of multiplier circuits of realistic
bit-length.
By a straightforward reduction, one can easily obtain lower bounds on the OBDD-size of the other out-
put bits of integermultiplication, as observed byBryant [5, Corollary 1]. For 0j < n, clearly,MULj,n =
MULj,j+1. Moreover, if we embed two (n− j) bit integers (xn−j−1 . . . x0) and (yn−j−1 . . . y0) within n
bit integers x′ = (xn−j−1 . . . x00 . . . 0) and y′ = (yn−j−1 . . . y00 . . . 0), then MULn+j−1,n(x′, y′) =
MULn−j−1,n−j (x, y). Hence, any OBDD for MULj,n can be converted into a smaller OBDD for
MULj,j+1 and any OBDD computing MULn+j−1,n can be converted into a smaller OBDD for
MULn−j−1,n−j . Substituting j + 1 by i in the ﬁrst case and n+ j − 1 by i in the second case, yields the
following corollary.
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Corollary 4. Let 0i2n− 1. The OBDD-size ofMULi,n is at least
min
{
2
(i+1)/2, 2
2n−i−1/2
}
61
− 4.
Since it is generally believed that the true bound on the OBDD-size for MULn−1,n is still larger than
2n/2, it is of interest to have an upper bound, too. Note that for any Boolean function onm variables, there
exists an OBDD of size (2+ o(1))2m/m [3], so a trivial upper bound for OBDD(MULn−1,n) is roughly
22n/n. The following upper bound, proved in Section 3, is the ﬁrst non-trivial one.
Theorem 5. The OBDD-size forMULn−1,n is at most 7/3 · 24n/3.
The bound shows that the middle bit of a 16-bit multiplication can be represented by an OBDD
containing less than 6.2 million nodes. Constructions of OBDDs satisfying this bound can be derived
from the proof.
2. The lower bound
We ﬁrst describe a general technique to prove lower bounds for the OBDD-size of Boolean functions.
The technique is principally well known (see e.g. [13]) but we state it here in a way which suits our
needs best. For a1, . . . , ai ∈ {0, 1}, 1in, denote by f|a1,...,ai the subfunction of f that computes
f (x1, . . . , xn), where for 1ji the jth input-variable according to  (that is (j)) is ﬁxed by the
constant aj .
Lemma 6. Let f : {0, 1}n → {0, 1} and  be a variable ordering on Xn = {x1, . . . , xn} and k ∈
{1, . . . , n}. Further let T ⊆ Xn contain the ﬁrst k variables w.r.t. , i.e. T = {(i) | 1ik} and let sk
be the number of different subfunctions f|a1,...,ak where a1, . . . , ak ∈ {0, 1}. Then -OBDD(f )2 ·sk−1.
Proof. Let G be an arbitrary -OBDD for f and assume w.l.o.g. that (i) = xi for 1in. Hence,
the variables appear on any computation path in the order x1, . . . , xn and T = {x1, . . . , xk}. For any
a = (a1, . . . , ak) ∈ {0, 1}k let va be the unique vertex reached by the computation paths starting with
a right after the variable xk has been tested. Denote by V the set of all vertices va with a ∈ {0, 1}k .
Obviously, any directed path leading from a vertex va ∈ V to a sink contains only xi-nodes with i > k.
Therefore, any assignment b = (bk+1, . . . , bn) ∈ {0, 1}n−k to these variables deﬁnes a unique path from
va to a sink.
Consider now two different assignments a, a′ ∈ {0, 1}k . If va = va′ then f|a = f|a′ because for all
b ∈ {0, 1}n−k the computation paths of ab and a′b reach the same sink. Therefore |V |sk . Moreover, no
vertex va ∈ V lies on the path from the source to a vertex va′ ∈ V − {va} because then its label would
be a variable xi with ik. Hence, we can embed a tree in the subgraph of G consisting only of the paths
from the root to the vertices in V such that each vertex of the tree has at most two children. Since this tree
has |V | leaves it consists of at least 2|V | − 1 vertices. Therefore, G has at least 2|V | − 12sk − 1 nodes.

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Beforewe start proving the lower bound for theOBDD-size ofMULn−1,nwe shall sketch themain idea.
Let for a ∈ {0, 1}n the function MULak,n : {0, 1}n → {0, 1} be deﬁned by MULak,n(x) = MULk,n(a, x).
Similar as in Bryant’s proof we will show that for any given variable ordering  there exists an integer a
for which the -OBDD-size of MULan−1,n is large. However, Bryant chose this integer a in such a way
that only two bits, ai and aj , were 1 and all other bits were 0. This way, the product a · x simpliﬁed to
the sum ai · 2i · x + aj · 2j · x, and lower bounds for the size of -OBDDs computing such sums can be
obtained easily.
Our goal is to allow more choices for the integer a and we need another way to write a · x as the sum
of two integers. Consider the set T of the ﬁrst n/2 variables with respect to  and let B be the remaining
n/2 variables. (Usually, OBDDs are drawn with the root at the top and each child below its parent. This
motivates the letters T and B, since the top half of the OBDD contains the variables in T and the bottom
half contains the variables in B.) We construct two sets M and N of integers in {0, . . . , 2n − 1} in such a
way that M contains the integers p for which all variables in T are ﬁxed to 0 and N contains the integers
q for which all variables in B are ﬁxed to 0. Clearly, any integer x in {0, . . . , 2n − 1} can be uniquely
expressed as q + p for some p ∈ M and some q ∈ N . Furthermore, q is uniquely determined by the
variables in T and thus determines a unique subfunction g|q , where g = MULan−1,n for an appropriately
chosen integer a. According to Lemma 6 it sufﬁces to show that formany different q ∈ N the subfunctions
g|q are different. We do this by determining a constant a and two subsetsM ′ ⊆ M and N ′ ⊆ N with the
following property: for any distinct q, q ′ in N ′, there exists p ∈ M ′ such that a(p + q) and a(p + q ′)
differ in the nth bit. Since q and q ′ are determined only by the top variables and p is determined by the
bottom variables, it follows that the 2n/2 assignments of constants to the top variables yield at least
∣∣N ′∣∣
different subfunctions.
The difﬁcult part is to ﬁnd the constant a and the setsM ′ andN ′ with the above-described property. We
consider the function fa : {0, . . . , 2n − 1} → {0, 1}k for some appropriately chosen k, which maps an
n-bit integer to the k bits (yn−1 . . . yn−k), where (y2n−1 . . . y0) is the binary representation of the product
y = a · x. We then use the fact that the middle bit of the product a(p+ q) equals in most cases the kth bit
of fa(p)+ fa(q). Hence, if fa(q) and fa(q ′) are different k-bit integers and if we have a lot of different
k-bit values fa(p) with p ∈ M ′, then we should be able to ﬁnd such a p ∈ N ′ such that fa(p)+ fa(q)
and fa(p)+ fa(q ′) differ in the kth bit. Then it follows that the subfunctions of MULan−1,n induced by q
and q ′ are different, too.
In order to ﬁnd many different subfunctions we have to prove that for some integer a there are many
different function values fa(p) with p ∈ M and many function values fa(q) with q ∈ N . Here universal
hashing comes into play.
2.1. Universal hashing
The concept of universal hashing was introduced by Carter and Wegman in 1979 [6]. While one of its
original purposeswas to use randomization in hashing schemes instead of relying on the distribution of the
inputs, it has found over the years a large variety of applications in areas of all different kinds. Universal
hash families are usually deﬁned by the following notation: letH be a family of hash functions U → R.
U and R are called universe and range, respectively. For arbitrary x, x′ ∈ U and h ∈ H, we deﬁne
h(x, x
′) =
{
1 if x = x′ and h(x) = h(x′)
0 otherwise.
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If one or more of h, x and x′ are replaced in h(x, x′) by sets, then the sum is taken over the elements
from these sets. For example, for H ⊆ H, V ⊆ U and x ∈ U , H(x, V ) means∑
h∈H
∑
x′∈V
h(x, x
′).
Deﬁnition 7. A familyH of hash functions U → R is universal, if for any two distinct x, x′ ∈ U
H(x, x′)
|H|
|R| .
A stronger deﬁnition of so-called strongly universal hash families was given in [15]. Among the many
applications, there were also interesting results concerning general branching programs. Mansour et al.
[9] investigated the computational complexity of strongly universal hashing, and gave a lower bound for
the time-space tradeoff of branching programs computing the functions of such families. For OBDDs
computing only single output bits of hash functions fromauniversal hash family, it is generally not possible
to show exponential lower bounds. For example, the convolution of two bit strings can be viewed as a
strongly universal hash family [9], but it can be easily seen that for any output bit of the convolution,
there exists a variable ordering  yielding a linear -OBDD-size.
The property of universal hash families we will use here can be described in the following way: if
there are two large enough subsets of the universe given, then there exists a hash function under which
the function values of the elements from each set cover a large fraction of the range.
For a function h : U → R and a subset M ⊆ U , deﬁne h(M) to be the image of M under h, i.e.,
h(M) := {y ∈ R | ∃x ∈ M : h(x) = y}.
Lemma 8. Let H be a universal family of hash functions U → R and 0 < 1. Then for arbitrary
M,N ⊆ U with
|M|, |N | > 2(|R| − 1) 
1−  ,
there exists a hash function h ∈ H such that h(M) and h(N) contain more than |R| elements each.
Proof. Let r = |R| and assume w.l.o.g. that M and N both have the same cardinality m, where m >
2 · (r−1) · /(1− ). For h ∈ H let the random variableXh be the sum of h(M,M) and h(N,N). Using
the assumption thatH is universal, we obtain for a randomly chosen function h ∈ H an upper bound for
the expectation of Xh:
Eh∈H [Xh] =
∑
x,x′∈M
x =x′
Eh∈H
[
h(x, x
′)
]+ ∑
y,y′∈N
y =y′
Eh∈H
[
h(y, y
′)
]
 |M|(|M| − 1)1
r
+ |N |(|N | − 1)1
r
= 2
r
m(m− 1).
This means by the probabilistic method that there exists h0 ∈ H with
Xh0
2
r
m(m− 1). (1)
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In order to prove that this h0 fulﬁlls the claim, we assume that h0(M) contains at most r elements. By
summing over the ordered pairs of elements in h0−1(y) ∩M for each y ∈ h0(M), we get
h0(M,M)=
∑
y∈h0(M)
∣∣∣h0−1(y) ∩M∣∣∣(∣∣∣h0−1(y) ∩M∣∣∣− 1)
=
∑
y∈h0(M)
(∣∣∣h0−1(y) ∩M∣∣∣2 − ∣∣∣h0−1(y) ∩M∣∣∣
)
=−m+
∑
y∈h0(M)
∣∣∣h0−1(y) ∩M∣∣∣2. (2)
Note that the function f : Rt → R, (x1, . . . , xt ) →∑ti=1 x2i is convex. Under the constraint∑ti=1 xi =
S, f (x1, . . . , xt ) has itsminimum for xi = S/t , 1i t . Hence, f (x1, . . . , xt ) t ·(S/t)2 = S2/t .We use
this in order to bound the last sum inEq. (2) frombelow. Since |h0(M)|r and∑y∈h0(M) ∣∣h0−1(y) ∩M∣∣= m, we obtain
h0(M,M) −m+
m2
r
= m
(m
r
− 1
)
.
ForNwe can use analogous arguments, but instead of using the assumption h0(M)r we use the obvious
fact that h0(N)r . Then, replacing each appearance of r by r, we obtain h0(N,N)m(m/r − 1).
Therefore, we have the following lower bound on Xh0 :
Xh0m
(m
r
+ m
r
− 2
)
.
Plugging in the upper bound of (1) yields
2− 2
r

m
r
+ m
r
− 2
r
·m = m ·
(
1
r
− 1
r
)
= m · 1− 
r
and thus
m
(
2− 2
r
)
· r
1−  = 2(r − 1) ·

1−  .
But this contradicts the assumption on m. 
We now consider hash functions, which map the n-bit universeU := {0, . . . , 2n − 1} to the k-bit range
Rk :=
{
0, . . . , 2k − 1}. For a, b ∈ U let
hka,b : U → Rk, x →
(
(ax + b)mod 2n)div 2n−k,
where “div” is the integer division without remainder (i.e. x div y = 
x/y). In a bitwise view, the result
of the modulo operation xmod 2n is represented by the n least signiﬁcant bits of x. On the other hand,
the division x div 2n−k can be viewed as shifting x by n− k bit-positions to the right. In other words, if
the value of the linear function ax + b is represented by (y2n−1 . . . y0), then hka,b is the integer, which is
represented by the k bits (yn−1 . . . yn−k). The following result has been established in [16] following the
investigation of similar hash classes in [7,8].
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Theorem 9 (Woelfel [16]). Let 1kn. Then there exist sets A ⊆ U and B ⊆ {0, . . . , 2n−k−1} such
that the family of hash functions hka,b with a ∈ A and b ∈ B is universal.
In order to make the paper self-contained, we prove this theorem.We ﬁrst investigate the division more
closely. Let gb be the mapping U → Rk , x → ((x + b)mod 2n) div 2n−k .
Claim 10. Let x1, x2 be arbitrary elements from U and d = (x2 − x1)mod 2n. Then for a randomly
chosen b ∈ {0, . . . , 2n−k − 1} the probability that gb(x1) equals gb(x2) is exactly

1− d/2n−k if d ∈ {0, . . . , 2n−k − 1} ,
0 if d ∈ {2n−k, . . . , 2n − 2n−k − 1} and
1− (2n − d)/2n−k if d ∈ {2n − 2n−k, . . . , 2n − 1} .
Proof. Assume ﬁrst that 2n−kd < 2n − 2n−k . Then either x2x1 − 2n−k or x2x1 + 2n−k . In any
case, gb(x1) and gb(x2) obviously have different function values.
Consider now the case in which 0d < 2n−k , and let  = x1 div 2n−k and  = x1 mod 2n−k . If
b ∈ {0, . . . , 2n−k − 1} then gb(x1) equals  if b +  < 2n−k and otherwise equals ( + 1)mod 2k .
Since x2 may be written as
(
2n−k+ + d)mod 2n, gb(x2) equals  if b +  + d < 2n−k and equals
(+ 1)mod 2k if 2n−kb+ + d < 2n−k+1. Otherwise gb(x2) equals (+ 2)mod 2k . (Just for the case
k = 1 note that b + + d2n−k+1 implies b + 2n−k and thus gb(x1) = (+ 1)mod 2k = gb(x2).)
Therefore, gb(x1) = gb(x2) if and only if
0b < 2n−k − − d or 2n−k − b < 2n−k+1 − − d.
It can be easily veriﬁed that there are exactly 2n−k − d values 0b < 2n−k which satisfy this condition.
For the last case in which 2n − 2n−kd < 2n, we consider d ′ = (x1 − x2)mod 2n instead of d. By
observing that d ′ equals 2n − d which is in {0, . . . , 2n−k − 1}, the claim easily follows from the former
case. 
Proof of Theorem 9. Let A be the set of odd numbers in U and B = {0, . . . , 2n−k − 1}. We show that
the family HA,B consisting of the functions hka,b with a ∈ A and b ∈ B is a universal family of hash
functions. (Note that as stated in [16] a signiﬁcant smaller subset B sufﬁces. However, for this a more
involved proof is required.)
Consider two distinct elements x1 < x2 in U and let  = x2 − x1. We can write  as r2s for some odd
r < 2n−s . Then
(ax2 − ax1)mod 2n = (ar2s)mod 2n =
(
(ar)mod 2n−s
) · 2s . (3)
Now let a be chosen randomly from A. Then amod 2n−s is uniformly distributed over the odd numbers{
1, 3, . . . , 2n−s − 1}. Since these numbers form a group with respect to the multiplication modulo 2n−s ,
(ar)mod 2n−s is uniformly distributed over this group. This means by Eq. (3) that (ax2 − ax1)mod 2n
is uniformly distributed over
M = {1 · 2s, 3 · 2s, . . . , (2n−s − 1) · 2s} .
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Note that ha,b(x) = gb((ax)mod 2n). For randomly chosen a ∈ A and b ∈ B it follows from Claim 10,
that
p := Prob (ha,b(x1) = ha,b(x2))
= 1|M| ·

∑
d∈M1
(
1− d
2n−k
)
+
∑
d∈M2
(
1− 2
n − d
2n−k
),
whereM1 = M ∩
{
0, . . . , 2n−k − 1} andM2 = M ∩{2n − 2n−k, . . . , 2n − 1}. Since the setM2 consists
of the numbers 2n − d with d ∈ M1, we obtain
p = 2|M| ·
∑
d∈M1
(
1− d
2n−k
)
.
M1 is the set
{
1 · 2s, 3 · 2s, . . . , (2n−k−s − 1) · 2s}, which is the empty set, if sn − k. In this case, p
equals 0. If s < n− k, then
p= 2|M|
(
|M1| − 2
s
2n−k
(
1+ 3+ · · · + (2n−k−s − 1)
))
= 2
2n−s−1
(
2n−k−s−1 − 2s−n+k ·
(
2n−k−s
)2
/4
)
= 2
2n−s−1
(
2n−k−s−1 − 2n−k−s−2
)
= 2−k = 1|Rk| .
This shows that H(x1, x2) (which equals |H| · p by deﬁnition) is bounded above by |H|/|Rk|. 
2.2. Proof of the main theorem
Since the functions hka,b are evaluated not only by a multiplication, but also by an addition, we cannot
use Lemma 8 for the proof of the lower bound and the OBDD-size of MULan−1,n directly. Let f ka := hka,0
be the functions that can be evaluated without addition. The following lemma gives a result similar to that
of Lemma 8. Note that as stated in [8], the hash functions f ka form an almost universal hash class (which
means that in Deﬁnition 7 |H|/|R| is replaced by c|H|/|R| for some constant c > 1). But this property
seems not to be sufﬁcient to prove a result as strong as the one stated below.
Lemma 11. Let 12 < 1 and let M and N be subsets of {0, . . . , 2n − 1}, each of them containing more
than 2 · (2k+1−1) · /(1− ) elements. Then there exists an integer a ∈ {0, . . . , 2n − 1}, such that f ka (M)
and f ka (N) contain at least (2− 1)2k elements each.
Proof. By Lemma 8 and Theorem 9, there exist integers a ∈ {0, . . . , 2n − 1} and b∈ {0, . . . , 2n−k−1−1}
such that hk+1a,b (M) and h
k+1
a,b (N) contain more than |Rk+1| = 2k+1 elements each. Let these a, b be
ﬁxed and let f = f ka . We show that f (M) contains at least (2− 1)2k elements; the claim then follows
for N with the same argument.
LetM ′ ⊆ M with ∣∣M ′∣∣ = 2k+1, such that all x ∈ M ′ have distinct function values under hk+1a,b . Since
Rk+1 contains exactly 2k even elements, there are at least
∣∣M ′∣∣− 2k elements inM ′, which have an odd
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function value under hk+1a,b . LetM ′′ be a subset ofM ′ containing exactly 2k+1−2k = 2k(2−1) elements
with an odd function value. To prove the claim, it sufﬁces to show that for any two distinct x, x′ ∈ M ′′
we have f (x) = f (x′). Let hk+1a,b (x) = z and hk+1a,b (x′) = z′. Then
z · 2n−k−1(a · x + b)mod 2n < (z+ 1) · 2n−k−1.
Note that z = 0 because it is odd. Since by deﬁnition 0b < 2n−k−1, it follows that
(z− 1) · 2n−k−1(a · x)mod 2n < (z+ 1) · 2n−k−1.
Further, by z being odd, (z − 1)/2 equals 
z/2 and (z + 1)/2 equals 
z/2 + 1. Therefore, the above
inequalities imply

z/2 · 2n−k(a · x)mod 2n < (
z/2 + 1) · 2n−k.
This means that f (x) = 
z/2, and with the same argument also f (x′) = ⌊z′/2⌋. But because z and z′ are
both odd and different, 
z/2 and ⌊z′/2⌋ are different, too. So, we obtain the desired result f (x) = f (x′).

We are now ready to prove that for any variable ordering  there is an integer a such that the OBDD-size
of MULan−1,n is large (recall that MULan−1,n(x) = MULn−1,n(a, x)). In order to do so, we need some
more notation. Let x be an integer represented in a bitwise notation as (xn−1 . . . x0). Then we write [x]k
for the (k + 1)th bit xk .
Theorem 12. Letbeanarbitrary variable orderingonXn.Then there exists an integera∈ {0, . . ., 2n−1}
such that any -OBDD forMULan−1,n consists of at least 2
n/2/121− 1 nodes.
Proof. Let w.l.o.g. n be even and let the input variables for the -OBDD be xn−1, . . . , x0. Consider the
set T of the ﬁrst n/2 variables with respect to  and let B be the remaining n/2 variables.We now construct
two setsM andN of integers in {0, . . . , 2n − 1} as follows:M contains all integers (xn−1 . . . x0) for which
the T-components are 0 (i.e., xi = 0 if xi ∈ T ), and N contains all integers (xn−1 . . . x0) for which the
B-components are 0. Note that any integer in {0, . . . , 2n − 1} can be uniquely expressed as p + q for
p ∈ M and q ∈ N .
Our goal is to ﬁnd an appropriate constant a and two subsetsM ′ ⊆ M and N ′ ⊆ N with the following
property: for any distinct q, q ′ in N ′, there exists p ∈ M ′ such that a(p + q) and a(p + q ′) differ in the
nth bit. More formally,
∀q, q ′ ∈ N ′, q = q ′∃p ∈ M ′ : [a(p + q)]n−1 =
[
a(p + q ′)]
n−1. (4)
Since q and q ′ are determined only by the top variables and p is determined by the bottom variables, it
follows that the 2n/2 assignments of constants to the top variables yield at least
∣∣N ′∣∣ different subfunctions.
Therefore, we conclude from Lemma 6 that any -OBDD for MULan−1,n has size at least 2N ′ − 1.
It remains to bound N ′. Let  = 1617 and k = n/2− 6. Then
|M| = |N | = 2n/2 = 2 · 2k+1 · 16 > 2 ·
(
2k+1 − 1
)
· 
1−  .
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By Lemma 11, there exists an integer a ∈ {0, . . . , 2n − 1} such that f ka (M) and f ka (N) contain at
least (2− 1)2k = 15/17 · 2k elements each. We ﬁx this a, deﬁne f = f ka and continue to determine
appropriateM ′ and N ′.
As an intermediate step, we chooseM∗ and N∗ to be minimal subsets of M and N, respectively, such
that f (M∗) and f (N∗) contain exactly 13/17 · 2k−1 even elements. Such sets exist, since at most 2k−1
of the 2k possible function values are odd, and thus at least 15/17 · 2k − 2k−1 = 13/17 · 2k−1 elements
in M and N, respectively, have distinct and even function values under f. Note that because we required
M∗ and N∗ to be minimal, f is injective onM∗ and N∗.
The following observation is crucial for the remaining proof: for any p ∈ M∗ and any q ∈ N∗, the kth
bit of f (p)+ f (q) has the same value as the nth bit of a(p + q). Or formally
[f (p)+ f (q)]k−1 = [a(p + q)]n−1. (5)
The reason for this is that the least signiﬁcant bits of f (p) and f (q) are both zero (since these values are
even). Recalling that the division executed by f is in fact a right-shift by n−k bits, we obtain [a ·p]n−k =
[a ·q]n−k = 0. Therefore, the bits of ap+aq with higher index than n−k are not inﬂuenced by a carry bit
resulting from the addition of the less signiﬁcant bits ([a · p]n−k . . . [a · p]0) + ([a · q]n−k . . . [a · q]0).
This means that f (p)+ f (q) has in all bits (except possibly the least signiﬁcant one) the same value as
a(p + q) in the bits with indices n− 1, . . . , n− k, and Eq. (5) is true.
In order to satisfy property (4) it is sufﬁcient by the above arguments that the setsM ′ andN ′ are subsets
ofM∗ and N∗ and that the following is true:
∀q, q ′ ∈ N ′, q = q ′∃p ∈ M ′ : [f (p)+ f (q)]k−1 = [f (p)+ f (q ′)]k−1. (6)
We letM ′ = M∗ and
N ′ =
{
q ∈ N∗
∣∣∣ ∃p ∈ M ′ : f (q) = 2k − f (p)} . (7)
In order to prove claim (6), let q and q ′ be arbitrary distinct elements from N ′. Since q and q ′ are in N∗
and therefore have distinct function values under f, we may assume w.l.o.g. that
0 <
(
f (q ′)− f (q))mod 2k2k−1 (8)
(otherwise we achieve this by exchanging q and q ′). By construction, there exists a p ∈ M ′ with f (p)+
f (q) = 2k . For this p, obviously the kth bit of f (p) + f (q), that is [f (p) + f (q)]k−1, equals 0. But
on the other hand, by inequations (8), the value of (f (p)+ f (q ′))mod 2k is in {2k−1, . . . , 2k − 1}. This
means that the kth bit of f (p)+ f (q ′) equals 1, and thus claim (6) is proven.
So far, we have constructed subsets M ′ ⊆ M and N ′ ⊆ N , which satisfy claim (4), implying by
our arguments a lower bound on the -OBDD-size of 2
∣∣N ′∣∣ + 1. All that is left to do, is to give an
appropriate lower bound on
∣∣N ′∣∣. Recall the deﬁnition of N ′ in (7), and that f (M ′) = f (M∗) and
f (N∗) contain 1317 · 2k−1 even elements each. Because for any even f (p) also 2k − f (p) is even, the set
L := {2k − f (p) ∣∣ p ∈ M ′} contains 1317 · 2k−1 even elements, too. We now let K be the set of 2k−1 even
elements in
{
0, . . . , 2k − 1}. Since f (N∗) ⊆ K , L ⊆ K , and f is injective on N ′, we have∣∣N ′∣∣= ∣∣f (N ′)∣∣ = ∣∣f (N∗) ∩ L∣∣∣∣f (N∗)∣∣+ |L| − |K|
= 2617 · 2k−1 − 2k−1 = 917 · 2k−1.
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By the choice of k we obtain that 2
∣∣N ′∣∣− 1 (and thus also the size of the -OBDD) is bounded below by
2 · 9
17
· 2k−1 − 1 = 9
17
· 2n/2−6 − 1 > 2
n/2
121
− 1 
This theorem shows the general result for MULn−1,n of Theorem 3 by the following straightforward
observation: if for some constant B and some variable ordering  there exists an integer a for which the
-OBDD-size of MULan−1,n is at least B + 1, then the -OBDD-size of MULn−1,n is at least 2B. This is
because in any OBDD computing MULn−1,n(x, y) either the input x or the input y may be ﬁxed to the
constant a. In both cases the resulting OBDD contains at least B − 1 inner nodes, not counting those for
variables ﬁxed to constants (since they may be deleted without changing the function). According to the
last theorem the OBDD for MULn−1,n has a size of at least 2 · (2
n/2/121− 2), which proves the main
result (Theorem 3).
3. Upper bounds
Bryant’s proof as well as ours on the lower bounds for the OBDD-size of MULn−1,n have both in
common that they rely only on the existence of a constant factor a for each variable ordering , for which
MULan−1,n leads to a large -OBDD representation. If one would want to improve our lower bound,
then there might be two possibilities. One could either try to consider multiple values for a or improve
the lower bound for the -OBDD-size of MULan−1,n for an appropriately chosen constant a. We now
show that at least the latter approach cannot yield signiﬁcant better lower bounds because Theorem 12 is
optimal up to a small constant factor:
Theorem 13. There is a variable ordering  such that for any integer a ∈ {0, . . . , 2n − 1} the -OBDD-
size ofMULan−1,n is less than 3 · 2n/2.
In the remainder of this section we prove the upper bounds of the Theorems 5 and 13. Generally,
an upper bound on the -OBDD-size of a Boolean function f can be proved as follows: one describes
an algorithm which queries the variables in the order determined by the variable ordering . In the ith
step the variable (i) is queried and after the query the algorithm stores a state-value qi which depends
only on the previous stored value and the result of the variable query. Each possible stored state-value
qi of the algorithm corresponds to a node labeled with the variable (i + 1) and thus the sum of the
number of possible state-values qi over all 0in is the number of OBDD-nodes (q0 is the unique
starting state corresponding to the root of the OBDD and the two possible ﬁnal state values qn+1 ∈ {0, 1}
correspond to the sinks of the OBDD). It is obvious how to construct the OBDD corresponding to
such an algorithm.
Proof of Theorem 13. Let  be the variable ordering with (i) = xi−1, 1in, and let m = 
n/2. In
the ﬁrst half of the steps the algorithm queries the variables x0, . . . , xm−1 and stores in its state the value
of all previously queried variables. Therefore, 2i state-values are necessary after the ith step and the ﬁrst
m+ 1 levels of the -OBDD form a complete binary tree whose leaves are 2m nodes labeled with xm.
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Let for 0kn
sk =
(
a ·
k−1∑
i=0
2i · xi
)
div 2k and s′k = sk mod 2n−k.
Obviously, s′m is uniquely determined by x0, . . . , xm−1 and each of the 2m OBDD-nodes marked with
xm can be uniquely associated with the corresponding s′m-value. In other words, after the mth step the
algorithm stores the value s′m. We now show that for k = m, . . . , n − 2 the value s′k+1 is uniquely
determined by s′k and the value of xk . Hence, our algorithm can successively compute s′m+1, . . . , s′n−1 by
querying the variables xm, . . . , xn−2. We will also see that MULan−1,n(x) is uniquely determined by s′n−1
and the value of xn−1. Hence, once s′n−1 is computed, the algorithm can determine the correct result by
querying xn−1. Note that (r + q · 2k)div 2k = r div 2k + q for any two integers q, r . Hence,
sk+1=
((
a ·
k∑
i=0
2i · xi
)
div 2k+1
)
=
((
a · 2k · xk + a ·
k−1∑
i=0
2i · xi
)
div 2k
)
div 2 = (a · xk + sk)div 2.
Thus,
s′k+1= sk+1 mod 2n−k−1 =
(
(a · xk + sk mod 2n−k)div 2
)
mod 2n−k−1
= ((a · xk + s′k)div 2)mod 2n−k−1. (9)
This shows that s′k+1 is uniquely determined by s′k and xk . Analogously it follows that
MULan−1,n(x) =
((
a
n−1∑
i=0
2ixi
)
div 2n−1
)
mod 2 = (a · xn−1 + s′n−1)mod 2 (10)
is uniquely determined by s′n−1 and xn−1.
It remains to bound the size of the OBDD deﬁned by this algorithm. The ﬁrst m + 1 levels (i.e. the
nodes labeled with x0, . . . , xm) form a complete binary tree and thus consist of 2m+1 − 1 nodes. The
number of xk-nodes with k > m is the number of possible values for s′k . Using s′k ∈
{
0, . . . , 2n−k − 1}
for k = m + 1, . . . , n − 1 and counting also the two sinks we obtain the following upper bound on the
-OBDD-size of MULan−1,n:
2m+1 + 1+
n−1∑
k=m+1
2n−k = 2m+1 + 1+
n−m−1∑
i=1
2i = 2m+1 + 2n−m − 1.
Since m = 
n/2, this simpliﬁes for even n to 2n/2+1 + 2n/2 − 1 = 3 · 2n/2 − 1 and for odd n to
2
n/2+1 + 2n/2 − 1 = 2 · 2(n+1)/2 − 1 = 2 · √2 · 2n/2 − 1 < 3 · 2n/2 − 1. 
We can use the upper bound of Theorem 13 directly in order to obtain an O(23n/2) upper bound on
the OBDD-size of MULn−1,n: The corresponding algorithm just queries one factor y completely and
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then computes MULyn−1,n(x) for the other factor x. The naive approach requires that the values of all
y-variables are kept in memory once they are known. However, it is easy to see that after querying the
k least signiﬁcant bits of x, the algorithm can “forget” the value of the k most signiﬁcant bits of y. This
yields a more space-efﬁcient algorithm and an upper bound ofO(24n/3) on the OBDD-size ofMULn−1,n.
Proof of Theorem 5. Let X = {x0, . . . , xn−1}, Y = {y0, . . . , yn−1} and let  be the variable ordering of
X ∪ Y with
((1), . . . , (2n)) = (y0, . . . , yn−1, x0, . . . , xn−1).
Similar as in the proof of Theorem 13 we describe an algorithm which queries all bits in the order deﬁned
by  and which stores after each query a value which corresponds to a node of an OBDD.
Letm = n/3−1. First, the algorithm queries the variables y0, . . ., yn−1, x0, . . ., xm−1 and stores the
values of all queried variables. That is, the upper part of the OBDD is a complete binary tree whose 2n+m
leaves are the OBDD-nodes labeled with xm. Let now sk and s′k be deﬁned as in the proof of Theorem
13, i.e.
sk =
(
y ·
k−1∑
i=0
2i · xi
)
div 2k and s′k = sk mod 2n−k.
In the proof of Theorem 13 we have already shown that s′k+1 is uniquely determined by s′k , y and xk . This
followed from (9) which states that
s′k+1 =
(
(y · xk + s′k) div 2
)
mod 2n−k−1.
However, since the term on the right-hand side is taken modulo 2n−k−1, we could have taken y modulo
2n−k beforehand. This shows that s′k+1 is independent from the bits yn−k, . . . , yn−1. Hence, s′k+1 is in
fact uniquely determined by s′k and the values of the variables y0, . . . , yn−k−1 and xk . Similarly, it can be
seen from (10), that MULn−1,n(x, y) is uniquely determined by s′n−1, y0 and xn−1.
Therefore, before querying xk , 0kn − 2, it sufﬁces for our algorithm to store the value of s′k as
well as the values of y0, . . . , yn−k−1 in order to compute s′k+1 by the next query xk . Then, once xk is
queried, the algorithm can “forget” yn−k−1. Before the last query (i.e. the xn−1-query), s′n−1 as well as
y0 are stored. Then MULn−1,n(x, y) is uniquely determined by the outcome of the last variable query.
It remains to bound the size of the OBDD deﬁned by this algorithm by bounding the number of possible
states after each step of the algorithm. For s′k there are 2n−k possible values and (y0, . . . , yn−k−1) can
take 2n−k values, too. Hence, for km+ 1, 22n−2k xk-vertices are sufﬁcient for the OBDD. Adding the
two sinks as well as the complete binary tree of size 2n+m+1 − 1 for the y-vertices and the xk-vertices
with km, we obtain an OBDD-size of
2n+m+1 + 1+
n−1∑
k=m+1
22n−2k = 2n+m+1 + 1+ 4 ·
n−m−2∑
i=0
22i
= 2n+m+1 + 1+ 4 · 4
n−m−1 − 1
3
< 2n+m+1 + 4
n−m
3
.
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Since m = n/3 − 1, we have m = (n + )/3 − 1 for some  ∈ {0, 1, 2}. This yields an upper
bound of
2(4/3)n+/3 + 4
(2/3)n−/3+1
3
= 2(4/3)n ·
(
2/3 + 4
1−/3
3
)
.
A simple case distinction shows that the term in parentheses is maximal for  = 0 and thus is bounded
by 73 . Therefore, the OBDD constructed here has at most (7/3) · 2(4/3)n vertices. 
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