Abstract: Standard large deviation estimates or the use of the Hubbard-Stratonovich transformation reduce the analysis of the distribution of the overlap parameters essentially to that of an explicitly known random function N; on IR M . In this article we present a rather careful study of the structure of the minima of this random function related to the retrieval of the stored patterns.
I. Introduction
Over the last few years the so-called Hop eld model of an autoassociative memory Ho], originally introduced by Figotin and Pastur FP] as a simpli ed model of a spin glass, has emerged as one of the more interesting models for spin systems with strongly disordered interactions. (for a survey mathematical results on this model and related topics, see the lecture notes of Petritis P] ). In a series of recent papers we have, partly in collaboration with Pierre Picco, obtained a fairly complete understanding of the thermodynamic properties of the Hop eld model in the regime there the ratio of the number of patterns M(N) and the number of neurons, N, tends to zero BGP1, BG2] , and even if lim M N = > 0, for very small , we have been able to prove the existence of disjoint Gibbs states corresponding to the di erent patterns at su ciently low temperatures BGP2]. Technically, this relied on the analysis in some way or the other on large deviation estimates for the distribution of the overlap parameters.
The purpose of the present note is to present a more re ned analysis of these large deviation estimates intended for a more detailed investigation of its critical points and its behaviour near them in the case where is strictly positive, though small. These are relevant not only for the analysis of the Gibbs states (where only the absolute minima are important) but also for the characterization of the long-time characteristics of the stochastic retrieval dynamics of the system. From numerical experiments and the replica heuristic it is expected that local minima of the \free energy functional" persist for considerably larger values of than those for which they are absolute minima AGS] . The`storage capacity' is usually de ned as the maximal value of for which the local minima near the patterns exist. Newman N], in a seminal paper of 1988 has proven a lower bound for the critical for zero temperature (see also KPa]). One of the main results of the present paper is an extension of this nding to positive temperatures. In particular, we give estimates on the behaviour of the critical as a function of the temperature that show the expected power law behaviour near T = 1. Furthermore, we will compute rather precisely the exact (random) location of these minima and we will show that, for T not too small, the rate function near the location of the original patterns is locally convex, implying that there exists a unique local minimum near the patterns. Moreover, we will show that the only macroscopic component of the overlap vector at the minima is (at T 0) shifted down from one by a term of order exp(?1=(2 )), as predicted in AGS].
Let us recall the de nitions of the Hop eld model and the main quantities of interest. Let S N f?1; 1g N denote the set of functions : f1; : : :; Ng ! f?1; 1g, and set S f?1; 1g IN . We call a spin con guration and denote by i the value of at i. Let ( ; F; IP) be an abstract probability space and let i , i; 2 IN, denote a family of independent identically distributed random variables on this space. For the purposes of this paper we will assume that IP i = 1] = 1 but more general distributions can be considered. We will write !] for the N-dimensional random vector whose i-th component is given by i !] and call such a vector a`pattern'. On the other hand, we use the notation i !] for the M-dimensional vector with the same components. When we write !] without indices, we frequently will consider it as an M N matrix and we write t !] for the transpose of this matrix. Thus, t !] !] is the M M matrix whose elements are
With this in mind we will use throughout the paper a vector notation with ( ; ) standing for the scalar product in whatever space the argument may lie. E.g. the expression (y; (1:6)
We are interested in the exponential asymptotics of these quantities, i.e. in the behaviour of the functions f N; ; !](m) ? 1 N ln Z N; ; !](m) (1:7) and in particular in the location of the critical points of these functions when N tends to in nity, since these determine not only the asymptotic properties of the Gibbs measures, but also the longtime features of a stochastic dynamics (the so-called \retrieval dynamics") chosen such that the Gibbs measures are their equilibrium distribution.
A study of these functions has been undertaken in a number of previous papers, using either the so-called Hubbard-Stratonovich transformation FP, K, BGP1] The results obtained in BGP1, BGP2] on the concentration of the limiting Gibbs measures were based on an analysis of the location of the absolute minima of the function N; . One may notice that the measures e Q N; and Q N; are related by a convolution with a measure that is, asymptotically as N " 1, concentrated sharply on a sphere of radius p = .
This allows to recover localization properties of the measure Q N; up to that precision from those of e Q N; . An alternative approach using standard large deviation estimates can also be used (see BG2]) and reveals that as far as the analysis of the critical points of f N; ; (m) is concerned, this also boils down to the study of the same function N; . Notably, the lower large deviation estimates can be obtained only for p 2 , so that in this way virtually the same precision on localization properties is obtained, and both approaches seem practically equivalent and may be used alternatively according to what appears more convenient in a given situation.
We see that in any case, further progress relies on better estimates on the behaviour of this function and it is the purpose of the present paper to provide a considerably more precise analysis of them then those given in BGP1]. In particular we get (up to constants) the conjectured behaviour of the critical temperature as a function of , for small. Let us formulate our main results. We denote here and in the sequel by m ( ) the largest solution of the equation m = tanh( m). Note that m ( ) is strictly positive for all > 1, lim "1 m ( ) = 1, and lim #1 (m ( )) 2 3( ?1) = 1. Let us denote by B (x) the ball of radius centered at x in IR M . We denote by e the -th unit vector in IR M . We will see that the relevant small parameter in our problem is always the ratio between p and (m ( )) 2 . We will therefor use the general convention to set p = (m ( )) 2 and we will treat as our small parameter. Our main results can then be summarized in the following theorems (which however do not contain all the precise estimates on constants that can be found in the later sections). We obtain bounds on the various constants in the di erent asymptotic regimes in the course of the proofs. Our bound on the constant c will be considerably larger (of order 0:04 for large) than the one for a (of order 10 ?4 ), in accordance with the general expectation that the local minima corresponding to the patterns persist for values of where they are no longer the absolute minima. Let us remark that a very similar analysis could also be carried out to prove the existence of further local minima associated to so-called \mixed states" (see e.g. N]), but we leave this to the interested reader.
As a consequence of the previous theorems and the estimates entering their proofs we get the following theorem on the Gibbs measures. The remainder of this paper is structured as follows. The next section introduces a new very sharp bound on the behaviour of the maximal eigenvalue of the random matrix t . While we believe that this result has some interest in itself in that it provides considerably sharper bounds than were previously available (the sharpest ones, to our knowledge, being due to Shcherbina and Tirozzi ST] were of the order exp(?N 2=3 ) only), this introduces some of the basic`new' techniques in a rather simple situation and can thus be seen as a warm up for what will follow. In section 3 we improve the estimates of BGP1] by locating more precisely the absolute minima of N; for very small . Section 4 is the central part of this work. Here we control the precise location of the local minima corresponding to the patterns and control the behaviour of N; near them. The main di culty we have to overcome here is that the function N; is random. The usual way to get precise estimates on a function near its minima is to use a Taylor expansion. Due to the randomness, there can be no uniform control over the remainder terms, but we have to deal with the probabilities of large excursions. To estimate those, we need to control suprema of certain random processes that are indexed by continuous parameters taking values in high-dimensional sets. In this analysis we invoke techniques introduced in the analysis of the regularity of random processes in Banach spaces (see LT] ). This rather long section is subdivided into three subsections: In part 1 we prove the uniform upper and lower bounds on . In part 2 these are used to localize the position of the minima. Here we also prove the local convexity of . In part 3 we localize the value of the unique macroscopic component of the position of the minima and show that in the limit " 1 it di ers from one by an term proportional to exp(?1=2 ). In Section 5 we apply the previous estimates to prove Theorem 3. An appendix contains the proof of a technical lemma needed in Section 4.3.
2. An exponential bound on random matrix norms As a technical warm-up for what is to come, as well as a basic input for the remainder, we will show how techniques of the types used in the analysis of random processes (for an exposition see e.g. LT] ) and concentration of measure estimates (we refer explicitly to the recent paper T1] by M.Talagrand) can be used to get exponential bounds on the maximal eigenvalues of random matrices that are relevant for our analysis. Note that subexponential bounds have been known for a long time and were generally used in our previous analysis ST, K, BG2, BGP1] . We will control the norm of the matrices A by using the de nition of the matrix norm kAk sup
To estimate the probabilities of suprema over continuous sets of random variables, we will employ a technique used by Ledoux and Talagrand for instance in their textbook LT] . To this end we x a number a < 1 to be chosen later and chose a sequence r n = a n . Then any x with norm one can be written in some (possibly non-unique) way as
(2:4) where x(n) 2 W M;r n (r n?1 ) for n n and kx(n + 1)k 2 r n . We will abbreviate for simplicity W(n) W M;r n (r n?1 ). This gives that sup x:kxk 2 =1 (x; Ax) = sup x(1)2W (1) : : : sup
To make good use of this formula, the following elementary lemma is of great help: Lemma 2.3: Let b n , n 1, be any absolutely summable sequence of real numbers. Then, for all q 2 > 0,
(1 + q ?2 ) n?1 b 2 n + (1 + q ?2 ) n b 2 n +1 (2:6) Of course this formula is useful only if b 2 n (1 + q ?2 ) n?1 is summable. (1 + q ?2 ) n?1 sup x(n)2W(n) (x(n); Ax(n)) + (1 + q ?2 ) n sup x(n +1):kx(n +1)k 2 r n (x(n + 1); Ax(n + 1)) (2:9) But combining (2.1) with (ii) of Lemma 2.2, we get that (1 + q 2 )(1 + q ?2 ) n?1 sup
(2:12) On the other hand, it is a trivial matter to see that uniformly,
(1 + q ?2 ) n (x(n + 1); Ax(n + 1)) M(1 + q ?2 ) n kx(n + 1)k 2 2 M((1 + q ?2 )a 2 ) n (2:13)
We thus obtain, combining our estimates,
Of course the constants q and a have been assumed to satisfy (1 + q ?2 )a 2 < 1. It remains now to choose these constants as well as n . Without attempting a strict optimization, a reasonable choice turns out to be, for To prove (ii), note rst that where b denotes the probability of the complement of the set B.
We see that due to Lemma 2.4 we are exactly in the situation where we may apply this theorem with h being the norm of A. From the known standard estimates on the eigenvalues of A (the rst reference to our knowledge is Ge]) we know that the median of kAk equals (1 + p ) 2 and that of kA ? 1Ik equals 2 p + , up to corrections that tend to zero with N rapidly.
Proof: Theorem 2.6 is a direct consequence of Lemma 2.4 and Theorem 2.5, together with the estimate (2.16), used for some suitable small value of . Since Lemma 2.4 holds also for the norm of A ?1I, we get the same estimate for the norm of that matrix. The constant K( ) can be estimated more precisely from our bounds, but its value will be of no particular importance for the rest of this paper. } Theorem 2.6 will be used heavily in the remainder of this paper. We introduce, for future reference the sets 
Global minima
In this section we determine a regime in the ; plane for which global minima away from the Mattis states can be excluded. This will provide a more transparent proof and better estimates on the parameters than previously obtained in BGP1]. In particular, it will yield the correct asymptotic behaviour of the maximal allowed for # 1 which agrees (up to constants) with the ndings from replica methods AGS].
We rst introduce the following subsets of IR M : Proof: Let us rst give a brief outline of the proof. We will treat separately the regions ? , D ;1=2 and the balls B 1=2 (sm e ). On the rst two sets we will use that on the set 1 de ned in (2.26), Proof: This follows from the preceeding lemma by elementary algebra. } This concludes our treatment of the region ? . The case of the region D ;1=2 and the balls B 1=2 (sm e ) will be more involved. In particular, we will get a priori only probabilistic versions of the analogs of Lemma 3.3, and thus we will have to estimate probabilities of suprema over m of our functions (m). Our rst observation is thus that the function (m) is Lipshitz continuous on 1 which will allow us to reduce the problem to an estimate of a lattice supremum. We have We are left to treat the case of the balls B 1=2 (sm e ). W.l.g we will consider the ball B 1=2 (m e 1 ). We will prove: Lemma 3.9: Assume that m 2 B 1=2 (m e 1 ). Then, 
Local minima of near the`Mattis states'
We will now show that the large deviation function (m) actually has a quadratic behaviour in the neighborhood of the minima that correspond to the stored patterns. We already know that for very small , the absolute minima of are located in the vicinity of these points. Here we will compute the location of the minima more precisely, and we show that they exist for much larger values of than those for which our proof in the previous section worked. The proofs in this section use some of the methods introduced in Section 2.
Upper and lower bounds on
Let us for convenience consider the minimum at m (1;1) . We set cosh tends to 1 exponentially fast. From this it is plain to see that in that case the right hand side of (4.11) is of the order of 2 = cosh 2 ( (m (1 ? a)) which tends to zero exponentially fast as " 1.
(4.5) is trivial and (4.6) follows from Taylor's theorem with second order remainder and (4.8).
}
We would like to use the bounds from Lemma 4.1 in (4.2), and preferably the sharper bounds (4.3) and (4.4). The problem here is that even under smallness conditions on v we cannot be sure that for all i the quantities ( i ; v) will have modulus smaller than a m . We will rst show how to deal with this for the lower bound. The proof of the upper bound will be similar but slightly more involved.
We get from Lemma 4.1 for (m) the lower bound (m) ? (m ) Our problem will be to estimate the supremum of this quantity over all v in some ball. This problem is reminiscent to what we did in Section 2 when we estimated norms of the matrices A, and we will solve it in a very similar way. As we will see in the process of our analysis, we will also have to consider simultaneously the related variables Y a (v) 
1I fj( i ;v)j>ag (4:14)
As a starting point, we need estimates on the size of these random variables for xed v. Proof: This is an immediate consequence of the previous considerations and the fact that sup 2B r 1 ( ; A ) r 2 1 kAk by the de nition of the norm. } Clearly, the representation of the supremum can serve as a starting point for an iteration. The norm of the matrix A has been estimated in Section 2 and we know that it is close to one (for small ) with probability exponentially close to one. The supremum over W M;r 1 is a lattice supremum and has already been estimated. The remaining term is a supremum over a much smaller domain as before, and by repeated application of (4.35) will be shown to be very small. We formulate this in the next lemma. Form this, the Lemma follows immediately from the observation that the probability that a sum of r.v.'s exceeds a given sum only if at least one of the r. (4:94)
We will give the proof of this Lemma in the appendix.
We recall further that the quantity sup w2B Y a (w) is known from Lemma 4.7 and, by a simple application of the Borel-Cantelli Lemma we obtain that, almost certainly, Choosing a = p m we obtain from here the claims of the theorem. }
Applications to the Gibbs measures: Proof of Theorem 3
Theorem 3 follows from the estimates in the last two sections in a fairly straightforward way along the lines of BGP1] and BGP2]. We only give a rough outline in order to avoid repetitions.
In particular, we will only show how the results are obtained for the measures e Q and leave the remaining step that can be copied from BGP1] to the reader. To simplify our notation, let us set . To simplify our presentation, we will denote by 2 the subset of on which our various bounds on (m) from Sections 4 and 5 hold. All bounds stated in this section are true on 2 ; recall that the probability of 2 is exponentially close to one.
By Theorem 4.9 we have that ?(M=2) denotes the surface area of the M-dimensional unit sphere and for some constantc > 0. Now choose = c 5 p =m = c 5 m . Set further kB ?1 ( )k =c =(m ) 2 . 
