In this paper, we study the non-asymptotic superlinear convergence rate of DFP and BFGS, which are two well-known quasi-Newton methods. The asymptotic superlinear convergence rate of these quasi-Newton methods has been extensively studied, but their explicit finite time local convergence rate has not been established yet. In this paper, we provide a finite time (non-asymptotic) convergence analysis for BFGS and DFP methods under the assumptions that the objective function is strongly convex, its gradient is Lipschitz continuous, and its Hessian is Lipschitz continuous only in the direction of the optimal solution. We show that in a local neighborhood of the optimal solution, the iterates generated by both DFP and BFGS converge to the optimal solution at a superlinear rate of O(( 1 k ) k/2 ), where k is the number of iterations. In particular, for a specific choice of the local neighborhood, both DFP and BFGS converge to the optimal solution at the rate of ( 0.85 k ) k/2 . Our theoretical guarantee is one of the first results that provide a non-asymptotic superlinear convergence rate for DFP and BFGS quasi-Newton methods.
Introduction
In this paper, we study the problem of minimizing a strongly convex and smooth function f : R d → R, i.e., minimize x f (x).
(1)
Since the objective function f is strongly convex, it has a unique optimal solution that we denote by x * . There is an extensive literature on the use of first-order methods for solving this class of problems. Under the smoothness and strong convexity assumptions, it is well-known that the best possible convergence rate for first-order methods is a linear rate. Specifically, we say a sequence {x k } converges linearly if x k − x * ≤ Cρ k x 0 − x * , where ρ ∈ (0, 1) is the constant of linear convergence, and C is a constant possibly depending on problem parameters. Among first-order methods the accelerated gradient method proposed by Nesterov [1983] achieves the fastest linear convergence rate and converges at a rate of 1 − µ L k/2 , where µ is the strong convexity parameter and L is the smoothness parameter (the Lipschitz constant of the gradient) [Nesterov, 2013] . It is also known that the convergence rate of the accelerated gradient method is optimal for first-order methods [Nemirovsky and Yudin, 1983] .
Classical alternatives to improve convergence rate of first-order methods are second-order methods [Bennett, 1916 , Ortega and Rheinboldt, 1970 , Conn et al., 2000 , Nesterov and Polyak, 2006 and in particular Newton's method. It has been shown that if in addition to smoothness and strong convexity assumptions, the objective function f is self-concordant or has Lipschitz continuous Hessian, then the iterates generated by Newton's method converge to the optimal solution at a quadratic rate in a local neighborhood of the optimal argument; see [Boyd and Vandenberghe, 2004, Chapter 9] . Despite the fact that the quadratic convergence rate of Newton's method holds only in a local neighborhood of the optimal solution, it could reduce the overall number of iterations significantly as it is substantially faster than the linear rate of first-order methods. The fast quadratic convergence rate of Newton's method, however, does not come for free. The update of Newton's method requires evaluating the objective function Hessian ∇ 2 f (x) and its inverse ∇ 2 f (x) −1 at each iteration at the current iterate x k . As a result, the computational cost of implementing Newton's method in highdimensional problems is prohibitive, as it is proportional to d 3 , unlike first-order methods that have a per iteration cost of O(d).
Quasi-Newton methods are quite popular since they serve as a middle ground between first-order methods and Newton-type algorithms. They improve the linear convergence rate of first-order methods and achieve a local superlinear rate, and their computational cost per iteration is lower than the one for Newton's method -a reduction by a factor of d operations per iteration. The main idea of quasi-Newton methods is to approximate the step of Newton's method without computing the objective function Hessian ∇ 2 f (x) or its inverse ∇ 2 f (x) −1 at every iteration [Nocedal and Wright, 2006, Chapter 6] . To be more specific, quasi-Newton methods aim at approximating the curvature of the objective function by using only first-order information of the function, i.e., its gradients ∇f (x); see Section 2 for more details.
There exists several different approaches for approximating the objective function Hessian and its inverse using first-order information which lead to different quasi-Newton updates, but perhaps the most popular quasi-Newton algorithms are the Symmetric Rank-One (SR1) method [Conn et al., 1991] , Broyden's method [Broyden, 1965 , Broyden et al., 1973 , Gay, 1979 , the Davidon-Fletcher-Powell (DFP) method [Davidon, 1959, Fletcher and Powell, 1963] , the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [Broyden, 1970 , Fletcher, 1970 , Goldfarb, 1970 , Shanno, 1970 , and the limited-memory BFGS (L-BFGS) method [Nocedal, 1980, Liu and Nocedal, 1989] .
As mentioned earlier, in a local neighborhood of the optimal solution, some quasi-Newton methods asymptotically converge to the optimal solution at a superlinear rate. Specifically, the ratio between the distance to the optimal solution at time k + 1 and k approaches zero as k approaches infinity, i.e.,
For various settings, this superlinear convergence result has been established for a large class of quasi-Newton methods including Broyden's method [Broyden, 1970 , Broyden et al., 1973 , Moré and Trangenstein, 1976 , the DFP method [Powell, 1971 , Broyden et al., 1973 , Dennis and Moré, 1974 , the BFGS method [Broyden et al., 1973 , Dennis and Moré, 1974 , Byrd et al., 1987 , Gao and Goldfarb, 2019 , and several other variants of these algorithms [Griewank and Toint, 1982 , Dennis et al., 1989 , Yuan, 1991 , Al-Baali, 1998 , Li and Fukushima, 1999 , Yabe et al., 2007 , Mokhtari et al., 2018 . Although this result is promising and lies between the linear rate of first-order methods and the quadratic rate of Newton's method, it only holds asymptotically and does not characterize an explicit upper bound on the error of quasi-Newton methods after a finite number of iterations. As a result, the overall complexity of quasi-Newton methods for achieving an ǫ-accurate solution, i.e., x k − x * ≤ ǫ, is unknown. Hence, it is essential to establish a non-asymptotic convergence rate for quasi-Newton methods, which is the main goal of this paper.
In this paper, we show that if the initial iterate is sufficiently close to the optimal solution and the initial Hessian approximation error is sufficiently small, then the iterates of both DFP and BFGS methods converge to the optimal solution at a superlinear rate of O( 1 k ) k/2 . In particular, for some specific parameter choices, both DFP and BFGS converge to the optimal solution at the rate of ( 0.85 k ) k/2 . We further show that our theoretical result suggests a trade-off between the size of the superlinear convergence neighborhood and the rate of superlinear convergence. In other words, one can improve the rate of superlinear convergence at the cost of reducing the radius of the neighborhood in which DFP and BFGS converge superlinearly. We believe that our theoretical guarantee provides one of the first non-asymptotic results for the superlinear convergence rate of BFGS and DFP.
It is worth noting that in a recent work, Rodomanov and Nesterov [2020a] study the non-asymptotic analysis of a class of greedy quasi-Newton methods that are based on the updating formulas of the Broyden family and use greedily selected basis vectors for updating Hessian approximations. In particular, Rodomanov and Nesterov [2020a] show a superlinear convergence rate of (1 − µ dL ) k 2 /2 ( dL µ ) k for this class of algorithms. Note that greedy quasi-Newton methods are more computationally costly than standard quasi-Newton methods, and they require computing greedily selected basis vector. Such computation requires additional information beyond the gradient of the objective function, e.g., the diagonal components of the Hessian at each iteration.
Also, in a very recent concurrent paper 1 , Rodomanov and Nesterov [2020b] study the non-asymptotic superlinear convergence rate of DFP and BFGS methods and show when the objective function is smooth, strongly convex, and strongly self-concordant, the iterates of BFGS and DFP, in a local neighborhood of the optimal solution, achieve a superlinear convergence rate of ( dL µk ) k/2 and ( dL 2 µ 2 k ) k/2 , respectively. The proof techniques, assumptions, and final theoretical results of [Rodomanov and Nesterov, 2020b] and our submission are different and derived independently. In addition, we would like to mention that our convergence rates for both DFP and BFGS are independent of the problem dimension d.
Notation. Denote x * as the optimal solution of the problem and || · || as the Euclidean norm in R d and l 2 norm for a matrix. For a symmetric positive definite matrix M , we define its matrix norm for any matrix Q as ||Q|| M = ||M QM || F , where || · || F is the Frobenius norm. The inner product of vectors u and v is indicated by u ⊤ v.
Quasi-Newton Methods
In this section, we formally review the update of quasi-Newton methods and in particular we discuss the update rules for DFP and BFGS methods. Consider a time index k, a step size η k , and a positive definite matrix B k to define a generic descent algorithm through the iteration
Note that if we simply replace B k by the identity matrix I we recover the update of gradient descent, and if we replace it by the objective function Hessian ∇ 2 f (x k ) we obtain the update of Newton's method. The main goal of quasi-Newton methods is to find a positive definite matrix B k using only first-order information such that B k is close to the true Hessian ∇ 2 f (x k ). Note that the stepsize η k is often computed according to a line search routine for the global convergence of quasi-Newton methods. Our focus in this paper, however, is on the local convergence of quasi-Newton methods, which requires the unit stepsize η k = 1. Hence, in the rest of the paper, we assume that the iterate x k is sufficiently close to the optimal solution x * and the stepsize is η k = 1.
In several quasi-Newton methods, the function's curvature is approximated in a way that it satisfies the secant condition. To better explain this property, let us first define the variable variation s k and gradient variation y k as
The goal is to find a matrix B k+1 that satisfies the secant condition B k+1 s k = y k . The rationale for satisfying the secant condition is that the Hessian ∇ 2 f (x k ) satisfies this condition when x k+1 and x k are close to each other. Notice however that the secant condition B k+1 s k = y k is not enough to completely specify B k+1 . To resolve this indeterminacy, different quasi-Newton methods consider different extra conditions. One common additional Algorithm 1 The Davidon-Fletcher-Powell (DFP) method Require: Initial iterate x 0 and initial Hessian inverse approximation H 0 . 1: for t = 0, 1, 2, . . . do
2:
Update the variable:
Compute the variable variation s k = x k+1 − x k ;
4:
Compute the gradient variation y k = ∇f (x k+1 ) − ∇f (x k );
5:
Update the Hessian inverse approximation
6: end for constraint is to enforce the Hessian approximation (or its inverse) at time k + 1 be close to the one computed at time k. This is indeed a valid extra condition as we except the Hessian (or its inverse) evaluated at x k+1 to be close to the one computed at x k . In the DFP method, we enforce the proximity condition on Hessian approximations B k and B k+1 . Basically, we aim to find the closest positive definite matrix to B k (in some weighted matrix norm) that satisfies the secant condition; see Chapter 6 of [Nocedal and Wright, 2006 ] for more details. The Hessian approximation of DFP is given by
Since the implementation of the update of quasi-Newton methods in (2) requires access to the inverse of the Hessian approximation, it is essential to derive an explicit update for the Hessian inverse approximation to avoid the cost of inverting a matrix at each iteration. If we define H k as the inverse of B k , i.e., H k = B −1 k , using the Sherman-Morrison-Woodbury formula, one can write the update of DFP for the Hessian inverse approximation matrices as
The steps of DFP are summarized in Algorithm 1. The BFGS method can be considered as the dual of DFP. In BFGS, we also seek a positive definite matrix that satisfies the secant condition, but instead of forcing the proximity condition on the Hessian approximation B we enforce it on the Hessian inverse approximation H. To be more precise, we aim to find a psotive definite matrix H k+1 that satisfies the secant condition s k = H k+1 y k and is the closest matrix (in some weighted norm) to the previous Hessian inverse approximation H k . The update of BFGS method for the Hessian inverse approximation matrix H k+1 is given by,
The steps of BFGS are summarized in Algorithm 2. It is worth noting that the computation cost of the descent direction B −1 k ∇f (x k ) = H k ∇f (x k ) for the DFP method in (5) and for the BFGS method in (6) is of O(d 2 ), which improves O(d 3 ) per iteration cost of Newton's method.
Algorithm 2 The Broyden-Fletcher-Goldfarb-Shanno (BFGS) method
Require: Initial iterate x 0 and initial Hessian inverse approximation H 0 .
1: for t = 0, 1, 2, . . . do
2:
4:
5:
In this section, we characterize a non-asymptotic local superlinear convergence rate for DFP and BFGS. To do so, we first assume the following conditions hold.
Assumption 3.1. The objective function f is twice differentiable. Moreover, it is strongly convex with parameter µ > 0 and its gradient ∇f is Lipschitz continuous with parameter L > 0. Hence, we have
µI
Assumption 3.2. The objective function Hessian ∇ 2 f satisfies the following condition for some constant K > 0,
Note that the condition in Assumption 3.2 is more general than assuming that the Hessian is Lipschitz continuous with parameter K > 0, since it requires the Hessian to be Lipschitz continuous only in the direction of the optimal solution.
The condition in Assumption 3.2 also leads to the following result.
Corollary 3.1. If the condition in Assumption 3.2 holds, then for all x, y ∈ R d we have
Proof. See Lemma 3.1 in [Broyden et al., 1973] .
Remark 3.2. We would like to emphasize that our analysis can be easily extended to the case that the conditions in Assumptions 3.1 and 3.2 only hold in a neighborhood of the optimal solution x * . Here we assume that they hold in R d just to simplify our proof and avoid the excessive process.
Explicit non-asymptotic superlinear rate of DFP
Next, we state of the the main results of this paper on the non-asymptotic superlinear convergence rate of the DFP method.
Theorem 3.3. Consider the DFP method described in Algorithm 1. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. For any arbitrary r in (0, 1), choose ǫ > 0 and δ > 0 such that
where α 1 = 15
Then if the initial iterate x 0 and the initial Hessian approximation B 0 satisfy the following conditions
the sequence of iterates {x k } ∞ k=1 generated by DFP converges to the optimal solution x * at a superlinear rate of
Proof. See Section 4.1.
The result in Theorem 3.3 indicates that in a local neighborhood of the optimal solution the sequence of iterates generated by DFP converges to the optimal solution at a superlinear rate of ( C √ k+C ′ k ) k , where the constants C and C ′ depend on the problem parameters. Indeed, as time progresses then the rate behaves as O( 1
Note that the superlinear rate in (13) is significantly faster than the linear rate of first-order methods as the contraction coefficient also approaches zero at a sublinear rate of O( 1 k ). We would like to highlight that in Algorithm 1 we use H k for the DFP method, but in our analysis in Theorem 3.3 and Corollary 3.4 we focus on the behavior of B k . This is due to the fact that our proof is based on the update in (4). Notice that since we always set H k = B −1 k , this does not affect the correctness of our results. To better quantify the dependency of C and C ′ on the problem's parameters, in the following corollary we state the result of Theorem 3.3 for specific choices of r, ǫ, and δ.
Corollary 3.4. Consider the DFP method described in Algorithm 1. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. If the initial iterate x 0 and the initial Hessian approximation B 0 satisfy the following conditions
then the iterates {x k } ∞ k=1 generated by DFP satisfy
Proof. Consider the result of Theorem 3.3 for the case that r = 1 2 , δ = µ 12L , and ǫ = min { µ 9K ,
}. Note that these parameters satisfy the conditions in (11). Further, according to the expressions for ǫ, δ, and r, we have 8
Hence, using the result of Theorem 3.3 we obtain that
where we used the fact that 1
The result in Corollary 3.4 shows that for some specific choices of ǫ, δ, and r, the convergence rate of DFP is 0.85 k k 2 , which is significantly faster than the best known rate 1 − µ L k 2 for first-order methods. We would like to add that in this case, the speed of convergence for DFP is independent of problem parameters. However, the local neighborhood in which DFP has this fast convergence rate depends on the problem parameters. In particular, considering the inequality ||∇ 2 f (
Remark 3.5. There exist a trade-off between the size of the local neighborhood in which DFP converges superlinearly and the rate of convergence. To be more precise, by choosing larger values for ǫ and δ (as long as they satisfy the conditions in (11)) we can increase the size of the region in which DFP has a fast superlinear convergence rate, but on the other hand it will lead to a slower superlinear convergence rate according to the result in (13). Conversely, by choosing small values for ǫ and δ, the rate of convergence becomes smaller which implies a faster convergence, but the local neighborhood defined in (12) becomes smaller. In Corollary 3.4, we report the result for a specific choices of ǫ and δ, but indeed one can adjust these parameters to control the neighborhood and rate of superlinear convergence.
In practice, one can check if ||x 0 − x * || is sufficiently small, by using the fact that
3K } and as a result the first condition in (12) is satisfied. But, at the same time, we need to choose the initial Hessian approximation properly, such that the second condition in (12) is also satisfied. In the following remark, we show that if the initial Hessian approximation is the Hessian at the initial iterate, i.e., B 0 = ∇ 2 f (x 0 ), and x 0 is close enough to the optimal solution as specified in the first inequality of (12), then the condition on the initial Hessian approximation error specified in the second inequality in (12) is always satisfied.
Theorem 3.6. Suppose the initial iterate of the DFP method x 0 satisfies the first condition in (12). Then, if we choose the initial Hessian approximation as B 0 = ∇ 2 f (x 0 ), the second condition in (12) is also satisfied.
Proof. See Section 4.2.
Based on Theorem 3.6, when the initial error ||x 0 − x * || is bounded above by min{ǫ, µ 3K } and ǫ and δ satisfy the conditions in (11), if we set the initial Hessian approximation as B 0 = ∇ 2 f (x 0 ), the second condition in (12) is satisfied. Hence, in practice, to ensure that we are in a neighborhood that conditions (12) are satisfied we only need to ensure that ||∇f (x 0 )|| < µ min{ǫ, µ 3K } and set the initial Hessian approximation as B 0 = ∇ 2 f (x 0 ). We should also mention that the suggested procedure requires evaluation of the Hessian only for the initial iterate, and in the rest of the algorithm the Hessian approximations (and their inverses) are updated according to the update of DFP.
Explicit non-asymptotic superlinear rate of BFGS
We proceed to state the non-asymptotic superlinear convergence rate of the BFGS method.
Theorem 3.7. Consider the BFGS method described in Algorithm 2. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. For any arbitrary r in (0, 1), choose ǫ > 0 and δ > 0 such that
If the initial iterate x 0 and the initial Hessian inverse approximation H 0 satisfy the following conditions
then the sequence of iterates {x k } ∞ k=1 generated by BFGS converges to the optimal solution x * at a superlinear rate of
Proof. See Section 4.3
According to Theorem 3.7, in a local neighborhood of the optimal solution, the sequence of iterates generated by BFGS approaches the optimal solution at a superlinear rate of ( C √ k+C ′ k ) k , where the constants C and C ′ depend on the problem parameter, which is similar to the result for DFP in Theorem 3.3. This result also implies that for sufficiently large k the convergence rate of BFGS is O(( 1 k ) k/2 ). As we mentioned in the analysis of DFP, here we also observe a trade-off between the size of local neighborhood in which BFGS converges superlinearly and the speed (rate) of superlinear convergence. For instance, choosing large values for ǫ and δ increases the size of the region in which BFGS converges at a superlinear rate, but it will lower the speed of convergence as the rate of convergence defined in (20) becomes larger.
Hence, by choosing different values for r, ǫ, and δ, the region and speed of superlinear convergence change. In the following corollary, we report the result of Theorem 3.7 for specific choices of r, ǫ, and δ to simplify the expression for the convergence rate of BFGS.
Corollary 3.8. Consider the BFGS method described in Algorithm 2. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. If the initial iterate x 0 and the initial Hessian inverse approximation H 0 satisfy the following conditions
then the sequence of iterates {x k } ∞ k=1 generated by BEGS converges to the optimal solution x * at a superlinear rate of
Proof. Consider the result of Theorem 3.7 for the case that r = 1 2 , δ = µ 2 24L 2 , and ǫ = min
. Note that since L ≥ µ then we have 6Lµ 2 − µ 3 > 0, and this inequality indicates that the value of ǫ is proper, i.e., ǫ > 0. Also, it can be easily verified that these parameters satisfy the conditions in (18). Considering the expressions for δ, ǫ, and r we can derive the following upper bounds for the terms in (20) as
Using these inequalities and the result of Theorem 3.7 we can write
The result in Corollary 3.8 shows for specific choices of ǫ, δ, and r, the rate of convergence for BFGS is 0.85 k k 2 , which is independent of problem dimension d. However, the size of the neighborhood in which BFGS achieves this rate depends on problem parameters, i.e.,
. In the following theorem, we show that if we set H 0 = ∇ 2 f (x 0 ) −1 and the initial distance to the optimal solution ||x 0 −x * || satisfies the first condition in (19), then the second condition in (19) on the initial Hessian inverse approximation error is satisfied.
Theorem 3.9. Suppose the initial iterate of the BFGS method x 0 satisfies the first condition in (19) . Then, if we choose the initial Hessian approximation as H 0 = ∇ 2 f (x 0 ) −1 , the second condition in (19) is also satisfied.
Proof. See Section 4.4.
Proof of the Main Results
In this section, we provide the proofs of our main results. The main difference between the analysis of DFP and BFGS is the difference on the Lyapunov function. In the analysis of DFP we track the distance between the Hessian approximation B k and the Hessian at the optimal solution ∇ 2 f (x * ), while in the analysis of BFGS we study the difference between the Hessian inverse approximation H k and the Hessian inverse at the optimal solution ∇ 2 f (x * ) −1 . More details provided in the following subsections. We should also add that our analysis is built on the results in [Broyden et al., 1973] .
Before proving our main results we state a few intermediate lemmas. Recall that for matrices A, M ∈ R d×d , where M is a non-singular symmetric matrix, the matrix norm ||A|| M is defined as ||A|| M = ||M AM || F . 
Then for any symmetric matrix A ∈ R d×d and A = B we have that
Proof. See Lemma 5.2 in [Broyden et al., 1973] .
Notice that since α ≥ 3 8 and β ≤ 1 3 , the expression in (27) can be simplified as (26) is equivalent to the update of BFGS in (6). Hence, we will use the expression in (26) as the update formula for the proof of both DFP and BFGS algorithms.
Next we present two lemmas that show local convergence of DFP and BFGS algorithms as long as the Hessian approximation error for the updated matrixB satisfies an inequality of the form (28). Before stating these results, consider a constant η > 0 such that
for and A ∈ R d×d and a given matrix M ∈ R d×d which is non-singular and symmetric. Since all norms in the finite dimensional space are equivalent the positive constant η must exist and indeed it depends on M . 
where σ k = max{||x k − x * ||, ||x k+1 − x * ||}. If the initial x 0 and B 0 satisfy ||x 0 − x * || < ǫ and ||B 0 − ∇ 2 f (x * )|| M < δ, where ǫ > 0 and δ > 0 satisfy
for any arbitrary r in (0, 1), then the sequence of iterates {x i } ∞ i=0 converges to the optimal solution x * with
Furthermore, the matrices {B k } always stay in a neighborhood of the Hessian at the optimal solution ∇ 2 f (x * ) where the neighboorhood is defined as
Moreover, the norms {||B k ||} and {||B −1 k ||} are all uniformly bounded above by
Proof. See Theorem 3.2 in [Broyden et al., 1973] . Notice that we set p = 1 and γ = 1 µ ≥ ||∇ 2 f (x * ) −1 ||.
The result in Lemma 4.3 shows that if the Hessian approximation error satisfies the condition in (30), then in a local neighborhood of the optimal solution the iterates converge at least linearly to the optimal solution. Moreover, the Hessian approximation always stay close to the Hessian at the optimal solution and the norms {||B k ||} and {||B −1 k ||} are always bounded above. These results are essential in proving superlinear convergence rate of DFP. Next, we state a similar result for the BFGS method.
Lemma 4.4. Consider the BFGS method described in Algorithm 2. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. Further, suppose there exist positive constants α 1 , α 2 and symmetric positive definite matrix M such that for ∀k ≥ 0
where
Furthermore, the matrices {H k } always stay in a neighborhood of the Hessian inverse at the optimal solution ∇ 2 f (x * ) −1 where the neighborhood is defined as
Moreover, the norms {||H k ||} and {||H −1 k ||} are all uniformly bounded above by
Proof. See Theorem 3.4 in [Broyden et al., 1973] . Notice that we set p = 1, γ = 1 µ ≥ ||∇ 2 f (x * ) −1 || and σ = L ≥ ||∇ 2 f (x * )||.
The next two lemmas show that if the sequence {x k } ∞ k=1 stays in the neighborhood of the optimal solution x * , then the corresponding Hessian approximation matrix in both DFP and BFGS algorithms satisfy the Frobenius-norm potential function defined in (30) and (35) with proper α 1 , α 2 and M .
Lemma 4.5. Consider the DFP method described in Algorithm 1. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. Further, assume that the generated sequence {x k } satisfies ||x k −x * || ≤ µ 3K for ∀k ≥ 0. Then, for α 1 = 15
Proof. If we set M = ∇ 2 f (x * ) − 1 2 , then by Assumption 3.1 and Corollary 3.1 we have
Since ||x k − x * || ≤ µ 3K for ∀k ≥ 0, then for ∀k ≥ 0 the condition in (25) is satisfied with
Further, we can show that
By combining these two inequalities and using the conclusion of Lemma 4.1 with y = y k and A = ∇ 2 f (x * ) we obtain that
Lemma 4.6. Consider the BFGS method described in Algorithm 2. Suppose f satisfies the conditions in Assumptions 3.1 and 3.2. Further, assume that the generated se-
Proof. If we set M = ∇ 2 f (x * ) 1 2 then by Assumption 3.1 and Corollary 3.1 we can write
Combine these two inequalities and use the conclusion of Lemma 4.1 with y = s k and A = ∇ 2 f (x * ) −1 we obtain that
In this subsection, we use Lemma 4.3 and Lemma 4.5 to prove the superlinear convergence rate of DFP as stated in Theorem 3.3. Consider M = ∇ 2 f (x * ) − 1 2 , then for any A ∈ R d×d we have that
So in Lemma 4.3 we can set η = L and condition (31) is equivalent to condition (11) in Theorem 3.3. Now we take arbitrary r ∈ (0, 1) and take ǫ > 0 and δ > 0 which satisfy the conditions in (11). Further, suppose the initial point x 0 and initial Hessian B 0 meet the conditions in (12). First we use induction to prove that ||x k − x * || ≤ µ 3K for ∀k ≥ 0. For k = 0 we have that ||x 0 − x * || ≤ µ 3K by (12). By the same techniques used in the proof of Lemma 4.5 we obtain that condition (30) holds for k = 0. Then by Lemma 4.3 we get that ||x 1 −x * || ≤ r||x 0 −x * ||. Now suppose ||x k+1 − x * || ≤ r||x k − x * || holds for k = 0, 1, ......, m − 1 where m ≥ 1. This indicates that ||x k −x * || ≤ µ 3K for k = 0, 1, ......, m. By the same techniques used in the proof of Lemma 4.5 we obtain that condition (30) holds for k = 0, 1, ......, m. Then by Lemma 4.3 we obtain ||x m+1 − x * || ≤ r||x m − x * ||. By induction we can conclude that for any
3K . According to Lemma 4.5, we know that inequalities (30) and (43) hold for ∀k ≥ 0 and by Lemma 4.3 we know that the inequalities in (32), (33) and (34) hold for ∀k ≥ 0. Notice (32), hence we can simplify (43) as
Note that this result holds for all k ≥ 0. Compute the summation from time 0 to k − 1 and use the conditions in (31), (32), (33), (12) to obtain
Now using this inequality and the one in (33) we can write
Next use the fact that 1
Notice this is true for any k > 0. By the Cauchy-Schwartz inequality we obtain that for ∀k > 0 we have
Since
By Corollary 3.1 and Condition (32) we get
Note that this inequality holds for all k ≥ 0. Take the summation from time 0 to k − 1 and use the inequality in (54) and the condition in (32) to write
Now by using the inequality of arithmetic and geometric means we obtain
This is equivalent to
and the proof is complete.
Proof of Theorem 3.6
Notice that if we choose B 0 = ∇ 2 f (x 0 ) then by Assumption 3.2 we have
Next, since ||x 0 − x * || ≤ ǫ we can show that
Further, based on the first inequality in (11) we know that α 2 ǫ ≤ δ. Using this inequality and the definition of α 2 we can write
Replace the upper bound in (63) for ǫ into (62) to obtain
where the last inequality holds since A F ≤ √ d A . Next we use the fact that ||∇ 2 f (
which completes the proof.
Proof of Theorem 3.7
In this subsection, we use Lemma 4.4 and Lemma 4.6 to prove the superlinear convergence rate of BFGS as stated in Theorem 3.7. Consider M = ∇ 2 f (x * ) 1 2 , then for any A ∈ R d×d we have that
Hence, in Lemma 4.4 we can set η = 1 µ and the condition (36) will be equivalent to the one in (18) stated in Theorem 3.7. Now we choose an arbitrary r ∈ (0, 1) and select ǫ > 0 and δ > 0 such that they satisfy (18). Further, suppose the initial point x 0 and initial Hessian inverse approximation H 0 meet the conditions in (19).
First we use induction to prove that ||x k −x * || ≤ µ √ L for k = 0, 1, ......, m. By the same techniques used in the proof of Lemma 4.6 we obtain that condition (35) holds for k = 0, 1, ......, m. Then by Lemma 4.4 we obtain ||x m+1 − x * || ≤ r||x m − x * ||. By induction we can conclude that for any k ≥ 0 we have ||x k+1 − x * || ≤ r||x k − x * ||. Hence, ∀k ≥ 0 we have ||x k − x * || ≤ ||x 0 − x * || ≤ µ 3 2 3K √ L . Based on Lemma 4.6, we know that the inequalities in (35) and (47) hold for ∀k ≥ 0. Moreover, by Lemma 4.4 we know that (37), (38) and (39) hold for ∀k ≥ 0. Notice that (37), which means that we can simply (47) as
Note that this result holds for all k ≥ 0. Compute the summation from time 0 to k − 1 and use the conditions in (37), (38), (18), (19) to get
Next use the result in (38) to obtain
Next use the fact that µ||M −1 y i || 2 ≤ ||y i || 2 to write
Notice this result is true for any k > 0. By the Cauchy-Schwartz inequality we obtain that for ∀k > 0 we have
Since H k y k = H k ∇f (x k+1 ) + s k for all k ≥ 0, we have
∇f
By Assumption 3.1, Corollary 3.1, Condition (37) and Condition (39) we have
Since ||∇f (x k+1 )|| ≥ µ||x k+1 − x * || and ||s k || ≤ ||x k+1 − x * || + ||x k − x * || ≤ (1 + r)||x k − x * || we can write
Note that this result holds for all k ≥ 0. Take the summation from time 0 to k − 1 and use the inequality in (72) and the condition in (37) to write
Next by using the inequality of arithmetic and geometric means we can write
Proof of Theorem 3.9
Notice that if we choose H 0 = ∇ 2 f (x 0 ) −1 then by Assumption 3.2 we have
Further, based on the first inequality in (18) we know that α 2 ǫ ≤ δ. Using this inequality and the definition of α 2 we can write
Replace the upper bound in (82) for ǫ into (81) to obtain
where the last inequality holds since A F ≤ √ d A . Next we use the fact that ||∇ 2 f (x * ) 1/2 || ≤ √ L to write
In this paper, we studied the local convergence rate of DFP and BFGS quasi-Newton methods and provided their first non-asymptotic superlinear convergence rate. In particular, for the DFP method, we showed that if the initial distance to the optimal solution is ||x 0 −x * || = O( µ 2 dKL ) and the initial Hessian approximation error is ||B 0 − ∇ 2 f (x * )|| ∇ 2 f (x * ) −1/2 = O( µ L ), then the sequence of iterates converges to the optimal solution at a superlinear rate of O(( 1 k ) k 2 ). For the BFGS method, we showed that if the initial distance to the optimal solution is ||x 0 − x * || = O( µ 4 dKL 3 ) and the initial Hessian inverse approximation error is ||H 0 − ∇ 2 f (x * ) −1 || ∇ 2 f (x * ) 1/2 = O( µ 2 L 2 ), then iterates converge to the optimal solution at a superlinear rate of O(( 1 k ) k 2 ). These results provide explicit non-asymptotic superlinear convergence rates for DFP and BFGS algorithms.
