Abstract: We use simple arguments from Galois theory to prove the impossibiiity of exact algorithms for problems under various models of computation. In particular we show that there exist applied computational problems for which there are no closed form solutions over mdels such IIS Q (+, -. *. /, 41, Q(+. -. *. /, kh and Q(+, -, *, /. kd, q(x)), where Q is the field of ration& and q (x j&Q [x ] are polynomials with non-solvable Galois groups.
Introduction
The now weIl known Theorem of Abel-Ruftini, (proved by Ruffini in 1813 and independently by Abel in 1827) states that the 'general' equation of n th degree. (n Z), is not solvable by radicaLst. Galois' discoveries in the theory of equations not only provided a proof of the Abel-Ruffini theorem but it gave a critetion for solvability by radicals of any equation not just the 'general' one. Gauss showed that for the integers n=17,2.57 and 65537 the regular n-gon can be constructed with straight-edge and compass. Gauss' results were obtained by elementary and lengthy calculations involving the roots of unity [J] . With the advent of Galois theory these results can now be obtained rather quickly and elegantly.
In this paper we use simple arguments from Galois theory to answer questions about the impossibility of exact algorithms for problems under various models of computation. In particular we show that there exist applied computational problems for which there are no closed form solutions over models such as a<+, -, *. /, 41, Q (+. -, *. 1. kdh and Q (+, -, *. 1, kd, q(x)). where Q is the field of rationals and q(r) are polynomials with nonsolvable Galois groups. In 9 2 we briefly review some standard models of computation and their relation to the models we discuss in subsequent sections. In 8 3 we consider the restricted + * 4 nmhr (I is expressible in term* of madids if then ir 1 lequcncc of uprc~ticma PI. , fl., when ,3,eQ, and -*i% ia =itkra =dOnd (x the 111111. differem. pm&a, ,,,mk.nt CT, the k" rod of prs&ng $3 md the Ian f3. is a Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specfic permission. model [BO] . Our Algebraic models of 0 5 am closely related to the ACT. d in n variables, the best lower bound complexity that can be derived for evaluating the polynomial is Unlogd).
et+,-, , , * / 4 Quadrature Computation Models
The complexity of straight-edge and compass constructions has for long known to bc equivalent to the geometric solution beiig expressible in terms of (+,-.*,/,+ over Q. the field of rational& [vdW] . The impossibility of straight-edge and compass constructions for the problems of trisecting an angle, duplicating the cube, and construction of a regular heptagon, imply the non-solvability of these problems by quadrature. Hem we discuss two applied computational problems and sketch simple Galois methods by which we show solvability and nonsolvability by quadrature.
Consider the following fundamental geometric problem. It has a long and interesting history and has come to be known as the Weber problem [B 11. Simply stated one wishes to obtain the optimum location of a single source point in the plane, so that the sum of the Euclidean distances to n fixed destination points is a minimum.
Given n fired destination points in the plane with integer coordinates (a; 96;). determine the optimum location (X y ) of a single source point, that is
In the decision version of this problem we ask if there exists However no such polynomial time algorithm is known [GrlJOl.
Such a decision problem is fundamental in that it also occurs in numerous other geometric optimization problems such as in tinding the minimum length Euclidean Traveling Salesman Tour and the minimum length Euclidean Steiner Tree.
We obtain our results by first deriving for each of the above geometric problems their minimal polynomial, whose root over the field of rational numbers is the solution of the problem in Euclidean space. The function f (x y ) of the Weber problem to be minimized can be shown to be strictly convex. Hence them exists a unique minimum solution for which the necessary and sufficient conditions are #/dr = 0 and Q ldy = 0. The corresponding rational equations are
We make a wig, (without loss of generality), assumption that the solution does not coincide with any of the destination points and obtain the corresponding polynomial equations f I(~ y ) = 0 and f2(x y ) = 0. from the above two rational equations, respectively. This is done by rationalizing and by the eliiination of square-roots by a process of repeated squaring. Note that by this step we do not change the root of our original pmb-lem since repeated squaring preserves the root of the plpomid
The system of two polynomial equations f t(x,y) = 0 and fz(x,y) = 0 can be solved by elimination techniques (using ~sdtmti), [vdW] , leading to a single polynomial equation p 0) )=O in a single variable.
For this problem consider a case of 5 points in the plane.
On applying the above technique we obtain the single variate polynomial p 0,) for the problem. This polynomial p 6) is the same for each of the three possible configurations of five points in the plane, namely having three, four or five points on the convex huh. All the process steps of rationalizing and eliminating square roots were done using MACSYMA giving us the final polynomial equation below.
We show that p 6) is the minimal polynomial of our problem by noting that p 01) is irreducible mod 31, (where the prime 31 is not a divisor of 15 the leading coefficient of the polynomial), and hence irreducible over Q . On factoring this polynomial modulo 37, (where the prime 37 does not divide the discrimmant of the polynomial), we obtain a factor of degree 7.
From Galois theory we know that 7 must be a divisor of o [Gal (p Cy))], which clearly is not a power of 2 and hence the toots of the polynomial pCy) are not constructible by straightedge and compass. 
Using the equations of (1) and (2) (1) and (2) it is straightforward to see that each of the unknowns Xi, i =2..n, can similarly be expressed in terms of (+. 
et+,-, , , * I k 4) Solvable Computation Models
Again consider the. Weber problem of 0 3. Since the minimal polynomial p Q) of degree 8 of the problem considered there is irreducible we know that its Galois group is transitive.
Further we shall now show that its Galois group is in fact the non-solvable symmetric group 5s. We find that for suitable primes q=19,31 and 37. the degrees of the irreducible factors of p(y) mod q gives us a 2 + 5 permutation, an 8 cycle and a 7 cycle. The 2 + 5 permutation when raised to the 5" power yields a transposition. This together with tbe 7 cycle and the 8 cycle and the transitivity of the group generates the entire sym-metric group Ss. This principle generalizes to an irreducible polynomial with degree n . On factoring this polynomial modulo suitable primes, occurrence of an n-l cycle, an n cycle and a permutation of the type 2 + factors with od.d degree when n is even, (and factors with even degree when n is odd), is enough to establish its Galois group to be S,. See [Bl] for further details.
Carrying out the same algebraic reduction technique for variants of the Weber problem, as for the Weber problem in $ 3, we obtain for the Line-restricted version a minimal polynomial of degree 12. This for the case of 3 points in the plane and a line L not passing through these points and the solution restricted to L .
The non-solvability follows by showing that its Galois group is the non-solvable Slz group. For the 3-Dimension Weber pmblem we examine the simplest case of 4 points in Euclidean 3-space, forming a tetrahedron, and obtain a minimal polynomial of degree 10. Q : p Cy)=8y'"-112yg+507y*+t92y7-~~8ye +64932ys-143326y4+160772y3-71 112y2-324y+243=0
Again we are able to show, using factorizations modulo primes, that its Galois group is the non-solvable S to group. 
The polynomial is irreducible modulo 23, gives an 11 cycle modulo 31 and a 2 + 3+ 7 cycle modulo 43. Again this enough to establish its transitive Galois group to be the non-solvable symmetric group S t2. For any subfield T of K which contains F let
1 o(t)=r, VrcT}. Then T is a normal extension of F iff G (K ,T) is a normal subgroup of G(K ,F) and when T is a normal extension of F, then
Letp ( An important extension to our above analysis is the eXPlWation Of algorithmic power and limitations of Transcendental extensions. The problem of squaring the circle, like the duplication of the cube and the trisection of an angle, is impossible over Quadrature models. However the impossibility of squarittg the circle as opposed to other problems, follows ti-om the fact first established by Lmdemann in 1882, that l-l is a transcenden-
