Abstract. We describe an approach to incorporate scene topology and semantics into pixel-level object detection and localization. Our method requires video to determine occlusion regions and thence local depth ordering, and any visual recognition scheme that provides a score at local image regions, for instance object detection probabilities. We set up a cost functional that incorporates occlusion cues induced by object boundaries, label consistency and recognition priors, and solve it using a convex optimization scheme. We show that our method improves localization accuracy of existing recognition approaches, or equivalently provides semantic labels to pixel-level localization and segmentation.
Introduction
Object detection, recognition, and localization in images and video have occupied a large portion of the Computer Vision community in the last decade. Detection refers to the binary decision as to whether an object (or object class, as represented by a prior model or training set) is present in an image. A positive outcome for a specific object class provides an answer to the recognition (or categorization) task. Given that an object is present, localization, performed at each pixel 1 , is the binary decision as to whether it back-projects onto an object in the scene having said object label. This is often referred to as "semantic (image) segmentation."
However, a key challenge in labeling a scene using only a single image lies in obtaining accurate object boundaries. Low-level segmentation schemes fall short when the object of interest is highly textured and semantic classifiers tend to "bleed" across image boundaries due to the support requirement for different features. Motivated by this limitation, existing methods have proposed to incorporate additional cues (e.g. object detectors) into the framework, extend the label consistency using higher order potentials or take advantage of temporal information by using video sequences.
With video data, the temporal consistency between adjacent frames has often been used to "smooth" labeling errors at the individual frame level. However, video sequences can also provide strong cues for object boundaries. When objects or the camera move, they uncover portions of the scene that were previously hidden and obscure other portions that were previously visible from the viewer's perspective. These newly revealed/occluded regions in the image naturally co-occur with object boundaries and thus provide constraints on the spatial distribution of class labels, since objects generally project to simply-connected regions of the image. With respect to the viewer, occlusion regions also provide local depth ordering relations between the occluder (in front) and the occluded (behind) objects. We exploit these relations, inferred from video, to produce a segmentation of the image domain into semantic class labels and depth ordering labels. We do so within a convex optimization framework that integrates low-level (scene topology), mid-level (label consistency), and high-level (semantic class label) priors in the inference process. The result can be seen as either a method for segmentation that provides class identity, or a method for recognition that provides accurate pixel-level localization (Fig. 1 ).
Related work
Pixel-level labeling in single images has been well-studied, where conditional random fields (CRFs) have become a popular tool of choice [1, 2, 3, 4] . Significant work has been accomplished since the introduction of TextonBoost [1] , including the development of robust P N potentials [2] to model pixel relationships beyond pairwise constraints and their hierarchical extension [4] , leading to considerable visual improvement in the labeling. Inference remains tractable as [2] showed that these higher order potentials can be reduced to pairwise terms and minimized using graph cuts.
A number of methods incorporate additional cues into this framework, for example 3D information from stereo [5, 6] or from structure from motion (SfM) [7] . An alternative is to add appearance-based geometric labels (i.e. vertical, horizontal, sky) [8] , and a model for camera viewpoint [9] , which can provide powerful constraints on the plausible locations of objects in the scene [10] . [11] takes advantage of powerful sliding window detectors [12, 13] to facilitate the labeling of objects (e.g. cars, persons) as they project to smaller regions in the image than background classes (e.g. building, road, or sky), an issue our approach also addresses. Incorporating multiple cues facilitates [5, 11, 8, 9 ] the joint optimization of coupled problems (e.g. semantic labels and depth estimates).
To leverage temporal information from video, most existing work [14, 15, 6] enforces label consistenty in a temporal window to smooth the output labels. [14] leverages a spatial CRF with temporal information to independently model scene and object motion. Alternatively, label smoothing can be accomplished via a Hidden Markov Model [15] layered on top of classifier output. Recent work [6] enforces temporal consistency on labels by associating their 3D locations, estimated from stereo image-pairs, across frames. This approach works well for static environments, but struggles with reconstructing and labeling moving objects like cars and people.
A related line of work is object segmentation in video, where temporal consistency can be exploited by matching sparse features across images [16] . Recent results [16, 17, 18] in unsupervised video object segmentation highlight the importance of using motion as a segmentation cue. Such methods can be adopted for semantic labeling by first segmenting the video sequence followed by labeling each segment. However, failures in the first step cannot be recovered at the categorization step.
Our contributions can be summarized as follows: first, we propose a unified criterion (5) that incorporates categorical information, label consistency constraints, and low-level topological cues from occluded regions for the semantic segmentation task (Sect. 3). In addition to pixel-level object categorization, this approach also provides pixel-level layer labels. When objects of the same category occlude each other, instead of merely categorizing the union of their support as a single category, the layer label indicates the presence of multiple objects in that region and accurately localizes each instance at a pixel-level. This scenario is shown in Fig. 1 . Second, we show that our optimization criterion can be converted into a linear program and solved efficiently (Sect. 4), once depth ordering constraints induced by occluded regions are provided. Such constraints can only be obtained using video data [19] .
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Formalization
Given a video sequence I t : D ⊂ R 2 → R + ; x → I t (x), t = 1 . . . N , we are interested in determining whether an object of interest is present in the scene, where in the image it projects to, and the spatial relationship between different objects (e.g. multiple instances of the same class) with respect to the viewer. The resulting labeling is represented by a set of binary indicator functions u l : D → {0, 1}; x → u l (x) of the presence/absence of an object of category l ∈ L = {1, 2, 3, . . . , L} at location x ∈ D.
Let I be the set of all possible images defined on the domain D and S = {s | s ⊂ R 2 , (0, 0) ∈ s} be the set of regions centered at the origin. A detector for object l is a function f l :
, s) that yields the probability that object l projects onto a location x based on statistics of the image restricted to a neighborhood s of x: I| {x+x |x ∈s} . Label consistency: In principle, we could run a detector for every pixel location x ∈ D independently of the outcome of detectors at other locations y ∈ D. Clearly, this would miss important correlations and spatial regularities that natural images exhibit.
To take these into account, we enforce label consistency between neighboring locations x, y ∈ D by requiring that |u l (x) − u l (y)| be small unless a data-dependent measure dµ(x, y) provides evidence of the contrary. Such a measure can be written in terms of a kernel dµ(x, y) = K(x, y)dxdy, where K(x, y) = e −γ(It(x)−It(y)) 2 if x − y 2 < and 0 otherwise, where γ is a regularization parameter. Using the detector responses
and the label consistency, instantaneous localization at time t (subscript omitted for simplicity) could be framed as the following optimization problem
where α, β are tuning parameters.
L l=1 u l (x) = 1 enforces that only a single object be present at each pixel (opacity). Topological (occlusion) constraints: Multiple images {I t } T t=1 provide more than just repeated trials to compute the likelihood in (1). They provide information on the topology of the surfaces in the scene. Under the assumption of Lambertian reflection, constant illumination and co-visibility, an image frame I t is related to its immediate neighbors I t+dt , I t−dt by the usual brightness-constancy equation
where v +t and v −t are the forward and backward motion fields [19] . However, in general, there are regions, occlusions and disocclusion, in the current image at time t that are not visible in the next and previous frames, Ω +t and
is the occluder, which can be restricted to a local region around the occluded regions Ω t by using morphological operations. The relation between Ω c t be Ω t induces an ordering between two neighboring surfaces where the occluder maintains a higher depth value (closer to camera) then the occluded one. One can enforce this ordering as a constraint to estimate a depth layer field c t = D → Z + ; x → c t (x) at time t, which maps each image location x to an integer indicating the depth order [20] . This allows us to handle multiple layers (see Fig. 1 ). Omitting the subscript t for simplicity, we can infer c by solving the minimization problem,
The super-level set {x|c(x) ≥ 1} is an indicator for simply-connected regions of the image called "detachable objects" [20] . We adopt this characterization of objects as label-consistent regions that do not violate occluding boundaries. As Fig. 1 shows, it is possible for an object of a given class to occlude another of the same class. Thus an occlusion boundary does not necessarily force a change of semantic label. Semantic priors: While labels obtained by solving (3) are consistent with the topology of the scene, there is nothing that couples them with object identity. Prior knowledge implicit in the training set, which could facilitate detection and localization, is ignored. We need to enable cross-talk between high-level (semantic) priors and low-level (topological) constraints, so that object hypotheses from the probabilistic detectors can inform occlusion-consistent segmentation and vice-versa. To this end, we can relate the label field to the object identity via
where F ⊂ L denotes the set of "foreground" classes. This constraint not only implies that, when c(x) = 0, we obtain l∈F u l (x) = 0 based on the exclusion constraint L l=1 u l (x) = 1, but also encourages c(x) to become nonzero when there is a strong detector response for any object class. Unfortunately, we cannot add additional constraints between the layers and the object labels as any object can be present in any layer. With this constraint, we propose the following optimization problem:
This inference criterion incorporates high-level (category), mid-level (label consistency) and low-level (occlusion) information. In what follows, we show how the above minimization problem can be solved efficiently with linear programming.
Implementation
The domain D is a discrete lattice Λ of M × N pixels, that we can represent as a graph G = (V, E): each pixel is identified with a node i in the vertex set V , and adjacency relationships between pixels i and j are encoded in the edge set E ⊂ V × V via i ∼ j.
The location of each pixel i in the image is given by x i ∈ D. Abusing notation, we define discrete versions of the category indicator functions {u
, the layers c : V → Z + ; i → c i and the object detectors {f
where G is a |E| × |V | matrix that acts as a weighted gradient operator on the functions defined on the graph G which is given by
and the measure dµ(x i , x j ) becomes a symmetric matrix w ij = K(x i , x j ). Also note that we incorporate model selection via i c i in (6) which penalizes spurious object layers. We also introduce a slack variable set {ξ k }, one for each of K occluder-occluded constraints on a pair of pixels, allowing us to ignore spurious occlusion constraints by paying a penalty λ. This enables us to deal with inevitable errors in occlusion detection. The formulation of the problem as a linear program enables us to benefit from efficient numerical solvers. Following common practice to reduce the complexity of the optimization, we partition the domain D into N non-overlapping superpixels
using a statistical multi-cue edge detector [21] . The form of the optimization (6) is unchanged, since it is already written for a general graph. This reduces the size of the linear program to a manageable complexity.
Experiments
We tested our model on video sequences from the MOSEG dataset [16] as well as the CamVid dataset [22] . MOSEG contains short sequences (20-60 frames) of moving objects such as cars and people with ground truth annotations for a few frames in each sequence. Since ground truth is only provided for moving objects, we exclude detection of stationary ones for evaluation purposes. For our framework, we choose cars and people to be the object classes and construct a generic background class.
The CamVid database consists of longer clips of driving sequences taken under different conditions (e.g. day and dusk). The motion between adjacent frames is much larger than in MOSEG as the camera is mounted on a fast-moving platform. Annotations are provided sparsly at 1 Hz for 32 semantic classes. However, we train and test on only the 11 classes shown in Fig. 2 as common practice when evaluating on CamVid [7, 11, 23] . For our framework, we consider cars, sign-symbol, pedestrian, column-pole, and bicyclist as the object classes and building, tree, sky, road, fence, and sidewalk as the background classes.
While our algorithm is designed to run on video, the categorization component only considers single image-based features. This is convenient as there exist many publicly available image categorization datasets with densely labeled annotations and a number of baseline evaluation methods to choose from. For our experiments with MOSEG, we construct three classes (car, person, background) from the Graz02 database [24] . We chose not to train on MOSEG as testing would then be trivial and limited given the small number of annotated frames. An advantage of our approach is that any single image semantic labeling scheme can be used as our baseline categorization method, so long as it provides per-class probability maps.
For our experiments on MOSEG, we used [25] for our categorization component, a bag-of-features approach shown to perform well for single image recognition and localization on Graz02 and Pascal VOC 2007/2009 [26] . Dense SIFT features [27] are extracted and quantized via K-means (K = 400). A histogram of these quantized features is constructed for each superpixel, which aggregates information within a local superpixel neighborhood for training an SVM classifier with an intersection kernel.
For our experiments on CamVid, we followed the dataset's default training and testing split. For the categorization component, we used [4] to run an improved version of TextonBoost that incorporates additional features such as Local Binary Patterns, colour histograms, location, and dense SIFT to obtain per-pixel object class probabilities. Occlusion detections and optical flow estimation are performed by [19] , for which source code is available on-line.
Comparative evaluation MOSEG:
We compared five approaches: (i) the baseline categorization component [25] applied to each frame of the video; (ii) TextonBoost which partitions still images into regions each labeled with a specific object class considering textural properties of objects [1] ; (iii) the work of [4] , which augments the pixel-wise graph cut labeling framework with label consistency relationships on image regions and across a segmentation hierarchy, (iv) the two-stage pipeline first partitioning the image into segments and then classifying each segment; and (v) the proposed approach that unifies the segmentation and classification steps into a single energy minimization framework.
We accomplish method (i) by assigning each pixel to the class inferred from the detection probabilities under a CRF model enforcing spatial continuity. We use publicly available code for (ii) 2 and (iii) 3 [28] . (iv) is accomplished by image segmentation from the depth layers estimated by [20] and labeling the connected components of all the depth layers using a bag-of-features classifier trained on the Graz dataset. (v) is our method. CamVid: We compare the baseline (TextonBoost with an augmented feature vector), the single image-labeling approach of [4] , and our proposed method. Here we also enforce temporal consistency by connecting the class and layer nodes in each frame to those in the surrounding frames. This amounts to solving equation 6 on a larger graph. Thus we label multiple frames in one minimization. In our experiments, we used a 7 frame temporal window. Fig. 3 provides a basic intuition of our system. By combining the output of class-specific bottom-up object detectors and occlusion detectors (2nd and 3rd column, respectively), we can accurately segment and classify the vehicles (5th column), which not only improves on the baseline classifier in localization (2nd column), but also improves on 3), layer segmentation produced from occlusion cues (dark blue is the lowest layer and red is the highest) (col. 4), and finally our classification result (col. 5). Notice the classification baseline labels much of the image as car, while the layer segmentation often misses objects due to errors in occlusion detection. In the top row, the car is in the same layer as the background while the region immediately to its left is separated. In both examples, all approaches struggle with the moving car in the far field.
Qualitative performance
the segmentation from occlusion cues alone (4th column). In addition, our framework provides an object category label to each segmented image region.
In the first row, the left vehicle is difficult to extract via occlusion cues alone as too few are generated while the car is turning. By incorporating the response of a car detector, our algorithm is able to accurately recover the leftmost vehicle. We are still unable to extract the moving car in the background, however, as the detector response is not significant enough in this region. This shows the interplay between the two object localization approaches. However, in comparison to methods (i) and (ii), our approach improves on the results in the localization and classification of objects.
It should be noted that our method not only produces a pixel-level localization, but also a global depth ordering, which partitions the image into a set of depth layers. Thus, if a person in the scene occludes another one, we do not merely label an amorphous region of pixels that responded to a "person detector." Instead, the combination of the semantic label field and the depth layer distinguishes the individual object instances and indicates which person is in front of the other person in the scene from the viewer's perspective. This is visible in Fig. 1 for the case of people. The work of Yang et al. [29] similarly takes advantage of depth layers. However, their layers are based on the output of single image object detectors and shape priors. We instead used the motion of objects in the scene.
We present qualitative results of our algorithm and the comparison methods evaluated on the MOSEG sequences in Fig. 5 . Our algorithm consistently makes improvement over the labeling schemes for single images (the baseline [25] , TextonBoost [1] , and [4] ), which is particularly evident at object boundaries. Thus, occlusion cues can help regularize the probabilities generated by the baseline detection system. Note that in the fourth column (person2), [4] fails around the head of the person. This is likely due to a failure in the oversegmentation step. With occlusion cues, our approach captures the silhouette of the woman's head. However, in this frame we fail to capture the woman in the background, as the person detection response is weak in that region. Note that where very small or very large motion occurs, occlusion detection fails. Despite these issues, our method still matches or outperforms the two-step pipeline approach, recovering from failures in layer estimation due to weak occlusion cues (the vehicle windshield is mislabeled as background in cars4) or spurious occlusion detections (cars9, cars8).
Qualitative results of our algorithm and the comparison methods evaluated on frames from CamVid are presented in Fig. 2 , where we compare the output of the extended version of TextonBoost, [4] , and our proposed method. Although it is difficult to declare one approach as superior for labeling the background classes, our approach clearly obtains more accurate boundaries when considering foreground objects (here, cars), which we highlight with white boxes. In these sequences, the significant camera motion generates strong occlusion cues for accurate segmentation, where single image appearance features may lead to a faulty object segmentation (row 2). Table 1 details the quantitative results of the comparison methods and our proposed algorithm. F-measure scores were computed for all of the annotated frames in MOSEG and averaged per sequence. The proposed algorithm outperforms the baseline and performs on par or better than the two-step approach. In a few cases, the recent method [4] performs better, particularly for sequences when the moving car is larger. Our algorithm falls short of the two step approach on person2, where the rear left woman is partially occluded while exiting the camera's field of view. We do not test our scheme on the "Tennis" and "Marple" sequences, since the annotated segmentations capture a range of scale and viewpoint that is not represented in Graz02, our training set.
Quantitative assessment
The results for the CamVid database are shown in Table 2 . In most cases, we outperform [1, 4] , especially on the object categories (e.g. cars). Often, for applications such as autonomous driving, mislabeling a portion of sky as building is of much less consequence than mislabeling a person crossing the street as drive-able road. Given that object classes often have a much smaller spatial support in the image, the addition of occlusion cues help us to more reliably detect and accurately label the objects (e.g. cars, people, bicyclists).
After pre-processing (occlusion detection and probability map generation), the optimization takes 2-3 minutes/frame in CVX [30, 31] and approximately 15 seconds with MOSEK, a commercial tool. The entire pipeline including optical flow and occlusion detection, edge detection and categorization scheme followed by the minimization stage runs in 4.35 minutes for a 720 × 960 frame. We use a GPU implementation of the optical flow estimation and run it on an NVIDIA GeForce GTX 560Ti, while the other stages are performed on a single core 2.5 Ghz CPU.
In order to visualize the effects of the parameters, we obtained the minimizer of φ semantic + ωφ layers for different choices of ω. We fixed α and β and used ω to scale the other parameters i.e. ω, ωµ and ωλ. Fig. 4 illustrates the variation of the pixel-level classification accuracy as a function of ω. Note that the classification results remain constant over large intervals of ω. This shows that our approach is robust to reasonable perturbations in the parameters. Failure modes: Our method does not always work. In the case when the training set is not representative of the conditions to be encountered in the test set, unsurprisingly the semantic prior does not help improve segmentation. Our method is also susceptible to gross failures in occlusion detection, although it compensates for minor errors with the introduction of slack variables. We are also sensitive to failures of the low-level object detection module. Table 1 . Performance results for [25, 1, 4] , the two step segment-then-classify approach, and finally the proposed method on the MOSEG [16] dataset. Reported F-measure scores have been computed for the groundtruth class in each image and averaged over the sequence. In cars4, objects from classes 'People' and 'Car' both appear in the scene. Table 2 . Performance results for [1, 4] and the proposed method on CamVid [16] . F-measure scores were computed for each class and 'Average' is the average of the F-measure scores. Bolded numbers show the best performance for the specified category. In general, our method performs better than comparison methods. In particular, note that the use of occlusion cues allows us to outperform the other methods in all but one object category. 
Discussion
We have presented a method to integrate (low-level) local topology information from occlusions, (mid-level) label consistency, and (high-level) semantic information via object class detectors to provide pixel-level localization in object recognition, or equivalently to augment segmentation with object labels. We use existing occlusion detection methods to extract occlusion regions from video and thus provide local depth ordering constraints and existing object detection schemes to provide the probability of correct detection for a region of an image relative to a training set of objects or object classes. We incorporate all of these cues into a cost functional that we discretize and solve using modern combinatorial optimization schemes. Our approach improves localization performance of existing segmentation and recognition schemes, including those enforcing label consistency using conditional random fields or other generic priors. 
