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1 Introduction
Supersymmetric Yang-Mills theories on spheres are useful for investigating aspects of the
AdS/CFT correspondence. Because of the supersymmetry, it is possible to localize the
partition function and hence compute certain observables exactly. These can then be
compared to predictions coming from the supergravity dual of the theory. In the case of
d = 4 N = 4 SYM, Pestun proved [1] a conjecture of Erickson, Semenoff, and Zarembo [2]
and Drukker and Gross [3] by showing that the theory localizes to a Gaussian matrix
model. Pestun’s results are powerful enough to generalize to N = 2 SYM as well, albeit
with a more complicated matrix model.
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Generalizations to other dimensions are also possible. In [4, 5] it was shown how to
localize N = 1 in five dimensions with a vector multiplet and hypermultiplets in arbitrary
representations. In [6] it was also shown how to extend this to N = 2, the maximal case
for d = 5. Going down a dimension, there are an impressive number of results for three
dimensional Chern-Simons theories that are derived using localization, starting with the
work in [7] and to more general theories in [8].
We can construct supersymmetric theories in other dimensions as well. The main
guidepost is the existence of an acceptable superalgebra, which turns out to be closely
related to Nahm’s classification of allowed superconformal theories [9]. Basically, if there
can be a superconformal theory in d dimensions, then one can have supersymmetry on a
sphere in one higher dimension, given the close relation between the d-dimensional confor-
mal group SO(2, d) and the Sd+1 rotation group SO(d + 2). Since d = 6 is the maximum
for a superconformal theory, then d = 7 is the maximum for a sphere with supersymmetry.
One concern in these constructions is that unless the theory is also superconformal
it cannot be supersymmetric without giving up reflection positivity [10] (see also [11]).
Formally, one can get a real supersymmetric Lagrangian by assuming that the R-symmetry
group is non-compact and the masses of hypermultiplets are imaginary. In this case, the
Euclidean action is unbounded below. However, one can analytically continue the scalar
field with the wrong sign and end up with a well-defined answer. This is the approach we
take here.
One goal of this paper is to give a more unified approach to localizing gauge theories
in different dimensions. We mainly consider those theories with maximal supersymmetry,
which can be obtained by dimensionally reducing ten dimensional super Yang-Mills. We
follow the approach in [1] where the dimensionally reduced directions include the time
direction. The gauge fields are Euclidean, but the scalars are Lorentzian. One advantage of
this method is that the fermions retain their real character from the original ten-dimensional
theory.
With this approach we can consider spheres for arbitrary dimension d, with d ≤ 7.
Localization requires an off-shell formulation, which can be nicely generalized to any d.
Once the partition function is localized, we can evaluate the action at the fixed point lo-
cus and determine the contributions of the fluctuations. There is a qualitative difference
between the computation of the fluctuation determinant in odd as opposed to even dimen-
sions, namely because the former has a nowhere vanishing vector field while the latter does
not. We will also show how one can reduce to 8 and 4 supersymmetries for low enough
dimensions by modifying the actions and off-shell supersymmetry transformations.
We focus on the determinant factors for d = 7 and d = 6. In flat space 16 super-
symmetries is the minimal amount for d = 7 but for d = 6 it is possible to have only 8
supersymmetries. However, it is not clear how to localize without having at least one scalar
mode in a vector multiplet, so we are effectively limited to 16 supersymmetries for d = 6
as well. We will find that the determinant for d = 7 (d = 6) is similar to the determinant
for the pure vector theory with 8 supersymmetries in d = 5 (d = 4). This further means
that the behavior of the eigenvalue distribution as a function of the coupling is also similar
to the vector theories in two fewer dimensions.
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In the cases of d = 7 and d = 6 we also find the full localization locus, including
instanton factors. In the d = 6 case the locus appears to allow for two types of instantons,
point-like and extended co-dimension two instantons. However, we will conjecture that in
the end only the point-like instantons contribute to the partition function. A similar story
holds for the d = 7 theory. Here there can be instantons that are concentrated along closed
U(1) orbits, as well as extended co-dimension three instantons. We conjecture that only
the former contribute to the partition function.
The paper is organized as follows: in section 2 we construct the on-shell supersymmetric
transformations and the Lagrangian for maximally supersymmetric Yang-Mills on Sd with
d ≤ 7. We also show how to reduce to 8 supersymmetries if d ≤ 5 and 4 supersymmetries
if d ≤ 3. In section 3 we generalize this construction to an off-shell formalism. This makes
it necessary to introduce seven auxiliary fields and their corresponding pure spinors, with
appropriate reductions when the supersymmetry is reduced. In section 4 we rewrite the
supersymmetry transformation in cohomological form. In section 5 we specialize to the
case of the seven-sphere. We present the detailed calculation of the determinants for S7
with all equivariant parameters turned on. Moreover we conjecture the form of the full
answer based on the factorization properties of the perturbative answer. In section 6 we
present the detailed calculation for S6 and following an analogy with S4 we conjecture the
full answer. In section 7 we briefly discuss the properties of 6D and 7D matrix models
and argue for N2-behaviour at large N . In section 8 we summarize our results and discuss
some open problems.
2 On-shell supersymmetric gauge theories on spheres
In this section we construct gauge theories which preserve maximal supersymmetry on-
shell. This was first done by Blau in [12] but we include it here for completeness. We will
closely follow Pestun’s construction [1] by starting with a 10-dimensional theory and do a
Scherk-Schwarz compactification down to a d-dimensional sphere.
In 10-dimensional notation, the fields will consist of a gauge field AM ,M = 0 . . . 9, and
a Majorana-Weyl fermion field, Ψα, with α = 1 . . . 16. The Ψα are assumed to transform in
the adjoint representation of the gauge group. We also use 10-dimensional Dirac matrices
ΓM
αβ
and Γ˜Mαβ , where all Γ
M and Γ˜M are real and symmetric. More properties and
conventions are found in appendix A. From now on we drop spinor indices.
The 10-dimensional flat-space Lagrangian is given by [13]
L = 1
g210
Tr
(
1
2
FMNF
MN −Ψ /DΨ
)
. (2.1)
This action is invariant under the supersymmetry transformations
δǫAM = ǫΓMΨ ,
δǫΨ =
1
2
ΓMNFMN ǫ , (2.2)
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where ΓMN ≡ Γ˜[MΓN ]. We will later need the reverse combination, Γ˜MN ≡ Γ[M Γ˜N ].
The bosonic supersymmetry parameter ǫ is any constant real spinor, hence there are 16
independent supersymmetries.
We next dimensionally reduce to a d-dimensional Euclidean gauge theory. Hence, we
will have gauge fields, Aµ, µ = 1 . . . d, as well as scalar fields φI ≡ AI , where we choose
I = 0, d + 1, . . . 9. We assume that all derivatives along compactified directions are zero,
so that the field-strengths become,
FµI = [Dµ, φI ]
FIJ = [φI , φJ ] . (2.3)
Since the 0-direction is time-like, φ0 will have the wrong sign for its kinetic term. Assuming
that the d-dimensional space is flat Euclidean, the scalars transform under the vector
representation of an SO(1, 9− d) R-symmetry group. We can also decompose the fermions
Ψ under the reduction, but it will not be necessary for our purposes here, at least while
maintaining maximal supersymmetry. The coupling in the dimensionally reduced theory
is g2YM = g
2
10/V10−d, where V10−d is the volume of the compactified space.
We next assume that instead of flat-space, our d-dimensional space is the sphere Sd
with radius r. In 4 dimensions the gauge theory is superconformal, which means that we
must add to the action the conformal mass term
Sφφ =
1
g2YM
∫
d4x
√−g
(
2
r2
TrφIφ
I
)
. (2.4)
In other dimensions the theory is not conformal, but we still include a similar term for the
scalar fields
Sφφ =
1
g2YM
∫
ddx
√−g
(
d∆I
2 r2
TrφIφ
I
)
, (2.5)
where the index I is summed over and ∆I is the analog of the dimension for φI . We will
see that we need further terms to preserve the supersymmetry.
On the sphere we can no longer have supersymmetries defined by constant spinors. To
find the desired spinors we instead consider conformal Killing spinors (CKS) that satisfy
the equations
∇µǫ = Γ˜µǫ˜ , ∇µǫ˜ = − 1
4r2
Γµǫ . (2.6)
Note that Γµ = eµˆµΓ
µˆ, where Γµˆ is a Minkowskian 10-dimensional Γ-matrix along the
sphere directions. Following [1], and writing the sphere metric as
ds2 =
1
(1 + x
2
4r2
)2
dx2 , (2.7)
a general solution for (2.6) is
ǫ =
1
(1 + x
2
4r2
)1/2
(ǫs + x · Γǫ˜c) , (2.8)
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where ǫs and ǫ˜c are arbitrary constant spinors. Hence, there are 32 independent CKS’s.
We can reduce these to 16 spinors by also imposing,
∇µǫ = βΓ˜µΛǫ , (2.9)
where β = 12r . Consistency with (2.6) requires that ΛΓ˜
µΛ = −Γµ. Shortly we will find
that in order to build a supersymmetric Lagrangian for d 6= 4 we must set ΛT = −Λ. The
simplest choice that satisfies these conditions has Λ = Γ8Γ˜9Γ0, allowing this construction
for spheres up to dimension 7. With this additional condition, the constant spinors in (2.8)
satisfy ǫ˜c = βΛǫs, and thus reduces the number of independent spinors to 16.
The supersymmetry transformations in (2.2) need to be modified. To this end, we
propose the ansatz
δǫAM = ǫΓMΨ ,
δǫΨ =
1
2
ΓMNFMN ǫ+
αI
2
ΓµIφI∇µ ǫ , (2.10)
where the index I is again summed over and the constants αI are given by
αI =
4(d− 3)
d
, I = 8, 9, 0
αI =
4
d
, I = d+ 1, . . . 7 . (2.11)
To distinguish the different types of internal indices, we will use φA and φi, with A = 8, 9, 0,
and i = d + 1, . . . 7. For d = 4, we see that this is precisely the modification in [1]. With
these modifications the change to the Lagrangian, including the extra term from (2.5), is
g2YM δL = Tr
[
− (d− 4)Fµν ǫ˜ΓµνΨ− (d(2− αI)− 4)F Iν ǫ˜ΓIνΨ
−d
(
1− αI + αJ
2
)
F IJ ǫ˜ΓIJΨ− d
r2
(
dαI
4
−∆I
)
φIǫΓ
IΨ
]
, (2.12)
up to total derivatives. If d = 4 then αI = ∆I = 1 for all I and the Lagrangian is invariant.
For d 6= 4 we need further modifications to L.
We start by adding the term
LΨΨ = 1
g2YM
(d− 4)βTrΨΛΨ , (2.13)
which is nontrivial only if ΛT = −Λ. Under a supersymmetry transformation (2.13) changes
by
g2YMδLΨΨ = Tr
[
− (d− 4)FµνβǫΓ˜µνΛΨ− 2(d− 4)βF IνǫΓ˜IνΛΨ
−(d− 4)βF IJǫΓ˜IJΛΨ+ (d− 4)β2αIdφIǫΛΓ˜IΛΨ
]
. (2.14)
Using (2.9) we see that the first term in (2.14) cancels the first term in (2.12). Using
ΛΓAν = −Γ˜AνΛ and ΛΓiν = +Γ˜iνΛ we see that the second terms cancel given the αI
in (2.11).
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The relations ΛΓij = +Γ˜ijΛ and ΛΓiA = −Γ˜iAΛ lead to the cancelation of the third
terms for the ij and iA combinations. However, the AB combination has a leftover piece
− 4(d− 4)βTr
[
FABǫΓ˜ABΛΨ
]
= 4(d− 4)βTr [[φA, φB]ǫΓCΨ] εABC , (2.15)
where ε890 = 1. This term can be canceled by including the extra term in the Lagrangian
LABC = − 1
g2YM
2
3r
(d− 4)Tr([φA, φB]φC)εABC . (2.16)
Finally, the fourth terms from (2.14) and (2.12) combine to give
d
r2
Tr
[
(∆A − αA)φAǫΓAΨ+ (∆i − (d/2− 1)αi)φiǫΓiΨ
]
, (2.17)
This is zero if ∆A = αA and ∆i = 2(d − 2)/d. Hence, the complete supersymmetric
Lagrangian is
Lss = 1
g2YM
Tr
[
1
2
FMNF
MN −Ψ /DΨ+ (d− 4)
2r
ΨΛΨ+
2(d− 3)
r2
φAφA +
(d− 2)
r2
φiφi
− 2
3r
(d− 4)[φA, φB]φCεABC
]
. (2.18)
Notice that for d 6= 4, 7 the R-symmetry is broken from SO(1, 9 − d) to a smaller group
that contains an SU(1, 1) subgroup. In the case of d = 5, (2.18) is equivalent to the N = 2
Lagrangian in [6], after a Euclidean rotation of φ0.
If d ≤ 5, we can split up Ψ into parts that are eigenstates of Γ ≡ Γ6789, with the
even eigenstates, ψ = +Γψ making up the fermions in the vector multiplet and the odd
eigenstates, χ = −Γχ making up those in an adjoint hypermultiplet. The scalars φI ,
I = 6 . . . 9 are the bosonic fields in the hypermultiplet. The gauge fields Aµ and the
other scalar fields, φI , I = 0, d + 1, . . . 5 are the bosonic fields in the vector multiplet. By
also assuming that ǫ is chiral, ǫ = +Γǫ, we reduce the number of supersymmetries to 8.
Note that this reduction does not work for d = 6, even though it is possible to have 8
supersymmetries, at least in flat-space. In this case one would have to use Γ0789, but its
square is −1, and since Ψ is assumed real, it cannot split into eigenstates of Γ0789.
The breaking of the R-symmetry to SU(1, 1) can also be understood from the available
superalgebras. In the case of S6 the superalgebra is the exceptional F4 which has 16
supercharges and an SO(7) × SU(1, 1) bosonic subalgebra. This can be compared to the
5-dimensional superconformal algebra which has the bosonic subgroup SO(2, 5) × SU(2).
Similarly, for S7 we have the superalgebra OSp(8|2,R) which also has 16 supercharges and
is closely related to the 6-dimensional (1, 0) superconformal algebra OSp(2, 6|2).
With this reduction we can relax the conditions on the additional terms that are added
to the Lagrangian. If we replace Ψ with ψ in (2.12) and (2.14), there are only contributions
from terms with an even number of hypermultiplet scalar indices. This leaves the values
of αI and ∆I unchanged for the vector multiplet indices. In fact, the only place the
hypermultiplet scalars enter into these transformations is in the third terms, where the
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constants come in pairs αI+αJ in (2.12). This suggests modifying the transformations such
that αI +αJ stays fixed, at least for some combination of the I and J . To this end, we let
αI =
2(d− 2)
d
+
4iσI mr
d
I = 6 . . . 9
σI = +1 I = 6, 7
σI = −1 I = 8, 9 , (2.19)
wherem serves as the hypermultiplet mass. In the case that I, J has one index from the pair
6, 7 and one index from the pair 8, 9, the linear combination αI+αJ is unchanged from the
maximally supersymmetric case and the third terms cancel. If I, J = 6, 7 or I, J = 8, 9, then
− d
(
1− αI + αJ
2
)
ǫΓ˜IJΛψ = σI(d− 4 + 4iσImr)ǫΓ0ψ . (2.20)
The corresponding term can be canceled by adding to the Lagrangian
Lφφφ = 1
g2YM
((
2(d− 4)
r
+ 4im
)
Tr(φ0[φ6, φ7])−
(
2(d− 4)
r
− 4im
)
Tr(φ0[φ8, φ9])
)
.
(2.21)
In 5 dimensions we see that if mr = i/2 the first term goes away and the second term
matches (2.16).
If we now replace Ψ with χ, we see that the first terms in (2.12) and (2.14) do not
contribute, hence the restriction on the coefficient of the χΛχ term is removed. The only
terms that contribute from the rest of (2.12) and (2.14) contain exactly one hypermultiplet
scalar. It is easy to check that with the assignment in (2.19), the Lagrangian should contain
the hypermultiplet mass term
Lχχ = 1
g2YM
(−imTrχΛχ) , (2.22)
in order for the second and third terms to cancel (with the coefficient β(d − 4) in (2.14)
replaced with −im). In order to cancel the fourth terms we must choose
∆I =
2
d
(
mr(mr + iσI) +
d(d− 2)
4
)
. (2.23)
Hence, the complete Lagrangian with an adjoint hypermultiplet is the dimensionally re-
duced version of (2.1) and supplemented with
Lφφ + Lφφφ + Lψψ + Lχχ , (2.24)
where the terms are defined in (2.5), (2.21), (2.13) and (2.22), and where Lψψ replaces Ψ
with ψ in (2.13). This is of course equivalent to the construction in [14].
If d ≤ 3 we can follow a similar procedure to reduce the number of supersymmetries to
4. We define a second matrix Γ′ = Γ4589, in which case Ψ can split into Γ′ψ = Γψ = +ψ,
and χ(j), j = 1, 2, 3 where Γχ(j) = (−1)β2(j)χ(j), Γ′χ(j) = (−1)β1(j)χ(j), and where βk(j)
are the binary digits for j, i.e. j = 2 ·β2(j)+β1(j). The χ(j) are the fermionic part of chiral
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multiplets while the ψ is the fermionic part of the vector multiplet. The supersymmetries
are reduced to 4 by also setting Γǫ = Γ′ǫ = ǫ. With these choices we can then set
α(j) =
2(d− 2)
d
+
4iσ(j)mj r
d
, σ(j) = (−1)β2(j)β1(j)
α4 = α5 = α(1) , α6 = α7 = α(2) , α8 = α9 = α(3) . (2.25)
The other αI keep their same assignments. The ∆I change in the same way as in (2.23)
and become
∆I =
2
d
(
mjr(mjr + iσ(j)) +
d(d− 2)
4
)
, (2.26)
while the mass terms for the chiral multiplet fermions are
Lχχ = 1
g2YM
(−imjTrχ(j)Λχ(j)) . (2.27)
Freed from the vector multiplet we can add more chiral multiplets, or change their repre-
sentations, etc.
3 Off-shell supersymmetry and localization
In order to localize we need an off-shell formulation of the supersymmetry transformations.
A Euclidean version of this was done for the maximally supersymmetric case in [15]. An off-
shell formulation does not exist for all 16 supersymmetries, but it is only necessary to go off-
shell for one particular ǫ. The choice of ǫ is specified by how one chooses the vector field vM ,
vM ≡ ǫΓM ǫ . (3.1)
In the appendix it is shown that vMvM = 0. Again following [1], for a choice of ǫ we also
choose seven bosonic pure-spinors νm, m = 1 . . . 7, and an accompanying set of auxiliary
fields Km. The pure-spinors satisfy the orthogonality relations
ǫΓMνm = 0
νmΓ
Mνn = δnmv
M . (3.2)
The off-shell supersymmetry transformations are then modified to
δǫAM = ǫΓMΨ ,
δǫΨ =
1
2
ΓMNFMN ǫ+
αI
2
ΓµIφI∇µ ǫ+Kmνm ,
δǫK
m = −νm /DΨ+∆Km , (3.3)
where the coefficients αI have the same values as in the previous section. The transforma-
tion term ∆Km is an extra piece that is required if d 6= 4.
It is necessary to show that the transformations in (3.3) close up to a symmetry of the
action in order for the supersymmetry to hold. Starting with the Aµ fields, we have that
δ2ǫAµ = δǫ(ǫΓµΨ) =
1
2
FMN ǫΓµΓMN ǫ− 1
2
βdαIφIǫΓµΓ˜
IΛǫ+KmǫΓµνm . (3.4)
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The last term in the r.h.s. is zero by (3.2) while the second is zero if I is one of the A
indices, since two ǫ spinors sandwiching three distinct ΓM matrices is zero by antisymmetry.
Hence, after contracting some ΓM matrices we can write
δ2ǫAµ = ǫΓ
N ǫFµN + 2φIǫΓ
I∇µǫ
= −vνFνµ + [Dµ, vIφI ] . (3.5)
The first term is the negative of the Lie derivative along the vector field v, while the second
term is a gauge transformation, hence this closes up to symmetries of the action.
A similar calculation shows that
δ2ǫφI = −vνDνφI − [vJφJ , φI ]−
1
2
αIβd ǫΓ˜IJΛǫ φ
J , (3.6)
where the first two terms are again the negative of the Lie derivative and a gauge transfor-
mation. The last term is an R-symmetry transformation. Notice that this term is non-zero
only if I and J are both A type indices or both i type indices. Hence, this is the unbroken
part of the R-symmetry on the sphere, and so this too is a symmetry of the action.
The closure of Ψ is more involved. Using the triality identity in (A.4) and the last
relation in (A.7), we can reduce the transformation to
δ2ǫΨ = −vNDNΨ− β(ǫΛΓ˜µΓNΨ)ΓµN ǫ− 2(d− 3)β(ǫΓAΨ)Γ˜AΛǫ− 2β(ǫΓiΨ)Γ˜iΛǫ
+∆Kmνm . (3.7)
Using the triality identity again, we can further manipulate this to
δ2ǫΨ = −vNDNΨ−
1
4
(∇[µvν])ΓµνΨ−
1
2
β(ǫΛΓIJǫ)ΓIJΨ
+(d− 4)β
(
(ǫΛΨ)ǫ+ (ǫΓNΨ)Γ˜
NΛǫ− (ǫΓAΨ)Γ˜AΛǫ
)
+∆Kmνm . (3.8)
The first two terms combine to give the Lie derivative of a spinor, which includes a spin-
connection, and the gauge transformation. We also have that
(ǫΓNΨ)Γ˜
NΛǫ− (ǫΓAΨ)Γ˜AΛǫ = −(ǫΓNΨ)Λ˜ΓN ǫ = 1
2
vN Λ˜ΓNΨ . (3.9)
The form of the first term in the second line of (3.8) suggests that one should set
∆Km = β(d− 4)νmΛΨ , (3.10)
in order to put (3.8) into a nicer form by using (A.7). Indeed with (3.10) for ∆Km, we find
δ2ǫΨ = −vNDNΨ−
1
4
(∇[µvν])ΓµνΨ−
1
2
β(ǫΛΓIJǫ)ΓIJΨ
+(d− 4)β(ǫΓA)Γ˜AΛΨ
= −vNDNΨ− 1
4
(∇[µvν])ΓµνΨ
−1
2
(d− 3)β(ǫΓ˜ABΛǫ)ΓABΨ− 1
2
β(ǫΓ˜ijΛǫ)ΓijΨ . (3.11)
The last term is consistent with the R-symmetry transformation in (3.6).
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Finally, the closure for transformations on Km can be confirmed using (3.10), where
one finds after similar manipulations of the expressions,
δ2ǫK
m = −vMDMKm − (ν [mΓµ∇µνn])Kn + (d− 4)β(ν [mΛνn])Kn . (3.12)
The last two terms combine to generate internal SO(7) transformations amongst the Km.
Hence, the off-shell action should be invariant under these transformations.
We now look for the Lagrangian invariant under these transformations. In 4-dimensions
one modifies the Lagrangian by adding the auxiliary field piece [1]
Laux = − 1
g2YM
TrKmKm , (3.13)
which is invariant under the internal SO(7) symmetry. We take this as an ansatz for
all d and add it to the Lagrangian in (2.18). The only terms we need to check in the
transformation are those that are linear in Km. To this end, we need to verify that
δKǫ
(−Ψ /DΨ+ (d− 4)βΨΛΨ)− δǫ(KmKm) = 0 . (3.14)
This is clearly true based on the transformations in (3.3) and (3.10), hence the Lagrangian
Lss + Laux is invariant.
We now turn to localizing the off-shell action. We follow the usual procedure of mod-
ifying the path integral to
Z =
∫
DΦe−S−tQV , (3.15)
where Q is a fermionic symmetry generator, and DΦ represents the functional integral
measure for all fields. Since Q is assumed to be a symmetry of the action and the measure,
an elementary argument shows that the path integral is independent of t. One then takes
t→∞ so that the fields in the path integral localize onto the zeros of QV .
For Q we choose the supersymmetry generated by ǫ, δǫ, while for V we use
V =
∫
ddx
√−gΨ δǫΨ . (3.16)
δǫΨ is the conjugate of the transformation in (3.3),
δǫΨ =
1
2
ΓMNFMNΓ
0ǫ+
αI
2
ΓµIφIΓ
0∇µ ǫ−KmΓ0νm . (3.17)
Therefore, the bosonic part of δǫV is given by
δǫV
∣∣∣
bos
=
∫
ddx
√−gTr(δǫΨ δǫΨ) . (3.18)
Carrying out the expansion of the integrand, we find that many terms are zero. Those
terms that are left-over can be written as
δǫΨ δǫΨ =
1
2
FMNF
MN − 1
4
FMNFM ′N ′(ǫΓ
MNM ′N ′0ǫ)
+
βdαI
4
FMNφI(ǫΛ(Γ˜
I Γ˜MNΓ0 − Γ˜0ΓIΓMN )ǫ)
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−KmKmv0 − βdα0φ0Km(νmΛǫ) + β
2d2
4
∑
I
(αI)
2φIφ
Iv0 . (3.19)
At this point we assume the consistent choice v0 = 1, v8,9 = 0, in which case the last line
in (3.19) can be written as
− (Km + 2β(d− 3)φ0(νmΛǫ))2 + β
2d2
4
∑
J 6=0
(αJ)
2φJφ
J , (3.20)
where we used (A.7) to write the first term as a square. (3.20) then leads to the fixed-point
locus
Km = −2β(d− 3)φ0(νmΛǫ) , φJ = 0 J 6= 0 . (3.21)
The first term in (3.19) contains the kinetic terms for φ0, therefore the localization restricts
φ0 to be covariantly constant on the sphere. The rest of the fixed point conditions allow
for generalized instantons, but we will return to this point later when we specialize to the
various dimensions.
If we now substitute the values at the fixed point into the Lagrangian L, we find,
assuming the gauge fields are zero,
Lfp = − 1
g2YM
(d− 1)(d− 3)
r2
Tr(φ0φ0) . (3.22)
Hence, the action is
Sfp = VdLfp = −4π
2rd−4Sd−4
g2YM
Trσ2 , (3.23)
where Vd is the volume of the sphere, σ is the dimensionless variable σ = rφ0 and Sd−4 is
the volume of a unit d−4 sphere. Note that action is 0 for d = 3, which is why one needs a
Chern-Simons term to get interesting behavior from localization in three dimensions. Also
note that the action is unbounded from below if d > 3 (or d < 1), and therefore we must an-
alytically continue σ to the imaginary axis when doing the path integral for d in this range.
To study (3.19) further, we note by either antisymmetry or the conditions on vM , that
in order for the second or third terms to be nonzero none of their indices can be 0. To this
end we assume that the I and A indices are not 0 and write the second term as
−1
4
FMNFM ′N ′(ǫΓ
MNM ′N ′0ǫ) =
−1
4
FµνFλρ(ǫΓ
µνλρ0ǫ)−DµφIFλρ(ǫΓµIλρ0ǫ) +
(
DµφIDνφJ − 1
2
Fµν [φI , φJ ]
)
(ǫΓµνIJ0ǫ)
−DµφI [φJ , φK ](ǫΓµIJK0ǫ)− 1
4
[φI , φJ ][φK , φL](ǫΓ
IJKL0ǫ) (3.24)
= −1
4
FµνFλρ(ǫΓ
µνλρ0ǫ)− aDµφIFλρ(ǫΓµIλρ0ǫ)− 2β(1− a)(d− 2)φIFλρ(ǫΓIλρ89ǫ)
+2β(d− 1)φIDνφJ(ǫΓνIJ89ǫ)
−2βd
3
φI [φJ , φK ](ǫΓ
IJK89ǫ)− 1
4
[φI , φJ ][φK , φL](ǫΓ
IJKL0ǫ) , (3.25)
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where we integrated by parts and used the Bianchi identity. For the second term on the
right hand side of (3.24) we split it into two pieces with coefficients a and 1− a, and only
integrate by parts the second piece. This will be useful when we consider the localization
locus on S6. We next write the third term in (3.19) as
βdαI
4
FMNφI(ǫΛ(Γ˜
I Γ˜MNΓ0 − Γ˜0ΓIΓMN )ǫ)
= 2β
(
φi[φj , φk](ǫΓ
ijk89ǫ)− (2d− 5)φi[φA, φB]εABvi + 2(d− 3)φADµφBεABvµ
−2φiDµφj(ǫΓµij89ǫ) + φiFµν(ǫΓiµν89ǫ)
)
. (3.26)
Combining (3.25) and (3.26) together, we arrive at
−1
4
FMNFM ′N ′(ǫΓ
MNM ′N ′0ǫ) +
βdαI
4
FMNφI(ǫΛ(Γ˜
I Γ˜MNΓ0 − Γ˜0ΓIΓMN )ǫ) =
−1
4
FµνFλρ(ǫΓ
µνλρ0ǫ)− 1
4
[φI , φJ ][φK , φL](ǫΓ
IJKL0ǫ)
+2β(d− 5)
(
φADµφBε
ABvµ − φi[φA, φB]εABvi
)
+2β(d− 3)
(
φiDµφj(ǫΓ
µij89ǫ)− 1
3
φi[φj , φk](ǫΓ
ijk89ǫ)
)
−aDµφIFλρ(ǫΓµIλρ0ǫ)− 2β(d− 3− a(d− 2))φiFµν(ǫΓiµν89ǫ) (3.27)
We will further simplify these expressions in the next sections after specializing to specific
dimensions.
The off-shell construction for theories with reduced symmetry can be modified in a
straightforward manner. Without going into detail, for 4 supersymmetries we can split
the auxiliary fields and the pure spinors into sets κ0, ν0 and κ
s
(j), ν(j),s, with s = 1, 2 and
j = 1, 2, 3. The pure spinor ν0 has the same chirality as ǫ while ν(j),s has the same chirality
as χ(i). The transformation in the last line of (3.3) is then modified to
δǫK0 = −ν0 /Dψ + β(d− 4)ν0Λψ
δǫK
s
(j) = −νs(j) /Dχ(j) − imjνs(j)Λχ(j) . (3.28)
The transformations for the fermions stays the same as in (3.3), taking into account the
modifications to the αI and matching the different chiralities to each other. If we set m2 =
m3 and m1 = iβ(d− 4) then we have 8 supersymmetries and the off-shell transformations
in d = 5 are equivalent to [14].
4 Cohomological complex
The spinors ǫ in (2.9) can be used to build other quantities which will be of great use to
us. We have already mentioned the vector vield vM ≡ ǫΓM ǫ, which can be shown to satisfy
vMvM = 0 (see appendix for details about deriving this and other properties.). As in the
previous section, we choose an ǫ such that v0 = 1. In what follows, we need to distinguish
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between odd and even dimensional spheres. For odd dimensions it is also possible to choose
vI = 0, I 6= 0. It then follows that vµvµ = 1, hence there exists an everywhere nonzero
vector field on the sphere. We can identify vµ as a contact 1-form κµ, which we can then
use to construct a two-form,
∇[µκν] = −
1
r
ǫΓ˜µνΛǫ ≡ −1
r
ωµν , (4.1)
where we used (2.9) and the antisymmetry of Λ. It is also straightforward to show that
vµωµν = 0 and ∇[µωνλ] = 0, hence ωµν is the Ka¨hler form in the space transverse to the
vector field vµ.
In even dimensions it is not possible to set all vI , I 6= 0, everywhere to zero. However,
we can choose an ǫ such that vd+1 = cos θ, where θ is the angle away from the north pole,
while vI = 0, I > d+ 1.
In any dimension we can decompose the 16 independent fermions Ψ as
Ψ =
9∑
M=1
ΨM Γ˜
MΓ0Ψ+
7∑
m=1
Υmν
m , (4.2)
and so using (A.7),
ΨM = ǫΓMΨ , Υm = νmΓ
0Ψ . (4.3)
Note that
Ψ0 ≡ ǫΓ0Ψ = −
9∑
M=1
(ǫΓM ǫ)Ψ
M = −
9∑
M=1
vMΨ
M , (4.4)
and hence, is not independent. The supersymmetry transformations in (3.3) then become
δǫAM = ΨM
δǫΨM = −vNFNM − [φ0, AM ]− αI d
4r
φI(ǫΓ˜MIΛǫ)
δǫΥm = Hm ≡ Km + d− 3
r
νmΛǫφ0 +
1
2
FMN (νmΓ
MN0ǫ)− αI d
4r
(νmΓ
0Γ˜IΛǫ)φI ,
δǫHm = −vµDµΥm − [φ0,Υm]− (νmΓµ∇µνn)Υn + d− 4
2r
(νmΛνn)Υ
n , (4.5)
where all M,N, I 6= 0. The algebra of course still closes onto a combination of Lie deriva-
tives, gauge transformations, R-symmetries and internal SO(7) transformations.
In the following sections we apply these constructions individually to the case of seven
and six dimensions.
5 The seven dimensional theory
In this section we specialize to the seven-dimensional sphere. In many respects the seven-
dimensional case is analogous to the five dimensional construction [4, 5], which is a general-
ization of Pestun’s original calculation on S4 [1]. Therefore, we will be brief with the more
obvious elements of the calculation while stressing the seven dimensional peculiarities.
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5.1 The 7D cohomological complex
Our aim in this subsection is to study the cohomological complex (4.5) in seven dimensions.
We first define the fermionic two-forms Υµν ,
Υµν ≡ Υm(νmΓµν0ǫ) . (5.1)
In seven dimensions the vector field vµ satisfies vµvµ = 1, v
A = 0, and using (A.7) it is
straightforward to show that
vµΥµν = 0 . (5.2)
Hence, the indices of Υµν lie in the six-dimensional horizontal space orthogonal to v
µ.
Using the triality identity and (A.7) it is straightforward to show that
ωµ
σ ωσν = −(gµν − vµvν) . (5.3)
By extensively using (A.4), (A.7) and the 10-dimensional chirality of ǫ, which leads to
ǫΓµνλρ0ǫ = −1
2
ǫµνλρσ1σ2κωσ1σ2vκ , (5.4)
we then observe that
(ιv ∗ (Υ ∧ ω))µν = Υµν −Υm(νmΛǫ)ωµν
= Υµν + Υ˜ωµν , (5.5)
where
Υ˜ ≡ 1
6
Υλρω
λρ . (5.6)
Hence, the Υµν can be divided into
Υµν = Υˆµν + Υ˜ωµν , (5.7)
where ωµσΥˆσν = 0. The Υˆµν satisfy the self-duality condition on the 6D plane transverse
to vµ
(ιv ∗ (Υˆ ∧ ω))µν = +Υˆµν , (5.8)
while the piece proportional to ωµν satisfies
(ιv ∗ (Υ˜ω ∧ ω))µν = +2Υ˜ωµν . (5.9)
There are 6 independent two-forms that are self-dual in six dimensions, and one whose dual
is twice the original, namely the Ka¨hler form. Hence, this accounts for the seven indepen-
dent degrees of freedom in Υm. The other 8 two-forms in six dimensions are anti-self-dual.
The vector field vµ generates a free U(1) action on S7 which corresponds to the Hopf
fibration over CP 3, where κµ = gµνv
ν is the natural connection one-form on this principal
bundle. Hence, the Υµν are the horizontal two-form on S
7. On the horizontal plane we
can introduce the complex structure that naturally splits the horizontal forms into (p, q)-
forms with respect to this complex structure. The horizontal self-dual two-form Υµν can
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be decomposed to (2, 0) and (0, 2) forms and the (1, 1)-form which is proportional to ωµν .
Indeed the pull-back of the standard Ka¨hler form on CP 3 to S7 coincides with ωµν .
We can next show that the R-symmetry terms in δ2ǫΥm have the right form to make
δ2ǫΥµν into a Lie derivative plus a gauge transformation. We first note that
−LAv (Υm(νmΓµν0ǫ)) = −(LAv Υm)(νmΓµν0ǫ)− vσ∇σ(νmΓµν0ǫ) + vσ∇µ(νmΓσν0) + vσ∇ν(νmΓµσ0)
= −(LAv Υm)(νmΓµν0ǫ)− vσ(∇σνm)Γµν0ǫ−
1
2r
νmΓ˜µνΛǫ
−1
r
(ǫΓM Γ˜
µΛǫ) (νmΓ˜ν0ΓM ǫ) +
1
r
(ǫΓM Γ˜
νΛǫ) (µmΓ˜ν0ΓM ǫ) , (5.10)
where LAv is the covariant version of the Lie derivative, LAv = dAιv + ιvdA. We then take
the explicit transformation in (4.5) to write
(νmΓµν0ǫ)δ2ǫΥm = (ν
mΓµν0ǫ)
(
−LAv Υm − [φ0,Υm] +
3
2r
(νmΛνn)Υ
n − (νmΓσ∇σνn)Υn
)
= −(LAv Υm + [φ0,Υm])(νmΓµν0ǫ)−
3
2r
(νnΓ˜
µνΛǫ)Υn
−1
r
(ǫΓM Γ˜
µΛǫ) (νmΓ˜
ν0ΓM ǫ)Υ
m +
1
r
(ǫΓM Γ˜
νΛǫ) (νmΓ˜
µ0ΓM ǫ)Υ
m
− 1
2r
(ǫΓM Λ˜Γσǫ) (νmΓM Γ˜
µν0Γσǫ)Υm . (5.11)
We can rewrite the last term in (5.11) as
− 1
2r
(ǫΓM Λ˜Γσǫ) (νmΓM Γ˜
µν0Γσǫ)Υm = − 1
2r
(νmΓ˜
µνΛǫ)Υm +
3
2r
(νmΓ˜
µνΛǫ)Υm , (5.12)
hence, by comparing terms in (5.10) and (5.11), we see that
− LAv (Υµν)− [φ0,Υµν ] = (νmΓµν0ǫ)δ2ǫΥm . (5.13)
Therefore, the transformation of the two-form Υµν is the negative of the Lie derivative plus
the usual gauge transformation.
We can next define the bosonic three-form fields
Φµνλ =
1
2
φA(ǫΓµνλΓ
A0ǫ) , (5.14)
where we again find that the field is horizontal, satisfying vµΦµνλ = 0. The Lie derivative
of Φµνλ is then
2LAv Φµνλ = (LvφA)(ǫΓµνλΓA0ǫ) + φALAv (ǫΓµνλΓA0ǫ)
= (LAv φA)(ǫΓµνλΓA0ǫ) + φI
(
vσ∇σ(ǫΓµνλΓA0ǫ)− 3 vσ∇[µ(ǫΓνλ]σΓA0ǫ)
)
= (LAv φA)(ǫΓµνλΓA0ǫ) +
4
r
φAεAB(ǫΓµνλΓ
B0ǫ)
=
(
vσDσφA − 4
r
εABφ
B
)
(ǫΓµνλΓ
A0ǫ) . (5.15)
In (3.6), the transformation on φA for d=7 becomes
δ2ǫφA = −vσDσφA − [φ0, φA]−
4
r
(ǫΓ˜ABΛǫ)φ
B
= −vσDσφA − [φ0, φA] + 4
r
εAB φ
B . (5.16)
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Comparing (5.16) to (5.15), we see that the R-symmetry transformation is precisely what
is needed to turn the field φI into a natural 3-form under the Lie derivative.
It is also not hard to see that the Φµνλ split naturally into (3,0) and (0,3) forms
under the complex structure of the horizontal space. The square of the horizontal dual is
(ιv∗)2 = −1, hence a general three-form can split into 10 independent forms Φ+ and 10
Φ− with ιv ∗ Φ± = ±iΦ±. In this particular case, we can explicitly write the forms as
Φ±µνλ =
1
4
(φ8 ∓ i φ9)
[
(ǫΓµνλΓ
80ǫ)± i (ǫΓµνλΓ80ǫ)
]
. (5.17)
The self-dual forms (eigenvalue +i) are either (3, 0) or (1, 2) forms, while the anti-self-dual
forms (eigenvalue −i) are (0, 3) or (2, 1) forms. By making liberal use of the identities in
the appendix, we can further establish
ωµ
σΦ±σνλ = ±iΦ±µνλ , (5.18)
which restricts the forms to be (3, 0) or (0, 3). Analogously we can define the superpartner
of Φ
ηµνλ =
1
2
ΨA(ǫΓµνλΓ
A0ǫ) , (5.19)
with similar properties as Φ.
Let us now discuss the fixed point locus in the case of 7 dimensions. We take from the
first line of (3.25) (prior to the integration by parts),
−1
4
FMNFM ′N ′(ǫΓ
MNM ′N ′0ǫ) = (5.20)
−1
4
FµνFλρ(ǫΓ
µνλρ0ǫ)− Fµν(DλφA)(ǫΓµνλA0ǫ) + 2ωµνDµφ8Dνφ9 − [φ8, φ9]f ,
where f ≡ Fµνωµν . Using (5.4), we can rewrite the first term in (5.20) as
− 1
4
FµνFλρ(ǫΓ
µνλρ0ǫ) =
1
2
Fµν(ιv ∗ F ∧ ω)µν . (5.21)
If we decompose Fµν as
Fµν = Fˆµν +
1
6
fωµν , (5.22)
then (5.21) combines with the gauge kinetic term to give
1
2
FµνF
µν − 1
4
FµνFλρ(ǫΓ
µνλρ0ǫ)
=
1
4
(Fˆ + ιv ∗ Fˆ ∧ ω)2 + 1
4
f2 +
1
2
FµλF
µ
ρv
λvρ . (5.23)
We also can see that only the third term in (3.26) contributes in 7 dimensions, and is
found to be
8
r
φAv
λDλφBε
AB . (5.24)
Combining this with the scalar terms contributing to (5.20) and 12FMNF
MN , we find that
the complete bosonic part of (3.19) is
1
4
(Fˆ + ιv ∗ Fˆ ∧ ω)2 + 1
4
f2 +
1
2
FµλF
µ
ρv
λvρ − 2 FˆµνDλΦµνλ −Dµφ0Dµφ0
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+DµφADνφB(g
µνδAB + ωµνεAB)− 1
2
εAB[φA, φB] f +
8
r
φAv
λDλφBε
AB
−
(
Km +
4
r
φ0(νmΛǫ)
)2
+
16
r2
φAφ
A +
1
2
[φA, φB]
2
= (Fˆ+µν −DλΦµνλ)2 +
1
4
(
f − 1
6
[Φµνλ,Φ
µν
σ]ω
λσ
)2
+
1
2
FµλF
µ
ρv
λvρ
−Dµφ0Dµφ0 −
(
Km +
4
r
φ0(νmΛǫ)
)2
+
1
6
vσvρHσµνλHρ
µνλ , (5.25)
where
Fˆ+ = ιv ∗ (Fˆ+ ∧ ω)
Hσµνλ ≡ DσΦµνλ −DµΦσνλ −DνΦµσλ −DλΦµνσ . (5.26)
In deriving the second line in (5.25) we made use of (A.14) and (A.15). Next, we Wick
rotate φ0 → iφ0 andKm → iKm to make the entire supersymmetric action positive definite.
Hence, the complete fixed point locus is
Km = −4
r
φ0 (νmΛǫ) , Dµφ0 = 0
Fˆ+µν = DσΦµν
σ
f =
1
6
[Φµνλ,Φ
µν
σ]ω
λσ
vµFµν = 0
vσHσµνλ = 0 . (5.27)
The Fˆ+ in the second line is a (2,0) plus a (0,2) form. These equations are the seven-
dimensional lift of the Hermitian Higgs-Yang-Mills system which previously appeared in [16]
(see [17] for a nice overview).
We next evaluate the supersymmetric action on the localization locus. The bosonic
part of the Lagrangian (after the Wick rotation φ0 → iφ0 andKm → iKm) can be written as
Lss + Laux = 1
g2YM
Tr
[
1
2
(F+µν)
2 +
1
2
(F−µν)
2 +
1
12
f2 +
1
4
(εAB[φA, φB])
2 + (DσΦµν
σ)2
−ωµνεABDµφADνφB + vµDµφAvνDνφA + 8
r2
φAφ
A
+Dµφ0D
µφ0 +
8
r2
φ0φ0 +K
mKm
]
(5.28)
The topological term in (5.21) can be written as
1
2
Fµν(ιv ∗ F ∧ ω)µν = 1
2
(F+µν)
2 − 1
2
(F−µν)
2 +
1
6
f2 , (5.29)
hence, using this and the fixed point locus in (5.27) we can rewrite (5.28) as
Lss + Laux = 1
g2YM
Tr
[
2F+µνDσΦµν
σ − 1
2
Fµν(ιv ∗ F ∧ ω)µν
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+
(
1
2
ωµνFµν [φA, φB]− ωµνDµφADνφB − 6
r
φAv
µDµφB
)
εAB
+
24
r2
φ0φ0
]
. (5.30)
The first term in (5.30) is zero after integrating by parts and using the Bianchi identity.
The second line is also zero after integrating by parts the second term in that line and
using (A.10). Hence, at the fixed point the Lagrangian reduces to
Lfp = 1
g2YM
Tr
[
24
r2
φ0φ0 − 1
2
Fµν(ιv ∗ F ∧ ω)µν
]
, (5.31)
i.e. the term written in (3.22) plus an instanton contribution. The integral over (5.31) can
be rewritten as follows∫
Lfp√g d7x = 1
g2YM
[
24
r2
∫
Tr(φ20)volg + r
∫
Tr(F ∧ F ∧ κ ∧ dκ)
]
, (5.32)
where we have used (4.1) and the relation ιv(∗ωp) = (−1)p(κ ∧ ωp) for p-form ωp.
5.2 Calculation of determinants
Let us summarize in a coordinate free way the supersymmetry transformations from the
last section and calculate the one loop determinant around the trivial connection A = 0.
The present discussion is very similar to the 5D case [4, 5] and we refer the reader there
for some basic definitions from contact geometry.
Using the projectors κ∧ iv and (1−κ∧ iv) we can decompose the differential form into
vertical and horizontal parts
Ω•(S7) = Ω•V (S
7)⊕ Ω•H(S7) .
Furthermore using the complex structure on ker k the horizontal forms can be decomposed
further into (p, q)-forms, Ω
(p,q)
H (S
7).
Using the field redefinitions from the last subsection and after the Wick rotation of
φ0 the supersymmetry transformations (4.5) can be rewritten in terms of even and odd
differential forms as follows
δǫA = ψ ,
δǫψ = −ivF − idAφ0,
δǫφ0 = i ivψ ,
δǫΦ = η , (5.33)
δǫη = −LAv Φ− i[φ0,Φ] ,
δǫΥ = H ,
δǫH = −LAv Υ− i[φ0,Υ] ,
where dA is the de Rham differential coupled to the connection A and LAv = ivdA+dAiv is a
gauge covariant Lie derivative. Here A is a connection and all other fields are in the adjoint
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representation. ΨM goes to an odd 1-form ψ and to an odd horizontal (3, 0)+(0, 3)-form η,
φ0 is an even scalar, and Φ is an even horizontal (3, 0)+(0, 3)-form. Υ is an odd horizontal
self-dual form (i.e., a horizontal (2, 0) + (0, 2) plus a (1, 1) part proportional to ω) and H
is an even horizontal self-dual form.
The original supersymmetry dictates that the vector v is along the Hopf fibers if we
think of S7 as S1-fibration over CP 3. However once the transformations are written in
the form (5.33) we can choose v to be any combinations of four U(1)s acting on S7. The
seven-sphere is defined by the following equation in C4
|z1|2 + |z2|2 + |z3|2 + |z4|2 = 1 . (5.34)
There is the following T 4 action on C4
zi → eiαizi , i = 1, 2, 3, 4, (5.35)
which descends to S7. Let us denote by ei the vector field on S
7 for the corresponding
U(1) action. Then in general we can consider v =
4∑
i=1
ωiei corresponding to a so-called
squashed sphere. If ωi = 1, i = 1, 2, 3, 4 then this v corresponds to the S
1 Hopf fibration of
a round sphere. Allowing v to be general toric will help us conjecture the full answer for
the partition function.
Before we start to calculate the path integral, we have to gauge fix the theory. This
is a standard topic in localization and thus we will be brief. We follow closely the original
work [1] by Pestun. We introduce the standard ghosts c, c¯ and Lagrangian multipler b.
Moreover we have to introduce the even zero modes (a0, a¯0, b0) and the odd zero modes
(c0, c¯0). We also introduce the standard BRST transformation and combine it with the su-
persymmetry δǫ into a new transformation Q. This can be done in the standard way [1]. For
the actual calculation, it is important that Q2 = −Lv − iGa0 and Q acts as an equivariant
differential on the supermanifold with even coordinates (A,Φ, a¯0, b0) and odd coordinates
(Υ, c, c¯). Here Ga0 is the gauge transformation with constant parameter a0. We impose
the Lorentz gauge and the parameter a0 is identified with φ0.
The localization locus is given by equations (5.27). If we choose the isolated solution
A = 0,Φ = 0 and φ0 = constant = r
−1σ then the 1-loop contribution around this locus
corresponds to the full perturbative answer. Thus the full perturbative answer is given by
∫
g
dσ e
− 8π
4r3
g2
YM
Tr(σ2)
√
det
Ω
(2,0)
H
(Q2)det
Ω
(0,2)
H
(Q2)(det
Ω
(0,0)
H
(Q2))3√
detΩ1(Q
2)det
Ω
(3,0)
H
(Q2)det
Ω
(0,3)
H
(Q2)(detH0(Q
2))2
, (5.36)
where the denominator comes from integration over the even coordinates (A,Φ, a¯0, b0) and
the numerator from the integration over the odd coordinates (Υ, c, c¯). Here all forms are
Lie algebra valued. Decomposing Ω1 = Ω0k ⊕ Ω(1,0)H ⊕ Ω(0,1)H , cancelling some pieces and
taking the square root (we ignore the phase of the determinants, we are interested in the
absolute value only) we are left to calculate the following superdeterminant
sdet
Ω
(•,0)
H
(−Lv − i[σ, ]) . (5.37)
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Following [18] and [19] the calculation of the superdeterminant (5.37) for generic toric
v can be reduced to counting holomorphic functions on the metric cone over S7, which
is just C4. Let us sketch the logic here and later we present a different approach for the
calculation of (5.37) for the case of the round sphere. Since the complex structure on
ker k is integrable, we can introduce the horizontal Dolbeault differential ∂H . Since Lv
commutes with ∂H then the calculation of the superdeterminant over Ω
(•,0)
H descends to
the calculation of the same superderminant over the cohomology H
(•,0)
KR with respect to ∂H ,
the so-called Kohn-Rossi cohomology. The calculation of the Kohn-Rossi cohomology and
the decomposition into eigenspaces for T 4 can be reduced to the study of homolomorphic
functions on the metric cone, C4. The seven dimensional calculation is a straightforward
generalization of the 5D case and further details can be found in [18] and [19]. The final
answer is given by the following matrix model
∫
g
dσ e
− 8π
4r3ρ
g2
YM
Tr(σ2)
detadj sdetΩ(•,0)H
(−Lv − i[σ, ]) =
∫
t
dσ e
− 8π
4r3ρ
g2
YM
Tr(σ2)∏
α
S4(i〈σ, α〉;ω1, ω2, ω3, ω4) , (5.38)
where α are the roots for the Lie algebra g, t is the Cartan subalgebra, v =
4∑
i=1
ωiei where
the ei correspond to the T
4-action on S7, and ρ is the ratio of the volume of the squashed
sphere to the round sphere. The quadruple sine is defined as follows (see [20] for further
details)
S4(x;ω1, ω2, ω3, ω4) =
∞∏
i,j,k,l=0
(iω1 + jω2 + kω3 + lω4 + x)
∞∏
i,j,k,l=1
(iω1 + jω2 + kω3 + lω4 − x)
(5.39)
and the triple sine as
S3(x;ω1, ω2, ω3) =
∞∏
i,j,k=0
(iω1 + jω2 + kω3 + x)
∞∏
i,j,k,l=1
(iω1 + jω2 + kω3 − x) . (5.40)
For the convergence of S4 one has to require that Re(ωi) ≥ 0 (the same is required for v to
be a Reeb vector for some toric contact structure). The contribution of the numerator in
S4 comes from counting in H
(0,0)
KR (S
7) ≡ H0(O(C4)) and the denominator from counting in
H
(3,0)
KR (S
7) ≡ (H(0,0)KR (S7))∗ (with some shifts in the allocation of U(1)-charges). All other
cohomologies vanish. In this section we assume that all infinite products are appropriately
regularized. The details of the regularization will be discussed in section 7.
Thus the full equivariant answer for the perturbative partition function for maximally
supersymmetric Yang-Mills on squashed S7 is given by the matrix model (5.38). The
full answer will contain the expansions around every non-trivial solution of the hermitian
Higgs-Yang-Mills system (5.26) and (5.27). In the next subsection we conjecture the form
of the full partition function.
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Now let us concentrate on the case of the round sphere where ωi = 1 for i = 1, 2, 3, 4.
This case is important for our study of the matrix model and moreover yields an alternative
derivation of the determinants. We use the short hand notation, S4(x) = S4(x; 1, 1, 1, 1)
and S3(x) = S3(x; 1, 1, 1). We then derive some identities for S4(x). We have the following
∞∏
i,j,k,l=0
(i+ j + k + l + x) =
∞∏
t=0
t∏
j=0
t−j∏
k=0
t−j−k∏
l=0
(t+ x) , (5.41)
where t = i+ j+ k+ l ≥ 0 and so i = t− j− k− l ≥ 0, t− j− k ≥ l ≥ 0 etc. We then have
t∑
j=0
t−j∑
k=0
t−j−k∑
l=0
1 =
1
6
t3 + t2 +
11
6
t+ 1 =
(t+ 1)(t+ 2)(t+ 3)
6
, (5.42)
where we used the identities
n∑
k=1
k =
n(n+ 1)
2
=
n2 + n
2
,
n∑
k=1
k2 =
n(n+ 1)(2n+ 1)
6
=
2n3 + 3n2 + n
6
. (5.43)
Thus we get
∞∏
i,j,k,l=0
(i+ j + k + l + x) =
∞∏
t=0
(t+ x)
1
6
t3+t2+ 11
6
t+1 . (5.44)
Analogously, we find
∞∏
i,j,k,l=1
(i+ j + k + l − x) =
∞∏
t=0
(t+ 4− x) 16 t3+t2+ 116 t+1 . (5.45)
This leaves the following expression for S4(x)
S4(x) =
∞∏
t=0
(t+ x)
1
6
t3+t2+ 11
6
t+1
∞∏
t=0
(t+ 4− x) 16 t3+t2+ 116 t+1
= x
∞∏
t=1
(t+ x)
1
6
t3+t2+ 11
6
t+1
(t− x) 16 t3−t2+ 116 t−1
. (5.46)
The appearance of the expression (5.46) can be explained through the decomposition of
the horizontal differential forms in terms of the eigenfunctions of the operator Lv, where
v corresponds to the Hopf fibration. For the round sphere where v goes along an S1-fiber
we can Fourier expand the horizontal forms
Ω
(•,0)
H (S
7,g) = Ω(•,0)(CP 3,g)
⊕(⊕
t 6=0
Ω(•,0)(CP 3, O(t)⊗ g)
)
, (5.47)
where O(1) is line bundle associated to the S1-fibration. Up to some numerical factor
corresponding to the normalization, t is the eigenvalue of Lv. To control the cancelation
between the numerator and denominator of (5.37) we have to use the index theorems for
the Dolbeault complex twisted by an O(t) bundle. All necessary information is encoded in
this twisted cohomology,
H0(CP 3, O(t)) =
(t+ 1)(t+ 2)(t+ 3)
6
, t ≥ 0 , (5.48)
– 21 –
J
H
E
P
0
3
(
2
0
1
5
)
1
5
5
H0(CP 3, O(t)) = 0 , t < 0 (5.49)
H(0,3)(CP 3, O(t)) = H(0,0)(CP 3, O(−4)⊗O(−t))∗ (5.50)
and thus we arrive at (5.46). In (5.46) the linear term in front of the whole expression
comes from the Vandermonde determinant (changing the integration from the whole alge-
bra to the Cartan) and the rest comes from the determinant calculation. The calculation
here is similar to the one-loop calculation for the round S5. More details about this case
can be found in [4].
Indeed the matrix model for the round S7 can be simplified further due to the reflection
symmetry, α→ −α, of the product over the roots. Thus using the expression (5.46) we get
∏
α
S4(i〈σ, α〉) =
∏
α
(i〈a, α〉)
∞∏
t=1
(t+ i〈σ, β〉)2t2+2 . (5.51)
Using the following expression for the triple sine
S3(x) = x
∞∏
t=1
(t+ x)
1
2
t2+ 3
2
t+1
∞∏
t=1
(t− x) 12 t2− 32 t+1 , (5.52)
and for the ordinary sine
sin(πx) = x
∞∏
t=1
(t+ x)
∞∏
t=1
(t− x) , (5.53)
we find
∏
α
S4(i〈σ, β〉) =
∏
α
(
S3(i〈σ, α〉)
)2
sin(iπ〈σ, α〉) . (5.54)
Therefore, the matrix model (5.38) for maximally supersymmetric Yang-Mills on the round
S7 can be rewritten as follows
Z7D =
∫
t
dσ e
− 8π
4r3
g2
YM
Tr(σ2)∏
α
(
S3(i〈σ, α〉)
)2
sin(iπ〈σ, α〉) . (5.55)
We will discuss the properties of this matrix model in section 7.
We conclude this subsection with the following remark. The supersymmetric Yang-
Mills action is not the only observable which is invariant under the supersymmetry transfor-
mation (5.33). One can construct a 7D supersymmetric Chern-Simons action [4]. The only
difference in the matrix model will be the appearance of a Tr(σ4)-term in the exponent.
While the supersymmetrization of the Tr(F∧F∧F∧κ) term will lead to a Tr(σ3)-term in the
matrix model. Almost nothing is known about the dynamics of higher dimensional Chern-
Simons theories and thus it will be interesting to study these models through localization.
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5.3 Factorization and the full answer
In the previous subsection we have calculated the full perturbative partition function (5.38)
for S7, in particular the full equivariant version of the answer. In order to derive the full
answer we have to expand over all non-trivial solutions of the system (5.26) and (5.27).
At the moment we do not know how to do it from first principles. However one would
expect that only T 4-invariant solutions of those equations will actually contribute to the
final answer. For a generic v (which is a combination of the four U(1)s) there will be only
four closed orbits and thus the solutions will tend to concentrate around these orbits. We
may be forced to introduce the term Tr(F ∧F ∧F ∧κ) to measure the contributions of these
configurations since due to a simple scaling argument the 7D Yang-Mills action will be zero
on such configurations. In principle the PDEs (5.26) and (5.27) may have other extended
solutions (e.g., membrane-like solutions), but since there are no non-trivial 3-cycles that
they can wrap, we believe that they do not contribute to the path integral. Thus this logic
may allow us to conjecture the full answer for S7. In this we follow the logic applied to the
localization results for 5D supersymmetric gauge theories [21] and [19].
Let us start by introducing the special functions and discuss their relation to the
quadruple sine. For the regions Im ǫi > 0 we define the following special functions
(z|ǫ1, ǫ2, ǫ3) =
∞∏
s,n,k=0
(1− e2πize2πiǫ1se2πiǫ2ne2πiǫ3k) (5.56)
and for the other regions it can be defined as follows
(z|ǫ1, ǫ2, ǫ3)=


∞∏
s,n,k=0
(1− e2πize−2πiǫ1(s+1)e2πiǫ2ne2πiǫ3k)−1 , Im ǫ1 < 0, Im ǫ2 > 0, Im ǫ3 > 0
∞∏
s,n,k=0
(1− e2πize−2πiǫ1(s+1)e−2πiǫ2(n+1)e2πiǫ3k) , Im ǫ1 < 0, Im ǫ2 < 0, Im ǫ3 > 0
∞∏
s,n,k=0
(1− e2πize−2πiǫ1(s+1)e−2πiǫ2(n+1)e−2πiǫ3(k+1))−1 , Im ǫ1<0, Im ǫ2<0, Im ǫ3<0
The quadruple sine was defined in (5.39) with ωi assumed positive real. However
S4(x;ω1, ω2, ω3, ω4) is also well-defined for complex ωi ∈ C as long as Re ωi ≥ 0. If
we allow non-zero imaginary parts for ωi then the quadruple sine admits the following
factorization formula [22]
S4(x;ω1, ω2, ω3, ω4) = e
πi
24
B44(x|~ω)
(
x
ω1
|ω2
ω1
,
ω3
ω1
,
ω4
ω1
)(
x
ω2
|ω1
ω2
,
ω3
ω2
,
ω4
ω2
)
×
×
(
x
ω3
|ω1
ω3
,
ω2
ω3
,
ω4
ω3
)(
x
ω4
|ω1
ω4
,
ω2
ω4
,
ω3
ω4
)
, (5.57)
where B44(x|~ω) is a multiple Bernoulli polynomial, a fourth order polynomial in x whose
concrete form is not important for us.
The perturbative partition function for C3 × S1 for the maximally supersymmetric
theory is given by the following expression [17]
Z7Dpert(σ;β, ǫ1, ǫ2, ǫ3) =
∏
α
(β〈σ, α〉|βǫ1, βǫ2, βǫ3) , (5.58)
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where we have ignored the σ-independent part and assumed Im ǫi < 0. Here β is the
radius of S1. Combining the factorization of the quadruple sine (5.57) and the perturbative
answer (5.58) on C3×S1 we see that upon analytical continuation in the ωi the perturbative
1-loop result is factorized into four pieces corresponding to C3 × S1 with the following
identifications β = 1/ω1, ǫ1 = ω2, ǫ2 = ω3, ǫ3 = ω4 plus cyclic permutations on ωi.
The instanton partition function on C3 × S1 will count the 6D version of the equa-
tions (5.26) and (5.27). For U(N) the instanton corrections can be written in terms of
colored three dimensional partitions [17]. Let us denote the instanton partition function
on C3 × S1 by
Z7Dinst(σ;β, ǫ1, ǫ2, ǫ3, q) , (5.59)
where q is the instanton counting parameter. The explicit form of (5.59) is not important
for us here. On S7 it is natural to conjecture that the full instanton answer will be given
by four copies of Z7Dinst with the same identification of parameters as in the factorization
of the perturbative answer. Thus the full answer can be written as an integral over four
copies of the flat answer for C3 × S1 in the following manner
Zfull7D =
∫
t
dσ e
−
8pi
4
r
3
ρ
g
2
YM
Tr(σ2)
Z7Dpert
(
iσ;
1
ω1
, ω2, ω3, ω4
)
Z7Dinst
(
iσ;
1
ω1
, ω2, ω3, ω4, q
)
(cyclic in ω1,2,3,4)
(5.60)
It would be interesting to derive this formula from first principles.
6 Six dimensional theory
In this section we derive the perturbative partition function on S6 for the maximally
supersymmetric Yang-Mills theory. The calculation is similar to the case of S4. The
case of a round S4 was studied in [1] and later generalized to a squashed S4 (i.e., the
fully equivariant answer on S4) in [23]. Since in many aspects our calculation for the
determinants is similar to [1] and [23], we will be brief in this part of our exposition.
6.1 Localization locus
Analogous to the supersymmetry on S4, the supersymmetry transformations on S6 do not
admit any simple cohomological description in terms of differential forms. Thus we will
work with the original fields used in section 3. We start by analyzing the localization locus
for the theory on S6.
To find the localization locus, we can take (3.19) and (3.27), specializing to six dimen-
sions. In this case we find that
δǫΨ δǫΨ =
1
2
FµνF
µν −Dpφ0Dpφ0 +DpφADpφA +Dµφ7Dµφ7 − [φ0, φA]2 (6.1)
−1
4
FµνFλρ(ǫΓ
µνλρ0ǫ) + 2βφADpφBε
ABvp − aDµφIFλρ(ǫΓµIλρ0ǫ)
−2β(3−4a)φ7Fµν(ǫΓµν789ǫ)− (Km+6βφ0(νmΛǫ))2 + 4β2(9φAφA+φ7φ7) ,
where the index p runs from 1 to 7 and the index A from 8 to 9. In six dimensions we have
that ǫΓµνλρ0ǫ = −12εµνλρσκω˜σκ, where ω˜σκ ≡ ǫΓσκΓ789ǫ. We then assume that ǫs defined
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in (2.8) satisfies Γ07ǫs = −ǫs, in which case we can decompose ω˜σκ into
ω˜σκ = cos
2 1
2
θ ωNσκ + sin
2 1
2
θ ωSσκ , (6.2)
where θ is the angle away from the north pole of the six-sphere. The ωN,Sσκ are given by
ωNσκ = ǫsΓσκΛǫs and ω
S
σκ = −(βx)−2ǫ˜cΓσκΛǫ˜c. After some algebra one can show that the
two-forms are ωNµν = gµρ(J
N)ρν and ωSµν = gµρ(J
S)ρν with JN,S being two almost complex
structures and g is the round metric which is hermitian with respect to both almost complex
structures. We also have the closed form
ωσκ = cos
2 1
2
θ ωNσκ − sin2
1
2
θ ωSσκ . (6.3)
With these definitions we can then regroup (6.1) as
δǫΨ δǫΨ =
(
Dµφ7 −
a
2
Fλρ(ǫΓµ
7λρ0
ǫ)
)2
+ a2 vλvσFµλF
µ
σ
+cos2
1
2
θ
(
(3−4a)2
(
1
2
FµνF
µν +
1
2
Fµν ∗(F ∧ ω
N)µν
)
− 2β(3−4a)βFµνω
Nµν
φ7 + 4β
2
φ
2
7
)
+cos2
1
2
θ
(
1− 2a2 sin2
1
2
θ − (3−4a)2
)(
1
2
FµνF
µν +
1
2
Fµν ∗(F ∧ ω
N)µν
)
+sin2
1
2
θ
(
(3−4a)2
(
1
2
FµνF
µν +
1
2
Fµν ∗(F ∧ ω
S)µν
)
− 2β(3−4a)βFµνω
Sµν
φ7 + 4β
2
φ
2
7
)
+sin2
1
2
θ
(
1− 2a2 cos2
1
2
θ − (3−4a)2
)(
1
2
FµνF
µν +
1
2
Fµν ∗(F ∧ ω
S)µν
)
+DpˆφAD
pˆ
φ
A + (vpDpφA + βφ
B
ǫAB)
2 + 35β2φAφ
A
+Dpφ0D
p
φ0 + (K
m + 6βφ0(νmΛǫ))
2 + [φ0, φA]
2
, (6.4)
where we have Wick rotated φ0 and K
m, used pˆ to indicate components orthogonal to vp,
and used the identity in (A.16).
We then observe that the 15 components of Fµν can be decomposed with respect to
either ωN,Sµν in the form
Fµν = F
N+
µν + F
N−
µν +
1
6
fNωNµν
= FS+µν + F
S−
µν +
1
6
fSωSµν (6.5)
where the six independent components of FN,S+ and the eight independent components of
FN,S− satisfy
FN,S± = ± ∗ (FN,S± ∧ ωN,S) . (6.6)
We can then write (6.4) as
δǫΨ δǫΨ =(
Dµφ7 −
a
2
Fλρ(ǫΓµ
7λρ0
ǫ)
)2
+ a2 vλvσFµλF
µ
σ
+cos2
1
2
θ
((
φ7 −
3−4a
2
f
N
)2
+
1
4
(
1−2a2 sin2
1
2
θ−(3−4a)2
)
(fN)2 +
(
1−2a2 sin2
1
2
θ
)
F
N+
µν F
N+µν
)
+sin2
1
2
θ
((
φ7 −
3−4a
2
f
S
)2
+
1
4
(
1−2a2 cos2
1
2
θ−(3−4a)2
)
(fS)2 +
(
1−2a2 cos2
1
2
θ
)
F
S+
µν F
S+µν
)
– 25 –
J
H
E
P
0
3
(
2
0
1
5
)
1
5
5
+DpˆφAD
pˆ
φ
A + (vpDpφA + βφ
B
ǫAB)
2 + 35β2φAφ
A
+Dpφ0D
p
φ0 + (K
m + 6βφ0(νmΛǫ))
2 + [φ0, φA]
2
. (6.7)
All terms in (6.7) are positive definite, except perhaps for the last two terms in the second
and third lines. However, it is straightforward to show that these terms will be positive
definite for all θ only if we choose a = 2/3. With this choice, (6.7) becomes
δǫΨ δǫΨ =(
Dµφ7 − 1
3
Fλρ(ǫΓµ
7λρ0ǫ)
)2
+
4
9
vλvσFµλF
µ
σ
+cos2
1
2
θ
((
φ7 − 1
6
fN
)2
+
2
9
cos2
1
2
θ(fN)2 +
(
1− 8
9
sin2
1
2
θ
)
FN+µν F
N+µν
)
+sin2
1
2
θ
((
φ7 − 1
6
fS
)2
+
2
9
sin2
1
2
θ(fS)2 +
(
1− 8
9
cos2
1
2
θ
)
FS+µν F
S+µν
)
+DpˆφAD
pˆφA + (vpDpφA + βφ
BǫAB)
2 + 35β2φAφ
A
+Dpφ0D
pφ0 + (K
m + 6βφ0(νmΛǫ))
2 + [φ0, φA]
2 . (6.8)
Examining (6.8), we find that φA = 0 everywhere. We also see that f
N = FN+ = 0
except at the south pole and fS = FS+ = 0 except at the north pole, which forces φ7 = 0
everywhere. We also have that vµFµν = 0, which along with the previous conditions
are enough to ensure that Fλρ(ǫΓµ
7λρ0ǫ) = 0. Finally, we find that φ0 is constant and
Km = −6βφ0(νmΛǫ).
These conditions allow for point-like anti-instantons on the north pole, defined with
respect to ωN, and point-like anti-instantons on the south pole, defined with respect to ωS.
Between the poles the situation is quite interesting. Here we would need F = FN− = FS−.
This then leads to the equations
F = − ∗ (F ∧ ω˜) , 0 = F ∧ ω¯ , (6.9)
where we define ω¯ ≡ 12(ωN − ωS). One can show that
ιv ω¯ = ιθ ω¯ = 0 (6.10)
and that ω¯ spans the four-dimensional horizontal space defined by (6.10). One can also
show that
dω˜ = 3 sin θdθ ∧ ω¯ . (6.11)
Hence, using the Bianchi identity, the first equation in (6.9) leads to
dA ∗ F = −3 sin θF ∧ dθ ∧ ω¯ = 0 , (6.12)
where we applied the second equation in (6.9) to do the last step. Thus F satisfies the
Yang-Mills equations. It also follows from the second equation in (6.9) and (6.10) that
ιθF = 0. Therefore, we find for θ 6= 0, π that there can be extended anti-instantons with
respect to ω˜ that lie in the co-dimension 2 horizontal space orthogonal to vµ and the θ
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direction. However since there are no non-trivial 2-cycles we conjecture that these extended
instantons do not contribute to the path integral.
The Yang-Mills action is zero for the point-like anti-instantons at the poles [24], which
can be argued by using a simple scaling argument. One could also consider extra terms in
the Euclidean action with the form
i α
∫
Tr[F ∧ F ] ∧ ω + i β
∫
Tr[F ∧ F ∧ F ] , (6.13)
where α and β are constants. The first term is zero for the point-like anti-instantons. It
is also zero for the extended instantons discussed above, since ω is odd about the equator.
However, the last-term is proportional to the third Chern class. Since the anti-instantons
are point-like, on each pole this is equivalent to the third Chern class on S6. Hence one finds
i β
∫
Tr[F ∧ F ∧ F ] = 24π3i β Z . (6.14)
We will discuss the contributions of the instantons further at the end of this section.
6.2 Calculation of determinants
Now we consider the calculation of the determinants around the trivial solution A = 0,
φ0 = constant and all other fields zero. The one-loop contribution around this configuration
gives us the full perturbative part for the partition function on S6.
The present calculation parallels Pestun’s original calculation [1] on S4 (for the full
equavariant version see [23]). Thus to avoid unnecessary repetition we mainly point out
the differences between S4 and S6. In our presentation we follow the notations from [1].
We have to extend our supersymmetry complex (4.5) by the gauge fixing complex.
Once this is done we can think of the extended supersymmetry as an equivariant differ-
ential acting on a supermanifold with even coordinates (AM , a¯0, b0) and odd coordinates
(Υm, c, c¯). As explained in [1] the calculation of the determinants boils down to the calcula-
tion of the equivariant index (with respect to rotation generated by v) of the operator D10.
But before proceeding we must show that D10 is transversally elliptic in order for the
index theorem to be applicable. This is accomplished in a way that parallels Pestun’s
analysis [1], although we give a somewhat simpler method. Effectively, D10 appears in the
expression
1
2
7∑
m=1
ΥmνmΓ
M ′N ′0ǫFM ′N ′ + c¯∇µAµ − c∇µLvAµ , (6.15)
where the primed indices exclude the 0 component and the terms involving the ghost fields
fix the gauge. Since the ellipticity of an operator is determined by its symbol S, we
only need consider the leading derivatives, where we replace all ∇µ with pµ. Upon doing
this (6.15) reduces to
7∑
m=1
ΥmWµN
′
m pµAN ′ + c¯ p
µAµ − c pµpνvνAµ + c p2vM ′AM ′ , (6.16)
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where WµN
′
m = νmΓ
µN ′0ǫ = νmΓ
µΓN
′
Γ0ǫ with this last equality holding because of the
properties in (A.7). Using that vMW
µM
m = vM ′W
µM ′
m = 0, we can rewrite (6.16) as
7∑
m=1
ΥmWµN
′
m pµA˜N ′ + (c¯− c pνvν)(pµA˜µ + vµpµvM
′
AM ′) + c p
2vM
′
AM ′
=
8∑
m=1
ΥmWµN
′
m pµA˜N ′ +Υ8vµp
µvM
′
AM ′ + c p
2vM
′
AM ′
= {c,Υm}S{vN ′AN ′ , A˜M ′}T , (6.17)
where we have defined
A˜M ′ ≡ AM ′ − vM ′vN ′AN ′
Υ8 ≡ c¯− c pνvν
WµN
′
8 ≡ ǫΓµΓN
′
Γ0ǫ = δµN
′
. (6.18)
The symbol S of D10 has the form of a 9 × 9 matrix and it is clear from (6.17) that
det(S) = p2 det(T ), where Tm
N ′ =WµN
′
m pµ. We now consider the product
(T TT )M
′N ′ = WµM
′
m pµW
νN ′
m pν
=
1
2
(ǫΓN ǫ)(ǫΓ
0Γ˜M
′
/pΓ˜
N
/pΓ˜
N ′Γ0ǫ) , (6.19)
where we used the last equation in (A.7) to get the second line in (6.19). Using (3.1),
vM
′
A˜M ′ = 0 and v
µvµ + v
2
7 = 1, it is straightforward to show that
(T TT )M
′N ′ =
1
2
(
p2 + vµvµ(p
2
⊥ − p2L) + v27p2
)
g˜MM
′
= (p2⊥ + (1− vµvµ)p2L)g˜M
′N ′ , (6.20)
where g˜M
′N ′ = δM
′N ′ − vM ′vN ′ and pµ = pµ⊥ + pµL with pµ⊥ the component orthogonal to
vµ. Hence T TT is diagonal, and thus we have
det(T ) = (det(T TT ))1/2 = (p2⊥ + (1− vµvµ)p2L)4 . (6.21)
Hence, D10 is not elliptic at the equator, but is transversally elliptic with respect to the
U(1) action along v.
For the index, only the north and south poles contribute and the appropriate index
for S6 is given by the following expression
ind(D10) = 2 +
[
− 1 + λ
2
(1− λ)3
]
+
+
[
− 1 + λ
2
(1− λ)3
]
−
=
= 2− (1 + λ3)(1 + 3λ+ 6λ2 + . . .)− (1 + λ−3)(1 + 3λ−1 + 6λ−2 + . . .) =
= −
∞∑
t=−∞
3|t|λt . (6.22)
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It means that one-loop contribution is given by the following infinite product
∏
α
∞∏
t=1
(t+ i〈σ, β〉)3t , (6.23)
where α are the roots and the radius of S6 has been absorbed into the dimensionless
combination σ = rφ0 after Wick rotation. Moreover it is a straightforward exercise to
write the fully equivariant answer when we take into account the full T 3 action on S6
(see [23] for the analogous calculation on S4). Thus the full equivariant perturbative result
is given by the following matrix integral
Zpert6D =
∫
t
dσ e
− 16π
3r2ρ
g2
YM
Tr(σ2)∏
α
Υ(i〈σ, α〉;ω1, ω2, ω3) , (6.24)
where we have introduced the following function
Υ3(x;ω1, ω2, ω3) =
∞∏
i,j,k=0
(iω1 + jω2 + kω3 + x)
∞∏
i,j,k=1
(iω1 + jω2 + kω3 − x)
(6.25)
with the ωi corresponding to the T
3 action on S6 (in other words, they are squashing
parameters for S6). The case ω1 = ω2 = ω3 = 1 corresponds to the round sphere. We use
the notation Υ3(x) = Υ3(x; 1, 1, 1), where we find
Υ3(x) = x
∞∏
t=1
(t+ x)
1
2
t2+ 3
2
t+1
(t− x) 12 t2− 32 t+1
(6.26)
and thus we have ∏
β
Υ3(i〈σ, α〉) =
∏
α
i〈σ, α〉
∞∏
t=1
(t+ i〈σ, α〉)3t . (6.27)
The term 〈σ, α〉 comes from the Vandermonde determinant when we reduce the integration
from the whole algebra to its Cartan subalgebra t.
6.3 Conjecture for the full answer
At this point it would be natural to conjecture the full answer. In analogy with four
dimensions we would think that the full partition function on S6 is given by gluing two
partition functions over R6 which count the point-like instantons (the solutions of the
hermitian Yang-Mills-Higgs system) whose configurations are labeled by the 3D partitions.
In order for this conjecture to be valid we would need to show that F = 0 everywhere
except the poles of S6. However in the previous section we showed that the localization
locus allows for extended instantons which have a nontrivial contribution to the action. In
six dimensions extended instantons can wrap non-trivial two cycles, as was used in [24]
to establish the equivalence between a twisted U(1) gauge theory on a toric Calabi-Yau
and the topological vertex [25]. However on S6 there are no non-trivial two-cycles, so
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the extended instantons that we find are not precisely of this type. Instead, these are
instantons that are complementary to the point-like instantons, as they are well-defined
everywhere except the poles where their defining conditions break down. From this point
of view the instantons are extended along a cylinder and hence can be non-trivial. In the
future it would be interesting to find a nice expression for their contribution to the partition
function, or alternatively, find some subtlety that rules out their existence.
7 Matrix models
We next discuss the large-N behavior of the matrix models derived in the previous sections.
In the ’t Hooft large-N limit the instanton contributions are exponentially suppressed. Thus
we have to concentrate only on the perturbative part of the partition function on the round
spheres.
7.1 7D matrix model
The perturbative part of the partition function on the round S7 is given in (5.55) which
we can rewrite as the matrix integral of the infinite product
Zpert7D =
∫
t
dσ e
− 8π
4r3
g2
YM
Tr(σ2)∏
α
[
i〈σ, α〉
∞∏
t=1
(t+ i〈σ, α〉) 16 t3+t2+ 116 t+1
(t− i〈σ, α〉) 16 t3−t2+ 116 t−1
]
, (7.1)
where α are the roots. Thus the one-loop contribution is given in terms of the following
infinite product
P(x) = x
∞∏
t=1
(t+ x)
1
6
t3+t2+ 11
6
t+1
(t− x) 16 t3−t2+ 116 t−1
. (7.2)
This product is divergent where the divergent piece is give by the following expression
logP(x) =
∞∑
t=1
(
1
3
x3 − x2 + t
2
3
x+
11
3
x
)
+ convergent part . (7.3)
Thus the regularized version of our infinite product is given by the Weierstrass represen-
tation of the quadruple sine [20]
S4(x) = 2πxe
−ζ′(−2)e−
x3
18
+x
2
2
− 11
6
x
∞∏
t=1
[
(1 + xt )
1
6
t3+t2+ 11
6
t+1
(1− xt )
1
6
t3−t2+ 11
6
t−1
e−
x3
9
+x2− t
2
3
x− 11
3
x
]
. (7.4)
One way to think about this regularization is that it introduces a cut-off in the mode
expansion of of the divergent part, stopping the expansion at n0 = π
2Λ3r3. Thus summing
over the roots we have∑
α
log P(i〈σ, α〉) = −π2Λ3r3
∑
α
(i〈σ, α〉)2 + convergent part , (7.5)
where the cubic and linear terms in (7.3) are equal to zero due to the Weyl reflection
symmetry. Using the identity
∑
α
(〈σ, α〉)2 = 2C2(adj)Tr(σ2) we get
∑
α
log P(i〈σ, α〉) = 2π2Λ3r3C2(adj)Tr(σ2) + convergent part , (7.6)
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where C2(adj) is the second Casimir of the adjoint representation ( C2 is normalized to
1/2 for the fundamental representation). The divergent part of the infinite product is
proportional to Tr(σ2) and thus can be absorbed into the redefinition of the coupling
constant as
1
g2eff
=
1
g20
− Λ
3
4π2
C2(adj) . (7.7)
where g0 is the bare Yang-Mills coupling. From now on we assume that all products are
regularized and use gYM to mean the effective Yang-Mills coupling.
Under the product over the roots the quadruple sine collapses to a function involving
only triple sines and standard sines, as in (5.54). Furthermore using the properties of the
triple sine (e.g., see [26] for a summary) we can rewrite the matrix model as follows
Zpert7D =
∫
t
dσ e
− 8π
4r3
g2
YM
Tr(σ2)∏
α
sinh(π〈σ, α〉)ef(i〈σ,α〉) , (7.8)
where the function f(x) introduced in [4] is defined as follows
f(x) =
iπx3
3
+ x2 log(1− e−2πix) + ix
π
Li2(e
−2πix) +
1
2π2
Li3(e
−2πix)− ζ(3)
2π2
(7.9)
with the property
df(x)
dx
= πx2 cot(πx) . (7.10)
By looking at the large σ asymptotics of the integrand (see [26]) we see that the integral
is convergent and that (7.8) is well-defined.
We next discuss the large N -behaviour of our matrix model. Introducing the seven-
dimensional ’t Hooft coupling as
λ =
g2YMN
r3
(7.11)
and specializing to SU(N) we can rewrite the matrix model (7.8) in terms of the eigenvalues
φi∫ N∏
i=1
dφi exp
(
− 8π
4N
λ
∑
i
φ2i +
∑
i 6=j
∑
i
log(sinh(π(φi − φj))) + f(i(φi − φj))
)
. (7.12)
In large N limit the partition function is dominated by the saddle point
16π4N
λ
φi = 2π
∑
i 6=j
(1− (φi − φj)2) coth(π(φi − φj)) (7.13)
This matrix model is very similar to the 5D matrix model for a pure vector multiplet and
has qualitatively the same behavior. In [27] the matrix model for the 5D vector multiplet
with any number of hypermultiplets in the fundamental representation was considered. It
is a straightforward exercise to generalize that analysis to the present matrix model. There
it was argued that the eigenvalues are spread over a finite extent as λ→∞ due to a long
distance attraction between the eigenvalues. Therefore, all φi and φi − φj are finite in this
limit and thus the free energy scales as N2.
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7.2 6D matrix model
Using (6.24) and (6.27) we can write the perturbative part of the partition function for 6D
super Yang-Mills on the round S6 as the matrix integral of the infinite product
Zpert6D =
∫
t
dσ e
− 16π
3r2
g2
YM
Tr(σ2)∏
α
[
i〈σ, α〉
∞∏
t=1
(t+ i〈σ, α〉)3t
]
, (7.14)
where α stands for the roots. The log of the infinite product is logarithmically divergent,
and thus requires regularization. As before we can regularize the product by introducing
a cut-off for the modes n0 = Λr in the divergent part and absorb this divergent part by an
appropriate redefinition of the coupling constant
1
g2eff
=
1
g20
− 3C2(adj)
8π3r2
log(Λreγ) , (7.15)
where g0 is the bare coupling and γ is the Euler constant. From now on we assume that
the product is regularized and the divergence is absorbed into the Yang-Mills coupling.
Following [1] and [28] we introduce the function H(x) as
H(x) =
∞∏
n=1
(
1 +
x2
n2
)
e−
x2
n . (7.16)
Thus the 6D matrix model for round sphere can be written as
Zpert6D =
∫
t
dσ e
− 16π
3r2
g2
YM
Tr(σ2)∏
α
i〈σ, α〉H3/2(〈σ, α〉) , (7.17)
This matrix model is similar to the matrix model for a pure N = 2 vector multiplet on
S4, the only difference being the power of the H(x). The Barnes function H(x) has the
following asymptotics at large real x
logH(x) ∼ −x2 log |x|eγ− 12 +O(log x) . (7.18)
Therefore we can conclude that matrix integral converges and the matrix model is well-
defined.
Next we look at the large N -limit. Introducing the 6D ’t Hooft coupling
λ =
g2YMN
r2
(7.19)
and assuming the gauge group to be SU(N) we can rewrite the matrix model in terms of
eigenvalues
Zpert6D =
∫ N∏
i=1
dφie
− 16π
3N
λ
∑
i
φ2i ∏
i 6=j
∏
i
(φi − φj)H3/2(φi − φj) . (7.20)
This can also be solved by saddle point. Exploiting the similarity with the pure 4D N = 2
theory we can borrow the results from [28] to study the behavior of (7.20). One clear
feature is that at large N the free energy behaves as N2 for large λ.
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It is also possible in the 6D theory, as in the pure 4D N = 2 theory, to have an
effective square coupling which is negative. One can see this in the 4D case by starting
with a massless adjoint hypermultiplet, which enhances the supersymmetry to N = 4.
Turning on the mass, it acts as a UV cutoff and runs the square inverse of the effective
coupling downward, until it eventually crosses zero. But the corresponding matrix model
is still well-defined. In the 6D case we do not have the luxury of a field mass to serve as
a cutoff. Nevertheless, we can still push g−2eff into negative territory in (7.15) by choosing
Λ large enough, and still have a well-defined matrix model. Recently, it was argued that
a similar phenomenon happens for the pure 5D N = 1 theory where the effective squared
coupling can be negative [29]. One can then argue the same for the 7D theory.
8 Summary
In this work we have constructed maximally supersymmetric theories on Sd with d ≤ 7
and described their localization. In the case of S6 and S7 we have derived the complete
localization locus and calculated the full perturbative answer. The perturbative results
are described in terms of matrix models for which we have briefly discussed their large N -
behaviour. Unfortunately, the localization locus for both S6 and S7 appears difficult to an-
alyze explicitly. In particular it seems that extended instanton solutions are not ruled out.
However using the analogy with previous localization results we conjecture that for S6 only
solutions which sit on fixed points of U(1) actions contribute to the path integral and there
is no non-trivial topology to support the extended instantons. For S7 we conjecture that the
instantons sit on closed orbits of the U(1) action and again there is no non-trivial topology
to support the extended instantons. These issues definitely require further detailed study.
There are many directions along which our results can be generalized and extended.
For example the calculation on S7 can be easily extended to any toric 7D Sasaki-Einstein
manifold in the same fashion as in the 5D case [19]. It would also be interesting to study
the different versions of matrix models which can arise from the inclusion of Chern-Simons
observables in 7D.
An interesting application of the six-dimensional theory is as a laboratory for studying
little string theory [30, 31] (see also [32, 33] for reviews). Little string theory is believed to
be a valid UV completion of six-dimensional super Yang-Mills. The strings are essentially
the instantons which have co-dimension two in six dimensions. The relation between the
Yang-Mills coupling and the string mass is
1
g2YM
=M2s , (8.1)
hence six-dimensional super Yang-Mills is trustworthy when EgYM ≪ 1, where E is the
characteristic energy scale. For the partition function on S6, the only scale that appears
is r, hence the corresponding condition is that gYM/r ≪ 1 and one would normally think
that the instantons are suppressed. This would be the case for the extended instantons,
assuming that they contributed to the partition function. But the point-like instantons
are not suppressed in this limit and could contribute significantly to the partition function
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with θ dependent terms. One interesting question is whether they could affect the N2
dependence of the perturbative free-energy. Another question is whether the sum over the
point-like instantons could be interpreted as a sum over “short” little-strings.
The case of super Yang-Mills on S7 is even more mysterious, as gauge theories in
seven dimensions have no known UV completion that does not contain gravity. Here, the
extended instantons are co-dimension three so the UV completion contains membranes.
In [34] it was argued that the “little m-theory” [35] does not de-couple from the bulk M-
theory, so perhaps the UV completion is M-theory itself. It would be nice if one could
address this question further using the localized 7D Yang-Mills theory.
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A Conventions and useful properties
A.1 General dimensions
We use 10-dimensional Majorana-Weyl spinors ǫα, Ψα etc. Spinors in the other represen-
tation are written with a tilde, ǫ˜α, etc. The 10-dimensional Γ-matrices are chosen to be
real and symmetric,
ΓMαβ = ΓMβα Γ˜Mαβ = Γ˜
M
βα . (A.1)
Products of Γ-matrices are given by
ΓMN ≡ Γ˜[MΓN ] Γ˜MN ≡ Γ[M Γ˜N ]
ΓMNP ≡ Γ[M Γ˜NΓP ] Γ˜MNP ≡ Γ˜[MΓN Γ˜P ] , etc. (A.2)
We also have that ΓMNPαβ = −ΓMNPβα, hence
ǫΓMNP ǫ = 0 (A.3)
for any bosonic spinor ǫ.
A very useful relation is the triality condition,
ΓMαβΓMγδ + Γ
M
βδΓMγα + Γ
M
δαΓMγβ = 0 . (A.4)
We can use this to show that
ǫΓM ǫ ǫΓMχ = 0 , (A.5)
where χ is any spinor. It immediately follows that vMvM = 0, where v
M is the vector field
vM ≡ ǫΓM ǫ . (A.6)
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We also use a set of pure-spinors, νm which satisfy the properties
νmΓ
M ǫ = 0
νmΓ
Mνn = δmnv
M
νmα ν
m
β + ǫαǫβ =
1
2
vM Γ˜Mαβ . (A.7)
They are invariant under an internal SO(7) symmetry, which can be enlarged to SO(8) by
including ǫ.
Defining
ωµν ≡ (ǫ Γ˜µνΛ ǫ) , (A.8)
where Λ ≡ Γ890 and using the Killing spinor equation in (2.9), one can show
∇[µ,ωνλ] = 0 , (A.9)
while
∇µωµν = d− 1
r
vν . (A.10)
A.2 Some useful relations in odd dimensions
In odd dimensions we can set vµv
µ = 1. We have using (A.7),
vµωµν = 0 . (A.11)
We define a one-form κµ, such that v
µκµ = 1. From (A.10) we see that
κν =
r
d− 1 ∇
µωµν . (A.12)
We also have the useful identity
(ǫΓµνλA0ǫ)(ǫΓµ
σρB0ǫ) = (gˆνσ gˆλρ − gˆνρgˆλσ − ωνλωσρ − (ǫΓνλσρ0ǫ))δAB
+[gˆνσωλρ − gˆνρωλσ − gˆλσωνρ + gˆλρωνσ]εAB , (A.13)
where gˆµν ≡ gµν − vµvν . From this it follows that
(ǫΓµνλA0ǫ)(ǫΓµν
σB0ǫ) = (d− 3)(gˆλσδAB + ωλσεAB) . (A.14)
Another relation is
∇µ(ǫΓµνλA0ǫ) = 0 . (A.15)
which follows from (2.9) and (A.7).
A.3 Other useful relations
In six dimensions we have the relation
(ǫΓλ7µν0ǫ)(ǫΓλ
7µν0ǫ) = (ǫΓM7µν0ǫ)((ǫΓM
7µν0ǫ) =
= sin2 θ
(
gµσgνκ − gµκgνσ + 1
4
εµνσκλρ(ωNλρ + ω
S
λρ)
)
−gµσvνvκ − vµvσgνκ + gµκvνvσ + vµvκgνσ (A.16)
where vµ = ǫΓµǫ and ωNλρ and ω
S
λρ are defined below (6.2).
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