ABSTRACT The idea of remotely controlling machines via the Internet for the purpose of automated telemanufacturing and shared use of manufacturing facilities by users worldwide has been studied since the late 1990s. This idea is now part of the vision of the emerging Tactile Internet, which lies at the nexus of computerization, automation, and robotization. Similar to future 5G cellular networks, the Tactile Internet is anticipated to rely on the full yet flexible convergence of different fixed and mobile access technologies, given that some use cases do not require mobility all the time. While necessary, though, the design of ultrareliable and low-latency converged communication network infrastructures is not sufficient to unleash the full potential of the Tactile Internet. In this paper, we put forward the idea that the Tactile Internet may be the harbinger of human augmentation and human-machine symbiosis envisioned by contemporary and earlyday Internet pioneers. In search for synergies between humans and machines/robots, we explore the idea of treating the human as a ''member'' of a team of intelligent machines rather than keep viewing him as a conventional ''user'' while putting a particular focus on developing systems that are human-aware and help advance the human condition, e.g., economic inequality.
I. INTRODUCTION
A new wave of technological change, the wave of computerization, automation, and robotization, will eliminate not only manual efforts but also more and more complex mental functions that until recently were carried out by humans, as already predicted by Leontief, the 1973 Nobel Laureate in Economics, in [1] . Leontief argued that the process by which progressive introduction of new computerized, automated, and robotized equipment can be expected to reduce the role of human labor is similar to the process by which the introduction of tractors and other machinery first reduced and then completely eliminated horses and other draft animals in agriculture. Even if horses were ready to accept smaller rations of oats or hay per working day, the process of their gradual elimination would slow down only temporarily. More and more efficient tractors would come along, and finally, unable to compete with the superior performance of machines, horses would lose their jobs.
Predictions that automation will make humans redundant have been made before. President John F. Kennedy declared that the major domestic challenge of the 1960s was to maintain full employment at a time when automation is replacing men. In 1964, a group of Nobel laureates, known as the Ad Hoc Committee on the Triple Revolution, alerted President Lyndon Johnson to the danger of a revolution triggered by the combination of the computer and the automated self-regulating machine, threatening to divide society into a skilled elite and an unskilled underclass. Such doomsday predictions have in common that they succumb to the socalled lump of labor fallacy, 1 assuming that there is only a finite amount of work and if some of it is automated then there is less for humans to do. Conversely, in a more recent study [2] , the McKinsey Global Institute comes to the conclusion that automation instead could make us all more human (rather than redundant) by creating an opportunity to work more closely with technology, freeing up more time to make use of intrinsically human capabilities and innate human skills, which will be at a premium as machines take on ever more of the predictable activities of the workday. Like past technological changes, robotization can be a very good thing, relieving the workload of humans while helping overcome many challenges the world faces. Toward this end, however, spreading ownership of robots and machines across people 1 The Economist, ''Automation and anxiety: Will smarter machines cause mass unemployment?,'' June 2016. whose work they replace will be crucial to mitigate the risk of dividing societies between the owners of the robots on one side and the workers, who compete with the robots/machines on the other, and reduce the risk of producing a new robot-age feudalism with unprecedented social inequality [3] .
At the nexus of computerization, automation, and robotization lies the emerging Tactile Internet, which will be centered around human-to-machine/robot (H2M/R) communications by leveraging devices that enable tactile sensations [4] . Beside conventional audiovisual and data traffic, the Tactile Internet envisions the real-time transmission of haptic information (i.e., touch and actuation) for the remote control of physical and/or virtual objects through the Internet with an end-to-end roundtrip delay of approximately 1-10 milliseconds [5] . It holds promise of an Internet that will enable the delivery of skills in digital form globally [6] . The Tactile Internet is expected to cover a wide range of application fields, including remote healthcare, autonomous/assisted driving, entertainment, and industry automation. In most of these industry verticals, very low latency and ultra-high reliability are key for realizing immersive applications such as robotic teleoperation. Note, however, that some use cases do not necessarily require mobility all the time and thus can be carried out in fixed broadband network environments. Hence, future 5G cellular networks need to be fully converged networks, where different fixed and mobile access technologies can be flexibly selected while sharing core network functionalities, leading to latency and reliability improvements [7] .
In this paper, we leverage on our recently proposed concept of FiWi enhanced LTE-Advanced (LTE-A) heterogeneous networks (HetNets), which were shown to achieve the 5G and Tactile Internet key requirements of very low latency on the order of 1 millisecond and ultra-high reliability by unifying coverage-centric 4G mobile networks and capacitycentric fiber-wireless (FiWi) broadband access networks based on low-cost, data-centric Ethernet next-generation passive optical network (PON) and Gigabit-class WLAN technologies [8] . While necessary, the design of reliable lowlatency converged communication network infrastructures is not sufficient to realize the full potential of the Tactile Internet. In the following, we inquire into possibilities to further extend the capabilities of FiWi enhanced LTE-A HetNets, paying particular attention to the aforementioned dichotomy between automation and augmentation (i.e., extension of capabilities) of the human through the Tactile Internet.
Towards this end, we let us guide by the following contemporary as well as early-day Internet visionaries. In The Inevitable, Kevin Kelly argues that in terms of the Internet, nothing has happened yet [9] . He suggests that if you want a glimpse of what we humans do when the robots take our current jobs, look at experiences. Humans excel at creating and consuming experiences. This is no place for robots. Among other technological forces that will shape our future, Kelly highlights that cognifying, i.e., embedding artificial intelligence (AI) into an existing process or inert thing, will be hundreds of times more disruptive to our lives than the transformations gained by industrialization. Ideally, according to Kelly, the additional intelligence should be not just cheap, but free, like the free commons of the web. In Deep Thinking: Where Machine Intelligence Ends and Human Creativity Begins, Garry Kasparov elaborates on the importance of superior process in human-machine collaboration, showing that weak human + machine + better process is superior to strong human + machine + inferior process [10] . Thus, a clever process beats superior knowledge and superior technology. His observation received interest by Google and other Silicon Valley companies and shifted the research focus from AI to intelligence amplification (IA) by using information technology as an augmentation tool to enhance human decisions (see, e.g., IBM's Watson) instead of replacing them with autonomous AI systems. According to Kasparov, this isn't just user experience (UX), but entirely new ways of bringing human-machine coordination into diverse fields and creating the new tools we need in order to do so. Interestingly, this approach is fully in line with the original vision of early Internet pioneers. Back in 1962, Douglas C. Engelbart developed a detailed, though rudimentary, conceptual framework with process hierarchies for augmenting the human intellect by increasing via on-line assistance the capability of a man to derive solutions to complex problems that before seemed insoluble [11] . Earlier, in 1960, Joseph C. R. Licklider envisioned man-computer symbiosis, a subclass of man-machine systems, to enable close interaction between man and computer in mutually beneficial cooperation [12] .
The remainder of this paper is structured as follows. Section II sets the stage by reviewing pertinent prior art leading up to today's Tactile Internet vision and deriving important open challenges addressed in this paper. In Section III, we briefly revisit our original vision of low-cost open FiWi access networks that harness user-owned equipment and examine the benefits of cognifying FiWi enhanced LTE-A HetNets by means of AI embedded multi-access edge computing (MEC) for immersive Tactile Internet experiences. Section IV elaborates on the design of human-machine coordination processes to drive symbiotic human-robot development in search for synergies by enabling the automation and/or augmentation of physical and cognitive human tasks. Finally, we draw our conclusions in Section V.
II. THE TACTILE INTERNET: PRIOR ART AND OPEN CHALLENGES
The Tactile Internet sets demanding requirements for future access networks in terms of latency, reliability, and also capacity (e.g., high data rates for video sensors). Wired access networks are partly meeting these requirements already, but wireless access networks are not yet designed to match these needs. According to the ITU-T Technology Watch Report on the Tactile Internet [13] , scaling up research in the area of wired and wireless access networks will be essential, ushering in new ideas and concepts to boost access networks' redundancy and diversity to meet the stringent latency and reliability requirements of Tactile Internet applications. A round-trip latency of 1-10 milliseconds in conjunction with carrier-grade robustness and availability will enable the Tactile Internet for steering and control of real and virtual objects [14] . The Tactile Internet holds promise to provide a paradigm shift in how skills and labor are digitally delivered globally, thereby converting today's content-delivery networks into skillset/labor-delivery networks [15] . Towards this end, the Tactile Internet will enable haptic communications and provide the medium for transporting touch and actuation in real-time, i.e., the ability to exert haptic control through the Internet, in addition to non-haptic control and data such that the end-user will not be able to tell the difference between controlling a system locally or from another location [16] . For a comprehensive update on state-of-the-art haptic interfaces and telepresence systems we refer the interested reader to [17] .
The idea of remotely controling machines via the Internet has been studied since the late 1990s. In [18] , the tele-control of a rapid prototyping machine (similar to a 3D printer) via the Internet was proposed for the purpose of automated tele-manufacturing. Expanding on the idea to use sophisticated and expensive manufacturing facilities by several users around the world, the teleoperation issues related to the transmission of haptic information over the Internet were investigated in greater detail in [19] . Although the proposed control method was able to ensure stability, synchronization, and transparency in teleoperation, the reported round-trip time of packets transmitted between human operator and teleoperator robot were above 250 milliseconds, thus missing the Tactile Internet target of 1-10 milliseconds.
Advanced cloud robotics and automation systems may be built by connecting them to the cloud in order to benefit from their networked operation via big data, cloud computing, collective robot learning, and crowdsourcing capabilities [20] . Here, crowdsourcing is used to tap human skills for analyzing images and video, classification, learning, and error recovery, i.e., humans are used to enhance cloud robotics and automation systems. Note that unlike networked robots, where robots communicate with each other via local area networks, networked tele-robots keep the human in the loop (HITL), where robots are operated remotely by humans via global networks, e.g., the Internet. According to [20] , an important open research challenge in cloud robotics is the development of new algorithms and methods to cope with time-varying latency, i.e., jitter. The high requirements of future haptic applications that allow full immersion demand ultra-reliable and low-latency communication (URLLC). For a comprehensive and up-to-date survey on methodologies and technologies for enabling URLLC infrastructures for haptic communications we refer the interested reader to [21] and the references therein.
Beside the design of URLLC infrastructures underlying the Tactile Internet, another key challenge little discussed in existent Tactile Internet surveys is how we can make sure that the potential of the Tactile Internet be unleashed for a race with (rather than against) machines. The overarching goal of the Tactile Internet should be the production of new goods and services by means of empowering rather than automating machines that complement humans rather than substitute for them. The Tactile Internet should amplify the differences between machines and humans. By building on the areas where machines are strong and humans are weak, the machines are more likely to complement humans rather than substitute for them. The value of human inputs will grow, not shrink, as the power of machines increases [22] . In the future, coworking with robots will require human expertise in the coordination of the human-robot symbiosis. Clearly, while URLCC is necessary to meet the very low latency and ultra-high reliability requirements of the Tactile Internet, it does not address the proper task assignment nor does it provide suitable mechanisms to orchestrate the mutually beneficial cooperation of humans and machines.
A promising approach toward achieving advanced humanmachine coordination by means of a superior process for fluidly orchestrating human and machine coactivity may be found in the still young field of human-agent-robot teamwork (HART) research [23] . Unlike early automation research, HART goes beyond the singular focus on full autonomy (i.e., complete independence and self-sufficiency) and cooperative/collaborative autonomy among autonomous systems themselves, which aim at excluding humans as potential teammates for the design of human-out-of-the-loop solutions. In HART, the dynamic allocation of functions and tasks between humans and machines, which may vary over time or be unpredictable in different situations, plays a central role. In particular, with the rise of increasingly smarter machines, the historical humans-are-better-at/machines-arebetter-at (HABA/MABA) approach to decide which tasks are best performed by people and which by machines rather than working in concert has become obsolete. To provide a better understanding of the potential and limitations of current smart machines, T. H. Davenport and J. Kirby classified in Only Humans Need Apply: Winners and Losers in the Age of Smart Machines the capabilities of intelligent machines along two dimensions, namely, their ability to act and their ability to learn, as illustrated in Table 1 . 2 In the vertical dimension, the ability to act involves four task levels, ranging from the most basic tasks (e.g., analyzing numbers) to performing digital tasks (done by agents) or even physical tasks (done by robots). In the horizontal dimension, the ability to learn escalates through four levels, spanning from human-support machines with no inherent intelligence to machines with context-awareness, learning, or even self-aware intelligence. The upper left of Table 1 consists of tasks doable by state-ofthe-art machines. The lower and in particular far right of it is territory not yet conquered by machines.
According to [23] , among other HART research challenges, the development of capabilities that enable autonomous systems not merely to do things for people, but also to work together with people and other systems represents an important open issue in order to treat the human as a ''member'' of a team of intelligent actors rather than keep viewing him as a conventional ''user. '' In the following, we introduce FiWi enhanced LTE-A HetNets with AI embedded MEC capabilities to achieve both low round-trip latency and low jitter. To showcase the achievable performance gains, we study the use case of HITL-centric teleoperation via simulation based on haptic Tactile Internet traffic traces. Further, we present a contextand self-aware HART-centric allocation scheme for both cognitive and physical tasks to coordinate the automation and augmentation of mutually beneficial human-machine coactivities in a FiWi based Tactile Internet with AI enhanced MEC.
III. FIWI ENHANCED LTE-A HETNETS WITH AI ENHANCED MEC
In [24] , we envisioned a shift of research focus from bridging the notorious first/last mile bandwidth bottleneck to the exploitation of distributed storage and processing capabilities in today's user equipment, which are quite often utilized only in part, to create unforeseen services and applications that help stimulate innovation. Our vision also foresaw that utilitysupplied computing (i.e., centralized cloud computing) will continue to have an increasing impact on society and replace personal computer facilities unless new services and applications are developed that capitalize on them.
There is now a growing awareness among industry players of extending the cloud to decentralized levels of self-managed entities. This trend toward decentralization has led to the new paradigm of MEC, in which computing and storage resources-variously referred to as cloudlets, mircro datacenters, or fog nodes-are placed at the Internet's edge in proximity to wireless end devices in order to achieve low end-to-end latency, low jitter, data analytics, and scalability. FiWi access networks naturally lend themselves to implementing fog computing at their optical-wireless interface. In our HART-centric design, fog computing will be exploited in collaborating human user equipments and robots for the context-and self-aware allocation of cognitive and physical tasks.
In the subsequent subsection, we describe our considered Tactile Internet infrastructures based on FiWi enhanced LTE-A HetNets in greater detail. It is well known that LTE systems cannot guarantee ultra-low latency due to the fact that the transmission time interval is 1 millisecond. Thus, both the uplink and downlink transmissions take at least 1 millisecond, resulting in an end-to-end delay being bounded by 2 milliseconds. In real-world deployment scenarios, the latency in LTE networks may typically increase by an order of magnitude. For instance, in [25] , the LTE network latency measurements in a dense urban environment for a low-mobility scenario showed an average end-to-end delay of roughly 47 and 54 milliseconds under low and high cell traffic loads, respectively. During peak hours in the afternoon, the measured average end-to-end delay increased even to 85 milliseconds.
Clearly, these measurements demonstrate that current cellular networks fall short to meet the 1-10 millisecond requirement of the Tactile Internet.
On the other hand, it is also well known that complementing LTE-A HetNets with already widely deployed WiFi access points in addition to femtocells represents a key aspect of the strategy of today's operators to offload mobile data traffic from their cellular networks, a technique known as WiFi offloading [26] . WiFi offloading may be implemented in a network controlled (i.e., centralized) or mobile user assisted (i.e., distributed) fashion. In heterogeneous cellular and WiFi networks, network controlled WiFi offlading is typically realized by combining Access Network Discovery and Selection Function (ANDSF), a 3GPP cellular technology standard that specifies the policy for joining WiFi, and Hotspot 2.0, a WiFi Alliance standard that provides SIM-centric authentication without requiring a login [27] . ANDSF/Hotspot 2.0 are used to get mobile users more quickly onto WiFi and to have a decreased time until the next WiFi access point by providing awareness and policy to mobile devices (via ANDSF) and providing automatic login and additional access point interrogation mechanisms (via Hotspot 2.0) [28] .
According to carrier WiFi vendor Aptilo Networks, 3 lowlatency WiFi technology can bring 5G level of service today if the network is properly set up to mitigate interference, given that the underlying distributed coordination function (DCF) per se doesn't impose inherent latency limitations in that it allows users to immediately access (after a short DCF interframe space of 50 µs) the idle wireless channel in a decentralized manner. In [8] , we have shown by means of analysis and verifying smartphone trace driven simulation that FiWi enhanced LTE-A HetNets with WiFi offloading and fiber backhaul sharing capabilities are able to decrease the average end-to-end delay and keep it at a low level on the order of 1 millisecond for a wide range of low to medium traffic loads. Importantly, in [29] , we have also shown the critical role of high-speed fiber backhaul infrastructures based on wavelength division multiplexing (WDM) 10 Gb/s passive optical network (PON) technologies in lowering the mean delay of converged optical-wireless FiWi access networks to 1 millisecond, especially at medium traffic loads. The Tactile Internet will augment traditional audiovisual and data communications by the haptic modality. As a result, touching and physically interacting with remote objects becomes possible, thereby substantially improving human-to-human as well as H2M/R interaction. Teleoperation systems are based on bidirectional haptic communications between a human operator (HO) and a teleoperator robot (TOR). Given the typical WiFi-only operation of state-of-the-art robots [4] , HOs and TORs are assumed to communicate only via WLAN, as opposed to MUs using their dual-mode 4G/WiFi smartphones. Teleoperation is done either locally or non-locally, depending on the proximity of the involved HO and TOR, as illustrated in Fig. 1 . In local teleoperation, the HO and corresponding TOR are associated with the same MAP and exchange their command and feedback samples through this MAP without traversing the fiber backhaul. Conversely, if HO and TOR are associated with different MAPs, non-local teleoperation is generally done by communicating via the backhaul EPON and central OLT. In addition, we equip selected ONU-BSs/MPPs with AI enhanced MEC servers collocated at the optical-wireless interface in order to perform forecasting of delayed haptic samples in the feedback path (to be described in more detail shortly).
For illustration of a typical teleoperation system, Fig. 2 depicts how an HO interfaces with the VOLUME 6, 2018 FIGURE 2. Teleoperation system based on bidirectional haptic communications between human operator (HO) and teleoperator robot (TOR) in a remote task environment.
communication network (FiWi enhanced LTE-A HetNets with AI enhanced MEC in our case) via the so-called human system interface (HSI). The HSI device is used to display haptic interaction with the TOR in a remote task environment to the HO. The controllers on both ends of the teleoperation system ensure the tracking performance and stability of the HSI and TOR. Furthermore, as shown in Fig. 2 , perceptual deadband based data reduction may be deployed as a lossy compression mechanism by exploiting the fact that human end-users are not able to discriminate arbitrarily small differences in haptic stimuli. Note that the main focus of this paper is on the communication network aspects of teleoperation, paying particular attention to the notion of average end-to-end delay, given its importance in the Tactile Internet. The average end-to-end delay induced by the communication network is the time elapsed between the time instant a haptic packet enters the medium access control (MAC) queue of a given source HO/TOR and the time instant when it is successfully received by the corresponding destination TOR/HO.
B. IMMERSIVE TACTILE INTERNET EXPERIENCE
As an example of Tactile Internet experiences that allows for remote immersion, we study the use case of HITLcentric local and non-local teleoperation in FiWi enhanced LTE-A HetNets with AI embedded MEC capabilities. Our study focuses on their performance evaluation in terms of low latency and jitter using haptic traces obtained from our teleoperation experiment.
1) TELEOPERATION EXPERIMENT
The haptic traces were obtained from our teleoperation experiments at the Technical University of Munich, Germany. Two Phantom Omni devices were used as master (i.e., HO) and slave (i.e., TOR) devices to create a bilateral teleoperation scenario. Phantom Omni is a widely used human system interface device that enables HOs to interact with and manipulate objects by adding 3D navigation to a broad range of applications, e.g., games, entertainment, visualization, among others. The communication channel between HO and TOR was emulated by using a variable queueing system to generate constant or time-varying delays. The velocity signal at the HO side was sampled before being transmitted to the TOR, which in turn fed the force signal back to the HOR. The haptic sampling rate was set to 1 kHz.
Teleoperation experiments involve the inherent HITL nature of haptic interaction between the HO and the remote TOR. As a result, it allows for a human-centric design approach by exploiting the properties of human perception to reduce the haptic packet rate. Specifically, the well-known Weber's law determines the just noticeable difference (JND), i.e., the minimum change in the magnitude of a stimulus that can be detected by humans. Weber's law of the JND gives rise to the so-called deadband coding technique, whereby a haptic sample is transmitted only if its change with respect to the previously transmitted haptic sample exceeds a given deadband parameter d ≥ 0 (given in percent). Our teleoperation experiments were run for roughly 16 seconds with different deadband parameter values set to d ∈ {0, 5%, 10%, 15%, 20%} in both the command and feedback paths.
The measured haptic samples comprise 8 bytes and are packetized and transmitted immediately once new sensor readings are available to help keep the end-to-end delay as small as possible, implying a real-time transport protocol (RTP), user datagram protocol (UDP), and Internet protocol (IP) header of 12, 8, and 20 bytes, respectively. Note that each haptic sample is encapsulated into one RTP/UDP/IP packet. Thus, the packet size is equal to 40 + 8 bytes. Also note that without deadband coding (d = 0) packet interarrival times are deterministic with a constant packet arrival rate of 1000 packets/second in both command and feedback paths due to the fixed haptic sampling rate of 1 kHz. Conversely, with deadband coding (d > 0) the packet arrival process is random in both paths.
2) HAPTIC TRACE DRIVEN SIMULATION
In our haptic trace driven simulation, we apply the same default FiWi enhanced LTE-A HetNets parameter settings as in [8] . We assume that MUs as well as HOs and TORs are mostly within WiFi coverage. Let us consider 4 ONU-APs, each associated with 2 MUs, 1 HO, and 1 TOR, whereby 2 MUs communicate with each other via the ONU-AP and the remaining 2 MUs communicate with uniformly randomly selected MUs associated with a different ONU-AP via the backhaul EPON. Similarly, 2 of the total of 4 HO-TOR pairs communicate with each other via the same ONU-AP (i.e., local teleoperation), whereas the other 2 HOs communicate with 2 uniformaly randomly selected TORs associated with a different ONU-AP via the EPON (i.e., non-local teleoperation). In addition, we consider 4 ONUs serving fixed (wired) subscribers that communicate with each other. The fixed subscribers and MUs together generate background Poisson traffic at a mean rate of λ BKGD (given in packets/second). Figure 3 depicts the average end-to-end delay and jitter simulation results (shown with 95% confidence interval) for HOs in the local teleoperation scenario with and without deadband coding equally applied in command and feedback paths, i.e., d c = d f . By exploiting deadband coding the average end-to-end delay can be kept below 1 millisecond for background traffic loads of up to roughly λ BKGD = 10 2 packets/second, as shown in Fig. 3(a) . Further, from Fig. 3(b) we observe that also jitter (measured in terms of standard deviation) remains below 1 millisecond for this range of background traffic loads.
Next, we include the aforementioned scenario of nonlocal teleoperation for a fixed background traffic load set to λ BKGD = 50 packets/second. Figure 4 Table 2 breaks down the average end-to-end delay components (in microseconds) measured in our haptic trace driven simulation for local and non-local teleoperation for the case of d c = d f = 0, i.e., without deadband coding, as a function of the mean background traffic rate λ BKGD ranging from 1 to 65 (packets/second).
TABLE 2.
Average end-to-end delay components (in microseconds) of human operators (HOs) for local and non-local teleoperation without deadband coding. VOLUME 6, 2018 In general, the average end-to-end delay D E2E of HOs for local teleoperation comprises two delay components:
where D HO 
where D u PON and D d PON denote the average upstream and downstream delay of the backhaul EPON, respectively.
We observe from Table 2 that D AP w is the dominant end-toend delay component, starting at 1.043 millisecond and gradually growing for increasing λ BKGD . Note that D AP w doesn't cross the delay threshold of 10 milliseconds until the mean background traffic rate increases to 60 packets/second and higher. We also note that once the training is complete, our developed artificial neural network (ANN)-to be investigated in greater detail in the subsequent section-is ready to be run and provide the HO with forecast samples. The computing delay of the ANN is on the order of microseconds and is thus relatively small compared to the haptic communication induced end-to-end delay components listed in Table 2 .
Clearly, our presented haptic trace driven simulation results show that the quality of experience (QoE) requirements of HITL-centric local and non-local teleoperation can be met by achieving low delay and jitter performance on the order of 1-10 milliseconds. However, in highly dynamic environments with latency requirements of 1 millisecond and below (e.g., industrial control systems) humans are not capable of interacting with machines swiftly enough. This calls for complementary human-out-of-the-loop solutions that provide the required quality of control (QoC) for proper task coordination between humans and machines, as explained next.
IV. HART-CENTRIC TASK COORDINATION WITH CONTEXT-AND SELF-AWARENESS
In this section, we elaborate on the role agents may play in supporting humans to achieve QoC in H2M/R communications and in augmenting and automating different human capabilities by using context-and self-awareness for their HART-centric task coordination.
A. AGENTS: AI ENHANCED MEC SERVERS
Recall from Section III-A that selected ONU-BSs/MPPs are equipped with AI enhanced MEC servers, which serve as agents in our HART-centric task coordination. The MEC servers rely on the computational capabilities of cloudlets placed at the optical-wireless interface that are enhanced with AI capabilities to create, train, and use artificial neural networks (ANNs). More specifically, we use a type of parameterized ANN known as multi-layer perceptron (MLP), which is capable of approximating any linear/non-linear function to an arbitrary degree of accuracy. An MLP with N h hidden neurons may be viewed as a linear combination of N h parameterized non-linear functions called neurons. A neuron is a nonlinear function g(·) of a linear combination of its input variables. Our considered ANN is an MLP with L input variables and one output variable. Let denote the set of L · N h + N h + 1 weights of the model, i.e., = c i,
. . , N h , which are estimated during the training phase. The output of the MLP is then given by
where A ∈ R L denotes the input vector. Note that the weights of the ANN are calculated by the corresponding MEC server and are transmitted to HOs in close proximity. Our design approach for realizing an immersive and frictionless Tactile Internet experience relies on the combination of deadband coding and MLP based sample forecasting. While deadband coding is able to reduce the average end-to-end delay, our proposed sample forecasting scheme enables the in-time delivery of expected feedback samples to the HO, thus increasing the reliability of the whole teleoperation system as well as improving the perception of being present at the remote task environment. Recall from above that selecting larger values of deadband parameter d translates into transmitting fewer haptic packets, which in turn results in a decreased average end-to-end delay. Note, however, that this comes at the expense of losing some haptic samples. As a consequence, deadband coding is in general not sufficient to ensure a reliable teleoperation experience since reducing the average end-to-end delay does not guarantee that the delay experienced by every single haptic packet be kept under a certain desired threshold, e.g., 1 millisecond. To cope with this shortcoming of deadband coding and to ensure that the HO receives the expected feedback within the desired delay threshold, our proposed multi-sample-aheadof-time forecasting scheme delivers the forecast sample to the HO only if the actual sample does not arrive on time. This in turn increases the reliability of the teleoperation system, though the performance of the sample forecasting based teleoperation system heavily relies on the accuracy of the forecast algorithm.
Our developed MLP forecasts the force samples in realtime. Specifically, rather than waiting for the force samples that are delayed by more than a given waiting threshold T thr , we locally generate and deliver the forecast feedback samples to the HO. Let us refer to the feedback signal to be forecast as the target signal X (·), i.e., the force feedback samples in our case. The objective is to generate at any time instant t a forecast sample denoted by θ * associated with time instant t 0 = t − T thr , where T thr represents the maximum amount of time that the HO can wait to receive the actual sample θ = X (t 0 ). More precisely, at any time t, if the sample associated with time t 0 is not received, a forecast sample is generated and immediately delivered to the HO. This procedure is repeated every 1 millisecond, which is equal to the intersample time of typical teleoperation systems. Note that our proposed MLP predicts θ from the past observations of the target signal.
We used our haptic traces of Section III-B.1 as training dataset. More specifically, we used MATLAB to build and train a one-hidden-layer MLP by using a training data consisting of the first 5,000 force feedback samples. We applied the so-called Levenberg-Marquardt training method for adjusting the MLP weights until the desired input/output relationship was obtained. Once the training is complete, the MLP is ready to run and provide the HO with the forecast samples. Note that the processing delay of our developed MLP is on the order of microseconds and is thus relatively small compared to the haptic communication induced end-to-end delay components (see also Section III-B.2). Also note that for each value of λ BKGD , we ran the simulation for the next 1,000 force feedback samples.
B. AUGMENTATION AND AUTOMATION: SPREADING OWNERSHIP
Let us first study the case of augmentation. In the following, we use our developed MLP to perform multi-sampleahead-of-time forecasting of delayed feedback force samples coming from a given TOR. Feedback samples are considered delayed if they don't arrive at their refresh time instants, which occur every 1 millisecond due to the fixed haptic sampling rate of 1 kHz. By delivering the forecast samples to the HO rather than waiting for the delayed ones agents enable HOs to perceive the remote environment in real-time at a 1-millisecond granularity and thus achieve tighter togetherness and improved safety control therein via contextawareness. As QoC metric we compute the mean absolute percentage error (MAPE) between the real force samples sent by the TOR and the forecast force samples delivered to the HO for the simulation scenario in Fig. 3(a) . Figure 5(a) shows the achievable MAPE vs. λ BKGD with and without deadband coding. We observe that our forecasting scheme is particularly effective without deadband coding by reducing MAPE below 2%. This is due to the fact that without deadband coding all force samples are actually fed back by the TOR, which can be used by our agent to achieve a higher forecast accuracy. Importantly, note that MAPE in both cases without deadband coding (< 2%) and with deadband coding (> 8%) stays below the typical JND threshold of 10-20% of humans, who couldn't achieve such an accurate recovery of delayed haptic samples in real-time without augmentation by intelligent agents.
Next, let us also consider the case of automation. Recall from Table 1 that the automation of various digital and FIGURE 5. Human-agent-robot teamwork (HART): (a) human augmentation using the proposed multi-layer perceptron (MLP) for forecasting delayed haptic feedback samples and (b) physical task allocation using self-awareness for shared use of user-and network-owned robots.
physical tasks with context-aware requirements is doable by state-of-the-art agents and robots. However, regardless of whether technological advance is labor-saving or capitalsaving, skill-biased or not, and regardless of the speed with which robots or other machines approach or exceed human skill sets, the key to the effect of the new technologies on human well-being is who owns the technologies [3] . If other persons owned our replacement technologies, we would become jobless. Instead, if users owned them, humans would have their current earnings and their time freed from labor to seek other productive activity. Towards this end, we develop a self-aware allocation algorithm of physical tasks for the HART-centric task coordination based on the shared use of user-and network-owned robots. In our approach, all HART members are assumed to be self-aware about their respective goals, application needs, capabilities, and constraints. Further, through communication they establish a collective self-awareness with the objective of minimizing the task completion time. Specifically, the agents located at the optical-wireless interface execute the proposed algorithm to coordinate the allocation of physical task demands of MUs to robots. The latter ones may be either user-owned or networkowned, whereby the ownership spreading factor denotes the percentage of robots that are jointly owned by end users, whereas the remaining robots are owned by the network operator. Note that our self-aware algorithm gives priority to user-owned robots by trying to find the earliest available user-owned robot up to a maximum scheduling deadline D ≥ 0 seconds before falling back on network-owned robots (see pseudo-code in Fig. 6 for further details) . Figure 5 (b) shows the average task completion time vs. ownership spreading factor for different D ∈ {0, 2, 5, 10} seconds for the simulation scenario in Fig. 3(a) . Generally, we observe a trend of decreasing average task completion time for increasing ownership spreading factor, whereby the impact of varying D becomes negligible for an ownership spreading factor of 75% and higher. Note that the lowest average task completion time of roughly 4 seconds can be FIGURE 6. Pseudo-code of self-aware allocation algorithm of physical tasks for HART-centric task coordination based on shared use of user-and network-owned robots.
achieved for D = 0 with either 0% or 100% ownership spreading. This is due to the fact that in both cases all robots are eligible for immediate task allocation. More interestingly, for D = 0 and to a lesser extent also for D = 2 seconds the average task completion time increases for an ownership spreading factor of up to 50%, as opposed to the aforementioned general trend. This observation stems from the unbalanced task allocation between a few overutilized user-owned robots and the rest of underutilized network-owned robots. Importantly, the obtained results show that from a performance perspective (in terms of average task completion time) no deterioration occurs if the ownership is shifted entirely from network operators to mobile end-users for future delaysensitive immersive Tactile Internet experiences (D = 0), though such a shift in ownership of locally and/or non-locally teleoperated robots has significant implications on sharing the profits and collaborative business opportunities arising from the emerging Tactile Internet in a more equitable fashion. In other words, treating the human as a ''member'' of a team of intelligent machines rather than keep viewing her as a conventional ''user'' may open up new opportunities for synergies between humans and machines/robots, while driving the symbiotic human-machine/robot development envisioned by contemporary and early-day Internet pioneers and imagining entirely new categories of abundance for a low entry cost economy.
V. CONCLUSIONS
The measure of success of the Tactile Internet is the value it creates for society and human lives. In fact, Stanford University's recently launched One Hundred Year Study on Artificial Intelligence (AI100) released its inaugural report ''Artificial Intelligence and Life in 2030,'' in which an increasing focus on developing systems that are human-aware is expected over the next 10-15 years. Unlike the Internet of Things (IoT) without any human involvement in its underlying machineto-machine communications, the Tactile Internet involves the inherent HITL nature of haptic interaction and thus allows for a human-centric design approach towards creating and consuming novel immersive experiences via the Internet. This paper tried to shed some light on the dichotomy between automation (i.e., replacement of capabilities) and augmentation (i.e., extension of capabilities) of the human through the Tactile Internet. Beside the design of reliable low-latency FiWi enhanced LTE-A HetNets to meet the QoE requirements of HITL-centric local and non-local teleoperation in terms of low latency and jitter performance on the order of 1-10 milliseconds, we presented an MLP based forecasting scheme that achieves QoC by improving the forecast accuracy of delayed haptic samples in real-time, reducing MAPE below 2%. Our results show that while deadband coding is able to reduce the average end-to-end delay, it is in general not sufficient to ensure a reliable teleoperation experience. To cope with this shortcoming, our developed MLP performs multi-sample-ahead-of-time forecasting of delayed force samples coming from a given TOR and delivers the forecast samples to the HO rather than waiting for the delayed ones exceeding the desired threshold of 1 millisecond. As a result, HOs are enabled to perceive the remote task environment in real-time at a 1-millisecond granularity, resulting in a tighter togetherness, improved safety control, and increased reliability of the teleoperation system. Furthermore, we developed a self-aware HART-centric task coordination algorithm that minimizes the completion time of physical tasks by spreading ownership of robots across mobile users.
Despite the achievements accomplished in this paper, it should be noted that in this work all involved HART members (humans and intelligent machines) were connected through a shared fiber backhaul, whose fiber reach did not exceed the typical 20 km of EPONs. Clearly, an interesting research problem to address is to what extent the demonstrated low latency and jitter performance on the order of 1-10 milliseconds can be also achieved for significantly larger geographical distances, e.g, connecting the US and Europe. One promising approach discussed in [30] might be the fact that coworking with robots will favor geographical clusters of local production (also known as ''inshoring''), which not only avoids extensive propagation delays but also, and arguably more interestingly, fosters human expertise in the coordination of the human-robot symbiosis for the sake of inventing new jobs humans can hardly imagine or did not even know they wanted done. The presented H2M/R communications and spreading ownership of robots across mobile users may be an important stepping stone to collaborative business relationships that function more like localized share-economy ecosystems than markets.
