High-dose-rate (HDR) brachytherapy is a popular modality for treating cancers of the prostate, cervix, endometrium, breast, skin, bronchus, esophagus, and head and neck as well as soft-tissue sarcomas. Because of different source designs and licensing issues, there is a need for specific dosimetry dataset for each HDR source model. The main objective of the present work is to measure 2D relative dose distribution around a new prototype 192 Ir source, referred to as IRAsource-HDR, in PMMA phantom in the framework of AAPM TG-43 and TG-55 recommendations for radial distances of 0.5 cm to 4 cm. Radiochromic films (RCFs) Gafchromic EBT and HD-810 were used for measurements. The dose rate constant, Λ, of the source was determined to be 1.084 ± 4.6%, 1.129 ± 4.4%, and 1.112 ± 0.8% cGyh -1 U -1 using EBT RCF, HD-810 RCF, and Monte Carlo (MC) simulation, respectively. The results obtained in this study are in good agreement with previously published data for HDR interstitial 192 Ir-HDR sources with a maximum discrepancy of ± 4.5%. An acceptable agreement (within ± 2%) between MC calculations and RCFs measurements showed that HD-810 RCF dosimetry is as good as EBT RCF, within HDR brachytherapy, and justifies the use of specific data for this new source. These data could be used as a benchmark for dose calculations in the conventional brachytherapy treatment planning systems. PACS number(s): 87.56.bg
They measured doses at radial distances of 0.5 cm to 5.0 cm with an interval of 0.5 cm and at polar angle between 0° to 180° in 10° intervals. This group obtained the dose rate constant, Λ, of the 192 Ir-HDR source equal to 1.1328 cGyh -1 U -1 . Their study indicates that the new Gafchromic EBT film is very sensitive and can be used to measure brachytherapy dosimetric functions with high resolution described in the American Association of Physicists in Medicine (AAPM) TG-43.
The Nuclear Science and Technology Research Institute (NSTRI) in Iran is developing a new HDR 192 Ir brachytherapy source, model IRAsource-HDR, as a substitute for available classical sources which has been under preclinical tests to be used in the remote afterloading system. Based on the AAPM TG-43 and TG43-U1 reports as well as the High Energy Brachytherapy Source Dosimetry (HEBD) Working Group requirements and licensing issues, the dosimetric characteristics of each new radioactive source type using experimental methods and Monte Carlo (MC) simulation should be determined. (10) (11) (12) Thus, the purpose of this work is to determine the dosimetry parameters for an Ir using both experimental (with Gafchromic EBT and HD-810 RCFs) methods and MC simulation. Figure 1 illustrates schematic diagram of the Ir. This source model consists of a pure uniform iridium cylinder (density 22.42 gcm -3 ) with an active length of 3.5 mm and a diameter of 0.6 mm. The active core is encapsulated in a stainless steel 304L tube (density 8.0 gcm -3 ) leading to physical source dimensions of 0.9 mm in diameter and 4.63 mm of total length. The encapsulated end is hemispherical in shape with tip-to-pellet distance of 0.53 mm. A woven stainless 316L cable of 0.86 mm outer diameter is welded to the back end of the 304L tube. The active iridium core was produced from the neutron activation in the 5 MW TRR research reactor at the Atomic Energy Organization of Iran (AEOI).
II. MATERIALS AND METHODS

A. IRAsource-HDR 192 Ir brachytherapy source
Difference between IRAsource model and other similar 192 Ir-HDR sources in common use (13) (14) (15) (16) (17) is listed in Table 1 . All HDR sources have similar active length and active core diameter and are all encapsulated in stainless steel tubes. 
D. Film scans
The EBT and HD-810 RCFs were used to acquire responses of lower and higher doses from the HDR source, respectively. In order to deliver doses in the range covered by the film calibration curves (EBT: 0.5-8 Gy, HD-810: 10-500 Gy) and with regard to experimental film size, irradiation times of 2.1 h and 182.4 h were used for EBT film at distances from 0.5 to 1.5 cm and HD-810 at distances from 0.5 to 4 cm, respectively. EBT film strip (3 × 3 cm 2 ) was irradiated for shorter time to determine the near field, while larger HD-810 (5 × 5 cm 2 ) film was irradiated for longer time in order to determine the far field. After the exposure, the films were stored for two days at room temperature in a lightproof envelope before processing and analysis, as recommended by the AAPM TG-55 report. (20) (21) The EBT and HD-810 RCFs were then scanned using Microtek ScanMaker 9800XL (Microtek International Inc., Hsinchu, Taiwan) flatbed and HP ScanJet 6100C color scanner (HP Inc., Palo Alto, CA), respectively. The scanning resolution was set at 300 dpi in transmission mode and the resulting image file was saved in tagged image file format (.tiff). Prior to measurements, the light source in the scanner was turned on for 30 min and then several scans were made with empty scans to warm up sufficiently. The lateral response artifact (LRA) of a scanner is of great importance in RCFs scanning (i.e., increases the dose up to 9% at ± 5 cm lateral distance from the scanner axis for single channel dosimetry and 14 Gy exposure). (22) By placing the RCFs at the center of the scanning bed in the same orientation and using triple-channel method with transmission scan, this effect was mitigated significantly. After scanning RCFs, the moiré pattern or Newton's Ring-like pattern may be observed. This effect was eliminated by using a plastic frame to keep film out of direct contact with the glass surface of the scanner. (23) Also, the Callier effect influences the sensitivity of film response to the flatness of the film on the scan window. (24) To mitigate this effect and to ensure all samples were flat, a pressed glass sheet was placed above the films. Thus, RCFs were digitized using 48-bit mode, 16-bit per color channel, and the average pixels were extracted to analyze with an image processing package, Fiji. (25) (26) 
E. Calibration of RCFs
To calibrate RCFs, 12 pieces of EBT in 1 × 1.5 cm 2 dimensions and 17 pieces of HD-810 in 1.5 × 1.5 cm 2 dimensions were exposed to doses ranging from 0.5 to 9 Gy and 10 to 500 Gy, respectively. The irradiations were performed by a medical electron linear accelerator (Elekta 6 MV Linac, Novin Medical Radiation Institute, Tehran, Iran) for EBT RCF and Co-60 therapy unit (type Picker V9, Secondary Standard Dosimetry Laboratory, Karaj, Iran) for HD-810 RCF. Also, two pieces of EBT and HD-810 RCFs were kept in the brachytherapy lab environment to measure the background dose.
F. Data analysis
The optical density (OD) was defined as log 10 (S 0 /S) where S 0 and S are the average pixels resulting from the Fiji software for unirradiated and irradiated films, respectively. Since the dose over the exposed area is not completely uniform, especially at the clipped edges of the films, only the average OD over a region of interest (ROIs, with the area of π cm 2 ) at the center of each calibration film was obtained. The net OD values were obtained by subtracting the ODs of background from calibration or experimental films.
G. TG-43 dosimetry formalism
According to the TG-43 formalism, the dose distribution around the cylindrical source, at a point P(r,θ) in Fig. 1 , is calculated by: (10) (11) 
where S k is air-kerma strength of 192 Ir-HDR brachytherapy source with units of 1U = cGy cm 2 h -1 , Λ is the dose rate constant expressed in cGy h -1 U 1 , G(r, θ) is the geometry function, G(r 0 , θ 0 ) is the geometry function at the reference position (r 0 = 1 cm, θ0 = 90°C), g(r) is the radial dose function, and F(r,θ ) is the 2D anisotropy function.
The geometry function for a linear source with length L and subtended angle β, G L (r,θ), is calculated by:
The radial dose function, g(r), and the 2D anisotropy function, F(r,θ), for a linear source are expressed as follows:
H. Monte Carlo simulation
Experimental irradiations, including the exact phantom geometry and the RFCs, were simulated using the MCNP4C code. The origin of the polar coordinate system, (r,θ), was positioned at the center of the iridium core with θ = 0° corresponding to the side of the source's proximal end. The source was placed at the center of a 30 × 30 × 30 cm 3 cubic PMMA phantom. The 192 Ir photon spectrum used in this study was taken from the NuDat (National Nuclear Data Center) database. (27) The procedures used for the extraction of the dose rate distributions were the same as the ones used by others. (16, 28, 29) Accordingly, a grid system was used to estimate the dose rate distributions in PMMA which was composed of concentric annulus of 0.5 mm thickness with an angular distance of 1° (200 × 180 = 360,000 scoring cells), the absorbed dose was calculated in polar coordinates. To calculate the air-kerma strength, the source was located in a 4 × 4 × 4 m 3 air volume with relative humidity of 40% (as recommended in the TG-43U1). The air-kerma strength, S k , for IRAsource was scored along the transversal axis of the source using concentric annulus of 1 mm thickness, from r = 99.5 cm to r = 100.5 cm, or d = 100 cm, where d is radial distance from the center of the radioactive source to the center of tally volume filled with air. Figure 3 shows the scan images of the EBT and HD-810 RCFs exposed with IRAsource-HDR 192 Ir. It can be seen that the dose distribution of the HDR brachytherapy source has an elliptical shape. The scanned images of the calibrated and background films are shown in Fig. 4 . Figure 5 illustrates the calibration curves, net OD vs. dose (Gy), with fitting residue, plotted for HD-810 and EBT RCFs. The calibration data were fitted with the third and fourth order polynomials for EBT and HD-810 RCFs, respectively. The net ODs of experimental films were converted to dose in Gy using the fitted polynomials.
III. RESULTS
The values of dose rate constant, Λ, in a unit of cGyU −1 h −1 around the IRAsource-HDR 192 Ir were found to be 1.084 and 1.129 using EBT and HD-810 RCFs, respectively. Using MCNP4C code, the values of air-kerma strength per unit activity, S k /A, and the dose rate constant, Λ, were obtained to be 10.19 × 10 -8 U Bq -1 and 1.112 cGy h -1 U -1 , respectively. All statistical uncertainties in MCNP4C simulations were below 0.5%. Table 2 compares the dose rate values obtained in this study with the corresponding values reported by others. The radial dose functions along the transverse axis of the IRAsource-HDR 192 Ir, at the radial distance of 0.5 to 4 cm, with the reference available data were tabulated in Table 3 . Figure 6 compares the radial dose function obtained in this study (MC simulation) with other reported data at the radial distance of 0.5 to 10 cm. The 2D anisotropy functions, F(r,θ), were calculated at radial distances from 0.5 to 1.5 cm with EBT, and radial distances from 0.5 to 4 cm with HD-810 and MC simulations in PMMA phantom. In Fig. 7 the calculated 2D anisotropy function was compared with the reference data. (13) (14) (15) (16) (14) mHDR-v2r (13) 12i (15) 
IV. DISCUSSION
Uncertainties reported in TG-43U1 are both random, statistical (type A) and nonrandom, systematic (type B). An estimate of the combined uncertainties has been calculated using a simple quadrature sum of individual components to provide an overall uncertainty. The detailed stepby-step analysis of the uncertainties of the measured doses is described by Chiu-Tsao et al. (1) According to MC simulations, the values obtained for type A uncertainty were less than 0.1% for all points except for the longitudinal axis (z-axis) points where the statistical uncertainty was below 0.5%. The statistical uncertainty in the simulation of air-kerma strength is less than 0.4%. This gives us a combined type A uncertainty of 0.41% for all points, except near longitudinal axis points where the combined type A uncertainty is about 0.64%. The type B uncertainty included uncertainties in cross-sectional data, material definitions, source geometry and spectrum. The combined type B uncertainty is calculated to be about 0.71%. Thus, the overall A+B uncertainties for the MC simulations gives a combined uncertainty in the final dose rate values of 0.82% for all points except for the longitudinal axis points for which the overall A+B uncertainties are 0.96%. The uncertainty analysis of the calibration is summarized in Table 4 . The overall uncertainties in dose conversion were estimated, using a simple quadrature sum of individual components of Table 4 , to be 4.1% and 3.9% for EBT and HD-810 RCFs, respectively. The uncertainty analysis in the experimental procedure is summarized in Table 5 . Likewise, the overall uncertainties of the dose rate constant were found to be 4.6% and 4.4% for EBT and HD-810 RCFs, respectively.
According to the Table 2 , the difference between the values obtained with MC simulation and RCFs measurements is equal to 2.5% and 1.5% for EBT and HD-810 RCFs, respectively, and is within their uncertainties. Also, the maximum difference between the results of this study (MC) and other reference data is below 0.45%. It can be concluded with confidence that dose rate constant values obtained in this study are in good agreement with each other and also with published data.
For the radial dose function, the maximum difference between the MC results and HD-810 measurements is 1.6% at the radial distance of 3 cm ( Table 3 ). The maximum disagreement between the results of this research and other available data is observed to be 0.4% (Fig. 6) .
From Fig. 7 it is evident that the results (2D anisotropy functions) are in good agreement with the reference data and MC results. The difference between measured data (EBT and HD-810) and MC calculated is observed below 2%, for θ > 20°. At θ < 20°, in the zone close to the longitudinal axis of the source, the maximum difference observed is about 3.2%, due to the oblique filtration of the source.
In general, several factors including accelerator error in exposure, lack of uniform exposure to the film calibration, and the probability of film scratches/touching during the experiment cause errors in the RCFs measurement. Thus, the maximum disagreement between the MC data and the RCFs dosimetry is observed within 2%, for θ > 20°. Also, the difference between the results of this study and the reference data is below 4%, which is due the physical differences in the construction of the source models. 
V. CONCLUSIONS
Measured and calculated values of dose rate constant, radial dose function and 2D anisotropy function at radial distance of 0.5 to 4 cm for the first prototype IRAsource-HDR 192 Ir brachytherapy source in PMMA phantom are obtained in this study and compared with previously published data for interstitial 192 Ir-HDR sources. The statistical uncertainties of the MC, EBT, and HD-810 dosimetry are calculated as 0.8%, 4.6%, and 4.4%, respectively. The maximum disagreement between the MC and the RCFs dosimetry results is observed within ± 2%, at θ > 20° because of some uncertainties in RCFs measurements such as accelerator error in exposure, lack of uniform calibration film exposure, and the probability of film scratches/touching. At θ < 20°, the difference is about ± 3.2% because of the oblique filtration of the source. The results of this study agree within ± 4.5% with the reference data available for interstitial 192 Ir-HDR sources. This deviation may partly be attributed to the physical difference in the construction of the source models.
The agreement between MC calculations and RCFs measurements suggests that HD-810 RCF dosimetry can be used as an alternative to EBT RCF for HDR brachytherapy and justifies the use of specific data for this new source. These dosimetry parameters are essential, as they account for accurate determination of dose rate distribution around the brachytherapy source. Besides, they can be used as input data for the treatment planning systems used in HDR brachytherapy. By considering these parameters properly in the treatment planning systems, it is possible to improve the accuracy of the dose distribution curves.
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