A theoretical or numerical approach to the strong backscatter problem should address the following issues.
(a) The approach should be able to handle scattering from heterogeneities with scalelengths on the order of acoustic wavelengths. Strong, long-range backscatter is observed in the frequency range 50-1000 Hz and there is a great deal of structure on the seafloor that has scalelengths comparable to acoustic wavelengths at these frequencies.
(b) Both interface and volume scattering should be treated in the same formulation so that a direct comparison can be made between the relative effects of each.
(c) The method should consider energy incident on the bottom at low grazing angles (<20 ø ) since these are the eigenray angles that dominate long-range propagation.
(d) The method should include shear-wave effects including both body and interface waves.
(e) The method should treat two-way effects including both forward scatter and backscatter.
(f) Multiple interactions between scatterers should also be allowed.
(g) The energy lost or gained from interface waves, at the seafloor and the sediment/basement contact, can be significant for a given scattering problem and should be considered in the scattering model. (Madariaga, 1976; Virieux, 1986) show considerable improvement. In addition to straight second-order finite differences, there are related but alternative approaches such as higher-order methods (e.g., Dablain, 1986; Levander, 1988) , the pseudospectral method (e.g., Gazdag, 1981; Kosloff and Baysal, 1982) , and the finite-element method (e.g., Teng and Kuo, 1988) . The method of finite differences has also been applied to one-way or parabolic-wave equations (e.g., Claerbout, 1970; Gazdag, 1981; Lee et al., 1981) .
For continuous-wave problems in purely acoustic media, the Helmholtz equation can be conveniently solved in the frequency domain using finite-element methods (e.g., Gan and Ludwig, 1993; Murphy and Chin-Bing, 1989).
One challenging aspect of computing two-way wave equation solutions on a finite spatial domain is the implementation of the Sommerfeld radiation condition (that is, absorbing boundaries). A significant development in this area was the application of the parabolic approximation at the boundary (Clayton and Engquist, 1977; Engquist and Majda, 1977) , but the stability of the early formulations was sensitive to Poisson's ratio (Emerman and Stephen, 1983 ). Higdon (1986, 1991) extended the parabolic approximation approach in a stable scheme and Peng and Toks6z (1994) present a method for determining optimal coefficients in these schemes. Another popular absorbing boundary approach is to add damping directly to the wave equation in a region surrounding the domain (e.g., Cerjan etal., 1985; Levander, 1985) . A major disadvantage of the finite-difference method is the computational effort required to obtain accurate solutions. Depending on the problem, between 10 and 60 grid points per wavelength are required for acceptable accuracy (Alford et al., 1974; Dougherty and Stephen, 1991) . Typical grid sizes for elastic solutions cover a propagation region of about 100x 100 wavelengths for two-dimensional problems and of about 30X30X30 wavelengths for three-dimensional problems. To double the frequency for the same problem dimensions in space and time requires eight times the computational effort for a two-dimensional problem. The inclusion of anelastic effects can also increase the computational effort considerably (e.g., Day and Minster, 1984; Emmerich and Korn, 1987) .
A second disadvantage of the finite-difference method, which it shares with many numerical approaches, is the difficulty of confirming accuracy for complex problems. The technique has the potential to obtain solutions to problems for which no analytical solutions exist, but the accuracy of the solutions is not guaranteed. So for a given class of problems, results are computed by a number of numerical approaches and if the results agree the solution is assumed to be correct (e.g., Priolo et al., 1994). Stephen (1983) compared finite-difference solutions to reflectivity (discrete wave number) solutions for range-independent seafloor problems with velocity gradients and showed that even for these simple models various finite-difference formulations could give erroneous results. Stephen (1990) demonstrated excellent agreement between finite-difference solutions and analytical and normal-mode solutions for various rangedependent, fluid-wedge models. Similar benchmark studies should be carried out for rough-interface and volumescattering models.
B. Scattering at penetrable, rough, elastic seafloors
Although the numerical scattering chamber can be applied to a broad range of two-dimensional scattering problems, the examples in this paper deal with scattering of energy incident at small grazing angles from randomly rough, penetrable, elastic seafloors. Alternative methods for solving this problem include perturbation methods (Chuang and These methods are slightly less general than finite-difference methods but for complex models the computational effort is comparable. The finite-difference method is unique in that it solves the scattering problem for pulses directly in the time domain rather than carrying out a Fourier synthesis of frequency-domain results. Kuperman and Schmidt (1986) combined a boundaryperturbation method with a wave-number integral approach to study the effects of randomly rough surfaces on the propagation of coherent compressional and shear waves in a stratified fluid-solid media. They concluded that rough interface scattering into shear waves contributed significantly to the transmission loss for both shallow water and Arctic (icecovered) propagation. Dacol and Betman (1988) applied the extinction theorem method to scattering from a rough fluidsolid boundary. They pointed out the importance of transmission into the bottom (compressional and shear) as a loss mechanism and they identified peaks in the scattering coefficients at the compressional and shear critical angles. Dougherty and Stephen (1988, 1991) , using the finitedifference method, and Kuperman and Schmidt (1989), using a boundary-perturbation approach (which was theoretically equivalent to Dacol and Berman's method), showed that secondary scattering into Stoneley (Scholte, interface) waves was a significant loss mechanism in addition to scattering into shear-body waves. Gerstoft and Schmidt (1991) used a boundary element approach to study scattering from surface and shallow buried "facets" and also identified the importance of interface and flexural waves as a significant loss mechanism.
II. THE NUMERICAL SCA'I'I'ERING CHAMBER (NSC)
The name "numerical scattering chamber" refers to the concept of computing scattering functions numerically by the finite-difference method. The numerical scattering chamber concept consists of five components: (i) using the finitedifference method to obtain scattering solutions with the advantages outlined above, (ii) totally surrounding the scattering region with absorbing boundaries ("truncated domains"), (iii) insonifying the scattering region with a pulse beam, (iv) decomposing the scattered field into intercept time-angle space, and (v) computing scattering strength as a function of angle. Similar approaches have been taken by other authors. Thorsos and Jackson (1989) addressed scattering from a rough, pressure-release surface using an integral-equation method. Fricke (1991 Fricke ( , 1993 ) studied rough surface scattering from ice keels using a point source rather than a pulse beam for the incident field. Levander et al.
(1993) considered scattering from a rough seafloor using a semi-infinite plane wave for the incident field.
The chamber is completely surrounded by an absorbing region (Fig. 2 ). In the case described here we assume a twodimensional Cartesian coordinate system; however, the technique can be extended to three dimensions (Burns and Stephen, 1990) . The structure inside the chamber can be completely arbitrary and is specified on a grid with typically 10-60 grid points per wavelength both vertically and horizontally. At each grid point we define the compressional and shear velocities, the compressional and shear attenuations, The scattering region is insonified using a pulse beam of a given width, a given angle of incidence, and a given time dependence. Pulse beams allow us to track energy propagation and multipathing in the scattering region. The pulsebeam generator is transparent to the scattered field.
Completely surrounding the scattering region we place a box of receivers. In the water column these measure the pressure field of the incident and scattered waves. In the bottom we process the displacement response at the receivers to give time series of the normalized dilatation and normalized rotation (see the Appendix). These correspond to compressionaland shear-wave effects, respectively. When the shear modulus vanishes the normalized dilatation equals the pressure.
Inside the numerical scattering chamber we compute solutions to the elastic-wave equation by the finite-difference method (Virieux, 1986 ). The scheme is based on secondorder, centered finite differences of the elastodynamic equations expressed in particle displacement. The initial conditions are that particle displacement and particle velocity are zero and the boundary conditions correspond to the Sommerfeld radiation condition on all sides. A complete review of absorbing boundary conditions in finite-difference schemes for wave equations is given by Cheng (1994) . In this paper the absorbing boundaries are implemented by solving the telegraph equation in a region surrounding the chamber (Cerjan et al., 1985; Levander, 1985) . The parameters for the telegraph equation are selected to minimize artificial reflections. We treat attenuation within the chamber using the Stephen and Dougherty (1993) addressed this problem by adding attenuation to the water column directly below the source to reduce the high-grazing-angle energy incident on the seafloor. In this paper we have chosen to implement Gaussian beams as the insonifying field for the numerical scattering chamber because they have a finite width, they do not have sidelobes, and they represent energy propagating at a single angle, in homogeneous media, or ray parameter, in stratified media.
The purpose of the Gaussian pulse beam is to restrict the insonifying field to a single grazing angle, or at least to a narrow range of grazing angles. Since scattering creates a resultant field that contains all angles, if we are to analyze the scattering problem we need to simplify the insonifying field. This is the principal advantage of the infinite plane wave; however, the infinite plane wave has other problems as 
where o0 is the propagation velocity and to is the angular frequency. As path length increases, the minimum beam width increases.
The "spreading" of a Gaussian beam comes from the exact solution to the problem. Take initially an infinite plane wave in a homogeneous medium and then truncate it. You can truncate it sharply with a step function or smoothly with a Gaussian beam or any other way. By Huygen's principle (e.g., Pierce, 1989, pp. 174-175), the propagating wavefront, after truncating the initial plane wave, will be determined from the superposition of wavefronts from point sources on the initial truncated wave. These will contribute energy at angles other than the normal to the original plane wave. By analogy with diffractions of energy around the edges of a slit, which is also described by Huygen's principle, this spreading of the truncated plane wave can be referred to as "diffraction." This spreading is not an artifact of some approximation to the wave equation nor is it a result of the numerical method.
In bottom-interaction studies the footprint on the seafloor increases with smaller grazing angle and the distance over which a finite beam must propagate to cover this footprint also increases. So the narrowest possible beam width increases with decreasing grazing angle.
In the time dimension, the insonifying field is a pressure pulse with the shape given by the third derivative of a Gaussian curve [see Appendix E of Stephen et al. (1985) ]. This waveform has the advantage that its spectrum is also a Gaussian curve. The half-power points of the pressure spectrum occur at 0.68fv and 1.36fv, where f•, is the peak frequency. The bandwidth of the source is one octave.
For example, we consider a Gaussian pulse beam propagating in a straight, constant-width channel in a homogeneous medium (Fig. 3) 
B. Beamforming
To quantify the amount of energy propagating at various angles, we apply beamforming to the time series results from the numerical scattering chamber. To represent fully the lowangle energy and the energy trapped near the interface, we include in the beamforming the time series on the vertical arrays on either side of the scattering chamber as well as on the horizontal array at the top of the chamber. In this discussion we only consider the pressure response in the water column and the energy scattered upward in the NSC. The downward-scattered compressional and shear waves in the bottom could be treated in a similar fashion using the dilatational and rotational fields.
Before applying the beamforming, we subtract the incident field, computed for a model with no structure in the chamber, from the observed time series (Fig. 4) . This is consistent with the common definition in scattering theory that the scattered field is the total field minus the incident field (e.g., Pierce, 1989, p. 425).
Beamforming, or slant stacking, is an application of the radon transform (Chapman, 1978; The wave field changes considerably when a single facet is introduced onto the seafloor (Fig. 6) . In this case the facet is one wavelength high and its slope is normal to the incident beam. Because of its small size the facet acts as a point diffractor, or secondary source, on the seafloor after it is insonified by the incident beam. Compressional and shear transmitted waves and compressional and shear head waves are clearly observed in the forward direction. These are kinematically equivalent to the paths that would be expected for a point source on the seafloor. Because the facet is on the seafloor it also acts as a source of interface (StoneIcy) waves. These are largest in the forward direction but they can be distinctly seen in the backward direction as well. Diffracted The backscattered field is quite complex in the time series plots (Fig. 11) where it appears as energy with negative slopes. The corresponding beamformed field (Fig. 12) is simpler and three distinct diffractions, from the humps mentioned in Fig. 10 , are responsible for most of the upwardscattered field. At angles less than about 50 ø, the scattered field is more diffuse and has much longer time spreads (up to 50P) than the higher angle field. The scattering function for the very rough seafloor (Fig. 13) At the other extreme, it is also often convenient to imagine energy propagating along infinitely thin tubes or rays. For example, propagation from the source to the seafloor is often represented as an infinitely thin ray and the scattering from the seafloor is based on the notion of an infinitely wide planar wavefront (e.g., Caruthers and Bourgeois, 1992). Both the ray and the plane wavefront are physically unrealistic but they are convenient because they separate out the angle dependence of the interaction. Given the complexity of the wave field from a point source (spherical wavefront) above a flat interface the simplicity of single-angle interaction is well worth pursuing.
Synthesizing beams from arrays of point sources is a physically realistic and well-posed approach. However, it has the problem of sidelobes and results in beams almost as wide as the Gaussian beam approach. For example, a continuous line array, with a rectangular aperture function with the same half-width as the Gaussian beam in Fig. 3 (4.7hw) The Gaussian beam approach is an attempt to improve on geometrical ray theory for finite-bandwidth problems and is a reasonable compromise (e.g., Thorsos and Jackson, 1989) . It is a well-posed source to the wave equation and the energy is focused along a narrow range of angles.
It does not make sense to base a scattering theory on a plane-wave approximation in the far field but to ignore the propagation effects between the far field and the scattering region. In applied ocean acoustics the "beam" is created by an array of point or directional sources and the propagation effects from the source to the seafloor can be quite complex and can include caustics. Identifying the insonification pattern on the seafloor even at a single frequency is a challenging problem. Since the insonification pattern is an interference effect, not simply a ray or beam propagation effect, small changes in frequency can cause large changes in the pattern.
Also, since the beam is created by an array, reciprocity cannot be used to return the energy to the source-receiver location. For example, in Fig. 1, a monostatic experiment would have a receiver array at the same location as the source array. From the figure it is tempting to assume that the transmission loss along the ray path will be the same for propagation from the source to the seafloor as for propaga- Fig. 11 for the rough seafloor model is more complex than for the single facet (Fig. 8) . At near-normal angles there appear to be three distinct diffractors, corresponding roughly to the three peaks on the upward slope of the seafloor (Fig. 10) . These diffractions are less distinct at low angles. At low angles in both the forward and backward directions the duration, or time spread, of the reverberation increases considerably. The finite-difference method provides the capability to study full wave effects at the seafloor in range-dependent environments. The approach is particularly useful for pulse sources, for strong backscattering, and for studies of the response at and below the seafloor. Calculations are carried out in the time domain and solutions for a given source pulse are obtained directly. [The method can also obtain a continuouswave solution simply by using a continuous-wave source and running the computations until steady state is reached (e.g., Stephen, 1990 ).] Solutions are obtained for both forwardscattering and backscattering including conversions to shear and interface waves. Multiple interactions between scatterers are also completely included. Since the finite-difference method treats the whole model as a discrete grid, vertical and horizontal displacements (or velocities or accelerations) at the seafloor and within the bottom are obtained at the same time as the pressure field in the water. Insight into multipathing and bottom and sub-bottom scattering is obtained directly.
At a very rough, basaltic seafloor, conversion of energy from compressional waves in the water to shear and interface waves at the seafloor is an important physical mechanism for generating strong backscatter. Specular reflection from steep cliffs is not necessary to create strong backscatter. An unsedimented rough basalt has stronger backscatter at low grazing angles than at near normal angles. The duration, or reverberation, of the scattered field is also significantly greater at low angles. For the example of a rough seafloor considered in this paper, the backscatter cross section for a beam incident at 15 ø grazing angle is 18.5 dB in the monostatic direction. This is about 6 dB greater than the scattering cross section directly upward (a grazing angle of 90 ø) for the same 
APPENDIX: ENERGY DENSITIES AND INTENSITIES FOR ACOUSTIC AND ELASTIC WAVES
The mathematical treatment of sound propagation in fluids and solids is represented by the acoustic and elastic wave equations, respectively. However, even though the physics of acoustic propagation in compressible, nonviscous fluids is included in the elastic wave equation, the traditional derivations of the two equations are quite different. For most acoustic and seismic applications this distinction is irrelevant, but for seafloor-interaction problems, where acoustic and elastic effects are coupled, it is important to reconcile the two approaches. In this appendix, we present the concepts of energy density and intensity for both acoustic and elastic fields and show that they are consistent. The output of the numerical scattering chamber is given in terms of energy density and intensity for some applications and it is worthwhile to clearly state how these are defined so that results can be integrated and/or compared with other methods.
The energy density w is the amount of energy in a wave 
where p and c are the density and sound speed of the medium, respectively, v is the magnitude of the field (or particle) velocity, and p is excess pressure. For elastic waves the energy density we• is (Morse and Feshbach, 1953 
Again, if the shear modulus vanishes, no shear waves are supported, X reduces to the bulk modulus, and the compressional wave speed reduces to the acoustic wave speed. In this case, g'(x-cct)=-c•oe"(x-%t) and the compressional field intensity reduces to the acoustic field intensity. In all cases, for isotropic media, the field intensity is a vector with a magnitude equal to the energy density (w) times the wave speed (c) and a direction normal to the wavefront (Morse and Feshbach, 1953, pp. 151 and 312) . As defined here the field intensity varies with time as the wave passes a given point in the medium.
The expressions for energy density and field intensity were derived for plane waves in homogeneous media, but both properties are dependent only on the local material parameters and require only that the wave be planar in the vicinity of the measurement point. It is not unreasonable then to apply these expressions to propagation in heterogeneous media (Aki and Richards, 1980, p. 127) .
Snapshots of the numerical scattering chamber display the compressional and shear "amplitude densities," -,f•+2p.V-u and -x/-fi•Vxu, respectively. For body waves in homogeneous or gradually changing material with nearly planar wavefronts, the magnitude of the amplitude density is the square root of the energy density, and the sign information in the waveform is retained. For interface waves the amplitude densities are still defined, but compressional and shear effects are coupled and the amplitude densities no longer have a simple relationship to energy. These are the same quantities that were plotted in the snapshots of Dougherty and Stephen (1988). 
where P0.rm• is the root-mean-square level of the pressure time series at unit distance from the source and r is range from the source. At large ranges, the spherical wave can be considered locally planar and the two expressions for intensity are equivalent. The intensity level in decibels is L = ! 0 1oglo(l/lr•f),
where Ire t is a reference intensity. For a pressure pulse in water, the reference intensily corresponds to a Prm• of 1/xbar and, in cgs units, is 0.667X10 -12 W/cm 2. For wave propagation in heterogeneous media, we also assume that, over a vanishing small volume, the medium is homogeneous and the propagation is planar, so that the definition of intensity, (1), applies pointwise.
