1 0 1 1 1 2 2 ABSTRACT 1 3
INTRODUCTION 3 0
In the course of daily social interactions, emotion signals from the face, voice and body 1 3 1 combination with the facial expressions and half of which were recorded in combination with the 1 3 2 body expressions (i.e. two audio clips per emotional expression per actor). All actors were 1 3 3 dressed in black and filmed against a green background under controlled lighting conditions. Video clips were computer-edited using Ulead, After Effects, and Lightworks (EditShare). For 1 3 5 the body stimuli, faces of actors were blurred with a Gaussian mask such that only the 1 3 6 information of the body was available. The validity of the emotional expressions in the video 1 3 7 clips was measured with a separate emotion recognition experiment (emotion recognition 1 3 8 accuracy > 80%). For more information regarding the recording and validation of these stimuli, In a slow-event related design, participants viewed series of 1 second video clips on a projector 1 4 2 screen or listened to series of 1 second audio clips through MR-compatible ear buds 1 4 3 (Sensimetrics S14) equipped with sound attenuating circumaural earbuds (attenuation > 29 dB). The experiment consisted of 12 runs divided over 2 scan sessions. Six runs consisted of blocks of 1 4 5 face and voice stimuli, followed by six runs consisting of body and voice stimuli. Blocks were 1 4 6 either auditory (consisting of 18 audio clips) or visual (consisting of 18 video clips). These 18 1 4 7 trials within each block comprised 16 regular trials, and two catch trials requiring a response. In addition to the whole-brain searchlight analysis, we performed a more sensitive region-of- interest (ROI) analysis. Specifically, we used data of an independent localizer (see Methods) to 2 6 9 identify early auditory cortex, early visual cortex, rEBA, and rFFA. We furthermore included 2 7 0 two multisensory regions, pSTS and mPFC that were previously identified as regions holding 2 7 1 supramodal representations of emotion (Peelen MV et al. 2010) . We used an anatomical 2 7 2 definition of these areas, defined by a spherical ROI with a radius of 5 voxels centered on the 2 7 3 reported cluster peak locations. Finally, we included the amygdala given its important role in 2 7 4 previous studies, most recently in the study by (Whitehead JC and JL Armony 2019) using the 2 7 5 univariate contrast face fear > face neutral (p<0.01 uncorrected). In all ROIs, stimulus type could be decoded above chance level (one sample t-test against chance 2 7 7 level, all p<0.0001). Furthermore, when the classifier operated on all stimuli together (that is, be identified as supramodal as the responses were not invariant to stimulus type (see Fig. 2 ).
8 5
Qualitatively, the RDM and MDS plots in Figure 2 show that in all tested ROIs there is a strong 2 8 6 effect of stimulus type (blocks on diagonal for the RDM and a large distance between types in 2 8 7 the MDS). Notable, this effect is not always clearly present in just the beta magnitudes (response 2 8 8 levels) and is at least partially caused by the multi-voxel pattern dissimilarities. We performed an additional analysis to gain insight into where in the brain supramodal emotion 2 9 2 regions might be found by training a classifier to decode emotion across stimulus modalities.
9 3
Being able to predict emotion by training on one modality and testing on another modality would 2 9 4 be a strong indication of supramodal emotion encoding in the brain. Therefore, the cross-modal 2 9 5
classifier was trained (or tested) on either the body or face stimuli and tested (or trained) on the of modality and emotion within modality, none of these cross-modal classifiers resulted in 3 0 0 accurate decoding of emotion (p<0.001, see Supplementary Fig. S5 ).
3 0 1
Contrasting accuracies for emotion and modality
3 0 2
There was little overlap in regions identified by the within stimulus type classifier (see Fig. 2 converge with regions where emotion was decoded successfully from the face and/or voice. Therefore, to identify regions that have a purely supramodal representation of emotion, we 3 0 6
contrasted the accuracy map for modality versus emotion directly. Here, finding regions having 3 0 7
higher decoder accuracy for emotion compared to modality would be a strong indication for 3 0 8
supramodal emotion encoding. This analysis revealed in general that, as expected, modality combination of two specific emotions could be decoded with higher accuracy than the modality.
1 2
Only for fear and neutral in the face-voice session did we find a region in the medial motor 3 1 3 cortex and for happy and neutral in the body-voice session in the white matter (at p<0.001 3 1 4
uncorrected, see Fig. S6 ). Our results indicate that the brain regions involved in emotion processing are modality specific. That is, in the regions where emotion can be decoded, it could only be decoded within modality 3 1 8
but not across modalities, indicating that the decoding is driven by a specific response to a 3 1 9 specific emotion-modality combination. In a departure from the few previous studies using a 3 2 0 partially comparable approach we found evidence for sensory specific rather than abstract three stimulus categories used, the different emotions studied, the task conditions, and the 3 2 4
converging results from different analysis techniques, our study presents a novel approach to 3 2 5
understanding the specific contribution and the neural basis of emotional signals provided by 3 2 6 different sensory modalities. To understand our findings against the background of the literature, some specific aspects 3 2 8 of our study must be highlighted. We used dynamic realistic face and body stimuli instead of therefore be more spontaneous and trigger more sensorimotor processes in the viewer than posed (Dricu M and S Fruhholz 2016) or oddball tasks presented in the same modality as the stimulus. In contrast, our modality specific oddball task is presented in the alternate modality of the stimulus presentation thereby diverting attention not only from the emotion content but also from 3 3 9
the perceptual modality in which the target stimuli of that block are shown. This task was 3 4 0
intended to approximate the naturalistic experience of emotional signals, where often one is 3 4 1 engaged in one activity (visual perception) when another event intrudes (an auditory event). We 3 4 2 discuss separately the findings on the major research questions. types, two modalities) and an other modality centered task like the present. The studies that did with a very different task as we discuss below (Peelen MV et al. 2010) . was found in cuneus, fusiform gyrus, EBA, tempo-parietal junction, superior parietal lobe, as 3 6 0 well in as the thalamus while the amygdala was more active for facial than for bodily 3 6 1 expressions, but independently of the facial emotion. Here we replicate that result for faces and 3 6 2 bodies and found highly significant clusters with differential mean activation across stimulus 3 6 3 types in primary and higher-order auditory and visual regions, as well as in motor, pre-motor and 3 6 4 dorsal/superior parietal cortex ( Fig. S1 ). Regions sensitive to stimulus category were not only found in primary visual and auditory cortex 3 6 7
as expected but also in motor, pre-motor and dorsal/superior parietal cortex consistent with the either the face, voice or body it is not surprising that dorsal parietal cortex, pre-motor cortex and revealed the retrosplenial cortex ( Fig. S3 ). Retrosplenial cortex receives input from areas known 3 7 4
to play a role in processing salient information (prefrontal cortex, superior temporal sulcus, 3 7 5 precuneus, thalamus, and claustrum (Maddock RJ 1999) . The retrosplenial cortex is associated 3 7 6
with navigation and memory functions and may be part of a network that conveys predatory be reflected in this activity here. Activity in this area is also consistent with the recent findings provide evidence for overlap in brain activity neither for modality nor emotion category. The goal of our multivariate approach was to reveal the areas that contribute most 3 8 8 strongly to an accurate distinction between the modalities and the stimulus emotion. Our results 3 8 9
of the MVPA searchlight show that modality type can be decoded from the sensory cortex and 3 9 0 that emotion can be decoded in STG for voice stimuli and in STS for face and body stimuli. We 3 9 1 found no overlap in brain regions that contribute to the classification of emotion when using 3 9 2 either the face, the body or the voice decoder ( Fig. S4 ). Thus the brain areas that are involved in 3 9 3 discriminating between face, voice or body expressions irrespective of the emotion are different 3 9 4 from each other. Nor did we find evidence for neural activity overlap the other way around when 3 9 5
using a cross-modal emotion decoder and looking for possible brain areas common to the 3 9 6 modalities ( Fig. S5 ). Lastly, we could not clearly identify regions where emotion could be 3 9 7
decoded with higher accuracy than modality ( Fig. S6 ). To put it negatively, we could not clearly and that would show very similar voxel patterns for the same emotion in the different modalities. This clearly indicated that the brain responds to facial, body and vocal emotion expression in a 4 0 1 unique fashion. Thus the overall direction pointed to by our results seems to be that that being 4 0 2 exposed to emotional stimuli (that are not task relevant and while performing a task requiring attention to the other modality than that in which the stimulus is presented) is associated with 4 0 4 brain activity that shows both an emotion specific and a modality specific pattern. To follow up on the whole-brain analysis we performed a detailed and specific analysis conditions. Our design and task were intended to promote spontaneous non-focused processes of 4 2 4
the target stimuli and did not promote amodal conceptual processing of the emotion content. It is 4 2 5
likely that using an explicit recognition task would have activated higher level representations flexibly processed for the benefit of ongoing action and interaction in a broader perspective of an identifiable brain correlate (Ekman P 2016) simply do not exist but that these are cognitive- modality and stimuli. Affective information processing thus appears not organized as 4 6 0 categorically, neither by conceptual emotion category nor by modality, as was long assumed. Emotion representation, more so even than object representation, may possibly be sensory than abstract category membership. This pragmatic perspective is consistent with the notion that While our study was not addressing issues of multisensory perception, our findings may have implications for theories of multisensory integration. As has often been noted, human has initiated studies that go beyond the facial expression and found rapid and automatic influence The motivation to include three stimulus categories led to some limitations of the current 4 9 1 design because two separate scanning sessions were required to have the desired number of 4 9 2 stimulus repetitions. To avoid that the comparison of representations of stimuli from two 4 9 3 different sessions was biased by a scan session effect, we did not include any results that referred 4 9 4
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