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Abstract—Hyperspectral images contain mixed pixels due to
low spatial resolution of hyperspectral sensors. Spectral unmixing
problem refers to decomposing mixed pixels into a set of endmem-
bers and abundance fractions. Due to nonnegativity constraint
on abundance fractions, nonnegative matrix factorization (NMF)
methods have been widely used for solving spectral unmixing
problem. In this letter we proposed using multilayer NMF
(MLNMF) for the purpose of hyperspectral unmixing. In this
approach, spectral signature matrix can be modeled as a product
of sparse matrices. In fact MLNMF decomposes the observation
matrix iteratively in a number of layers. In each layer, we
applied sparseness constraint on spectral signature matrix as
well as on abundance fractions matrix. In this way signatures
matrix can be sparsely decomposed despite the fact that it is not
generally a sparse matrix. The proposed algorithm is applied on
synthetic and real datasets. Synthetic data is generated based
on endmembers from USGS spectral library. AVIRIS Cuprite
dataset has been used as a real dataset for evaluation of proposed
method. Results of experiments are quantified based on SAD and
AAD measures. Results in comparison with previously proposed
methods show that the multilayer approach can unmix data more
effectively.
Index Terms—Hyperspectral imaging, nonnegative matrix fac-
torization (NMF), multilayer NMF (MLNMF), sparseness con-
straint, spectral unmixing.
I. INTRODUCTION
DESPITE high spectral resolution of hyperspectral sensorsthey have low spatial resolution. Low spatial resolution
can cause mixed pixels in hyperspectral images. Mixed pixels
contain more than one distinct material. These materials are
called endmembers and the presence percentages of them in
mixed pixels are called abundance fractions. Spectral unmixing
problem refers to decomposing the measured spectra of mixed
pixels into a set of endmembers and their abundance fractions
[1].
Linear mixing model is often used for solving spectral
unmixing problem because of its simplicity and efficiency in
most cases [1]. There are many methods proposed for solving
spectral unmixing problem [2]–[7]. They can be categorized in
geometrical, statistical and sparse regression based approaches
[8]. Due to nonnegativity constraint in linear mixing model,
nonnegative matrix factorization (NMF) has been widely used
for solving spectral unmixing problem [9]–[11]. Generally,
algorithms based on NMF lead to a NP-hard optimization
problem [12], [13]. In this letter, an algorithm called MLNMF
method, based on multilayer NMF [14] has been proposed to
improve the performance of NMF methods for hyperspectral
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data unmixing. Using multilayer structure of MLNMF, spectral
signatures matrix is considered as a product of sparse matrices.
In each layer, sparseness constraint on endmembers matrix is
added to the cost function. To evaluate the proposed method,
synthetic and real datasets are used. Synthetic data is generated
using USGS spectral library and synthetic images. AVIRIS
Cuprite Nevada dataset is used as a real data to examine the
proposed algorithm. Spectral unmixing results are evaluated
based on spectral angle distance (SAD) and abundance angle
distance (AAD) metrics and compared against vertex compo-
nent analysis (VCA) [2] and L1/2-NMF [11].
The rest of this letter is organized as follows. Problem defi-
nition and methodology framework are discussed in section II.
Section III presents metrics that are used for the evaluation of
the proposed method. Experiments and results using synthetic
and real datasets are also summarized in this section. Finally,
section IV discusses the results and concludes the paper.
II. METHODOLOGY
There are two main classes of mixing models for spectral
unmixing problem: linear mixing model (LMM) and the
category of nonlinear mixing models [15]. LMM is not always
true but it is an acceptable model in many scenarios and
is widely used to solve spectral unmixing problem [13]. In
this letter only LMM is considered. Mathematical formulation
of LMM, sparse NMF and proposed MLNMF method are
described in this section.
A. Linear Mixing Model (LMM)
Mathematical formulation of linear mixture model is ex-
pressed in (1).
X = AS+E. (1)
In this equation X ∈ RB×N refers to the observation
matrix, B denotes the number of spectral bands and N denotes
the total number of pixels. A ∈ RB×P and S ∈ RP×N refer
to the signatures and the abundance fractions matrices respec-
tively. P denotes the number of endmembers and E ∈ RB×N
refers to observation noise.
This model is subject to two physical constraints on the
abundance fraction values: abundance nonnegativity constraint
(ANC) and abundance sum to one constraint (ASC) [1]. These
constraints are formulated in the following equations:
∀i, j : sij ≥ 0, (2)
P∑
i=1
sij = 1. (3)
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B. Sparse Single Layer Nonnegative Matrix Factorization
NMF is an efficient method for decomposing multivariate
data. Algorithms based on different cost functions can be used
to solve NMF problem [16]. In this paper, Euclidean distance
is used. General NMF problem is formulated in (4):
X ≈ AS. (4)
In this equation X is a B × N nonnegative matrix, A is
a B × P nonnegative matrix and S is a P × N nonnegative
matrix. The cost function in (5) can be used for solving NMF
problem. This cost function should be minimized with respect
to A and S subject to the nonnegativity constraints on A
and S. Multiplicative update algorithm is an efficient way of
minimizing the cost function in NMF problem, since it is fast
and easy to implement [16].
ONMF =
1
2
‖X−AS‖2F . (5)
In hyperspectral unmixing, one of the constraints that can
be used is a sparseness constraint on the abundance fractions
matrix. The cost function using this constraint is given in (6).
From physical point of view, the logic for this constraint is
that the number of endmembers present in each mixed pixel
is much less than the total number of endmembers.
OSLNMF =
1
2
‖X−AS‖2F + α‖S‖1/2, (6)
where α is the regularization parameter that controls the
impact of sparseness constraint [12]. q-norm of a matrix S
is defined in (7).
‖S‖q =
P∑
i=1
N∑
j=1
sqij , (7)
where sij is an element of matrix S in the ith row and jth
column.
To take care of ASC constraint on the abundance fraction
values, fully constrained least squares (FCLS) method [17]
has been used. In this method new observation and signature
matrices are defined as:
X˜ =
[
X
δ1
]
, A˜ =
[
A
δ1
]
, (8)
where δ is a parameter that controls the impact of ASC
constraint and 1 is a row vector with all elements equal to
one [17].
C. Proposed MLNMF Method
In this letter, in order to improve the performance of NMF
methods for hyperspectral unmixing, using MLNMF method
is proposed. MLNMF has been initially proposed in [14] for
solving blind source separation problem in signal processing.
In this method, multilayer structure is used to decompose the
observation matrix. In the first layer, basic decomposition is
done resulting in A1 and S1. Then in the second layer, the
result of the first layer (S1) is decomposed into A2 and S2.
This process will be repeated to reach the maximum number
A1 A2
. . . AL
S1 S2 . . . SLX
A =
∏L
l=1 Al
S = SL
1st Layer 2nd Layer Lth Layer
Fig. 1. Multilayer NMF decomposition.
of layers (L) (see Fig. 1). The mathematical representation of
multilayer structure is summarized in (9).
X = A1S1, S1 = A2S2, . . . , SL−1 = ALSL,
⇒ A = A1A2 . . .AL, S = SL.
(9)
In the proposed method, we used the sparsity constraints
for both spectral signatures and abundance fractions. Applying
sparsity constraint on abundance fractions is already well dis-
cussed in [11]. In this letter, we also added sparsity constraint
on the spectral signatures matrix in each layer. Although the
true spectral signatures matrix is not sparse, the decomposition
result of it in each layer can be sparse. The intuitive for this
assumption is that we can represent a nonsparse matrix as a
product of a few sparse matrices. The mathematical proof of
this assumption is still an open problem [18]. Note that in
MLNMF method X is decomposed partially in the first layer
and will be decomposed completely in a number of layers.
Although in the first layer A and S are obtained but in the
succeeding layers the results will be improved. Considering
the mentioned constraints, MLNMF cost function for the lth
layer is defined in (10).
OMLNMF =
1
2
‖Xl −AlSl‖
2
F + αA‖Al‖1/2 + αS‖Sl‖1/2,
(10)
In our experiments, αA is set using the following equation:
αA = α0e
−t
τ , (11)
where t is the iteration number in the process of optimization
and, α0 and τ are constants to regularize the impact of sparsity
constraints. This equation for regularization parameters is
motivated by temperature function in the simulated annealing
(SA) method and can avoid getting stuck in local minima
[14]. Also, to increase the impact of sparsity constraint on
the abundance fractions, αS could be chosen larger than αA.
As a rule of thumb, we set αS = 2αA in our experiments,
though one can optimize the algorithm by finding the best
relationship between these parameters.
By differentiating (10) with respect to Al and Sl, mul-
tiplicative update rules can be calculated. These rules for
solving the NMF problem with L1 sparseness constraints are
calculated in [19]. We have obtained the update rules by
substituting the terms related to L1/2 constraints [11]. The
resulted multiplicative update rules for our NMF problem are
expressed in (12) and (13).
Al ← Al. ∗ (XlS
T
l )./(AlSlS
T
l +
1
2
αAA
−1/2
l ), (12)
Sl ← Sl. ∗ (A
T
l Xl)./(A
T
l AlSl +
1
2
αSS
−1/2
l ), (13)
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where (.)T denotes the transpose of a matrix.
ASC constraint has been considered using (8). After eval-
uating performance of the algorithm for different values of δ,
we set δ = 25 in our experiments.
To initialize the algorithm, results of VCA [2] have been
used in the experiments. Note that random initialization can
also be used, but VCA initialization gives more robust results.
Another important setting of the algorithm is the stopping
criteria. In each layer, the algorithm will be stopped either after
reaching the maximum number of iterations (Tmax) or meeting
the stopping criteria in (14) for ten successive iterations.
‖OMLNMFNew −OMLNMFOld‖ < ǫ, (14)
where OMLNMFNew and OMLNMFOld are cost function values for
iterations t and t − 1 respectively and ǫ is the error value
that has been set to 10−4 in our experiments. The proposed
MLNMF algorithm is summarized in Algorithm 1.
Algorithm 1: MLNMF Algorithm
input : Observation matrix (X)
Parameters: P , α0 , τ , δ , L and Tmax
output: Estimated spectral signatures and abundance
fractions (A and S)
X1 = X;
for l = 1 to L do
Initialize Al and Sl using VCA for the first layer and
using random initialization for other layers
for t = 1 to Tmax do
update Al using (12);
Xl = X˜l , Al = A˜l using (8);
update Sl using (13);
if stopping criteria in (14) then
break
end
end
Xl+1 = Sl
end
A =
∏L
l=1 Al and S = SL
III. EXPERIMENTS AND RESULTS
For evaluation purposes, synthetic data and real dataset have
been used in this research. In subsection A, evaluation metrics
used for quantifying results have been introduced. Experiments
for evaluation of the proposed scheme are described and results
are shown for synthetic and real dataset in subsections B and
C respectively.
A. Evaluation Measures
For evaluation of the proposed method, two different mea-
sures have been used: spectral angle distance (SAD) and abun-
dance angle distance (AAD) [20]. SAD measures the similarity
between original spectral signatures (mi) and estimated ones
(mˆi) as formulated in (15).
SADmi = cos−1 (
m
T
i mˆi
‖mi‖‖mˆi‖
) (15)
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Fig. 2. Selected Materials from USGS Library (splib06).
AAD measures the similarity between original abundance
fractions (ai) and estimated ones (aˆi) as formulated in (16).
AADai = cos−1 (
a
T
i aˆi
‖ai‖‖aˆi‖
) (16)
Advantage of using these measures is that they are inde-
pendent of scale difference between original and estimated
vectors. To have an overall measure of performance, root mean
square of these measures are defined in (17) and (18).
rmsSAD = ( 1
P
P∑
i=1
(SADmi)2)1/2 (17)
rmsAAD = (
1
N
N∑
i=1
(AADai)2)1/2 (18)
B. Experiment I: (synthetic data) USGS Spectral Library
Spectral signatures from USGS library (splib06) [21] have
been used in this paper to generate simulated data. Spectral
signatures in this library contain 224 spectral bands with the
spectral resolution of 10nm that covers wavelength range of
380nm to 2500nm. Six signatures of this library have been
chosen randomly and shown in Fig. 2. Then the procedure
described in [9] has been used to create synthetic images
of size 64 × 64 pixels containing no pure pixels. To do
so, each image is divided into 8 × 8 blocks and all pixels
in each block are filled up by one of signatures randomly
selected from the chosen signatures. To create linear mixture,
a spatial low pass filter of size 9 × 9 has been applied to
the image. To remove probable pure pixels in the resulted
image, all pixels with abundances greater than 80% have
been replaced by a mixture of all endmembers with equally
distributed abundances. Finally, in order to simulate sensor
noise and possible measurement errors, zero mean Gaussian
noise is added to the data.
In this experiment, robustness and performance of the
algorithm in the presence of noise are investigated. Synthetic
dataset is used because when using this kind of data, true
spectral signatures and abundance fractions are completely
known. Zero mean Gaussian noise with different levels of SNR
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Fig. 3. Original spectral signatures (blue solid lines) and estimated ones using
MLNMF (red dashed lines)
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Fig. 4. Comparison of rmsSAD (left) and rmsAAD (right) for VCA, L1/2-
NMF and MLNMF vs. SNR.
has been added to data to simulate the measurement error and
sensor noise [9]. The relationship between SNR and zero mean
noise variance is given in the following equations:
SNR = 10 log10(E[xTx]/E[eTe]),
σ2
e
= E[xTx]/(10SNR/10),
(19)
where x and e represent signal and noise levels of a pixel
respectively and E[.] denotes the expectation operator.
Parameters of the algorithm are selected as follows: α0 =
0.1, τ = 25, L = 10 and Tmax = 400. These parameters are
determined to gain the best results but because of the lack of
space we did not present the parameter selection procedure
here. Estimated spectral signatures and the original ones are
depicted in Fig. 3. In this experiment SNR has been set to
20dB.
Fig. 4 shows the performance of the proposed method in
comparison with L1/2-NMF [11] and VCA [2] methods. Since
VCA can only extract endmembers, FCLS [17] has been
used in conjunction with VCA to extract endmembers. Fig. 5
compares the stability of the results in terms of mean and
standard deviation for 20 runs of the algorithms. As it can be
seen in these figures, our method excels L1/2-NMF and VCA.
C. Experiment II: (real data) AVIRIS Cuprite Nevada
The Cuprite, Nevada dataset collected by AVIRIS sensor is
used in this experiment [22]. In this letter, a 250× 191-pixel
subscene of this dataset has been used similar to [2]. Band 30
of this subscene is illustrated in Fig. 6. After removing low
SNR and water absorption bands, a total number of 188 bands
remained and used in the experiment.
Based on the study in [23] and results in [2] there are 14
materials in the scene. But some of them are very similar and
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Fig. 5. Comparison of methods in terms of mean and standard deviation of
rmsSAD (left) and rmsAAD (right) for 20 Runs.
Fig. 6. Band 30 of the subimage of AVIRIS Cuprite Nevada Dataset
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Fig. 7. Original spectral signatures (blue solid lines) and estimated ones using
MLNMF (red dotted lines)
we considered just one of each similar pair. Also we added
”Chalcedony” as one of the endmembers according to the
mineral map in [23]. In this way, 12 endmembers are selected
as true signatures.
In this experiment the regularization parameters are set
to α0 = 0.1 and τ = 25. Estimated signatures along
with the true signatures of USGS AVIRIS convolved spectral
library (s06av95a) [21] are demonstrated in Fig. 7. Extracted
abundance fraction maps using MLNMF method are illustrated
in Fig. 8. Table I summarizes the results of the experiment on
Cuprite dataset. As the results show, the proposed method out-
performs VCA and L1/2-NMF methods in terms of rmsSAD.
IV. CONCLUSION
Methods based on NMF are one of the promising methods
for hyperspectral unmixing purposes. In this letter we pro-
posed using multilayer nonnegative matrix factorization for
hyperspectral unmixing to improve the results and reduce the
risk of getting stuck in local minima. We considered sparsity
constraint for both spectral signatures and abundance fractions.
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Fig. 8. Estimated abundance fractions maps using MLNMF.
TABLE I
COMPARISON BETWEEN METHODS IN TERMS OF SAD
Methods
Material Name VCA L1/2-NMF MLNMF
Alunite GDS82 Na82 0.1741 0.0655 0.0948
Andradite WS487 Garnet 0.1445 0.0721 0.1045
Buddingtonite GDS85 D-206 0.1143 0.1104 0.1319
Chalcedony CU91-6A 0.1168 0.1327 0.1387
Kaolin Smect H89-FR-5 .3Kaol 0.0585 0.0448 0.0775
Kaolin Smect KLF508 .85Kaol 0.0856 0.0847 0.0981
Dumortierite HS190.3B 0.1096 0.0968 0.0856
Montmorillonite+Illite CM37 0.0740 0.0429 0.0921
Muscovite IL107 0.0845 0.1604 0.0745
Nontronite NG-1.a 0.0717 0.0817 0.1177
Andradite WS474 0.0996 0.0982 0.0739
Sphene HS189.3B 0.0561 0.2171 0.0508
rmsSAD 0.1047 0.1138 0.0981
From physical point of view, although spectral signatures
matrix is not sparse, but by considering multilayer structure,
we can decompose it into a few sparse matrices. The proposed
method has been applied on synthetic and real datasets.
Results are presented in terms of SAD and AAD metrics and
compared against VCA and L1/2-NMF. Comparisons show
that the proposed algorithm can unmix hyperspectral data more
effectively.
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