For seeking sparse representation coefficients in the kernel feature space, we propose a novel method of facial expression recognition based on kernel sparse representation classification to improve the recognition rate of facial expression. The 1 l -norm minimization problem was solved in this paper. The coefficient vector was obtained and the local binary patterns features were extracted as the facial representation features. kernel sparse representation classification was used to perform facial expression classification and compared with sparse representation-based classification, the nearest subspace, support vector machines, K-nearest neighbor, and radial basis function neural network. Test results based on the universal JAFFE database show that the presented kernel sparse representation classification method is more effective than other methods in facial expression recognition.
Introduction
Different facial expressions reflect a person's inner emotional states, intentions or social communications. Facial expressions are the primary way human beings express and interpret emotional states. Facial expression recognition aims to identify the human emotional states by using facial expression. In the past decade, facial expression recognition has become an important research topic in the fields of pattern recognition, artificial intelligence and computer vision, due to its important applications in human-computer interaction, artificial intelligence, security monitoring, social entertainment, etc.
It's known that a basic facial expression recognition system generally consists of two parts: facial feature extraction and facial expression classification. After getting facial expression images, facial feature extraction aims to extract facial expression features from original images to represent facial expressions. As far as facial feature extraction is concerned, there are mainly two methods: geometric features-based methods and appearance features-based methods [1] . Geometric featuresbased methods are regarded as one kind of macroscopic methods. Face is composed of eyebrows, eyes, nose, mouth, chin and other parts. These organs' size, shape, direction, relative position affects the generation of facial expression. Geometric features-based methods aim to detect facial feature points, and then to extract facial expression features by using the geometric relationship between these feature points. Active shape models (ASM), active appearance models (AAM), scale-invariant feature transform (SIFT) are three typical geometric features-based methods. Another geometric features-based method is the geometric information on fiducial location points. In contrast, appearance features-based methods are taken as one kind of microscopic approaches, since it can show a slight change in a local scope. Gabor wavelets representation is one of well-known appearance features-based methods and widely adopted as facial features for facial expression recognition during the last two decades. Gabor wavelets filter can produce multi-scale and multiorientation coefficients and achieve good facial expression recognition performance [2, 3] . In recent years, local binary patterns (LBP) [4] , originally proposed for texture descriptors, has attracted more and more attention in the field of facial expression recognition. Li et al. [5] successfully used polytypic multi-block local binary patterns for automatic facial expression recognition. A recent review of LBP could be found in [6] .
In terms of facial expression classification, there are many classification methods for facial expression recognition, such as hidden Markov model (HMM), artificial neural network (ANN), support vector machines (SVM), K-nearest neighbor (KNN) and so on. Recently, a new classification method called sparse representation-based classification (SRC) [7] based on compressed sensing [8, 9] , has been successfully utilized for facial expression recognition and drawn extensive attentions. In some previous work [10] [11] [12] , it's found that SRC could obtain promising performance on facial expression recognition tasks.
It's worth noting that the recognition ability of SRC depends on the quality of the dictionary. Ideally, for the 1 l -norm minimization algorithms, the dictionary atoms corresponding to different classes should be separated from each other. For another perspective, the validity of SRC is based on the assumption that different types of data points are not distributed in the same radius direction. However, this assumption is invalid when dealing with some actual data, where the data classes are layered along the radius direction. Therefore, if a test sample has the same vector direction as the training samples belonging to two or more classes, SRC would not effectively identify it. In other words, SRC lost its classification ability when dealing with data with the same direction distribution.
To solve the SRC problem mentioned above, some preliminary work has been recently done to develop kernel sparse representation based classification (KSRC) [13] . In essence, with the aid of the kernel trick, KSRC aims to find sparse representation coefficients in a high-dimensional feature space (also called kernel feature space) rather than in the original feature space. On the other hand, KSRC recalls the kernel trick to maps the original data into the kernel feature space by using some nonlinear mapping associated with a kernel function and then performs the SRC algorithm in this kernel feature space. Motivated by little research done on investigating the performance of KSRC on facial expression recognition tasks, we proposed a novel methodology of facial expression recognition using KSRC. Test results on the universal JAFFE database show the validity of the proposed KSRC approach for facial expression recognition.
Local Binary Patterns
In this chapter, we present the descriptions of facial feature extraction based on local binary patterns (LBP). The LBP operator is originally used to label the pixels of an image, which is conducted by thresholding a neighborhood of the 3×3 size with the center value for each pixel. The resulted LBP code of the center pixel could be achieved by changing the binary code into a decimal one. an example of a basic LBP operator is shown in Fig.1 . We could label each pixel of an image by using the resulted LBP code based on the LBP operator. The detailed process of LBP features extraction is shown in Fig.2 . A facial image can be split into some non-overlapping blocks, and for every split block the LBP histograms are calculated. At last, all the calculated LBP histograms resulting from the split blocks are concatenated into a whole feature vector. The facial image can be represented based on the obtained LBP code. The 59-bin LBP operator was used to perform the LBP feature extraction from Ref. [14] . Firstly, the cropped face images of 110×150 pixels were divided into several non-overlapping blocks with a size of 18×21 pixels, yielding a good trade-off between classification accuracy and the size of feature vector. The original cropped facial images could be divided into 42 (6×7) different regions, and the dimensionality of the obtained feature vector produced by the LBP histograms is 2478 (59×42).
Proposed Method Based on KSRC
By combining the kernel technique and SRC method, kernel sparse representation-based classification (KSRC) is developed as a nonlinear extension of SRC. In fact, KSRC aims to find sparse representation coefficients in the kernel feature space rather than in the original feature space. It is well known that data point x owns a nonlinear kernel mapping  :
(1) We can make the input data point d i xR  map into some high-dimensional feature space based on the nonlinear mapping  . As for the kernel feature space , the inner product ,  can be defined for a properly chosen  , leading to a reproducing kernel Hilbert space (RKHS). In RHKS, a kernel function ( , ) ij k x x can be defined as ( , ) ( ), ( ) ( ) ( )
k is a kernel and there are three frequently-used kernel functions: the linear kernel, polynomial kernel and the Gaussian kernel.
The linear kernel function can be represented as ( , )
The polynomial kernel function is ( , ) ( ) (7) In order to get the value of coefficient vector α , the 1 l -norm minimization problem of Eq. (7) in KSRC can be reformulated as the following Lasso optimization problem: (8) Where  is used to balance the sparsity and the reconstruction error, and is called the regularization parameter. Generally, a larger  denotes a sparser solution. Various iterative methods are used to solve Eq. (8) , such as the feature-sign search algorithm [13] , and the gradient-projection algorithm [15] . These related algorithms can be found in a survey [16] .
In summary, the facial expression recognition based on KSRC is summarized in detail as shown in Algorithm 1.
Experiment Verification
To demonstrate the performance of the presented KSRC methodology on facial expression recognition tasks, the universal JAFFE [17] facial expression database is employed for experiments. The presented KSRC method is compared with several the-state-of-art methods, including sparse representation-based classification (SRC), the nearest subspace (NS) [18] , support vector machines (SVM), K-nearest neighbor (KNN), and the standard radial basis function neural network (RBFNN). Note that, the optimal value of K for KNN was obtained by utilizing an exhaust search within the range [1, 20] with a step of 1, and recorded the best performance of KNN. The LIBSVM package [19] was employed to perform the SVM algorithm with the linear kernel function, one-versus-one strategy for multi-class classification problem. For SRC, the 1 l -norm minimization is solved by using the 1 l -magic method [20] , and =0.001  . For KSRC, the feature-sign search method is used to solve the 1 l -norm minimization problem of Eq. (8) and =0.001  . The typical Gaussian kernel function is used for KSRC. A 10-fold cross validation scheme is conducted in 7-class facial expression classification experiments, and the average identification results are reported. The test platform is Intel CPU 2.10 GHz, 1G RAM memory, MATLAB 7.0.1 (R14).
Database
The used JAFFE database [17] consists of 7 basic expressions, including neutral, happiness, sadness, surprise, anger, disgust and fear. It contains 10 Japanese women, each of which has 7 expressions. Each expression has about 3, 4 images, a total of 213 images. Each image pixel is 256 × 256.
Experimental Results and Analysis
The recognition results of different classification methods with the LBP features on the JAFFE database are shown in Table 1 . From the results in Table 1 , it can be seen that compared with other methods such as SRC, NS, SVM, KNN, and RBFNN, KSRC obtains the highest recognition performance with an accuracy of 85.71%, followed by SRC, NS, KNN, SVM and RBFNN. This can be attributed to the fact that KSRC has a good classification performance since it combines the kernel trick and the SRC method. As for a kernel extension of SRC, KSRC owns two remarkable characteristics. On one hand, KSRC preserves the sparsity property of SRC for classification. In other words, KSRC aims to seek sparse representation coefficients in the kernel feature space for classification. On the other hand, as a kernel methodology, KSRC is able to capture the non-linear relationships of data, so it performs better than SRC for classification. In order to give the correct recognition rate for each expression, Table 2 lists the fuzzy matrix of seven facial expression recognition results when KSRC perform best (i.e., the obtained accuracy is 85.71%). The diagonal data in Table 2 are the correct recognition rate of each expression. The results in Table 2 show that five expressions, including anger, joy, sadness, surprise and neutral, are classified well, since their correct recognition rates are more than 90%. Among them, happiness is identified with the highest accuracy of 96.67%. In contrast, the correct recognition rates of disgust and fear is slightly lower, i.e., 71.43% and 77.42%, respectively. The main reason is that disgust and fear are easily confused.
Conclusions
This paper develops a novel approach of facial expression recognition based on KSRC and the LBP features. The best performance with an accuracy of 85.71% on the JAFFE database was obtained by KSRC, outperforming SRC, NS, SVM, KNN, and RBFNN. This can be explained by the fact that KSRC integrates the kernel trick and the SRC method, resulting in a good classification performance.
