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Abstract
Nonlinear integral equations are studied in relation to vehicular traﬃc, biology, the
theory of optimal control, economics, etc. In this paper, we use a numerical method for
solving nonlinear Fredholm-Hammerstein integral equations by using multiquadric quasi-
interpolation method. Multiquadric quasi-interpolation is an useful instrument in approx-
imation theory and its applications.
Keywords : Radial basis function, Quasi-interpolation, Hammerstein integral equations, Numerical
method.
1 Introduction
The Hammerstein integral equations (HIE) was considered in the earlier 30’s of the last
century as a general model for studying of semi-linear boundary value problems, and the
kernel k(x,t) typically arises as the Green function of a diﬀerential operator [4]. Af-
terwards, many authors have solved this kind of integral equation by various methods.
Several numerical methods for approximating HIE are known. The classical method for
solving it, is introduced in [13]. A variation of the Nystorm method was presented in [9].
A collocation-type method was developed in [8]. In [2], Brunner applied a collocation-type
method to nonlinear Volterra HIE and integro diﬀerential equation, and discussed it’s con-
nection with the iterated collocation method. The existence of the solutions to nonlinear
Hammerstein integral equations is discussed in [10]. The HIE have strong physical back-
ground, and arises from electro-magnetic ﬂuid dynamic [12].
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The purpose of this paper is solving nonlinear Fredholm-Hammerstein integral equations
(FHIE) of the form
f(x) = g(x) +
∫ 1
0
k(x,t)u(t,f(t))dt, (1.1)
by using multiquadric quasi-interpolation (MQ) method. In this method the unknown
function is approximated by MQ. The outline of the paper is as follows: In Section 2
the MQ method is introduced. In Section 3 mathematical formulation of our method is
explained and we will perform it on FHIE. In Section 4 some examples are presented to
show the accuracy of our method, and ﬁnally Section 5 concludes the paper.
2 Multiquadric quasi-interpolation method
In 1968, Hardy [6] proposed multiquadric as a kind of radial basis function (RBF). For
the ﬁrst time, Kansa [7] used successfully modiﬁed MQ for solving partial diﬀerential
equation (PDE). In 1992, Betson and Powell [1] proposed three univariate MQ. They
named them LA,LB,LC to approximate a function{f(x)|x0 ≤ x ≤ xn}. Afterwards,
Schaback and Wu [14] proposed a MQ LD to improve LA,LB,LC. MQ LD possesses
preserving monotonicity, convexity preserving and linear reproducing on [x0,xn], but LA
and LB, for example, cannot preserve both linearity and convexity. Quasi-interpolation
is an appropriate instrument in approximation theory and its applications. Multiquadric
is used in geodesy, geophysics, photogrammetry, hydrology and mining and so on [5]
but the most important advantage of quasi-interpolation is that one can evaluate the
approximation directly without the need to solve any linear system of equations. In this
section we introduce the MQ LD to approximate a function {f(x)|x0 ≤ x ≤ xn}. Given
points {(xj,fj)}n
j=0 , where x0 ≤ x1 ≤ ... ≤ xn, the form of univariate quasi-interpolation
is as follows:
f(x) =
n ∑
j=0
fjψj(x), (2.2)
where ψj(x), j = 0,1,...n, are a linear combination of radial basis functions. Buhmann [3]
considered ψ(x) be a second divided diﬀerence of ϕ as follows:
ψj(x) =
ϕj+1(x) − ϕj(x)
2(xj+1 − xj)
−
ϕj(x) − ϕj 1(x)
2(xj − xj 1)
. (2.3)
The operator LD is introduced as follows [14, 3] :
(LDf)(x) = f0α0(x) + f1α1(x) +
n 2 ∑
j=2
fjψj(x) + fn 1αn 1(x) + fnαn(x), (2.4)Communications in Numerical Analysis 3
where
α0(x) = 1
2 +
ϕ1(x) (x x0)
2(x1 x0) ,
α1(x) =
ϕ2(x) ϕ1(x)
2(x2 x1) −
ϕ1(x) (x x0)
2(x1 x0) ,
αn 1(x) =
(xn x) ϕn 1(x)
2(xn xn 1) −
ϕn 1(x) ϕn 2(x)
2(xn 1 xn 2) ,
αn(x) = 1
2 +
ϕn 1(x) (xn x)
2(xn xn 1) ,
ϕj(x) =
√
(x − xj)2 + c2, j = 1,...,n − 1, c ∈ R,
ψj(x) =
ϕj+1(x) ϕj(x)
2(xj+1 xj) −
ϕj(x) ϕj 1(x)
2(xj xj 1) , j = 2,...,n − 2.
Let
ϕ 1(x) = |x − x 1|, ϕ0(x) = |x − x0|, ϕn(x) = |x − xn|, ϕn+1(x) = |x − xn+1|
then (LDf)(x) can be written as follows:
(LDf)(x) =
n ∑
j=0
fjψj(x).
Quasi-interpolation f(x) has the following properties:
Theorem 2.1. [3], If
ϕ 1(x) = ϕ0(x) + x0 − x 1, (2.5)
ϕn(x) = ϕ0(x) − 2x + x0 + xn, (2.6)
ϕn+1(x) = ϕn(x) + xn+1 − xn, (2.7)
then the multiquadric quasi-interpolation f(x) can be written as three equivalent forms
as follows:
f(x) = 1
2
∑n 1
j=1(
ϕj+1(x) ϕj(x)
xj+1 xj −
ϕj(x) ϕj 1(x)
xj xj 1 )fj
+1
2(1 +
ϕ1(x) ϕ0(x)
x1 x0 )f0 + 1
2(1 −
ϕn(x) ϕn 1(x)
xn xn 1 )fn,
f(x) =
f0+fn
2 + 1
2
∑n 1
j=0
ϕj(x) ϕj+1(x)
xj+1 xj (fj+1 − fj),
f(x) = 1
2
∑n 1
j=1(
fj+1 fj
xj+1 xj −
fj fj 1
xj xj 1)ϕj(x)
+
f0+fn
2 +
f1 f0
2(x1 x0)ϕ0(x) −
fn fn 1
2(xn xn 1)ϕn(x).
In addition, on [x0,xn], we have
(f(x))(k) =
1
2
n 1 ∑
j=0
ϕ
(k)
j − ϕ
(k)
j+1
xj+1 − xj
(fj+1 − fj),
where x 1 < x0 and xn < xn+1.4 Communications in Numerical Analysis
Considering the Eqs. (2.5)-(2.7) and the deﬁnition of ϕj(x) and ψj(x), we can say that
the quasi-interpolation f(x) deﬁned by Eq. (2.2) is just the MQ which we will use in this
paper.
Theorem 2.2. [3], Let
h = max{xj − xj 1}, 1 ≤ j ≤ n.
For any real number c > 0, x ∈ [x0,xn] and function f(x) ∈ C2(x0,xn), the multiquadric
quasi-interpolation LD satises:
∥(LDf) − f∥1 ≤ k1h2 + k2ch + k3c2 logh,
where k1,k2,k3 are constants independent of h and c.
3 The approximate solution of Hammerstein integral equa-
tion by MQ
For this part, we shall consider the following integral equation:
f(x) = g(x) +
∫ 1
0
k(x,t)u(t,f(t))dt. (3.8)
For numerically solving this kind of integral equation, the unknown function f inside of
the integral is approximated by operator LD. Clearly, we have:
f(x) = g(x) +
∫ 1
0
k(x,t)u(t,
n ∑
j=0
f(tj)ψj(t))dt, (3.9)
where ψj(t), j = 0,1,...,n, are introduced in previous section. It can be written:
f(x) = g(x) +
∫ 1
0
k(x,t)u(t,f(t0)ψ0(t) + f(t1)ψ1(t) + ... + f(tn)ψn(t))dt. (3.10)
If we set xj ≃ tj, we have a nonlinear system as follows:
f(x0) = g(x0) +
∫ 1
0
k(x0,t)u(t,f(x0)ψ0(t) + f(x1)ψ1(t) + ... + f(xn)ψn(t))dt,
f(x1) = g(x1) +
∫ 1
0
k(x1,t)u(t,f(x0)ψ0(t) + f(x1)ψ1(t) + ... + f(xn)ψn(t))dt,
. . .
f(xn) = g(xn) +
∫ 1
0
k(xn,t)u(t,f(x0)ψ0(t) + f(x1)ψ1(t) + ... + f(xn)ψn(t))dt,
where f(xj), j = 0,1,...,n, are unknown. We can solve this nonlinear system by a
mathematical software like Mathematica, Maple and etc. When f(xj), j = 0,1,...,n,
is obtained, it is suﬃcient to substitute these values in:
f(x) =
n ∑
j=0
fjψj(x),
where f(x) is an approximation of f(x).Communications in Numerical Analysis 5
4 Numerical examples
In order to illustrate the performance of the MQ method in solving FHIE and justify
the accuracy of our method, we consider the following examples. Also, we suppose that
c = 0.00015.
Example 4.1. Consider the FHIE:
f(x) = ex+1 −
∫ 1
0
ex 2t(f(t))3dt.
The exact solution of this equation is
f(x) = ex.
In Table 1, we set 10 points
x1 = 0, x2 = 0.1,..., x9 = 0.8, x10 = 0.9.
Now, the integral equation can be written as follows:
f(x) = ex+1 −
∫ 1
0
ex 2t(
10 ∑
j=1
f(tj)ψj(t))3dt.
Clearly, we have:
f(x) = ex+1 −
∫ 1
0
ex 2t(f(t1)ψ1(t) + f(t2)ψ2(t) + ... + f(t9)ψ9(t) + f(t10)ψ10(t))3dt.
If we set x = xj, j = 1,2,...,10, and tj ≃ xj, we will obtain a nonlinear system of equations
as follows:
f(x1) = ex1+1 −
∫ 1
0
ex1 2t(f(t1)ψ1(t) + f(t2)ψ2(t) + ... + f(t9)ψ9(t) + f(t10)ψ10(t))3dt,
f(x2) = ex2+1 −
∫ 1
0
ex2 2t(f(t1)ψ1(t) + f(t2)ψ2(t) + ... + f(t9)ψ9(t) + f(t10)ψ10(t))3dt,
. . .
f(x10) = ex10+1 −
∫ 1
0
ex10 2t(f(t1)ψ1(t) + f(t2)ψ2(t) + ... + f(t9)ψ9(t) + f(t10)ψ10(t))3dt.
By solving this system, the values of f(xj), j = 1,2,...,10, can be obtained. By substituting
these values in
LD(f(x)) =
10 ∑
j=1
fjψj(x),
we obtain the approximation of f(x). In Table 1, one can compare the numerical and exact
solutions.6 Communications in Numerical Analysis
Table 1
Numerical and exact solutions.
x Exact solution Numerical solution Absolute error
0 1 0.999899 0.000101
0.1 1.10517 1.10506 0.00011
0.2 1.2214 1.22128 0.00012
0.3 1.34986 1.34972 0.00014
0.4 1.49182 1.49167 0.00015
0.5 1.64872 1.64855 0.00017
0.6 1.82212 1.82193 0.00019
0.7 2.01375 2.01355 0.0002
0.8 2.22554 2.22532 0.00022
0.9 2.4596 2.45935 0.00025
0.2 0.4 0.6 0.8 1.0
1.5
2.0
2.5
Figure 1: Comparison of numerical solution (···), and exact solution (− − −), of example 4.1 in
10 points.
Example 4.2. Consider the FHIE:
f(x) =
1
1 + x2 −
3x
16
+
∫ 1
0
xt(f(t))3dt.
The exact solution of this equation is as follows:
f(x) =
1
1 + x2.
For comparing numerical and exact solutions, see Table 2.Communications in Numerical Analysis 7
Table 2
Numerical and exact solutions.
x Exact solution Numerical solution Absolute error
0 1 1 0
0.1 0.990099 0.990039 0.0000600099
0.2 0.961538 0.961419 0.000119462
0.3 0.917431 0.197252 0.000179193
0.4 0.862069 0.86183 0.000238966
0.5 0.8 0.799701 0.000299
0.6 0.735294 0.734936 0.000358118
0.7 0.671141 0.670723 0.00041794
0.8 0.69756 0.609278 0.000478098
0.9 0.552486 0.551949 0.000537188
0.2 0.4 0.6 0.8 1.0
0.7
0.8
0.9
1.0
Figure 2: Comparison of numerical solution (···), and exact solution (− − −), of example 4.2 in
10 points.
Example 4.3. Consider the FHIE as follows:
f(x) = cos(x) −
1
8
x(1 + cos(2) + 2sin(2)) +
∫ 1
0
xt(f(t))2dt,
where
f(x) = cos(x)
is the exact solution.
In Table 3, one can compare the numerical and exact solutions of this example in 10 points.8 Communications in Numerical Analysis
Table 3
Numerical and exact solutions.
x Exact solution Numerical solution Absolute error
0 1 1 0
0.1 0.995004 0.994974 0.0000301653
0.2 0.980067 0.980006 0.0000605778
0.3 0.955336 0.955245 0.0000914891
0.4 0.921061 0.920939 0.0001219994
0.5 0.877583 0.87743 0.000152562
0.6 0.825336 0.825152 0.000183615
0.7 0.764842 0.764628 0.000214187
0.8 0.696707 0.696462 0.000244709
0.9 0.62161 0.621335 0.000274968
In Figure 3, the exact and numerical solutions are shown in 10 points for example 4.3.
0.2 0.4 0.6 0.8 1.0
0.7
0.8
0.9
1.0
Figure 3: Comparison of numerical solution (···), and exact solution (− − −), of example 4.3.
Example 4.4. Consider the FHIE:
f(x) =
x
e
+
∫ 1
0
2xte f(t)2
dt, 0 ≤ x ≤ 1,
where
f(x) = x
is the exact solution.
In Table 4, the numerical and exact solutions in 10 points can be seen.Communications in Numerical Analysis 9
Table 4
Numerical and exact solutions.
x Exact solution Numerical solution Absolute error
0 0 0 0
0.1 0.1 0.1 0
0.2 0.2 0.2 0
0.3 0.3 0.3 0
0.4 0.4 0.4 0
0.5 0.5 0.5 0
0.6 0.6 0.6 0
0.7 0.7 0.7 0
0.8 0.8 0.8 0
0.9 0.9 0.9 0
5 Conclusion
In this paper, we used MQ to solve the FHIE. The numerical solutions are compared with
the exact solutions in four examples. The results show that the MQ can be a reasonable
method to solve this type of integral equations. Also, this method uses simple computation
with acceptable solution.
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