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ABSTRACT 
 To date the majority of the research related to the development and application of 
monitoring, diagnostic, and prognostic systems has been exclusive in the sense that only 
one of the three areas is the focus of the work.  While previous research progresses each 
of the respective fields, the end result is a variable ―grab ag‖ of techniques that adres 
each problem independently.  Also, the new field of prognostics is lacking in the sense 
that few methods have been proposed that produce estimates of the remaining useful life 
(RUL) of a device or can be realistically applied to real-world systems.  This work 
addresses both problems by developing the nonparametric fuzzy inference system (NFIS) 
which is adapted for monitoring, diagnosis, and prognosis and then proposing the path 
classification and estimation (PACE) model that can be used to predict the RUL of a 
device that does or does not have a well defined failure threshold. 
 To test and evaluate the proposed methods, they were applied to detect, diagnose, 
and prognose faults and failures in the hydraulic steering system of a deep oil exploration 
drill.  The monitoring system implementing an NFIS predictor and sequential probability 
ratio test (SPRT) detector produced comparable detection rates to a monitoring system 
implementing an autoassociative kernel regression (AAKR) predictor and SPRT detector, 
specifically 80% vs. 85% for the NFIS and AAKR monitor respectively.  It was also 
found that the NFIS monitor produced fewer false alarms.  Next, the monitoring system 
outputs were used to generate symptom patterns for k-nearest neighbor (kNN) and NFIS 
classifiers that were trained to diagnose different fault classes.  The NFIS diagnoser was 
vi 
shown to significantly outperform the kNN diagnoser, with overall accuracies of 96% vs. 
89% respectively.  Finally, the PACE implementing the NFIS was used to predict the 
RUL for different failure modes.  The errors of the RUL estimates produced by the 
PACE-NFIS prognosers ranged from 1.2-11.4 hours with 95% confidence intervals (CI) 
from 0.67-32.02 hours, which are significantly better than the population based prognoser 
estimates with errors of ~45 hours and 95% CIs of ~162 hours.   
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1 INTRODUCTION 
 As systems become more complex and more critical in our daily lives, the need 
for methods for monitoring, diagnosing, and eventually predicting when they will fail 
(prognosing) has become apparent.  The purpose of this work that contributes to this area 
of research is the introduction of a new flexible individual based prognosis algorithm that 
can be used in applications where a failure threshold is or is not previously known.  
Another purpose of this work that contributes to the field is the development of a 
monitoring, diagnosis, and prognosis methodology that is based on modifications of a 
single fuzzy inference based algorithm. 
1.1 BACKGROUND AND RESEARCH NEED 
 To date there have been a plethora of methods that address several key 
requirements of monitoring, diagnostic, and prognostic systems.  While the proposed 
methods are beneficial to the scientific and engineering community at large, they do not 
address the issue of being readily integrated into a real world system.  For example, 
recent work by Whisnant et al. [2005] describes a monitoring system that uses a 
nonparametric prediction algorithm to estimate the state of the system and then applies a 
statistical test to the prediction residuals to determine if a fault has occurred.  Next, recent 
work by Yan et al. [2006] describes a diagnostic system that uses multiple classification 
algorithms to diagnose faults.  Finally, recent work by Vichare and Pecht [2006] provides 
a survey of different prognostic algorithms, which range from built-in-tests (BIT) to 
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cumulative damage modeling.  While these three examples represent significant steps in 
advancing the systems that address the monitoring, diagnostic, and prognostic fields 
respectively, they do not provide insight as to how to bring the ―pieces‖ together into an 
integrated system.  In addition to integration issues, the relatively new field of 
prognostics is lacking in the sense that few methods have been proposed that produce 
estimates of the remaining useful life (RUL) of a device or that can be realistically 
applied to real-world systems.  The work presented in this dissertation addresses both of 
these problems by first developing an integrated fuzzy inference based monitoring, 
diagnostic, and prognostic system and then proposing a prognostic algorithm that is 
flexible enough to be use to predict the RUL of a device that does or does not have a 
previously defined failure threshold.   
1.2 ORIGINAL CONTRIBUTIONS 
 In the literature, there are numerous methods that address the individual problems 
of prediction, detection, diagnosis, and prognosis.  Rather than examine each problem 
independently, this work uses modifications on a single algorithm to solve each problem.  
For prediction, detection, and diagnosis, the originality of this work lies in the use of the 
newly developed nonparametric fuzzy inference system (NFIS).  This is not the case for 
prognosis, since there has been little work that has resulted in remaining useful life 
estimates (RUL).  In this work, the theoretical framework for applying the NFIS for RUL 
is presented and demonstrated on multiple data sets.  A summary of the original 
contributions of this dissertation are presented below. 
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1. Development of the NFIS.  The motivation for the development of the NFIS is to 
fuse the benefits of fuzzy logic (i.e. effectively manage uncertain or corrupted 
inputs, natural linguistic structure, etc.) with nonparametric techniques (i.e. 
defined by data, small training times, etc.).  The supplementary literature survey, 
presented in Appendix A, provides a reference basis that describes prediction, 
detection, diagnosis, and prognosis systems that use fuzzy logic in their 
implementation.  This reference basis is intended to support the statement of 
uniqueness since no algorithm equivalent in structure to the NFIS was found. 
2. Development of the path classification and estimation (PACE) model for 
individual based prognosis.  To date, the majority of the individual based 
prognosis algorithms are founded on the existence of a failure threshold.  While 
this foundation has been shown to be valid for certain failure modes under 
specific test conditions, its eficacy for predicting failure in ―real world‖ systems 
is limited, in the sense that many systems and failure modes are too complex and 
variable to be described by a single threshold.  The PACE addresses this problem 
by allowing the data to speak for itself.  In other words, a device is interpreted as 
having failed if it in fact fails.  The PACE is also shown to be flexible enough to 
be applied to systems where the failure threshold is known. 
3. Development of a purely nonparametric embodiment of the PACE model.  By 
allowing data to define the prognosis model, the nonparametric embodiment 
allows for expert opinion, physical models of degradation, etc. to be easily 
integrated into the estimation of the RUL.  This approach allows for continuous 
prognoser development, where the prognoser is initially trained via expert 
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knowledge or simulations of the degradation.  As failure data becomes available, 
it can be easily used to supplement or replace the nonparametric PACE memory. 
4. Adapt a single algorithm, namely the NFIS, for use in prediction, detection, 
diagnosis, and prognosis systems. 
a. Prediction – use the NFIS to predict system signal states from measured 
values 
b. Detection – use the NFIS prediction residuals as inputs to a statistical fault 
detection technique (sequential probability ratio test or the cumulative 
sum) to detect faults in the system 
c. Diagnosis – use the NFIS to map fault symptoms (ex. prediction residuals 
for observations with fault alarms) to different fault conditions 
d. Prognosis – use the NFIS to perform the classification and estimation 
operations in the PACE for estimating the remaining useful life of an 
individual device 
5. Analytic equations are derived for the predictor embodiment of the NFIS.  These 
equations are then integrated into previously derived confidence and prediction 
intervals. 
6. Methods for estimating the confidence and prediction intervals for the RUL 
estimates produced by the PACE are developed. 
a. Inverse regression and variance propagation is used to derive analytic 
uncertainty equations for the RUL estimates of the PACE model 
implementing linear trending and the NFIS. 
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b. Monte Carlo uncertainty estimation methods are developed for calculating 
the uncertainty of the RUL estimates of the PACE model. 
7. The embodiments of the NFIS are compared against conventional techniques, 
such as autoassociative kernel regression, k-nearest neighbor, etc. 
1.3 DOCUMENT ORGANIZATION 
 A detailed literature survey of prediction, detection, diagnosis, and prognosis 
algorithms is presented in section 2.  This discussion is followed by a presentation of the 
theory and structure of the NFIS in section 3.  The prediction, detection, diagnosis, and 
prognosis embodiments of the NFIS are presented in section 4.  Next, the monitoring, 
diagnosis, and prognosis systems are described in section 5.  A discussion of the test and 
comparison methods is also presented in section 5.  The results of applying the integrated 
system are presented in section 6.  Concluding remarks and recommendations for future 
work are presented in section 7.  A reference basis for the NFIS is presented in Appendix 
A.  Finally results and commentary for the AAKR and NFIS monitoring systems are 
presented in Appendix B and Appendix C respectively. 
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2 LITERATURE SURVEY 
 According to Isermann [1985], to supervise a process or system one must be able 
to detect, diagnose, and evaluate faults that occur.  In his proposed method, a predictive 
model is used to estimate model parameters, the system state, and/or measured system 
signals.  These predictions are then compared to reference values (i.e. measurements, 
nominal values, etc.) to generate residuals, which are used for fault detection.  If the 
system is deemed faulty, the residuals are processed to generate symptom patterns that 
are subsequently used to diagnose the system fault.  Once the fault has been diagnosed, 
the residuals are evaluated to determine the severity of the fault and whether or not the 
system should continue to operate in its present mode. 
 For this work, a slightly modified version of the framework described by 
Isermann [1985; 1995; 2004] is considered.  Rather than considering the change in 
control of the system, the modified method considers the problem of predicting its 
remaining useful life (RUL).  RUL estimation is also commonly referred to as prognosing 
the system and these terms will be used interchangeably for the remainder of this 
dissertation.  Returning to the problem at hand, the previously described process can be 
reorganized into a four step procedure, namely: 1) prediction, 2) detection, 3) diagnosis, 
and 4) prognosis.  This process can also be interpreted as answering the following 
questions: 
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1) From previous system behavior and current measurements, what should the 
process signal values be? 
2) Comparing the current prediction error to some nominal distribution, is there a 
fault in the system? 
3) If there is a fault, what is the fault? 
4) For the identified fault, what is the RUL of the component and/or system? 
 
 A literature survey of the methods that address the previously listed steps is 
presented in the following sections. 
2.1 PREDICTION 
 Of the four steps, the prediction problem is most difficult to define, since the word 
―prediction‖ is often used to describe estimating the stae of a system, estimating the 
parameters of a physical or empircal model, estimating a signal’s staistics, and 
estimating measured signal values.  In state estimation, un-measureable state parameters 
are estimated by evaluating the physical equations that describe the system.  By 
comparing the calculated parameters to their expected or nominal values, residuals can be 
generated and faults can be detected.  For example, Moseler and Isermann [1998] 
estimate the state parameters (i.e. voltage, resistance, current, etc.) of the electronics in a 
DC motor for the purpose of detecting known fault conditions.  Next, systems that 
estimate the parameters of a physical or empirical model generally optimize the 
parameters for normal system behavior and then dynamically update these parameters for 
on-line observations.  The difference between the prior or expected parameters and the 
8 
current parameters is then used to determine how far the system is from its normal state.  
For example, Fenu and Parisini [1999] dynamically optimize a smoothing parameter and 
compare the current parameter to an expected/nominal value to detect faults.  Systems 
that estimate signal statistics use samples of on-line data to calculate the sample statistics 
(i.e. mean, variance, etc.) and compare the calculated values to nominal values to detect 
faults. For example, Rogers [203] sugest using estimates of asignal’s noise staistics 
to determine if a sensor has faulted.  Finally, systems that predict the values for measured 
signals generally use a model of the system to map correlated signal measurements 
(inputs) to target signal values (output).  This prediction methodology is implemented in 
this work and is discussed in more detail in the following sections. 
 Due to the large number of prediction algorithms available in the literature, an 
exhaustive survey is not practical.  The interested reader is referred to the work of Draper 
and Smith [1966] for ordinary least squares (OLS) regression, Jolliffe [2002] for 
principal component analysis (PCA), Martens [1989] for partial least squares (PLS) 
regression, Haykin [1994] for neural networks, and Hardle [1989] for nonparametric 
regression.  The following discussion will, however, describe two nonparametric 
prediction algorithms that are currently used in commercial monitoring software, 
specifically: kernel regression (KR) and the multivariate state estimation technique 
(MSET).  After these algorithms have been discussed in detail, a survey of the prediction 
algorithms that use fuzzy logic is presented. 
9 
2.1.1 Kernel Regression 
 Kernel regression (KR) is a nonparametric, empirical modeling technique that 
uses historical, exemplar observations to make predictions.  This section discusses the 
various kernel regression algorithms in detail, beginning with a top-level description of 
the steps used in KR.  Following this overview, methods for quantifying similarity, 
specifically distance measures and kernel functions, are discussed.  This discussion 
serves as a foundation for the detailed descriptions of the different model architectures 
that are presented in the final section.   
Method Overview 
 In staistics and empircal modeling, the proces of estimating aparmetr’s value 
by calculating a weighted average of historical, exemplar observations is known as kernel 
regression [Atkeson et al. 1997a].  Generally, KR may be most compactly represented by 
the so-called Nardaraya [1964]-Watson [1964] estimator.  As an example, consider the 
case where n example observations of an input (X) and output (Y) have been collected.  
To estimate the output for an observation of the input, the Nardarya-Watson estimator 
presented in the following equation can be used. 
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where:  n is the number of exemplar observations in the KR model 
  Xi and Yi are the input and output of the i
th exemplar observation  
  x is a query input 
   xXK i   is a weighting or kernel function, which generates a weight  
   (similarity) for a given difference of a query from an exemplar 
  xyˆ  is an estimate of y, given x 
 
 To understand KR, the mechanics of Equation 2.1 must be well understood.  In 
the following discussion, the steps implemented in KR are discussed in detail.  These 
steps are then related to Equation 2.1. 
 For a query observation of the inputs, the KR estimation process can be structured 
into three steps.  First, the distance of the query from each of the input exemplars is 
calculated.  Next, the distances are supplied as inputs to a kernel function, which converts 
the distances to weights (similarities).  Finally, the weights are used to estimate the output 
by calculating a weighted average of the output exemplars.  These steps are depicted in 
Figure 2.1. 
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Figure 2.1 Process diagram for kernel regression prediction algorithm 
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 For the sake of clarity, the steps presented in Figure 2.1 will now be discussed in 
more detail.  To begin, consider the exemplar inputs X and outputs Y.  These 
observations represent the "memory" of the KR model and are therefore often referred to 
as memory observations or memory vectors.  For the following discussion, the previously 
described SISO system is generalized to a system with p inputs and r outputs.  The result 
of this generalization is that the input (X) and output (Y) exemplar observations are now 
represented by matrices with dimensions n×p and n×r, respectively.  Another 
consequence is that the query observation of the inputs is not a single value x but a vector 
of p values, which is designated by x.   
Step #1 – Distance Calculation 
Consider the query input x.  The observation is of the KR model inputs and will be used 
to predict the output.  To determine the proximity of the query to each of the exemplar 
vectors a distance measure is evaluated.  More specifically, the distance measure is 
evaluated for each exemplar input and the query input as arguments.  The distance 
calculation for the ith exemplar observation is represented by  xX ,id .  Notice that this 
calculation is repeated for each of the exemplar inputs.  This means that the result of this 
entire operation is a column vector d of n distances.  The distance vector d contains the 
distance of the query to all of the input exemplars.   
Step #2 – Similarity Quantification 
At this point, the calculated distances need to be converted to weights or similarities.  
This is accomplished by evaluating a similarity or kernel function for each of the 
distances.  For the column vector d of n distances, the kernel function results in a column 
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vector w of n weights, which represent the similarity of the query to each of the input 
exemplars. 
Step #3 – Output Estimation 
In the final step of the prediction process, the similarities of the query to each of the input 
exemplars are combined with the output exemplars to obtain estimates of the output.  For 
KR, this is accomplished by calculating a weighted average of the output exemplars using 
the similarities of the query to the input exemplars as weighting parameters.   
 The KR prediction process can also be thought of as answering the question: 
"Based on observed inputs X and outputs Y, what will be the system output for a new 
query input x?"  To answer this question, two additional questions need to be addressed: 
 
1) How similar is the query to the known inputs X? (Step #1 and Step #2) 
2) From the similarities of the query to the known inputs X, the outputs that are most 
likely to occur can be inferred.  How are the similarities aggregated to estimate 
the model output? (Step #3) 
 
 At this point, the previously described process will be related to Equation 2.1, 
beginning with the distance calculation.  The distance measure used in Equation 2.1 can 
be seen to simply be the difference of the input exemplar and the query: 
   xXxXd ii , . 
Two distance calculations are discussed in the following sections.  These distances are 
used to estimate the similarities via the kernel function K.  These similarities can be 
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interpreted as being weights and using the notation described in Step #2, the weight can 
be represented by the following equation. 
   xXdKw ii , .        (2.2) 
Finally, the estimated similarities are used to perform a weighted average of the output 
exemplars.  Notice that in Equation 2.1 the sum of the weighted output exemplars is 
divided by the sum of the weights.  This operation is simply a normalization that allows 
for the prediction to be represented as a "mix" of the output exemplars where each 
exemplar can have an influence of 0 to 1 (i.e. 0-100%).   
 In this section, a top-level description of the KR prediction process was presented.  
In the next section, the methods used to quantify similarity (i.e. calculate the weights) 
will be discussed. 
Quantifying Similarity 
 Before discussing the details of the KR model, the methods used for quantifying 
similarity (i.e. distance measures and kernel functions) need to be examined. 
Distance Measures 
 A common distance function is the Euclidean distance, which is also known as the 
L2-norm.  For a single input, the Euclidean distance for the ith input exemplar and a query 
is given by: 
     xXxXx,Xd iii 
2 
 . 
For p inputs, the Euclidean distance becomes: 
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where:  Xi is the i
th exemplar observation vector of the p inputs, and Xi,j is the i
th  
   exemplar observation of the jth input 
  x is the query observation of the p inputs, and xj is the query observation  
   of the jth input 
 
 An alternative form of the Euclidean distance is the adaptive Euclidean distance 
[Garvey & Hines 2006].  In this distance measure, query observations that lie outside the 
training range (i.e. outside the minimum and maximum input exemplars) are dropped 
from the distance calculation.  This allows the distance calculation to be robust to sensor 
drifts and failures.  For the sake of clarity, consider the example presented in Figure 2.2.  
Here, the exemplar observations (training data) and a query observation that lies within 
the training data are defined.  Since each query input is within the training range, none of 
the inputs are dropped from the distance calculation and the Adaptive Euclidean distance 
is equivalent to the standard Euclidean distance. 
 The examples presented in Figure 2.3 illustrate the utility of the adaptive 
Euclidean distance.  In Figure 2.3(a), the Euclidean distance is used.  Notice that the 
distances are dominated by the missing inputs and result in large distances.  These 
distances would undoubtedly result in small weights, which would produce un-reliable 
KR predictions that result from dividing by the sum of the weights in Equation 2.1.  Now 
consider the same example using the adaptive Euclidean distance (see Figure 2.3(b)). 
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Figure 2.2 Illustrative example of the Adaptive Euclidean distance with query inputs within the 
training range 
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(a) 
 
 
(b) 
 
Figure 2.3 Illustrative example of the (a) Euclidean distance and (b) Adaptive Euclidean distance for 
a failed input 
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Notice that since the first input is outside the training range, it is dropped from the 
distance calculation.  The resulting distances can be seen to be closer to the given 
distances without the failure.  Therefore, when an input or inputs fail or move outside of 
the training range the adaptive Euclidean distance attempts to calculate the distances 
considering only the inputs that are still within the training range.  It is important to note 
that in "real-world" applications, the accuracy of the Adaptive Euclidean distance for a 
single input failure would improve (i.e. it would be closer to the distances without the 
input failure) since more than 3 inputs are often used in KR models. 
Kernel Functions 
 To transform the distance into a similarity or weight, a kernel function is used.  In 
general, a kernel function should have large values for small distances and small values 
for large distances.  In other words, when a query point is nearly identical to a reference 
point its distance should be small and, therefore, that particular reference point should 
receive a large weight and vice versa.  One commonly used function that satisfies this 
criterion is the Gaussian kernel [Fan & Gijbels 1996], 
  2
2
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
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
.       (2.4) 
Here, h is comonly refred to as the kernel’s bandwidth and is used to control what 
effective distances are deemed similar.  For mean centered, unit variance scaled data, the 
bandwidth generally has values on 10 h .  It can be seen in Figure 2.4 that the 
Gaussian kernel with the smaller bandwidth (h = 0.1) will only generate large weights 
when the distance is very close to zero, while the kernel with the larger bandwidth is less 
specific and will assign significant weights for a larger range of distances. 
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Figure 2.4 Example Gaussian kernels 
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 Other kernel functions include the inverse distance, exponential, absolute 
exponential, uniform weighting, triangular, biquadratic, and tricube kernel [Atkeson et al. 
1997a], examples of which may be seen in Figure 2.5.  Although each function may have 
advantages or disadvantages in certain situations [Cleveland & Loader 1994a], the 
Gaussian kernel function is generally an adequate selection.  In fact, the work of Scott 
[1992] and Cleveland and Loader [1994b] show that kernel function selection plays a 
non-critical role in the performance of locally weighted models. 
 Now that the methods for mapping an input query to similarities have been 
discussed, the different model architectures are discussed in more detail. 
Model Architectures 
 There are three different KR architectures that characterize the number and type 
of inputs and outputs.  These model architectures are inferential, heteroassociative, and 
autoassociative KR.  As seen in Figure 2.6, an inferential model uses multiple inputs to 
infer an output, a heteroassociative model uses multiple inputs to predict multiple 
outputs, and an autoassociative model uses inputs to predict the "correct" values for the 
inputs, where "correct" refers to the relationships and behaviors contained in the 
exemplar observations.  At this point, the prediction procedure for each of the 
architectures is examined.  The following discussion will focus on how the three step 
process described earlier changes for the different model architectures.  These discussions 
do not draw from a single reference, but are an amalgam of the work of Hardle [1989], 
Wand and Jones [1995], Fan and Gijbels [1996], and Atkeson et al. [1997a; 1997b].  
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Figure 2.5 Examples of alternative kernel functions [Atkeson et al. 1997a] 
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(a) 
 
 
(b) 
 
 
(c) 
Figure 2.6 Illustration of (a) inferential, (b) heteroassociative, and (c) autoassociative model 
architectures 
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 Before examining the different KR architectures, several conventions and 
notational simplifications need to be discussed.  For the remainder of this section it will 
be assumed that the query observation is within the training range.  This assumption 
allows the Euclidean and adaptive Euclidean distance to be represented by Equation 2.3.  
Next, recall that in KR the weighted sum of the outputs is normalized by the sum of the 
weights.  To simplify the notation, the sum of the weights is defined as follows. 
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.         (2.5) 
Using this definition and the definition of the weights (Equation 2.2), the following 
equation can be written. 
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Inferential Kernel Regression 
 The first architecture that is considered is the inferential KR model.  In this 
architecture, p inputs are used to predict a single output.  The output may or may not be 
one of the inputs, but in most cases it is not, in that inferential KR models most often use 
system parameters to infer the value of another, related parameter.  At this point, the three 
step KR prediction process is discussed. 
Step #1 – Distance Calculation 
Since there are p inputs, Equation 2.3 can be applied directly.  For convenience, Equation 
2.3 is reproduced below. 
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The result of calculating the distances for the n input exemplars is a vector of n distances. 
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Step #2 – Similarity Quantification 
Next, the Gaussian kernel (Equation 2.4) is evaluated with the calculated distances d.   
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The result is a vector of n weights. 
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Step #3 – Output Estimation 
Since there is only one output, Equation 2.6 can be applied directly: 
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Heteroassociative Kernel Regression 
 At this point, the inferential KR model can be adapted to handle multiple outputs.  
In general, a heteroassociative model uses p inputs to predict r outputs.  Again, the 
outputs may or may not be inputs.  Since the first two steps of the KR prediction process 
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measure the similarity of the query inputs to the input exemplars, the only change occurs 
in the third step of the prediction process.   
Step #3 – Output Estimation 
For a vector of n weights, the predictions of the heteroassociative KR model are 
calculated for the r outputs according to the following equation, where Yi,j is the i
th 
exemplar of the jth output. 
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Autoassociative Kernel Regression 
 Finally, autoassociative KR (AAKR) estimates the "correct" versions of the input 
[Diaz 2000; Diaz et al. 2001; Diaz & Hollman 2002].  For the sake of clarity, the process 
diagram for KR prediction (see Figure 2.1) is modified for an autoassociative architecture 
in Figure 2.7.  Notice that there are no longer output exemplars.  In an autoassociative 
model the input exemplars perform the same action as the output exemplars.  As with 
heteroassociative KR, the only difference between AAKR and inferential KR lies in the 
final step of the prediction process. 
Step #3 – Output Estimation 
For AAKR, the outputs are "corrected" versions of the inputs and are a weighted average 
of the input exemplars. 
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Figure 2.7 Process diagram for the autoassociative kernel regression prediction algorithm 
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2.1.2 Multivariate State Estimation Technique (MSET) 
 The Multivariate State Estimation Technique (MSET) is a nonlinear, 
nonparametric modeling technique that was developed by Argonne National Laboratory 
(ANL) [Gross et al. 1998; Gross et al. 2001; Singer et al. 2001] for high-sensitivity 
proactive fault monitoring applications in advanced commercial nuclear power systems.  
In addition to nuclear power plants, MSET has been previously used in a wide variety of 
monitoring systems, which include: 1) NASA’s real-time signal validation, sensor 
operability validation, and proactive fault monitoring for the space shuttle vehicle and 
ground support systems [Bickford et al. 200, 201]; and 2) Sun Microsystems’ proactive 
maintenance software for enterprise class computing hardware [Gross et al. 2002a, 
2002b, 2002c].  Before continuing it is important to note that the same model 
architectures that were described in the previous section can be applied to MSET, namely 
inferential, heteroassociative, and autoassociative.  Rather than rehash these architectures 
for MSET, this discussion will focus on an autoassociative model architecture. 
 If nm exemplar vectors are collected from a system, then the process memory D, 
commonly referred to as the memory matrix [Singer et al. 2001], may be represented as 
follows. 
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Notice that in this notation, the first column of the memory matrix D is the first exemplar 
observation of the p inputs.  The memory matrix D may now be used to estimate the 
values for a single observation of the p system variables, denoted by the 1×p matrix x.  
According to multiple linear regression, an estimate of x may be calculated via the 
pseudoinverse. 
   TT1TT   ˆ xDDDDx          (2.7) 
This result has several clear limitations, specifically the requirement that DDT  be non-
singular, an inability to accommodate random uncertainties, and non-random defects.   
 MSET addresses these limitations by introducing a non-linear operator, denoted 
by ⊗, into Equation 2.7. 
   TT1TT   ˆ xDDDDx          (2.8) 
Singer et al. [2001] describe a suitable non-linear operator as having the following 
properties: 
 
1) DD T  must be non-singular; 
2) If some elements in the observation vector are not within the ranges of the same 
elements of the column vectors in the memory matrix D, the estimation vector 
must still represent an optimum estimation; 
3) If the observation vector is identical to one of the column vectors in D, then the 
estimation vector must be identical to the observation vector; 
4) The error vector (difference between the observation and estimation vectors) must 
be minimized. 
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 Two such operators that fulfill these conditions have been identified, but are not 
available in the literature due to patent and proprietary issues.  In the next section, 
Equation 2.8 will be manipulated, such that its final form will be very near that of kernel 
regression.  Furthermore, it will be shown that the MSET non-linear operator is a type of 
kernel function and, therefore, should not provide critical improvements [Scott 1992; 
Cleveland & Loader 1994a, 1994b] to parameter estimates as compared to the widely 
used Gaussian kernel. 
MSET vs. Kernel Regression 
 Recall that the estimation equation of KR for an x is: 
 
a
Xw
x
 T
ˆ  
Also, recall that w is an nm×1 vector of weights obtained by evaluating the Gaussian 
kernel with the distances of x from each of the nm exemplar vectors contained in X and a 
is a normalizing constant equal to the sum of the weights. 
MSET Function Manipulation 
 To begin the manipulation, recall that the memory matrix D is the transpose of X.  
Making this substitution, one has: 
      TTT1 TTTTT     ˆ xXXXXx    
Canceling the appropriate transpose operations: 
   T1 TTT    ˆ xXXXXx         (2.9) 
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Next, taking the transpose of both sides: 
   XXXXxx 1 TT  ˆ         (2.10) 
Notice, that there is a significant change in operation (i.e. ⊗ and multiplication) order.  
This change is a result of the following matrix property, which also extends to the 
nonlinear operator . 
   TTT ABAB   
Also, notice that  1 T XX  remained unchanged from Equation 2.9 to Equation 2.10.  
This is a result of the following properties: 
          1T TT 1 T1TT1      XXXXAA  
   TT T XXXX          (2.11) 
The property represented by Equation 2.11 implies that TXX  is a symmetric matrix 
(i.e. AA T ).  This property will be illustrated in the next section, which describes how 
the non-linear operator ⊗ is applied. 
Applying the Non-linear Operator 
 In order to further condense Equation 2.10, the process of applying the non-linear 
operator ⊗ must be understood. First, consider TXx , which is fully represented by the 
following matrices: 
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As with matrix multiplication, the application of ⊗ produces an 1×nm matrix, as verified 
by the following equation 
   mm nnpp  1 1  
The process by which this calculation is performed proceeds according to the following 
steps (Figure 2.8): 
 
1) Set i = 1. 
2) Extract the ith column from XT, which is the ith memory vector Xi. 
3) Calculate the distance of x from Xi. 
4) Supply the distance to the MSET kernel and record its output in the ith column of 
a weight matrix w. 
5) If i ≠nm, go to (a), otherwise go to (b). 
a. Increment i and return to step 2. 
b. Stop. 
 
 Notice that when the Gaussian kernel function is used, that w is identical to the w 
used in kernel regression.  Next, consider TXX , which is calculated according to the 
following steps: 
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Figure 2.8 Process diagram for applying the MSET non-linear operator for a x and X 
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1) Set i = 1 and j = 1. 
2) Extract the ith row from X, which is the ith memory vector Xi. 
3) Extract the jth column from XT, which is the jth memory vector Xj. 
4) Calculate the distance of Xi from Xj. 
5) Supply the distance to the MSET kernel and record its output in the ith row and jth 
column of a normalizing matrix N. 
6) Evaluate appropriate iteration case. 
a. If i ≠nm and j ≠nm, then set j = j + 1 and return to step 3. 
b. If i ≠nm and j = nm, then set i = i + 1, j = 1, and return to step 2. 
c. If i = nm and j = nm, then stop. 
 
 Examining the above process, three major features of the normalizing matrix N 
are evident.  First, the dimensions of N are nm × nm.  Next, the diagonal elements of N are 
simply the kernel function’s maximum value, since 
   0,,  iihii dKN XX  
Finally, since distance functions do not generally depend on order, i.e. 
    
ijji dd XXXX ,,  , 
then the elements of N are symmetric. 
 
ijji NN ,,   
This feature verifies the symmetry property presented earlier in Equation 2.11. 
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 A description of two common nonparametric prediction algorithms was presented 
in the previous two sections.  In the next section, a survey of prediction algorithms that 
implement fuzzy logic in their structure is presented. 
2.1.3 Fuzzy Prediction Algorithms 
 To validate the uniqueness of the nonparametric fuzzy inference system (NFIS), 
which is described in later sections of this dissertation, an exhaustive survey of patents, 
published patent applications, conference papers, and journal papers was performed.  
This survey resulted in the creation of a reference basis, which is included in Appendix A 
of this dissertation.  In this section, a survey of prediction algorithms that use fuzzy logic 
in their implementations is presented. 
 Since fuzzy logic has been historically applied to diagnostics and control, the 
literature that explicitly uses fuzzy logic for prediction is sparse.  However, several 
documents were found that use fuzzy logic in a prediction algorithm.  Overall, there are 
two parametric prediction algorithms that implement fuzzy inference to map inputs to 
outputs.  Here, parametric refers to the fact that both generic algorithms derive a set of 
parameters from training data, which are eventually applied to make predictions for new, 
query data.  The first algorithm constructs a fuzzy inference system from expert 
knowledge and will be simply referred to as a simple fuzzy inference system.  The second 
algorithm is the well known Adaptive Neural Fuzzy Inference System (ANFIS) [Jang 
1993; Jang et al. 1997].  In the following sections, both of these algorithms are described 
in more detail. 
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Simple Fuzzy Inference System 
 The first algorithm is best described by Bellazzi et al. [1998] as being composed 
of the following steps: 
 
1) Develop a qualitative model of the system (expert knowledge required),  
2) Simulate or analyze the qualitative model to determine the appropriate forms of 
the inputs and outputs (i.e. membership functions, universe of discourse, 
parameters of the membership functions, etc.); this step effectively results in the 
creation of the antecedents and consequences of the fuzzy IF-THEN rules, and  
3) Codify the fuzzy inference system to apply the calculated parameters to new 
query data. 
 
Bellazzi et al. [1998] used the above algorithm in a medical study to construct an 
inferntial predictor model of apatient’s insulin response to varying treatments. Similar 
prediction algorithms were also created by Aoki [1989] in a controller of processes with 
dead time, Klimasauskas [1996] for predicting the response of a system to maintenance 
operations, Maeda et al. [1993, 1994] in an adaptive controller, Scott [1998] in a fault 
accommodation system in a gas turbo machine, Muench et al. [2004] for predicting the 
product quality and process parameters in a paper machine, Bonissone et al. [2005] for 
predicting the best individual within a fleet of individuals, and Whitnell et al. [1997] for 
the prediction of fermentation time in a commercial brewery. 
 It is instructive to note that in order to make accurate predictions, detailed expert 
knowledge is required.  Also, notice that after simulating or analyzing a qualitative model 
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of the system, the user must create the form of the inputs and outputs, meaning the user is 
required to create the input and output membership functions based on the study results.  
For example, if the user is presented with a series of signals, he might want to break it 
into qualitative regions such as high, low, and intermediate.  An alternative example is 
the use of optimization methods, such as gradient decent to optimize the membership 
function parameters to minimize an objective function such as the sum of the squared 
error.  While this approach is powerful when the appropriate level of expert knowledge is 
available, it does not lend itself to being easily automated in general monitoring systems.  
In the next section, we will examine a more flexible parametric fuzzy inference system, 
namely the ANFIS. 
Adaptive Neural Fuzzy Inference System 
 Jang and Sun [195] describe the ANFIS as being aframework that ―unifes both 
fuzy logic and neural networks.‖ In this framework, orignaly described by Jang 
[1993], the steps implemented in a traditional FIS are represented as specialized layers in 
a neural network.  Since fuzzy inference is discussed in great detail later in this 
dissertation, the discussion at hand will give a top-level description of the ANFIS and the 
reader is referred to section 3 for a more detailed treatment. 
 According to Jang [1993], there are four steps in fuzzy reasoning: 
 
1) Compare the input variables with the membership functions on the premise part to 
obtain the membership values (or compatibility measures) of each linguistic label.  
This step is often called fuzzification. 
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2) Combine (through a specific T-norm operator, usually multiplication or 
minimum) the membership values on the premise part to get firing strength 
(degree of fulfillment) of each rule. 
3) Generate the qualified consequent (either fuzzy or crisp) of each rule depending 
on the firing strength. 
4) Aggregate the qualified consequents to produce a crisp output.  This step is called 
defuzzification. 
 
To implement these steps in a FIS, methods need to be available to define fuzzy 
membership functions and their parameters for the inputs and outputs of the system, 
define a combination rule (product, min, max, etc.), propagate the combined input 
memberships to the consequent, and then aggregate the consequents to obtain an output.  
It is important to note that in the previous section, these tasks were performed by a 
human ―expert‖.  Rather than require user inputs for each of the above steps, the ANFIS 
provides a generalized framework, where significantly fewer inputs are required from the 
user.  In the ANFIS, the user specifies a general architecture of the system, such as the 
membership function type, combination rule, and aggregation method, and the 
parameters of the ANFIS are tuned by implementing various neural network training 
algorithms.  The ANFIS is trained an input-output relationship by considering example 
input-output patterns and incrementally altering the network parameters (i.e. membership 
function parameters, etc.) to minimize an objective function (usually the sum of the 
squared error). 
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 To illustrate the ANFIS architecture, consider the example described by Jang 
[1993].  In this example, a FIS composed of two inputs x and y and one output z is 
considered.  Additionally, the rule base contains two fuzzy IF-THEN rules of Takagi and 
Sugeno’s type [1983]. 
 
 RULE #1: IF x is A1 AND y is B1 THEN 1111 ryqxpf   
 RULE #2: IF x is A2 AND y is B2 THEN 2222 ryqxpf   
 
The ANFIS architecture for such a system is presented in Figure 2.9.  It can be seen that 
there are two inputs (x and y) and five layers.  The first layer calculates the membership 
of the input to each of the classes.  For this discussion, x
iA

 
is the membership of x to 
Ai and x
iB
  is the membership of y to Bi.  The second and third layers aggregate these 
memberships by calculating the product of the memberships for each of the rules and 
then ormalizng thes ―firngs."  In the figure, the output of the third layer is the product 
of the antecedent memberships: 
  xxw
iii BA
   
This product wi is often interpreted as the extent by which each of the above rules ―fire.‖  
The output of the third layer is a normalized version of wi and represents the relative 
firing of one rule over the other. 
 
21 ww
w
w ii

  
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Figure 2.9 ANFIS architecture for a two rule system [Jang 1993] 
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Finally, the output of the fifth layer is a weighted average of the consequent functions.  If 
 yxf ,ˆ  is the network output for inputs x and y, then the output can be written in terms of 
the normalized firings as follows: 
  


n
i
ii fwyxf
1
 ,ˆ  
 To date the ANFIS has been used as a prediction algorithm in many different 
areas.  For example, Al-Jarrah and Al-Rousan [2001] describe a methodology that uses 
an ANFIS to detect, diagnose, and accommodate faults in dynamic systems.  In the 
described system, two ANFIS models are used to predict and diagnose faults in the 
system.  If a fault is detected the predictions of the ANFIS are used to control the system.  
In similar work, Wang et al. [204] use the ANFIS to predict a―monitoring index‖ for a
gear.  The index is subsequently used to determine if the system is operating normally or 
abnormally.  In the work of Hines et al. [1997], the ANFIS is used to predict the expected 
state of sensors in a nuclear reactor and is coupled with the sequential probability ratio 
test (SPRT) to validate the current sensor measurements.  Upadhyaya et al. [2003] 
describe an integrated fault monitoring system for nuclear reactors, which uses the 
ANFIS to predict the state of the system parameters in the reactor.  To validate the 
described system, the authors apply the system to monitor the state of a steam generator 
in an operating nuclear reactor.  In related work, Zhao and Upadhyaya [2005] use the 
ANFIS to predict parameter values of a nuclear reactor.  The prediction residuals are then 
used with causal graphs to detect and diagnose faults. 
 A survey of prediction algorithms was presented in this section.  In the next 
section, a survey of detection methods is presented. 
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2.2 DETECTION 
 A survey of methods used for fault detection is presented in this section.  The 
following discussion will begin by a description of the methods that are founded on 
multivariate statistics and will conclude with a description of the methods that are 
founded on the premise of hypothesis testing. 
2.2.1 Multivariate Statistical Methods 
 A survey of fault detection techniques founded on multivariate statistical methods 
is presented in this section.  For the most part, the following discussion is primarily based 
on the detailed discussions presented in the seminal paper by Kresta et al. [1991] and 
survey by Russell et al. [2000].  In the seminal paper by Kresta et al. [1991], a 
methodology based on principal component analysis (PCA) was proposed as a viable 
technique for detecting faults in a process.  Before the details of the method can be 
discussed, a review of PCA is necessary. 
 PCA is a linear transformation technique, which projects observed signal patterns 
onto a series of orthogonal principal components (PC) that explain progressively smaller 
amounts of the variance contained in the original data [Pearson 1901].  More specifically, 
the first PC explains the most variance; the second PC explains the most of the remaining 
variance, etc.  As an example, suppose that n observations of p signals have been 
collected and are stored in an n×p matrix X.  The scores or projections of X onto the PCs 
can be calculated according to: 
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 XVT          (2.12) 
where:  X is a n×p matrix of the original signal data, 
  V is a p×p orthogonal matrix containing the PC loadings, and 
  T is a n×p matrix of the PC scores or the projection of X onto V. 
 
For this discussion, vi will be referred to as the i
th PC and is the ith column of V.  
Similarly, ti will be referred to as the scores of the i
th PC and is the ith column of T.  The 
PC loadings can be found by performing a singular value decomposition (SVD) of X, 
which is given by the following equation [Jackson 1988, Rawlings et al. 2005]. 
 
 TUSVX  
where:  U is a n×n matrix of eigenvectors of XXT 
  S is a n×p matrix whose diagonal elements are the singular values of X 
  V is a p×p matrix of eigenvectors of XTX 
 
 Now since V is an orthogonal matrix, T1 VV   and Equation 2.12 can be re-
written as follows: 
 11 XVVTV  
 XTV T  
Finally, X can be written algebraically in terms of the p PCs and their respective scores: 
 TT22
T
11 ppvtvtvtX          (2.13) 
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As described by Kresta et al. [1991], Equation 2.13 can be used to approximate the 
original p signals with a smaller subset k.  More specifically, Equation 2.13 can be 
written in terms of the first k PCs, where k < p and E is the n×p residual matrix.  
 EvtvtvtX  TT22
T
11 kk       (2.14) 
Therefore, PCA can be used to reduce the dimensionality of the original data to a smaller 
set of PC scores. 
 Two statistics, namely the T2 and Q statistic, are commonly used to characterize 
an observation relative to the PCA model.  To illustrate the significance of these 
statistics, consider the example presented in Figure 2.10.   
 From the plot, it can be seen that the T2 statistic measures changes of signal 
values within the model.  More specifically, the T2 statistic measures how the process 
signals change on the plane of the retained PCs.  Next, it can be seen that the Q statistic 
measures the change in the relationships of the process that may be caused by an anomaly 
or fault in the system.  The T2 statistic for an observation of the scores on the k retained 
components (tk) is given by the following equation [Jackson 1959], where Sk are the first 
k rows of S. 
 kkk tSt
2T2T   
In a similar fashion, the Q statistic is given by the following equation [Jackson & 
Mudholdar 1979, Johnson & Wichern 1992], where Vk are the PC loadings for the k 
retained components and x is a vector of p observations of the original process signals. 
 rrTQ  
 kxVxr   
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Figure 2.10 Illustration of the T
2
 and Q statistics [Penha & Hines 2001] 
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 To detect faults in the process, the calculated T2 and Q statistics are compared to 
their respective uncertainty thresholds that are calculated according to the following 
equations, respectively.  If an observation is outside of the thresholds, then the 
observation can be inferred to be indicative of an anomaly or fault in the system. 
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T2     [MacGregor & Kourti 1995] 
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  cα is the normal deviate corresponding to the (1 – α) percentile 
 
 The previously described method has been generalized to use latent factors of 
partial least squares (PLS) and the canonical variables of canonical variate analysis 
(CVA).  Since a detailed discussion of these methods is beyond the scope of this 
dissertation, the reader is referred to the work of Kourti and MacGregor [1996] and Wise 
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and Gallagher [1996] for a discussion of the PLS methodology and the work of Negiz 
and Cinar [1997, 1998] for a description of the CVA methodology. 
 In general, the approach presented in this section suffers from major assumptions 
about the nature of the system and the fault.  Mainly, the system is usually required to 
operate at a steady state to allow for the assumption of serial independence (i.e. 
observation at time t do not depend on the observation at t – 1).  It is important to note, 
however, that this is not always the case, since methods exist for including previous 
observations in the model, such as dynamic versions of PCA as described by Russell et 
al. [2000].  Also, since the fault is detected by monitoring changes in combinations of the 
original signal measurements (i.e. principal components), the method suffers from an 
insensitivity to small faults [Kumar et al. 2002].  In the next section, an alternative 
approach that is based on applying sensitive statistical tests to the residuals will be 
presented. 
2.2.2 Hypothesis Testing 
 Another method for fault detection is the use of the residuals of the estimates 
produced by a predictor with standard hypothesis testing routines to determine whether a 
system is operating in a nominal or degraded mode.  Two hypothesis testing methods, 
namely the sequential probability ratio test (SPRT) and cumulative sum (CUSUM), that 
have been historically used for fault detection are now be discussed in more detail. 
Sequential Probability Ratio Test (SPRT) 
 The goal in fault or anomaly detection is to be able to detect subtle changes in 
process parameters beyond those normally expected.  The problem is how to determine 
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whether the residual from a prediction is being caused by a faulted system or if it is due 
to normal process and instrumentation variations.  Stated a more general way, is the 
sequence of residuals being generated by a random process with a mean of zero or from a 
process with a non-zero mean due to some fault condition.  The sequential probability 
ratio test (SPRT) is a statistical technique developed by Wald [1947] that can be used to 
answer such a question.  The objective of anomaly detection is to detect a system 
anomaly or failure as soon as possible with a very small probability of making a wrong 
decision.  The SPRT procedure consists of testing whether a sensor is more likely to be in 
a normal mode H0 or in a degraded mode H1.  The SPRT is optimal in the sense that a 
minimum number of samples are required to detect a fault (change in mean) existing in 
the signal.  
 The general procedure for the SPRT is to first calculate the likelihood ratio, which 
is given by the following equation where {xn} is a sequence of consecutive n 
observations of x. 
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The likelihood ratio is then compared to a lower (A) and upper (B) bound defined by the 
user-defined false alarm probability (α) and missed alarm probability (β) as follows. 
 




1
A    



1
B  
If the likelihood ratio is less than A then it is determined to belong to the system's normal 
mode H0.  Conversely, if the likelihood ratio is greater than B it is determined to belong 
to the system's degraded mode H1 and a fault is registered. 
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 For this work, the SPRT is applied to the residuals between a sensor measurement 
and a predictor model's estimates of the parameter.  The residuals are assumed to be 
normally distributed with a mean of 0 and variance of 2 , which is an estimate of the 
random variation of the sensor signal.  Therefore, the probability density function (PDF) 
for the nominal mode of the residuals is given by: 
   




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2
2
2
0
2
exp
2
1
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x
xp  
From this description, two degradation modes are readily apparent and shown in Figure 
2.11. In the left plot there is a mean shift up (+M) and the right plot shows a mean shift 
down (–M).  The random uncertainty is denoted by the spread of the Gaussian function.  
The SPRT simply determines if the residual sequence is more probably generated from 
the nominal or degraded distributions.  
 The derivation of the likelihood ratios is beyond the scope of this work, but can be 
found in Humenik [1990].  The natural logarithm of the likelihood ratios are compared to 
ln(A) and ln(B) in most implementations of the SPRT algorithm and are listed in Table 
2.1. 
 The magnitude of the sensor change caused by an anomaly or fault that can be 
reliably detected by the SPRT is defined as the magnitude of M.  If the observed values 
consistently lie near either ±M the residual sequence is more likely to be generated from 
the ±M distribution than from the normal distribution around 0. 
 To better illustrate the SPRT, consider the following example.  To begin, suppose 
that a predictor has been developed for a set of steady state signal measurements.  The 
model predictions for normal data are presented in Figure 2.12(a) and the distribution of
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Figure 2.11 Illustration of degraded modes for normal distribution 
 
 
 
 
Table 2.1 Log Likelihood ratio for a normal distribution with degradation mean M and signal 
variance 
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Figure 2.12 (a) Predictions and (b) error distribution for normal system operation 
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the prediction error (i.e. observed – predictions) is presented in Figure 2.12(b).  Notice 
that the predictions (GREEN) are consistently near the measured values (BLUE).  Also, 
notice that the resulting error distribution is approximately normally distributed about 
zero.  This error defines the expected distribution of the error for normal system behavior 
and will be used by the SPRT to distinguish between normal and degraded error 
distributions.   
 Next, suppose that a negative 2% drift is present in the signal.  The measured and 
predicted values for this case are presented with the SPRT fault alarms in Figure 2.13.  
Here, the observed signal values (BLUE) are plotted with the model predictions 
(GREEN) and the fault alarms (RED).  Notice that as the drift progresses, the predictions 
lie progressively farther away from the measured values.  Eventually, the error becomes 
large enough to result in SPRT fault alarms.   
 Since the SPRT has been discussed in terms of nominal and degraded 
distributions, how do these results relate to this framework?  In this context, a fault alarm 
can be interpreted as a decision by the SPRT that the current error distribution belongs to 
one of the ±M degraded modes.  To determine which mode is present in the example, 
consider the histograms of the error distributions for the nominal and degraded modes 
(Figure 2.14).  Notice that for the nominal mode (top) the error is tightly grouped about 
zero, while in the degraded mode (bottom) it is distributed from 0 to –200.  From this 
presentation, it is clear that a –M shift is present in the prediction error. 
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Figure 2.13 Predictions and SPRT alarms for the drifted sensor 
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Figure 2.14 Prediction error for normal (top) and degraded (bottom) modes 
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Cumulative Sum (CUSUM) 
 An alternative to the SPRT is the cumulative sum (CUSUM).  Instead of 
attempting to determine if the current residual pattern belongs to a nominal (H0) or a 
degraded distribution (H1), as in the SPRT, the CUSUM simply attempts to determine if 
the pattern belongs to the degraded distribution (H1) [Basseville & Nikiforov 1993].  
Therefore, instead of having two decision boundaries the CUSUM only has one.  To 
better illustrate the CUSUM, consider the structure and behavior of the log likelihood 
ratio for both methods.   
 To illustrate the SPRT, consider the plot of the log likelihood ratio presented in 
Figure 2.15.  Notice that two decision boundaries are present, namely A for the nominal 
distribution and B for the degraded distribution.  It can be seen that the ratio begins by 
proceeding towards A.  Once the ratio reaches this decision boundary, the SPRT has 
effectively decided that the observations up to that point belong to the nominal 
distribution.  Once this decision is made, the algorithm resets itself and continues to 
examine the supplied patterns.  Following two more null hypothesis decisions, it can be 
seen that the ratio proceeds toward the other decision boundary (B).  Around the 40th 
observation, it can be seen that the ratio reaches the decision boundary for the degraded 
distribution and a fault alarm is generated.   
 Next, the CUSUM is applied to the same problem.  Notice in Figure 2.16 that 
only one decision boundary is present.  It is important to note that this boundary does not 
have a fixed numerical value, but is defined in terms of the smallest log likelihood ratio. 
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Figure 2.15 Illustration of the behavior of the SPRT log likelihood ratios 
 
 
Figure 2.16 Illustration of the behavior of the CUSUM log likelihood ratios 
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In other words, the decision boundary is a tolerance by which the ratio path is allowed to 
change from its minimum value.  Here, a negative slope indicates nominal behavior and a 
positive slope indicates degraded behavior. 
 Since the log likelihood ratios are the same for the SPRT and CUSUM, they will 
not be repeated at this time.  The decision boundary, however, is different and bears 
mentioning.  If α is the false alarm probability, σ is the standard deviation of the nominal 
error distribution, and M is the mean tolerance, then the equation for the tolerance h is 
given by the following equation [Hinkley 1971; Morgenstern et al. 1988]. 
 

ln
2
M
h   
 A survey of detection techniques was presented in this section.  In the next 
section, a survey of diagnosis techniques is presented. 
2.3 DIAGNOSIS 
 Simani et al. [2003] describes the problem of fault diagnosis as being composed 
of two steps.  First, residuals or symptoms must be extracted from the system.  In this 
dissertation, residuals are the difference between a predictor’s estimates (see section 2.1) 
and the observed sensor values, unless explicitly stated otherwise.  In general fault 
diagnosis systems, the residuals or symptoms can be the difference between the estimated 
state of the system and the expected state, estimated signal statistics and the expected 
values, optimal smoothing parameter and a nominal smoothing parameter, etc. [Fenu & 
Parisini 1998; 1999; Patton et al. 2000].  The second step in the diagnosis process is to 
pass these symptoms to a module that relates the provided symptoms to fault conditions.   
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 Due to the large number of diagnosis algorithms available in the literature, an 
exhaustive survey is not practical for this dissertation.  The remaining discussion 
presented in this section will, however, give a brief overview of the methods available in 
the literature, describe several common data based diagnosis algorithms, and describe 
diagnosis algorithms that include fuzzy logic in their implementations.   
 A brief description of specific diagnosis algorithms available in the literature is 
presented at this time.  To begin, the reader is referred to the introductory and survey 
papers by Riedesel [1989], Natke [1997], and Patton et al. [2000].  In early work by 
Kreutzer and Hakimi [1987], methods for detecting faulty systems in a computer network 
are described.  In these early algorithms, predefined tests are run on the individual 
systems and the results of these tests are compared with the results produced by the other 
systems to determine which systems have faulted.  In later work by Riedesel [1989], three 
rule based systems are used diagnose faults and adaptively control the Space Station 
Module Power Management and Distribution.  An interesting algorithm described in this 
work is the Patchwork Synthesis Algorithm, which searches for faults that have all of the 
input symptoms.  If a fault is found, these symptoms are subtracted from the original 
symptoms.  After this operation, if no symptoms remain, the single fault is hypothesized; 
otherwise additional faults are also hypothesized.  Satoh et al. [2001] use a finite impulse 
response filter to separate abnormal residual patterns in the residuals of the predictions of 
a radial basis function neural network for diagnosing faults in rotating machinery.  Liu 
and Zhang [2002] describe a fault detection and diagnosis system that uses Bayesian 
belief networks to diagnose faults in models of the Space Shuttle Main Engine by 
examining MSET prediction residuals that are deemed faulty by the sequential 
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probability ratio test (SPRT).  Amaral et al. [2004] describe a system for analog electric 
circuits that uses a wavelet decomposition to generate symptoms and a diagnosis system 
based on a human's immune system to diagnose known fault conditions.  Hu et al. [2006] 
use a re-sampling based statistical ranking technique called the rank permutation test 
(RPT) to extract features from non-parametric signal sources, such as error logs.  The 
RPT randomly samples the data, ranks the observations, and then stores the ranks for 
each of the sampled observations.  The result of this operation is a probability distribution 
for the incidence of each of the events.  These features are then passed to a multiple 
classifier system (MCS) that implements a neural network, support vector machine 
(SVM), and random forest classifier to diagnose faults in aircraft engines.  In this paper, 
the random forest classifier is described as being a type of fault tree analysis.  In related 
work, Yan et al. [2006] use a MCS that implements a neural network, SVM, and 
classification and regression tree (CART) [Breiman et al. 1987] classifier to diagnose 6 
fault conditions in a component level model of a commercial aircraft engine, namely 1) 
fan fault, 2) compressor fault, 3) high pressure turbine fault, 4) low pressure turbine fault, 
5) customer discharge pressure fault, and 6) variable bleed valve fault.  In this work, the 
MCS is shown to have superior performance to any one of the other three classifiers. 
 Now that a brief survey of fault diagnosis methods available in the literature has 
been presented, a more detailed discussion of a sample of the most prevalent diagnosis 
algorithms in the literature is given.  Following this discussion, diagnosis algorithms that 
use fuzzy logic in their implementations are discussed in more detail. 
58 
2.3.1 Multivariate Statistical Methods 
 A survey of diagnosis techniques based on multivariate statistical methods is 
presented in this section.  As with the applications of multivariate statistical methods to 
detection (see section 2.2.1), the following discussion will focus on describing how PCA 
is used for diagnosis.  This discussion will conclude with a discussion of how the PCA 
method is generalized for other multivariate statistical methods.  
 The general approach for applying PCA for fault diagnosis is outlined by Russell 
et al. [2000] and generally involves maximizing a discriminate function for an 
observation of the original signal x.  In the described approach, multiple PCA models are 
developed for each fault class and the class of the observation x is set to the value that 
maximizes the following function, where i indicates the particular fault class being 
evaluated [Johnson & Wichern 1992]. 
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where:  ti are the PC scores of x on the model for fault class i 
  Si is the diagonal matrix of singular values of the model for fault class i 
  pi is the overall likelihood of fault class i 
 
 Overall, this approach has been adapted for different discriminate functions that 
improve performance for multiple fault classes and alternative multivariate statistical 
methods such as PLS and CVA. 
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2.3.2 k-Nearest Neighbors 
 Cover and Hart [1967] describe nearest neighbor classification as a "decision rule 
[that] assigns to an unclassified sample point the classification of the nearest of a set of 
previously classified points."  Since the classification is simply based on the closest 
classified pattern, the nearest neighbor algorithm is independent of the underlying 
distribution of the patterns and classifications.  This feature aids in the applicability of 
nearest neighbor and k-nearest neighbor (kNN) classifiers to the general problem of fault 
diagnosis.  For this discussion kNN refers to the classifier that examines the k nearest 
neighbors of a query pattern and nearest neighbor refers to the classifier that examines the 
closest neighbor (i.e. k = 1).  In the following discussion, nearest neighbor classification 
is considered first.  Following this discussion, the nearest neighbor classifier is then 
generalized for an arbitrary k nearest neighbors. 
 For this discussion, suppose that n observations have been collected of p inputs 
(variables) that are examples of nc classes.  Also, let Ci designate the i
th class and ni is the 
number of examples for this class.  Using these definitions, the sum of the number of 
examples for each class is equal to the number of example observations. 
 


cn
i
inn
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These definitions can be used to formulate the classification problem in a similar fashion 
as the prediction problem discussed in the previous section.  If the training (example) 
inputs are denoted by X and outputs (classes) by Y, "memory" matrices can be created 
for the inputs and outputs as follows:  
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Next, consider the problem of classifying a query observation of the p inputs, 
which is denoted by x. 
 ][ 1 pxx x  
The Euclidean distance can be used to determine how close the query is to each of the 
input exemplars.  In equation form, the distance of the query to the ith example is given 
by: 
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Since this calculation is repeated for the n exemplars, the result is a vector of n distances: 
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To classify x with the nearest neighbor classifier, the output or classification is the 
example class that corresponds to the minimum distance.  Let l be the location of the 
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minimum distance.  In qualitative computer code, where find(A == a) returns the location 
of where the vector A is equal to the element a, the following equation can be written: 
 
 
 





xXd ,min find
,,1
i
ni
dl

 
Therefore, the nearest neighbor classification is: 
 lYy ˆ  
Now that nearest neighbor classification has been described, the kNN classifier can be 
discussed in more detail.   
 The kNN classification algorithm can be briefly described by a three step process 
[Dong et al. 2004]: 
 
1) Sort the distances and extract the output classes for the k smallest distances. 
2) Count the number of instances of each class represented by the k smallest 
distances. 
3) Set the class of the query x to be the class with the largest representation in the 
k nearest neighbors. 
 
 For the sake of clarity, consider the following example.  Suppose that 6 example 
inputs of 2 classes (i.e. class A and class B) have been collected and kNN is to be used 
with k = 3 to classify a query observation.  For the sake of brevity, suppose that the 
distances of the query to each of the input exemplars have already been calculated.  The 
calculated distances and their corresponding output classes are listed below. 
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In the first step of the classification, the distances are sorted and the classes 
corresponding to the k smallest distances are extracted.  Notice that the 3 smallest 
distances are 0.7, 1.0, and 1.3.  If the locations of these elements are extracted 
from the classes of the exemplars: 
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Next, the number of instances of each class represented by the 3 smallest distances is 
counted.  For this example, it can be seen that 2 instances for class A and 1 instance for 
class B are present in the extracted observations.  Finally, the class of x is set to be the 
class with the largest representation in the k nearest neighbors, which for this case is A, 
since it is has 2 instances in the 3 smallest distances. 
 In the literature, the statistical framework for kNN is described by Cover and Hart 
[1967].  Cover and Hart show that the classification error of kNN for large samples is 
"less than twice the Bayes probability of error, and hence is less than twice the 
probability of error of any other decision rule, nonparametric or otherwise."  This result 
effectively shows that by generalizing a classifier from a Bayes model, where the 
distributions are known, to a kNN model, where the distributions are not known, the 
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"penalty" in the classification error is not extreme.  This result also aids in the 
rationalization of applying kNN to real world problems, where the distributions are most 
often unknown.  Fritz [1975] expands on the work of Cover and Hart by investigating the 
relationship of the classification error to the sample size (i.e. number of exemplar 
classifications). 
 To date kNN has been applied to a wide range of applications, including 
diagnosing faults in power transformers [Dong et al. 2004], recognizing sign language for 
automated assistance systems [Pook & Ballard 1994], and the geo-location of mobile 
cellular phones [Wong 2001].  The kNN classifier has also been coupled with other 
computational paradigms such as wavelet analysis [Creusere & Hewer 1994], neural 
networks [Murphy 1990; Koutroumbas & Kalouptsidis 1994], and unsupervised learning 
[Geva & Sitte 1991; Bermejo & Cabestany 2004]. 
 In this section, nearest neighbor and kNN classification was discussed.  In the 
next section, a survey of fault diagnosis methods that use fuzzy logic in their 
implementations is presented. 
2.3.3 Fuzzy Diagnosis Algorithms 
 As with the fuzzy prediction algorithms, there are two parametric fuzzy diagnosis 
methods that are consistently used in the literature.  Again, the first method constructs a 
qualitative model of how symptoms are related to faults.  In the context of fault 
diagnosis, this approach is often referred to as a fuzzy expert or knowledge based system, 
where an "expert" constructs the IF-THEN rules from their knowledge of the 
relationships within the system.  The second method is the ANFIS, which is trained to 
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estimate the fault type from the supplied symptoms.  In addition to these methods, there 
are also several other fuzzy diagnosis algorithms that are mentioned in fewer papers.  In 
this section, a survey of the diagnosis algorithms based on simple fuzzy inference system 
(FIS) and the ANFIS will be presented.  Since the structure of the algorithms does not 
significantly change from the prediction algorithms, their descriptions will not be 
repeated.  However, it is important to note that for diagnosis, the output of the FIS or 
ANFIS is a fault (class) identifier, such as 1 (true) or 0 (false) for a system trained to 
identify a single fault.  This discussion is then followed by a section that presents a 
survey of the fuzzy diagnosis algorithms that do not fit into the two previously defined 
categories and are less representative of the state-of-the-art. 
Simple Fuzzy Inference System 
 Since fuzzy inference systems are based on fuzzy IF-THEN rules, they are easily 
integrated into expert or knowledge based systems that have been historically used for 
fault diagnosis [Germond & Niebur 1992].  In early work by Tarifa and Scenna [1997], 
fuzzy logic is used to adapt an expert system for diagnosing faults in a propane 
evaporator.  In a later paper, Venkatasubramanian et al. [2003] revisit this work in their 
presentation of a survey of data based fault diagnosis methods used in chemical 
processes.  Ben-Abdennour and Lee [1996] describe an autonomous control system for 
the boilers and turbines in a nuclear power plant.  In the described system, a FIS is used 
to supervise the control system by actively detecting, diagnosing, and accommodating 
faults in the system.  Sampath et al. [1999] and Siegel et al. [2000] use a FIS in an 
automated monitoring, diagnostic, and repair system of components in distributed 
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electronic systems.  In the described system, the fault detection and diagnosis is coupled 
with a module for remediating the fault by ordering parts or creating work orders for the 
identified fault.  Swanson [2001] describes a general diagnosis system that applies a FIS 
to the prediction residuals of a Kalman filter, which is trained to predict signal and state 
parameters.  In the described system, fuzzy logic is applied to IF-THEN rules developed 
from expert knowledge of the relationships between the signal/state and the different fault 
modes.  Breed [2002, 2005] describes a FIS for analyzing data for an automotive 
diagnostic system.  Gayme et al. [2003] describe an engine fault diagnosis system that 
uses signal data that is augmented by "synthetic" signals (rate of change, margin, etc.) as 
inputs to a FIS.  In similar work, Basir [2004] use a FIS to diagnose faults in an engine's 
components from vibration and acoustic signals.  Lin et al. [2003] describe a system 
where faults in a semiconductor manufacturing process are diagnosed by examining the 
fault mechanisms of the components during the product tests.  In the system, partial 
memberships are used as indicators of the likelihood that the diagnosed process fault has 
occurred.  Byington et al. [2004] use a FIS to diagnose the health of the electro-hydraulic 
servo valves in an F/A-18 stabilizer from the residuals of the predictions of a time-
delayed neural network.  Garcia-Oritz [2004] describe a monitoring and control system 
for isolation shelters and protective environments, such as specialized manufacturing 
environments, that use a FIS to diagnose detected faults and manage the health of the 
overall system.  Del Amo et al. [2005] combine probabilistic diagnostic methods with 
possibilistic (fuzzy) methods for diagnosing faults.  In the proposed system, fuzzy 
inference is used as part of a multi-criteria decision making system.  The authors expand 
on their generic system by applying it to a simple fuel system that is composed of two 
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tanks, pump, and a controller.  Lenz et al. [2005] implement a FIS in a handheld device 
for diagnosing faults in the field.  Pattipatti et al. [2005] describe a diagnostic system that 
combines a quantitative FIS and graph-based dependency analysis for system diagnostics.  
Sung et al. [2005] describe a robust controller for electromagnetic suspension systems 
that uses a FIS to detect and diagnose actuator and sensor faults such that the fault can be 
accommodated by the controller.  Finally, Wakefield et al. [2005] use a FIS in an 
automated fault detection and diagnosis system for the components in a helicopter. 
 A modification on the simple FIS that is commonly found in the literature is the 
use of clustering to generate the membership functions.  In fuzzy clustering, a series of 
"centers" are constructed that represent the character of the observed patterns within the 
clusters.  The locations of the centers are then used to create the fuzzy membership 
functions.  Common clustering techniques include k-means [MacQueen 1967], fuzzy c-
means [Dunn 1973; Bezdek 1981], and Adeli-Hung clustering [Adeli & Hung 1995].  In 
k-means and fuzzy c-means clustering, the user supplies a target number of cluster 
centers and the cluster centers are iteratively selected in order to minimize an objective 
function that measures the cumulative proximity of the observed patterns to their 
respective cluster centers.  The difference between k-means and fuzzy c-means clustering 
is that in k-means clustering an observed pattern is only allowed to be a member of a 
single cluster, while in fuzzy c-means a single pattern may be a member of multiple 
clusters.  An alternative clustering algorithm is Adeli-Hung clustering, which requires 
that the user specify the maximum distance an observed pattern can be from a cluster 
center for it to be considered a member of the cluster.  Unlike k-means and fuzzy c-
means clustering, which form the clusters around a specified number of centers; Adeli-
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Hung clustering creates additional cluster centers when needed.  In addition to these 
learning algorithms, expert knowledge can be used to create the cluster centers.  For 
example, if a series of observations of symptom patterns are known to produce a specific 
fault, these patterns can be combined to create a cluster center, which embodies the 
character of the observations in a more compact form.  For diagnosis, clustering is used 
to create the centers for different faults and query symptom patterns are classified by their 
proximity to the created clusters [Peters 1995].  Clustering has also been used to 
determine the optimal number of hidden neurons in a neural network classifier [Kavuri & 
Venkatasubramanian 1993]. 
 A survey of diagnosis algorithms that use a simple FIS was presented in this 
section.  In the next section, a survey of fault diagnosis systems that implement the 
ANFIS is presented. 
Adaptive Neural Fuzzy Inference System 
 In early work, Pfeufer and Ayoubi [1997] use the ANFIS to diagnose faults in an 
automotive electromechanical actuator.  Altug et al. [1999] use the ANFIS and a 
modified ANFIS architecture called the Fuzzy Adaptive Learning Control/Decision 
Network (FALCON) to diagnose faults in an electric motor.  The difference between the 
FALCON and ANFIS lies in the FALCON’s abilty to change the rule structure (i.e. the 
combinations of the antecedents with the consequents) during training.  Al-Jarrah and Al-
Rousan [2001] describe a methodology that uses an ANFIS to detect, diagnose, and 
accommodate faults in dynamic systems.  Roemer et al. [2001] use the ANFIS to 
diagnose faults in the valves of an aircraft's auxiliary power unit fuel system.  In this 
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work, the response time of the valves to control inputs is used as symptoms for estimating 
the "health" of the system.  The health of the system is quantified by an arbitrary metric, 
which is subsequently used for diagnosis.  Isadi-Zamanabadi et al. [2003] combine the 
ANFIS with a structural analysis of a system for fault diagnosis.  The authors validate the 
described approach by applying it to diagnosing faults in a ship's propulsion system.  Yeo 
et al. [2003] use the root-mean-square (RMS) currents in electric transmission lines with 
an ANFIS classifier to diagnose high and low impedance faults.  The authors use the 
RMS currents of the three-phases and the zero sequence as symptoms of the different 
faults and the ANFIS to map these symptoms to the different fault conditions.  In related 
work, Othman et al. [2004] use wavelet analysis to extract features from signals collected 
from electric transmission lines and use these signals to diagnose faults with an ANFIS.  
Dahlquist and Weidl [2004] describe a classification system that uses an ANFIS for 
classifying the operating conditions of a system.  In addition to being used to diagnose 
known fault conditions, the ANFIS is trained to diagnose normal and non-normal 
operating conditions with the main goal being to facilitate the identification of new fault 
modes/conditions.  Finally, Lenz et al. [2005] implement an ANFIS in a handheld device 
for diagnosing faults in the field.   
 A survey of fault diagnosis techniques that are either based on a simple FIS and 
the ANFIS has been presented in this and the previous sections.  In the next section, a 
survey of the diagnosis algorithms that use fuzzy logic in their implementations, but do 
not fit into the previously defined categories, is presented. 
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Other Algorithms 
 The most common diagnostic algorithm that does not fit into the two previously 
defined categories uses fuzzy logic as a step in the diagnostic process.  For example, 
Kavuri and Venkatasubramanian [1993] use fuzzy clustering to determine the number of 
hidden neurons in a neural network classifier.  In this framework, fuzzy clustering is used 
to identify the structure of the classifier.  Another example of this approach is described 
by Evsukoff and Gentil [2005].  In this work, fuzzy logic is used to convert measured 
values to qualitative features of the system's operation.  The qualitative features are then 
used as inputs to a neural network that is trained to diagnose faults.  Finally, Ruiz et al. 
[2001] describe a fault diagnosis system that uses a neural network trained to map 
observed signals to qualitative features, which are then used by a FIS to diagnose faults. 
 Other diagnosis algorithms include a fuzzy adaptive resonance theory (ART) 
network, which compares an input pattern to a network's weights to diagnose the fault 
[Carpenter et al. 1991; Klein 2002], fuzzy petri networks, which model a system through 
the use of abstract components such as "places" and "transitions" [Petri 1962; Emigholz 
et al. 2005], and fuzzy belief networks, which replace the probabilistic relationships in 
Bayesian belief networks with fuzzy, possibilistic relationships [Volponi & Wood 2004]. 
 A survey of fault diagnosis algorithms was presented in this section.  In the next 
section, a survey of prognosis methods is presented. 
2.4 PROGNOSIS 
 A survey of prognosis methods is presented in this section.  To illustrate the 
historical development of modern, individual based prognostic techniques, this discussion 
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begins with a survey of traditional reliability techniques that have historically been used 
for population based prognosis.  Following this discussion, a discussion of the methods 
that represent the state-of-the-art for estimating the reliability and remaining useful life 
(RUL) of individual devices is presented.  For this discussion, population based 
prognostic algorithms are algorithms that use properties of a sample of the population of 
devices to estimate the reliability and RUL of another sample of the population.  An 
individual based prognostic algorithm is an algorithm which estimates the reliability or 
RUL of an individual device. 
2.4.1 Population Prognostics 
 Modern prognostic techniques have their origin in traditional reliability methods 
for estimating the cumulative time-to-failure (TTF) distribution of a device.  In this 
approach, a collection of devices is subjected to normal operating conditions or 
accelerated life testing [Meeker et al. 1998] and the fraction of the components that fail is 
continuously monitored to estimate the cumulative TTF distribution.  Mathematically, if 
N devices are being tested and NT is the total number of devices that have failed up to the 
current time T, then the fraction of devices that have failed can be interpreted as the 
probability of failure for all times less than or equal to the current time.  More 
specifically, the cumulative probability of failure at time T, designated by P(T ≤t), is the 
ratio of the current number of failed devices (NT) to the total number of devices (N). 
  
N
N
tTP T  
If a generic probability density function (PDF) is fit to observed failure data, then the 
above equation can be written in terms of a PDF and its associated cumulative 
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distribution function (CDF).  For this discussion, the PDF and CDF of the failure times 
will be denote by f (t) and F(t), respectively. 
    
t
dttftFtTP
0
' '  
The above equation can also be used to define the probability that a failure has not 
occurred for all times less than the current time t, which is most commonly referred to as 
the reliability function R(t) [Pecht & ARINC 1995]. 
   
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 The TTF distribution and reliability functions can be used to define two metrics 
that are commonly used to predict and mitigate failure, namely the mean time-to-failure 
and the 100pth percentile of the reliability function.  The first metric is the mean time-to-
failure (MTTF), which characterizes the expected failure time for a sample device drawn 
from a population.  The following equation can be used to calculate the MTTF for a 
continuous TTF distribution. 
 


0
  MTTF dttft  
The MTTF can also be written in terms of the previously defined reliability function 
[Ebeling 2005].  
 


0
 tMTTF dtR  
 While the MTTF gives an estimate of the expected failure time of a device, an 
important drawback of this metric is that when the time reaches the MTTF, a significant 
fraction of the devices have failed (e.g. for a normal distribution, 50% of the devices have 
failed by the MTTF).  Since this risk may not be acceptable in certain, mission critical 
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systems, an alternative to the MTTF, namely the 100pth percentile of the reliability 
function, can be used to determine the time (tp) at which a specified fraction of the 
devices have failed.  In equation form, the time at which 100p% of the devices have 
failed is simply the time at which the reliability function has a value of 1 – p. 
  ptR p 1    0 < p < 1 
For example, if a device is in a mission critical system, then it might be more appropriate 
to replace or repair the device when the reliability reaches a value of 0.01-0.10 (1-10%). 
 In general, this approach was the norm for estimating the TTF distribution until 
the advent of modern computation and sensing technologies enabled detailed 
quantification and characterization of device degradation.  Perhaps the most significant 
advancement in this area was the development of the general path model (GPM) by Lu 
and Meeker [1993].  In fact, it will be shown in later sections that this approach is still 
being used as a basis for the development of modern, individual based prognostic 
algorithms.  Before the GPM and its variants are discussed, a precursor to the GPM, 
namely proportional hazards modeling, is discussed. 
Proportional Hazards Modeling 
 Another popular metric used in traditional reliability engineering is the hazard 
function denoted by λ(t), which is roughly defined to be the failure rate as a function of 
time [Ebeling 2005].  To derive λ(t), consider the problem of calculating the conditional 
probability of failure during an arbitrary time interval Δt, which can be written by the 
following equation. 
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Here, T is the failure time and t is the current time.  To obtain a probability of failure per 
unit ime, simply divde the above quation by Δt. 
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The failure rate can be found by taking the limit as Δt→0. 
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Using the following equalities for the failure distribution f (t) [Ebeling 2005]: 
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The final form of the failure rate function can be determined. 
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 The shape or path of the hazard function for a typical device is often referred to as 
the bathtub curve and is presented in Figure 2.17.  Notice that the curve is composed of 
three phases, namely the burn-in, useful life, and wear-out.  During the burn-in phase, the 
failure rate is dominated by failures that are generally caused by manufacturing defects, 
defective parts, poor product quality, etc.  During the useful life phase, the failure rate is  
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Figure 2.17 Standard bathtub curve 
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dominated by random events, random loading, human errors, etc.  Finally, during the 
wear-out phase, the failure rate is dominated by fatigue, aging, cyclic loading, etc.  If 
each of these regions is treated as different failure modes of the device as depicted in 
Figure 2.18, then it can be seen that the overall hazard function of the device is simply 
the sum of the individual hazard functions. 
 )()()()( tttt wub    
Here, λb(t), λu(t), and λw(t) are the hazard functions for the burn-in, useful life, and wear-
out failure modes, respectively.  This approach can be generalized such that the overall 
hazard function of a device can be written in terms of an arbitrary number of failure 
modes.  If a device has n failure modes and λi(t) denotes the hazard function for the i
th 
failure mode, then the hazard function for the device is simply the sum of the hazard 
functions for each of the failure modes. 
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Since the hazard function is related to the failure distribution f (t) and reliability R(t), it 
can be used to infer information about the expected lifetime of a sample of a population 
of devices. 
 While the concept of a hazard function and its decomposition for different failure 
modes integrates useful information about when a device is expected to fail for the 
identified failure modes, Dale [1985] points out that this approach does not take into 
account the different environmental or operating conditions that affect the health of a 
device.  In other words, if a device is being exposed to stresses that seed a particular 
failure mode, then the hazard function associated with that particular failure mode should  
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Figure 2.18 Decomposition of the bathtub curve into burn-in, useful life, and wear out failure modes 
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receive more ―weight‖ when the health of adevice is being asesed. An alternative to 
simple hazard functions, Dale [1985] propose the use of Cox’s [1972] proportional 
hazards model.  Nelson [1990] most concisely describes the proportional hazards model 
as being defined by a hazard function that is no longer a function of only time, but is also 
a function of different variables that describe the stress conditions that a device is being 
exposed to.  In equation form, the proportional hazards model is defined as follows. 
 
 )exp(  )()|( T0 ZβZ tt    
where:  λ0(t) is a nominal hazard function 
  β is a n×1 vector of coefficients with βi being the coefficient for the i
th  
   variable that describes the stress that a device is being exposed to 
  Z is a n×1 vector of variables that describe the stress that a device is being  
   exposed to and Zi is the i
th variable 
  n is the number of variables used in the proportional hazards model 
 
Notice that the proportional hazards model equation is a function of both the stressor 
variables and the current time.  In this way, the stresses that a device is exposed to are 
accounted for in the assessment of the TTF distribution for a sample of devices.  Since a 
more in depth discussion of the proportional hazards model is beyond the scope of this 
dissertation, the interested reader is referred to the work of Cox [1972], Dale [1985], and 
Ebeling [2005] for a more detailed treatment. 
78 
General Path Model 
 The GPM is founded on the concept that there exists a degradation signal that 
increases or decreases steadily toward a failure threshold as the health of a device 
degrades over time.  For the sake of simplicity, the following discussion will be restricted 
to the case in which the degradation signal increases.  To illustrate this concept, consider 
the paths of fatigue crack growth presented in Figure 2.19 [Lu & Meeker 1993].  Notice 
that while all of the crack length progressions have the same general shape, each 
individual has adistinct ―path‖ that it folows until failure (crack length > 1.6 inches), 
hence the term general path model.  In general, all of the parameters of the function 
regressed onto degradation paths are treated as random variables, but, as pointed out by 
Lu and Meeker [1993], specific regression parameters can also be treated as constants.  
For completeness, the data plotted in Figure 2.19 has been reproduced in Table 2.2.  It is 
instructive to notice that the data is uniformly sampled, specifically the crack length is 
measured every 0.01 million cycles (10,000 cycles).  Next, notice that in each of the 21 
samples, the crack is seeded to an initial value of 0.9 inches.   
 The overall objective of the GPM is to estimate the TTF distribution.  This is 
accomplished by the following four-step process: 1) regress a generic function onto each 
of the degradation paths, 2) examine the distribution of the regressed parameters, 3) fit an 
appropriate PDF (usually a normal distribution) to the samples of the regression 
parameters, and 4) relate the regressed function to the probability of failure.   
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Figure 2.19 Fatigue crack growth paths for 21 samples and a critical crack length of 1.6 inches 
[Bogdanoff & Kozin 1985] 
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Table 2.2 Fatigue crack growth data [Bogdanoff & Kozin 1985] 
 
Million Cycles 
Path 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12 
1 0.90 0.95 1.00 1.05 1.12 1.19 1.27 1.35 1.48 1.64       
2 0.90 0.94 0.98 1.03 1.08 1.14 1.21 1.28 1.37 1.47 1.60 
 
  
3 0.90 0.94 0.98 1.03 1.08 1.13 1.19 1.26 1.35 1.46 1.58 1.77   
4 0.90 0.94 0.98 1.03 1.07 1.12 1.19 1.25 1.34 1.43 1.55 1.73   
5 0.90 0.94 0.98 1.03 1.07 1.12 1.19 1.24 1.34 1.43 1.55 1.71   
6 0.90 0.94 0.98 1.03 1.07 1.12 1.18 1.23 1.33 1.41 1.51 1.68   
7 0.90 0.94 0.98 1.02 1.07 1.11 1.17 1.23 1.32 1.41 1.52 1.66   
8 0.90 0.93 0.97 1.00 1.06 1.11 1.17 1.23 1.30 1.39 1.49 1.62   
9 0.90 0.92 0.97 1.01 1.05 1.09 1.15 1.21 1.28 1.36 1.44 1.55 1.72 
10 0.90 0.92 0.96 1.00 1.04 1.08 1.13 1.19 1.26 1.34 1.42 1.52 1.67 
11 0.90 0.93 0.96 1.00 1.04 1.08 1.13 1.18 1.24 1.31 1.39 1.49 1.65 
12 0.90 0.93 0.97 1.00 1.03 1.07 1.10 1.16 1.22 1.29 1.37 1.48 1.64 
13 0.90 0.92 0.97 0.99 1.03 1.06 1.10 1.14 1.20 1.26 1.31 1.40 1.52 
14 0.90 0.93 0.96 1.00 1.03 1.07 1.12 1.16 1.20 1.26 1.30 1.37 1.46 
15 0.90 0.92 0.96 0.99 1.03 1.06 1.10 1.16 1.21 1.27 1.33 1.40 1.49 
16 0.90 0.92 0.95 0.97 1.00 1.03 1.07 1.11 1.16 1.22 1.26 1.33 1.40 
17 0.90 0.93 0.96 0.97 1.00 1.05 1.08 1.11 1.16 1.20 1.24 1.32 1.38 
18 0.90 0.92 0.94 0.97 1.01 1.04 1.07 1.09 1.14 1.19 1.23 1.28 1.35 
19 0.90 0.92 0.94 0.97 0.99 1.02 1.05 1.08 1.12 1.16 1.20 1.25 1.31 
20 0.90 0.92 0.94 0.97 0.99 1.02 1.05 1.08 1.12 1.16 1.19 1.24 1.29 
21 0.90 0.92 0.94 0.97 0.99 1.02 1.04 1.07 1.11 1.14 1.18 1.22 1.27 
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 To illustrate this process, consider the example presented by Lu et al. [1997], 
which estimates the TTF distribution for a linear degradation process in metal and 
oxidized semiconductors (MOS) field effect transistors (MOSFET).  In this work, the 
authors model the degradation according to the following linear function. 
 
  jijiiiji ty ,,1,0,, log   
where:  yi,j is the j
th measurement of the degradation parameter for the ith  
   component 
  Θi,0 and Θi,1 are the regression coefficients 
  ti,j is the time of the measurement 
  εi,j is the error term 
 
Lu et al. [1997] state that the degradation signal yi,j can be either the degradation of the 
transconductance, the magnitude of a shift in the threshold voltage, or the degradation of 
the linear current in the MOSFET.  Next, the authors assume that the parameters (Θ0,Θ1) 
of the regressions have a bivariate normal distribution with means μ0 and μ1, variances 
2
0  and 
2
1 , and correlation ρ.  The implication of this assumption on the failure-time 
distribution can be determined by first examining the probability of failure at time t*, 
specifically. 
 *log10 ty f  . 
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From the above equation, the incidence of failure at t* can be interpreted as being the 
time when the degradation parameter reaches its failure threshold yf:  Solving for the 
logarithm of the current time t*, the following equation is obtained.  
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The above equation can be used to write the probability of failure at time T as: 
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Since (Θ0,Θ1) have a bivariate normal distribution with previously defined means, 
variances, and correlations, the probability of failure can be written in terms of the 
cumulative distribution function (CDF) of the standard normal distribution Φ( ): 
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Finally, the authors also bootstrap sample the collected degradation data and estimate 
confidence intervals on the failure time CDF by estimating the PDF parameters for each 
sample and then calculating the required upper and lower quantiles. 
 Zuo et al. [1999] make several interesting comments about the relation of the 
regression parameters and the shapes of the degradation paths.  More specifically, if the 
path curves do not intersect, the authors infer that the path curves have the following 
form: 
 tgay ii     i =1,2…,k 
Here, yi is the degradation signal of the i
th component and k is the number of components.  
Also, g(t) is a monotonically decreasing or increasing function.  In effect, each 
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degradation is a scaled version of a generic function g(t).  The authors state that the 
parametric form of g(t) can be based on a physical degradation mechanism and/or the 
observed shape of the degradation curves.  The authors also state that if the paths do not 
intersect, then the value of ai can be interpreted as realizations of a random variable, A.  
On the other hand, if the path curves intersect, the authors state that it must be assumed 
that there is more than one parameter that is a random variable and the joint distributions 
are known.  The authors point out that in this case deriving the distributions for the TTF 
is difficult.   
 A general description of the GPM was presented in this section.  In the next 
section, several interesting modifications and developments on the base GPM are 
discussed. 
Modifications of the General Path Model 
 In interesting work by Yang and Xue [1996] and Zuo et al. [1999], generic PDFs 
are fit to samples of the degradation signals at individual observations, as opposed to the 
GPM which examines the distributions of regression parameter estimates to infer the 
overall TTF distribution.  In the described method, a degradation signal is observed at 
fixed time intervals for multiple components.  At a specific time t, the authors assume 
that the degradation signal has a normal distribution with a specific mean and standard 
deviation, μy(t) and σy(t) respectively.  Notice that the distribution parameters are no 
longer static, but are functions of time.  To determine the form of μy(t) and σy(t), their 
respective values are estimated at each of the samples from observations of the 
degradation signals of the different units.  The estimates are then trended to determine 
84 
their functional form in time.  The end result is that for any given time t*, the TTF 
distribution can be approximated by a normal distribution with mean μy(t
*) and standard 
deviation σy(t
*).  In equation form, the reliability at time t is defined as the probability 
that the degradation parameter has not crossed its threshold D, which can be related to the 
CDF of the standard normal distribution Φ( ). 
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The authors also address the problem of non-normally distributed degradation signals by 
suggesting that the quantiles of the samples at each time be calculated and then trended.  
The trended quantiles can then be compared at a specific time to determine whether or 
not the component has passed below a pre-specified reliability.  The authors also 
integrate the developed approach to estimate the reliability of a system by integrating 
estimated failure-time distributions into a multistate fault tree of the entire system. 
 Next, in work by Meeker et al. [1998] the GPM is adapted to accommodate 
accelerated life testing of the degradation process.  To make this modification, 
appropriate accelerating factors are added to the regressing function, which eventually 
results in the incorporation of the accelerating factor in the final CDF of the TTF. 
 The sampling requirements of the GPM (i.e. uniform sampling of the degradation 
signal over all of the devices) are relaxed in the work of Zuo et al. [1999], who describe a 
method for modeling component degradation by representing each observation of the 
degradation parameter by a 3-tuple and then performing linear regression on the 
transformed data.  To determine the 3-tuple, the authors introduce a rank value that 
relates the value of the degradation signal at a particular time to the degradation signal of 
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the other components with samples at the same time.  The end result is a 3-tuple that 
contains the time, degradation signal value, and the rank  jjj ryt ,, .  In this framework, 
the authors also relate the reliability distribution R(t) to a functional form of the 
degradation parameter G(y). 
  yGtR   
For this work, the authors assume a Weibull distribution for R(t). 
   yGt yy    exp   
The above equation is then manipulated until the following regression equations are 
obtained for the jth observation. 
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To parameterize the degradation data, the authors use the observations of the degradation 
signal of the different components to estimate the coefficients of the previous equation.  
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Next, the TTF distribution is estimated according to the standard GPM algorithm, mainly 
the distribution of the regressed parameters are integrated into the TTF distribution. 
 Finally, in recent work by Wang and Coit [2007], the foundation of the GPM is 
modified to include uncertainty in the failure threshold.  More specifically, the failure 
threshold is treated as a probabilistic variable.  The authors suggest that this approach is 
necessary for components or systems that do not have well defined failure thresholds.  
The authors also list two methods for estimating the uncertainty of the threshold based on 
the individual users.  Either the user supplies an unbiased estimate of the mean threshold 
or a lower-bound is used as a conservative estimate.  To illustrate the implications of this 
modification, the authors performed a simulation with and without uncertainty in the 
failure threshold.  For the example, the lower limit was set to three standard deviations 
less than the mean.  The results of the simulation indicate that if the uncertainty is taken 
into account, the resulting distributions of the reliability are significantly different. 
Closing Remarks on the General Path Model 
 While the GPM is a significant improvement on traditional, population based TTF 
distribution estimation, the approach never attempts to estimate the reliability or RUL of 
an individual component.  In other words, since the end result of the original GPM and its 
modifications are estimates for the TTF distribution or local TTF distributions (i.e. mean 
and standard deviations are functions of time) of a population, they are not ―true‖ 
individual prognostic methods in that they do not provide any insight as to how the RUL 
of the device can be estimated.  Although the GPM does not directly enable individual 
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based prognosis, it will be shown in the next section that it provides valuable insight for 
the development of such methods. 
2.4.2 Individual Prognostics 
 Modern, individual based prognostic algorithms can broadly be described in terms 
of two criteria: 1) whether or not the GPM is used and 2) whether the algorithm produces 
RUL or reliability estimates.  Although the GPM was initially described in the context of 
a method for estimating the TTF distribution by examining the distributions of regression 
parameters, a more general interpretation is used for the discussion presented in this 
section, in which the device degradation is treated as an instantiation of a progression 
toward a failure threshold.  For convenience, the major prognostic algorithm classes that 
are discussed in this section are classified according to the previously mentioned criterion 
in Table 2.3.  Also, a major reference for each algorithm class is presented in the table.  
The detailed discussions presented later in this section include a more complete list of 
references. 
 In the following sections, the prognosis algorithm classes listed in Table 2.3 are 
described in more detail.  This discussion is then followed by a survey of algorithms that 
implement fuzzy logic in their architectures. 
Survey of Methods that Use the GPM 
 A survey of the prognosis algorithms that use the GPM is presented in this 
section.  Recall that the GPM is founded on the idea that there exists a degradation signal 
that increases steadily toward a critical, failure threshold as the health of a device 
degrades.  While the algorithms described in this section have subtle differences in their  
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Table 2.3 Classification of modern, individual based prognostic algorithms 
  Algorithm Output 
  Reliability RUL 
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Yes 
Categorical Data Analysis [Xu & Zhao 2005] 
Life Consumption Modeling [Mishra et al. 2004] 
Proportional Hazards Modeling [Liao et al. 2006] 
Categorical Data Analysis [Yan et al. 2004] 
Extrapolation Methods [Upadhyaya et al. 1994] 
Life Consumption Modeling [Mishra et al. 2004] 
Proportional Hazards Modeling [Liao et al. 2006] 
No  Neural Network [Bonisone & Goebel 2002] 
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respective structures, all are founded on a similar approach, which is presented in Figure 
2.20.  First, traing degradation paths are charcterized by detrming the ―shape‖ of 
the path and a critical, failure threshold.  Her, the term ―shape‖ refrs to the parmetrs 
and form of a physical model for the degradation, parameters and form of the function 
regressed onto the path, etc.  It is important to note that the training degradation histories 
do not have to be produced by example devices, but can be the product of physical 
models of the degradation mechanism.  If the threshold is known by the practitioner, then 
it can be set manually.  For the present discussion, it is assumed that it can be inferred 
from the training paths.  Next, the results of the path parameterization and threshold are 
used to construct a prognostic model.  Finally, for a test device, to estimate the reliability 
or RUL at some time t, the current progression of the test path is presented as an input to 
the prognostic algorithm, which produces an estimate of the device reliability or RUL.  In 
general, the difference between the prognostic algorithms presented in this section lies in 
the different ways in which the degradation paths are parameterized and/or created from 
observations of environmental or operational stress signals. 
Categorical Data Analysis 
 One of the simplest approaches for individual based prognostics is to use logistic 
regression to map observed degradation parameters to one of two conditions, namely no 
failure (0) and failure (1).  Traditionally, logistic regression has been used in categorical 
data analysis, in which the objective is to establish a relationship between a set of inputs  
90 
 
 
Figure 2.20 Process diagram for estimating the reliability or RUL of a device with the GPM 
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(continuous or categorical) and categorical outputs.  For example, Leonard and 
Papasouliotis [2000] use logistic regression to relate the exposure of mice to nitrous 
oxide (NO2) to mortality.  Here, the inputs are the exposure to nitrous oxide and the 
output is the categorical variable that indicates mortality (i.e. 1 for died and 0 for 
survived).  As with other analysis methods, the initial use of logistic regression for 
prognostics was for population based analysis when Spezzaferro [1996] applied it to 
continuous aircraft usage data (i.e. environment conditions, usage time, number of flights, 
etc.) to estimate the probability of the incidence of corrosion.  The end result of this work 
was a methodology, whereby the inspection interval of an aircraft is determined as a 
function of the probability that corrosion has occurred.  Following this work, logistic 
regression was adapted by Yan et al. [2004] and Xu and Zhao [2005] to estimate the on-
line reliability (1 – probability of failure) of individual devices.  At this point, a more 
detailed discussion of logistic regression as a prognostic algorithm is presented. 
 For this discussion, the probability of failure for an observation of m degradation 
signals is estimated via a logistic regression model trained on historical degradation data.  
The vector of degradation signals is represented by y. 
  myyy 21y  
For each of the m degradation signals, there is an associated critical threshold, which is 
denoted by the vector d. 
  mddd 21d  
As with the GPM, a failure is said to have occurred when any one of the degradation 
signals crosses its associated threshold: 
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Here,  is the MAX operator.  Notice that F is 1 if any of the elements of y is larger 
than its associated critical threshold contained in d.  On the other hand, F is 0 if and only 
if all of the degradation signals are smaller than their associated thresholds.  For this case, 
the logistic regression model is defined to be: 
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To use the above equation to assess on-line reliability, example degradation histories 
must first be used to estimate the parameters of the above equation (βi).  This is usually 
accomplished via maximum likelihood estimation [Liao et al. 2006].  To estimate the 
probability of failure for a new component, the parameter estimates are applied to 
observations of the degradation signals for an individual device according to the 
previously presented equation.   
 Yan et al. [2004] apply the previously described algorithm to estimate the on-line 
probability of failure of a continuously operating elevator door motion system, while Xu 
and Zhao [2005] apply it to estimate the probability of failure for light emitting diodes 
(LED) under different stress conditions.   
 A major shortcoming of this approach is that the authors do not relate the 
reliability estimates to the RUL of the device.  This shortcoming is addressed by Yan et 
al. [2004], who suggest the use of autoregressive moving average (ARMA) to extrapolate 
the degradation signal to a future time where the reliability is zero and hence estimate the 
RUL.  The authors, however, do not apply the technique to the presented example.  The 
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generic approach of extrapolating the degradation parameters to estimate the RUL is, 
however, used in later work by Liao et al. [2006].  In this work, Liao et al. [2006] 
extrapolate the degradation path by regressing a second order polynomial onto the 
observed data.  While this approach for estimating the RUL appears different than that 
described in the GPM, upon closer examination, it becomes clear that the developed 
method is really a more complex manifestation of the same underlying process.  To 
illustrate this feature, consider the hypothetical example presented in Figure 2.21.  In the 
figure, the top plot is of the degradation signal and the bottom plot is of the reliability, 
denoted by R(t).  For the failure probability F(t), the bottom plot would be reflected about 
0.5 since R(t) = 1 – F(t).  To begin, notice that up to the current time t* observations of 
the prognostic parameter have been collected and that these observations have been used 
with the previously presented equations to estimate the probability of failure and 
reliability.  In general, the degradation signal trends upward and the reliability trends 
downward from its intial ―healthy‖ value of 1. To estimate the RUL, recall that a 
trending algorithm is used to extrapolate the degradation parameter path and that the time 
at which the extrapolated degradation path produces a reliability of 0 is the estimated 
time of failure.  This approach is very similar to the standard extrapolation methods that 
are presented later in this section.  For the present discussion, it is sufficient to state that 
in the extrapolation methods the degradation path is extrapolated and the time of failure is 
set to the time at which the extrapolated path crosses the failure threshold.  If this is 
compared to the present method, it is clear that the RUL estimation via categorical data  
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Figure 2.21 Illustration of the RUL estimation technique for categorical data analysis 
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analysis is simply a special case of the standard extrapolation methods, where the 
reliability is used as a failure threshold as opposed to a critical threshold for the 
degradation signal.   
 A discussion of the prognostic algorithms that are founded on categorical data 
analysis and that implement the GPM was presented in this section.  In the next section, a 
discussion of prognosis algorithms based on proportional hazards modeling is presented.  
Proportional Hazards Modeling 
 Recall that in proportional hazard (PH) modeling the failure rate or hazard 
function depends on the current time as well as a series of stressor variables that describe 
the environmental and operational stresses to which a device is exposed (section 2.4.1).  
In the standard algorithm, the stressor variables are generally not functions of time, but 
are defined by examing a―coarse‖ represntaion of the stres profile of adevice. To 
use the PH for estimating the reliability of an individual device, Liao et al. [2006] ascribe 
a temporal relationship to the stressor variables.  In this context, the PH model can be 
described by the following equation. 
96 
 
 )](exp[  )()](|[ T0 tttt ZβZ    
where:  λ0(t) is a nominal hazard function 
  β is a n×1 vector of coefficients with βi being the coefficient for the i
th  
   variable that describes the stress to which a device is being  
   exposed 
  Z(t) is a n×1 vector of functional approximations to the variables that  
   describe the stress to which a device is being exposed 
  n is the number of variables used in the proportional hazards model 
 
Notice that the stressor variables are now functions of time.  In this work, the authors use 
accelerated life data collected for bearings in an engine.  To obtain the explicit form of 
the PH model for an individual device, the authors regress a quadratic function onto each 
of the stresor variable signals for a local ―window‖ of dat. Thes functional 
approximations are then plugged into the above equation with previously calculated 
coefficients.  Finally, the authors relate the PH model equation to the reliability and then 
use an ARMA model to extrapolate the reliability estimates to infer the RUL of the 
device.   
 To evaluate this method, the authors apply it to predicting the reliability and RUL 
of a bearing undergoing accelerated life testing.  The authors also use the ARMA model 
with a logistic regression prognosis model, similar in structure to the algorithms 
presented in the previous section.  The RUL estimates produced by the PH model were 
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shown to be superior to the logistic regression model and the authors attribute this result 
to the feature that the PH model takes into account the historical stressor variables, while 
the logistic regression model does not. 
 A discussion of the application of proportional hazards modeling to individual 
prognosis was presented in this section.  In the next section, a detailed discussion of 
prognosis algorithms founded on the premise of life consumption modeling is presented. 
Life Consumption Modeling 
 Another important method for RUL estimation is life consumption modeling 
(LCM).  In LCM a new component begins its life with perfect health/reliability.  As the 
device is used and/or exposed to various operating conditions, the health/reliability is 
deteriorated by amounts that are related to the damage absorbed by the device.  The most 
widely implemented LCM algorithm is accumulated damage modeling (ADM), which 
use ―rough‖ clases of stres conditons to estimate the increment by which the 
component health is degraded after each use [Mishra et al. 2002, Vichare & Pecht 2006].  
Another similar approach is the cumulative wear model, which estimates the on-line 
reliability of a device by incrementally decreasing its reliability as it is used [Loecher & 
Darken 2003].  At first glance, LCM may not appear to be founded on the GPM, but the 
relationship to the GPM is made clear if it is noticed that in LCM the damage fraction of 
an individual device is continuously estimated until it reaches a value of 1, at which point 
the device is interpreted as having failed.  In this context, LCM is simply the GPM where 
the degradation signal is the damage fraction and the critical threshold is 1 or 100%.  At 
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this point, detailed discussions of the two previously listed LCM algorithms and their 
applications are presented, beginning with the simpler cumulative wear model. 
Cumulative Wear Modeling 
 The cumulative wear model, proposed by Loecher and Darken [2003], can most 
effectively be described by considering the history of a hypothetical device that 
undergoes periodic use.  A diagram of the reliability and maintenance actions is presented 
in Figure 2.22.  While the present discussion focuses on periodic use, the general 
cumulative wear technique can be easily adapted for continuous use by quantifying units 
of use (ex. number of hours, days, etc.) and cyclic use by counting the number of cycles.  
In the device’s intial stae, it has not ben exposed to any wear and, therfore, has a
reliability of 1.  Next, the item is used for the first time.  Notice that after use, the device 
has incurred some wear and the reliability has been decremented by w.  After this, the 
device is use twice more and the reliability is decremented by an additional 2w.  It can be 
seen that after the third use, the reliability has a value near the wear increment w.  In this 
case, if the device is used again, a failure would be expected to occur and the device 
would need to be replaced or repaired.  At this point, it can be seen that maintenance is 
performed on the device, which can be interpreted as reversing the effects of two uses, 
thereby increasing the reliability by a value of 2w.  Following the maintenance, it can be 
seen that the device is used four times, eventually resulting in a failure, where the 
reliability is equal to zero.  At this point, the device is replaced with a new device that has 
an initial reliability of 1. 
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Figure 2.22 Illustrative example of the cumulative damage model 
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 Now that the general approach implemented in cumulative wear has been 
presented, the details of the algorithm can be discussed.  The algorithm effectively maps 
the use of a component to a wear increment that is successively added over time as the 
component is used.  In perfect condition, the component has a wear of 0 and a wear of 1 
is interpreted as a failure.  As the device is used, the wear increment is successively 
added to the overall wear of the component.  If maintenance is performed on the 
component, then a negative wear increment is applied to the cumulative wear.  The wear 
is related to the usage according to: 
   ,,, jiji xGw  
Here, wi,j is the wear of the i
th device after the jth use, xi,j is a value quantifying the j
th use 
of the ith device, and Θ are parmetrs of the model. 
 The authors consider a linear case, where the wear increments are linearly related 
to the usage: 
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The parameters of the model are determined by minimizing the expected prediction error.  
To accomplish this task, the histories of the parameters are used in combination with 
cumulative wear values of 1, for instances when the component fails.  To obtain the 
model parameters, the authors minimize the following equation: 
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The authors list the solution as: 
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 An important assumption of this approach is that the data is complete, in that the 
component is required to fail in order for its wear to be used in developing the model.  
The authors also discuss the possibility of using this approach for multiple fault modes.  
In this context, each failure mode would have an associated wear increment.  Also, notice 
that the cumulative wear model assumes that each time a device is used that the actual 
reliability is decremented by a previously calculated value.  This approach is contradicted 
by the work of Moubray [2001], who states that: 
 
…there is often little or no relationship between how long an asset has 
been in service and how likely it is to fail.  However, although many 
failure modes are not age-related, most of them give some warning that 
they (failures) are in the process of occurring or are about to occur. 
 
Finally, it is important to note that in the cumulative wear model, the authors do not 
address the problem of using the on-line reliability to estimate the RUL. 
Accumulated Damage Modeling 
 Now that cumulative wear modeling has been discussed, the more complex 
accumulated damage model (ADM) is examined.  Prior to the development of the ADM, 
the cumulative effect of specific component signals for a particular failure mode of an 
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electric circuit was studied by Mishra and Pecht [2002] and Ridgetop Semiconductor 
[204]. In this work, ―prognostic els‖ are integrated into electrical circuits and have 
been developed for semiconductor failure mechanisms such as electrostatic discharge 
(ESD), hot carrier, metal migration, dielectric breakdown, and radiation effects.  These 
cells are based on the premise that since the cell is located in close proximity to the 
circuit being monitored it should be exposed to the same environmental conditions as the 
circuit.  The cell is calibrated for a specific warning time by "scaling" the stress on the 
circuit relative to the circuit being monitored.  For example, the current density in the 
prognostic cell can be increased to produce a failure prior to the failure of the circuit 
being monitored.  This approach effectively results in a single point RUL prediction.  
Anderson and Wilcoxon [2004] extend this approach from the circuit to the board level. 
 Returning to the discussion at hand, ADM generally involves four steps: 1) 
monitor critical signals that quantify the operational and environmental stress of a device, 
2) extract meaningful features from the signals, 3) relate the signal features to various 
stress levels in a detailed physical model of the device to determine an appropriate 
degradation increment, and 4) use the accumulated damage to estimate the RUL of the 
device [Ramakrishnan & Pecht 2003, Mishra et al. 2004].  To illustrate this process, 
consider a simple example where prior analysis has identified three stress regions for a 
device.  Furthermore suppose that the damage fraction and their associated consumed life 
are Di and Ci for the i
th stress region.  For example, if the collected signals indicate that 
the device is operating in the 2nd stress region, then the total damage fraction is 
incremented by D2 and the RUL is decremented by C2.  To illustrate this procedure, 
consider the progression presented in Figure 2.23.  In the top plot, the progression of the  
103 
 
 
Figure 2.23 Illustrative example of a simple accumulated damage model with three stress levels 
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accumulated damage fraction is presented, and in the bottom plot the progression of the 
RUL is presented.  For this discussion, an accumulated damage fraction of 0 indicates 
that the item has not experienced any damage and an accumulated damage fraction of 1 
indicates failure.  For the present discussion, it will be assumed that the time elapsed 
during each use of the device is small relative to the consumed life.  This assumption will 
be addressed later in this section, when the details of the ADM are discussed.  To begin, 
notice that the accumulated damage fraction is 0 and the RUL is equal to the total life 
(TL).  Next, notice that the device is used in the first stress level, resulting in an 
accumulated damage fraction of D1.  Also, notice that the initial RUL is decremented by 
the consumed life C1 to a value of TL – C1.  It can be seen that the next use is at the third 
stress level, resulting in an accumulated damage fraction of D1 + D3 and RUL of TL – C1 
– C3.  From this point, the device is subsequently used 2 more times at the first stress 
level and 2 times at the second stress level.  After these uses, the accumulated damage 
fraction reaches a value of 1 and the device is interpreted as having failed.  For 
completeness, the equations for the accumulated damage fraction and the RUL after each 
use are presented in Table 2.4. 
 ADM is most concisely formalized by Ramakrishnan and Pecht [2003], who use 
the accumulated damage to estimate the RUL of electronic circuit boards.  In the 
presented algorithm, Palmgren-Minor theory of linear damage accumulation is used 
[Miner 1945], which states that the damage fraction (Di) at any stress level Si is linearly 
proportional to the ratio of the number of cycles of operation (ni) to the total number of 
cycles that would produce failure (Ni) at that stress level.  In equation form, the damage  
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Table 2.4 List of accumulated damage fractions and remaining useful life for an example of a simple 
accumulated damage model with three stress levels 
Number 
of Uses 
Accumulated Damage 
Fraction 
Remaining Useful 
Life 
0 0 TL 
1 D1 TL – C1 
2 D1 + D3 TL – C1 – C3 
3 2D1 + D3 TL – 2C1  C3 
4 2D1 + D2 + D3 TL – 2C1 –C2 – C3 
5 3D1 + D2 + D3 TL – 3C1 –C2  C3 
6 3D1 + 2D2 + D3 TL – 3C1 –2C2 – C3 
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fraction at a particular stress level is given by: 
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n
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To determine the accumulated damage fraction, the damage fractions at each stress level 
are simply summed, where L is the number of stress levels: 
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When this sum has a value greater than or equal to 1, the device is interpreted as having 
failed.  Mathematically, a failure occurs when the following condition is met. 
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Mishra et al. [2004] adapt Palmgren-Minor theory to the time of operation and TTF for 
each stress level.  If ti and TTFi are the time of operation and TTF for the i
th stress level, 
the damage fraction for the stress level can be written as: 
 
i
i
i
TTF
t
D  . 
As with the number of uses, the overall damage fraction is given by: 
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To determine the RUL from the accumulated damage fraction, Mishra et al. [2004] 
propose an iterative technique.  If M is the current number of times that an item has been 
used, then the RUL can be written in terms of the previous RUL and an estimate of the 
current total life (TL). 
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where:  RUL(M – 1) and RUL(M)  are the RUL for M – 1 and M uses 
  D(M) is the accumulated damage fraction for the Mth use 
  TL(M) is an estimate of the total life after M uses 
 
 To illustrate this approach, consider the previously described example presented 
in Figure 2.23. For this discusion, aconstant usage time (Δt) will be incorporated in the 
analysis.  First, to determine the number of cycles that would produce failure at each 
stress level, consider Figure 2.24.  Notice that if a device is consistently used at the first 
stress level, it could be used 9 times before failure.  Similarly, it can be seen that the 
number of times the device could be used at the second and third stress levels are 6 and 3, 
respectively.  Using these values, the accumulated damage after the first use (i.e. 1 use at 
the first stress level) for each stress level can be calculated. 
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The accumulated damage fraction incurred during the first use can be found by summing 
the accumulated damage fractions for each level. 
     11.00011.01111 321  DDDD  
To estimate the RUL, the above accumulated damage fraction can be used with the initial 
RUL and an estimate of the total life (TL) after one use.  Notice that the initial RUL is the  
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Figure 2.24 Relative damage fraction increments for three stress levels 
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initial estimate of the total life and the total life (TL) after one use is simply the initial 
estimate of the toal ife decremented by the usage time (Δt). 
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 Next, consider the device after its second use (i.e. 1 use at the first and third stress 
levels).  The accumulated damage fraction for each of the stress levels can be calculated, 
as follows.  Notice that the only contribution is from the third stress level.  The reason 
that there is no contribution from the first stress level is that since the RUL calculation is 
iterative, it has already been accounted for in the previous estimate of the RUL (RUL(1)). 
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Again, the accumulated damage fraction after the second use can be found by summing 
the accumulated damage fractions for each level. 
     33.033.0002222 321  DDDD  
To estimate the RUL, the above accumulated damage fraction can be used with the 
previous RUL estimate and an estimate of the total life (TL) after two uses.  Notice that 
the total life (TL) after two uses is simply the previous RUL estimate decremented by the 
usage time (Δt). 
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At this point, the previously derived equation for RUL(1) can be inserted into the above 
equation. 
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 A major limitation of the previously described implementation of ADM is that 
there is no readily apparent method for quantifying the uncertainty of the accumulated 
damage and RUL estimates.  This shortcoming was, however, addressed by Vichare 
[2006], who proposed a methodology for estimating the uncertainty of both quantities via 
a Monte Carlo based sampling process.  To begin, the author identifies three sources of 
uncertainty: 1) measurement uncertainty, due to inaccuracies in the sensing, recording, 
use of sampled information, and assumptions in data conditioning techniques, 2) 
parameter uncertainty, which arises due to variability in the material and geometric 
parameters that are used in the physics based damage model, and 3) model uncertainty, 
which may arise due to limitations in the analyst’s knowledge of phenomenon and 
deliberate simplifications introduced for modeling.  Once identified, the author discusses 
methods for addressing each source and then incorporates the results into a Monte Carlo 
sampling algorithm that is subsequently used to quantify the uncertainties of the 
accumulated damage and RUL estimates.  For completeness, a synopsis of this work is 
presented at this time. 
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 To address the measurement uncertainty, Vichare [2006] collects the load 
parameters from the device.  Recall that Ramakrishnan and Pecht [2003] state that one of 
the pre-processing steps in the ADM is to extract meaningful features from the measured 
device signals.  Due to storage constraints, the features and not the original signal 
measurements are stored on-board the device until they are extracted to estimate the 
accumulated damage and RUL after each use.  Therefore, Vichare [2006] collects 
samples of the extracted features that describe the environmental/operational load from 
multiple devices operating under different conditions.  The distributions of the sampled 
data are then approximated by a series of kernel functions.  The end results are non-
parametric PDFs for the collected feature signals. 
 Next, to address the model parameter uncertainty the author implements a two 
step process: 1) identify the parameters that most affect model performance and 2) 
parmetrize a PDF for the distributions of ―important‖ parmetrs from 
engineering/manufacturing specifications.  Here, the model parameters are the terms that 
are used for damage assessment, such as physical dimensions, material properties, 
regression coefficients, etc.  To identify the parameters that most affect model 
performance, the parameters are sequentially perturbed about their respective nominal 
values and the change in the model’s estimate of the damage is used to calculate a 
sensitivity index.  Vichare [2006] proposes a sensitivity index that is the ratio of the 
change in the model output (Δy) to the particular perturbed parmetr (Δxi), scaled by the 
standard deviation of the perturbed input (
ix
 ).  The author explains that by scaling the 
ratio by the standard deviation, the natural variability of the parameter is incorporated 
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into the sensitivity index.  It appears that this modification is meant to deal with the 
different scales inherent in the data.  A possible modification of this approach would be 
to scale the parameters to have a mean of zero and unit variance.  Also, the author does 
not expand on how the standard deviations of the parameters are obtained.  Returning to 
the task at hand, the sensitivity index for the ith parameter can be written as: 
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Next, each of the indices calculated with the above equation are normalized in terms of 
the other indices according to the following equation.  Again, this normalization could be 
more affectively managed by scaling the terms appropriately. 
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The parameters that have the largest sensitivity indices (i.e. have the largest change in the 
output for a change in input) are selected for use in the Monte Carlo uncertainty analysis.  
Finally, engineering and/or manufacturing knowledge is used to parameterize PDFs for 
the selected parameters. 
 At this point, the only remaining uncertainty contribution that needs to be 
accounted for is the model uncertainty.  For this work, Vichare [2006] implements the 
multiplicative adjustment factor approach described by Zio and Appostolakis [1996].  In 
this approach, the uncertainty in the model output is the calculated output plus a factor 
that is a multiple of the output.  Vichare [2006] treats the multiplicative factor as a 
random variable that is drawn from the distribution of the ratio of the estimated output to 
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the actual output.  To obtain the distribution of the multiplicative factor, the author states 
that test data for different operating conditions and physical models were used to 
parameterize a PDF for the sampled data. 
 Now that the methods for addressing the three sources of uncertainty in the ADM 
have been discussed, the Monte Carlo uncertainty estimation algorithm can be examined.  
Before beginning, recall that the outputs of the three previously described analysis steps 
are: 1) non-parametric kernel density functions that approximate the PDF of the collected 
features that describe the environmental/operational load experienced by the device, 2) 
PDFs for the model parameters that most affect the model performance, and 3) a PDF for 
the multiplicative adjustment factor for the damage model output.  To estimate the 
uncertainty of the accumulated damage and RUL estimates, each of these distributions is 
randomly sampled and used as inputs to the ADM.  This process is repeated until B 
estimates of the accumulated damage and RUL have been obtained for each of the device 
uses.  The quantiles of the estimates can finally be used to estimate prescribed uncertainty 
bounds on each of the ADM estimates.  The author does not indicate how 
computationally expensive this process is, which makes a qualitative assessment of its 
practicality difficult.  An alternative approach would be to perform the Monte Carlo 
simulations up front and then use a single point estimate (95% quantile of the uncertainty 
bounds) for each estimate of the accumulated damage and RUL.   
 Now that the problem of estimating the uncertainty of the ADM has been 
addressed, several assumptions of this approach are discussed.  This discussion is then 
followed by a survey of literature for applications of the previously described 
implementation of the ADM and other related work. 
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 A major assumption of the previously described implementation of the ADM is 
that a detailed physical model of the system that incorporates information about the 
material properties, device dimensions, and failure modes exists.  This assumption 
requires a significant amount of up-front engineering analysis and often limits the 
prognosis algorithm to a single failure mode [Mishra et al. 2004].  This assumption also 
seriously limits the portability of the ADM, in that it is not easily adapted for different 
systems and components.  On the other hand, the assumption of a physical model is very 
useful for applications where failures are not common.  Overall, as with other 
applications, there are significant advantages and disadvantages from a technical as well 
as cultural perspective for the use of physical models and the final determination as to the 
best approach is highly case dependent. 
 Another major disadvantage of the ADM is the rigid mechanism that is used to 
estimate an indivdual device’s degradation path. Since the stochastic nature of the 
degradation process is not accounted for in the structure of the ADM, there is only a 
single degradation path for a specific series of stresses that are absorbed by the device.  
The end result, is that as the accumulated damage increases, the RUL estimates will 
always decrease.  While this feature logically makes sense, it can severely hinder the 
ADM’s abilty to acurately estimate the RUL.  
 Now that the general approach for ADM as described by Ramkrishnan and Pecht 
[2003] and Mishra et al. [2004] has been discussed, a brief survey of applications of the 
described algorithm is presented.  Shetty et al. [2002] estimate the "consumed" life of the 
end effector electronics unit (EEEU) inside the robotic arm of the space shuttle remote 
manipulator system (SMRS) by relating thermal and vibrational loads to physical models 
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for mechanical and thermomechanical damage.  In work by Vichare et al. [2004], 
temperature and thermal cycling information is used to quantify the health of a laptop 
computer.  While the authors describe their experiment as being a method by which the 
health of the computer may be quantified, their work is more focused on understanding 
the way in which the thermal characteristics of the computer components change for 
different environments.  The eventual goal for these observations is for future system 
designs that are less conservative than the current methods.  Wilkinson et al. [2004] use 
the ADM approach described in this section to assess the health and estimate the RUL of 
the electronics in an aircraft system.   
 A survey of algorithms that have a similar structure to the previously described 
embodiment of ADM is presented at this time.  In interesting work by Luo et al. [2003], 
the accumulated damage of the components of an automotive suspension system is 
incorporated into a physical model.  In this work, crack length is treated as a slow 
dynamic variable that drifts until failure (i.e. the crack grows until failure).  The authors 
then combine the Paris-Erdogan equation for crack growth with the previously described 
Palmgren-Miner model of accumulated damage.  In this work, the accumulated damage is 
treated as an unobservable state vector, which is estimated via standard system 
identification methods.  To estimate the RUL the authors use Monte Carlo simulations to 
assess the progression of the accumulated damage for various extrapolated operational 
conditions.  While the authors use the accumulated damage to assess the health of the 
device, they extrapolate the operating conditions to estimate the RUL.  Therefore, this 
prognosis method is similar to the extrapolation methods discussed in the next section.  
For additional information on how the characteristics are extrapolated, refer to the 
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discussion presented in the next section.  Next, Suarez et al. [2004] use the ADM 
approach to assess the health of the blades in an aircraft by modeling the damage as a 
function of the operational characteristics of the engine.  In this work, the authors present 
the accumulated damage as a function of time, but they do not use the accumulated 
damage to estimate the RUL.  Khalak and Hess [2004] develop a generic physical model 
of the accumulated damage of a system with coupled devices that are founded on a 
piecewise linear aproximation to the ―bathub‖ failure curve. Zacher et al. [206] 
monitor the operational stressors of a ballistic weapon (ex. usage frequency, alignment, 
etc.) to estimate the accumulated damage of the system.  The authors do not offer any 
details about the implemented methodology, but do state that operational profiles and a 
probabilistic model of the system are used to calibrate the damage increments.  Again, 
while the authors use the accumulated damage to assess the health of the device, they 
extrapolate the operating conditions to estimate the RUL.  In this sense, the algorithm is 
similar to the extrapolation techniques described in the next section. 
Extrapolation Methods 
 The final and most commonly cited method for individual device prognosis can 
generally be described as extrapolating the health of the device by using a priori 
knowledge and observations of historic device operation.  In general the extrapolation 
can be performed by either: 1) predicting future device stress conditions and then 
applying the stress conditions to a model of device degradation to estimate the RUL or 2) 
using trending techniques to extrapolate the path of the degradation or reliability signal to 
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a failure threshold.  A survey of methods that perform such extrapolations is presented at 
this time, beginning with a discussion of the stressor extrapolation techniques. 
Extrapolation of the Environmental and Operational Characteristics 
 Luo et al. [2003] assess the on-line health of a device by incorporating methods 
for estimating the accumulated damage of the components in a physical model of an 
automotive suspension system.  In this work, crack length is treated as a slow dynamic 
variable that drifts until failure (i.e. the crack grows until failure).  The authors then 
combine the Paris-Erdogan equation for crack growth with the Palmgren-Miner model of 
accumulated damage that was described earlier in the context of Accumulated Damage 
Modeling that was presented in section 2.4.2.  In this work, the accumulated damage is 
treated as an unobservable state vector, which is estimated via standard system 
identification methods.  To estimate the RUL, the authors use Monte Carlo simulations to 
assess the progression of the accumulated damage for various extrapolated stress 
conditions.  While the authors use the accumulated damage to assess the health of the 
device, they extrapolate the operating conditions to estimate the RUL.  Since ADM is 
described in the previous section, it will not be repeated at this time.  However, since this 
work extrapolates the environmental and operational conditions, additional discussion of 
this work is necessary.   
 The RUL of a device depends on the current damage state and the future usage of 
the system.  Since the current damage is assumed to be known, a method for estimating 
the future usage must be available.  The authors describe three types of a priori 
knowledge that can be used to estimate the future environmental and operational 
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conditions.  Before these cases are discussed, the operational and environmental 
conditions can be described by a stress function Si ( ), where i is an integer that quantifies 
the severity of the stress.  Furthermore, the stress is also related to the amount of time that 
the device is exposed to the stress, Δt. Using thes conventions, the history of adevice’s 
use can be represented by the following sequence of stressors. 
 
 } )( ,),.( ),( { 21 21 Nmmm tStStSH N    
where:    ,,2,1 Lmi   is the i
th element of a sequence of stress levels  
   },,,{ 21 Nmmm   
  L is the number of stress levels 
  Δti is i
th element of the sequence of times   ,,, 21 Nttt    that the  
   device is exposed to the stress level mi 
  )( im tS i   is the total amount of stress that the device is exposed to during  
   the ith use 
 
 Using these conventions, the three stressor extrapolation techniques can now be 
described: 
 
1) Deterministic sequence: The future stress levels and exposure times are known.  
To determine if and when the device will fail, the pre-determined stress levels and 
exposure times are iteratively used as inputs to a model of the device degradation 
to estimate the future health of the device. 
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2) Population based probabilistic sequence: Historical data collected from a 
population of similar devices are used to estimate probabilities for the incidence 
of specific stress levels and exposure times.  To estimate the distribution of the 
RULs of a device given its current state, Monte Carlo simulations are run in 
which the stress level and exposure times are sampled according to the estimated 
probabilities.  Finally, the RUL for the individual device is estimated by taking 
the expected value of the resulting PDF of the RULs. 
3) Individual based probabilistic sequence: Historical data collected from the 
individual device is used to estimate probabilities for the incidence of specific 
stress levels and exposure times.  To estimate the distribution of the RULs of a 
device given its current state, Monte Carlo simulations are run in which the stress 
level and exposure times are sampled according to the estimated probabilities.  
Finally, the RUL for the individual device is estimated by taking the expected 
value of the resulting PDF of the RULs. 
 
In the deterministic sequence, the RUL is simply estimated by applying known stress 
conditions to a model of the device degradation.  If the future stress on the device is not 
known, one of the latter methods must be used.  The process presented in Figure 2.25 
illustrate these methods.  Here, the statistics for the stress levels are derived from a 
population of similar devices for the population based probabilistic sequence method and 
from the historical use of the individual device for the individual based probabilistic 
sequence method.  Notice that the statistics for each stress level and exposure times are 
randomly sampled to create a prototype extrapolation of the operational history.  This  
120 
 
 
Figure 2.25 Process diagram of the probabilistic stress sequence estimation technique for 
extrapolating device stress conditions 
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history is then applied to the damage model that results in an estimate of the RUL of the 
device.  This RUL estimate is then stored in memory for later use.  This process is 
repeated until 50-100 prototype histories have been generated and used to produce 
estimates of the RUL for each prototype history.  Finally, the distribution of the RUL 
estimates is examined to produce an estimate of the expected RUL of the device. 
 This approach is also implemented by Zacher et al. [2006], who use a 
probabilistic model to estimate future operational profiles of a ballistic weapon.  These 
operational profiles are then applied to the developed accumulated damage model that 
was described in the previous section to estimate the RUL. 
 A discussion of the extrapolation of operational and environmental stress 
conditions was presented in this section.  In the next section, the process of extrapolating 
the path of a degradation signal to its failure threshold is discussed. 
Extrapolation of the Degradation Path 
 Perhaps the most popular individual based prognostic method is to extrapolate the 
path of a degradation signal or reliability for an individual device via regression, machine 
learning, etc. to determine the time at which the device’s path croses its failure 
threshold.  Before a detailed discussion of the methods implemented in the literature is 
presented, the general approach of path extrapolation is discussed.  To begin, suppose 
that a degradation signal y can be approximated by an arbitrary function f ( ) and its 
parmetrs Θ. For the presnt discusion, case where the reliability is the result of the 
prognosis algorithm will not be considered, but it is important to note that in this case a 
similar methodology can be created where the reliability is trended toward its failure 
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threshold of 0.  Returning to the discussion at hand, the degradation parameter can be 
approximated by the following equation, where t indicates time. 
    ,tfty  
Next, suppose that an appropriate failure threshold, ymax, has been determined.  Generally, 
the value for ymax is determined empirically from failure data or is explicitly set by an 
expert.  Therefore, the time of failure is tmax, which is the time that the degradation signal 
reaches its failure threshold. 
   maxmax yty   
Using the functional approximation of the degradation signal, the time of failure can be 
estimated via the following equation: 
   maxmax ,ˆ ytf   
Generally, the failure time is either estimated by directly solving for maxˆt  or by 
incrementally increasing the value of maxˆt  from the current time until the approximating 
function reaches the failure threshold.  For the remainder of this section, a survey of 
extrapolation techniques is presented. 
 In early work by Upadhyaya et al. [1994], degradation signals collected from 
small induction motors are extrapolated by a model of the following form to estimate the 
RUL. 
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where:  aj,k is the model parameter for the j
th degradation signal and the kth  
   historical observation 
  xj is the i
th degradation signal 
  θ is a bias term 
  m is the number of degradation signals 
  n is the number of current observations of the degradation signal 
 
Soon after this work, Naghedolfeizi [1994] used a power-model and neural networks 
coupled with standard linear regression to estimate the RUL of a once-through steam 
generator by extrapolating the progression of the change in the tubing wall thickness.  In 
this work, the degradation data was generated by simulating a detailed physical model of 
the wear of a once-through steam generator.  The output of the degradation model is an 
estimate of the reduction of the tube wall thickness.  The author also defines failure as 
being the instant where the wall thickness has degraded by 32%.  To estimate the RUL, 
the author uses regression and neural networks coupled with regression to extrapolate the 
degradation path to the failure threshold.  In the regression model, a power-model and 
power-model with an exponential term are used.  The respective equations for these two 
regression equations are listed below, where y is the degradation signal, t is time, and a, 
b, and c are coefficients that are estimated from the data. 
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 POWER-MODEL:      
baty  
 POWER-MODEL WITH EXPONENTIAL:  ctaty
b exp  
 
In the alternative method, neural networks are coupled with standard linear regression to 
extrapolate the degradation paths.  In the developed method, the neural network is trained 
as a five-step ahead predictor with the previous 5 observations and other signal features, 
such as rates of change, as inputs.  Linear regression is then used to estimate the trend of 
the neural network estimates for the degradation signal.  Finally, the regressed line is 
used to extrapolate the degradation path to the failure threshold.  Using these three 
approaches, Naghedolfeizi [1994] estimates the RUL of the modeled steam generator 
from observations of the first five years of simulation.  In this work, the parametric 
techniques described by the previous equations produce an RUL estimate that is within 2 
years of the actual RUL.  Similarly, the error of the RUL estimate produced by the hybrid 
neural network algorithm is within 4 years of the actual RUL.  For this work, the 
parametric technique overestimates the RUL (i.e. failure before the estimated failure), 
while the hybrid neural network approach underestimates the RUL (i.e. failure after the 
estimated failure). 
 In similar work, neural networks are used by Wang and Vachtsevanos [2001], 
Girish et al. [2003], and Choi and Li [2006] to extrapolate the degradation path to the 
failure threshold.  Wang and Vachtsevanos [2001] use the maximum and minimum 
values of vibration signals and maximum power spectral density for the three spatial 
dimensions to estimate and extrapolate the length of a seeded crack in a bearing.  Girish 
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et al. [2003] use a neural network with the current time and 3 time-delayed observations 
of the degradation signal to estimate the mean and variance of the current value of the 
degradation signal.  The authors validate their method by applying it to an artificially 
generated time series of a degradation signal.  The major shortcoming of this work is that 
the authors assume that a sufficient degradation signal can be extracted from a system 
and do not offer any insight as to how this signal is created or selected.  Choi and Li 
[2006] use many different composed features collected from the operation of a 
transmission to estimate the length of cracks in the teeth of a gear.  In the algorithm, 
vibration signals are collected from the device.  These signals are then used to calculate a 
series of features, such as the root mean square (RMS) value of the vibration signal.  
These features are then used as inputs to a neural network that has been trained to 
estimate the crack length.  The authors state that the estimates of the crack length could 
be extrapolated to estimate the RUL of the device. 
 Grietzer et al. [1999] and Grietzer [2000] describe an interesting method for 
extrapolating the degradation signal path to estimate the time at which the signal crosses 
a failure threshold.  In the proposed method, an iterative algorithm is used to select an 
appropriate linear regression model for extrapolating the degradation signal.  To begin, 
the window used to select the training data for the development of a linear model is set to 
contain all of the observed signal data.  Next, the selected training data is used to estimate 
the linear regression parameters and their corresponding uncertainties.  Following the 
regression, the most recent observations of the degradation signal are compared to the 
regressed line and its uncertainties.  If the observed values agree with the regressed line 
(i.e. the observed values lie within the uncertainty bounds of the regression), the current 
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linear model is used to extrapolate the degradation signal and subsequently estimate the 
RUL.  If the observed values do not agree with the regressed line (i.e. the observed values 
lie outside the uncertainty bounds of the regression), the window size is decreased and 
the regression and comparison is repeated until an appropriate window size and 
corresponding linear model has been identified.  The authors state that this approach is 
advantageous since it gives the algorithm the ability to actively differentiate between 
slow and fast degradation paths.  The authors do not, however, expand on the 
computational viability of the adaptive regression algorithm.  In later work by Greitzer 
and Ferryman [2001], this approach is applied to a pressure differential signal to estimate 
the RUL of a gas turbine engine in an M1 Abrams tank that fails as a result of a clogged 
air filter.  
 Finally, Usynin et al. [2006] uses power-model regression to estimate the RUL by 
extrapolating a degradation signal from simulated power supply failures.  In the described 
algorithm, the degradation signal is aweighted average of peaks in the power suply’s 
output voltage.  To estimate the RUL, a function of the following form is used to 
extrapolate the degradation signal, where y is the degradation signal, t is the time, and a 
and b are regression coefficients that are stimated from observations of an indivdual’s 
degradation signal. 
 btay   
In this work, rather than specify the failure threshold from inspection, the authors use 
logistic regression to estimate the degradation level at which 95% of the devices fail.  The 
authors also estimate the uncertainty of the degradation level and set the final threshold to 
the lower 95% uncertainty bound.  To validate the approach, the authors continuously 
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regress and extrapolate the above function to an artificially generated test set.  The result 
of the test is RUL estimates and their associated uncertainties.  This work is expanded by 
Hines and Usynin [2006] who investigate the use of linear regression to extrapolate linear 
degradation signals for estimating the RUL.  In this work, the authors also propose a 
metric for determining when the population or individual based RUL estimates should be 
used.  If UP is the uncertainty of the population estimate and UI is the individual estimate, 
then the proposed metric has the following form. 
 
I
P
U
U
C  
While the authors focus on the uncertainty of the degradation levels, this approach can 
easily be applied to the RUL estimates as well.  When C < 1, the uncertainty of the 
individual estimates is larger than the population estimates.  In this case the population 
estimate should be used since it has the smallest uncertainty.  Conversely, when C > 1, 
the uncertainty of the population estimate is larger than the individual estimate and the 
individual estimate should be used. 
 A survey of individual based prognosis methods that are founded on the GPM 
was presented in this section.  In the next section, a survey of individual based prognosis 
methods that are not based on the GPM is presented. 
Survey of Methods that Do Not Use the GPM 
 Since the majority of the individual based prognosis algorithms are explicitly or 
implicitly founded on the GPM, there are a limited number of algorithms in the literature 
that break from this trend.  However, one method was found that breaks from the 
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requirements established by the GPM, specifically the system implementing the ANFIS 
developed by Bonissone and Goebel [2002].   
 In work by Bonissone and Goebel [2002] and Goebel and Bonissone [2005], PCA 
is coupled with the ANFIS to estimate the RUL of individual paper machines.  The 
described algorithm is composed of a 12 step process, which is summarized below. 
 
1) Scrubbing: Sensor observations for previous failures are conditioned such that 
only the ―break trajectories‖ are retained. For this work, a―break trajectory‖ is 
defined as being a ―multivariate time-series starting at a normal operating 
condition and ending at a wet-end break‖ [Bonissone & Goebel 2002].  Here, 
―wet-end‖ refrs to the location of the machine relative to the paper 
manufacturing process.  Empty observations are also removed in this step. 
2) Segmentation: Resulting data was partitioned into two categories: 1) if there are 
less than 180 minutes of data prior to break, then it IS NOT useful for break 
prediction, 2) if there are more than 180 minutes of data prior to break, then the 
data IS useful for break prediction. 
3) Variable Selection: Expert opinion and inspection is used to select 20 signals out 
of the original 41 signals that contained useful information for predicting a break. 
4) Principal Component Analysis (PCA): The 20 signals are then used to construct 
3 PCs that explain 99.3% of the variance in the original data. 
5) Filtering: A median filter is applied to the 3 PCs to filter out the noise and 
compress the data.  The data is compressed by allowing a band of observations to 
be approximated by the median of the observations. 
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6) Smoothing: The 3 PCs are further smoothed by using a rectangular filter. 
7) Normalization: The data is scaled according to x = [x – min(x)]/[max(x) – 
min(x)]. 
8) Shuffling: The data is shuffled prior to training an ANFIS so that the ANFIS 
doesn’t learn the temporal relationships. 
9) ANFIS: The ANFIS is trained to map the values of the processed signals to time 
to break or remaining useful life. 
10) Trend Analysis: If the RUL estimates are plotted against the time, then the slope 
should be –1.  From this observation, the slope of the estimates is examined and 
updated by iteratively performing linear regression on the most recent 10 
estimates of the RUL. 
11) Performance Analysis: The system is evaluated in terms of false positives and 
false negatives.  The authors interpret false negatives as being instances where the 
RUL estimate is larger than the actual RUL.  In other words, the component fails 
before the estimate.  These situations are un-desirable since the value of the RUL 
estimate is minimal since the component fails before it's predicted to fail.  The 
authors interpret false positives as being instances where the RUL estimate is 
smaller than the actual RUL.  In these situations, the component fails after the 
RUL estimate and may result in un-necessary corrections. 
 
 This approach is completely different that the other methods that have been used 
for prognostics, in that the data is used to estimate the RUL directly.  When this system 
was applied to training data, the estimates were very accurate.  More specifically the error 
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was very near 20 minutes.  Also, the estimate becomes stable 150 minutes before failure.  
When this approach was applied to new data, only 50% of the failures were accurately 
predicted.  These poor results are ascribed to the specific fault types that the system was 
trained on.  Mainly, the system was trained on very specific fault conditions and the test 
data was not filtered to determine if only these specific fault conditions were contained in 
the data.  
Survey of Fuzzy Prognostic Algorithms 
 As with the fuzzy prediction and diagnostic algorithms, there are two parametric 
fuzzy methods that are consistently used in the literature for prognostics, namely simple 
fuzzy inference systems and the ANFIS.  Models of these architectures are used to either 
predict the RUL or a degradation signal that is used to assess the health of the system.  A 
survey of prognostic methods that use either a simple fuzzy inference system or the 
ANFIS in their implementations is now presented. 
Simple Fuzzy Inference System 
 Sampath et al. [1999] use a FIS in an automated monitoring, diagnostic, and 
repair system of components in distributed electronic systems.  In the described system, 
the fault detection and diagnosis is coupled with a module for mitigating the fault by 
ordering parts or creating work orders for the identified fault.  The authors state that the 
FIS can be used for prognosis of the system's components, but they do not offer any 
details.  In similar work, Garcia-Ortiz [2004] describe a health monitoring and repair 
system for sensitive manufacturing processes that uses a FIS to detect, diagnose, and 
mitigate faults in the system.  Again, the authors state that the FIS can also be used for 
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prognostics, but they do not offer any details.  Brotherton et al. [2000] propose using 
fuzzy logic in a rule-based, expert system to assess the health of components in gas 
turbine engines.  This work does not address any details as to how the FIS can be used for 
prognostics, but provides a "hand waving" description of what problems a prognostic 
system would solve and what role the FIS would play in such a hypothetical system.   
Adaptive Neural Fuzzy Inference System 
 Jagannathan and Raju [2000] use measurements from micro-sensors as inputs to 
an ANFIS to predict the quality of automotive oils.  The authors suggest that the oil 
quality could be used as a degradation signal and trended for RUL prediction.  Chen and 
Bonissone [2001] use the ANFIS to predict the RUL of components in a paper 
manufacturing process.  In the described system, an ANFIS is trained with historical data 
to map process measurements to the RUL of the component.  Finally, in previously 
described work by Goebel and Bonissone [2005], the ANFIS is used to predict the RUL 
of a paper manufacturing machine.  For the sake of brevity, a description of the algorithm 
is not reproduced at this time and the interested reader is referred to the detailed 
discussion presented in the Survey of Methods that Do Not Use the GPM presented 
earlier in this section. 
 A survey of prognosis algorithms has been presented in this section.  In the next 
section, a synthesis of the survey papers on prediction, diagnostics, and prognostics is 
presented.  A comparison of the cited fuzzy logic based algorithms with the NFIS is also 
presented. 
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2.5 CLOSING REMARKS 
 Now that a survey of prediction, diagnosis, and prognosis algorithms has been 
presented, it is important to take a step back and address the shortcomings of the 
presented work.  To begin, it is instructive to notice that as the problem complexity 
increases (i.e. prediction to diagnosis to prognosis), the number of papers that include 
results or descriptions of how the algorithms may be viably used in real world systems 
decreases rapidly.  For example, in almost every paper that discusses a prediction 
algorithm, results are presented and often multiple algorithms are compared based on 
their predictive performance.  However, in the majority of the diagnosis and prognosis 
papers, top level descriptions are provided.  In a smaller number of the papers, a known 
fault is injected into a system and then a signal is monitored to show that it changes for 
the specific fault.  Often this operation is touted as being diagnosis or prognosis, but the 
fact is that such papers represent observations of the nature of the system and do not 
significantly advance the areas of diagnosis and prognosis.  For example, Brown et al. 
[2005] and Orsagh et al. [2006] monitor a failure precursor of a commercial global 
positioning system (GPS) during an accelerated thermal test.  The result of monitoring 
the position error and the outage probability are used to describe the health of the system.  
Although the authors state that the overall goal of the paper is to predict the remaining 
useful life of the GPS system, they only diagnose the health of the system. 
 Finally, it is important to compare the fuzzy prediction, diagnosis, and prognosis 
algorithms described in the previous sections to the NFIS.  The fuzzy algorithms 
discussed earlier are either constructed from expert knowledge or are tuned versions of 
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generic architectures.  In other words, the fuzzy algorithms are developed during a 
defined training period and are then fixed until they are retrained.  The NFIS tackles the 
problem of training in a different way.  Rather than require that the fuzzy membership 
functions describe qualitative features (i.e. low, intermediate, high, etc.) of the system or 
be tuned by a backpropagation algorithm, the NFIS defines the membership functions by 
examining the structure of the data directly. 
 At this point the details of the NFIS and the integrated monitoring, diagnosis, and 
prognosis system can be discussed.  In the next section, the structure of the NFIS will be 
disclosed in detail.  This discussion is followed by a section that describes the prediction, 
detection, diagnosis, and prognosis system and how the NFIS can be integrated for each 
of these tasks.   
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3 NONPARAMETRIC FUZZY INFERENCE SYSTEM (NFIS) 
 Consider the fundamental question of empirical modeling: can an output be 
predicted by examining historical inputs and outputs?  One way to answer this question is 
to attempt to approximate the "real world" with a series of equations that mirror the 
physical system.  In this approach, the developer assumes an omnipotent role, in that to 
have a valid model one needs to know everything about the system.  Since this is never 
the case, a more generalized approach is needed. 
 One method of generalization is to "fit" a generic function to the observed data.  
In this approach, the system is approximated with an optimized version of a well defined 
function.  For example, if noisy data has been collected from a system and the 
relationships between the inputs and outputs are linear, the parameters of a generic linear 
function can be optimized until an objective function, such as the sum of the squared 
error, is minimized.  This approach is often referred to as parametric modeling, since the 
data is used to determine the parameters (ex. polynomial coefficients, principal 
components, etc.) of a general model that approximate the observed relationships. 
 What if the general character of the relationships between the inputs and outputs 
is not known?  In this situation, neural networks could be used since they are flexible 
enough to fit any function, provided the correct network architecture and parameters 
(weights and biases) can be specified.  Another alternative would be to use a 
nonparametric model, which uses the data directly to approximate the relationships 
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between the inputs and outputs.  Empirical models that use this architecture include 
kernel regression [Atkeson et al. 1997a, Diaz 2000, Diaz et al. 2001], local linear 
regression [Rasmussen & Hines 2004], the multivariate state estimation technique 
(MSET) [Singer et al. 2001], and k-nearest neighbor [Dong et al. 2004].  In these 
modeling methods, the distance of a new input to each of the historical inputs is used to 
calculate a similarity.  This similarity is then used to predict the output by fitting a local 
polynomial to the data. 
 Now that the different modeling strategies that approximate a system with a series 
of functions (i.e. physical equations, polynomials, and local polynomials) have been 
discussed, the following discussion will take a step back and attack the problem from a 
different direction.  Rather than trying to fit functions to the data, the physical system will 
be examined as an inference problem (i.e. IF X THEN Y).   
3.1 METHOD OVERVIEW 
 To begin, consider the general model with p inputs and r outputs, as presented in 
Figure 3.1.  For the time being, the NFIS will be described as a predictor model (i.e. use 
X to predict Y).  In later sections, embodiments of the NFIS that include diagnosis and 
prognosis will be discussed in more detail. 
 Suppose that n exemplar observations of the inputs and outputs that characterize 
the system's normal operating conditions have been collected.  For this discussion, these 
observations are represented by the following matrices where Xi,j is the i
th observation of 
input j and Yi,k is the i
th observation of output k. 
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Figure 3.1 Illustration of a generic model with p inputs and r outputs 
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In the NFIS, a fuzzy inference system (FIS) is created for mapping new inputs to the 
outputs.  If xj is a new observation of input j and yk is an observation of output k, the FIS 
can be represented by the following set of IF-THEN statements. 
 
 IF x1 = X1,1 AND x2 = X1,2 AND … AND xp = X1,p 
  THEN y1 = Y1,1 AND y2 = Y1,2 AND … AND yr = Y1,r 
 IF x1 = X2,1 AND x2 = X2,2 AND … AND xp = X2,p 
  THEN y1 = Y2,1 AND y2 = Y2,2 AND … AND yr = Y2,r 
 ………………………………………………………………………… 
 IF x1 = Xn,1 AND x2 = Xn,2 AND … AND xp = Xn,p 
  THEN y1 = Yn,1 AND y2 = Yn,2 AND … AND yr = Yn,r 
 
 Using the above IF-THEN statements, the estimation procedure for the FIS can be 
described by the following two step process. 
 
1) Evaluate the antecedent:  Fuzzy membership functions are used to determine the 
extent by which each antecedent (IF) "fires". 
2) Evaluate the consequent:  The "fired" consequents (THEN) are aggregated into 
predictions for the outputs. 
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 Before the above steps can be discussed in detail, the NFIS membership function 
creation algorithm is discussed. 
3.2 MEMBERSHIP FUNCTION CREATION 
 The NFIS is a FIS, whose membership function centers and parameters are 
observations of exemplar inputs and outputs.  This approach is unique in that previous 
algorithms described in the literature use "composed" observations to parameterize the 
membership functions (MF) of the FIS.  For example, Germond and Niebur [1992] use 
expert knowledge to create MFs about composed patterns that map to qualitative features 
such as hot, cold, high, low, etc.  Another popular approach for MF parameterization is 
partitioning [Jang et al. 1997].  In fuzzy partitioning, the data space is partitioned into 
regions and MFs are created about the centers of these regions.  Here, the composed 
patterns are the region centers.  This approach is also used in unsupervised clustering 
algorithms, such as fuzzy c-means [Dunn 1973; Bezdek 1981] and Adeli-Hung [Adeli & 
Hung 1995] clustering, which center the MFs on composed cluster centers and calculates 
the cluster parameters in terms of the distance from the cluster center.  In yet another 
approach, the parameters of the MFs can be determined by performing least squares 
optimization of the FIS for a supplied set of inputs and outputs [Jang 1993]. 
 For the present discussion, the problem of creating MFs from n exemplar 
observations of the inputs (X) and outputs (Y) is considered.  Since the MF creation is the 
same for the inputs and outputs, the discussion will only consider the inputs (X).  Also, 
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the membership of the input j to the ith exemplar observation of input j will be denoted by 
jX xji , . 
 To begin, consider the specific example of creating the MFs for 5 exemplar 
observations of a single input.  For the sake of simplicity, it is assumed that the exemplars 
are sorted from smallest to largest. 
 

















1,5
1,4
1,3
1,2
1,1
X
X
X
X
X
X    1,51,41,31,21,1 XXXXX   
The simplest MFs that can be created from the exemplar observations are singleton MFs.  
These MFs have zero memberships for any value except the exemplars, which have a 
membership of 1.  A possible instantiation of the singleton MFs for the example is 
presented below in Figure 3.2. 
 For the remaining discussion, the singleton MFs presented in Figure 3.2 will be 
modified into a series of triangular membership functions.  To do this, an overlap 
parameter is introduced, which will control the extent by which the MFs overlap each 
other.  For this example, an overlap of 2 is used.  This means that the legs of each 
triangular membership function will overlap its two nearest neighbors. 
 To begin, consider the smallest exemplar, specifically X1,1.  Since it has no 
neighbors to the left, this leg cannot easily be set.  However, the right leg can be set.  
Since the overlap is 2, the right leg of the triangular MF is set to X1+2,1 = X3,1.  The result 
can be seen in Figure 3.3. 
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Figure 3.2 Example of singleton membership functions 
 
 
 
Figure 3.3 Result of setting the right leg of the triangular membership function for the first exemplar 
observation 
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 The next exemplar observation X2,1 also has no second neighbor to the left.  Since 
X2-2,1 = X0,1 is not defined, the left leg cannot be set.  However, the right leg can be set to 
X2+2,1 = X4,1.  The result is presented in Figure 3.4. 
 The third exemplar observation, specifically X3,1, has second neighbors to the left 
and right.  More specifically, X3-2,1 = X1,1 and X3+2,1 = X5,1 are defined.  This means that 
the left and right legs of the triangular MF can be set directly (see Figure 3.5). 
 At this point, the MFs for the fourth and fifth exemplar observations are created.  
Notice that for these two exemplar observations X4+2,1 = X6,1 and X5+2,1 = X7,1 are not 
defined.  Therefore, the right legs of the MFs cannot be set at this time.  However, the left 
legs can be set to X4–2,1 = X2,1 and X5–2,1 = X3,1 respectively.  The result of these operations 
is presented in Figure 3.6. 
 Finally, the process for setting the remaining legs of the triangular MFs is 
presented.  To set the left leg of the first exemplar X1,1, the distance between X1,1 and its 
second nearest neighbor, specifically X1+2,1 = X3,1, needs to be determined (Figure 3.7).  
This difference is defined to be the half width of the MF and is denoted by Δ. 
 Now that the half width of the MF has been defined, the left leg of the MF for the 
first exemplar observation is set to X1,1 – Δ (se Figure 3.8).  To set the left leg of the MF 
for the second exemplar observation, a similar procedure is followed, with the exception 
that the half width is X4,1 – X2,1, as opposed to X3,1 – X1,1 for the first exemplar 
observation.  The result is presented in Figure 3.9. 
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Figure 3.4 Result of setting the right leg of the triangular membership function for the second 
exemplar observation 
 
 
 
Figure 3.5 Result of setting the right and left leg of the triangular membership function for the third 
exemplar observation 
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Figure 3.6 Result of setting the left legs of the triangular membership functions for the fourth and 
fifth exemplar observation 
 
 
 
Figure 3.7 Illustration for calculating the half width of the triangular membership function for the 
first exemplar observation 
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Figure 3.8 Result of setting the left leg of the triangular membership function for the first exemplar 
observation 
 
 
 
Figure 3.9 Result of setting the left leg of the triangular membership function for the second 
exemplar observation 
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 Finally, the concept of half width can be used to set the right legs of the MFs for 
the fourth and fifth exemplar observations.  For completeness, the details of this 
procedure are listed in Table 3.1.  Since the right legs are being set, the half width is 
added to the exemplar observation instead of being subtracted.  Applying the equations 
listed in Table 3.1, the MF creation process has concluded.  The final MFs for this 
example are displayed in Figure 3.10.   
 Before continuing, it is instructive to examine the effect of the value of the 
overlap parameter on the shape of the MFs.  Suppose an overlap of 1 was used instead of 
2 for this example.  It can be seen in Figure 3.11 that the MFs are narrower. 
 Now that the algorithm used by the NFIS to create the MFs directly from data, the 
way in which the resulting MFs can be used to evaluate the antecedent and consequent of 
the previously described IF-THEN statements is presented. 
3.3 EVALUATING THE ANTECEDENT 
 To illustrate the antecedent evaluation process, suppose n exemplar observations 
of p inputs have been collected and an estimate of the output is needed for a new 
observation of the inputs, x.  In matrix form, the query can be written as follows, where xj 
is the query observation for the jth input: 
 ][ 1 pxx x  
 The first step in evaluating the antecedents is to obtain the membership of the 
input observation to each of the n input exemplars.  The resulting memberships can be 
placed in a n×p matrix of memberships, where )(
, jX
x
ji
  is the membership of xj to the i
th 
exemplar observation of the jth signal, Xi,j: 
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Table 3.1 Equations for setting the right legs of the membership functions for the fourth and fifth 
exemplar observations 
 Half Width (Δ) Right Leg 
X4,1 X4–2,1 – X4,1 = X2,1 – X4,1 X4,1 +Δ 
X5,1 X5–2,1 – X5,1 = X3,1 – X5,1 X5,1 +Δ 
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Figure 3.10 Final triangular membership functions for the five exemplar observations and an overlap 
of two 
 
 
 
Figure 3.11 Final triangular membership functions for the five exemplar observations and an overlap 
of one 
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  







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
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
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

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

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Next, the memberships over the p inputs are used to determine the degree by which the 
antecedent for each exemplar "fires."  If the traditional AND operator is used, then the 
degree of fulfillment (DOF) of the query observation for the n input exemplars are the 
minimum memberships over the p inputs [Tsoukalas & Uhrig 1997].  Applying the AND 
operator to the n×p matrix of memberships, the vector of n DOFs is obtained, where  is 
the minimum operator. 
  
  
  
  
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
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
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

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
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

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pXXX
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xxx
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pnnn
p
p
,2,1,
,22,21,2
,12,11,1
21
21
21
,DOF

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


xX  
As an example, the memberships of a query pattern to 4 exemplar observations of 3 
inputs is given below. 
 













0.15.02.0
1.03.09.0
3.00.10.0
5.03.01.0
xμ  
The DOF is calculated by taking the minimum value in each row of the matrix of 
memberships. 
  






























2.0
1.0
0.0
1.0
0.15.0
3.09.0
3.00.1
5.03.0
,DOF
0.2
0.1
0.0
0.1
xX  
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 The process for evaluating the antecedents has been described in this section.  In 
the next section, the process by which the DOFs of the antecedents are used to evaluate 
the consequents and, eventually, generate an estimate of the output is discussed. 
3.4 EVALUATING THE CONCEQUENT 
 The consequent of the FIS is evaluated by performing the following steps: 1) 
calculate the clipped memberships of the consequent MFs, where the membership is 
clipped to the DOF of the antecedent, 2) aggregate the membership functions for each 
output signal over the n exemplars using the logical OR (maximum operator), and 3) 
defuzzify the aggregated MFs for the r outputs into predictions.  For this discussion, 
consider the following exemplars for a single output and a possible instantiation of the 
MFs that is presented in Figure 3.12. 
 

















1,5
1,4
1,3
1,2
1,1
Y
Y
Y
Y
Y
Y    1,51,41,31,21,1 YYYYY   
Furthermore, suppose the DOF of the 5 input exemplars for a query observation are as 
follows: 
  

















0.0
5.0
0.1
5.0
0.0
, xXDOF  
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To describe the consequent evaluation process, the above DOFs will be used to step 
through the previously described process. 
 To obtain the clipped memberships, the output MFs are ―cliped‖ to the DOFs. 
Applying the example DOFs to the MFs presented in Figure 3.12, the level sets presented 
in Figure 3.13 are obtained.  Notice that the only MFs that are not zero are the 
membership functions with non-zero DOFs.  Also, notice that the two MFs with a DOF 
of 0.5 do not have memberships larger than 0.5. 
 The next step in the process is to aggregate the level sets into a single membership 
function for the estimate of the output.  To do this the logical OR or union, which sets the 
membership to be the maximum membership over the range of outputs, is used.  The 
result of this operation is presented below in Figure 3.14.  Here, the coloring has been 
maintained to help visualize which MFs contribute to the aggregated MF. 
 Finally, the aggregated output MF is defuzzified into an estimate of the output.  
For this example the center of area (COA) defuzzification method is used.  The COA 
defuzzification method sets the prediction to the value that balances the area of the 
aggregated MF.  If 1A y  is the aggregated membership function for the output and N is 
the number of elements on the universe of discourse (UOD) of the output (i.e. number of 
points in the MF arrays), then the prediction using COA defuzzification is given by: 
 





N
i
i
N
i
ii
y
Yy
y
1
A
1
,1A
1
 
ˆ


 
Graphically, the prediction can be seen in Figure 3.15 to be slightly off center, due to the 
slightly larger width of the MF for the fourth exemplar observation. 
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Figure 3.12 Output membership functions for an overlap of two 
 
 
 
Figure 3.13 Clipped memberships for the output membership functions 
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Figure 3.14 Combined level sets of the output membership functions 
 
 
 
Figure 3.15 Prediction of the output with center of area defuzzification 
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 An alternative to the previously described process is to apply the DOF of the 
antecedents directly to the output exemplars.  In this case, the output is a simple weighted 
average of the output exemplars where the weights are the DOF of the antecedents.  If 
DOF(Xi,x) is the degree of fulfillment of the i
th antecedent, then the predicted output can 
be written as: 
 
 
 



N
i
i
N
i
ii Y
y
1
1
,1
1
,DOF
 ,DOF
ˆ
xX
xX
 
 A detailed description of the NFIS was presented in this and previous sections.  In 
the next section, methods that enable robust modeling with the NFIS are presented. 
3.5 REGULARIZATION VIA THE OVERLAP PARAMETER 
 Before continuing, the way in which the overlap parameter can be used for 
regularization needs to be discussed.  Recall that the overlap parameter controls the width 
of the MFs that are created for each of the selected exemplar observations.  The overlap 
parameter can also be interpreted as a regularization parameter, in that a larger overlap 
allows more exemplars to be deemed similar to the query, which results in smoother 
model predictions.  As an example, consider the NFIS estimates presented in Figure 3.16.  
In the plots, the observed signal values are represented by BLUE and the NFIS estimates 
are GREEN.  Notice that the predictions of the NFIS with an overlap of 10 (bottom) are 
significantly smoother than the predictions with an overlap of 1 (top).  Since smoother 
estimates are generally interpreted as being regularized, the overlap parameter can be 
used as a regularization parameter of the NFIS.  
154 
 
 
Figure 3.16 Illustration of NFIS predictions for an overlap of 1 (top) and 10 (bottom) 
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3.6 ROBUST MODELING 
 In ―real world‖ aplications, corupted dat has the potential to signifcantly 
degrade the performance of the previously described NFIS algorithm.  As an example, an 
autoassociative NFIS can be trained to estimate the ―corect‖ signal values from 
corrupted measurements.  Since the purpose of the autoassociative NFIS predictor is to 
correct the measured signal values, the estimates for a failed signal should lie very near 
its un-failed value.  However, if the previously described algorithm is implemented 
without modification, the resulting estimates would be severely degraded since the 
memberships for the failed inputs would be zero.  To illustrate this feature, consider the 
following example. 
 Suppose that the following 4 observations of 3 redundant signals have been 
collected. 
 













5.93.94.9
4.82.83.8
1.71.72.7
9.68.69.6
X  
These exemplars are to be used to estimate the correct values for the following query 
observation. 
  3.80.82.8x  
In the standard NFIS algorithm, the following matrix of memberships is obtained. 
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 













000
92.082.091.0
08.018.009.0
000
μx  
Using the MIN operator, the following vector of 3 DOFs is obtained. 
  













0
82.0
08.0
0
,DOF xX  
Finally, if the output is estimated via a simple weighted average of the exemplars, the 
folowing estimate of the ―corect‖ signal values are obtained. 
 












91.009.0
4.891.01.709.0
91.009.0
2.891.01.709.0
91.009.0
3.891.02.709.0
xˆ  
  29.811.821.8ˆx  
 If the first input has failed (i.e. measurement of 0), the query observation 
becomes: 
  3.80.80x  
In the standard NFIS algorithm, the following memberships and DOFs are obtained.  
Since the memberships of the query observation of the first signal to all of the exemplars 
are zero, the resulting DOFs are all zero. 
 













000
92.082.00
08.018.00
000
μx  
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  













0
0
0
0
,DOF xX  
Finaly, the estimates of the ―corect‖ signal values are infinite since the sum of the 
weights is equal to zero. 
 One method for dealing with this problem is to use the MEAN operator instead of 
the MIN operator to calculate the DOF.  For the running example, the following DOF 
was calculated via the MEAN.  With this construction some of the DOFs are no longer 
zero. 
  













0
88.0
12.0
0
,DOF xX  
The folowing estimates of the ―corect‖ signal values using the above DOFs were 
obtained.  Notice that the estimates are no longer infinite, but lie near their un-faulted 
values. 
  25.807.817.8ˆx  
 Another method for dealing with the problem of problematic inputs is to allow the 
NFIS to adaptively drop query signals that are outside the training range from the DOF 
calculation.  This approach is similar to the adaptive Euclidean distance measure as 
implemented in kernel regression [Garvey & Hines 2006].  To enable the NFIS to 
adaptively compensate for problematic inputs, the memberships of the problematic 
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signals are set to the minimum membership of the remaining inputs.  To illustrate this 
approach, consider the memberships obtained for the query with the failed input. 
 













000
92.082.00
08.018.00
000
μx  
Since the first signal is outside the training range, the membership of the first signal to 
each of the exemplars is set to the minimum memberships of the remaining signals.  For 
this example, the minimum membership of the remaining signals are the third and second 
signals respectively.  The resulting matrix of memberships is presented below. 
 













000
92.082.082.0
08.018.008.0
000
μx  
At this point the MIN operator can be applied to the memberships to get the following 
DOFs. 
  













0
82.0
08.0
0
,DOF xX  
Finaly, the stimates of the ―corect‖ signal values can be calculated. 
  29.811.821.8ˆx  
 A description of the NFIS has been presented in this section.  In the next section, 
the ways in which the NFIS can be modified for monitoring, diagnosis, and prognosis is 
presented. 
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4 EMBODIMENTS OF THE NFIS 
 This section provides a description of the different embodiments of the general 
NFIS used in the integrated system: prediction, detection, diagnosis, and prognosis, 
which is presented in Figure 4.1.  Here, asset (i.e. system, component, or process) data is 
collected and digitized.  The collected data is then passed to a signal selector, which takes 
the input signals and extracts previously identified, correlated signals.  The collected 
observations of the signals are then presented as inputs to an NFIS predictor, which 
produces estimates of the "correct" signal values from their measured values.  The 
corrected signal values will reduce noise, sensor drift, and signal changes due to 
equipment deterioration or faults.  The predictions are then compared to the NFIS 
estimates to form residuals which are evaluated by a cumulative sum (CUMSUM) or 
sequential probability ratio test (SPRT) statistical detector, which determines if the asset 
is operating in a nominal or degraded mode. 
 If the detector output indicates that the asset is operating normally (no 
fault/anomaly), then no maintenance/control action is executed and the monitoring, 
diagnostic, and prognostic system examines the next observation of the asset signals.  
However, if the detector output indicates that the asset is operating in a degraded mode, 
the prediction and detection results are passed to an NFIS diagnoser, which maps the 
provided symptom patterns (i.e. prediction residuals, signals, alarms, etc.) to known fault 
conditions.  Next, the prediction, detection, and diagnosis results are passed to an NFIS  
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Figure 4.1 Block diagram of the fuzzy inference based monitoring, diagnostic, and prognostic system 
for an autoassociative predictor architecture 
 
161 
prognoser, which estimates the RUL of the asset.  Finally, the prediction, detection, 
diagnosis, and prognosis results are used to determine an appropriate maintenance or 
control action. 
 In the remaining sections, the details of the different embodiments of the NFIS are 
described. 
4.1 PREDICTION 
 Since, the general NFIS was described in the context of a predictor, the discussion 
will not be repeated here.  In general, the predictor embodiment of the NFIS is a non-
parametric, autoassociative model which performs signal correction through the 
correlations inherent in the signals. This action will reduce the effects of noise or 
equipment anomalies and produce signal patterns similar to those from the normal 
operating conditions. 
4.1.1 Quantifying Uncertainty 
 At this point, a brief treatment of the signal estimate uncertainty is presented.  
Since a detailed study of uncertainty is beyond the scope of this dissertation, the 
interested reader is referred to Garvey [2005] for additional discussions.  In the following 
discussion, the methods previously used for kernel regression will be reviewed and then 
adapted for the NFIS predictor. 
Review of Uncertainty Analysis for Kernel Regression 
 To begin, suppose that a kernel regression predictor has been trained to map p 
inputs to r outputs.  Furthermore, suppose that n exemplars have been collected for the 
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inputs and outputs, which are designated by the matrices X and Y, respectively.  The 
dimensions of X are n×p and the dimensions of Y are n×r. 
 At this point, consider the following equation that is used to obtain estimates for 
the outputs for an observation of the inputs. 
 
 Ywy T~ˆ          (4.1) 
where:  


n
i i
w
1
~ ww  
  w is an n×1 vector of weights for an observation of the inputs x (see  
   section 2.1.1) 
 
To derive the analytic variance equations, each of the signals will be considered 
independently.  For convenience, let Zi be the i
th column of Y and iyˆ  be the estimate for 
the ith response.  Notice that } ,...,2 ,1{ ri .  Since Zi is a n×1 vector the equation for iyˆ  
can be rewritten as: 
 iiy Zw
T~ˆ  
The expected value of the weighted sum are given by the following equations, where Uj,i 
is the jth element of Zi [Morgan & Henrion 1990]. 
 )(~)~( TTˆ iiy EEi ZwZw   
At this point, consider the variance of estimate.  To begin, consider the definition of the 
variance. 
 ])ˆ[()ˆ( 2
iˆyii
yEyVar   
163 
 ])~~~~~~[()ˆ( 221,,22,11 ,,2,1 inii ZnZZinniii wwwZwZwZwEyVar     
 ])~~~~~~[()ˆ( 2,2,221,11 ,,2,1 inii ZninnZiZii wZwwZwwZwEyVar     
 ])~~~~~~[()ˆ( 2,2,221,11 ,,2,1 inii ZninnZiZii wZwwZwwZwEyVar     
 
 

n
j
n
jk
ZkikkZjijj
n
j
Zjijji ikijij
wZwwZwEwZwEyVar
1 1
,,
1
2
, )]
~~)(~~[( 2])~~[()ˆ(
,,,
  
 
 

n
j
n
jk
ZkikkZijkj
n
j
Zijji ikijij
wZwZEwwZEwyVar
1 1
,,
1
2
,
2 )]~~)([( ~~2])[(~)ˆ(
,,,
  
 
 

n
j
n
jk
ikijkjij
n
j
ji ,ZZCovwwZVarwyVar
1 1
,,,
1
2 )( ~~2)( ~)ˆ(  
Since the elements of Zi are selected exemplars from data, it is assumed that they are 
independent.  The equation for the variance becomes: 
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Next, the variance of the ith response are assumed constant over the n exemplar 
observations.  If 2iσ denotes the variance of the i
th response signal, then the above 
equation can be rewritten as: 
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In matrix form, the above equation can be written by the following equation. 
 ww ~~)ˆ( T2iiyVar   
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A common modification of the above equation is to approximate 2i by an estimate of the 
noise variance on the ith response signal 2,ˆi .  For the sake of generality, this 
approximation will be noted, but will not be included in the uncertainty equations. 
 To obtain variances for each of the response signals, this process is repeated for 
each of the r response signals.  The results of this computation can be stored in a r×r 
matrix. 
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Notice that the off-diagonal, covariance terms are assumed to be zero.  For traditional 
regression techniques the assumption of independent response estimates is invalid, but for 
nonparametric regression techniques the assumption holds.  The reason that this 
assumption is valid is best understood by considering the case in which an inferential 
model is constructed for each of the r response signals.  In this case, the n exemplars of 
the p predictors are used to infer each of the r responses.  In this case, the variance of the 
estimates of each of the inferential models can be estimated.  Now since these variances 
are the same as the diagonal elements of the above equation on the basis that the same 
weights are used for each of the inferential models, it is clear that there are no covariance 
terms in the variance matrix for the 1×r vector of estimates yˆ .  For this discussion, 
)]ˆ([ yVardiag  refers to the 1×r vector containing the diagonal elements of )ˆ(yVar . 
 Using the derived variance equations, the )%1( 100   confidence and prediction 
intervals for the KR estimate of the ith response signal can be written as follows. 
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 Confidence Interval:  22/, )ˆ()ˆ( iipni BiasyVartyE     (4.2) 
 Prediction Interval:  22
,2/, )ˆ(ˆˆ iiiεpni BiasyVarty      (4.3) 
where:  2/,pnt   is the t-statistic for pn  degrees of freedom and a confidence  
   level of 2/  
  n is the number of observations used to construct the estimate 
  p is the number of predictor inputs 
  2,ˆiε  is an estimate of the noise variance for the i
th response signal 
  Biasi is a bias of the estimate for the i
th response signal 
 
 Now that the analytic equations for estimating the uncertainty for the KR 
estimates have been reviewed, these equations will be adapted for use with the predictor 
embodiment of the NFIS. 
Uncertainty Equations for the NFIS Predictor 
 At this point, the uncertainty equations for KR will be adapted for use with the 
NFIS.  For this discussion, the simplified NFIS predictor structure will be examined.  
More specifically the NFIS predictor is trained such that the MFs for the inputs are 
triangular MFS and the output MFs are set to singleton MFs centered on the exemplar 
observations.  Therefore, the estimate for the outputs is calculated according to the 
following equation, where DOF(Xi,x) is the DOF for the i
th input exemplar and Yi is the 
i
th exemplar. 
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If the following substitutions are made, Equation 4.4 can be seen to be structurally 
equivalent to Equation 4.1. 
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Therefore, the 95% confidence and prediction intervals for the NFIS are the same as for 
KR, specifically Equation 4.2 and 4.3 respectively, with the exception that the elements 
of w are the DOF of the antecedents of the NFIS as opposed to the value of a kernel 
function in KR. 
4.2 DETECTION 
 The NFIS is not explicitly used for anomaly and fault detection, but does perform 
a critical task in the process.  For this work, the NFIS is used to estimate the ―correct‖ 
value of a system signal using other correlated signal measurements.  The residual is 
generated by calculating the error between the estimate and measured values.  Finally, the 
residual is passed to a statistical routine that compares the current residual distribution to 
a nominal distribution.  More specifically, the statistical routine uses the distribution of 
the residuals to determine if the system is currently operating in a nominal or degraded 
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mode.  Simple threshold tests prove to have a high number of missed and false alarms 
due to process noise, so statistical routines, such as the sequential probability ratio test 
(SPRT) [Wald 1947; Gross et al. 2002] and the cumulative sum (CUMSUM) test 
[Basseville & Nikiforov 1993; Morgenstern et al. 1988] have been used. 
4.3 DIAGNOSIS 
 Now that the predictor and detector embodiments of the NFIS have been 
presented, the way in which the NFIS can be used for diagnosis is described.  Before 
getting started it is important to recall that the overall objective of the diagnosis system is 
to map observations of one or more symptom patterns to previously defined fault classes.  
For this work, the diagnosis system extracts fault symptoms from the results of the 
previously described monitoring system (prediction + detection) and uses these 
symptoms to determine the membership of the current device operation to different fault 
classes. 
 For this discussion, suppose that n observations of p inputs (variables) that are 
examples of nc classes (fault conditions) are collected.  Also, let Ci designate the i
th class 
and ni the number of examples for this class.  Using these definitions, the sum of the 
number of examples for each class is equal to the number of example observations. 
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These definitions can be used to formulate the classification problem in a similar fashion 
as the prediction problem discussed earlier.  If the training (example) inputs are denoted 
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by X and outputs (classes) by Y, "memory" matrices for the inputs and outputs can be 
created.   
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 To use the NFIS for diagnosis, the output Y is converted to a binary format, 
which will be designated by Y*.  To do this, create an n×nc matrix of zeros and then set 
the ith column elements to 1 for the symptom observations for fault Ci.  Therefore, Y can 
be rewritten: 
  
Traditionally, Cn – 1 dummy variables are used to fully define Cn fault classes.  However, 
Cn dummy variables should be used in this application to allow for partial memberships 
to each fault class.  To diagnose a fault from an observation of the symptom patterns, 
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simply simulate the NFIS with the observed symptom pattern as an input.  The output of 
the NFIS diagnoser is a vector of nc memberships of the symptom pattern to each of the 
fault classes.  Finally, diagnose the fault as belonging to the class to which it has the 
largest membership. 
4.4 PROGNOSIS 
 A description of the prognosis embodiment of the NFIS is presented in this 
section.  This discussion will begin by a description of a new RUL estimation technique, 
which will be referred to as the PAth Classification and Estimation (PACE) model.  This 
discussion will conclude by a discussion of how the NFIS is used in the PACE.  Finally, 
methods for calculating the uncertainty of the estimates of the RUL are presented. 
4.4.1 Path Classification and Estimation (PACE) Model 
 Recall that the GPM (see section 2.4.1) is founded on the concept that a 
degradation signal collected from an individual device will follow a general path until it 
reaches an associated failure threshold.  Also, recall that the majority of the modern, 
individual based prognosis algorithms can be directly related to the GPM (see 2.4.2).  
From the present discussion, it is clear that there are two fundamental assumptions of the 
GPM and its modern counterparts: 1) there exists a path for the degradation signal that 
can be parameterized via regression, machine learning, etc. and 2) there exists a failure 
threshold for the degradation signal that accurately predicts when a device will fail.  For 
modern computational capacity, the first assumption is trivial, in that many methods exist 
for parameterizing simple (polynomial regression, power regression, etc.) and complex 
(fuzzy inference systems, neural networks, etc.) relationships from data.  The assumption 
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of the existence of a threshold that accurately predicts device failure is not so easily 
reconciled.  While the existence of a failure threshold has been shown to be valid for well 
understood degradation processes, such as seeded crack growth, and controlled testing 
environments, such as constant load or uniform cycling, Liao et al. [2006] observes that 
for ―real world‖ aplications, wher the failure modes are not always wel understod or 
can be too complex to be quantified by asingle threshold, the failure boundary is ―gray‖ 
at best.  Wang and Coit [2007] attempt to address this problem by integrating uncertainty 
into the estimate of the threshold, but in the end the authors replace an estimate of the 
threshold with another, more conservative estimate.  For this work, instead of saying that 
a device has failed if its degradation signal exceeds its threshold, the approach 
implemented by Liao et al. [2006] will be adopted, where the data is allowed to speak for 
itself.  In other words, for this work a device is interpreted as having failed if it in fact 
fails.  Before continuing, it is important to note that if the failure thresholds are well 
established, the data can be formatted such that the instant where the signal crosses the 
threshold is interpreted as a failure event.  For the sake of clarity, this case will be 
considered after the PACE model is described. 
 As its name suggests, the PACE model is fundamentally composed of two 
operations: 1) classify a current degradation path as belonging to one or more of 
previously collected exemplar degradation paths and 2) use the resulting memberships to 
estimate the RUL.  Hence, the name path classification (classify path according to 
exemplar paths) and estimation (estimate the RUL from the results of the classification).  
At this point, the PACE will be described in more detail by considering a hypothetical 
example.  This example will be used to describe the general PACE algorithm. 
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Illustrative Example of the PACE Model 
 To begin, consider the example degradation signals presented in Figure 4.2.  The 
degradation signals and their associated failure times are presented in the top plot.  Here, 
the failure times can be set to be either the time that the device fails or the time at which 
an expert determines that the device performance has sufficiently degraded such that it 
has effectively failed.  For this example, it can be seen that there is not a clear failure 
threshold for the degradation signal.  Notice that the paths are generalized by fitting an 
arbitrary function to the data via regression, machine learning, etc.  There are two useful 
pieces of information that can be extracted from the degradation paths, specifically the 
failure times and the ―shape‖ of the degradation that is described by the functional 
approximations.  These pieces of information can be used to construct a vector of 
exemplar failure times and functional approximations, as follows: 
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where:  Ti and fi (t,θi) are the failure times and functional approximation of the i
th  
   exemplar degradation signal path 
  θi are the parameters of the i
th functional approximation of the ith exemplar  
   degradation signal path 
  Θ are all of the parameters of each functional approximation 
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Figure 4.2 Example degradation signals and their associated functional approximations 
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 At this point, suppose that the degradation signal of another similar device is 
being monitored and an estimate of the RUL of the individual device is needed at an 
arbitrary time t*.  Such a case is presented in Figure 4.3, where the degradation signal is 
plotted in BLACK.  Maintaining the letter case conventions established earlier, the query 
observation of the degradation signal at time t* is written as u(t*).  To estimate the RUL 
of the device via the PACE model, the algorithm presented in Figure 4.4 is used.  The 
general process for estimating the RUL can be seen to be composed of three steps.  First, 
the expected degradation signal values according to the exemplar degradation paths are 
estimated by evaluating the regressed functions at t*.  At the same time, the expected 
RULs are calculated by subtracting the current time t* from the observed failure times of 
the exemplar paths.  Second, the observed degradation signal u(t*) is then classified 
according to the vector of expected degradation signal values U(t*).  Third, the vector of 
memberships of the observed prognostic signal value to the exemplar degradation paths is 
combined with the vector of expected RULs to estimate the RUL of the individual 
device.  The details of the PACE model can now be described in the context of the 
present example. 
 First, the current time t* is used to estimate the expected values of the degradation 
signal and RULs according to the exemplar paths.  In equation form, the expected values 
of the degradation signal according to the exemplar paths are simply the approximating 
functions evaluated at the current time t*. 
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Figure 4.3 Ilustration of an observation of adevice’s degradation signal at ime t* relative to the 
functional approximations of the exemplar devices 
 
 
 
Figure 4.4 Process diagram of the PACE model for estimating the RUL 
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The values of the above function evaluations can be interpreted as exemplars of the 
degradation signal at time t*.  In this context, the above vector can be rewritten as a 
follows: 
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At the same time, the current time t* is used with the vector of failure times to calculate 
the expected RULs according to the exemplar degradation paths. 
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At this point, the currently observed degradation signal value u(t*) can be compared to 
the expected degradation signal values U(t*) by any one of a number of classification 
algorithms to obtain a vector of memberships μU[u(t
*)].  Here, the memberships have 
values on [0,1] and *)]([ tu
iU
  denotes the membership of u(t*) to the ith exemplar path. 
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Finally, the above memberships and the expected RULs are combined in some way to 
estimate the current RUL of the individual device. 
 Now that the general process for estimating the RUL at an arbitrary time t* via the 
PACE has been discussed, what is the character of the estimates?  To describe the 
character of the PACE estimates, consider the complete query path of the degradation 
signal that is presented in the top plot of Figure 4.5.  The PACE estimates of the RUL are 
presented in the bottom plot, where the colored dashed lines designate the progression of 
the RUL for the approximated exemplar paths.  As a starting point, consider the time 
from 0 to t1.  Notice that during this time period, the observed degradation signal values 
(BLACK LINE) are very near the functional approximation of the second exemplar path 
(RED DASHED LINE).  What this means is that the query path is very similar to the 
second exemplar path.  It can be seen in the bottom plot that this affinity is reflected in 
the RUL estimates, which are very near the expected RULs for the second exemplar path.  
Next, consider the time between t1 and t2.  During this time period, the query path of the 
degradation signal can be observed to move toward the third exemplar path (GREEN 
DASHED LINE).  The RUL estimates can be seen to respond to this change by trending 
away from the RULs of the second exemplar path and toward the third exemplar path.  
Finally, consider the time between t2 and t3.  Notice that the failure time of the query 
device is t3.  During this time interval, notice that the query path of the degradation signal 
can be observed to move toward the fourth exemplar path (ORANGE DASHED LINE).  
Again, this shift is reflected in the RUL estimates, which shifts toward the RULs of the 
fourth exemplar path. 
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Figure 4.5 Example degradation path and RUL estimates 
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 Before the PACE is generalized, consider the case when the failure threshold for 
the degradation signal is previously known.  For the working example, suppose that the 
failure threshold is Uf.  Since the PACE model does not require a threshold, the original 
degradation signals and their associated failure times must be adjusted before they can be 
used with the PACE.  A demonstration of this process is presented in Figure 4.6.  The 
original signals are presented in the top plot and the adjusted signals are presented in the 
bottom plot.  It can be seen that the original degradation signals )(tU i  are ―cliped‖ at 
the failure threshold resulting in the adjusted degradation signals )(* tU i  whose maximum 
value is Uf.  Next, notice that the failure times are also adjusted to the times when the 
adjusted degradation signals reach the threshold.  More specifically, the adjusted failure 
times for the ith exemplar degradation signal is set according to the following equation: 
 fii UTU )(
** . 
 A description of the PACE as it applies to a simple example was presented in this 
section.  In the next section, the equations developed in this section are generalized for an 
arbitrary number of exemplar histories and degradation signals. 
Generalized PACE Model 
 The equations developed in the previous section are generalized for p degradation 
signals and for n exemplar degradation paths at this time.  For this case, the exemplar 
degradation paths can be characterized by the matrix of functional approximations 
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Figure 4.6 Illustration of the method by which degradation signals with a failure threshold can be 
modified for use with the PACE model 
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where:  ),( ,, jiji tf θ is the functional approximation of the j
th
 degradation signal of  
   the ith exemplar history 
  ji ,θ are the parameters of the functional approximation of the j
th
  
   degradation signal of the ith exemplar history 
  Θ are all of the parameters of each functional approximation 
 
For each of the n exemplar paths, there is an associated failure times.  If Ti denotes the 
failure time of the ith exemplar path, then the vector of failure times can be written as: 
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 At this point, suppose that the p degradation signals of another similar device are 
being monitored and an estimate of the RUL of the individual device is needed at an 
arbitrary time t*.  First, the current time t* is used to estimate the expected values of the 
degradation signals and RULs according to the n exemplar paths.  In equation form, the 
expected values of the p degradation signals according to the n exemplar paths are simply 
the approximating functions evaluated at the current time t*. 
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The values of the above function evaluations can be interpreted as exemplars of the p 
degradation signal at time t*.  In this context, the above vector can be rewritten by the 
following equations, where Ui,j is the j
th degradation signal of the ith exemplar path. 
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At the same time, the current time t* is used with the vector of failure times to calculate 
the expected RULs according to the exemplar degradation paths. 
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The currently observed values for the p degradation signals can be written as a vector 
u(t*), where uj(t
*) is the currently observed value for the jth degradation signal. 
 ]*)(*)(*)([*)( 21 tututut pu  
The values contained in u(t*) can be compared to the expected degradation signal values 
U(t*) by any one of a number of classification algorithms to obtain a vector of 
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memberships μU[u(t
*)].  Here, the memberships have values on [0,1] and *)]([ t
i
uU  
denotes the membership of u(t*) to the ith exemplar path.  Notice that the memberships 
are a vector and not a matrix.  What this means is that the classification algorithm has 
aggregated the similarities contained in the p degradation signal observations to 
determine the overall membership or similarity between the query and each exemplar 
path.  While this feature is not important for the discussion at hand, it is very important 
when considering the way in which different inference algorithms are integrated into the 
PACE model.   
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Finally, the above memberships and the expected RULs are then combined in some way 
to estimate the current RUL of the individual device. 
 The PACE model was generalized to include an arbitrary number of degradation 
signals and exemplar paths in this section.  In the next section, this generalized 
framework will be used to describe how the NFIS is integrated into the PACE. 
Using the NFIS in the PACE Model 
 To understand how the NFIS is integrated into the PACE algorithm, consider the 
process diagram for the generalized PACE model presented in Figure 4.7.  To relate the 
NFIS to the generalized PACE algorithm, recall that the output of the classifier is a n×1 
vector of memberships of the query observations of the degradation signals to each of the 
n exemplar paths.  If the classifier was structured such that the resulting memberships 
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were simply the DOFs of a series of fuzzy IF rules, then the classifier module of the 
PACE could be defined as being the antecedent portion of the NFIS.  Similarly, if the 
estimation module was structured as a series of fuzzy THEN rules, then the estimation 
module of the PACE could be defined as being the consequent portion of the NFIS.  
Using these adjustments, Figure 4.7 can be modified to include the NFIS as presented in 
Figure 4.8. 
Advantages and Disadvantages of the PACE 
 The major advantage of the PACE as opposed to the other prognostic algorithms 
is that a failure threshold is not required.  This advantage is realized for applications 
where a failure threshold is not previously known or cannot be accurately estimated from 
collected data or engineering judgment.  Another advantage of the PACE is that if the 
failure threshold is known ahead of time, the only modification that needs to be made to x 
associated failure times need only be slightly adjusted such that signal values that exceed 
the threshold are interpreted as having failed.   
 Next, as with the extrapolation techniques, the PACE model is flexible enough to 
dynamically track changes in device behavior that would result in upswing in the RUL 
estimates.  To illustrate this advantage, recall that in life consumption modeling (LCM), 
which was discussed earlier in 2.4.2, that as a device is used its degradation fraction 
monotonically increases thereby producing monotonically decreasing RUL estimates.  
What this means is that as a device is used, its RUL will always decrease.  While this 
makes since in a logical sense, it severely limits the LCM algorithm in the sense that no 
mechanism is provided for allowing the RUL estimates to correct themselves.  In other  
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Figure 4.7 Process diagram for the generalized PACE algorithm 
 
 
Figure 4.8 Process diagram for the generalized PACE algorithm using the NFIS for classification and 
estimation 
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words, if the degradation is estimated to progress along a fast failure mode, but then 
moves to a slower failure mode, there is no way to compensate for any errors in the RUL 
estimates that could have been incurred during the time required to detect the shift in 
degradation rate.  In this way the PACE is able to reflect changes in degradation that lead 
to both down and upswings in the RUL estimates. 
 Another major advantage of the PACE is that since the individual analysis 
modules are founded on general concepts, such as function approximation, classification, 
and estimation, the integration of different algorithms as pieces of the whole is endless.  
For example, if the classifier output is interpreted as weights and the estimation algorithm 
is a simple weighted average of the expected RULs, then kernel regression could be 
integrated in a similar fashion as the NFIS. 
 A major drawback for the PACE is that it is heavily founded on the existence of a 
sample of the degradation paths.  If data were not available were not available for 
generating hypothetical paths, the PACE could not be applied.  However, since the PACE 
is flexible enough to incorporate physical simulations of degradation and expert opinion 
into its memory vectors, this limitation effectively is transformed into an advantage in the 
sense that alternative individual based prognosis algorithms do not provide a means for 
incorporating sparse information.   
4.4.2 Quantifying Uncertainty 
 At this point, a treatment of the uncertainty of the RUL estimates is presented.  
Recall that in life consumption modeling (LCM), Vichare [2006] identifies three sources 
of uncertainty in estimates of the accumulated damage and the associated RUL of an 
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individual device: 1) measurement uncertainty, due to inaccuracies in the sensing, 
recording, use of sampled information, and assumptions in data conditioning techniques, 
2) parameter uncertainty, which arises due to variability in the material and geometric 
parameters that are used in the physics based damage model, and 3) model uncertainty, 
which may arise due to limitaions in analyst’s knowledge of phenomenon and eliberate 
simplifications introduced for modeling.  Rather than attempting to quantify the 
uncertainty of the PACE’s RUL estimates by creating arbitrary metrics that quantify each 
of the previously described factors, the uncertainty analysis techniques that have been 
previously used to assess the uncertainty of predictor models [Rasmussen 2003; Garvey 
2005] will be adapted to the analysis process implemented in the PACE.  In this context, 
there are three quantities that need to be related to the RUL estimates of the PACE, 
namely the noise variance (measurement uncertainty), estimate variance (parameter 
uncertainty), and estimate bias (model uncertainty), respectively.  For this discussion, the 
noise variance will be denoted by 2 , the variance of the RUL estimate will be denoted 
by )ˆ(lVar , and the bias of the RUL estimate will be denoted by Bias.  These terms can 
then be used to calculate uncertainty intervals for the expected and individual RUL 
estimates.  Since a discussion of the uncertainty intervals is beyond the scope of this 
work, the interested reader is referred to Chapter 10 of Tamhane and Dunlop [2000] for a 
more in depth discussion.  For this discussion, it is sufficient to state that the uncertainty 
for the expected RUL estimate is quantified by the confidence interval and the 
uncertainty for a single RUL estimate is quantified by the prediction interval.  In equation 
form, the )%1( 100   uncertainty intervals are listed below, where 2/,pnt   is the t-
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statistic for pn  degrees of freedom and a confidence level of 2/ .  Generally, n is the 
number of observations used to construct the estimate and p is the number of parameters 
in the model.  For this work, the bias and variance are assumed to be independent in the 
sense that there is no expected relationship between the error due to model variability and 
systematic errors. 
 
 Confidence Interval:   22/, )ˆ()ˆ( BiaslVartlE pn   
 Prediction Interval:   
22
2/, )ˆ(
ˆ BiaslVartl pn      
 
Since the concept of noise variance for degradation signals such as the cumulative sum of 
the fault alarms is not readily apparent, the noise variance term will not be considered 
independently of the estimate variance.  However, two forms of the estimate variance 
will be used to reflect the uncertainties of the expected and individual RUL estimates.  
More specifically, it will be shown later in this section that the variance of an individual 
RUL estimate can be accurately estimated via inverse regression [Kutner et al. 2004] or 
bootstrap analysis [Efron & Tibshirani 1994].  To avoid confusion, the terminology used 
by Rawlings et al. [2005] is adopted.  The variance of the RUL estimates used in the 
confidence interval is referred to as the variance of the fitted RUL and denoted by 
)ˆ(lVar f .  On the other hand, the variance of the RUL estimates used in the prediction 
interval is referred to as the variance of the predicted RUL and is denoted by )ˆ(lVarp .  In 
188 
this case, the previous equations for the confidence and prediction interval can be 
rewritten as follows. 
 
 Confidence Interval:   22/, )ˆ()ˆ( BiaslVartlE fpn    (4.5) 
 Prediction Interval:   22/, )ˆ(
ˆ BiaslVartl ppn     (4.6) 
 
 At this point the methods by which the terms of the above equations are 
calculated are described.  This discussion will begin with a description of the analytic 
methods for calculating the variance of the RUL estimates.  Following this discussion, a 
description of the Monte Carlo based variance estimation technique is presented.  Next, a 
description of the method for calculating the bias of the RUL estimate is described.  
Finally, the derived equations are summarized in the final section. 
Analytic Variance Estimation Techniques 
 For this discussion, suppose that the degradation signal has been forced to pass 
through the origin and that standard linear regression is used to parameterize the 
exemplar paths.  Furthermore, suppose that the PACE algorithm implementing the NFIS 
is used to estimate the RUL.  The function that maps the current time to the expected 
degradation signal and the associated expected RUL for the ith exemplar path is given by 
the following equations. 
 ii ttU )(  
 tTL ii   
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Using the above equations and the NFIS with singleton output MFs, the RUL for an 
observation of the degradation signal and n exemplar paths is given by the following 
equation. 
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To obtain the following equation: 
 LwT~ˆl  
Next, the expected value and variance of the RUL estimate can be written as: 
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Now since component i and j are not related, the covariance term can be set to zero. 
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 At this point, consider the Var(Li) term.  What does this term mean?  From 
inspection, this term represents the variance of the RUL of the ith component and will be 
calculated via inverse regression or calibration, where observations of a response are used 
to infer the values of a predictor by performing an inverse mapping of the originally 
regressed function [Tamhane & Dunlop 2000; Kutner et al. 2004].  For this discussion, 
the failure time will be treated as a constant factor. 
 )()()( tVartTVarLVar ii   
To estimate the variance of the RUL via inverse regression, the variance of the regressed 
degradation signals can be projected onto the time axis.  This approach is more apparent 
by considering the example presented in Figure 4.9.  Here, a line with zero intercept 
(BLACK DASHED LINE) fit according to the observations of the degradation signal 
(BLUE CROSS).  To get the expected degradation signal value at an arbitrary time t*, 
the regressed function is evaluated at the supplied time according to: 
  ii ttU ˆ**ˆ  . 
Notice that the estimate of the degradation signal (RED STAR) lies along the regressed 
line at the time t*.  The regression coefficient of the ith exemplar path can be calculated 
according to the following equation, where Ui and ti are ni×1 vectors of degradation 
signal observations and observation times for the ith exemplar device. 
 iiiii Uttt
T1T )(ˆ   
Since linear regression is used, the fitted variance of the estimated degradation signal can 
be calculated according to the following equation [Rawlings et al. 2005]. 
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Figure 4.9 Illustrative example of a parameterized component degradation history 
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The s2 term in the above equation is calculated according to the following equation. 
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For large values of ni, the above equation can be approximated by the mean squared 
training error. 
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Graphically, notice in Figure 4.10 that the there are a range of degradation signal values 
that characterize the fitted variance of the estimate, namely +/– one standard deviation. 
 Traditionally, the fitted variance of the estimate is used to quantify the confidence 
interval of the regressed line, but for this discussion, the fitted variance will be projected 
onto the time axis to obtain an estimate of the fitted variance of the RUL.  Since the slope 
of the regressed line and +/– one standard deviation of the degradation signal estimates 
are known, the corresponding times that would be expected to produce the upper and 
lower degradation signal bounds can be calculated.  To determine the variance of the 
RUL, consider the time at which the degradation signal is expected to reach 
 ]*ˆ[*ˆ tUVartU ifi  . 
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Figure 4.10 Illustration of the variance of the degradation parameter estimate 
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Graphically, notice that in Figure 4.11 this process simply determines the time that 
produces the degradation signal that has a value of +/– one standard deviation of the 
regressed estimate. 
 At this point, consider the problem of calculating the predicted variance of the 
RUL estimate.  Since linear regression is used, the predicted variance of the estimated 
degradation signal can be calculated according to the following equation [Rawlings et al. 
2005].  If Equation 4.10 is compared to the previously defined equation for the fitted 
variance (Equation 4.8), it can be seen that they differ in the sense that the predicted 
variance contains an additional s2 term.  
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In a similar fashion as the fitted variance, the predicted variance of the RUL is given by: 
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 It is important to note that in order to calculate the analytic variance of the 
PACE’s RUL estimates, the analytic variance quations for the trending and infernce 
(classification and estimation) algorithms must be known.  For this case, linear regression 
was used for trending and the NFIS was used for classification and estimation.  Since the  
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Figure 4.11 Illustration of the projection of the standard deviations of the degradation parameter 
estimates onto the time axis 
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variance equations for both algorithms were known, it was possible to estimate the 
analytic variance of the RUL estimate.  When the variance equations are not known or 
are difficult to obtain, the Monte Carlo variance estimation techniques that are described 
in the next section may be a viable alternative. 
Monte Carlo Variance Estimation Techniques 
 Monte Carlo analysis gets its name from the city of Monte Carlo, Monaco.  This 
city is especially known for its casinos.  The games in the casinos, such as roulette, slot 
machines, and dice, all exhibit random behavior.  The random behavior in these games is 
similar to how Monte Carlo methods select information to be used in the development or 
simulation of a model.  In the context of variance estimation, Monte Carlo sampling is 
used to develop a series of prototype models.  Each of the prototype models are then 
simulated with independent test data and the way in which the model output varies for the 
different prototype models is used to calculate the variance of the model outputs.  This 
process if depicted in Figure 4.12.  Notice that the training data is iteratively sampled via 
a sampling algorithm to create prototype training sets that are subsequently used to 
develop a prototype model.  The prototype model is then simulated with the test data and 
the model outputs are stored in memory.  After this process is repeated ~50-100 times, 
the variance of the prototype model outputs are calculated to obtain an estimate of the 
variance for each observation in the test data. 
 Now that the general procedure for calculating the Monte Carlo estimate variance 
has been discussed, the way in which this algorithm can be applied to the PACE is 
presented.  For the sake of simplicity, the present discussion will focus on the instance 
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where a single degradation signal is used to infer the RUL of a device.  To begin, 
consider the case where n exemplar paths have been collected, trended, and their 
respective failure times recorded.  The results of these operations are vectors of 
functional approximations f and failure times T.  These vectors are the training data for 
the PACE. 
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Next, suppose that an observation of the degradation signal for a test device , denoted by 
u, has been collected.  This observation will be used as a test set in the following 
discussion.  Before continuing, it is important to note that in the case where multiple 
observations of the degradation signal are present in the test set, the following algorithm 
can be implemented on each individual observation.  Now that the training and test sets  
have been defined, the sampling method can be discussed. 
 The bootstrap sampling procedure [Efron & Tibshirani 1994] can be used to 
create the prototype training sets by randomly sampling the training vectors (i.e. 
functional approximations and failure times).  In this approach, the prototype training set 
is created by sampling the rows of the traing vectors with replacement. Her, ―with 
replacement‖ means that an indivdual exemplar path can be sampled more than once. 
This is accomplished by first sampling the elements of {1,2,…,n} with replacement and 
then extracting the exemplar paths identified by the sampled indices from the training 
vectors.  In equation form, the sampled indices can be written by the following equation,  
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Figure 4.12 Process diagram of the general Monte Carlo variance estimation algorithm 
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where the ith sample has the form }1|{ ** nss ii   with  being the set of natural 
numbers {0,12,3…}. 
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Using the notation that fi (t,θi) and Ti denote the functional approximation and failure 
times of the ith exemplar path, the prototype training set can be represented by the 
following vectors. 
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To illustrate this procedure, consider the example presented in section 4.4.1, where 4 
exemplar paths of a single degradation signal are used to develop a PACE model.  In this 
case, the training vectors are: 
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Next, suppose that the bootstrap sample of the indices of the exemplar paths has the 
following form.  Notice that since the sample allows replacement, the 3rd exemplar path is 
sampled twice. 
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Sampling the identified exemplar paths, the following prototype training vectors are 
obtained. 
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 Before continuing, it is important to formalize the previous equations for an 
arbitrary iteration b, where }1|{ Bbb   and B is the number of prototype PACE 
models that are developed and tested.  For this work, the bth bootstrap sample indices are 
denoted by the following vector. 
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Using this notation, the prototype training vectors for the bth bootstrap sample are 
denoted by the following vectors: 
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 Now that a prototype training set has been created for the bth bootstrap sample, a 
prototype PACE model is developed with the sampled functional approximations  Θf ,* tb  
and failure times *bT .  Next, a test observation of the degradation signal is used as an 
input to the PACE, which produces an estimate of the RUL.  Using a similar notation as 
the prototype training vectors, the RUL estimate for a single test observation is denoted 
by *ˆbl . 
 After the B prototype prognosers have been developed and simulated with the test 
observation, the expected value of the RUL estimate can be found by taking an average 
over the B prototypes.  In equation form, the expected RUL estimate for the test 
observation is: 
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Similarly, the sample variance of the RUL estimate for the test observation can be 
calculated according to the following equation.  Here, the sample variance is denoted by 
)ˆ(2 lsMC  to differentiate from the s
2 defined in the previous section. 
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 According to Efron and Tibshirani [1994] the fitted and predicted RUL variances 
can be calculated according to the following equations, where )ˆ(lVar f  and )ˆ(lVarp  
denote the fitted and predicted variance of the RUL estimate for the test observation, 
respectively. 
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 The analytic and Monte Carlo based variance estimation techniques were 
discussed in the previous two sections.  In the next section, the techniques for estimating 
the bias are discussed. 
Bias Estimation Techniques 
 In work by Hines et al. [2007], two techniques were identified for estimating the 
bias of a predictor.  The first method is founded on the definition of bias as being the 
difference between the estimate and true value, while the second uses the bias-variance 
decomposition of the mean squared error (MSE).  The latter method has been the most 
widely used and is adapted for estimating the bias of the RUL estimates in this section.  
Before considering this case, however, a brief summary of the technique as it applies to a 
predictor is presented. 
 Recall that uncertainty of a predictor’s estimate can be broken into two major 
pieces, specifically variance and bias.  The variance measures the random error of the 
predictor estimates, while the bias measures any systematic error.  This decomposition 
will now be explicitly derived.  The derivation presented in this section is based upon that 
of Tamhane and Dunlop [2000].  To start, the MSE is defined to be the expected squared 
error of an estimate (x ) and its corresponding measured values (x). 
 ])ˆ[()ˆ( 2xxExMSE   
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Since the MSE measures how close predictor estimates are to their target values, it can be 
defined as a measure of uncertainty. 
  xUxMSE ˆUncert.ˆ   
Using this approximate equality, the uncertainty can be written in terms of the expected 
value: 
  22 ])ˆ[(ˆ  xxExU       (4.14) 
The 2  term is commonly referred to as the irreducible error.  This term is the variance 
of the target value about the true mean and cannot be controlled through the modeling 
process.  The source of this term is generally attributed to random disturbances in the 
measurement process (i.e. noise).  Often, 2  is considered negligible and is neglected in 
many analyses.   
 The remainder of the equation ])ˆ[( 2xxE   is termed the reducible error.  It is the 
expected squared distance between xˆ  and the true target x value.  The reducible error 
explains how adequately the model can represent the true function and depends only on 
the model chosen, the training procedure, and the specific data set.  Since the expected 
value is a linear operator, the reducible error can be further decomposed as follows.  
Here, xˆ is the expected value of xˆ . 
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Since the variance is defined as the expected square difference of a parameter from its 
expected value, the variance for a predictor’s estimate can be written as: 
 ])ˆ[()ˆ( 2xˆμxExVar   
Next, the bias is defined as the systematic error of a model.  This may be written in 
equation form as the difference of a model's expected prediction from the true, target 
values. 
 ])[( 2ˆ
2 xμEBias x  
These two definitions can now be inserted into the decomposed equation for uncertainty. 
 )])(ˆ[(2)ˆ()ˆ( ˆˆ
22 xμμxEBiasxVarU xx  x  
A common assumption made in the statistical literature [Tamhane & Dunlop 2000, 
Casella & Berger 2002, Kutner et al. 2004] is to set the )])(ˆ[(2 ˆˆ xμμxE xx   term to be 
equal to zero, resulting in the following equation: 
 22 )ˆ()ˆ( BiasxVarσxU         (4.15) 
While this assumption is prevalent in the statistics literature, its affect on the uncertainty 
estimates should be studied.  Such a study is proposed as future work and is discussed in 
section 7.1.  Returning to the task at hand, solving for the squared bias: 
 )ˆ()ˆ( 22 xVarσxUBias    
Recall that the MSE was an approximation of the uncertainty.  Plugging this relationship 
into the above equation, the following equation is obtained. 
 )ˆ()ˆ( 22 xVarσxMSEBias ε  
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 If the squared bias is less than zero, then the estimates of the noise variance and 
estimate variance have sufficiently explained the MSE and the bias is assumed to be zero, 
otherwise the bias is simply the square root of the squared bias.  If this relationship is 
written in equation form, the final equation for calculating the bias of a predictor is 
obtained. 
 
 



 

otherwise0
)ˆ()ˆ()ˆ()ˆ( 2
2/1 2 xVarMSExVarxMSE
Bias 
 x
 (4.16) 
 Since the noise variance is difficult to define in the PACE algorithm, Equation 
4.16 cannot be applied directly to calculate the bias of the RUL estimates.  However, 
recall that the predicted variance of the RUL was defined such that it effectively accounts 
for the noise and estimate variance.  In equation form, the predicted variance of the RUL 
estimates is approximately equal to the sum of the noise and estimate variance. 
 )ˆ()ˆ( 2 lVarlVarp    
Using this relationship, the following equation for the bias of the RUL estimates is 
obtained. 
 


 

otherwise0
)ˆ()ˆ()]ˆ()ˆ([ 2/1 lVarlMSElVarlMSE
Bias pp  
 Now that all of the factors that contribute to uncertainty and their associated 
methods have been defined, a summary and review of the equations are presented in the 
next section. 
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Summary and Review 
 For convenience, a summary of the uncertainty equations are presented in this 
section.  Before the equations are presented it is important to review the major 
assumptions and expected applications of the uncertainty estimation equations described 
in the previous sections, mainly the analytic and Monte Carlo variance estimation 
techniques.  The major assumption of the analytic technique is that inverse regression 
equations are known for the module used to generate the functional approximations of the 
exemplar paths and that variance propagation equations are known for the classification 
and estimation modules.  On the other hand, the Monte Carlo technique does not require 
such rigorous assumptions, but does assume that sufficient amounts of failure data is 
available to produce relatively stable prognosers for varying samples.  Generally the 
analytic approach should be used when sufficient amounts of failure data is not available 
to enable the Monte Carlo technique.  If sufficient data is available, it is expected that the 
Monte Carlo approach will be the best option since it requires fewer assumptions and 
should be much simpler to implement. 
 At this point, a summary of the equations derived in this section are presented.  
To begin, the equations for the contributing uncertainty factors are presented.  This is 
followed by a presentation of the confidence and prediction intervals for the RUL 
estimates. 
Analytic Variance Equations 
The equations for the fitted variance for the RUL estimates are listed below. 
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The equations for the predicted variance for the RUL estimates are listed below. 
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Here, the s2 term is defined by the following equations. 
 MSE
n
s
i
iiiiii 


)ˆ()ˆ( T2 tUtU   
Monte Carlo Variance Equations 
The equations for the fitted variance for the RUL estimates are listed below. 
 )ˆ(
1
)ˆ( 2 ls
B
lVar MCf   
The equations for the predicted variance for the RUL estimates are listed below. 
 )ˆ( 
1
1)ˆ( 2 ls
B
lVar MCp 


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

  
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Here, the s2 term is defined by the following equations. 
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Bias Equation 
The equation for the bias is given by the following equation. 
 


 

otherwise0
)ˆ()ˆ()]ˆ()ˆ([ 2/1 lVarlMSElVarlMSE
Bias pp  
Uncertainty Interval Equations 
The equation for the )%1( 100   confidence interval is listed below, where n is the 
number of exemplar paths.  Notice that p = 1, since only one degradation signal is used in 
this work. 
 22/, )ˆ()ˆ( BiaslVartlE pn   
Similarly, the equation for the )%1( 100   prediction interval is listed below. 
 222/, )ˆ(ˆ BiaslVartl pn      
4.4.3 Relating RUL Uncertainty to the Failure Distribution 
 Since many prognostic applications require an estimate of the failure distribution, 
it is important to relate the uncertainties of the PACE estimates to the failure distribution.  
For this work the PACE estimates are assumed to be normally distributed with an 
expected value of lˆ  and variance of either )ˆ(lVarf  or )ˆ(lVarp .  For the present 
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discussion, only the fitted variance )ˆ(lVarf  will be considered.  It is important to note 
that to obtain the failure distribution for the prediction interval, simply substitute )ˆ(lVarp  
in place of )ˆ(lVarf .  Returning to the task at hand, if the PACE prognoser estimates are 
un-biased, the failure distribution can be approximated by a normal distribution with 
mean lˆ  and variance )ˆ(lVarf . 
 
)]ˆ(,ˆ[~)(
),(~)( 2
lVarlNtf
Ntf
f

 
Now since the PACE estimates may be biased, the variance of the failure distribution is 
estimated to be 2)ˆ( BiaslVarf  . 
 ])ˆ(,ˆ[~)( 2BiaslVarlNtf f   
In these ways, the PACE estimates for the RUL and their corresponding uncertainties can 
be adapted for inferring the distribution of the failure times. 
 A description of the embodiments of the NFIS was presented in this section.  In 
the next section, the methodology implemented to train and characterize the embodiments 
of the NFIS is presented. 
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5 METHODOLOGY 
 A detailed discussion of the methods used to evaluate and compare the developed 
monitoring, diagnosis, and prognosis systems is presented in this section.  To begin the 
discussion, a description of the data is presented. 
5.1 DESCRIPTION OF THE DATA 
 The data used in this work was collected from the hydraulic steering system of a 
drill used for deep oil exploration.  In the system, the drill bit rotates and dislodged 
material is pumped to the surface.  The main interest of this work is the steering system, 
whose major components are the three hydraulic units that are located near the drill bit.  
To steer the unit, ribs are extended in their respective directions to "push" the head in the 
desired direction. 
 For this work, 20 data sets which progress to failure are used.  These data sets 
represent six different fault conditions: 
 
1) Broken screw – a screw breaks on a hydraulic unit and causes failure (1 data set) 
2) Mud invasion – mud enters the hydraulic units and causes failure (5 data sets) 
3) Pressure transducer offset – sensor offset (negative and positive) causes problems 
in the control of the system, which eventually results in system failure (2 negative 
offset & 3 positive offset) 
4) Pump startup failure – pump failure shortly after the drill is started (4 data sets) 
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5) RPM out of spec – motor RPM is not within specification (4 data sets) 
6) Washout – a hole is created by erosion in a pressure-containing component (1 
data set) 
 
Additionally, 35 data sets were also provided that did not contain a fault or did not 
represent a well defined fault condition.  A summary of the additional data is presented 
below. 
 
1) None – data does not contain an identified fault (29 data sets) 
2) N/A – no fault information provided (5 data sets) 
3) Other – unidentified fault condition (1 data set) 
 
 For completeness, a list of the files used in this work is presented in Table 5.1.  
For the remainder of this work the files will be referred to by their unique identifiers (ID), 
which have the following format: CLASS-FILENUMBER-SUBCLASS.  Here, CLASS 
is an abbreviation of the fault class, FILENUMBER is the index of the file, and 
SUBCLASS is an abbreviation of the fault subclass.  A summary of the abbreviations is 
presented in Table 5.2. 
5.2 DESCRIPTION OF THE MONITORING SYSTEM 
 A description of the monitoring system is presented in this section.  In general the 
monitoring system is composed of two analysis units, namely a predictor and a detector.   
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Table 5.1 Complete list of files use in the monitoring, diagnosis, and prognosis system 
Filename ID Fault Class Fault Subclass 
UKR-831795-OSA10121860 Run 4 BS-1 Broken Screw  
Job_BPN-114_Run3_ASS10062783 MI-1-CR Mud Invasion Compensation Reservoir 
Job_UKR-1154696_Run1_ASS10049420 MI-2-CR Mud Invasion Compensation Reservoir 
UKR-1085117-OSA 10063333 RUN 1,2 & 3 MI-3-CR Mud Invasion Compensation Reservoir 
UKR-1085117-osa 10174654 run 4 MI-4-CR Mud Invasion Compensation Reservoir 
Job_BPN-101_Run2_ASS10055081 MI-5 Mud Invasion  
UKR-781690-OSA 10062475run7 NA-1 N/A  
UKR-781690-OSA10055061run3 NA-2 N/A  
UKR-781690-OSA10148729 Run 6 NA-3 N/A  
UKR-783688-OSA 10128296 MemDump NA-4 N/A  
UKR-783688-OSA10057612 runs4&5 NA-6 N/A  
UKR 1067031-OSA 10069076 RUN 4 & 5 N-1 None  
UKR 1067031-OSA 10111399 RUN 6r N-2 None  
UKR 1067031-OSA 10166339 RUN 3 N-3 None  
UKR-1013413-OSA 10065571 RUN 13 N-5 None  
UKR-1069995-Osa 10055060 Run 7 N-6 None  
UKR-1069995-OSA 10148729 RUN 8 N-8 None  
UKR-1096199-OSA 10079949 RUN 1 N-10 None  
UKR-1096199-Osa 10128296 run 2 N-12 None  
UKR-1125901-OSA 10121860 RUN1AND2r N-13 None  
UKR-809642-OSA10060458 run 6 N-16 None  
UKR-885827-OSA 10051256 RUNS 7-11 N-18 None  
UKR-885827-OSA 10051256 RUNS 7-11 (2) N-19 None  
UKR-910769-OSA 10085261 RUN 4 N-22 None  
UKR-910778-osa  10161008 run 5-6 N-23 None  
UKR-910778-osa  10161008 run 5-6 (2) N-24 None  
UKR-910778-osa 10135412 Run 7 (2) N-25 None  
UKR-910778-OSA 10135413  RUN 8 N-26 None  
UKR-910778-OSA 10135413  RUN 8 (2) N-27 None  
UKR-910778-OSA 10155489 RUN4 N-28 None  
UKR-910778-OSA 10155489 RUN4 (2) N-29 None  
UKR-924556-OSA 10055060 MemDump13July05 N-30 None  
UKR-924556-OSA 10056437RUN3 N-31 None  
UKR-969644-OSA 10050577 RUN 8 - 19 N-32 None  
UKR-969644-Osa 10105467 Runs 4,5,7 28-01-06 N-34 None  
UKR-969644-OSA 10126408 run 16 N-36 None  
UKR-969644-OSA 10135413 RUN 9-12 N-37 None  
UKR-831795-OSA 10135411 runs 7 & 8 N-39 None  
UKR-831795-OSA10055621RUNS5,6&8 N-40 None  
UKR-831795-OSA10055621RUNS5-6&8 N-41 None  
UKR-973114-OSA 10121860  RUN 9 -10 O-1 Other  
IND_44_Run 7_ASS10088916 PTO-1-N Pressure Transducer Offset Negative 
JOB_DEN-993495_run4_ASS_10060457 PTO-2-N Pressure Transducer Offset Negative 
Job_SKL_8_Run2_ASS10086388 PTO-4-P Pressure Transducer Offset Positive 
NOR-1050074_run3_run4 PTO-5-P Pressure Transducer Offset Positive 
UKR-922684-Osa 10064093 Runs 4- 5- 6 PTO-6-P Pressure Transducer Offset Positive 
Job_NOR-1040648_Run5&6_ASS-10092654 PS-1 Pump Startup  
JOB_UKR-1012571_Run4_ASS10078689 PS-2 Pump Startup  
Job_UKR-1152017_Run1_ASS10030628 PS-3 Pump Startup  
UKR-973114-OSA 10166339 Run 12 PS-5 Pump Startup  
UKR-1011577-OSA 10121860 RUN 3,4 RPM-2 RPM Out of Spec  
UKR-783688-OSA10051256 run6 RPM-4 RPM Out of Spec  
UKR-912140-OSA 10135412  04-09-05 Run 2 RPM-5 RPM Out of Spec  
UKR-922684-Osa 10064093 Runs 4- 5- 6 RPM-6 RPM Out of Spec  
UKR-990100-OSA 10153445 RUN 6 & 7 W-3 Washout  
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Table 5.2 Summary of the file ID format and abbreviations 
ID Format: CLASS-FILENUMBER-SUBCLASS 
Class Subclass 
BS Broken Screw - - 
MI Mud Invasion CR Compensation Reservoir 
NA No Information - - 
N None (No Identified Fault) - - 
PTO  Pressure Transducer Offset 
N Negative 
P Positive 
PS Pump Startup - - 
RPM RPM Out of Spec - - 
W  Washout - - 
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The predictor estimates the signal values and the detector uses the residuals of the 
estimates to determine if the system is operating in a nominal or degraded mode.  A 
generalized architecture for such a monitoring system is presented in Figure 5.1.  First, 
the observed signal data is formatted for use as inputs to the predictor.  The most 
important task performed in this step is the extraction of previously selected correlated 
signal groups from the aggregate data set.  Next, the formatted data is passed as inputs to 
the predictor, which estimates their ―corect‖ values from previously learned 
relationships.  Third, the output of the predictor and the original data are formatted for 
use with the detector.  The most common task implemented in this step is to simply 
calculate the estimate residuals for the selected signal group.  However, for this work, 
additional formatting operations are executed to prepare the data for use with the 
detector.  These tasks will be discussed in a later section of this dissertation.  Finally, the 
formatted data is presented to the detector, which ultimately outputs alarms for 
observations that are determined to be representative of a degraded mode of system 
operation. 
5.2.1 Signal Grouping 
 To select the signal groups, a correlation analysis was performed on a sample of 
the data provided.  It was found that the 4 sensors that describe each of the three 
hydraulic units (i.e. target pressure, measured pressure, electrical current and motor 
RPM) were consistently correlated with each other.  Furthermore, it was found that over 
the different data sets, the correlation between the sensors from different hydraulic units 
was not consistent, since different operating conditions use the different units in varying  
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Figure 5.1 Process diagram for a general monitoring system 
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strategies.  Therefore, three signal groups were selected that represent each hydraulic 
unit.  For example, the first signal group contains the 4 sensor measurements of the first 
hydraulic unit.   
 As an example, consider the correlations presented in the following tables that 
were calculated from fault-free observations of two sample files.  In the following tables, 
RED designates high correlation, |ρxy| >0.7, and GREEN designates a significant 
correlation, 0.3 < |ρxy| < 0.7.  Here, TP refers to the calculated target pressure and MP 
refers to the measured pressure.  Notice that the correlations for the sensors of each 
hydraulic unit are consistently significant (i.e. >0.3), while the correlations between the 
sensors of the other units are not.  For the sake of clarity, consider the correlations of the 
first hydraulic unit sensors with the second hydraulic unit sensors in the first table (Figure 
5.2).  Notice that there is only one significant correlation, mainly a correlation of –0.49 
between the target pressure sensors.  If the same correlation coefficients for the other set 
are examined (see Figure 5.3), it can be seen that there are 10 significant correlations.  
The variability of the correlations for the signals outside each hydraulic unit indicates that 
more effective and consistent models can be created for each hydraulic unit, as opposed 
to a model of all three hydraulic units.  It is important to note that the present discussion 
focuses on analyzing the correlations of the hydraulic signal pairs.  If the mutual 
correlations were examined, as in PCA, the results will be different.  However, for the 
present discussion, pair-wise correlations are sufficient for selecting the signals used in 
the monitoring system. 
 Following the initial grouping, an uncertainty analysis was performed on the 
correlations of the signals for each hydraulic unit.  This was accomplished by calculating  
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1 2 3 4 5 6 7 8 9 10 11 12 
U
n
it
 #
1
 TP 1 1.00 0.35 0.63 0.33 -0.49 -0.20 -0.27 -0.09 -0.46 -0.18 -0.30 -0.14 
MP 2 0.35 1.00 0.30 0.01 -0.19 0.08 -0.15 -0.25 -0.11 0.18 -0.06 -0.21 
Current 3 0.63 0.30 1.00 0.76 -0.27 -0.11 -0.27 -0.16 -0.31 -0.11 -0.32 -0.24 
RPM 4 0.33 0.01 0.76 1.00 -0.13 -0.20 -0.15 0.09 -0.18 -0.24 -0.27 -0.04 
U
n
it
 #
2
 TP 5 -0.49 -0.19 -0.27 -0.13 1.00 0.45 0.64 0.32 -0.45 -0.19 -0.32 -0.25 
MP 6 -0.20 0.08 -0.11 -0.20 0.45 1.00 0.34 0.05 -0.22 0.11 -0.15 -0.25 
Current 7 -0.27 -0.15 -0.27 -0.15 0.64 0.34 1.00 0.76 -0.35 -0.12 -0.31 -0.24 
RPM 8 -0.09 -0.25 -0.16 0.09 0.32 0.05 0.76 1.00 -0.22 -0.21 -0.26 -0.03 
U
n
it
 #
3
 TP 9 -0.46 -0.11 -0.31 -0.18 -0.45 -0.22 -0.35 -0.22 1.00 0.40 0.67 0.40 
MP 10 -0.18 0.18 -0.11 -0.24 -0.19 0.11 -0.12 -0.21 0.40 1.00 0.37 0.04 
Current 11 -0.30 -0.06 -0.32 -0.27 -0.32 -0.15 -0.31 -0.26 0.67 0.37 1.00 0.74 
RPM 12 -0.14 -0.21 -0.24 -0.04 -0.25 -0.25 -0.24 -0.03 0.40 0.04 0.74 1.00 
Figure 5.2 Correlation coefficients for fault free observations of the hydraulic unit signals for MI-5 
 
 
   
1 2 3 4 5 6 7 8 9 10 11 12 
U
n
it
 #
1
 TP 1 1.00 0.60 0.62 0.40 -0.31 -0.36 -0.29 -0.21 -0.30 -0.33 -0.28 -0.20 
MP 2 0.60 1.00 0.59 0.37 -0.36 -0.57 -0.32 -0.19 -0.35 -0.60 -0.34 -0.19 
Current 3 0.62 0.59 1.00 0.74 -0.30 -0.33 -0.41 -0.31 -0.34 -0.36 -0.50 -0.37 
RPM 4 0.40 0.37 0.74 1.00 -0.25 -0.20 -0.30 -0.25 -0.29 -0.22 -0.39 -0.32 
U
n
it
 #
2
 TP 5 -0.31 -0.36 -0.30 -0.25 1.00 0.62 0.58 0.39 -0.03 -0.13 -0.08 -0.08 
MP 6 -0.36 -0.57 -0.33 -0.20 0.62 1.00 0.55 0.31 -0.11 -0.22 -0.13 -0.08 
Current 7 -0.29 -0.32 -0.41 -0.30 0.58 0.55 1.00 0.75 -0.05 -0.12 -0.13 -0.08 
RPM 8 -0.21 -0.19 -0.31 -0.25 0.39 0.31 0.75 1.00 -0.05 -0.06 -0.08 -0.04 
U
n
it
 #
3
 TP 9 -0.30 -0.35 -0.34 -0.29 -0.03 -0.11 -0.05 -0.05 1.00 0.59 0.57 0.38 
MP 10 -0.33 -0.60 -0.36 -0.22 -0.13 -0.22 -0.12 -0.06 0.59 1.00 0.56 0.33 
Current 11 -0.28 -0.34 -0.50 -0.39 -0.08 -0.13 -0.13 -0.08 0.57 0.56 1.00 0.73 
RPM 12 -0.20 -0.19 -0.37 -0.32 -0.08 -0.08 -0.08 -0.04 0.38 0.33 0.73 1.00 
Figure 5.3 Correlation coefficients for the hydraulic unit signals for N-1 
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the correlation coefficients of the 4 hydraulic unit sensors over the 26 un-faulted data 
sets.  Next, the 95% uncertainty (i.e. 2.5% and 97.5% percentiles) was calculated for the 
26 samples of the correlation coefficients.  The resulting mean correlations and their 
respective uncertainties are presented in Table 5.3.  Again, MP is the measured pressure,  
TP is the target pressure, Current is the electrical current, and RPM is the motor RPM.  
Notice that the uncertainty intervals of the correlation coefficients for the target pressure 
overlap or nearly overlap zero.  This result indicates that the correlations between the TP 
and the other hydraulic unit signals are not statistically significant.  Therefore, the TP was 
not selected for use in the predictor.  However, since the TP is indicative of the health of 
the system when compared to the MP, it was used in the formatting of the data for use 
with the detector, which is discussed in the following section.  
 A description of the signal grouping analysis was presented in this section.  In the 
next section, these results are used to define the detailed structure of the monitoring 
system. 
5.2.2 System Architecture 
 A process diagram for the monitoring system of a single hydraulic unit is 
presented in Figure 5.4.  Notice that the first step in the process is to extract the TP, MP, 
C, and RPM signals for the current hydraulic unit from the data.  Here, C refers to the 
Current signal.  Next, the MP, C, and RPM signals are passed to the predictor, which 
provides estimates for each of the signals.  Notice that the TP is used as an estimate of the 
MP.  At this point, the inputs to the detector are obtained by calculating the residuals  
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Table 5.3 Mean correlation coefficients and their respective 95% uncertainty bounds 
Signal #1 Signal #2 
Lower 
95% 
Mean ρ1,2 
Upper 
95% 
MP TP   0.04 0.71 0.96 
MP Current   0.41 0.69 0.94 
MP RPM   0.14 0.48 0.82 
TP Current –0.04 0.64 0.94 
TP RPM   0.02 0.41 0.82 
Current RPM   0.66 0.80 0.93 
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Figure 5.4 Process diagram of the monitoring system for the hydraulic unit signals 
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between the respective estimates and their observed values.  More specifically, the 
residuals are calculated according to the following equations.   
  
  
  
  
For the remaining discussion the residual between the TP and MP will often be referred 
to as the pressure error.  Finally, the outputs of the detector are alarms for each of the 
residual patterns that are determined to belong to a degraded mode. 
5.2.3 General vs. Individual 
 In the initial implementation of the previously described monitoring system a 
predictor and detector were trained for each hydraulic unit on each data set.  An 
alternative to this approach would be to train a single predictor and detector for a generic 
hydraulic unit and then apply the trained predictor and detector to newly acquired data.  
The advantage of this approach is that a single monitor (predictor + detector) could be 
trained with data files collected from instances of no failure.  The developed monitor 
could then be easily applied to new data.  If this approach worked, it would greatly 
simplify the implementation of the monitoring system, in that there would be no need to 
have an automated training algorithm.  This approach would also greatly reduce the 
number of false alarms since automated methods are often prone to poor set selection, 
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since they have to heuristically manage selecting data that covers the nominal operating 
range and does not contain fault signatures.   
 To test this approach, it was applied to the data and the results were compared to a 
comparable monitoring system that was trained on each of the data sets.  The result of 
this test was that the monitoring system for a general hydraulic unit produced signal 
estimates and alarms that were effectively the same as those generated with the 
automated training.  It was also found that the system that trained a generic monitoring 
system produced fewer false alarms.  Therefore, the generic monitoring system was 
selected for use in this work. 
5.2.4 Test and Comparison 
 To test and compare the previously described monitoring system, two monitoring 
systems were developed and applied to the data.  In one system, an AAKR predictor was 
implemented, while an NFIS predictor was implemented in the other system.  For this 
work, the following predictor and detector architecture settings were used. 
 
 AAKR PREDICTOR 
o Bandwidth = 0.5 
o Distance Measure = Adaptive Euclidean 
o Number of Memory Vectors = 500 
 NFIS PREDICTOR 
o Overlap = 1 
o Adapt to faulty inputs = TRUE 
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o Implication method = MEAN 
o Number of Memory Vectors = 100 
 
 SPRT DETECTOR 
o Alarm logic = 4 out of 5 
o False alarm probability = 0.001 
o Mean tolerance = 3 times the error STD 
o Missed alarm probability = 0.001 
o Variance multiplier = 3 
 
 A description of the monitoring systems and their respective testing methods was 
presented in this section.  In the next section, the diagnosis systems implemented in this 
work is described. 
5.3 DESCRIPTION OF THE DIAGNOSIS SYSTEM 
 To begin, it is important to note that the fault classes of mud invasion (MI), pump 
startup (PS), and pressure transducer offset (PTO) were the only classes that have at least 
three data sets in which faults were detected by the previously described monitoring 
system.  A complete list of the files used to train and test the diagnosis system are 
presented in Table 5.4.  Therefore, the developed diagnosis system will only focus on 
these three fault conditions. 
 A process diagram for the implemented diagnosis system is presented in Figure 
5.5.  To begin, the residuals of the estimates and the alarms produced by the previously  
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Table 5.4 List of the training and test data sets for the diagnosis system 
TRAIN TEST 
MI-1-CR 
MI-2-CR 
MI-4-CR 
MI-3-CR 
PS-1 
PS-3 
PS-2 
PTO-1-N 
PTO-2-N 
PTO-5-P 
PTO-4-P 
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Figure 5.5 Process diagram of the diagnosis system for the hydraulic unit signals 
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described monitoring system are presented as inputs to the diagnosis system.  If an 
observation contains at least one alarm in the 4 signals (i.e. eP, eMP, eC, eRPM), then the 
residuals are passed to the diagnoser, which maps the residual patterns to memberships 
for the three fault conditions.  The individual residuals are aggregated into a vector e, 
which will be referred to as the residual vector. 
  RPMCMPP eeeee  
In Figure 5.5, the membership of the residual vector (e) to the MI, PS, and PTO fault 
classes are designated by μMI(e), μPS(e), and μPTO(e) respectively.  The memberships have 
values on [0,1], where 0 indicates that the residual vector is not a member of the class and 
a membership of 1 indicates that the residual vector is a member of the class.  Finally, the 
fault is diagnosed by identifying the fault class that has the largest membership.  
5.3.1 Alternative Symptom Patterns 
 In addition to the estimate residuals, alternative symptom patterns were also 
investigated as possible inputs to the diagnoser.  For completeness, the additional signals 
and signal combinations investigated include:  
 
 Measured hydraulic unit signal values alone and with the estimate residuals, 
 Stick-slip signals (i.e. rate by which the non-rotating sleeve rotates in the shaft) 
with the estimate residuals, and 
 Vibration signals with the estimate residuals. 
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The end result of these tests was that the estimate residuals were found to produce the 
most accurate and consistent results over all of the combinations of the diagnosers and 
symptom sources (i.e. monitoring system results). 
5.3.2 Test and Comparison 
 To test and compare the previously described diagnosis system, two diagnosis 
systems were developed and applied to the data.  In one system, a k-nearest neighbor 
(kNN) diagnoser was implemented, while an NFIS diagnoser was implemented in the 
other. 
 To ensure that the evaluation is not biased by only considering a single symptom 
set, the testing methodology presented in Figure 5.6 was implemented.  Notice in Figure 
5.6(a) that the first step in the test method is to apply the kNN and NFIS diagnosers to the 
symptom patterns that are generated by the AAKR monitor.  The resulting classifications 
of both diagnosers are then stored for later use.  Next, it can be seen in Figure 5.6(b) that 
this process is repeated, but instead of using the symptom patterns produced by the 
AAKR monitor, the patterns produced by the NFIS monitor are used.  Finally, the 
diagnosis results of both diagnosers over all of the monitor results are evaluated and 
compared to derive qualitaive conclusions that describe the kN and NFIS diagnosers’ 
relative performance (Figure 5.6(c)).  
 Before continuing it is important to note that in addition to ensuring that the 
diagnoser results accurately characterize the kNN and NFIS diagnoser performance, the 
method also provides an indication as to which monitor produces the highest quality 
symptom patterns.   
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(a) 
 
(b) 
 
(c) 
Figure 5.6 Process diagrams for the diagnoser testing methodology: (a) tests the diagnosers on the 
AAKR monitor results, (b) tests the diagnosers on the NFIS monitor results, and (c) evaluates and 
compares the results of (a) and (b) to derive conclusions 
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 For this work, the following diagnoser architecture settings were used. 
 kNN DIAGNOSER 
o k = 5 
o Distance Measure = Adaptive Euclidean 
o Number of Memory Vectors = 20 per fault class (i.e. 20×3 = 60) 
 NFIS DIAGNOSER 
o Overlap = 5 
o Adapt to faulty inputs = TRUE 
o Implication method = MEAN 
o Number of Memory Vectors = 20 per fault class (i.e. 20×3 = 60) 
 
 A description of the diagnosis systems and their respective testing method was 
presented in this section.  In the next section, the criteria used to assess and compare 
diagnoser performance is presented. 
5.3.3 Confusion Matrix and Classification Accuracies 
 To describe the conventions implemented to summarize the diagnosis results in 
this work, consider the example presented in Figure 5.7.  In the left hand portion of the 
table (i.e. left of the Class Accuracy column), the confusion matrix of the classified 
observations is presented.  Here, the rows indicate the true fault class and the columns 
indicate the predicted class.  For example, the number of observations diagnosed as MI is 
presented in the first column of the confusion matrix.  The count in the first row is the  
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MI PTO PS
MI 596 19 114
PTO 32 1,909 817
PS 42 68 31
PREDICTED
Class Accuracy (%) Overall Accuracy (%)
TR
U
E 81.76%
69.90%69.22%
21.99%  
Figure 5.7 Example table for summarizing the diagnosis results 
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number of MI faults that are classified correctly as being MI, the second row is the 
number of PTO faults that are incorrectly classified as MI faults, and the third row is the 
number of PS faults that are incorrectly classified as MI faults.  Ideally, only the diagonal 
of elements of the confusion matrix should be non-zero, since these elements represent 
correct classifications.  For the following discussion, the confusion matrix is generalized 
as a 3×3 matrix C, where Ci,j is the number of observations of class i that are classified as 
j. 
 To assess the accuracy of the diagnosers, two accuracy metrics are used, namely 
the class accuracy (Ac) and the overall accuracy (Ao).  The class accuracy is defined as 
being the fraction of the observations of a particular fault class that are classified 
correctly.  In equation form, the class accuracy for class i can be written as:   
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Notice that the ith diagonal element (correct classifications) is simply divided by the total 
number of observations for the ith class. 
 Next, the overall accuracy is defined as being the fraction of the total number of 
observations that are classified correctly.  In equation form, the overall accuracy can be 
written as:   
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Notice that the sum of the diagonal elements (correct classifications) is simply divided by 
the total number of observations. 
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 A description of the diagnosis systems was presented in this section.  In the next 
section, the prognosis system implemented in this work is described. 
5.4 DESCRIPTION OF THE PROGNOSIS SYSTEM 
 To assess the validity of the previously described prognosis system, it was applied 
to predict the RUL of the hydraulic units and its components.  To fully describe the 
implemented prognostic system, first consider the general progression of a fault that 
eventually results in a system failure.  A generic process diagram for such a progression 
is presented in Figure 5.8.  Notice that in Figure 5.8(a) that the process begins with the 
device being exposed to some form of stress, such as vibration, thermal cycling, etc.  In 
general, the device and its components absorb the stresses until an event occurs that 
results in a fault or failure in one or more of the device components.  The result of such 
an event is presented in Figure 5.8(b).  Notice that the device has not failed and is still 
being exposed to some stress conditions.  Also, notice that a fault or failure has occurred 
in one of the device components.  As time progresses and the device is continuously 
exposed to environmental and operational stresses, the fault progresses until it causes the 
system to fail or, in the case of a component failure, the effects of the failure propagate to 
degrade the performance of other, related components until the device fails.  The final, 
failed state of the device is depicted in Figure 5.8. 
 From the present discussion and traditional reliability engineering, it is apparent 
that to accurately estimate the RUL of an individual device three prognostic modules are 
needed, mainly one to estimate the RUL from population based failure statistics, one to 
estimate the RUL by monitoring the causes of a fault, and one to estimate the RUL by  
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Figure 5.8 General process diagram for the failure of an individual device 
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examining the effect of a fault on the individual device.  For the sake of clarity, a 
generalization of this architecture is presented in Figure 5.9.  For this discussion, the 
prognoser that estimates the RUL from population statistics is referred to as the 
population prognoser, the prognoser that estimates the RUL by examining stressor signals 
(vibration, temperature, etc.) is referred to as a causal prognoser since it examines the 
signals that cause the fault that eventually leads to device failure, and finally the 
prognoser that estimates the RUL by examining the output of a monitoring system is 
refred to as an efect prognoser since it examines the fect of afault on the device’s 
operational characteristics (signature and progression).  Notice that there are multiple 
causal and effect prognosers.  For this work, an effect is interpreted as a specific fault 
class and in this context, there would be causal and effect prognosers trained to estimate 
the RUL of the device by examining the signals that cause the fault and the signals that 
characterize the effect of the fault.   
 At this point, it is important to step through the process presented in Figure 5.9.  
To begin, the population prognoser is continuously used to estimate the RUL by 
calculating the expected RUL given the current amount of time that the device has been 
used.  At the same time, stressor signal data (vibration, temperature, etc.) is use as inputs 
to the causal prognosers for each of the identified effects, which estimates the RUL by 
examining the amount of stress absorbed by the device.  Similarly, relevant signal data is 
also extracted from the collected device data and used as inputs to a monitoring system, 
which determines whether the device is currently operating in a nominal or degraded 
mode.  If the monitoring system infers that the device is operating in a degraded mode, 
then the original signals and monitoring system outputs are used as inputs to a diagnosis  
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Figure 5.9 Diagram of the prognoser architecture that uses population based statistics, stresses that 
cause failure, and effects of the onset-to-failure to estimate the RUL 
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system that subsequently selects the appropriate effect prognoser based on the observed 
patterns.  For example, if the diagnoser classifies the current operation of the device as 
being representative of the ith fault class, then the ith effect prognoser will be used to 
estimate the RUL.   
 Now that the general prognosis architecture has been presented, the architecture 
implemented in this work needs to be examined.  It can be seen in Figure 5.10, that for 
data collected from an individual device, the first step is to simply map the operational 
time to the RUL via the population prognoser.  Next, a vibration signal and the time are 
extracted from the device data and used as inputs to the causal prognosers, which are 
NFIS prognosers that are trained to predict the RUL for the absorbed vibration energy.  
Finally, the NFIS monitor results are used to generate inputs for the appropriate effect 
prognoser.  Notice that the effect prognosers are trained to estimate the RUL for mud 
invasion (MI) and pressure transducer offset (PTO) failures.  Also, notice that each of the 
effect prognosers are NFIS prognosers trained to predict the RUL by examining the 
alarms produced by the monitoring system.  The details of the population, causal, and 
effect prognosers will now be discussed in the following sections. 
5.4.1 Population Prognoser 
 To develop the population prognoser, the file lengths of the data, previously 
presented in Table 5.1, was examined to determine the failure times.  For this work, it is 
assumed that the drill used in each of the files is a new device. 
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Figure 5.10 Diagram of the implemented prognoser architecture that uses population based statistics, 
stresses that cause failure, and MI and PTO faults to estimate the RUL 
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 The first step in the development of the population prognoser is to fit a PDF to the 
failure data extracted from the drill data files.  For this analysis, the fault classes of NA 
and O were not included since insufficient information was provided to accurately 
determine if a failure had occurred.  To fit the data, the CDF of the TTF distribution is 
estimated and the resulting estimates are used to estimate the parameters of a general 
distribution.  Since the data files have varying lengths and varying incidence of failure, 
the data can be described as being multiply censored [Ebeling 2005]. 
 To determine the best model for the failure times, multiple PDFs were fit to the 
data presented in Table 5.5 via least squares.  For each of the PDFs the index of fit 
described by Ebeling [2005], which has values on 0 to 1 with 1 being a perfect fit, was 
recorded.  The results of this analysis are presented in Table 5.6.  Notice that the 
distribution that has the largest index of fit is the normal distribution with mean (μ) 83 
and standard deviation (σ) 42.  What this means is that approximately 95% of the devices 
fail in the interval 0 to 167 hours of use with a mean failure time of 83 hours. 
 Now that the TTF distribution has been determined, the way in which it is used to 
estimate the RUL needs to be described.  In reliability engineering, the RUL is most 
commonly referred to as the residual mean-time-to-failure (MTTF) [Kuo et al. 1998].  To 
begin, consider the example normal distribution functions presented in Figure 5.11.  For 
this application, the failure distribution is a normal distribution with μ = 83 and σ = 42. 
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Table 5.5 Failure times for the oil drill data 
ID Time (hrs) Censored? 
PTO-5-P 0.56 
 
N-36 2.91 X 
RPM-2 4.59 X 
N-26 5.06 X 
N-27 5.06 X 
N-28 8.64 X 
N-29 8.64 X 
N-18 10.85 X 
N-19 10.85 X 
N-10 11.81 X 
N-32 12.50 X 
N-23 12.99 X 
N-24 12.99 X 
N-25 14.51 X 
N-8 19.66 X 
PS-2 21.77 
 
W-3 21.98 
 
MI-5 24.06 
 
N-40 32.27 X 
N-41 32.27 X 
PTO-4-P 35.54 
 
N-37 40.22 X 
N-1 43.56 X 
MI-3-CR 44.72 
 
N-2 44.73 X 
PTO-1-N 47.55 
 
N-31 48.93 X 
PTO-6-P 49.45 
 
RPM-6 49.45 
 
MI-1-CR 55.11 
 
MI-2-CR 55.53 
 
N-22 65.15 X 
N-39 66.95 X 
RPM-4 68.67 
 
PS-1 70.88 
 
BS-1 71.42 
 
PTO-2-N 79.80 
 
N-34 81.28 X 
N-16 82.78 X 
N-12 87.27 X 
PS-5 90.43 X 
RPM-5 91.32 X 
MI-4-CR 93.02 
 
N-5 108.61 X 
PS-3 113.05 
 
N-30 114.12 X 
N-3 116.78 X 
N-13 131.23 X 
N-6 169.09 X 
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Table 5.6 Indices of fit and optimal parameters of common failure PDFs 
Distribution Index of Fit Fit Parameters 
Exponential 0.94 λ = 0.08 
Weibull 0.89 β = 0.84, θ = 213 
Normal 0.97 μ = 83, σ = 42 
Lognormal 0.83 s = 2.1, tmed = 170 
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Figure 5.11 Illustration of the PDF and conditional PDF for the normal distribution 
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The MTTF is simply the expected value of the above equation 
 dttftMTTF  )( 


  
To infer the residual MTTF, the expected value of the conditional PDF is calculated.  In 
equation form, the residual MTTF for a device that has survived to t* is the expected 
value of the conditional PDF. 
 dttfttMTTF
t
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  
 For this work, the residual MTTF and the 95% uncertainty intervals (i.e. 2.5% and 
97.5% percentiles) are calculated by numerically integrating samples of the conditional 
failure PDF. 
 A description of the prognoser that estimates the RUL from population statistics 
was presented in this section.  In the next sections, a description of the causal and effect 
prognosers are presented.  Since the causal and effect prognosers only differ in the 
degradation signal used as inputs, the following discussion will focus primarily on the 
reasoning used in the signal selection. 
5.4.2 Causal Prognoser 
 Recall that the causal prognoser is primarily focused on estimating the RUL by 
examining stress signals that cause different failure modes.  For this work, three signals 
were identified as being candidates for determining the stress absorbed by the device, 
specifically two vibration signals and one temperature signal.  The specific vibration 
signals are the maximum lateral (XY) and maximum vertical (Z) vibration in units of 
gravity (a value of 1 corresponds to an acceleration of 9.81 m/s2).  The lateral vibration 
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was selected for further investigation since it was found to consistently contain features 
that precede device failure. 
 To illustrate the reasoning implemented in the signal selection, consider the 
example plots presented in Figure 5.12.  In each of the plots, the top axes contains a plot 
of the lateral (XY) vibration signal, the middle axes contains a plot of the vertical (Z) 
vibration signal, and the bottom axes contains a plot of the temperature signal.  
Furthermore, Figure 5.12(a) contains example signals for no-failure (N-12), Figure 
5.12(b) example signals for mud invasion failure (MI-1-CR), and Figure 5.12(c) contains 
example signals for pressure transducer offset failure (PTO-5-P).  The first detection of a 
fault by the monitoring system is labeled by a RED dashed line.  Finally, it can be seen 
that the signals are plotted against the elapsed time.  The reason for using the elapsed 
time instead of the hours of operation is that since the vibration and temperature signals 
are not uniformly sampled, the binning procedure described earlier would need to be used 
to transform the original data to a frame with uniform sampling.  Here, degradation is 
most often characterized by spikes in the vibration signals.  In previous analysis, it was 
found that the binning procedure effectively dampened the severity of the spikes, thereby 
making it difficult to assess the true character of the vibration signals. 
 Now that the structure of the example plots has been described, consider the 
signals for the example of no-failure (N-12), as presented in Figure 5.12.  It can be seen 
that while there are several intermittent spikes in the lateral and vertical vibration signals, 
these transients appear to be random.  Also, notice that there are subtle variations in the 
temperature signal.  Overall, these results indicate normal un-faulted system operation, 
since there are no significant events in any of the three signals. 
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(c) 
Figure 5.12 Vibration and temperature signals for (a) N-12, (b) MI-1-CR, and (c) PTO-5-P 
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 Next, consider the signals for the example MI failure, as presented in Figure 
5.12(b).  It can be seen that around the 66th elapsed hour, a fault is detected by the 
monitoring system.  It can also be seen that beginning around the 25th elapsed hour, there 
is a steady increase in the lateral vibration signal for the duration of the data.  At the 
instant of the detection, notice that there is a brief drop in the lateral vibration signal.  
Following the drop, the lateral vibration can be seen to increase again until it reaches a 
value near 5 Gs.  Finally, notice that there are no significant events in the vertical 
vibration or temperature signals. 
 Finally, consider the signals for the example PTO failure as presented in Figure 
5.12(c).  It can be seen right before the 60th elapsed hour, a fault is detected by the 
monitoring system.  Notice that prior to the detection of the fault there are significant 
spikes in the lateral and vertical vibration signals.  Also, notice that the spikes persist 
after the initial detection until around the 65th elapsed hour, when there is a gap in the 
vibration signal measurements.  It can also be seen that the magnitudes of the spikes in 
the lateral vibration signal are approximately an order of magnitude larger than the 
magnitude of the spikes in the vertical vibration signal.  Finally, notice that while there 
are subtle transients in the measured temperature, there are no clear indicators that could 
be easily related to the stress absorbed by the drill. 
 From these discussions, it is apparent that the lateral vibration signal consistently 
contains features that are useful for inferring the stress absorbed by the drill.  Also, these 
examples illustrate a very important point pertaining to the character of the features 
contained in the lateral vibration signals, in that the lateral vibration signals for MI failure 
contain either a steady ramp in the vibration magnitude or series of moderate spikes (i.e. 
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magnitudes between 2 and 5 Gs), while the lateral vibration signals for PTO failure 
contain large spikes (i.e. magnitudes larger than 5 Gs).  This feature will be shown to be 
useful in determining the optimal parameters for composing a degradation signal from the 
lateral vibration signal. 
 Now that a signal has been identified that contains consistent features that 
characterize the MI and PTO failures, the method used to compose a degradation signal 
will be discussed.  For this discussion, the lateral vibration will be designated by vxy(t), 
where t indicates time.  The first step in constructing the degradation signal is to observe 
that degradation that results in failure is characterized by a series of vibration spikes that 
have magnitudes that are out of their characteristic ranges.  If the maximum characteristic 
vibration level is parameterized by a threshold vthresh, the original lateral vibration signal 
can be normalized relative to the threshold.  For this work, vthresh was set by considering 
expert knowledge and experimental simulations.  Additionally, since the degradation is 
assumed to not be significantly related to vibration levels below the threshold, the 
normalized vibration signal can be written by the piecewise continuous equation. 
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Finally, the degradation signal can be created by calculating a running sum of the 
elements of the normalized vibration signal.  In equation form, the degradation signal for 
the nth observation of the normalized vibration signal can be written as the following 
equation, where ti is the i
th time. 
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 Graphically, this process is presented in Figure 5.13.  Notice that the degradation 
signal construction process can be described by three steps.  To begin, suppose that a 
series of lateral vibration measurements have been collected and a threshold for nominal 
operation has been defined.  The first step in the process is to adjust the offsets of the 
vibration measurements by subtracting the threshold from each of the measurements.  It 
can be seen in the top right plot that this operation results in several observations that 
have values less than (RED) and greater than (BLUE) zero.  Next, the adjusted vibration 
signals with values less than zero are set to zero.  The result can be seen in the bottom 
right to be the previously described adjusted vibration signal )(* tvxy .  In the final step of 
the degradation signal construction process, the running sum of the observations of the 
adjusted vibration signal is calculated and the degradation signal presented in the bottom 
left plot is obtained. 
 To further illustrate this procedure, suppose that the following vector of vibration 
signals has been collected. 
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For this example, suppose that the vibration threshold has been set to 4.5.  In this case, 
the difference between the elements of vxy(t) and vthresh can be calculated to be: 
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Figure 5.13 Process diagram for constructing the degradation signal from the lateral vibration signal 
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Setting the negative values of the difference to zero, the adjusted vibration signal is 
obtained. 
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Finally, the degradation signal can be obtained by calculating a running sum of the 
elements of the adjusted vibration signal. 
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 Following the development of the degradation signal for the causal prognoser, a 
detailed study was performed to optimize the causal prognoser architecture.  More 
specifically, tests were run to determine if the development of causal prognosers for the 
individual fault conditions was necessary as opposed to training a single prognoser to 
predict the RUL by examining the causes of all of the failure modes.  It was found that 
the subtle differences in the features of the vibration signals were significant enough to 
warrant the development of independent causal prognosers.  In other words, since the 
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features in the vibration signals for MI and PTO failure are significantly different, the 
performance of prognosers trained to predict failure for each failure mode was 
significantly better than a prognoser trained to predict failure for both modes.  Therefore, 
individual prognosers were used in this work. 
 These tests were followed by a heuristic optimization of the vibration threshold 
for the causal prognoser trained on vibration signals for MI and PTO failure, which 
consisted of testing the MI and PTO causal prognosers by incrementally increasing the 
threshold from 0 to 4 Gs and then selecting the threshold that produces the smallest mean 
absolute error (MAE).  The results of the optimization are presented in the following list.  
Notice that these results agree with the discussion presented earlier, in that the MI causal 
prognoser tracks moderate spikes (lateral vibration > 1.0 G) and the PTO causal 
prognoser tracks large spikes (lateral vibration > 3.5 G) in the vibration signals. 
 
 MI CAUSAL PROGNOSER 
o Vibration threshold = 1.0 G 
 PTO CAUSAL PROGNOSER 
o Vibration threshold = 3.5 G 
 
 A description of the causal prognosers was presented in this section.  In the next 
section, a discussion of the effect prognosers is presented. 
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5.4.3 Effect Prognoser 
 Recall that the effect prognoser is primarily focused on estimating the RUL by 
examining the progression of a failure precursor.  Gross et al. [2006] suggests using the 
alarm frequency as the degradation signal since it "scales monotonically with the degree 
of severity of the degradation, regardless of the magnitude or units for the original 
monitored signals (e.g., temperatures, voltages, etc.)."  If the alarm frequency is 
implemented by using a local window, in some situations the parameter will stop 
increasing prior to failure if it flat lines at 1.0 or 100% of the window observations.  For 
this reason, the cumulative sum of the number of fault alarms is more suitable as a 
prognostic parameter.  It is important to note that, if an appropriate window size can be 
determined, both methods should produce equivalent results, but the latter was selected 
for this work to avoid the window-size problem. 
 At this point, a detailed discussion of the degradation signal construction 
algorithm is presented.  Recall that for n query observations of the 12 signals used in the 
monitoring system (i.e. 3 TP, 3 MP, 3 C, 3 RPM signals), the previously described 
monitoring system produces a n×12 alarm matrix A, whose elements are either 0 for no 
detected fault and 1 for a detected fault.  In this work, the alarms are consolidated by 
setting the elements of a n×1 vector A* to 1 if any alarms are present in the n and to 0 
otherwise.  Next, a precursor to the degradation signal *eY  is created by calculating a 
running sum of the consolidated alarm vector.  Finally, the degradation signal Ye is 
created by normalizing *eY  about an onset-to-failure (OTF) threshold Yotf. 
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 To illustrate this process, consider the following example alarm matrix.  In this 
case, notice that there are 5 query observations of the 12 signals. 
 

















011100000000
000000000000
000000000010
000000000000
000000010011
A  
To obtain the consolidated alarm vector A*, the OR operator is applied to all of the 
elements of the rows of A.  Here,  is the logical OR operator.  Notice that the ith 
element of A* is 1 if and only if there is at least one element in the ith row of A that is not 
0. 
 







































1
0
1
0
1
011100000000
000000000000
000000000010
000000000000
000000010011
*
A  
Next, the running sum of the elements of A* is calculated to obtain the precursor to the 
degradation signal for the effect prognoser *eY . 
 






































3
2
2
1
1
10101
0101
101
01
1
*
eY  
If the OTF threshold Yotf is defined as being the instant where 2 alarms have been 
registered, then the degradation signal can be calculated by first subtracting Yotf from the 
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elements of *eY  and then setting negative elements to 0.  Applying this to the working 
example, the difference between the elements of *eY  and Yotf is found to be: 
 









































1
0
0
1
1
23
22
22
21
21
*
otfe YY  
Setting the negative elements of the vector of differences to zero, the degradation signal 
for the effect prognoser is obtained. 
 

















1
0
0
0
0
eY  
 Before continuing, it is important to note that consolidation methods other than 
the logical OR, such as the sum, were investigated for use in this work.  To illustrate such 
an alternative, if the sum operator is applied to the elements in the rows of the alarm 
matrix A, the consolidated alarm vector A* is obtained.  
 







































3
0
1
0
3
011100000000
000000000000
000000000010
000000000000
000000010011
*
A  
The elements of A* can be subsequently used to calculate the degradation signal via the 
following equations.   
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





































7
4
4
3
3
30103
0103
103
03
3
*
eY  
 







































5
2
2
1
1
27
24
24
23
23
*
otfe YY  
 

















5
2
2
1
1
eY  
Notice that by using the sum operator to consolidate the alarm matrix into a vector, the 
resulting degradation signal is significantly different, in that the alarms for the individual 
signals contribute to the degradation signal.  Since the sum incorporates all of the alarms, 
it should be best suited for applications where the number of signals that have alarms is 
indicative of an indivdual’s unique degradation path. Generaly, to determine which 
approach is best suited for a particular device, expert opinion and experimentation should 
be implemented.  For this work, experimental results indicate that there are no significant 
advantages for the use of alternative methods such as the sum or mean operators.  In fact, 
the use of the sum operator actually degraded the performance of the prognoser for this 
work.  This feature of the results is not expected to be consistent for different applications 
255 
since there may be advantages to the use of an operator that does not ―throw away‖ 
information like the OR operator.   
 As with the causal prognoser, the degradation signal creation parameter, namely 
the OTF threshold, were optimized for the MI and PTO effect prognosers.  The 
optimization consisted of testing the effect prognosers for MI and PTO failure by 
incrementally increasing the threshold from 5 to 200 alarms and then selecting the 
threshold that produces the smallest MAE.  The results of the optimization are presented 
in the following list.  Notice the optimal OTF thresholds are slightly different for MI and 
PTO failure.  More specifically, the optimal OTF threshold for MI failure is 10, which 
means that useful information can be extracted from the progression of the alarms after 
10 alarms have been registered.  Next, notice that the optimal OTF threshold for PTO 
failure is slightly larger at 25.  The reason for this difference is not readily apparent from 
the current discussion, but it will be shown in the results section (see section 6.3) that this 
value is marginally important, since the progression of the PTO fault (i.e. amount of time 
that the fault persists after the first detection) does not provide high fidelity information 
for predicting failure. 
 
 MI CAUSAL PROGNOSER 
o OTF threshold = 10 
 PTO CAUSAL PROGNOSER 
o OTF threshold = 25 
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 Now that the causal and effect degradation prognosers have been described in 
detail, the assumptions of these prognosers are examined. 
5.4.4 Prognostic Signal Assumptions 
 There are several major assumptions that are made with regard to the construction 
of the prognostic signals.  These assumptions are listed in this section, beginning with the 
prognostic signal used in the causal prognoser. 
 It is assumed that a device incurs damage when the observed vibration level has a 
magnitude that is larger than a specified threshold.  It is also assumed that the magnitude 
of the incurred damage is directly proportional to the amount by which the measured 
vibration level exceeds the specified threshold.  This assumption is generally founded on 
the concept that a specific level of vibration energy needs to be absorbed by the 
components of a device before it will fail.  This assumption may not be valid for 
instances where the vibration threshold changes with time.  For example, a large 
vibration level is needed to seed a crack in the components of a device, but once the crack 
has been seeded, large vibration levels may not be needed to propagate the crack.  In this 
case, the vibration threshold would begin large and then would decrease sharply after the 
instantiation of the crack. 
 Next, consider the prognosis signal for the effect prognosers.  For this degradation 
signal, it is assumed that the device degradation increases uniformly for each occurrence 
of an alarm after OTF.  In other words, the incidence of an alarm after OTF is assumed to 
be caused by an anomaly or fault that propagates until failure.  This assumption is not 
met when an anomaly or fault persists without a significant change in the health of the 
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device.  For example, a sensor offset will produce many alarms, but the number of alarms 
generally does not indicate the current health of the device since the offset does not 
usually affect the health of the device in a direct manner.  In other words, while the 
sensor offset may eventually cause a device failure, the relationship between the 
persistence of the offset and the overall device health is often indirect. 
 A discussion of the assumptions of the developed prognostic signals was 
presented in this section.  In the next section, the specific implementation of the PACE 
model used in this work will be presented. 
5.4.5 Implementation of the PACE Model 
 The implementation of the PACE that includes the NFIS was used in this work 
(see 4.4.1).  For this work, standard linear regression was used to approximate the 
exemplar degradation paths.  More complex functional approximations were tested, but it 
was found that such methods did not offer a significant improvement in prognoser 
accuracy to justify the added complexity.  Also, since the degradation signals for the 
causal and effect prognosers begin at zero (i.e. initially there are no vibration signal 
observations and no alarms), the lines regressed onto the exemplar paths are forced 
through the origin.  Therefore, the functional approximation of the ith exemplar path can 
be written by the following equation:  
 ii ttY ˆ)(  . 
Here, iˆ is the least squares estimate of the slope of the i
th exemplar path of the 
degradation signal. 
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 A discussion of the particular implementation of the PACE used in this work was 
presented in this section.  In the next section, the test and comparison methods used to 
analyze the failure data are presented. 
5.4.6 Test and Comparison 
 To assess the performance of the previously described prognosis system, two 
causal and two effect prognosers were trained and tested on MI and PTO failure data.  
The PS data was not used in this work since an insufficient number of examples for this 
fault mode were available.   
 For this work, each of the prognosers is evaluated and compared according to two 
criteria, namely their respective accuracies and uncertainties.  Since a limited number of 
example paths are available for each fault mode, the use of the Monte Carlo variance 
estimation algorithm previously described in section 4.4.2 is not possible.  Therefore, the 
discussion will focus on the application of the analytic variance estimation equations for 
zero intercept linear trending and the NFIS for classification and estimation.  Also, due to 
the limited amount of data, the bias was not calculated on a third independent data set as 
customary, but was calculated on the test set. 
 Finally, an important convention applied to the RUL estimates and their 
respective uncertainties bears mentioning.  Since an RUL or uncertainty having a value 
less than zero is not useful, instances of these events will be set to zero.  Furthermore, this 
convention is applied to the estimate of the RUL and then to the uncertainty bounds.  To 
illustrate this convention, consider the example where the initial RUL estimate is –1.3 
hours and uncertainty is 0.4 hours.  The first step in applying the convention is to set the 
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RUL estimate to 0, since –1.3 < 0.  Next, the uncertainty bounds are created about the 
adjusted estimate, mainly the lower uncertainty bound is –0.4 and the upper uncertainty 
bound is 0.4.  Finally, the uncertainty bounds are adjusted to be 0 for the lower bound, 
since –0.4 < 0, and the upper bound remains unchanged at 0.4. 
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6 RESULTS 
 The results of the monitoring, diagnosis, and prognosis systems described earlier 
in section 5 are presented in this section. 
6.1 MONITORING 
 To evaluate the effectiveness of the NFIS for fault detection, it was used as a 
predictor with the SPRT to detect faults in the 55 data sets discussed earlier (see Table 
5.1).  For the sake of comparison, a comparable system implementing an AAKR instead 
of the NFIS was used.  To begin, the results of the system implementing the AAKR will 
be presented.  This discussion will be followed by the presentation of the results of the 
NFIS.  Ideally, each monitoring system should detect faults in the data sets that were 
labeled as containing a fault and should not detect faults in data sets that were labeled as 
not containing a fault.  In the following discussion, the monitoring system implementing 
an AAKR predictor will be referred to as the AAKR monitor and the monitoring system 
implementing an NFIS predictor will be referred to as the NFIS monitor. 
 An overview of the monitoring system results is presented in this section.  This 
discussion will begin with a discussion of the overall algorithm performance.  This is 
followed by a discussion of interesting cases.  For a more detailed presentation of the 
results, refer to Appendix B for the AAKR monitor and Appendix C for the NFIS 
monitor at the end of this dissertation.   
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 To quantify the ability of the algorithm to detect faults in the system, the number 
of fault alarms in each hydraulic unit signal is examined.  In Figure 6.1 and Figure 6.2, 
the number of alarms in each hydraulic unit and the number of alarms in all of the 
hydraulic units is presented.  If the number of alarms is greater than 100, then there is 
STRONG warning of a fault.  If the number of alarms is between 10 and 100, then there 
is MODERATE warning of a fault.  It is important to note that these limits are not fixed, 
but have been set to the listed values to help relate the data to qualitative fault conditions 
(i.e. fault, possible fault, and no fault).  Therefore, it is recommended that the number of 
alarms be used as a "guide post" for identifying signals that need further examination.  
The final assessment of the health of the component was made after the resulting plots 
were inspected.  Next, the range of times that contain the symptom patterns (i.e. 
observations with consistent alarms) is included in the Symptom Ranges column.  The 
format for the Symptom Ranges is [a,b], where a is the time in hours of the start of the 
symptom pattern and b is the time in hours of the end of the symptom pattern.  If the 
symptom patterns begin with the first observation, a = start.  If the symptoms persist to 
the end of the data set, b = end.  The warning time in hours is presented in the Warning 
Time column.  Finally, the final anomaly detection determination is presented in the 
Anomaly? column as 1 for yes and 0 for no.  For convenience a quick reference has been 
created for the fields of the summary table and is presented in Figure 6.3. 
 To synthesize the previously listed results, consider the detection rates and mean 
warning times of each monitoring system on the well defined fault classes (i.e. BS, MI, 
PS, PTO, W) as presented in Table 6.1, while the results for the remaining classes (i.e. 
NA, N, O) are presented in Table 6.2.  For convenience, differences in the results of the 
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ID Unit #1 Unit #2 Unit #3 TOTAL Fault?
Symptom 
Range
Warning 
Time
Detection 
Rate
BS-1 27 27 0 54 1 [30.0,end] 41.4 100.00%
MI-1-CR 945 0 0 945 1 [50.0,end] 5.1
MI-2-CR 349 0 0 349 1 [51.0,end] 4.5
MI-3-CR 1,085 6 6 1,097 1 [37.5,end] 7.2
MI-4-CR 1 462 4 467 1 [90.0,end] 3.0
MI-5 1,838 50 25 1,913 1 [10.5,end] 13.6
NA-1 4 2 0 6 0 - -
NA-2 0 19 2 21 1 [20.5,27.5] 14.5
NA-3 0 0 0 0 0 - -
NA-4 0 0 0 0 0 - -
NA-6 0 0 33 33 1 [6.0,10.0] 13.3
N-1 0 0 0 0 0 - -
N-2 0 0 0 0 0 - -
N-3 1 0 4 5 0 - -
N-5 1 0 0 1 0 - -
N-6 2 5 4 11 0 - -
N-8 0 0 0 0 0 - -
N-10 13 222 74 309 1
[6.0,8.0] 
[9.0,11.0]
5.8
N-12 2 4 1 7 0 - -
N-13 0 10 0 10 0 - -
N-16 48 0 8 56 1 [start,7.0] 82.8
N-18 1 1 0 2 0 - -
N-19 0 3 4 7 0 - -
N-22 3 2 2 7 0 - -
N-23 0 0 1 1 0 - -
N-24 0 0 1 1 0 - -
N-25 0 2 0 2 0 - -
N-26 0 0 6 6 0 - -
N-27 2 0 0 2 0 - -
N-28 3 2 0 5 0 - -
N-29 4 1 0 5 0 - -
N-30 0 0 0 0 0 - -
N-31 0 0 0 0 0 - -
N-32 2 0 0 2 0 - -
N-34 2 11 49 62 1 [65.0,80.0] 16.3
N-36 34 21 37 92 1 [0.5,2.0] 2.4
N-37 15 5 3 23 1 [12.0,25.0] 28.2
N-39 0 0 0 0 0 - -
N-40 0 7 13 20 0 - -
N-41 2 7 13 22 0 - -
O-1 9 0 0 9 0 - - 0.00%
PS-1 199 4 13 216 1 [70.0,end] 0.9
PS-2 319 571 0 890 1
[2.0,7.0] 
[9.0,16.0] 
[19.5,end]
33.9
PS-3 1 789 13 803 1 [29.5,34.0] 83.6
PS-5 0 0 3 3 0 - -
PTO-1-N 2 387 0 389 1 [45.2,end] 2.4
PTO-2-N 33 46 5 84 1 [75.0,end] 4.8
PTO-4-P 1,010 6,532 6,534 14,076 1 [8.0,end] 27.5
PTO-5-P 76 428 54 558 1 [0.4,end] 0.2
PTO-6-P 13 1 3,454 3,468 1 [34.0,end] 15.5
RPM-2 0 0 0 0 0 - -
RPM-4 10,698 2 694 11,394 1 [5.0,end] 63.7
RPM-5 0 0 0 0 0 - -
RPM-6 13 1 3,454 3,468 1 [34.0,end] 15.5
W-3 658 782 1,020 2,460 1 [2.0,end] 66.7 100.00%
Final detection determination made after visual inspection.
100.00%
40.00%
17.24%
80.00%
100.00%
50.00%
 
Figure 6.1 Summary of the AAKR and SPRT monitoring system results 
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ID Unit #1 Unit #2 Unit #3 TOTAL Fault?
Symptom 
Range
Warning 
Time
Detection 
Rate
BS-1 1 2 0 3 0 - - 0.00%
MI-1-CR 509 0 0 509 1 [50.0,end] 5.1
MI-2-CR 230 0 1 231 1 [51.0,end] 4.5
MI-3-CR 400 0 0 400 1 [37.5,end] 7.2
MI-4-CR 1 201 0 202 1 [90.0,end] 3.0
MI-5 1,661 35 14 1,710 1 [10.0,end] 14.1
NA-1 3 4 0 7 0 - -
NA-2 0 22 4 26 1 [20.5,27.5] 14.5
NA-3 0 0 0 0 0 - -
NA-4 0 0 0 0 0 - -
NA-6 0 0 0 0 0 - -
N-1 0 0 0 0 0 - -
N-2 0 0 0 0 0 - -
N-3 0 0 0 0 0 - -
N-5 0 0 0 0 0 - -
N-6 0 3 0 3 0 - -
N-8 0 0 0 0 0 - -
N-10 0 6 6 12 0 - -
N-12 0 0 1 1 0 - -
N-13 0 2 0 2 0 - -
N-16 3 0 0 3 0 - -
N-18 1 0 0 1 0 - -
N-19 0 0 4 4 0 - -
N-22 3 0 2 5 0 - -
N-23 0 0 1 1 0 - -
N-24 0 0 1 1 0 - -
N-25 0 1 0 1 0 - -
N-26 0 0 0 0 0 - -
N-27 0 0 0 0 0 - -
N-28 0 0 0 0 0 - -
N-29 0 0 0 0 0 - -
N-30 0 0 0 0 0 - -
N-31 0 0 0 0 0 - -
N-32 2 0 0 2 0 - -
N-34 3 7 11 21 1 [73.0,80.0] 8.3
N-36 5 3 12 20 1 [0.5,2.0] 2.4
N-37 1 0 0 1 0 - -
N-39 0 0 0 0 0 - -
N-40 0 7 10 17 0 - -
N-41 2 7 11 20 0 - -
O-1 0 0 0 0 0 - - 0.00%
PS-1 157 6 11 174 1 [70.0,end] 0.9
PS-2 1 570 0 571 1
[2.0,7.0] 
[9.0,16.0] 
[19.5,end]
33.9
PS-3 0 331 6 337 1 [29.5,34.0] 83.6
PS-5 0 0 0 0 0 - -
PTO-1-N 0 120 0 120 1 [45.2,end] 2.4
PTO-2-N 15 85 6 106 1 [74.0,end] 5.8
PTO-4-P 525 6,532 6,528 13,585 1 [8.0,end] 27.5
PTO-5-P 49 406 110 565 1 [0.4,end] 0.2
PTO-6-P 0 0 2,788 2,788 1 [34.0,end] 15.5
RPM-2 0 0 0 0 0 - -
RPM-4 9,191 0 27 9,218 1 [5.0,end] 63.7
RPM-5 0 0 0 0 0 - -
RPM-6 0 0 2,788 2,788 1 [34.0,end] 15.5
W-3 198 342 279 819 1 [2.0,end] 66.7 100.00%
Final detection determination made after visual inspection.
100.00%
20.00%
6.90%
80.00%
100.00%
50.00%
 
Figure 6.2 Summary of the NFIS and SPRT monitoring system results 
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KEY FOR MONITORING RESULTS 
ID Format: CLASS-FILENUMBER-SUBCLASS 
Class Subclass 
BS Broken Screw - - 
MI Mud Invasion CR Compensation Reservoir 
NA No Information - - 
N None (No Identified Fault) - - 
PTO  Pressure Transducer Offset 
N Negative 
P Positive 
PS Pump Startup - - 
RPM RPM Out of Spec - - 
W  Washout - - 
FAULT INTERPRETATION 
  Small or No Warning 
Fault? 
Final Detection Determination 
  Moderate Warning 1 Results indicate occurrence  of a fault 
  Strong Warning 0 Results do not sufficiently indicate the occurrence  of a fault 
WARNING TIME 
Amount of time elapsed in hours from the detection until the end of the file.  If the file is for a 
fault class that is not None or N/A, the warning time indicates the amount of time in hours from 
the inferred detection to the time of failure.  The quoted values are approximate and result from 
the visual inspection of the plots. 
DETECTION RATE 
Percentage of the files of a particular fault class, whose results indicate the occurrence of a fault 
(i.e. Fault? = 1) 
Figure 6.3 Quick reference for the monitoring system result tables 
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AAKR and NFIS monitors are designated by TEXT.  Notice in Table 6.1 that the only 
major difference between the AAKR and NFIS monitor is that the AAKR monitor detects 
a fault in the single broken screw data set, while the NFIS monitor does not.  To 
investigate this result, consider the monitoring results for the single broken screw data set 
(BS-1) for the measured pressure (MP) and current, which are presented in Figure 6.4 and 
Figure 6.5, respectively.  In each of the plots, BLUE points are observations of the signal, 
GREEN lines are predictor estimates, and RED X’s are alrms. Alarms ABOVE the 
signals are for reliable observations (all signals within their training range) and alarms 
BELOW the signals are un-reliable observations (at least one signal outside the training 
range).  This distinction is used to distinguish between alarms that result from excursions 
from the training range and genuine fault conditions. 
 First, consider the AAKR and NFIS monitor results for the MP signals of the first 
hydraulic unit, which are presented in Figure 6.4.  It can be seen in both plots that there is 
a notable increase in the variance of the observed MP between the 20th and 50th hour of 
operation and again between the 60th and 70th hour of operation.  Notice in Figure 6.4(a), 
that the AAKR monitor detects this change and produces alarms around the 35th and 63rd 
hour of operation.  It can be seen in Figure 6.4(b), the case is different for the NFIS 
monitor, which does not detect this change.   
 Second, consider the monitor results for the current signals of the second 
hydraulic unit.  Notice in Figure 6.5, that there is a notable change in the character of the 
observed current.  Since the observed signal exceeds the estimates only for the larger 
currents, the change manifests itself as a change in the mean, as opposed to the increase 
in variance in the previously described MP signal, where the observed signal exceeds the  
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Table 6.1 Summary of the AAKR and NFIS monitoring system results for the BS, MI, PS, PTO, 
RPM, and W fault classes 
Fault Class 
AAKR 
Detection 
Rates 
NFIS Detection 
Rate 
AAKR 
Warning 
Times (hours) 
NFIS Warning 
Times (hours) 
BS 100% 0% 41.4 0 
MI 100% 100% 6.7 6.8 
PS 80% 80% 39.5 39.5 
PTO 100% 100% 10.1 10.3 
RPM 50% 50% 39.6 39.6 
W 100% 100% 66.7 66.7 
MEAN 85% 80% 34.0 27.2 
 
 
Table 6.2 Summary of the AAKR and NFIS monitoring system results for the NA, N, and O fault 
classes 
Fault Class 
AAKR Detection 
Rates 
NFIS Detection 
Rate 
NA 40% 20% 
N 17% 7% 
O 0% 0% 
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(b) 
Figure 6.4 (a) AAKR and (b) NFIS monitor results for the MP signal of Unit #1 in BS-1 
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estimates on both the lower and upper bounds.  As with the MP, the change occurs 
between the 20th and 50th hour of operation and again between the 60th and 70th hour of 
operation.  Again, it can be seen in Figure 6.5(a) that the AAKR monitor produces alarms 
during both of these changes, while the NFIS monitor (see Figure 6.5(b)) produces only 
two alarms during the second disturbance, near the 63rd hour of operation. 
 This example illustrates a consistent feature of the results of the predictor 
embodiment of the NFIS, which is the NFIS signal estimates are consitently ―smother‖ 
than the estimates produced by a comparable AAKR.  How does this difference affect the 
detection performance?  Since the NFIS estimates are generally smoother than the AAKR 
estimates, it can be expected that the NFIS estimates will not be able to fit extreme values 
as well as AAKR.  In general, this feature is acceptable since extreme values are most 
likely observations with large noise instantiations.  The end result is that the residuals 
generated by the NFIS should have a markedly different distribution when compared to 
the distribution of the AAKR residuals.  Since the SPRT detector is calibrated in terms of 
a training distribution of the residuals, mainly the mean and variance shifts are calculated 
in terms of the variance of the distribution of the training residuals, the sensitivity of the 
monitor that results from a specific predictor and detector is inherently related to the 
characteristic accuracies of the predictor. 
 To relate the predictor performance to the present BS-1 results, consider the 
distribution of the AAKR and NFIS predictor residuals for the global training data that is 
presented in Figure 6.6.  First, notice that the mean of the residuals are almost equal, both 
having values very near zero.  However, notice that the variance of the NFIS residuals is 
significantly larger than the variance of the AAKR residuals.  Since the variance of the  
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Figure 6.6 Sample distribution of the measured pressure (MP) estimate residuals for the global 
training data 
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NFIS residuals is larger, the SPRT shift tolerances increase, which finally results in 
degraded detection sensitivity. 
 From the present discussion, the results appear to indicate that the NFIS predictor 
is not well suited for use in system monitoring.  However, this conclusion does not hold if 
the remaining results presented in Table 6.1 are examined.  With the exception of BS-1, 
the AAKR and NFIS results are almost identical in terms of the detection rate and mean 
warning time.  In fact, it can be seen that with the exception of the BS data set, the NFIS 
monitor is able to provide slightly better warning times as compared to the AAKR 
monitor.   
 Moving on, consider the results for the fault classes of NA (no information 
provided), N (none), and O (other), which was presented earlier in Table 6.2.  Notice that 
both the AAKR and NFIS monitor do not detect a fault in the data set of class O (i.e. O-
1).  Next, notice that the AAKR monitor detects faults in 2 of the 4 data sets of class NA, 
while the NFIS monitor detects faults in 1 of the data sets.  The validity of the detections 
will be discussed in more detail in the next section.  Finally, notice that the false detection 
rate of the AAKR monitor is significantly higher, at 5 of 29 or ~17%, than the false 
detection rate of the NFIS monitor, at 2 of 29 or ~7%.  This result clearly illustrates the 
no free lunch theorem [Wolpert & Macready 1997], in that the AAKR monitor is more 
sensitive to anomalies/faults, but produces more false detections as compared to the NFIS 
monitor.  More specifically, in some situations and systems the AAKR monitor may be 
better suited than the NFIS monitor and vice versa.  The end result is that overall the 
NFIS monitor produces results that are very similar to the AAKR monitor.  Furthermore 
the advantage of fewer false detections and reliable detections with the exception of 
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faults of class BS, the results indicate that the NFIS monitor is better suited for reliably 
detecting faults when a fault is present, while producing fewer false detections. 
 A discussion of the results of the monitoring systems was presented in this 
section.  In the next section, the previously described kNN and NFIS diagnosis system is 
applied to the data sets with positive fault detections presented in this section. 
6.2 DIAGNOSIS 
 To evaluate the effectiveness of the NFIS for fault diagnosis, it was used to 
diagnose faults in the data sets identified as containing a fault by the AAKR and NFIS 
monitors.  For the sake of comparison, a comparable system implementing a kNN 
diagnoser instead of the NFIS was used.  This discussion will begin with a brief 
commentary that describes the reasoning implemented to select the training and test sets.  
Next, a description of the results of applying the developed diagnosis systems to 
examples of MI, PTO, and PS failure is presented.  Finally, the results of applying the 
developed diagnosis systems to the additional data sets of class NA and N is presented. 
6.2.1 Training and Test Set Selection 
 Recall that the data sets presented in Table 5.4 were used to train and test the 
developed diagnosis systems.  For convenience, Table 5.4 has been reproduced in Table 
6.3.  For this work, the test sets were randomly selected from the list of MI, PS, and PTO 
files, which contain a detected fault. 
 If Table 6.3 is compared to Figure 6.1 and Figure 6.2, it can be seen that two files 
that contain detected faults, namely MI-5 and PTO-6-P, were not used in either the 
training or test data.  First, MI-5 was not included on the basis that the mud does not 
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Table 6.3 List of the training and test data sets for the diagnosis system 
TRAIN TEST 
MI-1-CR 
MI-2-CR 
MI-4-CR 
MI-3-CR 
PS-1 
PS-3 
PS-2 
PTO-1-N 
PTO-2-N 
PTO-5-P 
PTO-4-P 
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invade the hydraulic unit via a specific route (i.e. compensation reservoir) and it was 
found that the distribution of the associated residuals is significantly different than the 
aggregate of the MI data with subclass compensation reservoir (CR).  To illustrate this 
feature, consider the plot of the sample probability densities of the hydraulic unit estimate 
residuals for the MI-5 (BLUE) and MI via the compensation reservoir (BLACK) data in 
Figure 6.7.  Notice that while the distributions for eP and eMP are almost identical, there 
are major differences in the distributions of eC and eRPM.  More specifically, the 
distribution of eC is skewed left, when MI-5 is compared to the aggregate distribution of 
the MI via CR residuals.  The case is exactly the opposite for the distribution of eRPM, in 
which the distribution of MI-5 residuals is skewed right relative to the residuals for the 
remaining data. 
 To validate the exclusion of MI-5 from the diagnosis, a simulation was run in 
which the NFIS monitor results were used as inputs to NFIS and kNN diagnosers trained 
with and without the MI-5 data.  For the NFIS diagnoser, the inclusion of MI-5 in the 
training set resulted in a degradation of the MI class accuracy by 13%, from 84% to 73%.  
Similarly, the kNN diagnoser not trained on MI-5 produced a MI class accuracy of 58%, 
while the kNN that was trained on MI-5 produced a MI class accuracy of 40%, a decrease 
of 31%.  Therefore, it is clear that the characteristics contained in MI-5 are not 
sufficiently similar to the MI via CR to warrant its use in the diagnoser training.  
 Next, consider PTO-6-P.  Notice in Table 5.4 that this particular file is cross-
classified as containing a PTO and RPM out of spec (RPM) fault.  More specifically, 
notice that the filename for PTO-6-P and RPM-6 are the same.  To explore this set in  
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Figure 6.7 Sample distributions of the hydraulic unit estimate residuals for the MI-5 (BLUE) and MI 
via the CR (BLACK) data 
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more detail, consider the NFIS monitor results for the third hydraulic unit presented in 
Figure 6.8.  Notice that around the 35th hour of operation, there is a sharp increase in the 
RPM signal (bottom plot).  At the same time, there is a sharp drop in the MP signal (top 
two plots).  Since the MP does not increase to a value greater than the TP, the results are 
not consistent with the assertion of a positive PTO fault.  However, the change in the 
RPM is consistent with the assertion of a RPM out of spec fault.  Therefore, these results 
indicate that this file may have been misidentified as containing a positive PTO and RPM 
out of spec fault.  Rather, it appears that the file contains a single fault condition, namely 
an RPM out of spec fault.  Therefore, this data set will not be used to train the kNN and 
NFIS diagnosers. 
 The reasoning behind the training and test selection was presented in this section.  
In the next section, the results of using this data with the kNN and NFIS diagnosis 
systems is presented. 
6.2.2 Diagnosing MI, PTO, and PS 
 A summary of the diagnosis results is presented in Figure 6.9.  First, notice that 
the best performer on the AAKR monitor results is the kNN diagnoser, which produces 
an overall accuracy of 87%.  Second, notice that the best performer on the NFIS monitor 
results is the NFIS diagnoser, which produces an overall accuracy of 94%.   
 Next, notice that over all of the results, the class accuracy of the PS fault class is 
consistently low, only reaching a value above 50% once (NFIS diagnoser on the AAKR 
monitor results).  This feature is easily explained by comparing the sample probability  
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Figure 6.8 NFIS monitor results for the third hydraulic unit in PTO-6-P and RPM-6 
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Figure 6.9 Summary of the kNN and NFIS diagnosis results using the AAKR and NFIS monitoring 
results for the MI, PTO, and PS fault classes 
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densities presented in Figure 6.10 for the MI (BLUE), PTO (RED), and PS (GREEN) 
data sets.  In the figure, the residuals produced by the AAKR and NFIS monitors are 
presented in Figure 6.10(a) and Figure 6.10(b), respectively.  Notice that over all of the 
residual signals that the distributions of the MI and PS samples are consistently close to 
each other.  Also, notice that there are several instances of multiple peaks in the pressure 
error (eP), MP residuals (eMP), and marginally in the RPM residuals (eRPM) for the AAKR 
and NFIS monitor results.  Additionally, there is a double peak in the current residual (eC) 
of the AAKR monitor results.  These results highlight two features: 1) MI and PS faults 
have very similar failure patterns and 2) if there are any subtle differences between the 
failure signatures of MI and PS, three examples are insufficient to establish their 
significance relative to the other fault conditions. 
 The similar fault signature of the MI and PS fault classes is further explained by 
considering the mechanics of failure for all three fault classes.  First in PTO, there is a 
shift in the MP, which results in a relatively constant bias in the difference between the 
TP and MP.  In this case, the hydraulic unit attempts to compensate for the biased 
presure ror, but since the MP is ―stuck‖ at an ofset value the MP is not able to return 
to a value near the TP.  Next, in MI, mud enters the hydraulic unit, which hinders the 
unit’s abilty to efectively build presure. The nd result is that as mud continues to 
enter the unit, the MP approaches zero while the RPM increases as the unit continues to 
try to build pressure.  Finally, in PS, there is a fault in the pump of a hydraulic unit which 
hinders its abilty to efectively build presure. As the fault progreses, the unit’s abilty 
to build pressure continues to degrade producing a trending of the MP toward zero and an 
increase in the RPM as the unit continues to attempt to build pressure.   
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(b) 
Figure 6.10 Sample probability densitities of the residual signals for the (a) AAKR and (b) NFIS 
monitoring systems 
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 From thes descriptions, notice that in PTO the MP ―jumps‖ to abiased value and 
the unit is unable to return the MP to a value near the TP, while in MI and PS the 
hydraulic unit is unable to build the desired pressure.  Since the way in which the MI and 
PS faults manifest themselves in the unit behavior is similar, it is expected that these two 
fault conditions should be difficult to differentiate from the data alone.   
 If the MI and PS fault classes are combined, the results presented in Figure 6.11 
are obtained.  Notice that the best performance on the AAKR monitor results is the kNN 
diagnoser, with an overall accuracy of ~89%, while the best performer on the NFIS 
monitor results is the NFIS diagnoser, with an overall accuracy of ~96%.  Overall, the 
best performer is the NFIS diagnoser with the NFIS monitor.   
 To assess the quality of the symptom patterns generated by the AAKR and NFIS 
monitoring systems, consider the mean overall accuracies of the diagnosers for each 
monitor.  The mean overall accuracy of the diagnosers trained and tested on the AAKR 
monitor results is 87.6%, while the mean overall accuracy for the NFIS monitor results is 
91.4%.  This result indicates that the NFIS monitor produces higher quality symptom 
patterns. 
 The result of applying the developed diagnosis system to the data containing 
faults of class MI, PS, and PTO was presented in this section.  In the next section, the 
trained diagnosers are used to diagnose the detected faults in the files that contain faults 
that are not well defined (i.e. fault class of NA) and no identified faults. 
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Figure 6.11 Summary of the kNN and NFIS diagnosis results using the AAKR and NFIS monitoring 
results for the combined MI & PS and PTO fault classes 
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6.2.3 Diagnosing NA and N 
 A presentation of the results of applying the trained diagnosers to the detected 
faults of class NA and N is presented in Figure 6.12.  For the sake of simplicity, the NFIS 
monitor results were uses as a source of symptom patterns for the following files: NA-2, 
N-34, and N-36.  Notice that both the kNN and NFIS diagnosers classify NA-2 and N-36 
as belonging to the PTO fault class and N-34 as belonging to the MI & PS fault class.  
Also, notice that for the most part, the maximum number of classified observations for 
each file is not overwhelming.  Aggregating the diagnosis results of the kNN and NFIS 
diagnosers, there do not appear to be any clear indication of whether or not the detected 
faults belong to any of the three fault classes. 
 The diagnosis results were presented in this section.  In the next section, the 
results of the previously described prognosis system are presented. 
6.3 PROGNOSIS 
 A summary of the prognosis results is presented in this section.  In the first 
section, a discussion of the training and test set selection is presented.  Next, a 
presentation of the results that describe the accuracy of the prognosis models is given.  In 
the final section, a presentation of the uncertainty results is presented. 
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Figure 6.12 Summary of the kNN and NFIS diagnoser results for the fault classes of NA and N 
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6.3.1 Training and Test Set Selection 
 It is important to note that due to the limited number of exemplar paths, the 
training and test sets had to be carefully selected such that both the failure times and final 
degradation signals of the test set are contained within the training range.  To illustrate 
the selection process, consider the summary of the degradation paths presented in Figure 
6.13 and Figure 6.14.  In each of the figures, the maximum degradation signal, failure 
time, and the slope of the line regressed onto the path is presented.  The summary for the 
PTO failure data is presented in Figure 6.13 and the summary for the MI failure data is 
presented in Figure 6.14.  The details of the summaries will be described in more detail at 
this time, beginning with the PTO failure data.  Before continuing, it is important to note 
that the population based prognoser was tested with the MI-4-CR and PTO-1-N data. 
 Consider the causal degradation data for the PTO failures, which are presented in 
the top portion of Figure 6.13.  Recall that it is not acceptable to have a test set that 
contains either the maximum or minimum final degradation signal values or failure times.  
This requirement eliminates PTO-2-N since it has the smallest final degradation signal 
value (70) and largest failure time (70.4 hrs).  It also eliminates, PTO-4-P since it has the 
largest final degradation signal value (1,033) and PTO-5-P since it has the smallest 
failure time (1.6 hrs).  This leaves PTO-1-N.  Therefore, PTO-2-N, PTO-4-P, and PTO-5-
P were used for training and PTO-1-N was used to test the causal prognoser.  
 Next, consider the effect degradation data for the PTO failures, which are 
presented in the bottom portion of Figure 6.13.  Following a similar sequence as before, a  
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Final Degradation 
Signal (DS)
Failure Time 
(hrs)
Regressed Slope 
(DS/hr)
PTO-1-N 598 67.2 5.2
PTO-2-N 70 70.4 0.2
PTO-4-P 1,033 38.7 34.0
PTO-5-P 819 1.6 336.9
PTO-1-N 95 1.4 54.2
PTO-2-N 71 5.2 16.0
PTO-4-P 3,247 26.2 124.1
PTO-5-P 275 0.1 1,578.0
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Figure 6.13 Degradation path summary for the PTO failure data 
 
 
Final Degradation 
Signal (DS)
Failure Time 
(hrs)
Regressed Slope 
(DS/hr)
MI-1-CR 12,324 51.6 107.7
MI-2-CR 9,317 87.6 141.5
MI-3-CR 4,199 36.9 106.2
MI-4-CR 9,417 67.8 131.3
MI-1-CR 403 8.9 32.2
MI-2-CR 186 2.3 82.2
MI-3-CR 347 5.7 62.9
MI-4-CR 169 2.4 84.5
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Figure 6.14 Degradation path summary for the MI failure data 
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valid test set can be selected by incrementally excluding sets that contain extreme values 
for the final degradation signal and failure time.  It can be seen that PTO-2-N can be 
excluded on the basis that it contains the smallest final degradation signal (71), PTO-4-P 
can be excluded on the basis that it contains the largest final degradation signal (3,247) 
and the largest failure time (26.2 hrs), and PTO-5-P can be excluded on the basis that it 
contains the smallest failure time (0.1 hrs).  As with the causal prognoser, the effect 
prognoser was trained on PTO-2-N, PTO-4-P, and PTO-5-P and was tested on PTO-1-N. 
 Unlike the PTO failure data, the selection process for the MI failure data is not 
uniform, in that the selected training and test sets are different for the causal and effect 
prognosers.  To understand why, consider the causal degradation data for the MI failures, 
which are presented in the top portion of Figure 6.14.  Again, a valid test set can be 
selected by incrementally excluding sets that contain extreme values for the final 
degradation signal and failure time.  For this case, it can be seen that MI-1-CR can be 
excluded on the basis that it contains the largest final degradation signal value (12,324), 
MI-2-CR can be excluded on the basis that it contains the largest failure time (87.6 hrs), 
and MI-3-CR can be excluded on the basis that it contains the smallest final degradation 
signal value (4,199) and the smallest failure time (36.9 hrs).  Therefore, the effect 
prognoser for MI failure was trained on MI-1-CR, MI-2-CR, and MI-3-CR and tested on 
MI-4-CR. 
 Finally, consider the effect degradation data for the MI failures, which are 
presented in the bottom portion of Figure 6.14.  It can be seen that MI-1-CR can be 
excluded on the basis that it contains the largest final degradation signal value (403) and 
the largest failure time (8.9 hrs), MI-2-CR can be excluded on the basis that it contains 
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the smallest failure time (2.3 hrs), and MI-4-CR can be excluded on the basis that it 
contains the smallest final degradation signal value.  Therefore, the effect prognoser for 
MI failure was trained on MI-1-CR, MI-2-CR, and MI-4-CR and tested on MI-3-CR.  
Notice that these sets are slightly different than the training and test sets for the causal 
prognoser of MI failure. 
 For completeness, a summary of the training and test sets for the prognosers is 
presented in Table 6.4.  At this time, it is important to note the since this work is founded 
on a limited number of devices for each failure mode, the rigorous set selection method 
implemented in this work was required to guarantee that the prognoser was not tested on 
data outside the training range.  For applications where more data is available, it is 
expected that the selection results should become homogeneous, in the sense that it 
should be easier to identify a single training and test set for training both the causal and 
effect prognosers.  It is also important to note that since the selection approach was 
founded on a simple test, mainly that the test data was contained within the training 
range, that the selection process does not bias the results discussed in the next section.  
More specifically, since the range of the characteristic values for the degradation paths 
were examined to select the training and test sets, as opposed to selecting the sets that 
produced the best results, the resulting RUL estimates are not unduly biased by the 
practitioner. 
6.3.2 Assessment of the Accuracy 
 A summary of the accuracy of the population, causal, and effect prognosers is 
presented in Table 6.5.  The mean absolute error (MAE) of the RUL estimates in hours is 
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Table 6.4 List of the training and test sets for the prognosers of MI and PTO failure 
  TRAIN TEST 
M
I 
Cause 
MI-1-CR 
MI-2-CR 
MI-3-CR 
MI-4-CR 
Effect 
MI-1-CR 
MI-2-CR 
MI-4-CR 
MI-3-CR 
P
T
O
 Cause 
PTO-2-N 
PTO-4-P 
PTO-5-P 
PTO-1-N 
Effect 
PTO-2-N 
PTO-4-P 
PTO-5-P 
PTO-1-N 
 
 
Table 6.5 Summary of the prognoser accuracies for MI and PTO failure 
  
MAE (hrs) Life (hrs) MAE (% Life) 
P
o
p
. MI 45.7 76.3 59.9% 
PTO 45.3 86.0 52.7% 
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MI 5.3 76.3 6.9% 
PTO 2.1 86.0 2.4% 
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MI 1.2 159.2 0.8% 
PTO 11.4 86.0 13.2% 
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presented in the left column of the table.  The lie of the device in hours is presented in the 
middle column.  Finally, the MAE as a percentage of the device life is presented in the 
right column of the table. 
 There are several features of the results that bear mentioning.  Overall, notice that 
the individual based prognosers (causal and effect) significantly outperform the 
population based prognosers, in that the MAE as a percentage of the device life ranges 
from 53-60% for the population prognosers and ranges from 0.8-13% for the individual 
based prognosers.  What this means is that the individual based prognosers are able to 
predict the time of failure more accurately than the population prognoser.  Next, notice 
that there is a general trend in the MAE over all of the prognosers that begins with large 
errors for the population based prognoser, progresses toward intermediate errors for the 
causal prognoser, and then finally reaches a minimum error for the effect prognoser.  This 
trend, however, is not complete, in that the smallest error for the PTO is produced by the 
causal prognoser at 2.4% of the device life, while the intermediate error is produced by 
the effect prognoser at 13.2%.  The reason for this discrepancy will be discussed after a 
cursory description of the individual results is presented. 
Discussion of the MI Failure Prognosers 
 To begin this discussion, consider the degradation paths for MI failure, which are 
presented in Figure 6.15.  Here, the degradation paths used by the causal prognoser are 
presented in Figure 6.15(a) and the paths used by the effect prognoser are presented in 
Figure 6.15(b).  Notice that there are no clear failure thresholds for either degradation 
signal.  To illustrate this feature, notice that failures occur for degradation signals  
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Figure 6.15 Degradation paths of MI failure for the (a) causal and (b) effect prognosers 
292 
between 4,000 and 12,000 for the causal prognoser and between 175 and 400 for the 
effect prognoser.  The characteristics of the presented paths will now be discussed in 
more detail. 
 Consider the degradation paths for the causal prognoser presented in Figure 
6.15(a).  The histories for the devices can be inferred from the degradation paths.  For 
MI-1-CR (BLACK) the device absorbs a limited amount of vibration until around the 
15th hour of operation, when there is a sharp upswing in the absorbed vibration.  For this 
file, this shift persists until failure.  Next, notice that the case is almost the complete 
opposite for MI-2-CR (BLUE), which absorbs a large amount of vibration energy during 
the first 20 hours of operation.  After this period, the absorbed vibration slowly increases 
until the 45th hour of operation, where it undergoes another jump to a value near 8,000 G.  
Finally, the progression of the absorbed vibration returns to is slowly increasing mode 
until failure near 10,000 G.  Both of these paths are characteristic of environments or 
operating conditions that oscillate between high and low vibration.  An example would be 
drilling through stratified layers that are composed of fine and course grained materials.  
At this point, consider the paths of MI-3-CR (RED) and MI-4-CR (GREEN).  It can be 
seen that these two paths progress along lines with nearly identical slopes, which 
indicates that the devices are being exposed to consistent vibration levels that have a 
relatively constant rate of incidence of values above the specified threshold of 1 G.  It can 
also be seen that MI-3-CR fails around its 37th hour of operation and MI-4-CR fails 
around the 67th hour of operation.  Recall that the causal prognoser is trained on MI-1-
CR, MI-2-CR, and MI-3-CR and tested on MI-4-CR. 
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 Next, consider the degradation paths for the effect prognoser, which are presented 
in Figure 6.15(b).  Notice that the majority of the degradation paths proceed according to 
lines with similar slopes.  These paths generally correspond to instances where alarms 
begin to occur and then continue until the device fails.  Notice that MI-2-CR (BLUE) and 
MI-4-CR (GREEN) both fail when approximately 185 alarms have been registered (i.e. 
175 + # that defines OTF = 185), while MI-3-CR (RED) fails when 360 alarms have 
been registered (i.e. 350 + 10 = 360).  The situation is slightly different for MI-1-CR 
(BLACK).  To understand this path, consider the NFIS monitor results that are presented 
in Figure 6.16.  Notice that a precursor to the fault is detected in the pressure error (TOP) 
and RPM (BOTTOM) signals around the 45th hour of operation of the first hydraulic unit 
(TOP LEFT).  After this, no other alarms occur until around the 50th hour of operation, 
when the MP and C drop sharply toward zero and the RPM increases sharply toward 
5,000.  This progression is evident in the degradation signal of the effect prognoser, in 
that it begins by increasing sharply, corresponding to the detection of the fault precursor.  
Next, the signal levels off since no additional alarms occur until the detection of the fault 
around the 4.5th hour after OTF.  After this point, notice that the degradation signal 
increases rapidly until failure.  Recall that the effect prognoser is trained on MI-1-CR, 
MI-2-CR, and MI-4-CR and tested on MI-3-CR. 
 Now that the degradation paths for the causal and effect prognosers have been 
presented, the RUL estimates can be described in more detail.  Consider the results for 
the causal prognoser for MI failure that is presented in Figure 6.17(a).  Notice that the 
RUL estimates (RED LINE) produced by the causal prognoser begin by significantly 
underestimating the RUL and then swing to significantly overestimating the RUL.  After 
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Figure 6.16 NFIS monitor results for the three hydraulic units of MI-1-CR 
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Figure 6.17 RUL estimates for MI failure produced by the (a) causal and (b) effect prognoser 
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these initial perturbations, the estimates can be seen to settle to a value very near their 
actual values (BLACK DASHED LINE) until around the 50th hour of operation when 
the estimates trend toward the RULs for the path of MI-2-CR (BLUE DASHED LINE).  
This progression can be more clearly described by considering the memberships of the 
test degradation path to the three exemplar paths, which is plotted in Figure 6.18(a).  
First, notice in Figure 6.17(a) that the actual RUL is located between the MI-1-CR and 
MI-2-CR paths.  This feature is not reflected in the memberships of the test path to the 
exemplar paths, which can be seen to be dominated by MI-2-CR and MI-3-CR.  The 
reason for this difference can be attributed to the differences of the degradation signal 
paths presented earlier in Figure 6.15.  Notice that since the path for MI-1-CR is 
significantly steeper than that the other paths, it can be expected that, for the most part, 
the observations of the test path (MI-4-CR) will receive small memberships to MI-1-CR.  
For the most part the membership to MI-2-CR is larger than the membership to MI-3-CR, 
which is evident in the affinity RUL estimates to overestimate the RUL.  Notice that this 
is not always the case, since between the 8th and 18th hour of operation the memberships 
to MI-3-CR exceed the memberships to MI-2-CR and the resulting RUL estimates go 
from overestimating to underestimating the RUL.  Finally, notice that beginning around 
the 50th hour of operation, the memberships to MI-1-CR and MI-3-CR begin to diverge 
with MI-2-CR receiving steadily increasing memberships and MI-3-CR receiving 
steadily decreasing memberships.  This shift is evident in the RUL estimates, which, as 
described earlier, trend toward the expected RULs of MI-2-CR.   
 Next, consider the RUL estimates of the effect prognoser that are presented in 
Figure 6.17(b).  Notice that as with the causal prognoser, the RUL estimates begin by  
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Figure 6.18 Exemplar path memberships for MI failure produced by the (a) causal and (b) effect 
prognosers 
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varying widely from underestimating to overestimating the RUL.  As time progresses, 
notice that the RUL estimates settle to a value that is very near the actual RUL.  In fact, 
notice that the estimated RUL continuously approaches the actual RUL before dropping 
sharply to zero around the 5th hour of operation after OTF.  If the memberships of the test 
path to the exemplar paths are examined, it can be seen that the test path is most similar 
to MI-1-CR and MI-2-CR.  Notice that prior to approximately the 1st hour of operation 
after OTF that the membership to MI-1-CR is largest, thereby resulting in RUL estimates 
that are closer to the expected RULs of MI-1-CR.  After approximately the 1st hour of 
operation after OTF, the test path is most similar to MI-2-CR.  The RUL estimates reflect 
this shift by trending toward the expected RULs for MI-2-CR.  Finally, beginning around 
the 3rd hour of operation after OTF, it can be seen that the memberships to MI-1-CR and 
MI-2-CR begin to converge toward 0.5 for each, thereby resulting in RUL estimates that 
trend toward an intermediate value between the two paths of expected RULs.   
 From the presented results, it can be seen that for MI failure the developed causal 
and effect degradation signals and their associated prognosers can be used to accurately 
predict the failure of an individual device.  A discussion of the PTO failure results is 
presented in the next section. 
Discussion of the PTO Failure Prognosers 
 To begin this discussion, consider the degradation paths for the causal and effect 
prognosers presented in Figure 6.19(a) and Figure 6.19(b) respectively.  Notice that there 
are no clear failure thresholds for either degradation signal.  To illustrate this feature, 
notice that failures occur for degradation signals between 100 and 1,000 for the causal  
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Figure 6.19 Degradation paths of PTO failure for the (a) causal and (b) effect prognosers 
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prognoser and between 100 and 3,250 for the effect prognoser.  The characteristic of 
these paths will now be discussed in more detail, beginning with the degradation signals 
used by the causal prognoser. 
 Recall that PTO was caused by occurrences of large vibration events and that the 
optimal vibration threshold was determined to be 3.5 G (see section 0).  In this context, 
any increase in the degradation signal presented in Figure 6.19(b) can be attributed to the 
occurrence of significant events in the vibration signal.  From this discussion, it can be 
seen that PTO-5-P (GREEN) experiences an extended series of vibration events before 
failure, while PTO-2-N (BLUE) experience a small number of vibration events before 
failure.  Finally, notice that PTO-1-N (BLACK) and PTO-4-P (RED) indicate that the 
device experiences a combination of large and small numbers of vibration events.  Recall 
that the causal prognoser is trained on PTO-2-N, PTO-4-P, and PTO-5-P and tested on 
PTO-1-N. 
 Finally, consider the degradation signal paths for the effect prognoser, which are 
presented in Figure 6.19(b).  It can be seen that the plot is dominated by the path for 
PTO-4-P (RED).  To understand the degradation path for this device, consider the 
monitoring results presented in Figure 6.20.  Notice that around the 10th hour of 
operation, the measured pressure increases sharply over all three hydraulic units.  The 
result of this change can be seen to produce alarms for the remainder of the device data, 
which causes the extreme path of the degradation signal.  The paths of the remaining 
devices can be seen to be comparable in the sense that after OTF, the signals steadily 
increase until failure shortly after OTF.  These results indicate that the presence of PTO 
does not accurately indicate failure.  This result is expected since PTO does not  
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Figure 6.20 NFIS monitor results for the three hydraulic units of PTO-4-P 
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necessarily indicate a deterioration of the device health.  More specifically, since PTO 
produces numerous alarms without necessarily resulting in a failure, it does not appear to 
significantly degrade the device health.  However, since a limited number of files are 
used in this analysis, it is possible that a relationship does exist, but the current set of data 
is insufficient to illuminate such a relationship.  Recall that the causal prognoser is 
trained on PTO-2-N, PTO-4-P, and PTO-5-P and tested on PTO-1-N. 
 Now that the degradation paths for the causal and effect prognosers have been 
presented, the RUL estimates can be described in more detail.  Consider the results for 
the causal prognoser for PTO failure that is presented in Figure 6.21(a).  First, notice that 
the actual RUL (BLACK DASHED LINE) for the test device lies very near to PTO-2-N 
(BLUE DASHED LINE).  This proximity is reflected in the RUL estimates (RED 
LINE), which tracks the PTO-2-N RUL almost exactly until the 25th hour of operation, 
where it drops sharply to a value slightly below the actual RUL.  Following this shift, the 
RUL estimates progressively get closer to the actual RUL until they are almost exactly 
equal to the actual RUL.  Next, the estimates can be seen to experience another sharp 
drop to zero around the 62nd hour of operation.  This behavior is reflected in the 
memberships of the test path to the three exemplar paths that is presented in Figure 
6.22(a).  Throughout the data, notice that PTO-2-N consistently receives the largest 
weight.  Notice that around the 25th hour of operation that there is a shift in the 
memberships in that PTO-4-P begins to receive significant memberships.  The effect of 
this shift on the RUL estimates can be seen to be the previously described downward 
shift. 
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Figure 6.21 RUL estimates for PTO failure produced by the (a) causal and (b) effect prognoser 
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Figure 6.22 Exemplar path memberships for PTO failure produced by the (a) causal and (b) effect 
prognosers 
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 Next, consider the results of the effect prognoser for PTO failure that is presented 
in Figure 6.21.  Notice that the RUL estimates (RED LINE) are nowhere near their 
actual values (BLACK DASHED LINE), in that the estimates lie between the expected 
RULs for PTO-2-N and PTO-4-P instead of between PTO-2-N and PTO-5-P.  This result 
is counterintuitive if only the RULs are examined, but if the degradation signals 
presented earlier in Figure 6.19 are examined this result is expected since the path for 
PTO-1-N lies between PTO-2-N and PTO-4-P.  This feature is also present in the 
memberships of the test path to the exemplar paths, which are presented in Figure 
6.22(b).  Notice that throughout the data PTO-2-N and PTO-4-P receive the largest 
weights.  These results support the position described earlier that the effects produced by 
a PTO fault do not accurately indicate failure time. 
 From the presented results, it was shown that for PTO failure the developed 
causal degradation signal and its associated prognoser can be used to accurately predict 
the RUL of an individual device.  It was also shown that the effect degradation signal and 
its associated prognoser did not provide accurate RUL estimates.  This result is expected, 
since PTO does not necessarily indicate a deterioration of the device health.  More 
specifically, since PTO produces numerous alarms without necessarily resulting in a 
failure, it does not appear to significantly degrade the device health.   
6.3.3 Assessment of Uncertainty 
 Summaries of the confidence intervals (CI) and prediction intervals (PI) of the 
RUL estimates are presented in Table 6.6 and Table 6.7, respectively.  The left column of 
the table contains the uncertainty in hours, the middle column contains the uncertainty as  
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Table 6.6 Summary of the bias corrected CIs on the RUL estimates 
  
95% CI (hrs) 95% CI (% Life) CI Coverage (%) 
C
a
u
se
 
MI 2.70 3.54% 16.67% 
PTO 0.67 0.78% 32.34% 
E
ff
e
ct
 
MI 2.69 1.69% 88.50% 
PTO 32.02 37.24% 100.00% 
 
 
Table 6.7 Summary of the bias corrected PIs on the RUL estimates 
  
95% PI (hrs) 95% PI (% Life) PI Coverage (%) 
C
a
u
se
 
MI 35.23 46.17% 100.00% 
PTO 96.25 111.92% 100.00% 
E
ff
e
ct
 
MI 3.93 2.47% 100.00% 
PTO 32.03 37.24% 100.00% 
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a percentage of the device life, and the right column contains the percent of the actual 
RULs that are contained within the 95% uncertainty intervals of the estimated RULs.  
Before these results are described, the uncertainty of the population based prognosers 
were found to have uncertainties of approximately is 163 hours.  Notice that the 
uncertainty in the population based estimates is larger than even the worst uncertainties 
of the individual based prognosers.   
 At this point, consider the CIs presented in Table 6.6.  Notice that the confidence 
intervals are for the most part small compared to the device life, having values that range 
from 0.78-3.54%.  The exception to this trend is the effect prognoser for PTO failure, 
whose 95% CI is 32.02 hours.  This exceedingly large uncertainty is a direct result of the 
extremely biased RUL estimates produced by this particular prognoser (see Figure 
6.21(b)).  Finally, as expected, it can be seen that the coverages are well below 95%. 
 Next, consider the 95% PIs presented in Table 6.7.  Notice that all of the 
uncertainties, except for the effect prognoser for MI failure, are significantly larger than 
their corresponding CIs.  The reason for this difference is most clearly described by 
considering the contributing uncertainty factors presented in Table 6.8.  Notice that there 
is a large difference between the square root of the fitted and predicted variance.  Recall 
that for linear regression that the predicted variance of the degradation signal includes an 
additional MSE term, which is propagated onto the time axis to obtain the predicted 
variance of the RUL.  Therefore, the large shift from the fitted to the predicted variance 
can be attributed to large MSEs of the lines regressed onto the exemplar paths.  At first 
glance, the most obvious solution would be to trend a more complex function onto the 
exemplar paths.  While this approach will reduce the MSEs of trended exemplars, the  
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Table 6.8 Contributing uncertainty factors in hours for the RUL estimates  
    
Bias 
C
a
u
se
 
MI 0.038 9.428 0.773 
PTO 0.190 37.069 0.000 
E
ff
e
ct
 
MI 0.015 0.826 0.597 
PTO 0.002 0.194 12.074 
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problem of deriving the variance equations for the trended function and then projecting 
this variance onto the time access becomes extremely complex very quickly.  
Furthermore since transformations, such as the logarithm, are often used in exponential 
and power regression, the effects on the projection of the variances onto the time axis can 
become problematic.  Due to the previously described complexity issues, it is expected 
that ―real world‖ aplications wil implement he Monte Carlo uncertainty estimation 
method described in section 4.4.2, but due to data limitations it cannot be implemented in 
this work.  Finally, notice that all of the coverages for the 95% PIs are 100%, which is 
well above their theoretical 95% values.   
 To illustrate the results of the uncertainty estimates, consider the RUL estimates 
and their associated 95% PIs for the MI failure that are presented in Figure 6.23.  Notice 
that for both the causal (Figure 6.23(a)) and effect (Figure 6.23(b)) prognosers, that the 
95% PIs (RED DASHED LINES) about the estimates of the RUL (BLUE LINE) 
contain all of the observations of the actual RUL (BLACK DASHED LINE). 
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Figure 6.23 RUL estimates and their associated 95% PIs for MI failure produced by the (a) causal 
and (b) effect prognoser 
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7 CONCLUSIONS 
 This dissertation has introduced the nonparametric fuzzy inference system 
(NFIS), which has been shown to be easily adaptable for used for prediction in a 
monitoring system, for classification in a diagnoser, and for classification and estimation 
for prognosis.  This dissertation has also introduce the path classification and estimation 
(PACE) model for prognosis that can be used for predicting the remaining useful life 
(RUL) of a device that does not have a well defined failure threshold.  It was also shown 
that simple formatting can be used to use the PACE for devices that do have a well 
defined threshold.  The analytic uncertainty equations for the NFIS and the PACE were 
also derived.  A Monte Carlo based uncertainty estimation method was also developed 
for the PACE, but was not applied in this work due to data limitations.  At this time a 
summary of the results is presented to substantiate the conclusions presented later in this 
section. 
 The monitoring system implementing the NFIS and the sequential probability 
ratio test (SPRT) was found to produce detection rates that were comparable with a 
monitoring system implementing an autoassociative kernel regression (AAKR) and the 
SPRT, specifically detection rates of 80% for the NFIS monitor and 85% for the AAKR 
monitor.  It was also found that the NFIS monitor produced significantly fewer false 
alarms than the AAKR monitor, specifically false detection rates of 7% for the NFIS 
monitor and 20% for the AAKR monitor.  These results indicate that the NFIS monitor 
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has a comparable performance to the AAKR monitor and that it is better suited for 
applications where fewer false alarms are more desirable than a decreased sensitivity. 
 Next, the residuals produced by the AAKR and NFIS monitors containing at least 
one positive alarm were used as symptom patterns for k-nearest neighbor (kNN) and 
NFIS diagnosers that were trained to determine the fault class from the supplied symptom 
patterns.  To evaluate and compare the kNN and NFIS diagnosers, they were trained to 
diagnose two fault classes: 1) mud invasion (MI) and pump startup (PS) and 2) pressure 
transducer offset (PTO).  The best overall accuracy of the NFIS diagnoser was 95.97%, 
while the best overall accuracy of the kNN diagnoser was 88.84%.  Additionally, the 
mean overall accuracy of the diagnosers trained and tested on the AAKR monitor results 
was found to be 87.6%, while the mean overall accuracy for the NFIS monitor results 
was found to be 91.4%.  This result indicates that the NFIS monitor produces higher 
quality symptom patterns. 
 Finally, the PACE implementing the NFIS was used to predict the RUL for MI 
and PTO failure.  For this work, a three tiered architecture was implemented, where 
standard reliability engineering was used to estimate the population based RUL, PACE-
NFIS prognosers were trained to map the cause of a failure mode to the RUL, and PACE-
NFIS prognosers were trained to map the effects of a failure mode to the RUL.  It was 
found the population based prognoser produced RUL estimates with large errors (75 
hours) and uncertainties (163 hours).  The individual prognosers were found to 
significantly outperform the population based prognoser, with errors ranging from 1.2 to 
11.4 hours with 95% confidence intervals ranging from 0.67 to 32.02 hours.  Deficiencies 
in the trending of the exemplar paths was found to produce significantly larger 95% 
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prediction intervals, whose values ranged from 3.93 to 96.25 hours.  Due to the 
complexity of the inverse regression technique implemented in this work, it was not 
practical to develop analytic uncertainty equations for alternative regression functions.  In 
―real world‖ aplications, the Monte Carlo based uncertainty methods hould be amore 
viable candidate for assessing uncertainty but data limitations made it infeasible to be 
used in this work.   
 From this summary, it is clear that the proposed embodiments of the NFIS can be 
effectively used for monitoring, diagnosis and prognosis.  Also, the PACE has been 
shown to be able to produce accurate estimates of the RUL of a device.  In addition, the 
analytic confidence and prediction intervals were shown to be effective tools for 
assessing the viability of the individual based prognosers.  More specifically, by 
comparing the accuracy and uncertainty of the individual based prognosers to the 
population based prognoser, it was found that there is a significant advantage in using the 
individual based prognoser. 
7.1 RECOMMENDATIONS FOR FUTURE WORK 
 There are several areas of work that logically build upon the work presented in 
this dissertation, the first of which is the application of the integrated system and PACE 
model to alternative systems.  The overall objective of such work should be to enhance 
the structure of the algorithms and validate the generality and performance of the 
previously described algorithms for different applications. 
 The structure of the PACE could also be adapted to use path information in the 
prognosis.  For example, instead of just using the current degradation signal value to infer 
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the RUL, previous observations of the degradation signal could also be used.  In this way 
additional information that describes the path of the current degradation is included in the 
RUL estimate. 
 Another major series of future work would be to include different trending and 
inference algorithms into the PACE.  For example, neural networks could be used to 
trend the exemplar paths and kernel regression could be used to classify the test paths and 
estimate the RUL.  Along this line of work, additional analytic equations could be 
derived for estimating the variance of the RUL estimates.  Here, an inverse regression 
type method needs to be used on the trending algorithm and the variance propagation of 
the inference method needs to be derived as well.  Similarly, the developed Monte Carlo 
uncertainty equations for the PACE need to be applied to data. 
 The problem of estimating uncertainty in the memberships produced by the NFIS 
or other diagnoser needs to be addressed.  In the present work, recall that the uncertainty 
of the predictor and prognoser was addressed, but the uncertainty of the diagnoser was 
not.  This is similar to the majority of the literature, in that uncertainty in the diagnosis is 
often not addressed.  Follow on work should derive the analytic equations or develop 
Monte Carlo based methods for estimating the uncertainties of the memberships 
produced by the diagnoser.  As part of this work, the uncertainties should be included in 
the overall decision process and compared to a comparable system that does not include 
uncertainty. 
 Finally, a study of the ways in which the described algorithms behave when there 
assumptions are known not to be met needs to be performed.  This work should focus on 
the many assumptions made in the development of the uncertainty equations, namely the 
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assumption of independent exemplars in the NFIS variance equations, assumption that 
the )])(ˆ[(2 ˆˆ xμμxE xx   is equal to zero in the bias-variance decomposition of 
uncertainty, etc.  The major objective of such a study should be to: 1) determine how and 
which features of the algorithms change to enable identification and 2) determine the 
overal feasiblity of the algorithm by asesing the xtent by which it ―fails‖ in worst 
case scenarios. 
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A.1 PATENTS 
Aoki, Shigeaki (1989), "Method and Apparatus Using Fuzzy Logic for 
Controlling a Process Having Dead Time", U.S. Patent 5,272,621, 
Nippon Denki Garasu Kabushiki Kaisha, Shiga, Japan: November 9, 
1989. 
This patent describes a method and apparatus that uses a predictor coupled with a 
controller to control a process with dead time.  The significance of this patent is that the 
predictor is founded on traditional fuzzy inference techniques.  The controller is also a 
fuzzy implementation of a proportional and integral controller. 
Breed, David S. (2002), "Telematics System for Vehicle Diagnostics", 
U.S. Patent 6,738,697, Automotive Technologies International, Inc., 
Denville, NJ: July 3, 2002. 
This patent describes a vehicle diagnostic system, where the data is collected on the 
vehicle and can be processed locally or distributed to a centralized computing node.   
The processor may embody a pattern recognition algorithm trained to 
generate the output from the data received from the sensors, such as a 
neural network, fuzzy logic, sensor fusion and the like, and be arranged to 
control one or more parts of the vehicle based on the output indicative or 
representative of the state of the vehicle or the state of a component of the 
vehicle.  
The significance of this patent is that the authors state that a fuzzy logic based pattern 
recognition routine is listed as a possible method by which the acquired data can be 
analyzed. 
Chen, Yu-To and Piero Patrone Bonissone (2001), "System and 
Method for Paper Web Time-to-Break Prediction", U.S. Patent 
6,542,852, General Electric Company, Niskayuna, NY: August 13, 
2001. 
This patent describes a system and method for predicting the remaining useful life (RUL) 
for a paper web in a paper machine.   
This invention uses principal components analysis, neuro-fuzzy systems 
and trending analysis to form a model for predicting the time-to-break of 
the paper web from paper mill measurements of paper machine process 
variables. 
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This significance of this patent is that the authors use an adaptive neuro-fuzzy system for 
predicting the RUL after being trained with historical failure data and for isolating the 
faulty component in the paper machine. 
Discenzo, Frederick M. (1999), "Integrated Diagnostics and Control 
Systems", U.S. Patent 6,326,758, Reliance Electric Technologies, LLC, 
Mayfield Heights, OH: December 15, 1999. 
This patent describes a control system in which a diagnostics module is integrated to 
continuously optimize the performance of the system being controlled.   
To optimize operation, the diagnostics information signal is used to 
modify the control provided by the controller as required. Moreover, the 
output of the control module is coupled to the diagnostics module so that 
the health assessment made by the diagnostics module can be based at 
least in part on the output of the controller. 
The significance of this patent is the optimization of fuzzy logic based controllers is 
discussed.  
Klein, Renata (2002), "Method and System for Diagnostics and 
Prognostics of a Mechanical System", U.S. Patent 7,027,953, RSL 
Electronics Ltd., Migdal Haemek, IL: December 30, 2002. 
This patent describes a method and system that uses vibration data from multiple sources 
and frequencies in mechanical diagnostics and prognosis.   
A vibrational analysis system diagnosis the health of a mechanical system 
by reference to vibration signature data from multiple domains. Features 
are extracted from signature data by reference to pointer locations. The 
features provide an indication of signature deviation from a baseline 
signature in the observed domain. Several features applicable to a desired 
fault are aggregated to provide an indication of the likelihood that the 
fault has manifested in the observed mechanical system. The system may 
also be used for trend analysis of the health of the mechanical system.  
The focus of this patent is the use of multi-domain, wide-band of vibrations from 
multiple sources in the diagnostics and prognosis.  This approach is different from the 
systems that monitor a vibration data from a single location and sensor to detect a single 
fault. 
The invention is based on a multi-domain, wide-band analysis of the 
vibration patterns of various components of the mechanical system, which 
reflects the health of the coresponding components…In accordance with 
the method of the present invention, sensors collect vibrational data. The 
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vibration signatures of the monitored components are derived 
simultaneously in several domains: time, frequency, quefrency, time-
frequency, order, amplitude, parameters, RPS-frequency (Rotations Per 
Second), and cycles. Because vibration signals in different domains, 
emphasize different faults, by correlating multiple signatures from various 
domains, the reliability of the diagnosis increases and the number of false 
alarms decreases. 
The significance of this patent is that a fuzzy logic based algorithm is used as a 
classification method, where the state of the system is classified as operating normally or 
as belonging to one of many faulted conditions. 
The extracted features are then aggregated, quantized, and classified 
using a variety of artificial intelligence techniques, including neural 
networks, support vectors machine, fuzzy adaptive resonance theory 
("fuzzy-ART"), K-nearest neighbor, and expert systems, such as fuzzy logic 
and Bayesian networks. Thereafter, a hybrid artificial intelligence 
technique is used to diagnose and/or provide a prognosis for the 
monitored mechanical system. This decision process includes comparing 
the aggregated and quantized features to baseline features for particular 
pointers so as to determine whether the component is operating under 
normal or abnormal conditions. 
Klimasauskas, Casimir C. (1996), "Analyzer for Modeling and 
Optimizing Maintenance Operations", U.S. Patent 6,110,214, Aspen 
Technology, Inc., Cambridge, MA: August 23, 1996. 
This patent describes a method for monitoring and optimizing the effects of maintenance 
operations on a system to improve its performance as it degrades.  The significance of 
this patent is that fuzzy logic is listed as an appropriate modeling technique to predict 
how a maintenance operation affects the system. 
Lewis, Lundy (1996), "Method and Apparatus for Monitoring and 
Controlling Communications Networks", U.S. Patent 5,687,290, 
Cabletron Systems, Inc., Rochester, NH: October 15, 1996. 
This patent describes a fuzzy controller for communications networks.  This system has 
at least one input that is a parameter of the network, which is converted to a fuzzy 
number.  Next, a fuzzy rule is evaluated and the output of the apparatus is an appropriate 
numeric value that can be used to control the value of another parameter. 
A fuzzy inference engine is coupled to the fuzzifier module and processes 
the fuzzy input data according to at least one fuzzy rule to provide fuzzy 
output data representative of control actions to effect a desired state of the 
communications network. 
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The significance of this patent is that a fuzzy inference system is used to monitor and 
control a system.  This apparatus is designed to accept parameter measurements and 
output data that is used to control the network. 
Maeda, Akira, Motohisa Funabashi, Hiromasa Yamaoka, Nobuyuki 
Fujikura, Mikio Yoda, and Mitsuo Yanagi (1993), "Information 
Processing Apparatus for Obtaining Output Data from Plural Sets of 
Input and Output Data Values", U.S. Patent 5,682,466, Hitachi, Ltd., 
Tokyo, Japan: September 8, 1993. 
This patent is a direct precursor to Maeda et al. [1994] and includes several subtle 
differences in the method and apparatus for making predictions. 
Maeda, Akira, Motohisa Funabashi, Hiromasa Yamaoka, Nobuyuki 
Fujikura, Mikio Yoda, Mitsuo Yanagi and Toshihide Ichimori (1994), 
"Information Processing Apparatus and Monitoring Apparatus", U.S. 
Patent 5,638,492, Hitachi, Ltd., Tokyo, Japan: August 17, 1994. 
This patent describes an apparatus that makes predictions based on the similarity of an 
input pattern to historical input and output patterns.  The authors describe a method for 
making predictions by performing a weighted average of historical output patterns. 
An information processing apparatus is capable of achieving high-level 
functions such as high-speed processing and learning without requiring a 
complex algorithm based on, for example, knowledge processing. A 
plurality of sets of known input data and correct output data 
corresponding thereto are beforehand stored. The stored input data is 
called response pattern data. Data actually inputted in the system 
operation is supplied to the plural sets of data. For each set of data, the 
input data is compared with the response pattern data to evaluate a 
distance (degree of similarity) there between. Results of evaluations for 
the respective sets of data are combined with the associated output data, 
for example, according to weighted average values on the basis of the 
evaluated distance, thereby generating final outputs. 
The authors focus on the application of the learning algorithm to monitoring control 
systems and the advantages of implementing the learning algorithm in hardware. 
The present invention relates to an information processing apparatus such 
as a controller and a pattern recognition apparatus for determining output 
data from input data, and more particularly to an information processing 
apparatus and an apparatus for monitoring a control system using the 
information processing apparatus which stores plural sets of input/output 
data and determines outputs based on the sets to facilitate designing as 
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well as realize high speed processing and advanced functions such as 
learning. 
The significance of this patent is that fuzzy reasoning is listed as being a conventional 
method for predicting outputs from supplied inputs in controllers.  The authors also 
describe an embodiment of the learning apparatus that uses fuzzy inference to predict the 
output.  Next, a controller simulator makes predictions.  The differences of the 
predictions are then used to determine if the memory should be updated.   
First, control knowledge empirically or partially known has previously 
been represented as fuzzy knowledge and stored in a fuzzy knowledge base 
1701. An input generator means 1702 generates inputs to a fuzzy inference 
engine 1703 and a controller simulator 1704. The generator means 1702 
may implement a method of completely randomly generating input values, 
a method of generating input values based on simulation or actually 
measured values of a control object, and so on. With any method 
employed, the operation of this system is identical.  
The fuzzy inference engine 1703 calculates an output for an input value 
using the contents of the fuzzy knowledge base 1701.  
Similarly, the controller simulator 1704 employs software to fully simulate 
the operations described in detail in the first--third embodiments, that is, 
all operations of a controller for storing sets of response pattern data--
output data into memory cells and representing input/output relations, in 
order to calculate an output from input data. The contents of (simulated) 
memory cells inside the controller simulator 1704 are assumed to have 
previously been initialized prior to the designing of a controller. 
Specifically, using a memory cell management table similar to that of the 
second embodiment, use flags in all the memory cells are reset to place the 
memory cells in an unused state. In an initial input operation, since no 
response pattern data has been stored in any memory cell, no output value 
can be determined, in which case outputted is a default value previously 
determined by the controller simulator, for example, a special value such 
as "-1" (FFFF in hexadecimal representation) in two-byte representation 
of integers.  
Outputs of the fuzzy inference engine 1703 and the controller simulator 
1704 are supplied to a comparison/determination unit 1705. The 
comparison/ determination unit 1705 calculates the difference between 
two sets of outputs and examines whether the difference exceeds a control 
tolerance which has previously been given as a design condition of a 
controller to be designed. When the controller simulator 1704 outputs the 
previously determined default value, the unit 1705 is made to always 
determine that the difference exceeds the control tolerance.  
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If the comparison/determination unit 1705 determines that the control 
tolerance is not exceeded, the contents of the memory cells inside the 
controller simulator 1704 are not updated. Then, a new input is generated 
by the input generator means 1702.  
When determination is made that the control tolerance is exceeded, a 
memory contents update instruction is issued to the controller simulator 
1704, and the following operations are executed.  
Mott, Jack E. (1988), "Method of System State Analysis", U.S. Patent 
4,937,763, EI International, Inc., Idaho Falls, ID: September 6, 1988. 
This patent describes a general framework for predicting the state of a system's 
parameters via an adaptive linear combination of historical training examples that 
represent normal system operation.  These predictions can be theoretically used to control 
or monitor a process.  This patent does not discuss any particular methods.  
Peters, Robert Mitchell (1995), "System and Method for Performing 
Fuzzy Cluster Classification of Stress Tests", U.S. Patent 5,788,640, 
Floral Park, NY: October 26, 1995. 
This patent describes a medical diagnostic system that uses fuzzy sets to classify stress 
test results.   
This disclosure relates to medical diagnostic systems and in particular to 
a system and method for using fuzzy clustering techniques to classify 
stress tests.  
The significance of this patent is the use of fuzzy clustering as a diagnostic tool. 
Sampath, Meera, Charles P. Coleman, Tracy E. Thieret, Ronald M. 
Rockwell, and Charles B. Duke (1999), "Systems and Methods for 
Failure Prediction, Diagnosis and Remediation using Data 
Acquisition and Feedback for a Distributed Electronic System", U.S. 
Patent 6,892,317, Xerox Corporation, Stamford, CT: December 16, 
1999. 
This patent describes an automated monitoring, diagnostic, and repair system for a 
distributed network.  This patent focuses on the process of collecting data, processing the 
data, making a prediction about the state of the equipment, and then performing an 
automated repair.  Additional claims focus on the identification of situations where 
additional data is needed to make a determination, a service based on the automated 
identification of a failure, and means for storing a history of the system's operation. 
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1. A system for failure prediction, diagnosis and remediation of at least 
one electronic system in a distributed network comprising: a data 
acquisition circuit that acquires data about the at least one electronic 
system; a prediction circuit that performs at least one of a prognostic and 
a diagnostic analysis of the acquired data; a repair planning circuit that 
determines an appropriate repair action in response to at least one of a 
prognostic and a diagnostic analysis, wherein the appropriate repair 
action is at least an autonomous repair; and a database that stores at 
least a portion of the acquired data. 
The significance of this patent is that a fuzzy logic based analysis method is listed as 
means of performing the prediction tasks.  The authors do not give any details about 
possible fuzzy logic based analysis methods. 
4. The system of claim 1, wherein the at least one of the prognostic and the 
diagnostic analysis is based on at least one of a threshold analysis, a 
statistical analysis, a signature analysis, a trend analysis, a timing 
analysis, an event sequence analysis, a pattern analysis, an image 
processing technique, a quantitative and a qualitative state estimation 
technique, a model based diagnostic technology, a look-up table, a 
Bayesian network, a causal network, a neural network based analysis, a 
fuzzy logic based analysis, a rule based system analysis and an expert 
system. 
Scott, Michael W. (1998), "Efficient Fuzzy Logic Fault 
Accommodation Algorithm", U.S. Patent 6,098,011, AlliedSignal, Inc., 
Morris Township, NJ: May 18, 1998. 
This patent describes a method for accommodating a sensor fault in a gas turbo machine.  
The significance of this patent is that it uses a fuzzy inference technique to identify faulty 
sensors. 
A simplified fault logic accommodation control which utilizes fuzzy logic 
to assist in calculating a preselected weighted average of the values of two 
redundant sensors that are sensing the same parameter.  A synthesized, 
third, predicted value of the parameter is used in the fuzzy logic to 
arbitrate between the two sensed values. 
The faulty sensor is accommodated by using a fuzzy inference system to determine the 
membership of the sensed values and then constructing a synthetic value by performing a 
weighted average of the sensed values.  The constructed synthetic value is then used to 
control the system.  By controlling the influence of each of the sensed values on the 
synthetic, the controller is robust to sensor faults. 
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In summary, the present invention contemplates an improved method for 
determining the single output of the parameter for further use in the 
system by discriminating between the two sensed values and the 
synthesized value of the parameter in the following manner: determining 
first and second errors by comparing the two sensed values to one another 
and by comparing the synthesized value to both of the sensed values; then 
utilizing a fuzzy logic look-up table for determining a graded membership 
of the first and second errors; and then finally calculating a preselected 
weighted average of the two sensed values based on the graded 
membership from the fuzzy logic look-up table. In this manner the single 
output value of the parameter for use in the control system is based on 
only the sensed values, i.e., the synthesized value is never utilized as the 
output value. Rather, the synthesized value is used as a weighted 
arbitrator for selecting between the two sensed values and/or a weighted 
average of the two sensed values. 
Siegel, Robert P., Stephen C. O'Leyar, and Bradley P. Gerner (2000), 
"Systems and Methods for Diagnosing Electronic Systems", U.S. 
Patent 6,782,345, Xerox Corporation, Stamford, CT: October 3, 2000. 
This patent describes a system for monitoring an electronic system.  This patent is similar 
to Sampath et al. [1999], but focuses on the process of generating work reports, operation 
guidelines for managing the system with the fault, and placing the appropriate part 
orders.  The significance of this patent is that a fuzzy logic based analysis method is 
listed as means of performing the prediction tasks.  The authors do not give any details 
about possible fuzzy logic based analysis methods. 
Smith, Jack L. and Robert Hecht-Nielsen (1985), "Fuzzy Associative 
Memory", U.S. Patent 5,359,697, TRW Inc., Redondo Beach, CA: March 
25, 1985. 
This patent describes a fuzzy associative memory (FAM) and a related methodology for 
using it for searching and pattern classification.   
…system having a large data vector memory for the storage of a large 
number of vectors having multiple data fields, to be compared with a 
number of comparison windows defined by upper and lower limits for 
each data field of the vectors. Output results in the form of match 
indications are accumulated in an output buffer for output to a host 
computer, which also initiates the searches. 
This patent focuses on the application of the FAM to digital signal processing, such as 
processing radar pulses, where the result of applying the FAM is a series of "similarities" 
of the input vector to the training vectors.  The authors also discuss combining the 
training vectors for output. 
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The memory system also includes an output buffer, in which match results 
and corresponding matched data vectors are combined for output, 
input/output means, for accessing the data vector memory, the comparison 
means and the output buffer, and control means, for directing operations 
of the window-addressable comparison means, to effect processing of a 
selected set of data vectors stored in the data vector memory. 
The other major application for the FAM is in pattern classification, where the FAM 
compares an input to the training vectors to determine to which class the input belongs. 
Thalhammer-Reyero, Cristina (1996), "Virtual Models of Complex 
Systems", U.S. Patent 6,983,227, Intertech Ventures, Ltd., North 
Bethesda, MD: January 17, 1996. 
This patent describes a methodology for modeling a complex system by constructing a 
virtual system from smaller, interacting components.  The significance of this patent is 
that fuzzy logic is used in the interaction of the smaller components of the virtual system. 
A.2 PUBLISHED PATENT APPLICATIONS 
Basir, Otman A. (2004), "Vibro-Acoustic Engine Diagnostic System", 
U.S. Patent Application 20040260454, Carlson, Gaskey & Olds, P.C., 
Birmingham, MI: June 14, 2004. 
This patent application is for an engine diagnostic system that uses fuzzy inference to 
determine the state of the engine's components.  This system collects data from vibration 
and acoustic sensor.  Next, the data is conditioned (i.e. amplified and filtered) and 
features are extracted from the processed data.  Finally, these features are supplied to a 
fuzzy inference system that determines the condition of the equipment. 
The system uses measurements of engine vibration and acoustic 
signals…engine vibration and acoustic signals are first amplified and then 
passed through a low-pass filter…features are then extracted using 
statistical analysis and passed to a decision making inferences. The 
decision making inferences utilize fuzzy logic engines to fuse feature 
values and reach a conclusive decision about each component condition. 
The significance of this patent application is that fuzzy inference is used to diagnose the 
condition of the engine components. 
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Breed, David S. (2005), "Vehicular Information and Monitoring 
System and Methods", U.S. Patent Application 20050125117, Brian 
Roffe, ESQ, Valley Stream, NY: January 19, 2005. 
This patent application describes a service that is built upon an earlier patent [Breed 
2002].  The significance of this patent is that the authors state that a fuzzy logic based 
pattern recognition routine is listed as a possible method by which the acquired data can 
be analyzed. 
Dahlquist, Erik and Galia Weidl (2004), "Provision of Process Related 
Information", U.S. Patent Application 20040250166, Venable, 
Baetjer, Howard and Civiletti, LLP, Washington, D.C.: May 28, 2004. 
This patent application is for a system that can be used for root cause analysis for 
processes.  Generally, the claims focus on acquired data from a system, classifying it, and 
then using it to diagnose many different conditions (ex. abnormal condition, failure, etc.). 
In the method information from information sources that associate with 
the process is processed to classify said information into characteristic 
states. Results of said classification are then analyzed for producing 
information associated with at least one root cause for an event by means 
of at least one analyzing technology that is capable of reasoning under at 
least one uncertainty. 
The significance of this patent application is that neuro-fuzzy models are explicitly listed 
as being a means for performing the classification.  The relevant claims are listed below: 
25. The method as claimed in claim 24, wherein at least one neuro-fuzzy 
network is used. 
29. The method as claimed in claim 27, wherein the adaptive root cause 
analysis is provided by means of at least one of the following methods: 
Bayesian inference; neuro-fuzzy inference; case based reasoning. 
30. The method as claimed in claim 29, wherein the cased based 
reasoning is for identifying an abnormality, the Bayesian inference is for 
determination of at least one root cause behind the abnormality, and the 
neuro-fuzzy inference is for analyzing abnormalities between stages 
and/or phase transitions in the process. 
46. The analyzer as claimed in claim 45, further comprising at least one 
neuro-fuzzy network. 
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Emigholz, Kenneth F., Robert K. Wang, Stephen S. Woo, Richard B. 
McLain, Sourabh K. Dash, and Thomas A. Kendi (2005), "System and 
Method for Abnormal Event Detection in the Operation of Continuous 
Industrial Processes", U.S. Patent Application 20060058898, 
ExxonMobil Research and Engineering Company, Annandale, NJ: 
August 26, 2005. 
This patent application is for a monitoring and diagnostic system for an industrial 
process.  The authors describe using a collection of models of the process to predict the 
expected values.  Next, the difference between the expected and observed values is 
supplied to a fuzzy Petri net, which determines if the process is operating normally. 
The deviation between the expected pattern in the process operating data 
and the actual data pattern are interpreted by fuzzy Petri nets to determine 
the normality of the process operations. 
The significance of this patent application is that a fuzzy Petri net is used to diagnose the 
process as operating normally or abnormally. 
Garcia-Ortiz, Asdrubal (2004), "Apparatus for Monitoring and 
Controlling an Isolation Shelter and Providing Diagnostic and 
Prognostic Information", U.S. Patent Application 20050049753, 
Lewis, Rice & Fingersh, LC, St. Louis, MO: August 13, 2004. 
This patent application is for a monitoring and controlling apparatus for protective 
shelters or other isolated environments.  The authors state that the apparatus can be used 
for diagnostic and prognostic of the shelter.  The authors also state that the apparatus also 
has a system for fault diagnosis and condition based maintenance. 
The apparatus affords shelter design and functional growth flexibility, 
along with diagnostic and prognostic capability, including condition 
based maintenance, interactive electronic manuals, and access to systems 
for replacement parts requisition. Further, the physical and functional 
expandability of the apparatus affords easy incorporation of shelter 
design changes, user interface design changes, and sensor design changes 
as well as improved functional and operational flexibility. 
The significance of this patent application is that fuzzy logic is used in the controller used 
for comparing signals to historical signals that indicate previous fault conditions.  
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Gayme, Dennice F., Sunil K. Menon, Emmanuel O. Nwadiogbu, Dale W. 
Mukavetz, and Charles M. Ball (2003), "Fault Detection System and 
Method Using Augmented Data and Fuzzy Logic", U.S. Patent 
Application 20050021212, Honeywell International Inc., 
Morristown, NJ: July 24, 2003. 
This patent application describes a system that uses augmented data and fuzzy logic to 
detect and identify symptoms of engine faults.  The authors describe the methodology in 
terms of several general steps.  First, sensor data is collected on-line.  Next, this data is 
augmented by calculating such quantities as the rate of change, residuals, rate of change 
of the residuals, and margin of the data.  Finally, the augmented data is supplied to a 
fuzzy inference system that determines the possibility that a fault has occurred. 
The fault detection system provides the ability to detect symptoms of 
engine faults based on a relatively limited number of engine parameters 
that are sampled relatively infrequently. The fault detection system 
includes a sensor data processor that receives engine sensor data during 
operation and augments the sensor data. The augmented data set is passed 
to a fuzzy logic inference system that determines the likelihood that a fault 
has occurred. The inference system output can then be passed to a 
diagnostic system where evaluation of the output may yield a detailed 
diagnostic result and a prediction horizon. 
The significance of this patent is that a fuzzy inference system is used to detect and 
identify faults in the turbine engine. 
Lenz, Gary A., William C. Schuh, David P. Culbertson, Kenneth F. 
Fennewald, Louis P. Steinhauser, and Leon J. McNutt (2005), 
"Distributed Diagnostic Operations System", U.S. Patent Application 
20060058847, Watlow Electric Manufacturing Company, St. Louis, 
MO: August 31, 2005. 
This patent application describes a system for distributed diagnostics.  The authors 
describe the system as being composed of multiple field modules, which can be used to 
collect data and perform diagnostics in the field.  The significance of this patent is that 
fuzzy and neural fuzzy systems are identified as methods for performing the diagnostics.  
346 
Lin, Shuo-Huei, Ruenn-Sheng Peng, Yi-Ju Chen, and K. R. Hsiao 
(2003), "Fuzzy Reasoning Model for Semiconductor Process Fault 
Detection using Wafer Acceptance Test Data", U.S. Patent Application 
20050137736, Slater & Matsil, L.L.P., Dallas, TX: December 18, 2003. 
This patent application describes a system and method for identifying faults in 
semiconductor manufacturing processes.  In this system, the strength of the effects of a 
step in the process on the wafer acceptance test (WAT) parameters are used in diagnosing 
faults in the process.   
A preferred embodiment comprises determining a strength relationship 
between wafer acceptance test (WAT) parameters and process steps. The 
strength relationships indicate the affect of a failed process step on the 
value of a WAT parameter. Thus, if a WAT parameter is not within the 
parameters set in the WAT, then the suspicious process steps that caused 
the failure are the process steps that had a strength relationship with the 
failed WAT parameter. Furthermore, in a preferred embodiment, negative 
inferences are determined and utilized to determine a degree of 
suspiciousness. The degree of suspiciousness is used to determine a total 
degree of suspiciousness. 
The significance of this patent application is that fuzzy logic is identified as being a 
possible method for representing regions of the WAT parameter. 
Muench, Rudolf, Niels Hardt, Pekka M. Typpo, Florian Wegmann, and 
Herbert Holik (2004), "System for Computer-Aided Measurement of 
Quality and/or Process Data in a Paper Machine", U.S. Patent 
Application 20050145357, Taylor & Aust, P.C., Avilla, IN: September 
16, 2004. 
This patent application is for a system that can be used to monitor the quality of the 
product of a paper machine.  The significance of this patent application is that fuzzy logic 
is listed as a method by which the measured data can be used to predict the value of a 
"soft-sensor", which can be quality or another system parameter. 
Pattipatti, Krishna R., Jianhui Luo, Liu Qiao, and Shunsuke Chigusa 
(2005), "Intelligent Model-Based Diagnostics for System Monitoring, 
Diagnosis and Maintenance", U.S. Patent Application 20060064291, 
McCarter & English, LLP, Hartford, CT: April 21, 2005 
This patent application describes a general methodology for developing and validating a 
diagnostic system.  The authors describe a methodology that incorporates quantitative 
models and graph-based dependency models. 
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The present disclosure is directed to systems and methods for monitoring, 
diagnosis and condition-based maintenance of mechanical systems, and 
more particularly to systems and methods that employ intelligent model-
based diagnostic methodologies to effectuate such monitoring, diagnosis 
and maintenance. According to exemplary embodiments of the present 
disclosure, the intelligent model-based diagnostic methodologies 
advantageously combine or integrate quantitative (analytical) models and 
graph-based dependency models to enhance diagnostic performance. 
The significance of this patent application is that fuzzy rule-based systems are listed as 
being a possible data-based modeling technique. 
The data-driven approaches are based on statistical and learning 
techniques from the theory of pattern recognition. These range from 
multivariate statistical methods (e.g., static and dynamic principle 
components (PCA), linear and quadratic discriminates, partial least 
squares (PLS) and canonical variant analysis (CVA)), to black-box 
methods based on neural networks (e.g., probabilistic neural networks 
(PNN), decision trees, multi-layer perceptrons, radial basis functions and 
learning vector quantization (LVQ)), graphical models (Bayesian 
networks, hidden Markov models), self-organizing feature maps, signal 
analysis (filters, auto-regressive models, FFT, etc.) and fuzzy rule-based 
systems. 
Shostak, Oleksandr T., Anatoliy V. Kolomeyko, David S. Breed, Wilbur 
E. DuVall, and Wendell C. Johnson (2005), "Sensor Assemblies", U.S. 
Patent Application 20050192727, Automotive Technologies 
International Inc., Denville, NJ: May 2, 2005. 
This patent application describes a sensor assembly that can be used to measure a 
physical quantity.  The significance of this patent application is that fuzzy logic is 
identified as a method by which an observed quantity can classified as belonging to one 
of multiple classes. 
"Pattern recognition" as used herein will generally mean any system 
which processes a signal that is generated by an object (e.g., 
representative of a pattern of returned or received impulses, waves or 
other physical property specific to and/or characteristic of and/or 
representative of that object) or is modified by interacting with an object, 
in order to determine to which one of a set of classes that the object 
belongs. Such a system might determine only that the object is or is not a 
member of one specified class, or it might attempt to assign the object to 
one of a larger set of specified classes, or find that it is not a member of 
any of the classes in the set. The signals processed are generally a series 
of electrical signals coming from transducers that are sensitive to acoustic 
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(ultrasonic) or electromagnetic radiation (e.g., visible light, infrared 
radiation, capacitance or electric and/or magnetic fields), although other 
sources of information are frequently included. Pattern recognition 
systems generally involve the creation of a set of rules that permit the 
pattern to be recognized. These rules can be created by fuzzy logic 
systems, statistical correlations, or through sensor fusion methodologies 
as well as by trained pattern recognition systems such as neural networks, 
combination neural networks, cellular neural networks or support vector 
machines. 
Sunshine, Steven A., M. Gregory Steinthal, and Ajoy Roy (2004), 
"Multiple Sensing System and Device", U.S. Patent Application 
20060034726, Smiths Detection-Pasadena, Inc., Pasadena, CA: 
October 22, 2004. 
This patent application describes a sensor network for identifying chemicals in the 
environment.  The significance of this patent is that fuzzy logic is identified as a method 
by which the observed signals can be used to classify and determine the concentration of 
the detected chemical.  
Volponi, Allan J. and C. Bruce Wood (2004), "System for Gas Turbine 
Health Monitoring Data Fusion", U.S. Patent Application 
20060047403, Bachman & Lapointe, P.C., New Haven, CT: August 26, 
2004. 
This patent application describes a system for monitoring the health of a gas turbine.  
Data collected from the system is supplied to an analysis module, which outputs a single 
or multiple parameters that indicate the health of the turbine.  These outputs are then 
passed to a high level diagnostic module, which fuses the supplied inputs to infer the 
overall health of the turbine. 
An apparatus for assessing health of a device comprising a data alignment 
module for receiving a plurality of sensory outputs and outputting a 
synchronized data stream, an analysis module for receiving the 
synchronized data stream and outputting at least one device health 
feature, and a high level diagnostic feature information fusion module for 
receiving the at least one device health feature and outputting a device 
health assessment. 
The significance of this patent application is that fuzzy logic and fuzzy belief networks 
(FBN) are listed as possible methods for the first analysis module and the high level 
diagnostic module. 
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A.3 CONFERENCE AND JOURNAL PAPERS 
Al-Jarrah, O. M. and M. Al-Rousan (2001), "Fault Detection and 
Accommodation in Dynamic Systems Using Adaptive Neurofuzzy 
Systems", IEEE Proceedings on Control Theory and Applications, Vol. 
148, No. 4: July 2001. 
This paper describes a system which detects and accommodates faults with adaptive 
neurofuzzy system (ANFIS) models. 
A new software redundancy approach based on an adaptive neurofuzzy 
system (ANFIS) is introduced. An ANFIS model is used to detect the fault 
while another model is used to accommodate it. 
In the proposed system, an ANFIS model observes the measured states of the system and 
uses these observations to estimate the faults in the system.  If a fault is detected, another 
ANFIS model is constructed to accommodate the fault.  The accommodating ANFIS is 
trained by calculating the error the predictions and the predictions of a reference model of 
the system. 
The accommodation mechanism is based on matching the output of the 
plant with the output of a reference model. 
This paper also discusses the construction of the fuzzy membership functions with 
uniform width, specifically a constant bandwidth for the Gaussian kernel.   
Altug, Sinan, Mo-Yuen Chow, and H. Joel Trussell (1999), “Fuzy 
Inference Systems Implemented on Neural Architectures for Motor 
Fault Diagnosis”, IEE Transactions on Industrial Electronics, Vol. 
46, No. 6: December 1999. 
This paper describes a methodology by which the friction within an electric motor can be 
estimated.  The system uses the ANFIS and a modified ANFIS architecture called the 
Fuzzy Adaptive Learning Control/Decision Network (FALCON).  The difference 
betwen the FALCON and ANFIS lies in the FALCON’s abilty to change the rule 
structure (i.e. the combinations of the antecedents with the consequents) during training.  
The predictions for the friction are then used as a diagnostic tool for identifying known 
faults in the motor. 
The significance of this paper is that the ANFIS is used as a diagnostic tool for 
identifying faults in a system.   
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Bellazzi, R., L. Ironi, R. Guglielmann, and M. Stefanelli (1998), 
"Qualitative Models and Fuzzy Systems: An Integrated Approach for 
Learning From Data", Artificial Intelligence in Medicine, Vol. 14, No. 
1-2, pp.5-28: September 10, 1998. 
This paper describes a methodology by which a qualitative model can be coupled with a 
fuzzy inference model to model the response of a non-linear system.  For this paper, the 
authors consider the problem of identifying (predicting) the response to the insulin 
therapy from insulin-dependent diabetic patients. 
This paper presents a method for the identification of the dynamics of non-
linear systems by learning from data. The key idea which underlies our 
approach consists of the integration of qualitative modeling techniques 
with fuzzy logic systems. The resulting hybrid method exploits the a priori 
structural knowledge on the system to initialize a fuzzy inference 
procedure which determines, from the available experimental data, a 
functional approximation of the system dynamics that can be used as a 
reasonable predictor of the patient’s future state…a benchmark of our 
method, we have considered the problem of identifying the response to the 
insulin therapy from insulin-dependent diabetic patients… 
The authors describe the development and deployment of such a hybrid system as being 
composed of the following steps: 1) develop a qualitative model of the system (expert 
knowledge required), 2) simulate the qualitative model to determine the appropriate 
forms of the inputs and outputs; this step effective results in the creation of the 
antecedents and consequences of the fuzzy IF-THEN rules, 3) generate the fuzzy 
inference system for the determined fuzzy rules, and 4) make parameter predictions with 
the created inference system. 
The significance of this paper is the use of a fuzzy inference system for parameter 
estimation, where the inputs and outputs are fuzzified versions of the observed data. 
…[the fuzy rule base is automaticaly generated with the] antecedents 
and consequents are the input and output variables to be used to 
quantitatively identify the dynamics of the system. 
Ben-Abdennour, Adel and Kwang Y. Lee (1996), "An Autonomous 
Control System For Boiler-Turbine Units", IEEE Transactions on 
Energy Conversion, Vol. 11, No. 2, pp.401-406: June 1996. 
This paper describes an autonomous control system for the boilers and turbines of nuclear 
power plants.  The authors describe such a system as being a combination of local, 
conventional controllers that are themselves controlled by a supervisory controller, whose 
operation is based on fuzzy logic. 
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This paper presents a coordinated intelligent control scheme with a high 
degree of autonomy. In this scheme, a Fuzzy-Logic based supervisor 
monitors the overall plant operation and carries the tasks of coordination, 
fault diagnosis, fault isolation, and fault accommodation. 
This system diagnosis faults by comparing the integral of the residuals of the predictions 
of an extended Kalman filter to known fault patterns. 
An extended Kalman filter is utilized to observe the states of the nonlinear 
plant on-line. The Kalman filter estimates are compared to the states of a 
nominal model to generate the difference or residuals. A fuzzy logic-based 
coordinator monitors the residuals and diagnoses for possible 
disturbances. 
The significance of this paper is that fuzzy logic is used to diagnose faults by comparing 
the integral of the residuals to membership functions that represent different fault 
conditions. 
Bonissone, Piero P. and Anil Varma (2005), "Predicting the Best 
Units within a Fleet: Prognostic Capabilities Enabled by Peer 
Learning, Fuzzy Similarity, and Evolutionary Design Process", 
Proceedings of the 14th IEEE International Conference on Fuzzy 
Systems, pp.312-318: May 22-25, 2005. 
This paper describes a methodology for predicting the remaining useful life of the 
individual locomotives within a fleet via an instance based-fuzzy model.  The method not 
only uses the failure data for each individual locomotive, but integrates the failure data of 
related peers.  The purpose of performing this calculation is to select the best set from the 
fleet to perform mission critical tasks.  The fuzzy instance based prediction algorithm 
consists of four tasks: 1) retrieve similar instances from a database of failure data, 2) 
calculate the similarity of the query and the retrieved instances, 3) create local models 
with the most similar instances, and 4) aggregate the output of the local models to make a 
prediction. 
To make predictions with the fuzzy instance based predictor, the authors employ many 
techniques that are more indicative of kernel regression than fuzzy inference systems; 
specifically, they calculate the similarity as being the value of a kernel function 
(truncated generalized bell function) evaluated with a distance of the query from an 
exemplar (they use an L2b-norm, where b is a parameter of the kernel function).  They 
also combine the output exemplars into predictions by calculating a simple weighted 
average.  The similarity of the method to a fuzzy inference system is the method by 
which the similarities are aggregated (i.e. minimums and maximums). 
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The significance of this paper is that a method that has similarities to a fuzzy inference 
system is used to predict the remaining useful life of a locomotive based on historic 
failure data (i.e. historical operational availability durations) for itself and its peers.   
Brotherton, Tom, Gary Jahns, Jerry Jacobs, and Dariusz Wroblewski 
(2000), “Prognosis of Faults in Gas Turbine Engines”, Procedings of 
the IEEE Aerospace Conference, Vol. 6, pp.163-171: March 18-25, 
2000. 
This paper describes prognosis systems for detecting faults in gas turbine engines.  The 
significance of this paper is that the authors discuss using fuzzy logic in expert systems 
for gas turbine engine prognostics. 
Brotherton, T. and T. Johnson (2001), "Anomaly Detection for 
Advanced Military Aircraft Using Neural Networks", Proceedings of 
the IEEE Aerospace Conference, Vol. 6, pp.3113-3123: March 10-17, 
2001. 
This paper describes a system for detecting anomalies for military aircraft.  The system is 
composed of two pieces: a neural net anomaly detector (NNAD) and fuzzy regime/mode 
classification.  During system operation, the data is presented to the fuzzy regime/mode 
classification module, which is used to select the appropriate neural net anomaly detector 
to simulate.   
The neural net anomaly detector is described as a simple radial basis function (RBF) 
network, which simply determines if the current observation lies within the range of the 
RBFs for nominal system operation.   
NNAD uses radial basis function (RBF) neural nets (NN) to form a 
statistical model of “nominal” data. As new data enters into the system, it 
is compared to the RI3F NN model. If data falls within the boundaries 
defined by that model, then it is flaged as “nominal”. If it does not, then 
it is flaged as an “anomaly”.  
The fuzzy regime/mode classification module is developed by the user and generally 
encompasses a handful of distinct ranges for system behavior.  For each range, a fuzzy 
membership function is defined and the data collected is compared to these ranges to 
determine which NNAD model is simulated. 
The significance of this paper is that fuzzy logic is used to determine the current system 
operation regime/mode for an anomaly detection system. 
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Byington, Carl S., Matthew Watson, and Doug Edwards (2004), 
“Data-Driven Neural Network Methodology to Remaining Life 
Predictions for Aircraft Actuator Components”, Procedings of the 
IEEE Aerospace Conference, Vol. 6, pp.3581-3589: March 6-13, 2004. 
This paper describes a prognostic system for the elector-hydraulic servo valves (EHSVs) 
of the F/A-18 stabilator.  The disclosed system is composed of a feed-forward time-
delayed neural network which is trained to predict the valve position.  Next, features are 
extracted from the error of the network predictions and the measured values.  The error 
feature is then trended.  Finally, the trended feature is passed to a fuzzy classifier that 
maps the trended feature to the current health state of the system. 
Classification is a critical step within any PHM monitoring scheme. 
Impact’s data-driven approach employs a classification system for 
translating the feature values (known evidence) to a current health state 
for the system. In order to produce an accurate, reliable assessment of 
system health, the classifier must learn the relationships (usually non-
linear) between each feature and the system health state. For the 
developed automated module, fuzzy logic was selected for the 
classification system. 
The significance of this paper is that a fuzzy classifier is used to determinate the current 
health state of the system. 
Chen, Bor-Sen, Yu-Shuang Yang, Bore-Kuen Lee, and Tsern-Huei Lee 
(2003), "Fuzzy Adaptive Predictive Flow Control of ATM Network 
Traffic", IEEE Transactions on Fuzzy Systems, Vol. 11, No. 4, pp.568-
581: August 2003. 
This paper discusses a fuzzy autoregressive moving-average model with auxiliary input 
(fuzzy ARMAX) model that is used to model the traffic on asynchronous transfer mode 
(ATM) based broadband network.  The significance of this paper is that fuzzy logic is 
used as a predictive model to predict the next traffic state based on historical states. 
Del Amo, Ana, Kirby Keller, and Kevin Swearingen (2005), "General 
Reasoning System for Health Management", Proceedings of the 
Annual Meeting of the North American Fuzzy Information Processing 
Society, pp.19-24: June 26-28, 2005. 
This paper describes a general reasoning system that aggregates probabilistic and 
possibilistic methodologies for system diagnosis and prognosis.   
The Reasoning System fuses a probabilistic set of tools (based on degree 
of truth), and a possibilistic set of tools (based on degree of belief) to 
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reach the goal of optimizing safety, in-flight warnings, and aircraft and 
fleet management. 
The authors also organize the system such in a hierarchy such that accurate diagnostics 
and prognostics is possible for the overall system. 
The objective of the system is to reason across the subsystem hierarchy 
and to present an accurate prognostic for maintenance and planning 
purposes. 
The authors illustrate their general reasoning system for a generic fuel system that is 
composed of two tanks, a pump, and a controller.   
The significance of this work is that fuzzy logic is used as part of multi-criteria decision 
making system.  Specifically, they use fuzzy outranking to organize the supplied criteria 
according to the confidence of each of the criteria.  In other words, fuzzy outranking is 
used to organize the criteria for a specific fault according to the confidence that the 
criteria induces the fault. 
A fuzzy outranking methodology can be used based on the confidence 
associated with each of the criteria. Fuzzy outranking methods determine 
a fuzy preference binary relation…betwen the alternatives for each one 
of the considered criteria. The same fuzzy preference relation can be 
determined to outrank different combinations of criteria based on the 
decisor preferences, user requirements, mission requirements, etc.  
Evsukoff, Alexandre and Sylviane Gentil (2005), "Recurrent Neuro-
Fuzzy System for Fault Detection and Isolation in Nuclear Reactors", 
Advanced Engineering Informatics, Vol. 19, No. 1, pp.55-66: January 
2005. 
This paper describes a fault detection and isolation system for nuclear reactors.  The 
authors describe a neuro-fuzzy model that maps observations of the process data to 
different fault conditions.  In the described system, the input data is fuzzified and then 
passed to a neural network, which is trained to map the qualitative features of the data to 
specific fault conditions.   
A general framework is adopted, in which a fuzzification module is linked 
to an inference module that is actually a neural network adapted to the 
recognition of the dynamic evolution of process variables and related 
faults. 
The authors test feed-forward and recurrent neural network architectures in the neuro-
fuzzy system with data generated by a nuclear reactor simulator and conclude that the 
recurrent network architecture is better suited for fault detection and isolation. 
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The significance of this paper is that a neuro-fuzzy model is used for fault detection and 
isolation. 
Goebel, Kai and Piero Bonissone (2005), "Prognostic Information 
Fusion for Constant Load Systems", Proceedings of the 8th 
International Conference on Information Fusion, Vol. 2, pp1247-
1255: July 25-28, 2005. 
This paper describes a system for aggregating information to estimate the remaining 
useful life.  The described system uses three modules: 
1) A preprocessing module that uses appropriate principal component analysis 
(PCA), filtering, smoothing, normalization, and transformation techniques;  
2) A prognostic model that fuses different information sources and produces a 
remaining life prediction; and  
3) A postprocessing module that recursively confirms the prediction.  In run-time 
mode, the process uses the tuned PCA. 
The procedure for making a RUL estimate is to pass the measured signals to the first 
module, which creates feature signals (principal components) and "formats" these signals 
for use in a diagnostic system.  Next, the feature signals are used to diagnose faults in the 
system.  If no faults are found in the system, then the RUL is estimated according to 
traditional probabilistic techniques.  If a fault is diagnosed, then the feature signals are 
passed to an ANFIS, which is trained to predict the RUL of the component from the 
supplied feature signals.   
This paper also introduces the concept of false positives and false negatives for RUL 
estimates.  The authors interpret false negatives as being instances where the RUL 
estimate is smaller than the actual RUL.  In other words, the component fails before the 
estimate.  These situations are un-desirable since, the value of the RUL estimate is 
minimal since the component fails before it's predicted to fail.  The authors interpret false 
positives as being instances where the RUL estimate is larger than the actual RUL.  In 
these situations, the component fails after the RUL estimate and may result in un-
necessary corrections. 
The authors demonstrate their system with data collected from an operating industrial 
web paper machine.  On average the ANFIS predicts component failure 20 minutes early 
and the earliest consistent RUL predictions occur approximately 150 minutes prior to 
failure. 
The significance of this paper is that an ANFIS model is used for remaining useful life 
prediction. 
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Hines, J. W., D. J. Wrest, and R. E. Uhrig (1997), “Signal Validation 
Using an Adaptive Neural Fuzzy Inference System”, Nuclear 
Technology, Vol. 119, No. 2, pp.181-193: August 1997. 
In this paper, an Adaptive Neural Fuzzy Inference System (ANFIS) is used for sensor 
validation.  The authors describe the system as being composed of an inferential ANFIS 
model trained to predict the sensor values using measurements from other correlated 
sensors and a sequential probability ratio test (SPRT) module that detects faults by 
examining the distribution of the prediction residuals.  To validate the system and 
compare its performance to autoassociative neural networks (AANN), the authors test 
each model with data collected from an operating nuclear reactor.   
An Adaptive Neural Fuzzy Inference System (ANFIS) modeling technique 
is introduced for sensor and associated instrument channel calibration 
validation. This method uses an inferential modeling technique after a 
genetic algorithm search is used to empirically determine the appropriate 
combinations of input variables to optimally model each signal to be 
monitored. These variables are used as input to a fuzzy inference system 
which is trained to estimate the monitored signals. The estimates are 
compared to the actual signals and a statistical decision technique known 
as the Sequential Probability Ratio Test (SPRT) is used to detect sensor 
anomalies. The sensor fault detection system is demonstrated using data 
supplied from Florida Power Corporation's Crystal River #3 Nuclear 
Power generating station. 
The authors report hat faults as low as 0.2% the sensor’s ful span are capable of being 
detected.  They also state that the ANFIS system predictions are not as affected by faulty 
inputs and are thus capable of isolating the faulted sensor. 
The results show that sensor degradation can be detected at levels as low 
as 0.2% of the sensor's full scale range. Overall, the ANFIS signal 
validation system can clearly detect a fault or drift in a single channel 
without affecting the other channels being monitored. Thus the network 
not only detects the fault, but also isolates the channel in which the fault 
has occurred. 
The significance of this paper is that an ANFIS model is used as an inferential empirical 
model and is coupled with the SPRT to detect sensor faults. 
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Hng, Lina, Hiroyuki Inoue, Kenji Miyasaka, and Mitsuru Tsukamoto 
(2003), “Automatic Generation of Fuzzy Classification Systems Using 
Hyper-Cone Membership Functions”, Procedings of the IEE 
International Symposium on Computational Intelligence in Robotics 
and Automation, pp.658-663, Kobe, Japan: July 16-20, 2003. 
This paper describes a fuzzy inference training technique that can be used to determine 
the parameters of hyper-cone fuzzy membership functions.  These functions are then used 
to classify the individuals in the Wine Recognition Data and Wisconsin Prognostic Breast 
Cancer (WPBC) Data.  The authors also use genetic algorithms (GA) to determine the 
optimal inputs for each pattern.  The significance of this paper is that fuzzy inference is 
use for pattern classification.  
Isermann, Rolf (1995), "Model Based Fault Detection and Diagnosis 
Methods", Proceedings of the American Control Conference, pp.1605-
1609, Seattle, WA: June 1995. 
This paper presents a survey of methods that can be used to detect and diagnose faults in 
complex systems.  The significance of this paper is that fuzzy methods are identified as 
being a method for diagnosing faults. 
Isermann, Rolf (2004), "Model-Based Fault Detection and Diagnosis: 
Status and Applications", 16th International Federation of Automatic 
Control (IFAC) Symposium on Automatic Control in Aerospace, St. 
Petersburg, Russia: June 14-18, 2004. 
This paper presents a survey of methods that can be used to detect and diagnose faults in 
complex systems.  The significance of this paper is that fuzzy methods are identified as 
being a method for diagnosing faults, when the fault conditions are and are not known 
before hand.  In the case, when the fault conditions are known, a fuzzy inference system 
is created for the known input and output conditions.  When the fault conditions are not 
known, then fuzzy clustering methods can be used to partition the data into classes and a 
fuzzy inference system can be created with the identified classes.  The author also 
presents results where fuzzy logic is used to diagnose a fault of a cabin pressure outflow 
valve actuator of a passenger aircraft. 
Isadi-Zamanabadi, Roozbeh, Mogens Blanke, and Serajeddin Katebi 
(2003), "Cheap Diagnosis Using Structural Modeling and Fuzzy-
Logic-Based Detection", Control Engineering Practice, Vol. 11, No. 4, 
pp.415-422: April 2003. 
This paper describes an inexpensive methodology for fault diagnosis of complex systems.  
They couple the results of a structure analysis of the system with an adaptive neurofuzzy 
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system (ANFIS) model to detect and diagnose known faults in the system.  The authors 
validate their system by simulating faults in a ship propulsion system.  The significance 
of this paper is that an ANFIS model is used for fault detection and diagnosis. 
Jagannathan, S. and G. V. S. Raju (2000), “Remaining Useful Life 
Prediction of Automotive Engine Oils Using MEMS Technologies”, 
Proceedings of the American Control Conference, Vol. 5, pp.3511-
3512: June 28-30, 2000. 
This paper describes a prognostic system for estimating the remaining useful life of 
engine oil.  The authors describe a system, which combines micro-sensors, models, and 
neuro-fuzzy classifiers.   
This paper proposes a novel adaptive methodology where both micro-
sensors and models are used in conjunction with neural network/fuzzy 
classification algorithm to predict the quality of engine oils. The condition 
of the engine oil is defined as a single variable and trended. Advanced 
prognostic algorithms are then applied on the oil condition trends to 
predict the remaining useful life of engine oils. 
The prognostic system uses a neuro-fuzzy model to relate the micro-sensor measurements 
and the model output to the current value of the degradation parameter, which is then 
used to estimate the remaining useful life.  The system also implements a simple 
threshold on the prognostic parameter to estimate the remaining useful life of the oil. 
A priori data, based on several engine tests, is used to train the hybrid 
neuro-fuzzy structure and to arrive at a valid oil degradation value. This 
value will be used as an input to the proposed data analysis methods. 
Intelligent data analysis methods were applied on these prognostic 
indicators by comparing the trend values against predefined limits. If any 
or a combination of these indicators, crossed the limits, a prognostic 
warning message was created to alert the appropriate personnel. The 
outcome is the remaining life, time left to change the engine oil and the 
associated confidence. 
The significance of this paper is that a neuro-fuzzy model is used to predict the current 
value of a prognostic parameter, which is then used for estimating the remaining useful 
life of engine oil. 
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Kavuri, S. N. and V. Venkatasubramanian (1993), "Using Fuzzy 
Clustering with Ellipsoidal Units in Neural Networks for Robust Fault 
Classification", Computers & Chemical Engineering, Vol. 17, No. 8, 
pp.765-784: August 1993. 
This paper is cited in the survey paper by Venkatasubramanian et al. [2003].  In this 
paper, the authors improve on traditional neural network classifiers for fault detection by 
using a two step process.  In the first step, fuzzy clustering is used to determine an 
appropriate number of hidden nodes and initial estimates for the hidden layer connection 
weights.  Next, the resulting neural network architecture is trained.   
In the first stage, a fuzzy clustering algorithm is used to determine the 
number of hidden nodes and the initial estimates for the hidden layer 
weights. The algorithm is demonstrated to determine a minimal number of 
hidden nodes. The algorithm also avoids having to determine the number 
of hidden nodes a priori. In the second stage, network weights are tuned to 
minimize RMS error in classification. Backpropagation is used in this 
stage for fine-tuning of ellipsoids initialized by the fuzzy clustering 
algorithm. The performance of the proposed approach on typical 
classification problems is presented. 
The significance of this paper is that fuzzy clustering is used in the creation of a fault 
diagnostic system.   
Kazeminezhad, M. H., A. Etemad-Shahidi, and S. J. Mousavi (2005), 
“Application of Fuzy Inference System in the Prediction of Wave 
Parameters”, Ocean Enginering, Vol. 32, No. 14-15, pp.1709-1725: 
October 2005. 
In this paper, an adaptive neurofuzzy system (ANFIS) is used to predict the parameters of 
waves in bodies of water.  The significance of this paper is that an ANFIS model is used 
as a predictive model. 
Montmain, Jacky and Sylviane Gentil (2000), "Dynamic Causal Model 
Diagnostic Reasoning for Online Technical Process Supervision", 
Automatica, Vol. 36, No. 8, pp.1137-1152: August 2000. 
In this paper, causal graph-based diagnosis is coupled with fuzzy logic for fault 
diagnosis.  They describe constructing a qualitative model of how faults propagate 
through the system, building an empirical model of the system from the known 
differential equations that govern the system, and then supplying the residuals of the 
predictions to a fuzzy inference model that is used for fault diagnosis.  They validate their 
approach by simulating faults in a model of a nuclear fuel reprocessing plant.  The 
significance of this paper is that fuzzy logic is used to diagnose faults. 
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Nagata, T., R. Schmelzeisen, D. Mattern, G. Schwarzer, and M. Ohishi 
(2004), “Application of Fuzy Inference to European Patients to 
Predict Cervical Lymph Node Metastasis in Carcinoma of the 
Tongue”, International Journal of Oral and Maxilofacial Surgery, 
Vol. 34, No. 2, pp.138-142: March 2005. 
In this paper, a fuzzy inference system is used to predict cervical lymph node metastasis.  
The significance of this paper is that fuzzy inference is used as a prediction model.  For 
this application the model is more of a classification model than a predictive model, since 
it predicts if the patient will have cervical lymph node metastasis or not. 
We used fuzzy inference to predict cervical lymph node metastasis 
retrospectively in 75 patients with squamous cell carcinoma of the tongue 
and prospectively in 23 patients. Our model was based on three variables: 
tumor size, keratinization, and mode of invasion. 
Othman, M. F., M. Mahfouf, and D. A. Linkens (2004), “Transmision 
Lines Fault Detection and Locations Using an Intelligent Power 
System Stabilizer”, Procedings of the IEE International Conference 
on Electric Utility Deregulation, Restructuring, and Power 
Technologies, Hong Kong, China: April 2004. 
In this paper, a system for diagnosing faults in electric transmission lines that uses 
features extracted from a multi-resolution analysis (MRA) produced by applying wavelet 
transforms as inputs to three classification algorithms: generalized regression neural 
networks, probabilistic neural network, and the adaptive network fuzzy inference system 
(ANFIS).  The significance of this paper is that the ANFIS is used to diagnose faults in 
the transmission lines. 
Patton, R. J., F. J. Uppal, and C. J. Lopez-Toribio (2000), "Soft 
Computing Approaches to Fault Diagnosis for Dynamic Systems: A 
Survey", Proceedings of the IFAC Symposium SAFEPROCESS 2000, 
pp.298-311, Budapest: June 14-16, 2000. 
This paper provides an excellent survey of the fault diagnosis techniques that use neural 
networks, fuzzy inference systems, and neuro-fuzzy systems.  The significance of this 
paper is that supervised and un-supervised learning is used for neural network classifiers.  
Also, different fuzzy inference methods and neuro-fuzzy architectures are discussed for 
fault diagnosis. 
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Pfeufer, Thomas and Mihiar Ayoubi (1997), “Application of a Hybrid 
Neuro-Fuzzy System to the Fault Diagnosis of an Automotive 
Electromechanical Actuator”, Fuzy Sets and Systems, Vol. 89, No. 3, 
pp.351-360: August 1, 1997. 
This paper describes a fault diagnosis system that uses a neuro-fuzzy model.  In the 
described system, a mathematical model is used to train the neuro-fuzzy model for 
different fault conditions and the trained model is used to diagnose faults online.  The 
significance of this paper is that a neuro-fuzzy model is used for fault diagnosis. 
Roemer, Michael J., Gregory J. Kacprzynski, and Rolf F. Orsagh 
(2001a), "Assessment of Data and Knowledge Fusion for Prognostics 
and Health Management", Proceedings of the IEEE Aerospace 
Conference, Vol. 6, pp.2979-2988: March 10-17, 2001. 
This paper discusses various data, feature, and knowledge fusion techniques that have 
been applied to system monitoring, diagnostics, and prognostics.   
The significance of this paper is that fuzzy inference is listed as being a viable fusion 
technique.  The authors briefly discuss the premise that the input data is mapped to fuzzy 
memberships of established input patterns.  The resulting membership functions are then 
aggregated and examined to infer the value of the output.   
Roemer, Michael J., Gregory J. Kacprzynski, Emmanuel O. Nwadiogbu, 
and George Bloor (2001b), "Development of Diagnostic and 
Prognostic Technologies for Aerospace Health Management 
Applications", Proceedings of the IEEE Aerospace Conference, Vol. 6, 
pp.3139-3147: March 10-17, 2001. 
This paper describes aircraft diagnostic and prognostic systems.  The authors focus on 
several specific systems: Auxiliary Power Unit (APU) fuel system valves, APU 
performance degradation and hot section lifting, Power Take Off (PTO) shaft and AMAD 
snout bearing.   
The significance of this paper is that a neuro-fuzzy classifier is used to diagnose Surge 
Control and Load Control Valve sticking in an APU.   
…some of the data that was used to develop a Neural-Fuzzy classifier for 
diagnosing Surge Control and Load Control Valve sticking in a military 
fighter Auxiliary Power Unit (APU). To diagnose the health of the SCV or 
LCV (based on whether they were sticking or failed open/closed) a Neuro-
Fuzzy classifier was trained on normal and faulty response characteristics 
of the APU responses to the valves being commanded. 
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The neuro-fuzzy classifier uses the response time of the valves to predict the value of a 
health metric, which is then used to detect and diagnose faults.   
Based on the valve response prediction of the neural network, a fuzzy 
logic reasoner translated the response time to a health measure of the 
valve. A value close to 1.0 was considered healthy and values lower than 
0.75 would start to indicate a potential valve-sticking situation. 
Roemer, Michael J., Gregory J. Kacprzynski, and Michael H. Schoeller 
(2001c), "Improved Diagnostic and Prognostic Assessments Using 
Health Management Information Fusion", Proceedings of the IEEE 
Systems Readiness Technology Conference, pp.365-377: August 20-
23, 2001. 
This paper discusses various data, feature, and knowledge fusion techniques that have 
been applied to system monitoring, diagnostics, and prognostics.  The authors validate 
their approaches by applying them to validate the sensors in a gas turbine test cell. 
The significance of this paper is that fuzzy inference is listed as being a viable fusion 
technique.  The authors briefly discuss the premise that the input data is mapped to fuzzy 
memberships of established input patterns.  The resulting membership functions are then 
aggregated and examined to infer the value of the output.   
Ruiz, Diego, Jose Maria Nougues, and Luis Puigjaner (2001), "Fault 
Diagnosis Support System for Complex Chemical Plants", Computers 
& Chemical Engineering, Vol. 25, No. 1, pp.151-160: January 1, 2001. 
This paper describes a neuro-fuzzy diagnostic system for detection and diagnosing 
failures in complex chemical plants.  The system is then validated by using it to detect 
and diagnose faults in a chemical plant with a recycle stream. 
The system combines an artificial neural network (ANN) based 
supplement of a fuzzy system in a block-oriented configuration. A 
methodology for designing the system is described. As a motivating 
example, a chemical plant with a recycle stream is considered. Faults in 
the supply of raw materials and in controllers are simulated. 
The proposed system is composed of an ANN and a fuzzy inference engine.  The ANN 
uses direct and indirect measurements from the system to predict a set of "pre-faults".  
These "pre-faults" and other direct/indirect measurements from the system are then used 
as inputs to a fuzzy logic system, which uses fuzzy inference to detect and diagnose a 
fault. 
The significance of this paper is that a fuzzy inference system is used with an ANN to 
detect and diagnose faults in a chemical system. 
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Simani, Silvio, Cesare Fantuzzi, and Ron J. Patton (2003), Model-
based Fault Diagnosis in Dynamic Systems Using Identification 
Techniques, Springer-Verlag London Limited, London: 2003. 
This book discusses fault detection and diagnosis in great detail but do not specify any 
well defined algorithms for fault diagnosis.  The authors focus on a general view of fault 
detection and diagnosis that involves the following steps: 
1) Generate residuals (symptoms) using prediction, state estimation, etc.,  
2) Compare the residuals to some thresholds, and 
3) Diagnose the fault if the residuals cross the threshold. 
The significance of this book is that fuzzy inference and neuro-fuzzy systems are listed as 
methodologies for generating the residuals and diagnosing faults.  The authors outline the 
methodology used in standard systems, but they don't provide any concrete method for 
using the fuzzy systems for fault diagnosis.  They do apply a Takagi-Sugeno fuzzy model 
as a predictor for the problem of detecting faults in a gas turbine. 
Song, Hua, Junxiang Zhang, and Hongyue Zhang (2004), "Fault 
Accommodation Based on Fuzzy Basis Function Network", 
Proceedings of the 5th World Congress on Intelligent Control and 
Automation, Hagzhou, China: June 15-19, 2004. 
This paper describes a fault detection, identification, and accommodation system that 
uses a fuzzy basis function network (FBFN).  Based on the diagrams and equations, the 
FBFN appears to be equivalent to the generalized regression neural network (GRNN) and 
kernel regression.  The authors describe that the system has two applications of the 
FBFN.  First, it would be used to detect and identify faults in the system: 
The fault information is detected by using a FBFN according to the 
outputs of the real system and the known mathematical model of [the] 
system. 
To accommodate the fault, another FBFN would be trained with the mathematical model: 
…another FBFN is used to obtain the feedback control input according to 
fault information. 
The significance of this paper is that a system that employs fuzzy logic is used for fault 
detection, identification, and accommodation.   
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Sung, H. K., S. H. Lee, and Z. Bien (2005), "Design and Implementation 
of a Fault Tolerant Controller for EMS Systems", Mechatronics, Vol. 
15, No. 10, pp.1253-1272: December 2005. 
This paper describes a fault tolerant controller for electromagnetic suspension (EMS) 
systems.  In this controller, fuzzy inference is used to detect and diagnose actuator or 
sensor faults.   
The significance of this paper is that fuzzy inference is used for detecting and diagnosing 
faults in order to facilitate robust control.  
Swanson, David C. (2001), “A General Prognostic Tracking Algorithm 
for Predictive Maintenance”, Procedings of the IEE Aerospace 
Conference, Vol. 6, pp.2971-2977: March 10-17, 2001. 
This paper describes a health monitoring algorithm, which uses a Kalman filter to predict 
different features from the data and a fuzzy logic based diagnosis algorithm that maps the 
currently observed feature in system diagnosis and prognosis. 
Kalman filters are used to track changes in features like vibration levels, 
mode frequencies, or other waveform signature features. This information 
is then functionally associated with load conditions using fuzzy logic and 
expert human knowledge of the physics and the underlying mechanical 
systems. Herein is the greatest challenge to engineering. However, it is 
straightforward to track the progress of relevant features over time using 
techniques such as Kalman filtering. Using the predicted states, one can 
then estimate the future failure hazard, probability of survival, and 
remaining useful life in an automated and objective methodology. 
As stated by the authors, the algorithm described in this paper requires expert knowledge 
of the system and the mechanics of its failures.  The significance of this paper is that 
fuzzy logic is used for diagnosis and prognosis. 
Tarifa, Enrique E. and Nicolas J. Scenna (1997), "Fault Diagnosis, 
Direct Graphs, and Fuzzy Logic", Computers & Chemical Engineering, 
Vol. 21, Supplement 1, pp.S649-S654: May 20, 1997. 
This paper is cited in the survey paper by Venkatasubramanian et al. [2003].  In this 
paper, the authors describe a hybrid expert system composed of Sign Directed Graphs 
(SDG) and fuzzy logic.  The SDG is used as process model and fuzzy logic is used in the 
composition of the IF-THEN rules of the expert system.  The authors validate the system 
by monitoring a propane evaporator.  The significance of this paper is that fuzzy logic is 
used in the expert system's inference to diagnose faults. 
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Upadhyaya, B. R., K. Zhao, and B. Lu (2003), “Fault Monitoring of 
Nuclear Power Plant Sensors and Field Devices”, Progres in Nuclear 
Energy, Vol. 43, No. 1-4, pp.337-342: 2003. 
This paper describes an integrated method for monitoring, control, fault detection, and 
diagnosis of nuclear plant components.  The composite methods are listed by the authors: 
1. Development of data-driven system models using Group Method of 
Data Handling ( GMDH), Principal Component Analysis (PCA) and 
Adaptive Network based Fuzzy Inference System (ANFIS), 2. Fault 
detection by tracking model residuals of selected process variables and 
control functions, and 3. Fault isolation using a rule-based technique 
and/or a pattern classification technique. 
They validate their system by applying it to monitor the state of a steam generator of an 
operating nuclear reactor.   
The significance of this paper is that an Adaptive Neurofuzzy Inference System (ANFIS) 
is used as a predictor in a nuclear reactor monitoring and diagnostic system. 
Venkatasubramanian, Venkat, Raghunathan Rengaswamy, Surya N. 
Kavuri, and Kewen Yin (2003), "A Review of Process Fault Detection 
and Diagnosis Part III: Process History Based Methods", Computers 
& Chemical Engineering, Vol. 27, No. 3, pp.327-346: March 15, 2003. 
This paper discusses and compares the different data based fault diagnosis methods that 
are used to monitor chemical processes.  The significance of this paper is that the authors 
cite applications of fuzzy logic to fault diagnosis.  Specifically, the authors list the 
following applications: 1) hybrid expert system based on signed directed graphs (SDG) 
and fuzzy logic [Tarifa & Scenna 1997] and 2) fuzzy clustering [Kavuri & 
Venkatasubramanian 1993]. 
Wakefield, N. H., P. R. Knight, K. P. J. Bryant, and H. Azzam (2005), 
“FUMSTM Artificial Intelligence Technologies Including Fuzzy Logic 
for Automatic Decision Making”, Procedings of the Annual Meeting 
of the North American Fuzzy Information Processing Society, pp.25-
30: June 26-28, 2005. 
This paper describes a automatic monitoring and decision system for helicopters.  The 
system uses fuzzy logic to identify gauge failures and management of the equipment 
condition indicators.   
The significance of this paper is that fuzzy logic is used for fault identification (detection 
and diagnosis) and condition management of a helicopter. 
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Wang, Wilson Q., M. Farid Golnaraghi, and Fathy Ismail (2004), 
“Prognosis of Machine Health Condition Using Neuo-Fuzy Systems”, 
Mechanical Systems and Signal Processing, Vol. 18, pp.813-831: July 
2004. 
This paper describes a monitoring system that uses recurrent neural networks (RNN) and 
neuro-fuzzy (NF) systems as predictive models.  The authors validate their system by 
applying it to reference data sets and three test cases; specifically worn gear, chipped 
gear, and cracked gear.   
The significance of this paper is that a neuro-fuzzy system is used as a predictive model.  
The model is trained to predict the value of a monitoring index, which is used to 
determine if the system is operating normally. 
Whitnell, G. P., V. J. Davidson, R. B. Brown, and G. L. Hayward (1993), 
“Fuzy Predictor for Fermentation Time in a Commercial Brewery”, 
Computers & Chemical Engineering, Vol. 17, No. 10, pp.1025-1029: 
October 1993. 
This paper describes a fuzzy inference predictor that is used to predict the fermentation 
time and level of vicinal diketone (VDK) in a commercial brewery.   
A study was conducted at a commercial brewery to investigate the 
feasibility of an expert system control strategy that used fuzzy logic to 
make inferences based on uncertain process information. The predictor 
made an initial estimate of fermentation time based on the yeast variables 
(pitching rate, pitched volume and viability). The predicted fermentation 
times were within 24h of the actual fermentation time for 9 batches in the 
validation data set of 13 process histories. A second rule set followed the 
pH and specific gravity during fermentation and predicted the level of 
vicinal diketone (VDK). 
The predictor uses generic fuzzy rules to make inferences (i.e. small, large, fast, slow, 
etc.).   
The significance of this paper is that a fuzzy inference predictor is used to make 
predictions in a complex system.  It is also important to note that the predictor uses 
predefined membership functions based on qualitative ranges and not historical 
observations. 
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Yeo, S. M., C. H. Kim, K. S. Hong, Y. B. Lim, R. K. Aggarwal, A. T. Johns, 
and M. S. Choi (2003), "A Novel Algorithm for Fault Classification in 
Transmission Lines Using a Combined Adaptive Network and Fuzzy 
Inference System", International Journal of Electric Power & Energy 
Systems, Vol. 25, No. 9, pp.747-758: November 2003. 
This paper describes a method for classifying low impedance faults (LIF) and high 
impedance faults (HIF) in transmission lines.  The authors use the Root-Mean-Square 
currents as inputs to an adaptive neurofuzzy inference system (ANFIS), which is trained 
to classify the different LIF and HIF conditions. 
This paper proposes an algorithm for fault detection and classification for 
both LIFs and HIFs using Adaptive Network-based Fuzzy Inference 
System (ANFIS). The inputs into ANFIS are current signals only based on 
Root-Mean-Square values of three-phase currents and zero sequence 
current. 
The authors validate their approach by examining transmission lines under different fault 
conditions.  According to the authors, the ANFIS model is able to accurately diagnose the 
faults within half a cycle of the electric current. 
The performance of the proposed algorithm is tested on a typical 154 kV 
Korean transmission line system under various fault conditions. Test 
results show that the ANFIS can detect and classify faults including (LIFs 
and HIFs) accurately within half a cycle. 
The significance of this paper is that an ANFIS model is used for diagnosing faults in 
transmission lines. 
Zhao, K. and B. R. Upadhyaya (2005), "Adaptive Fuzzy Inference 
Causal Graph Approach to Fault Detection and Isolation of Field 
Devices in Nuclear Power Plants", Progress in Nuclear Energy, Vol. 
46, No. 3-4, pp.226-240: 2005. 
This paper describes a method for fault detection and diagnosis of components in nuclear 
power plants.  The system uses an adaptive neurofuzzy inference system (ANFIS) to 
predict parameter values and the residuals are used for fault detection and diagnosis.  The 
major contribution of this paper is the use of causal graphs for fault detection and 
diagnosis.  The authors validate their system by detecting and diagnosing faults in a 
simulated pressurized water reactor steam generator system. 
The adaptive fuzzy inference system models generated from historical data 
are used to characterize the relationships among process variables during 
normal operation. Fault detection and isolation is achieved by monitoring 
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and cause-effect reasoning on the residuals. This unique cause-effect 
reasoning strategy for fault isolation can avoid seeking signatures 
patterns from fault data, which are usually very difficult to obtain for a 
large system. The most parsimonious model structure, which is a decisive 
factor in building robust data driven models, is achieved through the 
system decomposition that inherent in a causal graph. 
The significance of this paper is that an ANFIS model is used as a predictor for fault 
detection and diagnosis of the components in a nuclear reactor. 
A.4 TIMELINE 
A chronological organization of the references is presented in the following table.  In the 
table TEXT refers to a reference, TEXT refers to a patent, and TEXT refers to a 
published patent application.  References are listed according to their 
publication/presentation date, while patents and patent applications are listed according to 
their filing date. 
YEAR DATE DOCUMENT 
1985 March 25 Maeda et al. 1985 
1988 September 6 Mott 1988 
1989 November 9 Aoki 1989 
1993 September 8 Maeda et al. 1993 
1993 August Kavuri & Venkatasubramanian 1993 
1993 October Whitnell et al. 1993 
1994 October 25 Smith & Hecht-Nielsen 1994 
1995 June Isermann 1995 
1995 October 26 Peters 2005 
1996 January 17 Thalhammer-Reyero 1996 
1996 June Ben-Abdennour & Lee 1996 
1996 August 23 Klimasauskas 1996 
1996 October 15 Lewis 1996 
1997 May 20 Tarifa & Scenna 1997 
1997 August Hines et al. 1997 
1997 August 1 Pfeufer & Ayoubi 1997 
1997 September 10 Bellazzi et al. 1998 
1998 May 18 Scott 1998 
1999 December 15 Discenzo 1999 
1999 December Altug et al. 1999 
1999 December 16 Sampath et al. 1999 
2000 March 18-25 Brotherton et al. 2000 
2000 June 14-16 Patton et al. 2000 
2000 June 28-30 Jagannathan & Raju 2000 
2000 August Montmain & Gentil 2000 
2000 October 3 Siegel et al. 2000 
2001 January Ruiz et al. 2001 
2001 March 10-17 Brotherton & Johnson 2001 
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2001 March 10-17 Roemer et al. 2001a 
2001 March 10-17 Roemer et al. 2001b 
2001 March 10-17 Swanson 2001 
2001 July Al-Jarrah & Al-Rousan 2001 
2001 August 13 Chen & Bonissone 2001 
2001 August 20-23 Roemer et al. 2001c 
2002 July 3 Breed 2002 
2002 December 30 Klein 2002 
2003 - Simani et al. 2003 
2003 - Upadhyaya et al. 2003 
2003 March 15 Venkatasubramanian et al. 2003 
2003 April Isadi-Zamanabadi et al. 2003 
2003 July 16-20 Hng et al. 2003 
2003 July 24 Gayme et al. 2003 
2003 August Chen et al. 2003 
2003 November Yeo et al. 2003 
2003 December 18 Lin et al. 2003 
2004 March 6-13 Byington et al. 2004 
2004 April Othman et al. 2004 
2004 May 28 Dahlquist & Weidl 2004 
2004 June 14 Basir 2004 
2004 June 14-18 Isermann 2004 
2004 June 15-19 Song et al. 2004 
2004 July Wang et al. 2004 
2004 August 13 Garcia-Ortiz 2004 
2004 August 26 Volponi & Wood 2004 
2004 September 16 Muench et al. 2004 
2004 October 22 Sunshine et al. 2004 
2005 - Zhao & Upadhyaya 2005 
2005 January Evsukoff & Gentil 2005 
2005 January 19 Breed 2005 
2005 March Nagata et al. 2005 
2005 April 21 Pattipatti et al. 2005 
2005 May 2 Shostak et al. 2005 
2005 May 22-25 Bonissone & Varma 2005 
2005 July 25-28 Goebel & Bonissone 2005 
2005 June 26-28 Del Amo et al. 2005 
2005 June 26-28 Wakefield et al. 2005 
2005 August 26 Emigholz et al. 2005 
2005 August 31 Lenz et al. 2005 
2005 October Kazeminezhad et al. 2005 
2005 December  Sung et al. 2005 
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Appendix B.  
Results for the AAKR and SPRT Monitoring System 
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A selection of the results generated by the monitoring system that implements an 
AAKR and SPRT is presented for all of the data is presented in this section.  For the sake 
of uniformity, the following will be provided for each set of results: 
 
1) Overview plots of the signals, their respective estimates, and any alarms for all 
three hydraulic units. 
2) Result summary table that includes values such as the number of fault alarms, 
warning time, etc. that are used to assess the health of the underlying system and 
the performance of the present monitoring system. 
3) Commentary and supplementary plots that discuss features of the results.  This 
particular item will be generally reserved for cases where additional discussion is 
required to synthesize the results. 
 
B.1 MONITORING SYSTEM ARCHITECTURE 
 The results presented in this section were generated with a monitoring system that 
is composed of an AAKR predictor and SPRT detector.  The individual architecture 
settings used in each analysis module are presented below. 
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 AAKR Predictor 
o Bandwidth = 0.5 
o Distance Measure = Adaptive Euclidean 
o Number of Memory Vectors = 500 
 SPRT Detector 
o Alarm logic = 4 out of 5 
o False alarm probability = 0.001 
o Mean tolerance = 3 times the error STD 
o Missed alarm probability = 0.001 
o Variance multiplier = 3 
 
B.2 CONVENTIONS 
 Before examining the results, we need to examine the conventions used for the 
plots and sumary tables, starting with the plots. Let’s begin by considering the xample 
presented below.  In each of the plots, BLUE points are generally observations of the 
signal, GREEN lines are signal estimates, and RED X’s are alrms. Alarms ABOVE 
the signals are for reliable observations (all signals within their training range) and alarms 
BELOW the signals are un-reliable observations (at least one signal outside the training 
range).  This distinction is used to distinguish between alarms that result from excursions 
from the training range and genuine fault conditions.  The plots in the UPPER LEFT 
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corner are the results for the FIRST hydraulic unit, UPPER RIGHT corner are the 
results for the SECOND hydraulic unit, and BOTTOM CENTER are the results for the 
THIRD hydraulic unit.  For each of the hydraulic unit plot results, the top plot is of the 
measured pressure (MP) represented in BLUE and the target pressure (TP) represented in 
GREEN, the second plot down is of the observed and estimated MP, the third plot down 
is of the observed and estimated Current, and the fourth plot down is of the observed and 
estimated motor RPM.  
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 Let’s now take alok at he format for the results umary table. In the table, the 
number of alarms in each hydraulic unit and the number of alarms in all of the hydraulic 
units is presented.  If the number of alarms is greater than 100, then there is STRONG 
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warning of a fault.  If the number of alarms is between 10 and 100, then there is 
MODERATE warning of a fault.  Next, the range of times that contain the symptom 
patterns (i.e. observations with consistent alarms) is included in the Symptom Ranges 
column.  The format for the Symptom Ranges is [a,b], where a is the time in hours of the 
start of the symptom pattern and b is the time in hours of the end of the symptom pattern.  
If the symptom patterns begin with the first observations, a = start.  If the symptoms 
persist to the end of the data set, b = end.  Next, the warning time in hours is presented in 
the Warning Time column.  Finally, the final anomaly detection determination is 
presented in the Anomaly? as 1 for yes and 0 for no.  For convenience a quick summary 
has been created for the fields of the summary table and is presented on the following 
page. 
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KEY FOR MONITORING RESULTS 
ID Format: CLASS-FILENUMBER-SUBCLASS 
Class Subclass 
BS Broken Screw - - 
MI Mud Invasion CR Compensation Reservoir 
NA No Information - - 
N None (No Identified Fault) - - 
PTO  Pressure Transducer Offset 
N Negative 
P Positive 
PS Pump Startup - - 
RPM RPM Out of Spec - - 
W  Washout - - 
ANOMALY/FAULT INTERPRETATION 
  Small or No Warning 
Anomaly? 
Anomaly Detection Determination 
  Moderate Warning 1 Results indicate occurrence  of an anomaly/fault 
  Strong Warning 0 Results do not sufficiently indicate the occurrence  of an anomaly/fault 
SYMPTOM RANGE 
The format for the Symptom Ranges is [a,b], where a is the time in hours of the start of the 
symptom pattern and b is the time in hours of the end of the symptom pattern.  If the symptoms 
begin with the first observation, a = start.  If the symptoms persist to the end of the data, b = 
end.  The quoted values are approximate and result from the visual inspection of the plots. 
WARNING TIME 
Amount of time elapsed in hours from the detection until the end of the file.  If the file is for a 
fault class that is not None or N/A, the warning time indicates the amount of time in hours from 
the inferred detection to the time of failure.  The quoted values are approximate and result from 
the visual inspection of the plots. 
DETECTION RATE 
Percentage of the files of a particular fault class, whose results indicate the occurrence of a fault 
(i.e. Fault? = 1) 
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B.3 SUMMARY OF THE RESULTS 
 Before discussing the results for each of the data files, a summary of the results is 
given in this section.  To begin, consider the table presented on the following page.  
Notice that we are able to detct faults in… 
 
- 100% of the Broken Screw (BS) files with a warning time of 41.4 hours, 
- 100% of the Mud Invasion (MI) files with a mean warning time of 6.7 hours, 
- 100% of the Pressure Transducer Offset (PTO) files with a mean warning time of 
10.1 hours, 
- 100% of the Washout (W) files with a warning time of 66.7 hours, 
- 80% of the Pump Startup (PS) files with a mean warning time of 39.5 hours, and 
- 50% of the RPM Out of Spec (RPM) files with a mean warning time of 39.6 
hours. 
 
The overall mean warning time for the fault classes listed above was calculated to be 24.3 
hours. 
 
Also, notice that we have detcted faults in… 
 
- 40% of the files without fault class information (NA) and  
- 17% of the files that were classified as not containing any faults. 
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 The detections in files with fault class of NA or None will be investigated further 
in the preprocessing discussion of the diagnosis that follows this appendix. 
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ID Unit #1 Unit #2 Unit #3 TOTAL Fault?
Symptom 
Range
Warning 
Time
Detection 
Rate
BS-1 27 27 0 54 1 [30.0,end] 41.4 100.00%
MI-1-CR 945 0 0 945 1 [50.0,end] 5.1
MI-2-CR 349 0 0 349 1 [51.0,end] 4.5
MI-3-CR 1,085 6 6 1,097 1 [37.5,end] 7.2
MI-4-CR 1 462 4 467 1 [90.0,end] 3.0
MI-5 1,838 50 25 1,913 1 [10.5,end] 13.6
NA-1 4 2 0 6 0 - -
NA-2 0 19 2 21 1 [20.5,27.5] 14.5
NA-3 0 0 0 0 0 - -
NA-4 0 0 0 0 0 - -
NA-6 0 0 33 33 1 [6.0,10.0] 13.3
N-1 0 0 0 0 0 - -
N-2 0 0 0 0 0 - -
N-3 1 0 4 5 0 - -
N-5 1 0 0 1 0 - -
N-6 2 5 4 11 0 - -
N-8 0 0 0 0 0 - -
N-10 13 222 74 309 1
[6.0,8.0] 
[9.0,11.0]
5.8
N-12 2 4 1 7 0 - -
N-13 0 10 0 10 0 - -
N-16 48 0 8 56 1 [start,7.0] 82.8
N-18 1 1 0 2 0 - -
N-19 0 3 4 7 0 - -
N-22 3 2 2 7 0 - -
N-23 0 0 1 1 0 - -
N-24 0 0 1 1 0 - -
N-25 0 2 0 2 0 - -
N-26 0 0 6 6 0 - -
N-27 2 0 0 2 0 - -
N-28 3 2 0 5 0 - -
N-29 4 1 0 5 0 - -
N-30 0 0 0 0 0 - -
N-31 0 0 0 0 0 - -
N-32 2 0 0 2 0 - -
N-34 2 11 49 62 1 [65.0,80.0] 16.3
N-36 34 21 37 92 1 [0.5,2.0] 2.4
N-37 15 5 3 23 1 [12.0,25.0] 28.2
N-39 0 0 0 0 0 - -
N-40 0 7 13 20 0 - -
N-41 2 7 13 22 0 - -
O-1 9 0 0 9 0 - - 0.00%
PS-1 199 4 13 216 1 [70.0,end] 0.9
PS-2 319 571 0 890 1
[2.0,7.0] 
[9.0,16.0] 
[19.5,end]
33.9
PS-3 1 789 13 803 1 [29.5,34.0] 83.6
PS-5 0 0 3 3 0 - -
PTO-1-N 2 387 0 389 1 [45.2,end] 2.4
PTO-2-N 33 46 5 84 1 [75.0,end] 4.8
PTO-4-P 1,010 6,532 6,534 14,076 1 [8.0,end] 27.5
PTO-5-P 76 428 54 558 1 [0.4,end] 0.2
PTO-6-P 13 1 3,454 3,468 1 [34.0,end] 15.5
RPM-2 0 0 0 0 0 - -
RPM-4 10,698 2 694 11,394 1 [5.0,end] 63.7
RPM-5 0 0 0 0 0 - -
RPM-6 13 1 3,454 3,468 1 [34.0,end] 15.5
W-3 658 782 1,020 2,460 1 [2.0,end] 66.7 100.00%
Final detection determination made after visual inspection.
100.00%
40.00%
17.24%
80.00%
100.00%
50.00%
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B.4 SELECTED FILES 
 
MI-1-CR 
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 There are clear faults in four signals of the first hydraulic unit.  Notice that the 
measured pressure (P and MP plots) decreases sharply toward zero.  Also, there is 
a similar drop in the current signal.  Finally, notice that these changes are 
accompanied by a sharp increase in the RPM.  Since the estimates track this 
increase, there are no alarms generated in the RPM signal. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [50, end] 
 Warning Time: 
o 5.1 
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NA-2 
 
 
382 
 
 
 There is a clear anomaly in the pressure error signal in the second hydraulic unit.  
Notice that in the other two units, when there is a sharp shift in the target pressure 
the measured pressure is able to reach the target value.  For the second unit, the 
measured pressure cannot quite reach the target pressure.  There is also an 
increase in the variance of the measured pressure signal. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [20.5, 27.5] 
 Warning Time: 
o 14.5 
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PS-2 
 
 There are clear anomalies in the measured pressure and current signals of the first 
hydraulic unit.  There are also clear anomalies in the pressure error and measured 
pressure signals of the second hydraulic unit.   
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 Notice that beginning around the 4th hour of operation, the measured pressure 
begins to sporadically jump to a value near 400 bar for the second hydraulic unit.  
This trend continues for the remainder of the data. 
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 Notice that around the 14th hour of operation, the measured pressure signal for the 
first hydraulic unit jumps sharply.  Notice that the estimates do not follow the 
perturbation, but remain relatively constant until the measured pressure returns to 
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a value near the estimate.  Again, notice that beginning around the 4th hour of 
operation, the measured pressure begins to sporadically jump to a value near 400 
bar for the second hydraulic unit.  This trend continues for the remainder of the 
data.  Also, it is interesting to note that between the 14th and 15th hour of operation 
that there is a short period where the second unit stops producing alarms, only to 
have alarms produced by the first unit. 
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 Notice that around the 14th hour of operation, the measured current for the first 
hydraulic unit jumps sharply.  Notice that the estimates do not follow the 
perturbation, but remain relatively constant until the measured pressure returns to 
a value near the estimate. 
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 Finally, if we examine the plots of the measured pressure signals plotted against 
the elapsed time instead of hours of operation, we can see that it appears that the 
system appears to have undergone repeated starting and subsequent failure over a 
period of ~178 hours or 7.4 days.  
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 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [2, 7] 
o [9, 16] 
o [19.5, end] 
 Warning Time: 
o 33.9 
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PTO-1-N 
 
 There are clear anomalies in the measured pressure, current, and RPM signals of 
the second hydraulic unit. 
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 Notice that around the 45th hour of operation that the measures pressure flat lines.  
The target pressure still varies, but the measured pressure does not follow.  This 
change is detected in the measured pressure signal around the 46th observation.  
The result of the measured pressure sticking at a single value is that the motor 
attempts to build pressure, which produces large current and RPM signals. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [45.2, end] 
 Warning Time: 
o 2.4 
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PTO-4-P 
 
 There are clear anomalies in the four signals of the first hydraulic unit.  There are 
also clear anomalies in the pressure error and measured pressure signals.  Notice 
that around the 8th hour of operation, the measured pressure in all of the hydraulic 
unit signals increases sharply and then flat lines.  Next, notice that the variance in 
the RPM increases. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
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o [8, end] 
 Warning Time: 
o 27.5
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RPM-4 
 
 There are clear anomalies in the four signals of the first hydraulic unit.  There are 
also clear anomalies in the measured pressure and current signals of the third 
hydraulic unit signal.   
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 First, consider the signals of the first hydraulic unit.  Initially, there is a significant 
difference between the measured and target pressure.  Next, notice that there is a 
decrease in the measured pressure signal beginning around the 5th hour of 
operation.  This chance is consistently detected by the pressure error signal and 
then initially detected by the measured pressure signal.  During this transient, 
there is a steady increase in the current and a sharp jump in the RPM. 
 
 Second, consider the signals in the third hydraulic unit.  Notice that that there is 
an increase in the variance of the measured pressure and current signals beginning 
around the 8th hour of operation and continues through the 30th hour of operation. 
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 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [5, end] 
 Warning Time: 
o 63.7 
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Appendix C.  
Results for the NFIS and SPRT Monitoring System 
 
 
 
 
 
 
 
 
 
 
396 
 
The cumulative results generated by the monitoring system that implements an NFIS 
and SPRT is presented for all of the data is presented in this section.  For the sake of 
uniformity, the following will be provided for each set of results: 
 
1) Overview plots of the signals, their respective estimates, and any alarms for all 
three hydraulic units. 
2) Result summary table that includes values such as the number of fault alarms, 
warning time, etc. that are used to assess the health of the underlying system and 
the performance of the present monitoring system. 
3) Commentary and supplementary plots that discuss features of the results.  This 
particular item will be generally reserved for cases where additional discussion is 
required to synthesize the results. 
 
C.1 MONITORING SYSTEM ARCHITECTURE 
 The results presented in this section were generated with a monitoring system that 
is composed of an NFIS predictor and SPRT detector.  The individual architecture 
settings used in each analysis module are presented below. 
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1) NFIS Predictor 
a. Overlap = 1 
b. Adapt to faulty inputs = TRUE 
c. Implication method = MEAN 
d. Number of Memory Vectors = 100 
2) SPRT Detector 
a. Alarm logic = 4 out of 5 
b. False alarm probability = 0.001 
c. Mean tolerance = 3 times the error STD 
d. Missed alarm probability = 0.001 
e. Variance multiplier = 3 
 
C.2 CONVENTIONS 
 Before examining the results, we need to examine the conventions used for the 
plots and sumary tables, starting with the plots. Let’s begin by considering the xample 
presented below.  In each of the plots, BLUE points are generally observations of the 
signal, GREEN lines are signal estimates, and RED X’s are alrms. Alarms ABOVE 
the signals are for reliable observations (all signals within their training range) and alarms 
BELOW the signals are un-reliable observations (at least one signal outside the training 
range).  This distinction is used to distinguish between alarms that result from excursions 
from the training range and genuine fault conditions.  The plots in the UPPER LEFT 
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corner are the results for the FIRST hydraulic unit, UPPER RIGHT corner are the 
results for the SECOND hydraulic unit, and BOTTOM CENTER are the results for the 
THIRD hydraulic unit.  For each of the hydraulic unit plot results, the top plot is of the 
measured pressure (MP) represented in BLUE and the target pressure (TP) represented in 
GREEN, the second plot down is of the observed and estimated MP, the third plot down 
is of the observed and estimated Current, and the fourth plot down is of the observed and 
estimated motor RPM.  
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 Let’s now take alok at he format for the results umary table.  In the table, the 
number of alarms in each hydraulic unit and the number of alarms in all of the hydraulic 
units is presented.  If the number of alarms is greater than 100, then there is STRONG 
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warning of a fault.  If the number of alarms is between 10 and 100, then there is 
MODERATE warning of a fault.  Next, the range of times that contain the symptom 
patterns (i.e. observations with consistent alarms) is included in the Symptom Ranges 
column.  The format for the Symptom Ranges is [a,b], where a is the time in hours of the 
start of the symptom pattern and b is the time in hours of the end of the symptom pattern.  
If the symptom patterns begin with the first observations, a = start.  If the symptoms 
persist to the end of the data set, b = end.  Next, the warning time in hours is presented in 
the Warning Time column.  Finally, the final anomaly detection determination is 
presented in the Anomaly? as 1 for yes and 0 for no.  For convenience a quick summary 
has been created for the fields of the summary table and is presented on the following 
page. 
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KEY FOR MONITORING RESULTS 
ID Format: CLASS-FILENUMBER-SUBCLASS 
Class Subclass 
BS Broken Screw - - 
MI Mud Invasion CR Compensation Reservoir 
NA No Information - - 
N None (No Identified Fault) - - 
PTO  Pressure Transducer Offset 
N Negative 
P Positive 
PS Pump Startup - - 
RPM RPM Out of Spec - - 
W  Washout - - 
ANOMALY/FAULT INTERPRETATION 
  Small or No Warning 
Anomaly? 
Anomaly Detection Determination 
  Moderate Warning 1 Results indicate occurrence  of an anomaly/fault 
  Strong Warning 0 Results do not sufficiently indicate the occurrence  of an anomaly/fault 
SYMPTOM RANGE 
The format for the Symptom Ranges is [a,b], where a is the time in hours of the start of the 
symptom pattern and b is the time in hours of the end of the symptom pattern.  If the symptoms 
begin with the first observation, a = start.  If the symptoms persist to the end of the data, b = 
end.  The quoted values are approximate and result from the visual inspection of the plots. 
WARNING TIME 
Amount of time elapsed in hours from the detection until the end of the file.  If the file is for a 
fault class that is not None or N/A, the warning time indicates the amount of time in hours from 
the inferred detection to the time of failure.  The quoted values are approximate and result from 
the visual inspection of the plots. 
DETECTION RATE 
Percentage of the files of a particular fault class, whose results indicate the occurrence of a fault 
(i.e. Fault? = 1) 
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C.3 SUMMARY OF THE RESULTS 
 Before discussing the results for each of the data files, a summary of the results is 
given in this section.  To begin, consider the table presented on the following page.  
Notice that we are able to detct faults in… 
 
- 100% of the Mud Invasion (MI) files with a mean warning time of 6.8 hours, 
- 100% of the Pressure Transducer Offset (PTO) files with a mean warning time of 
10.3 hours, 
- 100% of the Washout (W) files with a warning time of 66.7 hours, 
- 80% of the Pump Startup (PS) files with a mean warning time of 39.5 hours, and 
- 50% of the RPM Out of Spec (RPM) files with a mean warning time of 39.6 
hours. 
 
The overall mean warning time for the fault classes listed above was calculated to be 21.9 
hours. 
 
Also, notice that we have detected faults in… 
 
- 20% of the files without fault class information (NA) and  
- 7% of the files that were classified as not containing any faults. 
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 The detections in files with fault class of NA or None will be investigated further 
in the preprocessing discussion of the diagnosis that follows this appendix. 
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ID Unit #1 Unit #2 Unit #3 TOTAL Fault?
Symptom 
Range
Warning 
Time
Detection 
Rate
BS-1 1 2 0 3 0 - - 0.00%
MI-1-CR 509 0 0 509 1 [50.0,end] 5.1
MI-2-CR 230 0 1 231 1 [51.0,end] 4.5
MI-3-CR 400 0 0 400 1 [37.5,end] 7.2
MI-4-CR 1 201 0 202 1 [90.0,end] 3.0
MI-5 1,661 35 14 1,710 1 [10.0,end] 14.1
NA-1 3 4 0 7 0 - -
NA-2 0 22 4 26 1 [20.5,27.5] 14.5
NA-3 0 0 0 0 0 - -
NA-4 0 0 0 0 0 - -
NA-6 0 0 0 0 0 - -
N-1 0 0 0 0 0 - -
N-2 0 0 0 0 0 - -
N-3 0 0 0 0 0 - -
N-5 0 0 0 0 0 - -
N-6 0 3 0 3 0 - -
N-8 0 0 0 0 0 - -
N-10 0 6 6 12 0 - -
N-12 0 0 1 1 0 - -
N-13 0 2 0 2 0 - -
N-16 3 0 0 3 0 - -
N-18 1 0 0 1 0 - -
N-19 0 0 4 4 0 - -
N-22 3 0 2 5 0 - -
N-23 0 0 1 1 0 - -
N-24 0 0 1 1 0 - -
N-25 0 1 0 1 0 - -
N-26 0 0 0 0 0 - -
N-27 0 0 0 0 0 - -
N-28 0 0 0 0 0 - -
N-29 0 0 0 0 0 - -
N-30 0 0 0 0 0 - -
N-31 0 0 0 0 0 - -
N-32 2 0 0 2 0 - -
N-34 3 7 11 21 1 [73.0,80.0] 8.3
N-36 5 3 12 20 1 [0.5,2.0] 2.4
N-37 1 0 0 1 0 - -
N-39 0 0 0 0 0 - -
N-40 0 7 10 17 0 - -
N-41 2 7 11 20 0 - -
O-1 0 0 0 0 0 - - 0.00%
PS-1 157 6 11 174 1 [70.0,end] 0.9
PS-2 1 570 0 571 1
[2.0,7.0] 
[9.0,16.0] 
[19.5,end]
33.9
PS-3 0 331 6 337 1 [29.5,34.0] 83.6
PS-5 0 0 0 0 0 - -
PTO-1-N 0 120 0 120 1 [45.2,end] 2.4
PTO-2-N 15 85 6 106 1 [74.0,end] 5.8
PTO-4-P 525 6,532 6,528 13,585 1 [8.0,end] 27.5
PTO-5-P 49 406 110 565 1 [0.4,end] 0.2
PTO-6-P 0 0 2,788 2,788 1 [34.0,end] 15.5
RPM-2 0 0 0 0 0 - -
RPM-4 9,191 0 27 9,218 1 [5.0,end] 63.7
RPM-5 0 0 0 0 0 - -
RPM-6 0 0 2,788 2,788 1 [34.0,end] 15.5
W-3 198 342 279 819 1 [2.0,end] 66.7 100.00%
Final detection determination made after visual inspection.
100.00%
20.00%
6.90%
80.00%
100.00%
50.00%
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C.4 SELECTED FILES 
 
MI-1-CR 
 
405 
 
 
 There are clear faults in four signals of the first hydraulic unit.  Notice that the 
measured pressure (P and MP plots) decreases sharply toward zero.  Also, there is 
a similar drop in the current signal.  Finally, notice that these changes are 
accompanied by a sharp increase in the RPM.  Since the estimates of the 
measured pressure and current settle out to a value that is near the degraded value, 
we do not generate a significant number of alarms in these signals. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [50, end] 
 Warning Time: 
o 5.1 
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NA-2 
 
 
407 
 
 
 There is a clear anomaly in the pressure error and RPM signals of the second 
hydraulic unit.  Notice that in the other two units, when there is a sharp shift in the 
target pressures and the measured pressures are able to reach the target value.  For 
the second unit, the measured pressure cannot quite reach the target pressure.  At 
the same time, it looks like there is an abnormal RPM.  It looks like the motor is 
attempting to push the pressure toward the target, but is unsuccessful. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [20.5, 27.5] 
 Warning Time: 
o 14.5 
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PS-2 
 
 There are clear anomalies in the pressure error and measured pressure signals of 
the second hydraulic unit.   
409 
 
 
 Notice that beginning around the 4th hour of operation, the measured pressure 
begins to sporadically jump to a value near 400 bar for the second hydraulic unit.  
This trend continues for the remainder of the data. 
 
 Finally, if we examine the plots of the measured pressure signals plotted against 
the elapsed time instead of hours of operation, we can see that it appears that the 
system appears to have undergone repeated starting and subsequent failure over a 
period of ~178 hours or 7.4 days.   
410 
 
 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [2, 7] 
o [9, 16] 
o [19.5, end] 
 Warning Time: 
o 33.9 
411 
 
PTO-1-N 
 
 There are clear anomalies in the current and RPM signals of the second hydraulic 
unit. 
412 
 
 
 Notice that around the 45th hour of operation that the measures pressure flat lines.  
The target pressure still varies, but the measured pressure does not follow.  This 
change is not detected in the measured pressure signal since the estimates vary 
slightly about the observed value.  The result of the measured pressure sticking at 
a single value is that the motor attempts to build pressure, which produces large 
current and RPM signals. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [45.2, end] 
 Warning Time: 
o 2.4 
413 
 
PTO-4-P 
 
 There are clear anomalies in the pressure error and measured pressure signals of 
all three hydraulic units.  Notice that around the 8th hour of operation, the 
measured pressure in all of the hydraulic unit signals increases sharply and then 
flat lines.   
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [8, end] 
414 
 Warning Time: 
o 27.5
415 
 
RPM-4 
 
 There are clear anomalies in the pressure error, measured pressure, and RPM 
signals of the first hydraulic unit.  There are also clear anomalies in the current 
signals of the third hydraulic unit signal.   
 First, consider the signals of the first hydraulic unit.  Initially, there is a significant 
difference between the measured and target pressure.  Next, notice that there is a 
decrease in the measured pressure signal beginning around the 5th hour of 
operation.  This chance is consistently detected by the pressure error signal and by 
416 
the measured pressure signal.  During this transient, there is a steady increase in 
the current and a sharp jump in the RPM.  The change in current is not detected, 
since the estimates lie only slightly off their measured values. 
 Second, consider the signals in the third hydraulic unit.  Notice that that there is 
an increase in the variance of the current signals beginning around the 8th hour of 
operation and continues through the 30th hour of operation. 
 We HAVE detected an anomaly/fault. 
 Symptom Ranges:  
o [5, end] 
 Warning Time: 
o 63.7 
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