ABSTRACT Empirical wavelet transform (EWT) has been successfully utilized for decomposing multi-component signals into intrinsic mode functions. However, it suffers from the spectrum subdividing problem when signals contain non-stationary components which overlap in both the time and frequency domains. In this paper, a morphological filtering enhanced empirical wavelet transform (EEWT) methodology is presented for mode decomposition of non-stationary signals. Instead of dividing spectrum in terms of the local maxima-minima segmentation principle, the proposed scheme will smooth the spectrum spikes of a signal with morphological filtering so as to keep different intrinsic mode functions in the corresponding spectrum segments. The proposed method is compared to the classical EWT and the EEWT. The experimental results demonstrate that the proposed method is able to achieve better performance of spectrum segmentation and higher resistance to noise than the EWT and EEWT techniques for both synthetic and speech signals.
I. INTRODUCTION
In practical application, the performance of modern time-frequency analysis techniques, such as the spectrogram and the Wigner distribution, is often limited by their underlying assumptions of linearity and (at least short-time) stationarity on systems to be processed [1] . Actually, a large number of real systems become complicated due to unpredictable external disturbances, and thus the generated signals are non-stationary or even chaotic. The Hilbert-Huang Transform (HHT) [2] is presented for analyzing these signals. The key part of HHT is empirical mode decomposition (EMD), which behaves like an adaptive filter bank and decomposes the signal into a sequence of intrinsic mode functions (IMFs). Though the application of HHT is extensive [3] - [9] , two major problems need to be solved urgently. One is the lack of a firm mathematical foundation, and the other is the mode mixing or scale mixing [10] .
A number of approaches have been presented so far [11] - [15] , all showing their advantages, and one recently developed approach called empirical wavelet transform (EWT) [16] is proposed by Gilles. The core idea of EWT is that for signals with a compact support Fourier spectrum, modes decomposition is equivalent to segment the Fourier spectrum and to apply a set of bandpass filters corresponding to spectrum segments. Comparisons with EMD showed that EWT gives a more consistent decomposition while the EMD exhibits too many modes, which are sometimes really difficult to interpret. Although still in its developing state, EWT has already demonstrated its remarkable power in many applications [17] - [22] . However, when the EWT algorithm is utilized to decompose signals that include non-stationary components, one intrinsic mode is divided into two or more spectrum segments, which will result in incorrect or even totally meaningless decomposition. That is the problem we called spectrum subdividing. The details of the spectrum subdividing problem is briefly introduced in Section III.
Recently, several methodologies have been proposed to improve the accuracy and adaptivity of the spectrum segmentation [23] - [25] . Amezquita-Sanchez et al. focused their study on a development of MUSIC spectrum segment method to perform a MUSIC-EWT [23] . One disadvantage of this approach is that the model order is determined by prior information, such as the number of frequency components. Pan et al. presented a modified EWT based on data-driven adaptive spectrum segment method [24] . Scale-space representation method is used to extract partition information from complicated Fourier spectrum of a practical signal by inner production. They noted that the automatically choosing of scale parameters is still a problem. Kedadouche et al. demonstrated an operational modal analysis method to replace the spectrum segmentation method in classical EWT [25] . The spectrum segmentation scheme is designed by training good wheel-bearing data, the performance is greatly restricted for applications in which the frequency property of the signals are unknown. Hu et al. proposed an enhanced EWT (EEWT) based on order statistics filter (OSF), and criterions are presented to pick useful frequency peaks for noisy and non-stationary signal decomposing [26] . They pointed out that it needs a more effective wavelet framework to analyze some complex signals whose spectrum badly overlaps.
In an attempt to reduce the spectrum subdividing effect and construct an accurate spectrum segmentation, we propose here a morphological filtering enhanced EWT (MEEWT). In the following section, a brief description of EWT and EEWT techniques is introduced. Then, in Section III, we first describe in detail the cause of the spectrum subdividing and how it affects the mode decomposition results in practical signal processing, and the theory of morphological filtering and the MEEWT is demonstrated. Validations and comparisons are made with the classical EWT and the EEWT utilizing both the synthetic and speech signals in Section IV. A. Section IV. B shows a concise discussion for the parameter setting and the robustness performance of the proposed method. Finally, Section V draws conclusions.
II. RELATED WORK
This section briefly introduces the theoretical background of the related work.
A. EWT
The empirical wavelet transform is a newly proposed method to detect the different members called modes adaptively [16] . In the view of the Fourier domain, empirical wavelets mean to build a set of wavelets to process the signal which is equivalent to build a set of band-pass filters. Adaptability is reflected in detecting the filters supports according to the information located in the original signal inspired by the empirical mode decomposition. The modes are AM-FM components that have compact support Fourier spectrum. So detecting the different modes is similar to divide the Fourier spectrum and to apply to filter according to the support.
In the temporal domain, a wavelet dictionary {ψ ψ x (τ, s)} is defined as the dilated, with a parameter s > 0, and translated by τ ∈ R of a mother wavelet ψ as
Then the continuous wavelet transform of the signal x(t) is obtained by computing the inner products as
The empirical scaling function and the empirical wavelets are defined by (3) and (4), respectively, where
where
Concerning the choice of τ n , we choose τ n portional to ω n : τ n =γ ω n , where 0 < γ < 1. Parameter γ ensures that there is no overlap between two consecutive transition areas, where
As shown in Fig.1 , the empirical wavelet transform is equivalent to a low-pass filter and a set of band-pass filters. The Fourier boundaries {ω n } and the number of scales N are determined by segmentation of the Fourier spectrum. The main steps of the classical EWT are demonstrated in Fig. 2 (a) .
B. EEWT
Although the EWT method has proved its effectiveness to decompose complex signals into IMFs, it provides invalid modes in analyzing some non-stationary signals due to its improper segmentation in the frequency domain. To overcome the above problem, Hu et al. [26] developed the EEWT method by utilizing the envelope approach based on order statistics filter (OSF). It can be briefly described as follows 3) Compute the frequency peaks of the spectrum and pick out the useful ones according to the three criteria based on the spectrum shape; 4) Detect the boundaries and then segment the spectrum; 5) Construct the empirical wavelets and decompose the signal into different components. Different from the EWT method which segments the spectrum by the local maxima-minima segmentation principle, the EEWT utilizes three criteria based on the spectrum shape to extract the useful frequency peaks. Compared with the original spectrum line, the envelope can reduce the influence of noise and non-stationary components.
III. MOTIVATION AND CONTRIBUTION OF THE WORK A. THE SPECTRUM SUBDIVIDING PROBLEM
The classical EWT algorithm divides the spectrum by simply using the local maxima-minima segmentation principle [16] . In the frequency domain [0, π], all local maxima ω i and minima i are computed. Then spectrum segmentation boundaries ω i are defined as the lowest minima between two consecutive local maxima: The classical EWT performs well when processing single frequency signals. However, most signals in practical applications consist of multi-frequency or non-stationary components. Here we take a more complicated signal s(t) as an example, s(t) = cos(2π (60t + 6t 2 )) + 2.5 cos(2π (100t + 12t 2 )), t ∈ (0, 1). It is constructed by two typical chirp signal x 1 (t) (the center frequency f c = 66 Hz and its bandwidth B = 12 Hz) and x 2 (t) (f c = 112 Hz, B = 24 Hz).
The Fourier spectrum and the spectrum segmentation result of s(t) using classical EWT are shown in Fig. 3 (a) . The dashed vertical lines in (a) are segmentation boundaries. As we know, the Fourier spectrum of this typical chirp signal should belong to one intrinsic mode [27] . By examining all the local maxima and minima, the segmentation boundaries ω i are (0, 63), (63, 77), (77, 105), (105, 107) and (107, 150) Hz. As shown in Fig. 3 (a), x 1 (t) is separated into two IMFs. Meanwhile, x 2 (t) is separated into three IMFs. The continuous spectrum spikes of non-stationary signals, which should belong to one intrinsic mode, are separated into two or more spectrum segments, that is the spectrum subdividing problem.
To see the performance of other modified EWT methods, we use Hu's method [26] to analyze s(t). The EWT divided the x 1 (t) and x 2 (t) into two and three IMFs wrongly. The spectrum segmentation results of the EEWT is illustrated in Fig. 3 (c). The dashed vertical lines in (a) are segmentation boundaries. The envelope of the spectrum is extracted by using the OSF, and then the segmentation boundaries are detected as follows: (0, 31), (31, 77) , (77, 106) and (106, 150) Hz. x 1 (t), which corresponds to IMF 2 , is separated from the original signal successfully. However, for complex signals like x 2 (t) which has spectrum-overlap property, the EEWT method divided it into two IMFs. Thus, the spectrum subdividing problem remains with EEWT approach.
To further verify the spectrum subdividing problem in practical signal processing, the classical EWT and the EEWT are used to analyze a speech signal, Chinese monosyllable /wán/. Note that the speech database used here are from the Chinese Linguistic Data Consortium, a standard Chinese Mandarin speech database, which covers almost all Chinese words. It is well known that the speech signal is non-stationary, which has time-varying amplitude and frequency components [28] . The spectrum segmentation result of the speech signal and the spectrum are illustrated in Fig. 3 (b) . We can see that the fundamental frequency gradually rises from 100 Hz to 130 Hz, and it is separated into two intrinsic modes (IMF 2 and IMF 3 ). Without any exception, the spectrum subdividing problem also occurs at the harmonic components (200 Hz, 300 Hz, and 400 Hz). The spectrum segmentation result of the EEWT is demonstrated in Fig. 3 (d) . We can see that the fundamental frequency corresponds to IMF 2 and second harmonic signal of the fundamental frequency is separated into two intrinsic modes (IMF 3 and IMF 4 ) due to its complicated spectrum structure. The incorrect spectrum segmentation of the speech signal will result in totally meaningless decomposition for further processing, such as pitch detection and formant estimation. Due to the spectrum subdividing problem, the EWT and the EEWT method are not applicable to processing non-stationary signals.
B. THE MEEWT METHOD
It is more intuitive and yet more reasonable to keep one intrinsic mode in a single spectrum segment by removing the spectral details to make the spectrum simple, and we found that an algorithm called morphology filtering is competent for the task.
1) THE SPECTRAL ENVELOPE APPROACH USING MORPHOLOGICAL FILTERING
Morphological filtering is the nonlinear signal transformation that locally modifies geometric features of signals. The concept of morphological filtering, stemming from the basic operations of a set-theoretical method for image analysis, is called mathematical morphology, which was introduced by Maragos and Schafer [29] . It has been extensively used in image processing for noise floor estimation [30] . Dilation is a summative operation that expands any contour in the input image F based on the dimensions and shape of the structuring element g as
Erosion is a subtractive operation that shrinks any contour in F as the effect of intersection of all translation on F by g, which is formulated as
The one-dimensional signal is denoted as F(n), and the structural element is denoted as g(n). The erosion and dilation are two fundamental morphological operations, denoted by (F g)(n), (F ⊕ g)(n). The opening operation is equivalent to smoothing and eliminating isolated points, as well as filtering the peak noises of the signal, and the closing operation can be utilized to bridge the crack.
Opening:
Closing:
In this paper, the Fourier spectrum of the signal is viewed as a set in a Euclidean space, and the morphological filtering is a set operation that transforms the graph of the spectrum and provides a quantitative description of its geometrical structure. The anti-extensibility of opening operation and extensibility of closing operation may cause amplitude-shifting problem, thus we utilized the average of the combination of opening and closing to extract the spectral envelope:
2) MORPHOLOGICAL FILTERING ENHANCED EWT
The main steps of the proposed methodology are described as follows [ Fig. 2(c) ]: 1. Inputs: 1D N-point time series s(n); 2. Fourier transform to obtain the spectrums(ω),
|s(n)|e −iwn ; 3. Compute all local maxima ofs(ω) , the value of structural element is set as L, L = p × D, D is the smallest distance between two consecutive maxima; 4. Morphological filtering, obtain the simplifieds(ω) ; 5. Compute all local minima ofs(ω), the segmentation boundaries ω i are defined as the lowest minima ofs(ω); 6. Empirical wavelet decomposition; 7. Output: A series of modes M (j), j = 1, 2, ..., k .
IV. RESULTS AND DISCUSSION
In this section, the proposed method is validated through synthetic and experimental signals compared with the EWT and the EEWT. And then, a concise discussion in terms of the parameter setting and the robustness performance of the proposed method are illustrated.
A. RESULTS
1) SYNTHETIC SIGNALS
In the present study, three synthetic signals are employed to verify the effectiveness of the proposed method. The signal f sig1 consists of two distinct frequencies, i. e. a single frequency signal (60 Hz) and a chirp signal (f c = 172 Hz, B = 24 Hz). The main difficulty of analyzing this signal is separating the low-frequency component (LC) and the linear frequency modulated component. It is defined as:
The signal f sig2 consists of two distinct components, i. e. a low-frequency chirp signal (f c = 66 Hz, B = 12 Hz) and a high-frequency chirp signal (f c = 112 Hz, B = 24 Hz). This example is utilized to validate the effectiveness of the proposed method against chirp signals with different center frequencies and bandwidths. It is defined as:
The signal f sig3 consists of three dominant frequency components, the first term is a chirp signal (f c = 52.5 Hz, B = 5 Hz); the second term is the quadratic component of the above chirp signal (f c = 105 Hz, B = 10 Hz); and the third term is the third-harmonic of the above chirp signal (f c = 210 Hz, B = 20 Hz). The example is utilized to validate the effectiveness of the proposed method against signals with harmonic components. It is defined as:
x 2 (t) = 0.5cos(200π t + 10π t 2 );
The correlation (ρ) is used to validate the decompositions estimated by the three methods, and Table I summarizes Table I , it can be seen that the EWT results show high values of ρ in the IMF2 for the LC of signal 1 (ρ > 0.99). However, for signal 2, the HC are separated in IMF3 and IMF4 (ρ > 0.43). For the harmonics case, the fundamental component (FC) of signal 3 appears in IMF2 and the other harmonics were lost in the decomposition. These results are caused by the spectrum subdividing problem, which makes that the component are separated into several IMFs. On the other hand, the decomposition results of the EEWT are more accurate. For example, the LC of signal 1 and signal 2 can be found in IMF2 (ρ > 0.99). For the harmonics case, IMF2 and IMF4 contain the FC and the HC 1 of signal 3 (ρ > 0.97), respectively. However, the HC of signal 1 are separated in IMF3 and IMF4 (ρ > 0.53), and HC 2 of signal 3 are mainly located in IMF5. Finally, the results of the proposed method for the fundamental component present a high ρ value with IMF1 and IMF2 in signal 1 and signal 2; the harmonic components are located in IMF2, IMF3, and IMF4, respectively (ρ > 0.99).
Based on the aforementioned results, the following conclusions can be drawn: 1) spectrum subdividing in EWT affects drastically the correct decomposition of chirp signals; 2) EEWT and the proposed method can extract the fundamental component accurately; 3) EEWT generates false components for the high-frequency of the chirp signals; and 4) the proposed method is robust to the problem of spectrum subdividing. 
2) EXPERIMENTAL SIGNALS
In this section, the SCSC speech database and the TIMIT database are utilized to show the effectiveness of the algorithm. The SCSC speech database is provided by the Chinese Linguistic Data Consortium. The speech database was recorded by 15 male speakers from Beijing, and each person pronounced 1275 monosyllables which cover almost all Chinese words. The TIMIT database contains broadband recordings of 630 speakers of eight major dialects of American English, each reading ten phonetically rich sentences. The speech material was collected in a typical quiet environment at a sampling rate of 16 kHz, with 16-bit amplitude resolution.
a: CHINESE SPEECH SIGNALS
The spectrum segmentation of the Chinese monosyllable /wán/ with MEEWT is shown in Fig. 5, (a) shows the Fourier spectrum segmentation boundaries, and (b) to (d) are IMF2 to IMF4 of mode decomposition results. The small spikes around 100 Hz merge into one single peak, which means the fundamental frequency component remains in one intrinsic mode. Similarly, those representing the harmonics (around 200 Hz, 300 Hz, 400 Hz) merge into one large peak.
The spectrum segmentation results show the true intrinsic modes of the Chinese speech signal.
The four Chinese monosyllables are /wāi/, /yíng/, /wǔ/ and /yà/, meaning ''tilt'', ''win'', ''five'' and ''surprise'' in English respectively. The test signals represent the four types of speech tones, namely, Yin Ping, Yang Ping, rising tone and falling tone in Mandarin. From Fig. 6 (a) , we can see that spectrum structure of /wāi/ is relatively simple, its fundamental frequency is around 150 Hz. The enhanced EWT provides a proper spectrum segmentation result that the fundamental frequency remains in a single intrinsic mode. As can be seen in Fig. 6 (b) , the spectrum structure of /yíng/ is relatively complicated. Its fundamental frequency is around 100 Hz, and its harmonics are around 200 Hz and 300 Hz. The fundamental frequency and its harmonics are contained in IMF2, IMF3 and IMF4 respectively in the result of the enhanced EWT. The situation is similar for speech signals /wǔ/ and /yà/, as shown in Figure 6 (c) and (d).
b: ENGLISH SPEECH SIGNALS
The spectrum segmentation of the English word /Stockings/ with MEEWT is shown in Fig. 7, (a) shows the Fourier VOLUME 7, 2019 FIGURE 7. Fourier spectrum segmentation result using MEEWT of the English speech signal. spectrum segmentation boundaries, and (b) to (e) are IMF2 to IMF5 of mode decomposition results. The small spikes around 200 Hz merge into one single peak, which means the fundamental frequency component remains in one intrinsic mode. Similarly, those representing the harmonics (around 400 Hz, 600 Hz, 800 Hz) merge into one large peak. The spectrum segmentation results show the true intrinsic modes of the English speech signal.
c: NUMERICAL RESULTS OF SPEECH SIGNALS
Furthermore, we make a large number of tests on the proposed algorithm. The test signals consist of both Chinese monosyllables and the English words. Four types of Chinese tones, and for each type, four typical monosyllables are chosen, each of which is pronounced by 15 male speakers (a total of 240 monosyllables). Four types of English words, including 5 short vowels, 6 long vowels, 3 R-controlled vowels, and 5 Diphthongs. For each type, five typical words are chosen (a total of 95 words).We use the classical EWT method and EEWT method to do the speech signal spectrum segmentation. If the algorithm divides one intrinsic mode into two or more spectrum segments, and such a situation occurs in a mode where the spectral peak exceeds half of the maximum peak, we determine the segmentation is wrong. Table 2 illustrates the comparison results of the three methods for the two groups of speech signals. For rising tones and R-controlled vowels, the performance of the classical EWT and the EEWT rapidly deteriorate while the proposed method performs well. The error rates of the proposed method for both Chinese monosyllable and the English words are below 10%. The error occurs because of the nonstandard pronunciation of the monosyllables and words.
B. DISSCUSSION 1) THE CHOICE OF STRUCTURE ELEMENT SHAPE
An example is given to show the performance of morphological filtering with four different shapes of structure element. The difference is that the shape of the filtered spectrum is similar to the certain structure element. The most common shapes of the structure element are sine, round, triangle and flat. The structural element acts like a probe moving in the graph to look for the correlation between different parts of the graph. The shape of the filtered signal resembles the structure elements.
The test signal is constructed by two typical chirp signals x 1 (t) ((f c = 46 Hz, B = 12 Hz)) and x 2 (t) (f c = 92 Hz, B = 24 Hz). The bandwidth of x 2 (t) is the double of x 1 (t). It is defined as follows:
We can see from Fig. 8 that the spectral envelope of the test signal is detected accurately using morphological filtering with four different shapes of structure elements. The blue solid lines are the Fourier spectrum of the f (t) and the red dashed lines are the spectral envelope results. (a), (b), (c) and (d) are the filtered results with the structure element shape of sine, round, triangle and flat, respectively.
2) THE CHOICE OF STRUCTURE ELEMENT SIZE
The size of the structure element is another important parameter for the MEEWT method. The cross correlation coefficient [31] is utilized to measure the quality of x 1 (t) = cos((80π t + 12π t 2 ));
x 3 (t) = 0.6 cos(320π t);
x 4 (t) = 0.6 cos(360π t);
Cross correlation coefficients r i are calculated between the IMF i and x i (t) to measure the performance of the MEEWT, as follows:
where C(X , Y ) is the covariance between X and Y , and σ (X ) is the variance of X . By varying p ∈ [1, 2, 3, 4, 5, 6], we obtain the p − r curve plotted in Fig. 9 . Test results show that p = 4 gives the best decomposition.
3) PERFORMANCE OF NOISE ROBUSTNESS
The proposed method provides appropriate spectrum segmentation boundaries for mode decomposition, and another advantage is the enhanced tolerance with respect to noise disturbance. To make it more concrete, here we demonstrate the property via decomposing a Chinese monosyllable /jī/ (meaning ''base'' in English) with additive Gaussian white noise. The signal-to-noise (SNR) ratio is measured in terms of the average power in the noisy signals, ranging from 20 dB (high quality speech) to −3 dB (highly noisy speech). The spectrum segmentation results of the noise-tainted signal is illustrated in Fig. 10 . The average error rate of the MEEWT is lower than the original method by about 20% under various SNRs. Both of the EEWT and the MEEWT have a strong performance of anti-noise. And the error rate of the proposed algorithm is under 0.2 with the SNR below −3 dB. The simulation results showed that the MEEWT can be successfully applied in dealing with signals under noisy conditions.
V. CONCLUSION
In this paper, we have presented the MEEWT method for non-stationary signal decomposition. The MEEWT extracts the envelope of the signal's Fourier spectrum by morphological filtering, eliminating the effect of spectrum subdividing problem to provide true intrinsic mode functions. It is applied to both the synthetic and practical speech signals and proves to be an effective tool for non-stationary signal decomposition compared with the classical EWT and the EEWT method. Its robustness against noise interference ensures its applicability in speech signal decomposition. This method can be generalized to instantaneous pitch detection and formant estimation in speech signal processing for tonal languages. He is the Director of the Radar and High-speed Digital Signal Processing Laboratory, Nanjing University of Science and Technology. His current research interests include radar systems, radar signal theory, and digital signal processing. He was a ten-time recipient of the Ministerial and Provincial-Level Science and Technology Award. VOLUME 7, 2019 
