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In 1917, Hadamard [5, p. 331 pointed out that U(X) = sin nx, sinh n.r, is a 
solution of the Laplace equation for every n and that this proves that the Cauchy 
problem for the Laplace equation with data on x1 = 0 is not well posed in the 
Cm-topology. Now we know that a necessary and sufficient condition for the 
Cauchy problem to be well posed in [w” is that the operator is hyperbolic in the 
Petrovskij-Girding sense in the direction normal to the initial hpperplane. 
For a presentation of Girding’s version of the theory see [6, Sects. 5.4 and 5.51. 
Later Larsson [S] settled the question in the case of nonanalytic Gevrey classes. 
In both cases, we get conditions on all of the terms of the operator, not just 
on the principal part. 
In the case of real analytic functions Bony and Schapira [2, 41 proved that the 
noncharacteristic Cauchy problem is always solvable in the class of real analytic 
functions in Iw” if the operator has a principal part which is hyperbolic in the 
direction normal to the initial hyperplane. 
Now we look at Hadamard’s example in a somewhat different form. The 
function U(X) = (1 - xi f ix&l solves the Laplace equation outside m = (1, 0). 
It has the Cauchy data 
u(0, x2) = (1 + i&X,)-i, D,u(O, X2) = (1 -+ ix&a. 
They are both analytic for all xa . It follows that the Cauchy problem in R2 is 
not always solvable in the class of analytic functions. We generalize this version 
of Hadamard’s example to every operator having a principal part which is not 
hyperbolic in the direction normal to the initial hyperplane. This shows that 
the Bony-Schapira condition is also a necessary one, which is the main point 
of the paper. However, Bony and Schapira show that their condition is sufficient 
by using a complex version of the Cauchy-Kovalevskij theorem in an ingenious 
way. We also start working in @n and then specialize down to Rn. 
We use the common multi-index notation. We let x E R”. z E @?I. VV’e define 
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Dj = 2/2zj = 2-l(2/2xj - i2/2yri), 1 <j<n,z=x+iy,x,yEW. 
It will always be clear from the context what we mean by Dj . We let D = 
(Dl ,..., 0,). We say that the polynomial P(l) = C ao,p generates the operator 
P(D) = C u,D” in Q? or in R”. As usual, we denote the principal part of an 
operator P of order m by P, . This convention does not apply when we denote 
an operator by Q. 
We now state our theorems. 
THEOREM 1. Let m > 0 and 1, 0 < 1 < m be integers. Let P(D) be an 
operator on C2 with constant coeficients. If it is generated by the polynomial 
(l-1) 
then there exists a function u holomorphic in {z; z # (-co, 0]} and such that 
u(xl, 0) = z;l, P(D)u = 0, x1 # (-cq O]. 
If we look upon this theorem locally, then it is a special case of a local theorem 
for equations with holomorphic coefficients by Persson [12, Theorem 4.11. 
In order to get a global result we apply a complex version, Lemma 6, of a lemma 
on functions defined in R”; see [lo, Lemma 11. There is an error in [IO], but not 
in Lemma 1; see [ll]. Theorem 1 will be proved in Section 2. 
THEOREM 2. Let P(D) be a linear operator of order m > 1 with constant 
coeficients. Let N = (1, 0 ,..., 0) E II@ be such thatfor some 6 = (0, E2 ,..., t,) E W, 
P&N + E) = 0 
for some 7 with Im T # 0. Then there exists a junction u analytic in (x; x1 > 0} 
such that P(D)u = 0 in {x; x1 > O>, but such that u is not bounded near x = 0. 
This is the promised generalization of Hadamard’s example. We use Theorem 1 
in the complexification of (w” and specialize to [w” to get Theorem 2. This is 
done in Section 3. 
In order to state the next theorem we must give a definition. Let jE P(FP). 
Let d = (4 ,..., d,) E Iw”. If for each compact set K C Iw” and each number I, 
0 < 1 < 1, there exists a constant C > 0 such that 
I D’f (x>i < C(WY, XE K, all 5, 
then we say that je y(d). We notice that if jE y(d) and if 0 < dj < 1 then j can 
be extended to an entire function in P. 
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THEOREM 3. Let P(D) be an operator with constant coejicients generated b> 
The constants are restricted by 
Clam1 <; 1. 
(1.2) 
(1.3) 
Let d = (dI ,..., d,), 0 < dj < 1, be such that 
old < 6d if a, f 0. (1.4) 
If f and g are in y(d), then there always exists a unique solution u E y(d) of 
P(D)u =f, u -g = O(9). 
This theorem is a special case of [9, Theorem I]. We just look upon the y 
variables in [9, Theorem l] as dummies and notice that we do not use d, = 1, 
1 < j ,< n just 0 < dj < 1, 1 < J’ ,< n in the proof in [9] and, of course, the 
fact that y(d) is closed under derivation and the fact that we can reduce the 
problem to one with zero initial data. 
THEOREM 4. Let P(D) be a linear operator in @” of order m > 0 with constant 
coeficients. Let f be entire in 62” and let g be holomorphic in a neighborhood of 
(z; z, = 0). Let 1 > 0 be an integer, Then the Cauchy problem, 
P(D)u =f> u -g = O(z,l), (1.5) 
always has a unique entire solution zf and only if1 = m and iffor N = (1, O,..., 0) E 
R”, P,,(N) # 0. 
Let d = (I,..., l), %(N) # 0, 6 = (m, 0 ,... , 0). Then (1.4) in Theorem 3 is 
satisfied. After a proper dilatation in the x1 variable, (1.3) is also satisfied. We 
notice that y(d) is invariant under dilatations and that r(d) is the class of entire 
functions in ~2%. Then we can use Theorem 1 to prove that the noncharacteristic 
Cauchy problem is always solvable in the class of entire functions. The rest of 
the theorem can be shown by functional analysis; see [13]. But here we do it in 
our way by straightforward reasoning and application of Theorem 1 and 
Theorem 3. The proof will be given in Section 4. 
THEOREM 5. Let P(D) be a linear operator in RF of order m > 0 with constant 
coeficients. Let f be analytic in W and let g be analytic in a neighborhood of 
{x; x1 = 01. Then the Cauchy problem 
P(W f, u -- g =: 0(x,‘) (I.61 
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always has a unique analytic solution u in [we if and only if m = 1 and if for N = 
(1, o,..., 0) E Iw”P, is hyperbolic in the N direction, i.e., if P,(N) # 0 and 
P,(TN + [) = 0, 5 = (0, e2 ,..., E,) E Rn, implies that Im 7 = 0. 
In Section 5 we prove Theorem 5 by applying [4, Theorem 4.21 to the local 
solution of (1.5) when N is hyperbolic for P, and when E = m. The rest of the 
proof goes along the lines of Section 4. We just use Theorem 2 instead of 
Theorem 1. 
In the proof of Theorem 4 we could also have used results by Kiselman [7, 
Lemma 5.61 or Bengel [l] instead of Theorem 1. But we need Theorem 1 in 
the proof of Theorem 2. To keep this exposition short, we do not treat the 
question of hyperfunction solutions; see [3, 41. Neither do we enter into ques- 
tions on analytic continuation. We only remark that the connected sets of 
hyperbolic directions are always convex sets; see [6, Theorems 5.5.5 and 5.5.6, 
p. 1341. This seems to make the theory of cones of analytic continuation of 
analytic solutions simpler than the corresponding one for holomorphic solutions 
[12] or for uniqueness cones [ 141. 
2. PROOF OF THEOREM 1 
Let h(z) be a function holomorphic in .z when xi $ (-co, -11. We define 
D;lh(x) = jzl h(s, z,) ds, D,lh(.z) = j*’ h(zl, , s) ds, ZI 4 (-03, 11. 
0 0 
Here we integrate radially from 0 to z1 in the first case and from 0 to z, in the 
second case. 
Let E, 0 < E < 1. We define M(E, 6) as the open convex cone in Re z1 < 0 
with vertex at b(-1 + E) and bounded by the straight line through b(-1 + 6) 
and b( -2 + k) and that through b( -1 + c) and b( -2 - k). The following 
lemma is crucial. 
LEMMA 6. Let b > 0. Let h be a function holomorphic in C2 when .zl $ (- 00, -b]. 
We define a = e2, d = (m(m - 1/2)-l, 1), and /3 = (I, m - I) with 0 < 1 < m, 
1 and m integers. Let h = O(zs) and let l , 0 < E < 1. Let C >, 1. 
We define H(0, zz) = exp(C(I z1 / + / z2 /)a) and 
~(5, Z) = (C + &i)Ed-l exp((C + W(l x1 I + I xz IM 5 # 0. 
If, for some L > 0, we have 
; DE+Bh j < LH(.& z), / z 1 < 2-la-i, Q-1) 
409/j9/3-8 
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then we have 
1 De+ Ih / < Lff([, z), / z / & 2 -la-l, z1 $M(E, b), / a / === m, al < 1, all E (2.2) 
and 
/ Df+Eh 1 .( C-1’2LH(t, z), / x / 5; 2-k’, .zl # M(c, b), / N ) < m, all E. (2.3) 
The proof of this lemma is the same as the proof of [lo, Lemma 11. We just 
use our definition of D-l. We do not repeat the proof. 
We prove Theorem 5 by successive approximations. Let gl(z) = (zi ~:- 1)-i, 
and f(x) = P(D)g(z). Let p and d be defined as in Lemma 6. We define a 
sequence of functions by 
and 
DW = f, ul =z o(zy, 216 (-a, -I] (24 
D&P’-1 = c a, Da@, Q-1 1 z O($), z1 $(-a, -11,~ = 1, 2 ,.... (2.5) 
We prove that ZI = C UP converges to a holomorphic solution of P(D)n = f 
and that u = g - u is a function fulfilling P(D)u = 0, u(zl , 0) = (x1 I 1)-l, 
3 #(-% -11. 
We choose an arbitrary R > 1 and an arbitrary E, 0 < E < 1. We prove that 
C DW for each [ converges uniformly on {z; 1 z / < R, zi $ M(E, 1)). In order 
to prove this convergence, we at first make a coordinate transformation letting 
21’ =tx,, z2’=z2. 
Then, in the new coordinates and after deleting the primes, P has the form 
We choose t > 1 big, multiply by t-l, and get a new operator of the form (1.1) 
with 
,tiFwl I a, I < l/4, I 01 I = Ifl, 01 f P. (2.6) 
Then we let zl’ = szi , .~a’ = sza . After multiplication by s-” and deleting the 
primes, we get a new operator of the form (1.1) still satisfying (2.6). Now we 
choose s so small that 
tsR ,( 2-lec2 = 2-la-l. (2.7) 
Let b = ts. The transform of M(c, I) is M(E, 6). In these new coordinates we have 
DBul = pss-wy, ul = O(Zfl), 3 6 (-a, --bl (2.4) 
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and 
D%p+l = 1 a, DW, up *1 = 0(2q, 21 6 (- 00, -b], p = 1, 2 )... (2.5)’ 
But f is independent of z, and holomorphic for z with zi $ M(E, b). Then there 
must be an r, 0 < Y < 1 and a C, > 0 such that 
So there must be an L > 0 such that 
Here d = (m(m - $)-I, 1). It follows from (2.4)’ and (2.8) that for any C > 1 
with H(t, a) from Lemma 6 
) D’%” j < L~-~+W(&Z), j z 1 < 2-1e-2, xl # n/r@, 4, all 5 (2.9) 
is true for p = 1. We now choose C > 1 so big that 
Let (2.9) be true for a certain p. We use (2.5)‘. It shows that 
A = 1 D~+@u”+~\ < c I a, I I DP+W I. 
We use (2.5)‘, (2.9), and Lemma 6. We get 
Then (2.6) and (2.10) say that 
(2.10) 
So (2.9) is true for p replaced by p + 1. Thus it is true for all p: 
It follows from (2.8) and Lemma 6 that 2 D&n converges uniformly on 
I z / ,( 2-‘a-1, ai $ M(E, b) for each 6. In the original coordinates this is true 
for 1 a ; < R and zi q! M(E, I); see (2.7). So v = C UP is holomorphic in z, 
xi $ (-CO, -I], since R and E are arbitrary. We have P(D)v = f. Let u = 
g - v.Thenuis holomorphic, P(D)u = O,u(z,,O) =(x1 + l)-l,zl$(-~, -I]. 
An obvious translation completes the proof of Theorem 1. 
3. PROOF OF 'J'Hl<OKlW 2 
There are two cases. If [ = 0, then P,,(N) :-- 0. Let 11’ :~ (D, ,..., D,,). Then 
we have 
P,,(D) == f: Qj(D’) D1’, (3.1) 
i-0 
for some 1, 0 < 2 < m, with@ # 0, Q1 polynomial in lR’l-l. Let X’ == (q ,..., x,,). 
We can choose x’ coordinates such that L' = (1, O,..., 0) E P-r and Ql(L') -;L 0. 
Let /3 = (I, m - 1, O,..., 0) E R”. Thus, we may assume that in this case, with 
/3 = (I, m - 1, O,..., 0), 
(3.2) 
If 6 == (0, 5’) # 0, then we rotate the X’ coordinates such that 5 == 
(1, O,..., 0) E IIF1. We define the operator P(D) as p(D) minus the terms 
containing other derivations than D, and D, . We choose new variables in C” by 
z 1’ = 7.x1 -1.. .z2 ) Zj’ = zi , j = 2,..., n. (3.3) 
In the new coordinates P in C” is given by (1. I). Also in the first case P is given 
by (1.1) when we work in the complexification of R”. 
Now we choose J(.z’) from Theorem 1 such that P(D) u(d) = 0, U(Z') = z;~~ ', 
22' == 0, ~(2’) holomorphic when zi’ 4 (-co, 01. We go back to the original 
coordinates. Then we have for E # 0 
P(D) ii =- 0, 721 +%~(-~,ol, Q1 7 0) 
In iw”” we have that 
P(D)u = 0, 7x1 + x2 # (-co, 01, +“I , 0) 
But Im r # 0, so we have 
P(D)zl = 0, zqxl ) 0) = 7-b:;' 
Let U(X) = @(x1 ;x,). Theorem 2 is proved. 
4. PROOF OF THEOREM 4 
Let (I .5) be a noncharacteristic problem. Let I = m. Then it is well known 
that u exists and is unique. We may use Theorem 3 to prove this. Let xi’ == ts, , 
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xi ‘- - xj , t > 1, 6 = (m, 0 ,..., 0), d = (l,..., 1). After multiplication by tern 
and deleting the primes, we have an operator satisfying (1.3) and (1.4). As was 
mentioned before, y(d) is the restriction to IFP of the set of all the entire functions 
in P. If 1 < m, then the solution always exists but need not be unique. If 
1 > m then we let f = 0 and g = zrm. Then u cannot exist. 
We then assume that (1.5) is characteristic and that P(D) is generated by 
P(S) = i Qdr;‘) 52, Qs f 0, 5’ = (52 ,‘*‘, L), (4. 
j=O 
‘1) 
where 0 < s < m. If Qs is a constant, then s > 0 and there are three cases. 
At first let 2 < sand letg = xi-‘. Then u = 0 is one solution. Let S = (s, 0 ,..., 0), 
d = (1, d, ,..., d,), 0 < dj < 1. If dj (2 < j < n) are all small, then (1.4) is 
fulfilled. So we try to apply Theorem 3 in order to prove nonuniqueness. The 
usual dilatation in the zr variable makes (1.3) true. We have g E y(d) and we get 
an entire solution u # 0 satisfying (1.5). If E = s, then the formal solution is 
uniquely defined. We choose coordinates x’ = (zs ,..., zm) such that P minus 
the terms. containing derivations other than D, and D, has the form (1 .I). 
Notice that the 1 in (1 .l) is smaller than s. We let g(x) = u(zr + 1, .zs) with u 
from Theorem 1. Then P(D)g = 0 and g is holomorphic in a neighborhood 
of x, = 0, but g is not entire. So (1.5) is not always solvable. If I > s, g == xrs 
and f = 0, then the formal solution does not exist. 
The case left is (4.1) with Qs not a constant. If E > s, then we choose g = 
O(zrs) such that Qs(D’) D,“g(z) # 0, z1 = 0, This is always possible. This 
shows that (1.5) is not solvable in this case. We can always rotate the 2’ coor- 
dinates such that after the rotation P has the form 
iyl=s lRl=3 
C%*<” C.I<S 
A dilatation at first in the x2 variable and then in the x1 variable makes (1.3) true. 
Let 8 = (s, r, 0 ,..., 0). Choose d = (1, d, ,..., d,), 0 < di < 1, 1 <j < n such 
that (1.4) is also true. Let f = 0 and g = zrs. Theorem 3 gives us u - g = 
0(,9) = o(z2’z1~). so u(z) = zls, za = 0. Therefore, u # 0, u = O(zr8). 
We also have u = 0, u = 0(x,“). So u is not uniquely determined when 
0 < 1 < s < m. Theorem 4 is proved. 
5. PROOF OF THEOREM 5 
The proof of Theorem 5 goes along the lines of Section 4. Let (1.6) be always 
uniquely solvable. Then the argument in Section 4 shows that (1.6) must be 
noncharacteristic and that I = m. Then the formal solution is always unique. 
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If A7 is not hyperbolic chooseg(x) = u(xl 1, x2 ,..., x,,) with u from Theorem 2. 
Letf =~ 0. So (I A) is not solvable in this case. Now we notice that (1.6) is locall!- 
solvable around x1 = 0 and that N is a hyperbolic direction of P,,, . Theorem 4.2 
in [4] shows that this is also a sufficient condition. Theorem 5 is proved. 
Note added z’?z proof. The fundamental idea in the proof of 12, ‘Theorem 4.1 has also 
been used by the author in Matematiche 30 (1975), 339-362 on the non-characteristic 
Cauchy problem in @” with singular data. Independently the same idea has been used on 
the same problem by Y. Hamada, J. Leray and C. Wagschal in a more complicated form 
in ./. .lJ~rth. Pwes Appl. 55 (1976), 297-352. 
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