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ALGEBRAIC AND LOGISTIC INVESTIGATIONS ON FREE
LATTICES
PAUL LORENZEN
It is well known that lattice theory was founded by Dedekind by means of his
ideal-theoretic investigations. It has turned out lately that the essential property of
Dedekind’s system of ideals lies in the fact that ideals form a semilattice (§1). Ideal
theory leads in this way to the question about all semilattices over an arbitrary
preordered set M . The simple answer is contained in §2. The question about all
distributive lattices over M may be answered just as simply. In both cases, among
the semilattices vs. distributive lattices over M , one is distinguished by the fact
that all others are homomorphic to it. We call this distinguished semilattice vs.
distributive lattice the free semilattice vs. free distributive lattice over M .
One comes to new questions at investigating more special semilattices over M .
It is known e.g. that M can always be extended into a complete boolean lattice.
Is there, among these extensions, always the free complete boolean lattice over M ,
which is distinguished by the fact that all others are homomorphic to it?
In §3, first the existence of the free orthocomplemented semilattice over M is
proved. The method used here may also be followed to lead the proof of existence
for the free countably complete boolean lattice over M .
The significance of the proofs of existence is not exhausted in pure lattice theory,
but finds an important application in logistics. It is well known that the formalisa-
tion of logic has been—beside ideal theory—a further impulse for the development
of lattice theory. Nevertheless, logistics were only able to exploit a modicum of
lattice-theoretic results.
In §4 we however show on a simple calculus of propositions how the question
of consistency and the decision problem is answered immediately by the proof of
existence for free orthocomplemented semilattices.
In part II (§§5–8), the consistency of ramified type logic including the axiom of
infinity is being proved by the method of the proof of existence for the free countably
complete boolean lattice. Knowledge of part I (§§1–4) is however not assumed.
By the fact that the basic thought of lattice theory is being used only implicitly,
the proof of consistency appears somehow as the continuation of the original ap-
proach by which Gentzen proved the consistency of arithmetic without complete
induction in his Ph.D. thesis. Consistency results in fact as an immediate con-
clusion therefrom, that each theorem of the calculus may be deduced “without
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[Translator’s note: in order to enhance the readability of the text for a public of lattice theorists
as well as of logicians, we have replaced the signs <, —, ⊂, and ≺ with the signs 6, ⊢, ⊆, and 4,
respectively; thirty misprints have been tacitly corrected. The original signs and misprints may
be restored in the LATEX code.]
detour”. The proof described here goes however beyond Gentzen’s proof, as the cal-
culus whose consistency is proved contains arithmetic including complete induction
as part. This calculus is equivalent to the one used by Russell and Whitehead in
the Principia mathematica if the axiom of reducibility is removed there. As this
axiom is not comprised, our calculus does not contain classical analysis, although
the analytic modes of inference may still be represented in this calculus—with the
restrictions required by ramified type theory.
The extension of Gentzen’s approach to a so much richer calculus succeeds
without addition of new means. Only the concept of deducibility without detour is
extended by allowing certain induction rules in which a conclusion is inferred from
infinitely many premisses.
The progress with regard to the work of Fitch1 lies in the constructive character
of all inferences used. Only hereby does our proof fulfil the demands that have been
addressed since Hilbert to a proof of consistency.
In §5 the calculus whose consistency is to be proved is presented. It will be
called shortly the deductive calculus. It will be confronted in §6 to an inductive
calculus that may be thought of as a specification of the concept of deducibility
without detour. The inductive calculus is consistent in a trivial way, so that for the
consistency of the deductive calculus one has to show that the inductive calculus
is stronger than the deductive. This proof uses only induction on formulas vs.
theorems as auxiliary means, i.e. the fact that the concept of formula vs. theorem is
defined constructively. In contrast, the so-called transfinite induction is not used.
By a little modification of the proof, it is established over and above in §8 that
the axiom of reducibility is independent from the remaining axioms of the deductive
calculus. In fact, the deductive calculus remains consistent if countability of all sets
is requested in addition. Cantor’s diagonal procedure yields then in the extended
calculus the refutability of the axiom of reducibility.
1. Basic concepts. We gather first the basic concepts of the theory of semilattices.
Let M be a set and 6 a binary relation in M . Let a, b, · · · be the elements of M .
(A) M is called “preordered” (w.r.t. 6) if holds:
1. a 6 a.
2. a 6 b, b 6 c → a 6 c.2
Instead of b 6 a we also write a > b. If a 6 b and a > b hold, then we write a ≡ b.3
≡ is an equivalence relation.
(B) M is called a “semilattice” (w.r.t. 6) if M is preordered (w.r.t. 6) and if for
each a, b there is a c with:
3.1 c 6 a.
1F. B. Fitch, The consistency of the ramified Principia, J. Symbolic Logic, vol. 3 (1938),
pp. 140–149, and The hypothesis that infinite classes are similar, ibid., vol. 4 (1939), pp. 159–162.
2I.e. a 6 b and b 6 c implies a 6 c.
3We do not assume a ≡ b → a = b. The concepts under (E) and (F) must hereby be defined
somewhat differently than usual.
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3.2 c 6 b.
3.3 x 6 a, x 6 b → x 6 c.
c is uniquely determined (w.r.t. ≡). We write c ≡ a ∧ b.
(C) M is called a “lattice” (w.r.t. 6) if M is a semilattice (w.r.t. 6) and simul-
taneously a semilattice (w.r.t. >). If c fulfils the conditions 3.1–3.3 with > instead
of 6, then we write c ≡ a ∨ b.
(D) M is called a “distributive lattice” (w.r.t. 6) if M is a lattice (w.r.t. 6) and
if holds
4. a ∧ c 6 b, a 6 b ∨ c → a 6 b.
(E) If M vs. M ′ is a preordered set (w.r.t. 6) vs. (w.r.t. 6′), then M ′ is called
a “part” of M if M ′ is a subset of M and if for each a′, b′ ∈ M ′ holds a′ 6′ b′ ⇄
a′ 6 b′.4 If M is a semilattice vs. lattice, then M is called a semilattice vs. lattice
“over M ′” if M ′ is a part of M .
If M is a semilattice vs. lattice overM ′, then M is called a “minimal” semilattice
vs. lattice over M ′ if M does not contain a proper subset M0 for which holds:
(1) M ′ ⊆M0.
(2) a0, b0 ∈M0, c ≡ a0 ∧ b0 → c ∈M0.
(3) a0, b0 ∈M0, c ≡ a0 ∨ b0 → c ∈M0.
(F) If M and M ′ are preordered sets (w.r.t. 6), then a relation ρ between
M and M ′ is called a “homomorphism” from M into M ′ if holds:
[1] To each a ∈M there is an a′ ∈M ′ with a ρ a′.
[2] a ρ a′1, a
′
1 ≡ a
′
2 → a ρ a
′
2.
[3] a ρ a′, b ρ b′, a 6 b → a′ 6 b′.
If M and M ′ are semilattices vs. lattices, then a “homomorphism” from M into M ′
is called a “semilattice homomorphism” vs. “lattice homomorphism” if holds:
[3.1] a ρ a′, b ρ b′ → a ∧ b ρ a′ ∧ b′.
[3.2] a ρ a′, b ρ b′ → a ∨ b ρ a′ ∨ b′.
(a ∧ b ρ a′ ∧ b′ means c ≡ a ∧ b, c′ ≡ a′ ∧ b′ → c ρ c′.)
An homomorphism ρ fromM intoM ′ is called an “isomorphism” fromM intoM ′
if holds:
[4] a ρ a′, b ρ b′, a′ 6 b′ → a 6 b.
An homomorphism vs. isomorphism fromM intoM ′ is called an homomorphism
vs. isomorphism from M “onto M ′” if holds:
[5] To each a′ ∈M ′ there is an a ∈M with a ρ a′.
M ′ is called “homomorphic” vs. “isomorphic” to M if there is an homomorphism
vs. isomorphism from M onto M ′. If M ′ is homomorphic vs. isomorphic to M ,
and if M0 is a part of M and M
′, then M ′ is called homomorphic vs. isomorphic
to M “over M0” if there is an homomorphism from M onto M
′ such that for each
a0 ∈M0 holds a0 ρ a0.
4I.e. a′ 6′ b′ equivalent a′ 6 b′.
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2. Free semilattices and distributive lattices. Let M be a preordered set. The
minimal semilattices over M may be characterised by relations in M with a finite
number of places, as show the following theorems.
Theorem 1. If H is a semilattice over M , then for the relation in M defined by
a1, · · · , an ⊢ b⇄ a1 ∧ · · · ∧ an 6 b
holds:
1. a ⊢ a.
2. a1, · · · , an ⊢ b→ a1, · · · , an, c ⊢ b.
3. a1, · · · , an ⊢ b→ a1, · · · , ai+1, ai, · · · , an ⊢ b.
4. a1, · · · , an ⊢ c ; a1, · · · , an, c ⊢ b→ a1, · · · , an ⊢ b.
Theorem 2. If M is preordered, then the relation defined by
a1, · · · , an ⊢ b⇄ (there is an ai with ai 6 b)
fulfils the conditions 1.–4. of theorem 1.
Theorem 3. To each relation a1, · · · , an ⊢ b in M ,
5 that fulfils the conditions 1.–
4. of theorem 1, there is an (up to isomorphy over M) uniquely determined minimal
semilattice over M for which holds
a1, · · · , an ⊢ b⇄ a1 ∧ · · · ∧ an 6 b.
We call the semilattice associated to the relation of theorem 2 according to the-
orem 3 the “free” semilattice over M .
Theorem 4. If H is the free semilattice over M , then each minimal semilattice
over M is homomorphic6 to H over M .
The proofs of these theorems are so simple that we omit them.
For the proof of theorem 3, one forms the set H of all finite sequences a1∧ · · ·∧an
out of elements of M and defines in H a preorder 6 by
a1 ∧ · · · ∧ an 6 b1 ∧ · · · ∧ bm ⇄ (for each bi, a1, · · · , an ⊢ bi).
H is the sought-after semilattice.
Minimal distributive lattices over M may be characterised just as simply as se-
milattices.
Theorem 5. If V is a distributive lattice over M , then for the relation in M
defined by
a1, · · · , am ⊢ b1, · · · , bn ⇄ a1 ∧ · · · ∧ am 6 b1 ∨ · · · ∨ bn
holds:
1. a ⊢ a.
2. a1, · · · , am ⊢ b1, · · · , bn → a1, · · · , am, c ⊢ b1, · · · , bn.
5M is preordered by the relation a ⊢ b.
6I.e. there is a semilattice homomorphism.
4
a1, · · · , am ⊢ b1, · · · , bn → a1, · · · , am ⊢ c, b1, · · · , bn.
3. a1, · · · , am ⊢ b1, · · · , bn → a1, · · · , ai+1, ai, · · · , am ⊢ b1, · · · , bn.
a1, · · · , am ⊢ b1, · · · , bn → a1, · · · , am ⊢ b1, · · · , bi+1, bi, · · · , bn.
4. a1, · · · , am, c ⊢ b1, · · · , bn ; a1, · · · , am ⊢ c, b1, · · · , bn
→ a1, · · · , am ⊢ b1, · · · , bn.
Theorem 6. If M is preordered, then the relation defined by
a1, · · · , am ⊢ b1, · · · , bn ⇄ (there is an ai and a bj with ai 6 bj)
fulfils the conditions 1.–4. of theorem 5.
Theorem 7. To each relation a1, · · · , am ⊢ b1, · · · , bn in M ,
5 that fulfils the condi-
tions 1.–4. of theorem 5, there is an (up to isomorphy over M) uniquely determined
minimal distributive lattice over M for which holds
a1, · · · , am ⊢ b1, · · · , bn ⇄ a1 ∧ · · · ∧ am 6 b1 ∨ · · · ∨ bn.
We call the distributive lattice associated to the relation of theorem 6 according
to theorem 7 the “free” distributive lattice over M .
Theorem 8. If V is the free distributive lattice over M , then each minimal
distributive lattice over M is homomorphic7 to V over M .
We may again omit the proofs.
For the proof of theorem 7, one forms first—as at proving theorem 3—the setH of
finite sequences a1∧ · · ·∧an out of elements ofM . If α = a1∧ · · ·∧am and βi = bi1∧
· · ·∧bini are elements ofH , then one sets α ⊢ β1, · · · , βn if a1, · · · , am ⊢ b1j1 , · · · , bnjn
holds for each j1, · · · , jn. This relation fulfils conditions that correspond to 1.–4. of
theorem 1. One forms then—correspondingly as at proving theorem 3—the set V
of finite sequences α1 ∨ · · ·∨αn out of elements of H and defines a preorder 6 in H
by
α1 ∨ · · · ∨ αm 6 β1 ∨ · · · ∨ βn ⇄ (for each αi, αi ⊢ β1, · · · , βn).
V is the sought-after lattice.
3. Free orthocomplemented semilattices. After the general semilattices and the
distributive lattices we investigate now more special semilattices.
A preordered set (w.r.t. 6) is called “bounded” if there are elements 0 and 1 inM
with 0 6 a 6 1 for each a ∈ M . 0 vs. 1 is called “zero element” vs. “unit element”
of M .
A bounded semilattice is called “orthocomplemented” if to each c there is a d
with
a ∧ c 6 0⇄ a 6 d (for all a).
We write d ≡ c¯.
7I.e. there is a lattice homomorphism.
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If H is an orthocomplemented semilattice over M , then H is called a “minimal”
orthocomplemented semilattice overM if H contains no proper subset H ′ for which
holds:
i. M ⊆ H ′
ii. a′ ∈ H ′, b′ ∈ H ′, c ≡ a′ ∧ b′ → c ∈ H ′.
iii. c′ ∈ H ′, d ≡ c′ → d ∈ H ′.
If H and H ′ are orthocomplemented semilattices, then a semilattice homomorph-
ism ρ from H into H ′ is called an “orthocomplemented” semilattice homomorphism
if holds
a ρ a′ → a¯ ρ a′.
Correspondingly to theorem 4 and theorem 8 we define now: an orthocomplemen-
ted semilattice over M is called a “free” orthocomplemented semilattice over M if
each minimal orthocomplemented semilattice over M is homomorphic8 to H . The
free orthocomplemented semilattice overM is uniquely determined up to isomorphy
over M .
We prove below the existence of the free orthocomplemented semilattice over an
arbitrary preordered set by construction. We prove more precisely:
Theorem 9. If M is a bounded preordered set, and a1, · · · , an ⊢ b a relation that
fulfils the conditions
1. a ⊢ b⇄ a 6 b
and 2.–4. of theorem 1, then there is an orthocomplemented semilattice H over M
for which holds that for arbitrary elements a1, · · · , an, b out of M ,
a1, · · · , an ⊢ b⇄ a1 ∧ · · · ∧ an 6 b,
and to which each minimal orthocomplemented semilattice that fulfils these condi-
tions is homomorphic8 over M .
Let H0 be the set M . Let H
′
i be set of two-term sequences (a∧ b) out of elements
a, b of Hi, and let Hi+1 = Hi ∪ Hi ∪ H
′
i. Let H be the union of the sets Hi
(i = 0, 1, · · · ).
The elements ofH we call shortly “formulas,” the elements ofM “prime formulas”.
Then the following “formula induction” holds: if a claim holds
1. for each prime formula,
2. for a ∧ b, a¯ if for a, b,
then it holds for each formula.
In H we define constructively a relation 6 by:
(1) For prime formulas a1, · · · , an, b, a1 ∧ · · · ∧ an 6 b if a1, · · · , an ⊢ b.
(2) Structure rules. If a1∧· · ·∧an 6 b holds, then a valid relation arises again by the
following structure changes to the left formula: association, i.e. the grouping by
8I.e. there is an orthocomplemented semilattice homomorphism.
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brackets may be changed;9 transposition, i.e. the sequential arrangement may
be changed.
(3.1) a 6 b→ a ∧ c 6 b.
(3.2) c 6 a, c 6 b→ c 6 a ∧ b.
(3.3) a ∧ b 6 0→ a 6 b¯.
(3.4) a 6 b→ a ∧ b¯ 6 c.
In order to achieve that the unit element 1 of M also becomes the unit element
of H , we moreover set that these rules are also to hold if a formula 1∧x is replaced
by x. Thus the rules (3.1), (3.3), and (3.4) include:
1 6 b→ c 6 b.
b 6 0→ 1 6 b¯.
1 6 b→ b¯ 6 c.
If a 6 b holds, then we call the formula pair a, b a “theorem.” The theorems
a1 ∧ · · · ∧ an 6 b out of prime elements a1, · · · , an, and b we call “prime theorems.”
In the rules (3) (and correspondingly in (2)) we call the formula pairs to the left
of → the “premisses”, and the formula pair to the right of→ the “conclusion.” The
following “theorem induction” holds: if a claim holds
1. for each prime theorem,
2. for the conclusion of each rule whose premisses are theorems if for these premis-
ses,
then it holds for each theorem.
We now show that H is an orthocomplemented semilattice. For this we have to
prove
(4.1) c 6 c.
(4.2) 0 6 c 6 1.
(4.3) a 6 c, c 6 b→ a 6 b.
(5.1) a 6 b1 ∧ b2 → a 6 b1.
(5.2) a 6 b1 ∧ b2 → a 6 b2.
(5.3) a 6 b¯→ a ∧ b 6 0.
We first prove (4.1) by formula induction. For prime formulas c holds c 6 c
because of c ⊢ c. From c1 6 c1 and c2 6 c2 follows c1 ∧ c2 6 c1 and c1 ∧ c2 6 c2,
thus c1 ∧ c2 6 c1 ∧ c2. From c 6 c follows moreover c ∧ c¯ 6 0, and then c¯ 6 c¯.
(4.2) follows as well by formula induction. For prime formulas c holds 0 6 c
because of 0 ⊢ c. From 0 6 c1 and 0 6 c2 follows 0 6 c1 ∧ c2. 0 6 c¯ holds because
of 0 6 0→ 0 ∧ c 6 0, and c 6 1 follows directly from (3.1) 1 6 1→ c 6 1.
(4.3) we prove—because of the difficulty—last.
For the proof of (5.1) and (5.2) we use theorem induction. The induction claim
states that for each theorem that has the form a 6 b1 ∧ b2, also a 6 b1 and a 6 b2
are theorems. For prime theorems there is nothing to prove as there are no prime
9We have hence omitted brackets beforehand.
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theorems of the form a 6 b1 ∧ b2. Let now a 6 b1 ∧ b2 be conclusion of a rule whose
premisses are theorems, and let the claim hold for the premisses. There are then
only the following possibilities:
(a) a 6 b1 ∧ b2 is conclusion of a structure rule with a premiss a
′ 6 b1 ∧ b2 in which
a arises by a structure change out of a′.
(b) One has a = a1 ∧ a2, and a 6 b1 ∧ b2 is conclusion of rule (3.1) with the
premiss a1 6 b1 ∧ b2.
(c) a 6 b1 ∧ b2 is conclusion of rule (3.2) with the premisses a 6 b1 and a 6 b2.
(d) One has a = a1 ∧ a¯2, and a 6 b1 ∧ b2 is conclusion of rule (3.4) with the
premiss a1 6 a2.
In case (a) holds according to the induction hypothesis a′ 6 b1 and a
′ 6 b2, from
which a 6 b1 and a 6 b2 arise by a structure rule.
In case (b) holds according to induction hypothesis a1 6 b1 and a1 6 b2, from
which according to (3.1) follows a1 ∧ a2 6 b1 and a1 ∧ a2 6 b2.
In case (c) holds a 6 b1 and a 6 b2, as the premisses are theorems.
In case (d) follows from a1 6 a2 according to (3.4) a1 ∧ a¯2 6 b1 and a1 ∧ a¯2 6 b2.
Thereby (5.1) and (5.2) are proved by theorem induction. The single proof steps
are all trivial, and may therefore be skipped in later similar cases.
Next (5.3) results from such a trivial theorem induction.
Of (4.3) the special case a 6 0 → a 6 b may be proved immediately by formula
induction on b and theorem induction on a.
For the general case we need three lemmas:
(6) a ∧ c¯ ∧ d 6 b→ a ∧ c 6 b.10
Proof by theorem induction.
(7) If a ∧ c¯ 6 p holds for a prime formula p, then holds a 6 p or a ∧ c¯ 6 0.
Proof by theorem induction.
(8) a ∧ c ∧ c 6 b→ a ∧ c 6 b.11
We use a formula induction on c. For prime formulas c, (8) follows by theorem
induction. If (8) holds for c1 and c2, then naturally also for c1 ∧ c2. For formulas c¯
we prove
a ∧ c¯ ∧ c¯ 6 b→ a ∧ c¯ 6 b
by theorem induction. All steps are trivial, except in the case in which a∧ c¯∧ c¯ 6 b is
conclusion of rule (3.4) with the premiss a∧ c¯ 6 c. Let c = p1∧ · · ·∧pm∧ c¯1∧ · · ·∧ c¯n
with prime formulas pµ. We have as induction hypothesis of our formula induction
the validity of (8) for each cν (ν = 1, · · · , n). From a ∧ c¯ 6 pµ follows according
to (7) a ∧ c¯ 6 0 or a 6 pµ for each pµ. From a ∧ c¯ 6 c¯ν follows according to (6)
a ∧ cν 6 c¯ν ; thus according to (5.3) a ∧ cν ∧ cν 6 0, and therefore a ∧ cν 6 0,
10By our agreement on the replacement of 1 ∧ x by x, (6) includes: a ∧ ¯¯c 6 b → a ∧ c 6 b,
¯¯c 6 b → c 6 b. The rules arising by structure changes are—in order to abbreviate—not specified
explicitly.
11These claims include: a ∧ c¯ 6 c→ a 6 c, c¯ 6 c→ 1 6 c, c ∧ c 6 b→ c 6 b.
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thus a 6 c¯ν . Together follows a ∧ c¯ 6 0 or a 6 p1 ∧ · · · ∧ pm ∧ c¯1 ∧ · · · ∧ c¯n; thus in
each case a ∧ c¯ 6 0 and a ∧ c¯ 6 b.
With the help of (8) we can now instead of (4.3) even prove
(9) a1 6 c, a2 ∧ c 6 b→ a1 ∧ a2 6 b
by formula induction for each formula c.
For prime formulas c proof by theorem induction.
If (9) holds for c1 and c2, then also for c1∧c2, for from a1 6 c1∧c2 and a2∧c1∧c2 6
b follows according to (5.1), (5.2) a1 6 c1 and a1 6 c2; thus a1 ∧ a1 ∧ a2 6 b, i.e.
a1 ∧ a2 6 b.
Now let (9) hold for c. We prove the validity for c¯ by theorem induction for all
theorems a2 ∧ c¯ 6 b. All steps are trivial, except in the case in which a2 ∧ c¯ 6 b is
conclusion of rule (3.4) with the premiss a2 6 c. From a 6 c¯ follows according
to (5.3) and the already proved special case of (4.3), a1 ∧ c 6 b; thus a1 ∧ a2 6 b
according to induction hypothesis because of a2 6 c.
Thereby (9) is proved and especially (4.3).
For the proof of theorem 9 we have to note now that for elements a1, · · · , an, b out
of M , a1, · · · , an ⊢ b holds exactly if a1 ∧ · · ·∧ an 6 b; for out of prime theorems do
only through structure rules and rule (3.1) arise again prime theorems. But these
rules follow from conditions 1.–4. of theorem 1. Now only the verification that each
minimal orthocomplemented semilattice H ′ over M for which
a1, · · · , an ⊢ b⇄ a1 ∧ · · · ∧ an 6 b
holds is homomorphic to H over M is lacking. We define for this inductively a
relation ρ between H and H ′ by:
(i) a ρ a for a ∈M .
(ii) a ρ a′, b ρ b′ → a ∧ b ρ a′ ∧ b′.
(iii) a ρ a′ → a¯ ρ a¯′.
ρ is an homomorphism, for holds
a ρ a′, b ρ b′, a 6 b→ a′ 6 b′,
as follows at once by theorem induction. The proof relies simply on the fact that
rules (2) and (3) are valid for each orthocomplemented semilattice.
4. Logistic application and complete lattices. The fact that the logic calculuses
are semilattices or lattices permits a simple logistic application of free lattices.
A calculus whose formulas form an orthocomplemented semilattice arises in the
following way.
We start with propositional variables and add all formulas a, b, · · · that can be
formed out of them by use of the conjunction sign ∧ and the negation sign . Let
a ∧ b mean the proposition “a and b,” a¯ the proposition “not a.” To the formulas
we add moreover 0 and 1. Let 0 mean the “false,” 1 the “true.” In the set H of
formulas we define a relation 6. Let a 6 b mean “a implies b.” Let hold
a 6 a,
0 6 a 6 1.
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Let moreover hold each relation that may be derived from this on the basis of the
following rules:
a 6 c, c 6 b→ a 6 b.
c 6 a, c 6 b→ c 6 a ∧ b.
c 6 a ∧ b→ c 6 a.
c 6 a ∧ b→ c 6 b.
a ∧ b 6 0→ a 6 b¯.
a 6 b¯→ a ∧ b 6 0.
According to this definition, the relation 6 is a preorder, and H is an orthocom-
plemented semilattice with respect to 6. For the set M of propositional variables
including 0 and 1, a preorder is defined through the relations
a 6 a,
0 6 a 6 1.
According to the result of §3, there exists the free orthocomplemented semilatticeH0
overM . H is isomorphic to H0 overM , for H and H0 consist of the same formulas,
and each relation a 6 b that holds for H holds also for H0, as well as the other way
round. Thus M is a part of H . From this follows immediately the consistency12 of
the calculus, for from 1 6 a and a 6 0 would follow 1 6 0; but this relation does
not hold in M .
Apart from the consistency, a decision procedure for H follows from the construc-
tion of H0. In fact, the validity of a relation a 6 b in H0 is decidable, as obviously
for each theorem only finitely many premisses are possible and a chain of premisses
always stops after finitely many terms (the maximal number of steps is easy to
estimate).
Also the consistency of formalised theories in which one does not work with this
propositional calculus but with the classical calculus results by this means, if one
considers instead of the orthocomplemented semilattices the countably complete
boolean lattices.
A “boolean lattice” is a distributive lattice in which to each element c there is an
element c¯ with c ∧ c¯ 6 0 and c ∨ c¯ > 1.
A semilattice H (with respect to 6) is called “countably complete” if for each
countable subset N of H there is an element c of H such that holds:
a ∈ N → c 6 a.
(for each a ∈ N , x 6 a)→ x 6 c.
We then write c =
⋀
N .
A lattice V is called “countably complete” if V is a countably complete semilattice
with respect to 6 and w.r.t. >.
12The consistency means that no proposition is simultaneously true and false, i.e. for no for-
mula a do 1 6 a and a 6 0 hold simultaneously.
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Classical number theory e.g., which for each formula a(x) in which occurs a
free individual variable x also contains the formulas
⋀
x a(x) and
⋁
x a(x) (
⋀
x a(x)
means “for each x, a(x),”
⋁
x a(x) means “for at least one x, a(x)”) is indeed not
a countably complete lattice; it does not contain for each countable subset N of
formulas e.g. the conjunction
⋀
N , but only for the sets N = {a(1), a(2), · · · }, and
then one has
⋀
N ≡
⋀
x a(x).
Nevertheless, the proof of existence for the free countably complete boolean lattice
over any preordered set and the proof of consistency for the classical calculus are so
alike that, to avoid repetitions, we only sketch here the proof of existence. All details
may be extracted from the proof of consistency undertaken in part II (§§5–8).
Theorem 10. If M is a bounded preordered set and a1, · · · , am ⊢ b1, · · · , bn a
relation that satisfies the conditions
1. a ⊢ b⇄ a 6 b
and 2.–4. of theorem 5, then there is a countably complete boolean lattice V over M
for which holds that for elements a1, · · · , am, b1, · · · , bn ∈M
a1, · · · , am ⊢ b1, · · · , bn ⇄ a1 ∧ · · · ∧ am 6 b1 ∨ · · · ∨ bn,
and that each minimal13 countably complete boolean lattice V ′ over M that fulfils
these conditions is homomorphic14 to V over M .
First a set V will be defined constructively, for which holds:
M ⊆ V .
a, b ∈ V → a ∧ b ∈ V .
a, b ∈ V → a ∨ b ∈ V .
a ∈ V → a¯ ∈ V .
N ⊆ V, N countable→
⋀
N ∈ V .
N ⊆ V, N countable→
⋁
N ∈ V .
In doing so, let differently designated elements always be different.
In V a relation is defined constructively by:
13A countably complete boolean lattice V is called minimal over M if V does not contain a
proper subset V0 for which holds:
1. M ⊆ V0.
2. a, b ∈ V0, c ≡ a ∧ b → c ∈ V0.
3. a, b ∈ V0, c ≡ a ∨ b → c ∈ V0.
4. a ∈ V0, c ≡ a¯ → c ∈ V0.
5. N ⊆ V0, N countable, c ≡
⋀
N → c ∈ V0.
6. N ⊆ V0, N countable, c ≡
⋁
N → c ∈ V0.
14I.e. there is a lattice homomorphism ρ for which holds:
1. a ρ a′ → a¯ ρ a¯′.
2. If, for a countable subset N , ρ is an homomorphism from N onto N ′, then holds
⋀
N ρ
⋀
N ′
and
⋁
N ρ
⋁
N ′.
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[1] a1, · · · , am ⊢ b1, · · · , bn → a1 ∧ · · · ∧ am 6 b1 ∨ · · · ∨ bn.
[2] For the left and right formula of a1 ∧ · · · ∧ am 6 b1 ∨ · · · ∨ bn will be allowed as
structure change, apart from association and transposition, also contraction, i.e.
of two equal elements one may be omitted.
[3] 1 ∧ x and 0 ∨ x may always be replaced by x.
[3.1] a 6 b→ a 6 b ∨ c.
[3.2] a 6 b→ a ∧ c 6 b.
[3.3] a1 ∧ c 6 b, a2 ∧ c 6 b→ (a1 ∨ a2) ∧ c 6 b.
[3.4] a 6 b1 ∨ c, a 6 b2 ∨ c→ a 6 (b1 ∧ b2) ∨ c.
[3.5] a 6 b ∨ c→ a ∧ c¯ 6 b.
[3.6] a ∧ c 6 b→ a 6 b ∨ c¯.
For N ⊆ V , N countable:
[3.7] c ∈ N, a ∧ c 6 b→ a ∧
⋀
N 6 b.
[3.8] c ∈ N, a 6 b ∨ c→ a 6 b ∨
⋁
N .
[3.9] (For each x ∈ N , a ∧ x 6 b)→ a ∧
⋁
N 6 b.
[3.10] (For each x ∈ N , a 6 b ∨ x)→ a 6 b ∨
⋀
N .
With the help of formula and theorem inductions one has then to prove that V is
w.r.t. 6 a countably complete boolean lattice.
Instead of the relations (5.1), (5.2) to be proved steps in now:
a 6 (b1 ∧ b2) ∨ c→ a 6 b1 ∨ c. x ∈ N, a 6 b ∨
⋀
N → a 6 b ∨ x.
a 6 (b1 ∧ b2) ∨ c→ a 6 b2 ∨ c.
(a1 ∨ a2) ∧ c 6 b→ a1 ∧ c 6 b. x ∈ N, a ∧
⋁
N 6 b→ a ∧ x 6 b.
(a1 ∨ a2) ∧ c 6 b→ a2 ∧ c 6 b.
Instead of (5.3) steps in:
a 6 b¯ ∨ c→ a ∧ b 6 c.
a ∧ b¯ 6 c→ a 6 b ∨ c.
Instead of (4.3) vs. (9) steps in
a1 6 c ∨ b1, a2 ∧ c 6 b2 → a1 ∧ a2 6 b1 ∨ b2.
The special case a 6 0 → a 6 b results immediately, 1 6 b → a 6 b as well. (8)
(and therefore also (6) and (7)) is dispensable here.
The essential difference with regard to the construction in theorem 9 lies in the
fact that in V , the validity of a relation a 6 b cannot be decided in general, for in
the rules [3.9] and [3.10] occur infinitely many premisses.
The structure rule of contraction, that was provable in §3, must be assumed
here, as shows the following example. Let M = {1, 1
2
, · · · , 1/n, · · · , 0}, and let 6 be
the order according to magnitude. V contains for N = {1, 1
2
, · · · , 1/n, · · · } the
element a =
⋀
N ; moreover for N ′ = N ∪ {a} the element
⋀
N ′. For each c ∈ N
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holds then c 6 c, from which follows
⋀
N ′ 6 c,
⋀
N ′ 6
⋀
N ,
⋀
N ′ ∧ a 6 0,
⋀
N ′ ∧
⋀
N ′ 6 0.
In contrast—without assuming contraction—
⋀
N ′ 6 0 does not hold, for c 6 0
holds for no c ∈ N ; and also ⋀
N 6 0
does not hold, as 1 6
⋀
N does not hold. The example shows further that contrac-
tion also does not become provable if the rules [3.7] and [3.8] are replaced by
c1, · · · , cn ∈ N, a ∧ c1 ∧ · · · ∧ cn 6 b → a ∧
⋀
N 6 b,
c1, · · · , cn ∈ N, a 6 b ∨ c1 ∨ · · · ∨ cn → a 6 b ∨
⋁
N .
By the hypothesis of contraction, the proof of theorem 10 simplifies considerably
with regard to the proof of theorem 9. The proof of consistency undertaken in
part II (§§5–8) requires in contrast again additional considerations because of the
use of free variables in the logic calculus.
From theorem 10 the consistency of ramified type logic (incl. arithmetic) may be
derived immediately in the following way:
We define a calculus Z0.
Numbers: α, β, · · · .
(N1) 1.
(N2) α→ α+ 1.
Formulas: a, b, · · · .
(F1)
⋁
. (Interpretation: the true.)⋀
. (Interpretation: the false.)
(F2) α > β.
Expressions: A,B, · · · .
a 6 b (if a, then b).
Theorems:
(T1) a 6 b if interpretation true.
(T2) a 6 a.⋀
6 a 6
⋁
.
(T3) a 6 c, c 6 b→ a 6 b.
Z0 is obviously consistent in the sense that
⋁
6
⋀
is not a theorem.
It is to be shown that this consistency is conserved if free vs. bound number
variables x, y, · · · are added, the definition of formulas is extended by
(F3) x > y, x > α, α > x,
(F4) if a, b, then a ∧ b, a ∨ b (and, or),
(F5) if c, then c¯ (not),
(F6) if a(x), then
⋀
x a(x),
⋁
x a(x) (for all, for some),
and the definition of theorems by
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(T4) a 6 b1, a 6 b2 ⇄ a 6 b1 ∧ b2,
(T5) a1 6 b, a2 6 b⇄ a1 ∨ a2 6 b,
(T6) a ∧ c 6 b→ a 6 b ∨ c¯,
(T7) a 6 b ∨ c→ a ∧ c¯ 6 b,
(T8) a 6 b(x)⇄ a 6
⋀
x b(x) (x not in a),
(T9) a(x) 6 b⇄
⋁
x a(x) 6 b (x not in b),
(T10) (for each α, A(α))⇄ A(x).
We call the arising calculus K0.
The expressions of K0 without free variables form a partial calculus K
′
0 that
contains Z0. In the definition of theorems of K
′
0 step in, instead of (T8)–(T10):
(for each γ, a 6 b(γ))⇄ a 6
⋀
x b(x),
(for each γ, a(γ) 6 b)⇄
⋁
x a(x) 6 b.
Therefore K ′0 is contained isomorphically in the free countably complete boolean
lattice over Z0, i.e. Z0 is a partial calculus of K
′
0—in particular K
′
0 and K0 are thus
consistent.
The consistency follows as well if in Z0 one admits as formulas apart from α > β
in addition α+ β = γ, α · β = γ and the like.
In order to obtain the consistency of ramified type logic (incl. arithmetic), we
extend K0 by adding for each formula a(x) out of K0 the “set” A = xˆa(x), by
extending the definition of formulas by
(F2*) x ∈ A, α ∈ A,
and the definition of theorems by
(T1*) a(x) 6 x ∈ A, x ∈ A 6 a(x),
and (T2), (T3), and (T10) also for the formulas (F2*). The calculus Z1 arising in
this way is consistent as K0 is consistent.
This consistency is conserved by reason of the existence of the free countably
complete boolean lattice over Z1 if free and bound set variables X,Y, · · · are added,
the definition of formulas is extended by
(F3*) x ∈ X, α ∈ X ,
(F6*) if a(X), then
⋀
X a(X),
⋁
X a(X),
and (F4)–(F6) also for the formulas (F2*), (F3*), (F6*), and the definition of
theorems by
(T8*) a 6 b(X)⇄ a 6
⋀
X b(X) (X not in a),
(T9*) a(X) 6 b⇄
⋁
X a(X) 6 b (X not in b),
(T10*) (for each A, A(A))⇄ A(X).
Iteration of this extension procedure yields the sought-after consistency of ramified
type logic incl. arithmetic.
5. The deductive calculus of ramified type logic. Let λ be a constructible ordinal
number (e.g. ω). By “ordinal number” we are always understanding below only the
ordinal numbers ν < λ. We assume the knowledge of the signs for these ordinal
numbers 0, 1, 2, · · · , and are building up our calculus out of them by adding finitely
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many further individual signs:
(, ),∧,∨, ,
⋀
,
⋁
.
By “sign” we understand not only the individual signs, but also their compositions.
For communication we use for signs mostly a, b, · · · . a = b means that a and b are
signs of the same form. If a is an individual sign, then c(a) means a sign in which
a occurs. c(b) means then the sign arising by substitution of a by b. (At this, each
occurrence of a is to be substituted.) Also if a is composite, we use this notation in
the cases in which no misunderstanding is possible. We communicate sign pairs a, b
through the letters A,B, · · · . Let C(a) mean a sign pair in which a occurs in at
least one sign. Let C(b) mean the sign pair arising by substitution of a by b.
For the set-up of the deductive calculus we first define which signs we want to
call “types”. As “type of 0th order” we only take: 0. As “types of νth order”
(ν > 0) we take: ν (τ1τ2 · · · τn) if τ1, · · · , τn are types of orders µ1, · · · , µn with
µi < ν (i = 1, · · · , n).
For each type τ we then form “free variables” (τ)0, (τ)1, · · · , and “bound vari-
ables” ((τ))0, ((τ))1, · · · . As signs of communication for free vs. bound variables we
use p, q, · · · vs. x, y, · · · . These letters we use possibly with indices. pτ , qτ , · · · vs.
xτ , yτ , · · · mean always variables of type τ . Variables of type 0 we also call “indi-
vidual variables”, the variables of types of higher order also “relation variables.”
Next we define which signs are to be called “formulas”. As formula of νth order
(ν > 0) we take:
(F1) 0, 1.
(F2) (pτpτ11 · · · p
τn
n ) if τ = µ(τ1 · · · τn) and µ ≤ ν.
These formulas are called the “prime formulas.”
(F3) With a, b, c(pτ ) also (a ∧ b), (a ∨ b), a¯,
⋀
xτ c(x
τ ),
⋁
xτ c(x
τ ) if xτ does not
occur in c(pτ ) and for the order µ of τ holds µ < ν.
For the logical interpretation, pτpτ11 · · · p
τn
n is to be read as “the relation p
τ is fulfilled
by pτ11 , · · · , p
τn
n .” ∧, ∨, ,
⋀
,
⋁
is to be read as “et,” “vel,” “non,” “omnes,” “existit.”
At communicating formulas we omit the brackets as soon as this is possible
without misunderstanding. For the communication of formulas (a¯ ∨ b) vs. (a¯ ∨ b) ∧
(b¯ ∨ a) we also use a → b vs. a ↔ b. We define last the concept of theorem for
our calculus. In an only formal opposition to the classical calculus we are not
distinguishing certain formulas as theorems, but formula pairs. We write a 4 b for
communicating that the formula pair a, b is a theorem. For the logical interpretation,
this is to be read as “the proposition a implies the proposition b.” 0 is the “false,”
1 is the “true.”
The concept of theorem is defined by:
(1a) c 4 c, 0 4 c, c 4 1.
(1b) For τ = ν (τ1 · · · τn) and formulas of νth order c(p
τ1
1 , · · · , p
τn
n ),
1 4
⋁
xτ
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(xτxτ11 · · ·x
τn
n ↔ c(x
τ1
1 , · · · , x
τn
n )).
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(1c) For τ = ν (τ1 · · · τn) and formulas c(p
τ ),
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(pτxτ11 · · ·x
τn
n ↔ q
τxτ11 · · ·x
τn
n ) 4 c(p
τ )→ c(qτ ).
(1d) For τ = 1(00),
1 4
⋁
xτ (
⋀
x0 x
τx0x0∧
⋀
x0
⋁
y0 x
τx0y0∧
⋀
x0
⋀
y0
⋀
z0((x
τx0y0∧xτy0z0)→ xτx0z0)).
These theorems are called “axioms.”
(2a) a 4 c, c 4 b → a 4 b.
(2b) a 4 b → a ∧ c 4 b.
a 4 b → c ∧ a 4 b.
a 4 b → a 4 b ∨ c.
a 4 b → a 4 c ∨ b.
a 4 b1, a 4 b2 → a 4 b1 ∧ b2.
a1 4 b, a2 4 b → a1 ∨ a2 4 b.
(2c) a ∧ c 4 b → a 4 b ∨ c¯.
a 4 b ∨ c → a ∧ c¯ 4 b.
(2d) For formulas c(pτ ) in which xτ does not occur,
a 4
⋀
xτ c(x
τ )→ a 4 c(pτ ),
⋁
xτ c(x
τ ) 4 b→ c(pτ ) 4 b;
and, if pτ does not occur in a nor b,
a 4 c(pτ )→ a 4
⋀
xτ c(x
τ ).
c(pτ ) 4 b→
⋁
xτ c(x
τ ) 4 b.
We call (2a)–(2d) the “rules” of the calculus. The propositions to the left of → are
called the “premisses,” the proposition to the right of → is called the “conclusion.”
The calculus is described by the complete definition of the concept of formula
and theorem. We call it shortly the “deductive calculus.”
Comments to the deductive calculus. (A) If we restrict ourselves to ordinal num-
bers < ω, then our calculus is equivalent to the “classical” calculus of the Principia
mathematica if the axiom of reducibility is omitted there. A formula is classically
deducible exactly if 1 4 a holds in our calculus, and a 4 b holds exactly if the for-
mula a→ b is classically deducible. We shall not undertake the proof of equivalence
here, because it results easily from the equivalence of Gentzen’s sequent calculus
with the classical calculus. If one extends the sequent calculus to the capacity of
expression of our calculus, then the sequent a1, · · · , am → b1, · · · , bn holds exactly
if a1 ∧ · · · ∧ am 4 b1 ∨ · · · ∨ bn holds.
(B) For each formula pair a, b holds: 1 4 0 → a 4 b. Thus, if 1 4 0 were to
hold, then in the logical interpretation each proposition would imply each other
proposition, i.e. the calculus would be contradictory. The proof of consistency has
thus to show that 1 4 0 does not hold.
(C) The axiom (1b) vs. (1c) corresponds to the classical axiom of comprehension
vs. extensionality. The axiom (1d) corresponds to the axiom of infinity and pos-
tulates the existence of an irreflexive, transitive binary relation in the individual
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domain whose domain is the whole domain. For our proof of consistency, it is
of no concern whether this or another equivalent form of the axiom of infinity is
postulated.
(D) The concept of formula is defined constructively. The set of formulas is the
smallest set of signs that satisfies the conditions (F1)–(F3).
Therefore the following “formula induction” holds: if a claim holds
1. for each prime formula,
2. for a ∧ b, a ∨ b, a¯,
⋀
xτ c(x
τ ),
⋁
xτ c(x
τ ) if for a, b, and c(pτ ),
then it holds for each formula.
The concept of theorem is defined constructively as well. The set of theorems is
the smallest set of formula pairs that satisfies conditions (1) and (2).
The following theorem induction holds: if a claim holds
1. for each axiom,
2. for each conclusion of a rule whose premisses are theorems if for the premisses,
then it holds for each theorem.
(E) The following “duality principle” holds for the rules of the calculus: if one
swaps in each formula pair the left formula with the right one and, in doing so,
simultaneously ∧ with ∨ and
⋀
with
⋁
, then each rule transforms again into a
rule.
At this, negations may remain unchanged. But if one wants to extend the duality
also to the theorems, then in addition amust always be swapped with a¯ and 0 with 1.
(F) It suffices to restrict oneself to “proper” formulas, i.e. to formulas that contain
neither 0 nor 1. If c is proper, then we write 4 c instead of 1 4 c and c 4
instead of c 4 0. We write 4 instead of 1 4 0. If in addition we leave aside the
theorems 0 4 c and c 4 1, then we obtain a calculus in which only proper formulas
occur. We call this calculus the “proper deductive calculus”.
6. An inductive calculus. We use the same “signs” as for the deductive calculus
and add + and >.
We take over the definition of “types” and “free” vs. “bound variables” from the
deductive calculus.
For the “inductive calculus” to be constructed we define the concept of constants
simultaneously with the concept of formula. As “constants of type 0” we take:
[C1] 1.
[C2] With a also a+ 1.
(For communicating the constants of type 0 we use a0, b0, · · · .) As “constant of
type τ” we take for τ = ν (τ1 · · · τn) and each formula of νth order c(p
τ1
1 , · · · , p
τn
n )
in which xτ11 , · · · , x
τn
n do not occur and which is without variables and constants of
types of order ν: (xτ11 · · ·x
τn
n )
ν c(xτ11 , · · · , x
τn
n ). (For communicating these constants
we use aτ , bτ , · · · .)
As “formulas of νth order” (ν > 0) we take:
[F1] (p0 > q0).
17
(pτpτ11 · · · p
τn
n ) for τ = µ(τ1 · · · τn) and µ ≤ ν.
With c(pτ ) also c(aτ ) for each constant aτ . These formulas are called the “prime
formulas.” The formulas a0 > b0 are called “numerical formulas.”
[F2] With a, b, c(pτ ) also a ∧ b, a ∨ b, a¯,
⋀
xτ c(x
τ ),
⋁
xτ c(x
τ ) if xτ does not occur
in c(pτ ) and if for the order µ of τ holds µ < ν.
The logical interpretation of the formulas is to be carried out as in the de-
ductive calculus. The constants of 0th type are to be interpreted as the nat-
ural numbers. p0 > q0 is to be read as “p0 greater than q0.” The constants
aτ = (xτ11 · · ·x
τn
n )
ν a(xτ11 , · · · , x
τn
n ) are to be interpreted as “the relation of νth order
between xτ11 , · · · , x
τn
n defined by a(x
τ1
1 , · · · , x
τn
n ).”
We define the concept of theorem as in the deductive calculus for proper formulas:
[1] For numerical formulas c = (a0 > b0) that are correct vs. false on the basis of
the contentual interpretation of a0 and b0 as natural numbers: 4 c vs. c 4.
These theorems are called the “numerical theorems.”
[2] Structure rule. If a1 ∧ · · · ∧ am 4 b1 ∨ · · · ∨ bn holds, then by the following
changes to the left or right formula arises again a theorem: association, i.e. the
grouping of terms by brackets may be changed; transposition, i.e. the sequential
arrangement of the terms may be changed; contraction, i.e. of several equal terms
one may be omitted.
[3a] a 4 b→ a 4 b ∨ c.
a 4 b→ a ∧ c 4 b.
[3b] a 4 b1 ∨ c, a 4 b2 ∨ c→ a 4 (b1 ∧ b2) ∨ c.
a1 ∧ c 4 b, a2 ∧ c 4 b→ (a1 ∨ a2) ∧ c 4 b.
[3c] a ∧ c 4 b→ a 4 b ∨ c¯.
a 4 b ∨ c→ a ∧ c¯ 4 b.
[3d] For formulas c(pτ ) in which xτ does not occur, if pτ does not occur in a nor b:
a 4 b ∨ c(pτ )→ a 4 b ∨
⋀
xτ c(x
τ ),
a ∧ c(pτ ) 4 b→ a ∧
⋁
xτ c(x
τ ) 4 b.
For constants aτ :
a ∧ c(aτ ) 4 b→ a ∧
⋀
xτ c(x
τ ) 4 b,
a 4 b ∨ c(aτ )→ a 4 b ∨
⋁
xτ c(x
τ ).
In these rules [3], a and b may also be omitted if a ∧ c and b ∨ c are replaced
by c.
[4] Induction rule: a formula pair C(pτ ) is a theorem if for each constant aτ of
type τ the formula pair C(aτ ) is a theorem.
[5] Rule of constants. In order to formulate this rule we need the concept of “elim-
ination of constants.” Let aτ be a constant of νth order
aτ = (xτ11 · · ·x
τn
n )
ν a(xτ11 , · · · , x
τn
n ).
By “elimination” of aτ , we understand the mapping of the set of formulas into
itself that will be defined in the following way. Let c/aτ be the image of c.
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(i) For each prime formula beginning with aτ :
aτ c1 · · · cn/a
τ = a(c1, · · · , cn).
For each other prime formula c: c/aτ = c.
(c1 ∧ c2)/a
τ = c1/a
τ
∧ c2/a
τ .(ii)
(c1 ∨ c2)/a
τ = c1/a
τ
∨ c2/a
τ .
c¯/aτ = c/aτ .
For c(pσ)/aτ = c′(pσ):
(
⋀
xσ c(x
σ))/aτ =
⋀
xσ c
′(xσ),
(
⋁
xσ c(x
σ))/aτ =
⋁
xσ c
′(xσ).
The image c/aτ is obviously defined by this for each formula c. If C designates
the formula pair c1, c2, then let C/a
τ be the formula pair c1/a
τ , c2/a
τ . Now we
can formulate the rule of constants: “if C/aτ is a theorem, then so is C.”
We call [2]–[5] the “rules” of the calculus.
The calculus is described by the complete definition of the concept of formula
and theorem. We call this calculus shortly the “inductive calculus.”
Comments to the inductive calculus. [A] In the inductive calculus holds according
to [3a]
4→ a 4 b
for each formula pair a, b. The inductive calculus is obviously consistent in the
sense that 4 is not a theorem. In fact, there is no rule that could have 4 as
conclusion. For each rule—except the structure rules—the conclusion contains at
least one proper formula. The structure rules trivially cannot have 4 as conclusion,
as long as the premiss is different from 4.
[B] Instead of the axioms of the deductive calculus appear alone the numerical
theorems of the inductive calculus. At defining these theorems, use is made of the
contentual interpretation.
[C] The induction rule yields a conclusion out of infinitely many premisses. But
the infinite set of premisses is constructively defined, as the set of the constants aτ
is defined constructively. Therefore the induction rule is constructively admissible.
[D] The concept of formula and theorem is again defined constructively as in the
deductive calculus.
Therefore “formula induction of 1st kind” also holds: if a claim holds
1. for each prime formula,
2. for a ∧ b, a ∨ b, a¯,
⋀
xτ c(x
τ ),
⋁
xτ c(x
τ ) if for a, b, c(aτ ),
then it holds for each formula.
“Theorem induction”: if a claim holds
1. for each numerical theorem,
2. for the conclusion of a rule whose premisses are theorems if for these premisses,
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then it holds for each theorem.
It is essential for the inductive calculus that also the following “formula induction
of 2nd kind” is valid: if a claim holds
1. for numerical formulas,
2.1 for a ∧ b, a ∨ b, a¯ if for a, b,
2.2 for c if for c/aτ ,
2.3 for c(pτ ),
⋀
xτ c(x
τ ),
⋁
xτ c(x
τ ) if for each c(aτ ),
then it holds for each formula.
Proof. A claim that fulfils 1., 2., holds at first for each formula (p0 > q0) according
to 1. and 2.3, thus for each formula of 1st order without variables and constants of
1st order. If the claim holds for each formula of νth order without variables and
constants of νth order, then it holds according to 2.2 for each formula aτpτ11 · · · p
τn
n
in which aτ is a constant of order ν, thus according to 2.3 for each prime formula
of νth order, i.e. for the prime formulas of ν + 1st order without variables and
constants of ν + 1st order. According to 2.1 and 2.3, the validity for each formula
of ν + 1st order without variables and constants of ν + 1st order follows from this.
Thereby the formula induction of 2nd kind is proved.
[E] The same duality principle holds for the rules of the inductive calculus as in
the deductive calculus.
7. The consistency of the deductive calculus. We prove that the proper deduct-
ive calculus is a part of the inductive calculus. First each proper formula of the
deductive calculus is obviously also a formula of the inductive calculus. We extend
therefore the proper deductive calculus if we replace its definition of formulas by
the definition of formulas of the inductive calculus, but keep its definition of the
concept of theorem.
We have then to prove in addition that each theorem of the proper deductive
calculus is also a theorem of the inductive calculus. This claim on all deductive
theorems is to be proved by a theorem induction. Thus we have to prove that
(I) the axioms of the proper deductive calculus are inductive theorems,
(II) the conclusion of a deductive rule is an inductive theorem if the premisses are
inductive theorems.
We shall prove the claims (I) and (II) by the formula and theorem inductions valid
for the inductive calculus.
(1a) Axiom c 4 c. We prove by formula induction of 2nd kind that for each
formula c holds c 4 c.
1. c 4 c holds for numerical formulas c, for 4 c or c 4 holds, from which in each
case arises c 4 c according to [3a].
2.1 Let c1 4 c1 and c2 4 c2 hold. Then follows, because of c1 4 c1 → c1∧ c2 4 c1,
c2 4 c2 → c1 ∧ c2 4 c2, and c1 ∧ c2 4 c1, c1 ∧ c2 4 c2 → c1 ∧ c2 4 c1 ∧ c2, also
c1 ∧ c2 4 c1 ∧ c2. As well follows c1 ∨ c2 4 c1 ∨ c2. Because of c 4 c→ c ∧ c¯ 4 and
c ∧ c¯ 4→ c¯ 4 c¯ follows also c¯ 4 c¯.
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2.2 Let c/aτ 4 c/aτ hold. Then c 4 c holds also according to the rule of constants.
2.3 Let c(aτ ) 4 c(aτ ) hold for each aτ . Then follows first c(pτ ) 4 c(pτ ) according
to the induction rule. Further follows, because of c(aτ ) 4 c(aτ ) →
⋀
xτ c(x
τ ) 4
c(aτ ),
⋀
xτ c(x
τ ) 4 c(aτ ) for each aτ ; thus
⋀
xτ c(x
τ ) 4 c(pτ ) according to the
induction rule, and from this
⋀
xτ c(x
τ ) 4
⋀
xτ c(x
τ ). As well follows
⋁
xτ c(x
τ ) 4⋁
xτ c(x
τ ).
(1b) Axiom of comprehension: for τ = ν (τ1 · · · τn) and formulas of νth order
c = c(pτ11 , · · · , p
τn
n ),
4
⋁
xτ
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(xτxτ11 · · ·x
τn
n ↔ c(x
τ1
1 , · · · , x
τn
n )).
According to observation (1a) holds c(pτ11 , · · · , p
τn
n ) 4 c(p
τ1
1 , · · · , p
τn
n ). From this fol-
lows 4 c(pτ11 , · · · , p
τn
n ) → c(p
τ1
1 , · · · , p
τn
n ), 4 c(p
τ1
1 , · · · , p
τn
n ) ↔ c(p
τ1
1 , · · · , p
τn
n ), thus
4
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(c(xτ11 , · · · , x
τn
n )↔ c(x
τ1
1 , · · · , x
τn
n )). According to the rule of con-
stants follows for cτ = (yτ11 · · · y
τn
n )
ν c(yτ11 , · · · , y
τn
n ), if c(p
τ1
1 , · · · , p
τn
n ) is without vari-
ables and constants of νth order:
4
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(cτxτ11 · · ·x
τn
n ↔ c(x
τ1
1 , · · · , x
τn
n )).
From this
4
⋁
xτ
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(xτxτ11 · · ·x
τn
n ↔ c(x
τ1
1 , · · · , x
τn
n )).
If c contains a constant aσ of order ν and the axiom of comprehension holds for
c/aσ, then according to [5] also for c. If c = c(pσ) contains a free variable pσ of
order ν and the axiom of comprehension holds for all c(aσ), then according to [4]
also for c. From this follows the axiom of comprehension for each formula of νth
order.
(1c) Axiom of extensionality:
⋀
x
τ1
1
· · ·
⋀
x
τn
n
(pτxτ11 · · ·x
τn
n ↔ q
τxτ11 · · ·x
τn
n ) 4 c(p
τ )→ c(qτ ).
We write for the left formula for abbreviating pτ ≡ qτ , and shall for each c(pτ )
prove pτ ≡ qτ 4 c(pτ ) ↔ c(qτ ). We use for this the following induction, that
results immediately from the formula induction of 2nd kind: if a claim holds
1. for each prime formula pτaτ11 · · · a
τn
n and for each formula that does not contain p
τ ,
2.1 for a ∧ b, a ∨ b, a¯ if for a, b,
2.2 for c if for c/bσ,
2.3 for c(qσ),
⋀
xσ c(x
σ),
⋁
xσ c(x
σ) if for each c(bσ) and bσ 6= pτ ,
then it holds for each formula c.
1. According to (1a) holds
pτaτ11 · · · a
τn
n ↔ q
τaτ11 · · · a
τn
n 4 p
τaτ11 · · ·a
τn
n ↔ q
τaτ11 · · · a
τn
n ,
from which follows pτ ≡ qτ 4 pτaτ11 · · · a
τn
n ↔ q
τaτ11 · · ·a
τn
n .
For 2.1–2.3 it suffices to prove the following:
(a)
a 4 c1 ↔ c2, a 4 d1 ↔ d2 → a 4 (c1 ∧ d1)↔ (c2 ∧ d2).
a 4 c1 ↔ c2, a 4 d1 ↔ d2 → a 4 (c1 ∨ d1)↔ (c2 ∨ d2).
a 4 c1 ↔ c2 → a 4 c¯1 ↔ c¯2.
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(b) a 4 c1/b
σ ↔ c2/b
σ → a 4 c1 ↔ c2 if b
σ does not occur in a.
(c) If a 4 c1(b
σ)↔ c2(b
σ) for each bσ and qσ does not occur in a, then
a 4 c1(q
σ)↔ c2(q
σ),
a 4
⋀
xσ c1(x
σ)↔
⋀
xσ c2(x
σ), a 4
⋁
xσ c1(x
σ)↔
⋁
xσ c2(x
σ).
We need for these two auxiliary rules.
For a 4 c ∧ d→ a 4 c, we prove the stronger auxiliary rule 1:
a 4 b ∨ (c ∧ d) ∨ · · · ∨ (c ∧ d)→ a 4 b ∨ c.
This is a claim on all inductive theorems. It claims that for each theorem holds:
if a theorem C has the form a 4 b ∨ (c ∧ d) ∨ · · ·∨ (c ∧ d), then holds a 4 b ∨ c. For
the proof we may therefore apply a theorem induction.
[1] For numerical theorems nothing is to be proved. We consider the inductive
rules and assume the validity of the claim for the premisses.
[2] Structure rules. Let C be the conclusion of a structure rule. If one applies
the induction hypothesis to the premisses, then one obtains a theorem from which
may at once be inferred a 4 b ∨ c by a structure rule.
[3a] If C is conclusion of an inductive rule [3a], then the premiss has the form
a1 4 b1 ∨ (c ∧ d) ∨ · · · ∨ (c ∧ d), and from a1 4 b1 ∨ c (possibly a1 4 b1) may be
inferred a 4 b ∨ c.
[3b] If C is conclusion of a rule [3b], then we have as premisses a 4 b∨c∨(c∧d)∨· · · ,
a 4 b ∨ d ∨ (c ∧ d) ∨ · · · , or yet premisses of the form a1 4 b1 ∨ (c ∧ d) ∨ · · · , so that
from a1 4 b1 ∨ c may at once again also a 4 b ∨ c be inferred by a rule [3b]. In the
first case follows a 4 b ∨ c ∨ c, thus a 4 b ∨ c.
[3c] If C is conclusion of a rule [3c], then the premiss has the form a1 4 b1 ∨
(c ∧ d) ∨ · · · ∨ (c ∧ d), and from a1 4 b1 ∨ c we may infer a 4 b ∨ c.
[3d] The same as for [3c] holds verbatim.
[4] If C = C(pτ ) and C is conclusion out of the premisses C(aτ ) for each aτ , then
the induction hypothesis yields—if we designate the pair a, b∨ c by D = D(pτ )—at
once that D(aτ ) is a theorem for each aτ . Thus D is also a theorem.
[5] If C is conclusion of a rule of constants, then we have the premiss C/aτ , from
which follows according to the induction hypothesis that D/aτ is also a theorem.
Thus D is also a theorem.
Thereby auxiliary rule 1 is proved. As one sees, all of the single steps are trivial.
We shall therefore not treat them anymore in the following similar proofs.
For a 4 b∨ c¯→ a∧ c 4 b, we prove by theorem induction the stronger auxiliary
rule 2:
a 4 b ∨ c¯ ∨ · · · ∨ c¯→ a ∧ c 4 b.
For numerical theorems nothing is to be proved. The treatment of rules [2]–[5] is
trivial in all cases. Let only [3c] be emphasised:
a ∧ c 4 b ∨ c¯ ∨ · · · ∨ c¯→ a 4 b ∨ c¯ ∨ c¯ ∨ · · · ∨ c¯.
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The induction hypothesis yields a ∧ c ∧ c 4 b, thus a ∧ c 4 b also follows. Thereby
auxiliary rule 2 is proved.
Under addition of these auxiliary rules to the rules of the inductive calculus,
we may now undertake the formula induction for the axiom of extensionality, and
indeed with exactly the same inferences as for the axiom c 4 c. From a 4 c1 ↔ c2
we may now in fact first infer a 4 c1 → c2 and then a ∧ c1 4 c2. Everything
remaining is then to be concluded as under (1a).
(1d) Axiom of infinity: for τ = 1(00),
4
⋁
xτ (
⋀
x0 x
τx0x0∧
⋀
x0
⋁
y0 x
τx0y0∧
⋀
x0
⋀
y0
⋀
z0((x
τx0y0∧xτy0z0)→ xτx0z0)).
We prove for aτ = (u0v0)1 v0 > u0
4
⋀
x0 a
τx0x0, 4
⋀
x0
⋁
y0 a
τx0y0,
4
⋀
x0
⋀
y0
⋀
z0((a
τx0y0 ∧ aτy0z0)→ aτx0z0);
from which the axiom follows at once. Because of the rule of constants it suffices
to prove
4
⋀
x0 x
0 > x0, 4
⋀
x0
⋁
y0 y
0 > x0,
4
⋀
x0
⋀
y0
⋀
z0((y
0 > x0 ∧ z0 > y0)→ z0 > x0).
For each a0 holds a0 > a0 4; from which 4 a0 > a0, and according to the induction
rule 4 p0 > p0, thus 4
⋀
x0 x
0 > x0 follows. Moreover 4 a0 + 1 > a0 holds for
each a0; from which 4
⋁
y0 y
0 > a0 and according to the induction rule 4
⋁
y0 y
0 >
p0. Thus 4
⋀
x0
⋁
y0 y
0 > x0 follows. For each a0, b0, c0 holds finally 4 c0 > a0
or c0 > b0 4 or b0 > a0 4; from which in each case follows b0 > a0 ∧ c0 > b0 4
c0 > a0 according to [3a]. Thus holds also q0 > p0 ∧ r0 > q0 4 r0 > p0 according
to the induction rule, from which 4 (q0 > p0 ∧ r0 > q0) → r0 > p0 and 4⋀
x0
⋀
y0
⋀
z0((y
0 > x0 ∧ z0 > y0)→ z0 > x0) follows.
(2) Now it still remains to prove the deductive rules for the inductive calculus.
(2a) a 4 c, c 4 b→ a 4 b.
We prove the stronger auxiliary rule 3:
a1 4 b1 ∨ c ∨ · · · ∨ c, a2 ∧ c ∧ · · · ∧ c 4 b2 → a1 ∧ a2 4 b1 ∨ b2.
For this we use the formula induction of 2nd kind for c.
1. Let c be a numerical formula. We prove auxiliary rule 3 by theorem induction
for each theorem a1 4 b1 ∨ c ∨ · · · ∨ c.
1.1 Let a1 4 b1 ∨ c∨ · · ·∨ c be a numerical theorem. We prove auxiliary rule 3 by
theorem induction for each theorem a2 ∧ c ∧ · · · ∧ c 4 b2.
1.1.1 Let a2 ∧ c ∧ · · · ∧ c 4 b2 be a numerical theorem. Auxiliary rule 3 is valid,
because 4 c and c 4 do not hold simultaneously.
1.1.2 Let a2∧c∧ · · ·∧c 4 b2 be a conclusion of an inductive rule, and let auxiliary
rule 3 be valid for the premisses. The treatment of rules [2]–[5] is trivial in each
case because c is a numerical formula.
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1.2 Let a1 4 b1∨c∨· · ·∨c be conclusion of an inductive rule, and let auxiliary rule 3
be valid for the premisses. The treatment of rules [2]–[5] is trivial as under 1.1.2.
2.1 Let auxiliary rule 3 be valid for c = c1 and c = c2. We prove it from this for
c = c1 ∧ c2, c = c1 ∨ c2, and c = c¯1. According to auxiliary rule 1 holds
a1 4 b1 ∨ (c1 ∧ c2) ∨ · · · ∨ (c1 ∧ c2)→ a1 4 b1 ∨ c1.
a1 4 b1 ∨ (c1 ∧ c2) ∨ · · · ∨ (c1 ∧ c2)→ a1 4 b1 ∨ c2.
Moreover holds a2∧ (c1∧ c2)∧ · · ·∧ (c1∧ c2) 4 b2 → a2∧ c1∧ c2 4 b2. But according
to hypothesis holds a1 4 b1 ∨ c1, a2 ∧ c1 ∧ c2 4 b2 → a1 ∧ a2 ∧ c2 4 b1 ∨ b2 and
a1 4 b1∨ c2, a1∧a2∧ c2 4 b1∨ b2 → a1∧a1∧a2 4 b1∨ b1∨ b2. By contraction arises
a1∧a2 4 b1∨b2. Dually to auxiliary rule 1 holds a ∧ (c1 ∨ c2) ∧ · · · ∧ (c1 ∨ c2) 4 b→
a ∧ c1 4 b, and with its help follows as just also the validity of auxiliary rule 3 for
c = c1 ∨ c2. Finally holds according to auxiliary rule 2, a1 4 b1 ∨ c¯1 ∨ · · · ∨ c¯1 →
a1 ∧ c1 4 b1; and dually to that holds a2 ∧ c¯1 ∧ · · · ∧ c¯1 4 b2 → a2 4 b2 ∨ c1. But
according to hypothesis holds a2 4 b2 ∨ c1, a1 ∧ c1 4 b1 → a1 ∧ a2 4 b1 ∨ b2.
2.2 Let auxiliary rule 3 be valid for c = d/aτ . We prove it from this for c = d.
For this we use auxiliary rule 4: if C is a theorem, then also C/aτ .
The proof by theorem induction is trivial for each step.
We designate the theorems appearing in auxiliary rule 3 by C1, C2, and C3, so
that it states: if C1 and C2 are theorems, then also C3. According to auxiliary
rule 4 follows first that C1/a
τ and C2/a
τ are theorems. According to hypothesis
follows from that that C3/a
τ is a theorem. According to the rule of constants, then
also C3 is a theorem.
2.3 Let auxiliary rule 3 be valid for each c = d(aτ ), where aτ runs through all
constants of type τ .
We prove it from this for c = d(pτ ) exactly correspondingly to 2.2 by using
auxiliary rule 5: if C(pτ ) is a theorem, then also C(aτ ) for each aτ .
The proof is again trivial for each step.
It remains yet to show the validity of auxiliary rule 3 for c =
⋀
xτ d(x
τ ) and
c =
⋁
xτ d(x
τ ).
First, we prove again by a trivial theorem induction auxiliary rule 6:
a1 4 b1 ∨
⋀
xτ d(x
τ ) ∨ · · · ∨
⋀
xτ d(x
τ )→ a1 4 b1 ∨ d(p
τ ).
If we choose for pτ a variable that does not occur in a1, b1 ∨
⋀
xτ d(x
τ ), then
auxiliary rule 5 yields a1 4 b1 ∨ d(a
τ ) for each aτ . We have to show now—under
hypothesis of auxiliary rule 3 for c = d(aτ ) and the validity of a1 4 b1 ∨ d(a
τ ) for
each aτ :
a2 ∧
⋀
xτ d(x
τ ) ∧ · · · ∧
⋀
xτ d(x
τ ) 4 b2 → a1 ∧ a2 4 b1 ∨ b2.
We prove this claim by theorem induction.
2.3.1 Let a2 ∧
⋀
xτ d(x
τ ) ∧ · · · 4 b2 be a numerical theorem. The claim is then
trivially valid.
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2.3.2 Let a2 ∧
⋀
xτ d(x
τ )∧ · · · 4 b2 be conclusion of an inductive rule, and let the
claim be valid for the premisses. The treatment of each rule is trivial, except the
one case of rule [3d]:
a2 ∧ d(a
τ ) ∧
⋀
xτ d(x
τ ) ∧ · · · 4 b2 → a2 ∧
⋀
xτ d(x
τ ) ∧ · · · 4 b2.
As the claim is valid for the premisses, a1 ∧ a2 ∧ d(a
τ ) 4 b1 ∨ b2 follows. Further
holds according to hypothesis a1 4 b1 ∨ d(a
τ ) and
a1 4 b1 ∨ d(a
τ ), a1 ∧ a2 ∧ d(a
τ ) 4 b1 ∨ b2 → a1 ∧ a1 ∧ a2 4 b1 ∨ b1 ∨ b2,
from which a1 ∧ a2 4 b1 ∨ b2 follows.
Thereby auxiliary rule 3 is proved for c =
⋀
xτ d(x
τ ).
The proof for c =
⋁
xτ d(x
τ ) proceeds dually to this; and auxiliary rule 3 is proved
in general.
The further rules of the deductive calculus now make no difficulties anymore. The
deductive rules (2b) and (2c) are contained in the inductive rules [2], [3a]–[3c]. Of
the deductive rules (2d) two are contained in the inductive rules [3d], the other two
in auxiliary rule 6 and the dual auxiliary rule.
Thereby all deductive axioms are recognised as inductive theorems, and all de-
ductive rules as also valid in the inductive calculus.
Thus each proper deductive theorem is also an inductive theorem; in particular
4 is not a theorem in the proper deductive calculus, because 4 is not a theorem in
the inductive calculus. Thereby the consistency of the deductive calculus is proved.
8. The independence of the axiom of reducibility.With the method of §7 one may
also prove the consistency of other similar calculuses. The relation of identity may
e.g. be added to the deductive calculus, and the axiom of extensionality replaced
by the axioms of identity:
(c1) 4 p
τ = pτ .
(c2) p
τ = qτ 4 c(pτ )→ c(qτ ).
For the proof of consistency one has then to modify the inductive calculus in the
following way. To the prime formulas one adds pτ = qτ , to the numerical formulas
aτ = bτ . These numerical formulas are interpreted as “aτ and bτ are signs of the
same form.” The axiom (c1) is then an inductive theorem, because 4 a
τ = aτ is a
numerical theorem for each constant a.
(c2) follows as well, as for two constants a
τ , bτ not of the same the form always
holds aτ = bτ 4; but for constants aτ , bτ of the same form c(aτ ) 4 c(bτ ), thus
4 c(aτ )→ c(bτ ). According to [3a] follows in each case aτ = bτ 4 c(aτ )→ c(bτ ).
The consistency of the deductive calculus is even conserved if one adds axioms
that postulate contentually the equipotence of the set of individuals with the set of
relations of type τ :
(e) For σ = ν + 1 (τ 0), if τ of order ν,
4
⋁
xσ(
⋀
xτ
⋁
x0 x
σxτx0 ∧
⋀
z0
⋀
xτ
⋀
yτ ((x
σxτz0 ∧ xσyτz0)→ xτ = yτ )).
25
For the proof of consistency we modify the inductive calculus once more. To the
prime formulas pτ ⊢ p0 is being added, to the numerical formulas aτ ⊢ a0. In
order to interpret these numerical formulas, we carry out an enumeration of the
constants of type τ . Such an enumeration is possible, as the set of all formulas is
countable. We interpret aτ ⊢ a0 then as “aτ has in the enumeration of the constants
of type τ the number a0.” On the basis of this interpretation there is to each aτ
an a0 with aτ ⊢ a0. Thus for each aτ holds 4
⋁
x0 a
τ ⊢ x0; from which follows
4
⋁
x0 p
τ ⊢ x0 and 4
⋀
xτ
⋁
x0 x
τ ⊢ x0. For arbitrary constants aτ , bτ , and c0
holds moreover 4 aτ = bτ or aτ ⊢ c0 4 or bτ ⊢ c0 4. In each case results according
to [3a] aτ ⊢ c0 ∧ bτ ⊢ c0 4 aτ = bτ , from which follows
pτ ⊢ r0 ∧ qτ ⊢ r0 4 pτ = qτ , 4 (pτ ⊢ r0 ∧ qτ ⊢ r0)→ pτ = qτ ,
4
⋀
z0
⋀
xτ
⋀
yτ ((x
τ ⊢ z0 ∧ yτ ⊢ z0)→ xτ = yτ ).
According to the rule of constants holds therefore for aσ = (uτv0)ν+1 uτ ⊢ v0,
4
⋀
xτ
⋁
x0 a
σxτx0,
⋀
z0
⋀
xτ
⋀
yτ ((a
σxτz0 ∧ aσyτz0)→ xτ = yτ ).
If we bind these two formulas by ∧, then a formula d(aσ) arises; and 4 d(aσ) holds,
from which 4
⋁
xσ d(x
σ) follows. This is axiom (e).
We show in the end that in the modified deductive calculus thereby proven to
be consistent, the axiom of reducibility is refutable. A simple case of this axiom
is: for ρ = ν + 2 (0), if τ = ν (0), 4
⋀
xρ
⋁
xτ
⋀
x0 x
ρx0 ↔ xτx0. First holds for
σ = ν + 1 (τ 0), d(pσ) 4 (pσpτ r0 ∧ pσqτr0)→ pτ = qτ and pτ = qτ 4 qτ r0 → pτr0;
from which follows d(pσ) ∧ pσpτ r0 ∧ pσqτ r0 ∧ qτ r0 4 pτr0 and d(pσ) ∧ pσpτr0 ∧⋁
xτ (p
σxτ r0 ∧ xτ r0) 4 pτ r0. Because of pσpτr0 ∧ pτr0 4
⋁
xτ (p
σxτ r0 ∧ xτ r0)
results elementarily
d(pσ) ∧ pσpτr0 ∧ (pτ r0 ↔
⋁
xτ (p
σxτr0 ∧ xτ r0)) 4 ,
d(pσ) ∧ pσpτr0 ∧ (pρr0 ↔
⋁
xτ (p
σxτ r0 ∧ xτ r0)) ∧ (pρr0 ↔ pτr0) 4 .
Further follows now
d(pσ) ∧
⋁
x0 p
σpτx0 ∧
⋀
x0(p
ρx0 ↔
⋁
xτ (p
σxτx0 ∧ xτx0)) ∧
⋀
x0(p
ρx0 ↔ pτx0) 4 ;
thus because of d(pσ) 4
⋀
xτ
⋁
x0 p
σxτx0,
d(pσ) ∧
⋀
x0(p
ρx0 ↔
⋁
xτ (p
σxτx0 ∧ xτx0)) ∧
⋁
xτ
⋀
x0(p
ρx0 ↔ xτx0) 4 ;
because of 4
⋁
xρ
⋀
x0(x
ρx0 ↔
⋁
xτ (p
σxτx0 ∧ xτx0)),
d(pσ) ∧
⋀
xρ
⋁
xτ
⋀
x0(x
ρx0 ↔ xτx0) 4 ;
and because of 4
⋁
xσ d(x
σ),
⋀
xρ
⋁
xτ
⋀
x0(x
ρx0 ↔ xτx0) 4 ,
q.e.d.
university bonn
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