Identification of spatially varying parameters in distributed parameter systems from noisy data is an ill-posed problem. The regularization identilication approach, developed by C. Kravaris and J. H. Seinfeld [SIAM J. Control Optim. 23 (1985), 217-2411 provides stable approximate solutions to that problem. In this work, a discretized minimization of the smoothing functional is proposed by using linitedimensional convergent approximations in Sobolev spaces. A convergence theorem for the discretized minimization of the smoothing functional is established. The performance of this discrete regularization approach is evaluated by numerical experiments on the identification of spatially varying diffusivity in the two-dimensional diffusion equation.
1. INTRODUCTION The identification from noisy data of parameters in models consisting of differential equations is a problem that pervades virtually all of science. The general problem may be stated as follows. A set of observations is available at a number of times. These observations are known functions of the state variables of the system, and the state variables themselves are governed by a set of differential equations containing a set of unknown parameters. It is required to estimate these parameters so as to minimize some measure of the deviation between the observed data and the model predictions. As in so many areas, much of the early seminal work on this problem was due to Richard Bellman. In an early RAND report, Bellman et al. [4] made The key difficulty in developing successful numerical techniques for identifying spatially dependent parameters in partial differential equations is the fact that such problems are ill posed in the sense of Hadamard [9, 111 . In recent work of the authors [7] , a general regularization identification approach has been developed to overcome this difficulty. In the present work we are concerned with the practical implementation of the regularization approach, i.e., the development of computationally efficient numerical algorithms. Towards this end, we use finite-dimensional approximations of the infinite-dimensional parameters, e.g., spline approximations. This numerical approach, which we call the discrete regularization approach, reduces to estimating a finite set of constant parameters.
The use of spline approximations of infinite-dimensional parameters was first developed by Banks and Daniel Lamm [3] for the numerical implementation of a least-squares identification scheme for parabolic systems. In this work, the discretization approach is conceptually analogous to that developed in [3] ; however, its abstract formulation as well as the convergence arguments are different.
In Section 2 the abstract regularization theory is reviewed and applied to the identification of c((.u, y) in (1.2) from point observation. In Section 3 the discrete regularization approach is proposed with a corresponding convergence theorem; it involves the use of finite-dimensional convergent approximations of Hilbert spaces. Section 4 presents a review of methods of construction of piecewise-polynomial approximations in the Sobolev spaces H"'(Q), which can be used in all practical identification problems. Finally, Section 5 is concerned with the practical implementation of the discrete regularization approach by studying the identification problem associated with (1.2).
PARAMETER IDENTIFICATION BY REGULARIZATION: REVIEW OF BASIC RESULTS
This section consists of a brief necessary review of identification of distributed parameter systems by regularization [ 71.
Let A?, U, and F be Banach spaces. & represents a space of partial differential operators, U represents the space of solutions, and F the space of right hand sides. Thus, one can define an implicit function u = @( 4 ) as the solution of (2.1). @ is of P-class from %$. into U,.. Furthermore, consider that A depends on a set of parameters L beionging to the Banach space 4. The set of physically admissible /I is 41,d. We assume:
(Ad) 4: '4 -.d is of C"-class (k3 1):
(AS ) ,4., is a norm-closed convex subset of .4: (A6) A(n.,)c.$. Now the identification problem can be posed as follows: Knowing the mappings !P; ,d x U + F and 4; 4 + .d and the element j'~ F and given an observation zd of U, find 1 E /11,1, to satisfy (2.1).
We need to be precise about the nature of the observation of U. Thus. consider a Hilbert space X(Observation Space). Also, consider an observation operator. not necessarily linear, %; L,'--) X and assume (A7 ) % is of C"-class (k 3 I ).
Thus, the identification problem can be viewed as solving in ,4,1c, the (nonlinear) operator equation
If the operator % @ .4; 4rrd + Sy has a unique inverse and the inverse is continuous. one can apply the least-squares method. It consists of minimizing over ,I,,,, the functional
As mentioned in the Introduction, the identification of spatially varying parameters in distributed parameter systems is. as a rule, an ill-posed problem. In other words, the problem of solving (2.2) is ill posed. Hence, minima of JLs(i) over /iud (if any) will not depend continuously on the data I',.
In order to regularize the parameter ,I, we introduce a more regular space W, for which we assume: (A8) d is a Hilbert space; (A9) B! is densely imbedded in /i; (AlO) The imbedding operator from 9 into /i is compact.
Define Wad = %? n AUd. With (A5) and (A9) it readily follows that gad is a norm-closed convex subset of %'.
We now introduce the stabilizing functional = IIW@(4J)))-,-,II:, +P Il~ll$, ~E%d, (2.5) where /? > 0 is the regularization parameter. Identification by regularization proceeds as follows. Given zd E X and fl> 0, find 1, E gad so as to minimize JpV 1. Without loss of generality we may assume that Hence, for every n E N, i.e., {A,} is norm bounded in 9. Hence, there is a subsequence {An,) that converges in the weak topology of d to some 1~9. Since d,, is norm closed and convex, it is also weakly closed and hence LE&?~~. Due to (AlO), {A,,} converges to 1 in the norm topology of n as well. Finally, using the continuity of the functional JLS(;l) in the norm topology of /1 and the weak lower semicontinuity of JS(l) in B?, it is not difficult to see that m = J,(L).
The next theorem establishes that minima of J, depend continuously on the observation. This is the key result of the regularization approach.
Roughly speaking, what the next theorem says is the following:
Let 1 be the "true" value of the parameter and ZI1= %(@(A(X))), what we would have observed with a zero-error observation. Provided that (i) 1 is the unique preimage of 5,/; (ii) ,G is an appropriately chosen function of the observation error. any minimum of J,(A) converges (in the norm of ;4) to 1, as the observation error tends (in the norm of .X) to zero. fbr all fl satkfving (6'/B,(6)) < fi < B, (6) .
Proqf: See [7] .
The regularization parameter fl can be selected as a function of an upper bound 6 on the observation error (i.e., )I zd-Z,,lj 8 < 6).
In [7] the following methods have been discussed: In order to apply the above abstract regularization identification theory to concrete examples, all that is needed is an appropriate PDE framework that will permit one to select physically meaningful function spaces A, J$, U, F, 2 and sets A od, g., U, so that assumptions (Al)-(A7) are satisfied. Then one can choose a= H"(n) (for sufficiently large m) and have (A8)-(AlO) be satisfied. (In case several parameters are to be identified, 9 will be a Cartesian product of Sobolev spaces). Finally, one will need a convergent numerical method to carry out the minimization of the smoothing functional.
In [7] the selection of function spaces for the identification of secondorder parabolic systems (general linear case and a nonlinear example) has been extensively discussed. Here we consider the special case of identification of spatially varying diffusivity in the diffusion equation from point observations z,,,(t) of u(s,, ~7,. r), i= I ,..., ~1: Following [7] , we can choose
where LX E C'(G) 1 
DISCRETIZED MINIMIZATION OF THE SMOOTHING FUNCTIONAL
In this section we are concerned with the numerical minimization of the smoothing functional J&J). Since JB(A) is differentiable, a natural approach would be to use classical Banach space gradient methods. This has been proposed in previous work of the authors [7] and implemented in a numerical example. Such an approach is computationally quite time-consuming, since it involves simultaneous solution of three coupled PDE's in each iteration: the state equation, the adjoint equation, and an equation for the calculation of the gradient. In this work, we consider an alternate numerical approach that is computationally attractive. It involves minimization of J,,(I) over an appropriate finite-dimensional subspace of .d (with sufficiently large dimension) to obtain an approximate minimum of JB(A) over 9. We will first give the definition of a convergent approximation of a Hilbert space and then state and prove our main approximation theorem. DEFINITION 3.1 (Ref.
[ 1 ] ). Let V be a separable Hilbert space. We define an approximation (V,, pN, rN) associated with a parameter NE N tending to infinity by the following:
(i) V, is a Hilbert space; (ii) p,,, is an isomorphism' from V, onto its closed range P, in V; (iii) rN is a linear operator from V onto V,. We name V, the discrete space, pN the prolongation, rN the restriction, P, the space of approximants. Remark?. 1. In most applications, V,v will be the finite-dimensional space lRN. This justifies the nomenclature "discrete space." Remark 3.2. The fact that pN is an isomorphism from V, onto its closed range in V implies that ph, is a left-invertible operator. In fact, in most practical situations, it makes intuitive sense to select rN as a left inverse of pN, i.e., rN pN = 1. In this case pNrN is a projection operator from V onto P,v. Remark 3.3. Sometimes it is convenient to consider convergent approximations ( V,l, phr r,,) associated with a small parameter h converging to zero. The corresponding definitions are identical to 3.1 and 3.2. and all n*eak limit points of { %*,), at least one of Mhich es&s, minimize J,JA) ol'er 2?cd. Remark 3.4. As a consequence of assumption (A lo), all B-weak limit points of {AZ) will be n-strong limit points.
Remark 3.5. The assumption p,~~r.~A* E 2C,d is a very weak one. It says only that the projection of I.* on space of approximants P, has to satisfy the constraints that characterize the set of admissible parameters.
Proof qf Theorem 3.1. Existence of a minimum i* of J,(i.) over .#,,(, has been established by Theorem 2.1. Existence of a minimum j.t. of JB(i) over .h'd~,n P,v can be established by using exactly the same argument and the fact that .+Yc,,,n P,, is a weakly closed set (both .#C,C1 and P, are closed and convex ). Now ii,. is a sequence of positive numbers converging to zero. Without loss of generality we can consider it to be decreasing i.e., (1":) is a norm-bounded sequence. Thus, it will have a weak limit point A, i.e., there will be a subsequence {AZ,,} such that Due to the weak closedness of the set B,,d, all weak limit points fi of (1%) will be in Bud. Furthermore, due to the weak lower semicontinuity of Jo(A) in 9, Hence fi minimizes J,(J) over gad. This completes the proof.
It remains to indicate how to select convergent approximations for the space W. Since for all practical purposes W will be a Sobolev space H"(Q), the next section is devoted to the construction of piecewise-polynomial convergent approximations of H"(R).
CONVERGENT APPROXIMATIONS OF THE SOBOLEV SPACES
H'"(Q), 52 c R"
In this section we present a systematic procedure of constructing convergent approximations of the Sobolev spaces H"(Q) in the sense of definitions 3.1 and 3.2, following [ 1, Chaps. 4, 51. At first, convergent approximations will be constructed for W'(W). Using their prolongation and restriction operators, it will then be possible to construct convergent approximations for H"'(Q), where Q c R". Now let h = (h, ,..., h,) E Iw" be a parameter with positive components associated with a grid of points (j,h, ,..., j,h,), where j= (j, ,..., j,) ranges over Z". We denote by r2(Zn) the space of square-summable sequences u,, = {vX}iEZ" and define the operator pr; 12(Zn) + L'(W) by p;v,= 1 trXX*'m+') (~-j,).-x*'""l(~-j.)-(4.1) jch"
It can be easily seen that for every u,, E 12(Zn), p;uh E Hk(Rn) Vk 6 m. Moreover, p;: is an isomorphism from I'(P) onto its closed range in rtlhere I h I = max(h, ,..., h,,) and c is a constant independent qf h.
We can now proceed to define convergent approximations of H"'(Q), where Q is a bounded open subset of IQ!".
Let p be the restriction operator that associates with a function 1' E H"'( FYI) its restriction pu = U, to 0. p is a bounded linear operator from H,'(K) onto H"(Q). Hence, there exists a continuous right inverse 7~ of 11:
It is not difficult (see Ref.
[Z]) to construct such an extension operator rc. Besides (4.5), one can select TI to satisfy plihcc = Dktl, Vk: 1 k I 6 m. Now we define the discrete space H,,( Q j = space of finite sequences v,, = (~7;~ ) , t G,,,cl,. (4.6) where G,)(Q) is the finite grid:
Clearly, H,,(R) is the finite-dimensional space [Wz"(hl when N(h) is the number of multiintegers belonging to the finite grid GA(Q).
We define In order to minimize the smoothing functional Jp(cl) given by (2.7), we will need to define a convergent approximation of the space W = H3(Q). Finally, we need to define a restriction operator. Although any rh,R of the form (4.11) is appropriate, it makes intuitive sense to select T,,~ so that it is a left inverse of is the solution of the following system of (K+ 3)(L + 3) = N linear algebraic equations
It is straightforward to verify that rh.R is a left inverse of J&,, i.e., rhvQ P:,~ M' = M', VW E RN, and that an estimate of the form (4.13) is valid c91.
Thus, we now have a finite-dimensional convergent approximation (RN, ~if,~, rh,*) of the space 2 = H3(Q). Theorem 3.1 suggests minimizing J,(a) over the corresponding space of approximants, i.e., the subspace of H3(Q) spanned by B,+(x) B,(y), -l<k<K+l, -l,</<L.+l. So one can minimize where u(.u, ~9, t; \v) is the solution of
The minimization of J,(W) can be conveniently carried out via a Newton-like method, For example, one can use the GaussNewton approach to obtain the gradient and an approximate Hessian of the least-squares term JJM.). The gradient and the Hessian of Js( W) can be calculated ~.Yuc~/J,. since J,(W) is a quadratic form. (See Ref. [6] for details.)
In our simulation study, we have considered (2. was minimized using the Newton-like method described previously. In all cases the initial guess M'~,= 1.7 (which corresponds to a flat surface a(x, v) = 1.7) was used. The test for stopping the iterations was IJb"qy <lo-'.
We have studied (i) the effect of the regularization parameter /J; (ii) the effect of the level of discretization N on the parameter estimates.
In the first case study, we have used the bicubic spline approximation of H3(Q) defined by (5.2) and (5.3) with K=4 and L=3. Hence, h, = h2 =3, N = 42, and Two alternate norms for H3(Q) were considered:
and Table I 
=O( 10')
For a given value of /?, the estimates obtained with J,= 111 lllx3, are smoother and make a poorer match with the observations than those obtained with .I, = II II ',? ; this is due to the fact that 111 l/l Hi > I/ (I I,~ and thus the smoothing term in J, is given more weight when J, = 111 lll$. However, the effect is not significant in our simulation results. The fact that the value of J, of the estimate for /I = IO-" exceeds Js for B = 0 is probably due to numerical error arising from the ill-conditioning of the minimization algorithm.
In the second case study, we have studied the effect of the level of discretization N on the parameter estimates. Towards this end, we have considered the bicubic spline approximation defined by Eqs. (5.2) and (5.3) with K = 4 and L = 9, which corresponds to h, = 3, h2 = 1, N = 84, and Using this 84-parameter approximation, the H-'-norm defined by Eq. (5.8) and two different values of the regularization parameter fl=O and #B= lo-', we can compare our results with the corresponding results obtained previously with the 42-parameter approximation. Table II summarizes the results of this case study. Figure 5 depicts the corresponding estimated surfaces. ' 6 and d include here the effect of the discretization on the observation and smoothness. respectively. If the level of discretization N were suffkiently large, we could have used 6 and 1 in the sense of Method I of Section 2. Upon a visual examination of Fig. 5 one immediately notices the highly anomalous surface corresponding to /I = 0 and N= 84. In fact, this surface does not correspond to a numerical minimum of the least-squares functional; it is the 12th iteration of the algorithm, after which the program terminated due to severe ill-conditioning. Ill-conditioning was not observed for /I = lo-' and N= 84; the minimization was well-conditioned and the resulting estimate is reasonably close both to that obtained for N= 42 and the true surface. Finally, it is noteworthy that the value of J,, corresponding to the estimate for /? = 10-I and N = 84 is much smaller than that for /I = 0 and N = 42. This is due to the sufliciently high dimension of the space of approximants which gives more flexibility to the spline surface to provide better lit with the data.
The above numerical findings indicate the need for regularization to obtain well-behaved accurate estimates at high levels of parameter discretization. 6 . CONCLUSION We have developed a computational approach to the identification of spatially varying parameters in distributed parameter systems based on finite-dimensional convergent approximations in Sobolev spaces and on the regularization of the identification problem. Excellent numerical performance was obtained in the application of the method to the identification of spatially varying diffusivity in the two-dimensional diffusion equation. The method offers promise for attacking identification problems such as those arising in the modeling of petroleum reservoirs and subsurface aquifers.
