This paper studies the cooperative training of two generative models for image modeling and synthesis. Both models are parametrized by convolutional neural networks (ConvNets). The first model is a deep energy-based model, whose energy function is defined by a bottom-up ConvNet, which maps the observed image to the energy. We call it the descriptor network. The second model is a generator network, which is a non-linear version of factor analysis. It is defined by a top-down ConvNet, which maps the latent factors to the observed image. The maximum likelihood learning algorithms of both models involve MCMC sampling such as Langevin dynamics. We observe that the two learning algorithms can be seamlessly interwoven into a cooperative learning algorithm that can train both models simultaneously. Specifically, within each iteration of the cooperative learning algorithm, the generator model generates initial synthesized examples to initialize a finite-step MCMC that samples and trains the energy-based descriptor model. After that, the generator model learns from how the MCMC changes its synthesized examples. That is, the descriptor model teaches the generator model by MCMC, so that the generator model accumulates the MCMC transitions and reproduces them by direct ancestral sampling. We call this scheme MCMC teaching. We show that the cooperative algorithm can learn highly realistic generative models.
INTRODUCTION
L EARNING generative models of images is a fundamental problem in computer vision and machine learning. In this article, we propose a cooperative learning algorithm to train two important classes of generative models jointly for image modeling, representation and synthesis.
Two Generative Models
We begin with an analogy. A student writes up an initial draft of a paper. Her advisor then revises it. After that they submit the revised paper for review. The student then learns from her advisor's revision, while the advisor learns from the outside review. In this analogy, the advisor guides the student, but the student does most of the work.
This paper is about two generative models, and they play the roles of teacher and student as mentioned above. Both models are parametrized by convolutional neural networks (ConvNets or CNNs) [1] , [2] . They are of opposite directions. One is bottom-up, and the other is top-down, as illustrate by the following diagram:
Bottom-up ConvNet
Top-down ConvNet energy latent variables * + image image (a) Descriptor Network (b) Generator Network (teacher) (student):
(1)
These two nets correspond to two major classes of probabilistic models. (a) The energy-based models [3] , [4] or the Markov random field models [5] , [6] , where the probability distribution is defined by the feature statistics or the energy function computed from the image by a bottom-up process. (b) The latent variable models or the directed graphical models, where the image is assumed to be a transformation of the latent factors that follow a known prior distribution. The latent factors generate the image by a top-down process via direct ancestral sampling. A classical example is factor analysis [7] .
The two classes of models have been contrasted by [8] , [9] , [10] , [11] , [12] . Both classes of models can benefit from the high capacity of the ConvNets. (a) In the energybased model, the energy function can be defined by a bottom-up ConvNet that maps the image to the energy [12] , [13] , [14] , [15] , [16] , and the energy function is usually the sum or a linear combination of the features at the top layer. For ease of reference, we call the resulting model a descriptor network following [8] , because it is built on descriptive feature statistics. (b) In the latent variable model or the directed graphical model, the transformation from the latent factors to the image can be defined by a top-down ConvNet [17] , [18] , which maps the latent factors to the image. We call the resulting model a generator network following [19] .
The likelihoods of both models involve intractable integrals, and the gradients of both log-likelihoods involve intractable expectations that can be approximated by Markov chain Monte Carlo (MCMC). We notice that the maximum likelihood algorithms for learning the two models can be interwoven into a cooperative learning algorithm, where each iteration consists of the following two steps: (1) Modified contrastive divergence for energybased descriptor model: The learning of the descriptor model is based on the contrastive divergence [4] , but the finite-step MCMC sampling of the model is initialized from the synthesized examples generated by the generator model instead of being initialized from the observed examples. (2) MCMC teaching of the latent variable generator model: The learning of the generator model is based on how the MCMC in (1) changes the initial synthesized examples generated by the generator model. That is, the descriptor model (teacher) distills its knowledge to the generator model (student) via MCMC, and we call it MCMC teaching. Our experiments show that the cooperative learning algorithm can learn realistic generative models of images.
Motivations and Contributions
The main motivation for our work is that we find it very challenging to learn the two models separately, when the training images are highly varied. We find it much easier for the cooperative algorithm to learn highly realistic models from such data. Another motivation is to develop an alternative system to the generative adversarial networks (GAN) [19] , [20] , [21] , where in our system both models are learned generatively. Our experiments suggest that the cooperative learning is stable and does not encounter mode collapsing issue.
The contributions of our work are as follows. We propose a cooperative learning algorithm to train the energy-based descriptor model and the latent variable generator model simultaneously, so that the learned models can synthesize highly realistic images. Our work connects the undirected model (descriptor) and the directed model (generator). It also connects the ancestral sampling (generator) and the MCMC sampling (descriptor).
In the following sections, we shall further explain the basic idea of our paper, and review related work.
Two Maximum Likelihood Algorithms
Both the energy-based model (the descriptor network) and the latent variable model (the generator network) can be learned from the training examples by maximum likelihood.
The training algorithm for the descriptor network alternates between the following two steps [15] . We call it Algorithm D. See Fig. 1 for an illustration.
Step D1 for Langevin Revision. Sampling synthesized examples from the current model by Langevin dynamics [22] , [23] , [24] . We call this step Langevin revision because it keeps revising the current synthesized examples.
Step D2 for Density Shifting. Updating the parameters of the descriptor network based on the difference between the observed examples and the synthesized examples obtained in D1 (Langevin revision). This step is to shift the high probability regions of the descriptor from the synthesized examples to the observed examples.
Both steps can be powered by back-propagation. The algorithm is thus an alternating back-propagation algorithm.
Intuitively, in Step D1 (Langevin revision), the descriptor network is dreaming by synthesizing examples from the current model. In Step D2 (density shifting), the descriptor updates its parameters to make the dream more realistic.
The training algorithm for the generator network alternates between the following two steps [25] . We call it Algorithm G. See Fig. 2 for an illustration.
Step G1 for Langevin Inference. For each observed example, sample the latent factors from the current posterior distribution by Langevin dynamics. We call this step Langevin inference because it infers the latent factors for each observed example, in order for the inferred latent factors to explain or reconstruct the observed examples.
Step G2 for Reconstruction. Updating the parameters of the generator network based on the observed examples and their inferred latent factors obtained in G1 (Langevin inference), so that the inferred latent factors can better reconstruct the observed examples.
Again, both steps can be powered by back-propagation, and the algorithm is thus an alternating back-propagation algorithm.
The training algorithm for generator network is similar to the EM algorithm [26] , where step G1 (Langevin inference) can be mapped to the E-step, and step G2 (reconstruction) can be mapped to the M-step. It is an unsupervised learning algorithm because the latent factors are unobserved.
Intuitively, in Step G1 (Langevin inference), the generator network is thinking about each observed example by inferring the latent factors that can reconstruct it. The thinking involves explaining-away reasoning: the latent factors compete with each other in the Langevin inference process to explain the example. In Step G2 (reconstruction), the generator network updates its parameters to make the thinking more accurate.
Compared to Step D2 (density shifting), Step G2 (reconstruction) is also a form of density shifting from the current reconstructed examples towards the observed examples, but it requires inferring the latent factors for each observed example.
Cooperative Training via MCMC Teaching
The two algorithms can operate separately on their own [15] , [25] . But just like the case with the student and the advisor, they benefit from cooperating with each other, where the generator network plays the role of the student, and the descriptor network plays the role of the teacher.
The needs for cooperation stem from the fact that the Langevin sampling in Step D1 (Langevin revision) and
Step G1 (Langevin inference) can be time consuming. If the two algorithms cooperate, they can jumpstart each other's Langevin sampling in D1 (Langevin revision) and G1 (Langevin inference). The resulting algorithm seamlessly interweaves the steps in the two algorithms with minimal modifications.
Intuitively, while the descriptor needs to dream hard in Step D1 (Langevin revision) for synthesis, the generator needs to think hard in Step G1 (Langevin inference) for explaining-away reasoning. On the other hand, the generator is actually a much better dreamer because it can generate images by direct ancestral sampling without MCMC, while the descriptor does not need to think in order to learn.
Specifically, we have the following steps in the cooperative learning algorithm:
Step G0 for Initial Generation. Generate the initial synthesized examples using the generator network. These initial examples can be obtained by direct ancestral sampling via a top-down process.
Step D1 for Langevin Revision. Starting from the initial synthesized examples produced in Step G0 (initial generation), run Langevin revision dynamics for a finite number of steps to obtain the revised synthesized examples.
Step D2 for Density Shifting. The same as before, except that we use the revised synthesized examples produced by
Step D1 (Langevin revision) to shift the density of the descriptor towards the observed examples.
Step G1 for Langevin Inference. The generator network can learn from the revised synthesized examples produced by
Step D1 (Langevin revision). For each revised synthesized example, we know the values of the latent factors that generate the corresponding initial synthesized example in Step G0 (initial generation), therefore we may simply infer the latent factors to be their known values given in Step G0 (initial generation), or initialize the Langevin inference dynamics in Step G1 (Langevin inference) from the known values.
Step G2 for Reconstruction. The same as before, except that we use the revised synthesized examples and the inferred latent factors obtained in Step G1 (Langevin inference) to update the generator. The generator in Step G0 (initial generation) generates and thus reconstructs the initial synthesized examples.
Step G2 (reconstruction) updates the generator to reconstruct the revised synthesized examples. The revision of the generator accounts for the revisions made by the Langevin revision dynamics in Step D1 (Langevin revision). Fig. 3 shows the flow chart of the cooperative algorithm. The generator is like the student. It generates the initial draft of the synthesized examples. The descriptor is like the teacher. It revises the initial draft by running a number of Langevin revisions. The descriptor learns from the outside review, which is in the form of the difference between the observed examples and the revised synthesized examples. This is a modified version of contrastive divergence, where the MCMC is initialized by the generator instead of being initialized from the observed examples. The generator learns from how the descriptor's MCMC revises the initial draft by reconstructing the revised draft. This is MCMC teaching.
The reason we let the generator network learn from the revised synthesized examples instead of the observed examples is that the generator does not know the latent factors that generate the observed examples, and it has to think hard to infer them by explaining-away reasoning. However, the generator knows the values of the latent factors that generate each initial synthesized example, and thus it essentially knows the latent factors when learning from the revised synthesized examples. By reconstructing the revised synthesized examples, the generator traces and accumulates the Langevin revisions made by the descriptor. This cooperation is thus beneficial to the generator by relieving it the burden of inferring the latent factors.
While the generator may find it hard to learn from the observed examples directly, the descriptor has no problem learning from the observed examples because it only needs to compute the bottom-up features deterministically. However, it needs synthesized examples to find its way to shift True to the essence of learning, the two nets still learn from the data. The descriptor learns from the observed data and teaches the generator through the synthesized data. Specifically, they collaborate and communicate with each other through synthesized data in the following three versions (S stands for synthesis). (S1) The generator generates the initial draft. (S2) The descriptor revises the draft. (S3) The generator reconstructs the revised draft.
Related Work
Our work is related to contrastive divergence [4] for training the energy-based model, such as deep Boltzmann machine [27] and deep belief network [28] . The contrastive divergence initializes the finite-step MCMC sampling from the observed examples. Our method initializes the MCMC sampling from the generator that seeks to approximate the descriptor, so that the learning is closer to maximum likelihood.
Our work is similar to the recent work of [29] . In [29] , the generator learns from the energy-based model by minimizing the Kullback-Leibler divergence from the generator model to the energy-based model, which can be decomposed into an energy term and an entropy term. In our work, the energy-based descriptor model teaches the generator via MCMC teaching. Our method does not need to approximate the intractable entropy term.
Another method for training the generator network is variational auto-encoder (VAE) [30] , [31] , [32] , which learns an inferential or recognition network. The MCMC teaching in our work avoids the challenging problem of inferring the latent variables from the observed examples.
Our work is related to knowledge distilling [33] . In our work, the descriptor distills its MCMC algorithm to the generator through MCMC teaching.
Building on the pioneering work of [34] , recently [35] , [36] , [37] have developed an introspective learning method to learn the energy-based model, where the energy function is discriminatively learned, and the learned energy function is used to generate synthesized examples via Langevin dynamics. It can be interesting to combine introspective learning with the proposed cooperative learning method that recruits a generator to jumpstart the Langevin sampling.
Another recently proposed model is pixelCNN [38] , which learns an autoregressive model. Unlike pixelCNN, the descriptor and generator networks model the joint distribution of the image pixels directly without factorizing it into a sequence of conditional distributions.
This paper is an expansion of our conference paper [39] . It is also related to our recent papers on 3D descriptor model [40] and the spatial-temporal descriptor model [41] .
TWO MODELS AND TWO ALGORITHMS
ðp u ; q a Þ Notation. Let Y be the D-dimensional signal, such as an image. We use pðY ; uÞ or p u to denote the probability distribution of the descriptor network (energy-based model), where u denotes the parameters of the bottom-up ConvNet. We use qðY ; aÞ or q a to denote the probability distribution of the generator network (latent variable model), where a denotes the parameters of the top-down ConvNet.
Energy-Based Model and Maximum Likelihood Learning
As an energy-based model, the descriptor network is in the form of exponential tilting of a reference distribution [15] pðY ; uÞ ¼ 1 ZðuÞ exp fðY ; uÞ ½ p 0 ðY Þ:
p 0 ðY Þ is the reference distribution such as Gaussian white noise p 0 ðY Þ ¼ 1 
log pðY i ; uÞ:
If the sample size n is large, the maximum likelihood estimator minimizes KLðP data jp u Þ, the Kullback-Leibler divergence from the data distribution P data to the model distribution p u . The log-likelihood is analytically intractable because of the intractable integral ZðuÞ.
The gradient of the log-likelihood L p ðuÞ is
where E u denotes the expectation with respect to pðY ; uÞ. Equation (6) follows from @ @u log ZðuÞ ¼ E u ½ @ @u fðY ; uÞ. The expectation in Equation (6) is analytically intractable and has to be approximated by MCMC, such as Langevin revision dynamics, which iterates the following steps:
where t indexes the time steps of Langevin dynamics, d is the step size, and U t $ Nð0; I D Þ is the Gaussian white noise term. The Langevin dynamics is a process of stochastic relaxation. The gradient term seeks to reduce the energy function EðY ; uÞ while the noise term provides the randomness to increase the entropy. A Metropolis-Hastings step can be added to correct for the finite step size. We can runñ parallel chains of Langevin dynamics according to (7) to obtain the synthesized examples fỸ (1) estimated parameters u
Step D1 Langevin revision: For each i, run l p steps of Langevin dynamics to updateỸ i , i.e., starting from the current Y i , each step follows Equation (7) .
5:
Step D2 density shifting: Update u ðtþ1Þ ¼ u ðtÞ þ g t L 0 p ðu ðtÞ Þ, with learning rate g t , where L 0 p ðu ðtÞ Þ is computed according to (8) Step D1 needs to compute @ @Y fðY ; uÞ.
Step D2 needs to compute @ @u fðY ; uÞ. The computations of both derivatives can be powered by back-propagation. Because of the ConvNet structure of fðY ; uÞ, the computations of the two derivatives share most of their steps in the chain rule computations.
Because the parameter u keeps changing in the learning process, the energy landscape and the local energy minima also keep changing. This may help the Langevin revision dynamics avoid being trapped by the local energy minima.
Algorithm D is a stochastic approximation algorithm [42] , except that the synthesized examples are obtained by a finite number of Langevin steps in each learning iteration. The convergence of an algorithm of this type to the maximum likelihood estimate has been studied by [43] .
Contrastive Divergence. If we initialize the synthesized examples fỸ i g from the observed examples fY i g, the learning algorithm becomes persistent contrastive divergence [44] .
Zero Temperature Limit. We can write the model pðY ; uÞ ¼ expðÀEðY ; uÞ=T Þ=Z T where T is the temperature term (T ¼ 1 in our model). At the zero-temperature limit T ! 0, we can disable the noise term in the Langevin dynamics, so that
Step D1 (Langevin revision) becomes gradient descent towards the local minima of the energy function. Define the value function
then the learning algorithm solves the following minimax game
where
Step D1 (Langevin revision) seeks to decrease V , while
Step D2 (density shifting) seeks to increase V .
The energy-based model can be used for inverse optimal control [45] , [46] , where the Langevin dynamics or the gradient descent algorithm in Step D1 can be considered a controller, and the energy function can be considered the cost function or critic, which is updated in Step D2.
The energy-based model is also related to the Hopfield model for content addressable memory [47] . The Langevin dynamics in Step D1 can be considered an attractor dynamics toward the local modes for memory recall [48] , while Step D2 shifts the local modes towards the observed examples.
Latent Variable Model and Maximum Likelihood Learning
As a latent variable model, the generator network seeks to explain the image Y of dimension D by a vector of latent factors X of dimension d, and usually d ( D. The model is of the following form:
gðX; aÞ is a top-down ConvNet defined by the parameters a. The ConvNet g maps the latent factors X to the image Y . See the diagram in (1). Model (11) is a directed graphical model, where Y can be readily generated by ancestral sampling:
first sampling X from its known prior distribution Nð0; I d Þ and then transforming X to Y via g. The joint density is qðX; Y ; aÞ ¼ qðXÞqðY jX; aÞ, and log qðX; Y ; aÞ ¼ À 1 2s 2 kY À gðX; aÞk 2
where the constant term is independent of X, Y and a. The marginal density is obtained by integrating out the latent factors X, i.e., qðY ; aÞ ¼ R qðX; Y ; aÞdX. This integral is analytically intractable. The inference of X given Y is based on the posterior density qðXjY ; aÞ ¼ qðX; Y ; aÞ=qðY ; aÞ / qðX; Y ; aÞ as a function of X.
For the training data fY i ; i ¼ 1; . . . ; ng, the generator network can be trained by maximizing the log-likelihood
log qðY i ; aÞ:
The 
The above identity underlies the EM algorithm, where E qðXjY ;aÞ is the expectation with respect to the posterior distribution of the latent factors qðXjY ; aÞ, and is computed in the E-step. The usefulness of identify (14) lies in the fact that the derivative of the complete-data log-likelihood log qðX; Y ; aÞ on the right hand side can be obtained in closed form.
In general, the expectation in (14) is analytically intractable even though the term inside the expectation can be easily computed, and the expectation has to be approximated by MCMC that samples from the posterior qðXjY ; aÞ, such as the Langevin inference dynamics, which iterates
where t indexes the time step, d is the step size, and for notational simplicity, we continue to use U t to denote the noise term, but here U t $ Nð0; I d Þ. We take the derivative of log qðX; Y ; aÞ in (15) because this derivative is the same as the derivative of the log-posterior log qðXjY ; aÞ, since qðXjY ; aÞ is proportional to qðX; Y ; aÞ as a function of X. The Langevin inference solves a ' 2 penalized non-linear least squares problem so that X i can reconstruct Y i given the current a. The Langevin inference process performs explaining-away reasoning, where the latent factors in X compete with each other to explain the current residual Y À gðX; aÞ.
With X i sampled from qðX i j Y i ; aÞ for each observation Y i by the Langevin inference process, the Monte Carlo approximation to L 0 q ðaÞ is
The updating of a solves a non-linear regression problem, so that the learned a enables better reconstruction of Y i by the inferred X i . Given the inferred X i , the learning of a is a supervised learning problem [18] .
Step G1 Langevin inference: For each i, run l q steps of Langevin dynamics to update X i , i.e., starting from the current X i , each step follows Equation (15).
5:
Step G2 reconstruction: Update a ðtþ1Þ ¼ a ðtÞ þ g t L q 0 ða ðtÞ Þ, with learning rate g t , where L q 0 ða ðtÞ Þ is computed according to Equation (16). 6: Let t t þ 1 7: until t ¼ T Algorithm 2 [25] describes the training algorithm. See Fig. 2 for an illustration.
Step G1 (Langevin inference) needs to compute @ @X gðX; aÞ.
Step G2 (reconstruction) needs to compute @ @a gðX; aÞ. The computations of both derivatives can be powered by back-propagation, and the computations of the two derivatives share most of their steps in the chain rule computations.
Algorithm G is a stochastic approximation or stochastic gradient algorithm that converges to the maximum likelihood estimate [43] .
The generator network can be considered a generalization of the factor analysis model. In factor analysis, the mapping from the latent factors to the signal is linear. The mapping becomes non-linear in generator network.
As shown in [25] , the generator network can be learned directly from the incomplete data. It can also be used for pattern completion in the testing data, which may be considered as an alternative approach to content addressable memory [47] .
COOPERATIVE TRAINING

Cooperation of Two Algorithms
In Algorithm D and Algorithm G, both steps D1 (Langevin revision) and G1 (Langevin inference) are Langevin dynamics. They may be slow to converge and may become bottlenecks in their respective algorithms. An interesting observation is that the two algorithms can cooperate with each other by jumpstarting each other's Langevin sampling.
Specifically, in Step D1 (Langevin revision), we can initialize the synthesized examples by generating examples from the generator network, which does not require MCMC, because the generator network is a directed graphical model. More specifically, we first generateX i $ Nð0; I d Þ, and then generateŶ i ¼ gðX i ; aÞ þ i , for i ¼ 1; . . . ;ñ. If the current generator q is close to the current descriptor p, then the generated fŶ i g should be a good initialization for sampling from the descriptor network, i.e., starting from the fŶ i ; i ¼ 1; . . . ;ñg supplied by the generator network, we run Langevin dynamics in Step D1 (Langevin revision) for l p steps to get fỸ i ; i ¼ 1; . . . ;ñg, which are revised versions of fŶ i g. These fỸ i g can be used as the synthesized examples from the descriptor network. We can then update u according to Step D2 (density shifting) of Algorithm D. This is modified contrastive divergence.
In order to update a of the generator network, we treat the fỸ i ; i ¼ 1; . . . ;ñg produced by the above D1 (Langevin revision) step as the training data for the generator. Since these fỸ i g are obtained by the Langevin revision dynamics initialized from the fŶ i ; i ¼ 1; . . . ;ñg produced by the generator network with known latent factors fX i ; i ¼ 1; . . . ;ñg, we can update a by learning from fðỸ i ;X i Þ; i ¼ 1; . . . ;ñg, which is a supervised learning problem, or more specifically, a nonlinear regression ofỸ i onX i . At a ðtÞ , the latent factorsX i generates and thus reconstructs the initial exampleŶ i . After updating a, we wantX i to reconstruct the revised examplẽ Y i . That is, we revise a to absorb the revision fromŶ i toỸ i , so that the generator shifts its density from fŶ i g to fỸ i g. This is MCMC teaching. The reconstruction error can tell us whether the generator has caught up with the descriptor by fully absorbing the revision.
The diagrams in (17) illustrate the basic idea of MCMC teaching (17) In the two diagrams in (17) , the double line arrows indicate generation and reconstruction in the generator network, while the dashed line arrows indicate Langevin dynamics for revision and inference in the two nets. The diagram on the right in (17) illustrates a more rigorous method, where we initialize the Langevin inference of fX i ; i ¼ 1; . . . ;ñg in
Step G1 (Langevin inference) from fX i g, and then update a in Step G2 (reconstruction) based on fðỸ i ; X i Þ; i ¼ 1; . . . ;ñg.
The diagram on the right shows how the two nets jumpstart each other's MCMC.
Algorithm 3 describes the cooperative training that interweaves Algorithm D and Algorithm G. For ease of reference, we call the algorithm the CoopNets algorithm. See Fig. 3 for the flow chart of the CoopNets algorithm.
Algorithm 3. CoopNets Algorithm
Input:
(1) training examples fY i ; i ¼ 1; . . . ; ng (2) numbers of Langevin steps l p ad l q (3) number of learning iterations T Output:
(1) estimated parameters u and a (2) synthesized examples fŶ i ;Ỹ i ; i ¼ 1; . . . ;ñg 1: Let t 0, initialize u and a. 2: repeat 3:
Step G0 Initial generation: For i ¼ 1; . . . ;ñ, generatê X i $ Nð0; I d Þ, and generateŶ i ¼ gðX i ; a ðtÞ Þ þ i .
4:
Step D1 Langevin revision: For i ¼ 1; . . . ;ñ, starting fromŶ i , Run l p steps of Langevin revision dynamics to obtainỸ i , each step following Equation (7).
5:
Step G1 Langevin inference: Treat the current fỸ i ; i ¼ 1; . . . ;ñg as the training data, for each i, infer X i ¼X i . Or more rigorously, starting from X i ¼X i , run l q steps of Langevin inference dynamics to update X i , each step following Equation (15).
6:
Step D2 Density shifting:
where L 0 p ðu ðtÞ Þ is computed according to (8) .
7:
Step G2 Reconstruction: Update a ðtþ1Þ ¼ a ðtÞ þ g t L q 0 ða ðtÞ Þ, where L q 0 ða t Þ is computed according to Equation (16), except that Y i is replaced byỸ i , and n byñ. We can run multiple iterations of Step G2 to learn from and reconstruct fỸ i g, and to allow the generator to catch up with the descriptor. 8: Let t t þ 1 9: until t ¼ T
The following are the special cases of the above algorithm. Special Case (1). In Step G1, let l q ¼ 0, i.e., disable the Langevin inference process, i.e., the left diagram of (17) . We use this algorithm in our experiments and it works well.
Special Case (2) . In addition to (1), in Step D1, let l p ¼ 1, i.e., we only run one step of Langevin revision. This algorithm is very efficient, and works well according to our experience.
The learning of both the descriptor and the generator follows the "analysis by synthesis" principle [49] . There are three sets of synthesized examples (S stands for synthesis). Data (S1): Initial synthesized examples fŶ i g generated by Step G0 (initial generation). Data (S2): Revised synthesized examples fỸ i g produced by Step D1 (Langevin revision). Data (S3):
Reconstructed synthesized examples fgðX i ; a ðtþ1Þ Þg produced by Step G2 (reconstruction). The descriptor shifts its density from (S2) towards the observed data, while the generator shifts its density from (S1) towards (S2).
The evolution from (S1) to (S2) is the work of the descriptor. It is a process of stochastic relaxation that settles the synthesized examples in the low energy regions of the descriptor. The descriptor works as an associative memory, with (S1) being the cue, and (S2) being the recalled memory. It serves as a feedback to the generator. The reconstruction of (S2) by (S3) is the work of the generator that seeks to absorb the feedback conveyed by the evolution from (S1) to (S2). The descriptor can test whether the generator learns well by checking whether (S3) is close to (S2). The two nets collaborate and communicate with each other via synthesized data.
The general idea of the interaction between MCMC and the generator can be illustrated by the following diagram,
MCMC :
P ðtÞ Markov transition ! P ðtþ1Þ m m
Generator : a ðtÞ Parameter updating ! a ðtþ1Þ (18) where P ðtÞ is the marginal distribution of MCMC and a ðtÞ is the parameter of the generator which traces the evolution of the marginal distribution in MCMC by absorbing the cumulative effect of all the past Markov transitions.
In traditional MCMC, we only have access to Monte Carlo samples, instead of their marginal distributions, which exist only theoretically but are analytically intractable. However, with the generator net, we can actually implement MCMC at the level of the whole distributions, instead of a number of Monte Carlo samples, in the sense that after learning a ðtÞ from the existing samples of P ðtÞ , we can replace the existing samples by fresh new samples to rejuvenate the Markov chains, by sampling from the generator defined by the learned a ðtÞ , which is illustrated by the two-way arrow between P ðtÞ and a ðtÞ . Effectively, the generator powers MCMC by implicitly running an infinite number of parallel chains. Conversely, the MCMC does not only drive the evolution of the samples, it also drives the evolution of a generator model.
Theoretical Understanding
In the CoopNets algorithm, Steps G0 (initial generation), D1 (Langevin revision), and D2 (density shifting) are modified contrastive divergence, and Steps G0 (initial generation), G1 (Langevin inference), and G2 (reconstruction) are MCMC teaching.
1) Modified contrastive divergence for descriptor
(energy-based model). In the traditional contrastive divergence [4] ,Ŷ i in Step D1 (Langevin revision) is taken to be the observed Y i . In cooperative learning, Y i is generated by qðY ; a ðtÞ Þ. Let M u be the Markov transition kernel of l p steps of Langevin dynamics that samples p u . For any distribution p and any Markov transition kernel M, let Mp be the marginal distribution obtained by running the Markov transition M from p. Then similar to the traditional contrastive divergence, the learning gradient of the descriptor u at iteration t is the gradient of KLðP data jp u Þ À KLðM u ðtÞ q a ðtÞ jp u Þ;
with respect to u. In the traditional contrastive divergence, P data takes the place of q a ðtÞ in the second KL-divergence. 2) MCMC teaching of the generator model (latent variable model). The learning gradient of the generator a in the right diagram of (17) is the gradient of KLðM u ðtÞ q a ðtÞ jq a Þ;
with respect to a. Here p ðtþ1Þ ¼ M u ðtÞ q a ðtÞ takes the place of P data as the data to train the generator model. It is much easier to minimize KLðM u ðtÞ q a ðtÞ jq a Þ than minimizing KLðP data jq a Þ because the latent variables are essentially known in the former, so that the learning is supervised. The MCMC teaching alternates between Markov transition from q a ðtÞ to p ðtþ1Þ , and projection from p ðtþ1Þ to q a ðtþ1Þ , as illustrated by Fig. 4 . Assume the learning algorithm converges to a fixed point ðû;âÞ, then
a ¼ arg min a KLðMûqâjq a Þ:
(assumingû andâ are local minima). Equation (22) tells us that qâ seeks to be the stationary distribution of Mû, and the stationary distribution is nothing but pû. In the idealized scenario where the generator q a has infinite capacity, so that min a KLðMûqâjq a Þ ¼ 0, then qâ ¼ Mûqâ, so that qâ is the stationary distribution of Mû, which is pû, thus qâ ¼ pû. As a consequence, the second divergence in (21) vanishes, i.e., KLðMûqâjpûÞ ¼ 0, so thatû becomes maximum likelihood estimate that minimizes the first KL-divergence KLðP data jp u Þ.
To further understand the dynamics of the MCMC teaching in this idealized scenario, suppose the descriptor p u is fixed, and it teaches the generator q a by the MCMC teaching such that a ðtþ1Þ ¼ arg min a KLðM u q a ðtÞ jq a Þ, then q a ðtþ1Þ ¼ M u q a ðtÞ , so that q a ðtÞ ¼ M t u q a ð0Þ ! p u , i.e., q a accumulates the MCMC transitions and convergences to the stationary distribution p u .
As is the case with the traditional contrastive divergence, the analysis of the finite capacity situation can be rather involved. We leave it to future investigation, while relying on empirical evaluations in this paper.
[29] learned the generator model by gradient descent on KLðq a jp u ðtÞ Þ over a. In fact their learning objective is min u max a ½KLðP data jp u Þ À KLðq a jp u Þ:
The objective function for a is KLðq a jp u ðtÞ Þ ¼ E qa ½log qðY ; aÞ À E qa ½log pðY ; u ðtÞ Þ;
where the first term is the negative entropy that is intractable, and the second term is the expected energy that is trac- 
In fact, KLðp ðtþ1Þ jp u ðtÞ Þ ! 0 monotonically as l p ! 1 due to the second law of thermodynamics [50] . The MCMC teaching of the generator in the cooperative learning algorithm alternates between Markov transition from q a ðtÞ to p ðtþ1Þ , and projection from p ðtþ1Þ to q a ðtþ1Þ , as illustrated by Fig. 4 . The MCMC teaching of the generator alternates between Markov transition and projection. The family of the generator models G is illustrated by the black curve. Each distribution is illustrated by a point. Fig. 4 . The reduction of the Kullback-Leibler divergence in (25) and the projection in the MCMC teaching are consistent with the learning objective of reducing KLðq a jp u ðtÞ Þ in [29] . But the Monte Carlo implementation of M in our work avoids the need to approximate the intractable entropy term. As to the updating of the descriptor model, [29] uses the initial synthesized examples generated by the generator model, while our method uses the revised synthesized examples obtained by finite step MCMC toward the descriptor model, which are closer to the fair samples from the descriptor model. Special Case (2) as noise-injected back-propagation. The special case (2) with one step Langevin revision in the previous section amounts to a noise-injected back-propagation for minimizing KLðq a jp u Þ with respect to a. Specifically, consider gradient ascent on E½fðgðX; aÞ; uÞ with respect to a, where the expectation is with respect to X $ Nð0; I d Þ.
The chain rule computation involves @f=@Y Â @Y =@a, with Y ¼ gðX; aÞ. Special case (2) amounts to adding noise to @f=@Y according to the Langevin dynamics, and then backpropagate to a. The added noise increases the entropy of q a .
Special Case (1) as variational learning of MCMC teaching. For MCMC teaching, the right diagram in (17) leads to the update a ðtþ1Þ ¼ arg min a KLðM u q a ðtÞ jq a Þ, where fỸ i g $ M u q a ðtÞ serve as the training data, and the latent vector X i is inferred by Langevin dynamics initialized fromX i . The left diagram in (17), i.e., the special case (1) in the previous section, can be viewed as a simplified approximation to the right diagram by fixing the latent factors atX i . It minimizes a variational upper bound KLðM u q a ðtÞ jq a Þ þ KLðqðX i jỸ i ; a ðtÞ ÞjqðX i jỸ i ; aÞÞ:
Our experiments suggest that the variational learning step in the left diagram works as well as the maximum likelihood learning step in the right diagram.
EXPERIMENTS
We scale the training data to the range of the tanh activation function ½À1; 1. All learning parameters are initialized from a zero-centered Normal distribution with standard deviation 0.001. For the descriptor network, we adopt the structure of [15] , where the bottom-up network consists of multiple layers of convolution by linear filtering, ReLU non-linearity, and down-sampling. We adopt the structure of the generator network of [18] , [21] , where the top-down network consists of multiple layers of deconvolution by linear superposition with up-sampling, batch normalization [51] , and ReLU nonlinearity, with tanh non-linearity at the bottom-layer [21] to make the signals fall within ½À1; 1. In our experiments, we set l q ¼ 0 and infer X i ¼X i , i.e., we follow the left diagram in (17) . We have also experimented with l q > 0, i.e., the right diagram, but did not observe significant improvement.
Experiment 1: Generating Texture Patterns
We conduct experiments on generating texture patterns. We learn a separate model from each texture image. The training images are collected from the Internet, and then resized to 224 Â 224 pixels. The synthesized images are of the same size as the training images. We use a 3-layer descriptor network, where the first layer has 100 15 Â 15 filters with sub-sampling rate of 3 pixels, the second layer has 70 9 Â 9 filters with sub-sampling of 1, and the third layer has 30 7 Â 7 filters with sub-sampling of 1. We set the standard deviation of the reference distribution of the descriptor network to be s ¼ 0:012. We use l p ¼ 20 or 30 steps of Langevin revision dynamics within each learning iteration, and the Langevin step size is set at 0.003. The learning rate is 0.01. Starting from 7 Â 7 latent factors, the generator network has 5 layers of deconvolution with 5 Â 5 kernels (basis functions), with an up-sampling factor of 2 at each layer (i.e., the basis functions are 2 pixels apart). The standard deviation of the noise vector is s ¼ 0:3. The learning rate is 10 À6 . We run 10 4 cooperative learning iterations to train the models. Fig. 5 displays the results of generating texture patterns. The synthesis results of the CoopNets algorithm shown in this paper are those generated by the descriptor (i.e.,Ỹ i ) unless otherwise specified. For each category, the first image is the training image, and the rest are 3 of the images generated by the learning algorithm. We runñ ¼ 6 parallel chains for the first example, where images from 3 of them are presented. We run a single chain for the rest of the examples, where the synthesized images are generated at different iterations. Even though we run a single chain, it is as if we run an infinite number of chains, because in each iteration, we run Langevin revision dynamics from a new image sampled from the generator.
Experiment 2: Generating Object Patterns
We study generating object patterns via the CoopNets algorithm. We use object categories selected from Imagenet-1k dataset [52] . Each category contains roughly 1,200+ training images, each of which is resized to 64 Â 64 pixels.
We adopt a 4-layer descriptor network, where the first layer has 64 5 Â 5 filters with sub-sampling of 2 pixels, the second layer has 128 3 Â 3 filters with sub-sampling of 2, the third layer has 256 3 Â 3 filters with sub-sampling of 1, and the final layer is a fully connected layer with 100 channels as output. We set the number of Langevin dynamics steps in each learning iteration to l p ¼ 10 and the step size to 0.002. The standard deviation for reference distribution is s ¼ 0:016. The learning rate is 0.007.
Starting from a 100-dimensional latent factor, the generator network has one fully connected layer with 4 Â 4 kernels under the latent factors, which is followed by 4 layers of deconvolution with kernels of size 5 Â 5, and up-sampling factor of 2. The numbers of channels at different layers are 512, 256, 128, 64, and 3 respectively. The output size is 64 Â 64. The learning rate for updating the parameters of generator is 0.0001. We set s ¼ 0:3 for the standard deviation of the noise vector .
The CoopNets algorithm is trained by Adam optimizer [53] with a mini-batch size of 100. We runñ ¼ 144 parallel chains for synthesis. The number of cooperative learning iterations is 1,000. After learning the models, we synthesize images using the learned models. As in the CoopNets algorithm, we sample from the learned descriptor network by running 10 to 50 steps of Langevin dynamics initialized from the examples generated by the learned generator network.
For qualitative experiment, we learn a separate model for each of 7 selected object categories (i.e., sunflower, rose, mushroom, strawberry, sea star, egret, and school bus). Fig. 6 shows the synthesis results. Each row displays an experiment, where the first 3 images are 3 typical examples of the training images, and the rest are 6 of the synthesized images generated by the CoopNets algorithm.
For quantitative experiment, we use five object categories (i,e., lemon, lifeboat, strawberry, school bus and zebra), and train models on different numbers of randomly sampled training images for each category. The synthesis quality is quantitatively evaluated using three criteria: (1) average softmax class probability that Inception network [54] assigns to the synthesized images for the underlying category. (2) top-5 classification error by Inception network, i.e., the probability that the underlying category does not belong to the categories with the top 5 softmax probabilities. (3) Average pairwise structural similarity [55] between two randomly selected synthesized images. While (1) and (2) examine the realism of the synthesized images, (3) examines the variabilities of the synthesized images. The lack of variabilities may be caused by mode collapsing. Fig. 7 displays the average results over the 5 categories versus the number of training examples. It can be seen that CoopNets generates images with higher softmax class probabilities, lower classification errors, and higher variabilities than DCGAN [21] , VAE [30] and separate training by Algorithm G. The advantage can be due to the fact that both models in CoopNets are learned generatively by maximum likelihood. Our experiments suggest that the Coop-Nets learning method is stable and does not encounter mode collapsing issue. 
Experiment 3: Generating Scene Patterns
We conduct experiments on synthesizing scene patterns. We learn a separate model for each of the 4 scene categories (i.e., volcano, desert, rock, and apartment building) selected from MIT place205 dataset [56] . Each category has 10,000+ training images. The images are resized to 64 Â 64 pixels. We adopt the same architecture of CoopNets as the one for object patterns in Section 4.2. Fig. 8 displays 36 synthesized scene images generated by the learned model, along with 18 randomly sampled training images for each experiment.
We then learn from mixed images that are randomly sampled from 10 different scene categories (i.e., alp, cliff drop, cliff dwelling, geyser, lakeside, promontory, sandbar, seashore, valley, and volcano) selected from Imagenet-1k dataset. We conduct 7 runs. The numbers of images sampled from each category are 50, 100, 300, 500, 700, 900, and 1,100 respectively in these 7 runs. Fig. 9 displays the observed examples randomly sampled from the training set, and the synthesized examples generated by the CoopNets, where the number of training images from each category is 1,100.
The synthesized examples are randomly sampled from the learned models without cheery picking. We evaluate the synthesis quality by the Inception score [57] . Table 1 displays the Inception scores of the CoopNets, DCGAN, EBGAN [58] , Wasserstein GAN [59] , InfoGAN [60] , VAE, the method of [29] , and separate training by Algorithm G and Algorithm D. For Algorithm D, we initialize the synthesized examples from the observed examples, so it is persistent contrastive divergence [44] . Fig. 10 shows 5 examples of interpolation between two latent vectors of X. For each row, the images at the two ends are generated from X vectors randomly sampled from Nð0; I d Þ. Each image in the middle is obtained by first interpolating the X vectors of the two end images, and then generating the image using the generator, followed by 10 steps of Langevin dynamics. This experiment shows that we learn smooth generator model that traces the manifold of the data distribution. 
Experiment 4: Generating Handwritten Digits
We learn CoopNets from MNIST dataset [1] of handwritten digits. The training images are grey-scale with size of 28 Â 28 pixels. We adopt a 4-layer descriptor network, where the numbers of filters at different layers are 64, 128, 256, and 100. The filter size of each layer is 4 Â 4, and the subsampling rate is 2. The final layer is a fully connected layer. Taking a 100-dimensional latent vector as input, the generator network consists of one fully connected layer and 3 deconvolutional layers with kernels of size 4 Â 4 and upsampling factor of 2. The numbers of channels at different layers are 512, 256, 128, and 1. The output size is 28 Â 28 pixels. Except network architectures, we follow the same hyper-parameter setting as used in Section 4.2. Fig. 11 displays some synthesized examples generated by the learned models after training.
To quantitatively evaluate the learned model, we first synthesize 10,000 samples from the CoopNets learned on the training set of 55,000 examples. We then fit a Gaussian Parzen window to the synthesized samples, and estimate the log-likelihood of the testing set using the Parzen window distribution. The standard deviation of the Gaussian is obtained by cross validation on the validation set. This evaluation method was proposed by [61] and has been used by [19] , [62] , [63] for evaluating generative models with nontractable likelihoods. Fig. 12 displays the Parzen windowbased log-likelihood estimates of the MNIST testing set for both the descriptor network and the generator network trained by the CoopNets algorithm with different numbers of training epochs. It can be seen that in the proposed cooperative training scheme, the descriptor network improves the generator network, and the generator network eventually gets very close to the descriptor network. We also compare our model against other baselines, e.g., DBN [63] , Stacked CAE [63] , Deep GSN [62] , and GAN [19] in Table 2 , where both descriptor and generator network outperform other baseline models.
Experiment 5: Evaluation on Large-Scale Benchmark Datasets
To demonstrate how the CoopNets scales with more complex data, we evaluate the model on three challenging n is the number of training images randomly sampled from each category. Fig. 10 . Interpolation between latent vectors of the scene images on the two ends. large-scale benchmark datasets, i.e., LSUN bedrooms [64] , CelebA human faces [65] , and Cifar-10 objects [66] datasets.
We first test the CoopNets on the LSUN bedrooms dataset containing 3,033k training images of 256 Â 256 pixels. The network architectures are as follows. The descriptor network consists of 5 convolutional layers with numbers of channels f64; 128; 256; 512; 512g, filter sizes f5; 5; 5; 5; 3g, and sub-sampling factors f2; 2; 2; 2; 2g at different layers (from bottom to top), and one fully connected layer with 10 filers. The generator network takes as input a 100-dimensional latent factor, and consists of 1 fully connected and 4 deconvolutional layers with numbers of channels f512; 256; 128; 64; 3g, kernels sizes f16; 5; 5; 5; 5g, and up-sampling factors f1; 2; 2; 2; 2g at different layers (from top to bottom). Fig. 13 displays the synthesized images.
We then learn a model from the CelebA human faces dataset with 200k training images of 128 Â 128 pixels. For this dataset, we adopt a descriptor network that has 3 convolutional layers with numbers of channels f64; 128; 256g, filter sizes f5; 3; 3g and sub-sampling factors f2; 2; 1g at different layers (from bottom to top), and one fully connected layer with 100 filers. Besides, we adopt a generator network that takes a 100-dimensional input and consists of one fully connected and 4 deconvolutional layers with numbers of channels f512; 256; 128; 64; 3g, kernels sizes f4; 5; 5; 5; 5g and upsampling factors f1; 2; 4; 2; 2g at different layers respectively (from top to bottom). Fig. 14 shows synthesis results generated by the learned model. Fig. 15 displays synthesis results generated by the model learned from Cifar-10 objects dataset with 60k training images of 32 Â 32 pixels. The descriptor network has 3 convolutional layers with numbers of channels f64; 128; 256g, filter sizes f5; 3; 3g and sub-sampling factors f2; 2; 2g, and one fully connected layer of 100 filters (from bottom to top). Starting from a 100-dimensional latent vector, the generator network has 1 fully connected and 3 deconvolutional layers with numbers of channels f256; 128; 64; 3g, kernels sizes f4; 5; 5; 5g and up-sampling factors f1; 2; 2; 2g (from top to bottom). The number of Langevin dynamics steps in each learning iteration is 10. The size of mini-batch is 300. The number of parallel chains isñ ¼ 400. We disable the noise term in the Langevin revision dynamics in the second half of the learning algorithm for faster convergence. We evaluate the synthesis results by the Fr echet Inception Distance (FID) [67] , which measures the dissimilarity between generated images and real ones. Table 3 shows the performance of CoopNets, DCGAN, W-GAN, and VAE on LSUN bedrooms, CelebA and Cifar-10 datasets with respect to FID. The experiments show that the learned generator is good enough as a standalone model, though the learned descriptor produces even better results with Langevin revision. Both of them outperform the other baseline methods in terms of FID on these three benchmark datasets.
We further conduct a human perceptual study to compare the perceived realism of the synthesized examples generated by different generative models. More specifically, we randomly select 80 human subjects and ask them to rank the models, which includes CoopNets, DCGAN, W-GAN and VAE, according to the quality of their synthesized images. For each human subject, we present 16 synthesized images per model without telling the subject which model generates the images. The model order is randomized to ensure fair comparisons. Table 4 summarizes the average ranking results over human subjects on LSUN bedrooms, CelebA and Cifar-10 datasets. It can be seen that our model can generate more realistic images than the other baseline methods in this experiment.
Experiment 6: Pattern Completion or Content Addressable Memory for Testing Learned Generator
We conduct an experiment on learning from training images of human faces, and then testing the learned models on completing the occluded testing images. This can be considered an inpainting task. It can also be viewed as a form of content addressable memory or associative memory. The purpose of this experiment is to check whether the learned generator model can generalize to the testing data, i.e., whether the learned model overfits or underfits the training data. Underfitting can happen due to mode collapsing. We believe this is a powerful test of the generalizability of the learned generator model. We adopt a 4-layer descriptor network, where the numbers of filters at different layers are 96, 128, 256, and 50. The filter size of each layer is 5 Â 5, and the sub-sampling rate is 2. The final layer is a fully connected layer. The structure of the generator network is the same as in Section 4.2. The training data are 10,000 human faces randomly selected from CelebA dataset, and resized to 64 Â 64 pixels.
To quantitatively test whether we have learned a good generator network gðX; aÞ even though it has never seen the training images directly in the training stage, we apply it to the task of recovering the occluded pixels of testing images. For each occluded testing image Y , we use Step G1 of Algorithm G to infer the latent factors X. The only change is with respect to the term kY À gðX; aÞk 2 , where the sum of squares is over all the observed pixels of Y in back-propagation computation. We run 1,000 Langevin steps, initializing X from Nð0; I d Þ. After inferring X, the completed image gðX; aÞ is automatically obtained. We design 3 experiments, where we randomly place a 30 Â 30, 40 Â 40, or 50 Â 50 mask on each 64 Â 64 testing image. These 3 experiments are denoted by M30, M40, and M50 respectively (M for mask).
We report the recovery errors and compare our method with 7 different image inpainting methods as well as the DCGAN of [21] . For DCGAN, we use the parameter setting in [21] and the number of learning iterations is 600. We use the same 10,000 training images to learn DCGAN. After the model is learned, we keep the generator and use the same The numbers are the average rankings.
method as ours to infer the latent factors X, and recover the unobserved pixels. In the 7 inpainting methods, Methods MRF-' 1 and MRF-' 2 are based on Markov random field priors where the nearest neighbor potential terms are ' 1 and ' 2 differences respectively. Methods inter-1 to 5 are interpolation methods. Please refer to [68] for details. Table 5 displays the recovery errors of the 3 experiments, where the error is measured by per pixel difference (relative to the range of pixel values) between the original image and the recovered image on the occluded region, averaged over 1,000 testing images. We also measure the error by the peak signal-to-noise ratio (PSNR). Fig. 16a displays some recovery results by our method. The first row shows the original images as the ground truth. The second row displays the testing images with occluded pixels. The third row displays the recovered images by the learned generator network.
We also apply the same approach to the forest road category and the hotel room category in MIT place205 dataset. See Figs. 16b and 16c for some qualitative results. The learned generator is quite imaginative in completing the occluded pixels.
Experiment 7: Generating Dynamic Textures
We can learn to generate video sequences by cooperative training of a spatial-temporal descriptor network [41] and a spatial-temporal generator network. The spatial-temporal descriptor network consists of multiple layers of spatialtemporal filters that capture spatial-temporal features at various scales of the video sequences, while the spatial-temporal generator network maps the latent variables to the video sequences by multiple layers of spatial-temporal kernels (basis functions). We call the resulting model the spatial-temporal CoopNets (ST-CoopNets).
We conduct experiments on generating dynamic textures [69] with temporal stationarity. We learn a spatial-temporal CoopNets for each category from one training video. We collect the training video clips from DynTex++ dataset of [70] and the Internet. Each training video clip is of size 128 pixels Â 128 pixels Â 64 frames.
Since dynamic textures may have structured background that are not stationary in the spatial domain (e.g., burning fire heating a pot shown in Fig. 17a ), we adopt spatially fully connected and temporally convolutional layer in the bottom-up ConvNet structure of the descriptor. Specifically, we use a 3-layer descriptor network. The first layer has 120 5 pixels Â 5 pixels Â 5 frames filters with sub-sampling size of 2 pixels and frames. The second layer is a spatially fully connected layer, which contains 30 filters that are fully connected in the spatial domain but convolutional in the temporal domain. The temporal size of the filters is 5 with sub-sampling size of 2 and padding size of 2 in the temporal dimension. Due to the spatial full connectivity at the second layer, the spatial domain of the feature maps at the third layer is reduced to 1 Â 1. The third layer has 10 1 Â 1 Â 5 filters with sub-sampling size of 2 and padding size of 2 in the temporal dimension. We run l p ¼ 10 Langevin revision steps in each iteration with the step size of 0.002. We set the standard deviation for reference distribution to s ¼ 0:016. The learning rate is 0.01.
The generator network maps a 5-channel 1 Â 1 Â 10 latent factors to the video sequence by a 4-layer top-down ConvNet. Due to spatial non-stationarity and temporal stationarity of dynamics textures, we use spatially fully connected and temporally deconvolutional layer in the upper layers of the generator network. Specifically, the first layer uses 1 Â 1 Â 5 kernels. The second layer is a spatially fully connected layer with kernels of size 5 in the temporal dimension. The third layer uses 5 Â 5 Â 5 kernels with an up-sampling factor 2. The fourth layer uses 5 Â 5 Â 2 kernels with an up-sampling size 2 Â 2 Â 1. The numbers of channels at different layers are 256, 128, 64, and 3 from top to bottom. Batch normalization and ReLU layers are used between consecutive layers and tanh is added at the bottom-layer. The standard deviation of the noise is set to s ¼ 1. The learning rate is 0.0002. We use Adam optimizer to train the models. We ruñ n ¼ 2 parallel chains. Fig. 17 displays the results. For each category, the first row shows 6 frames of the observed sequence, and the second and third rows show the corresponding frames of 2 synthesized sequences generated by the learning algorithm. We use the same set of parameters for all the categories without tuning. Our experiments show that the cooperative training of spatial-temporal descriptor and generator can synthesize realistic dynamic textures.
To evaluate the quality of the synthesized examples, we compare our model with some baseline models for dynamic textures (e.g., LDS [69] , FFT-LDS [71] , MKGPDM [72] , and HOSVD [73] ) in terms of PSNR and structural similarity measures (SSIM) on 6 dynamic texture videos. Each model learns from 64 image frames of each observed video, and then generates a 64-frame dynamic texture video for evaluation. The PSNR and SSIM are computed between the generated example and the observed example. Table 6 shows the average performances of the models over the 6 videos. Our models are comparable or better than other baseline methods for dynamic textures.
CONCLUSION
This paper studies the fundamental problem of learning two important classes of deep generative models of images. By allowing the two models to cooperate with each other in a cooperative learning algorithm, our method can learn highly realistic generative models. We quantitatively evaluate our method on synthesis qualities of the generated images as well as the recovery errors of the reconstructed images. The most unique feature of our work is that the descriptor and the generator networks feed each other the synthesized data in the learning process. The generator feeds the descriptor the initial version of the synthesized data. The descriptor feedbacks the generator the revised version of the synthesized data. The generator then produces the reconstructed version of the synthesized data. While the descriptor learns from finite amount of observed data, the generator learns from virtually infinite amount of synthesized data.
Another unique feature of our work is that the learning process interweaves the existing maximum likelihood learning algorithms for the two networks, so that the two algorithms jumpstart each other's MCMC sampling.
A third unique feature of our work is that the generator accumulates the MCMC transitions of the descriptor via MCMC teaching, and reproduces the MCMC transitions by direct ancestral sampling. In other words, the descriptor distills its MCMC algorithm into the generator. Powering the MCMC sampling of the descriptor model in [14] , [15] is a main motivation of this paper, with the bonus of turning the unsupervised learning of the generator [25] into supervised learning.
Our cooperative training method can be generalized to a conditional version for learning the conditional distribution of a high-dimensional output given an input, which may also be high-dimensional. Examples include image generation given class label, text description, or abstract sketch, as well as recovering depth map from image. In the conditional cooperative learning method, the conditional descriptor learns the objective function or the conditional random field, and the conditional generator learns to initialize the sampling or optimization algorithm for the objective function.
Compared to reinforcement learning [74] , the descriptor network learns the cost function, the MCMC algorithm is like an optimal control algorithm, and the generator network is like a learned policy. Our method distills the optimal control algorithm into a policy. The optimal control is slow thinking while the policy is fast thinking. We shall investigate this connection in our future work.
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