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Introduction
Since the 1970's, an extensive dictionary translating the topological and combinatorial properties of a simplicial complex ∆ into algebraic properties of the associated Since any dimension must be non-negative, the theorem provides lower bounds for the entries of h(∆) in terms of some topological invariants of ∆. More recently, these bounds have been further lowered by the use of socles ( [18] ) and the sigma module Σ(Θ; k[∆]) (originally introduced by Goto in [5] , and whose definition is provided in Section 2). Furthermore, the symmetry appearing in the h-vector described by Gräbe in [7] was reformulated by Novik and Murai in [15, Proposition 1.1], and using Theorem 1.3 it may be described as follows: The second class of results that we will enlarge deals with the h-vectors of complexes admitting specific group actions by Z/pZ in the Cohen-Macaulay case. In particular, the following two theorems ( [22, Theorem 3.2] and [1, Theorem 3.3] , respectively) provide impressive bounds on the h-vector of such a complex and are ripe for extensions to more general complexes: In summary, our new results are the following (as much notation must be introduced before explicit statements may be provided, we present here a brief overview):
• 
Preliminaries

Combinatorics and topology.
A simplicial complex ∆ on a finite vertex set V is a collection of subsets of V that is closed under inclusion. The elements of ∆ are called faces, and the maximal faces (with respect to inclusion) are facets. The dimension of a face σ is defined by dim σ := |σ| − 1, and the dimension of ∆ is defined by dim ∆ := max{dim σ : σ ∈ ∆}. The faces of dimension zero are called vertices. If all facets of ∆ have the same dimension, then we say that ∆ is pure.
Given a face σ of ∆, we define the contrastar of σ in ∆ by
Similarly, the link of σ in ∆ is
We define the
where
, where
Let k be a field, and letH i (∆) be the i-th reduced simplicial cohomology group of ∆ with coefficients in k. If Γ is a subcomplex of ∆, then H i (∆, Γ) is the i-th relative cohomology group of the pair (∆, Γ) with coefficients in k. In the case that Γ = {∅}, this is the same as the reduced cohomology groupH i (∆). Denote the i-th (reduced)
Betti number of ∆ over k by
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We call a complex ∆ Cohen-Macaulay if β i (lk ∆ σ) = 0 for all faces σ and all i < dim lk ∆ σ. Similarly, we call a complex Buchsbaum if ∆ is pure and β i (lk ∆ σ) = 0 for all faces σ = ∅ and all i < dim lk ∆ σ. If ∆ is (d − 1)-dimensional and the link of each non-empty face σ of ∆ has the homology of a (d − |σ| − 1)-sphere, then we say that ∆ is a k-homology manifold; furthermore, if β dim ∆ (∆) is equal to the number of connected components of ∆, then we say that ∆ is orientable. Now let G be a finite group and suppose G acts on a simplicial complex ∆ (in particular, each g ∈ G acts as a simplicial isomorphism on ∆). We say that G acts freely if g·σ = σ for all faces σ = ∅ and all non-identity elements g ∈ G (we will always take our actions to be defined on the left). If G acts freely on ∆ and, additionally, (g · {v}) ∪ {v} is not an edge of ∆ for every vertex v ∈ V and every non-identity element g ∈ G, then we say that G acts very freely.
In the case that G = Z/2Z, free and very free actions are equivalent and we call ∆ centrally-symmetric when such an action by G on ∆ exists. When extending a free group action by G to the geometric realization |∆| of ∆, the action obtained is a covering space action (see [9, Section 1.3] ).
If ∆ admits a group action by G, then this extends to an action on the reduced (simplicial) chain complexC • (∆) by permuting its basis elements in accordance with the group action. This extends further to the cochain complexC
in the usual way: ifσ ∈C i (∆) is the basis element defined byσ(τ ) = 0 for σ = τ and
and hence g ·σ = (g · σ).
Modules and group actions.
Assume from now on that the field k is an extension of C. If G is a finite abelian group and M is a k[G]-module, then M admits a decomposition into isotypic components according to the action of G. That is,
whereĜ is the group of irreducible characters χ of G and
Of vital importance will be the consideration of direct sums of simplicial cohomology modules of the form
which inherit a G-action from ∆ as in the previous section. In particular, Theorem 3.1 will consider the isotypic components of modules of this form. In the j = 0 case, we set
These refined Betti numbers will be one of the main invariants considered in Sections 4 and 5 of this paper. 
Suppose A is endowed with a degree-preserving action of G. Then the decomposition in (2) makes A into a (Z ×Ĝ)-graded ring, since a 1 ∈ A χ1 i1 and a 2 ∈ A χ2 i2 implies that a 1 a 2 ∈ A i1+i2 and that
for all a ∈ A, g ∈ G, and m ∈ M , then the decomposition in (2) If N is another (Z ×Ĝ)-graded A-module satisfying the same conditions as M , then G acts on Hom A (M, N ) by defining
That is, the standard (Z ×Ĝ)-grading on Hom A (M, N ) is consistent with the induced one above. In general, the set of graded A-module homomorphisms from M to N is a submodule of Hom A (M, N ). However, in our case of M being finitely generated, the two submodules are equal (see [2, Section II.11.6] ). Unless stated otherwise, a (Z ×Ĝ)-graded map of A-modules will refer to a homomorphism of degree 0.
Let
denote the i-th local cohomology module of M with support in m (see [10] for some basic properties of these modules), and denote m j = (x j 1 , . . . , x j n ) (not to be confused with M j , the j-th graded piece of M as a Z-graded A-module). We can trace the extra grading of Hom modules through to some standard local cohomology results using the following proposition.
Proposition 2.1. Let G be a finite abelian group, and let M be a (Z ×Ĝ)-graded A-module with an action of G satisfying (3). Then:
A-modules, then there is a long exact sequence
Remark 2.2. While these statements are to be expected and follow the typical constructions, we could not find any all-encompassing reference for them. Since many of the modules and maps involved are vital to the proofs of Theorems 3.1 and 4.2, the proofs have been included both for the sake of completeness and for a preview of what is to come.
and we can naturally extend the action of G on A to an action of
Then equation (3) holds for each Since
also preserve the action of G, so the pullbacks 
. Since all maps here are (Z ×Ĝ)-graded, f * is as well. For part (4) , all that remains to be checked is that the connecting homomorphism δ is (Z ×Ĝ)-graded. This follows from its standard construction, as it is defined as a composition of certain (Z ×Ĝ)-graded maps.
For any integer a, denote by
For the rest of this section, we will only be considering groups G of the form Z/pZ for a prime p. In this case, G ∼ =Ĝ. Once we have fixed a generator g for G and a primitive p-th root of unity ζ, there is a group isomorphism mapping χ ∈Ĝ to j ∈ Z/pZ such that
Hence, we write
With this identification, we view all of the modules constructed above as (Z × G)-graded modules, where M j i is the component of M in degree (i, j). As in our definition (1), we set
Thinking now of M as a (Z × G)-graded vector space over k, we can define the
where λ and t are indeterminates with 
In fact, if ∆ is centrally-symmetric (so p = 2) and Cohen-Macaulay, then a certain Hilbert series provides a strong inequality bounding the h-vector of ∆; see [24, Theorem III. Recall that T (∆) j is the set {U ∈ N n : s(U ) ∈ ∆ and |U | = j}. 
The main theorem: a refinement of Hochster
of Theorem 1.1 induce vector space isomorphisms 
as vector spaces over k. Note that while [12, Theorem 1] is stated with respect to a Z n -grading, Reisner's proof in [20, Theorem 2] shows that the only non-acyclic components of the cochain complex Hom
occur in the Z n -graded case. Our first goal is to show that this isomorphism preserves isotypic components in the sense that it induces isomorphisms of the form
is such that |σ| = t and
) −j has a vector subspace with basis given by
For the right side of (5), given σ ∈ ∆ with |σ| = t, as in Section 2.1 letσ :
otherwise and define σ, U :=σ
Then a basis for
is given by B = { σ, U : σ ∈ ∆, |σ| = t, U ∈ T (∆) j , and s(U ) ⊆ σ}, and Miyazaki's proof of Theorem 1.1 shows that the direct sum of maps ψ :
is the chain map inducing the isomorphism in cohomology in (5 
where G acts on U ∈ N n by permuting indices in accordance with the action of G on the vertex set [n]. Hence, ψ is a G-equivariant isomorphism and (6) is established.
Finally, again referring to the proof of [12, Theorem 1], the canonical maps
) induce isomorphisms in Z-graded components of degree at least −j. Since these are also maps of (Z ×Ĝ)-graded A-modules by Proposition 2.1, we obtain the desired isomorphism in the statement of the theorem. 
for all i and k, and let 
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G-homogeneous l.s.o.p. for k[∆] such that θ i ∈ A m 1 for all i. Then the (Z × G)-graded
Hilbert series of k(∆; Θ) is given by
Then (recall the shifted module discussion from Section 2.2) we have exact sequences of (Z × G)-graded A-modules with degree-preserving maps of the form 
In the case θ s ∈ A m 1 for s = 1, . . . , d, the equation above simplifies to
Analyzing the first term yields the following, using Theorem 2.4:
Algebraic Combinatorics, Vol. 1 #5 (2018) For the second term,
by [25, Proposition II.4.14 ] (though the stated result is for Z-graded A-modules, the exact same proof works in the (Z × G)-graded case using Proposition 2.1). By our Theorem 3.1,
and so the
Now we sum over all values of s,
Here the second equality follows from the identity 
Of course, we would like for analogous statements to hold for the (Z × G)-graded
. In order to even consider this series, we must first verify that this module is in fact (Z×G)-graded by establishing that the sigma module is G-invariant. This is accomplished by the following lemma, whose proof is nearly immediate and has been omitted. 
Fortunately, the proof of our needed aspects of [16, Theorem 2.3] goes through essentially verbatim in the (Z × G)-graded case using Proposition 2.1. One aspect not covered directly by the proposition (though it is considered in the proof) is that images and kernels of maps of (Z ×Ĝ)-graded A-modules are themselves (Z ×Ĝ)-graded; this follows from [2, Proposition II.11.3.3] . Hence, we obtain the following proposition. 
This immediately establishes the following extension of Theorem 4.2: for all i. Then
4.3.
Inequalities. Theorem 4.5 implies the following inequality bounding the hvector of any Buchsbaum simplicial complex ∆:
For Cohen-Macaulay complexes admitting a very free action by G, bounds on the hvector may be obtained through Theorem 1.5. In this section we present some similar inequalities by exploiting the (Z × G)-graded Hilbert series of Buchsbaum complexes admitting free group actions by G. To begin, setting m = 0 and examining the λ i t k coefficients in Theorem 4.8 immediately allows us to bound the h-vector of ∆ by
The inequalities above provide an immediate "permutable" version of (7) that is worth recognizing. 
Proof. For each m ∈ M, consider the corresponding inequality (9) . Add all of the inequalities together along with (8) , then divide by p.
Note that by taking M = [p − 1], we obtain the original bound (7). On the other hand, by considering the degrees of the group representations produced by G acting on H i (∆), we can also obtain some extensions of Theorem 1.5.
Proof. The statement in (1) is an immediate consequence of the inequalities in (8) and (9) . For (2), consider the reduced cohomology groupH i (∆; Q) with coefficients in Q, which satisfies It is also worth examining the properties of the quotient ∆/G. This quotient has elements corresponding to orbits of the faces of ∆ under the action of G, and it can always be made into a poset with zero element {∅} (assuming ∆ = ∅) under the ordering defined by setting x y if σ ⊆ τ for some σ ∈ x and τ ∈ y. This poset is ranked by setting the rank of an orbit to be the cardinality of any of its members.
In some cases, ∆/G is itself isomorphic to the face poset of a simplicial complex (for instance, when Z/2Z acts by rotation on the boundary of a hexagon, the quotient is isomorphic to the face poset of the boundary of a triangle). When this happens, we naturally view ∆/G as the corresponding simplicial complex. Less optimistically, ∆/G may have the property that every interval [{∅}, x] is isomorphic to a boolean lattice. In this case, we say that ∆/G is a simplicial poset. Many invariants of simplicial complexes have natural extensions to simplicial posets (see [23] for a nice overview). In particular, the h-vector of a simplicial poset is a well-studied object that our next proposition examines. 
and any j, where we interpret s − j modulo p.
Before starting the proof of this theorem, note that dim
) is Gorenstein and hence such an s always exists. 
Comments
It was shown by Duval in [3] that a version of Theorem 1.1 also holds when considering the face ring of a simplicial poset. Our main result then begs the following question. An answer to this question will likely require a careful examination of a (Z × G)-grading imposed on the face ring of a simplicial poset, an object that at times is considerably more complicated than the Stanley-Reisner ring.
Stanley was able to examine some implications of equality being attained in his inequalities of Theorem 1.5 for the G = Z/2Z case (see [24, Proposition III.8.2] ). In light of these results, our next question naturally arises. 
