Various types of LU-factorizations for nonsingular matrices, where L is a lower triangular matrix and U is an upper triangular matrix, are defined and characterized. These types of LU-factorizations are extended to the general m × n case. 
Introduction
The subject of LU -factorizations of matrices has been an important topic of investigation for a number of years. The applications of LU -factorizations are widespread in analyzing large data sets and are extensively used in areas such as engineering, physics, economics and biology. MathSciNet lists over 300 papers concerning this topic.
While teaching a Linear Algebra course the following observation was made. Some students were computing LU -factorizations incorrectly, namely they were not updating multipliers in Gaussian elimination (they were doing elimination without changing the diagonal entries), but they were getting the right factorization in some problems. This occurrence gave rise to several questions. For what types of matrices will this abbreviated version of elimination work correctly? Are there other abbreviated versions of elimination, or other possibilities for handling the multipliers? This investigation led to LU -factorizations with different groups of inherited or nearly inherited entries.
We consider LU -factorizations of a matrix A, where the entries of A are inherited in L or U . Our characterizations involve the submatrices of a specific matrix. On the other hand, the authors in [4] give graph theoretic conditions for inherited LU -factorizations for matrices with a particular zero/nonzero pattern. Their conditions are of generic type, while we obtain more general conditions on the submatrices of the matrices. The conditions we obtain are quantitative in nature, whereas those in [4] are qualitative.
In Section 2, we define and characterize various types of LU -factorizations for nonsingular matrices, where L is lower triangular and U is upper triangular. These types of LU -factorizations are extended to the general m × n case in Section 3. Conditions for the product of a lower and an upper triangular matrix to be the zero matrix are obtained in Section 4. These results are motivated by the fact that such a product being zero enters into necessary and sufficient conditions for the existence of some of the factorizations examined in Section 2. In Section 5, we note how the more general conditions given in this paper are satisfied in the structures described in [4] . In Section 6, we give applications of our results to graphs and adjacency matrices, which are considered in [1, 2] . The notion of an EZ-graph of order r is defined and used in characterizing when the adjacency matrix of a graph (partitioned into 2 × 2 submatrices) has an "EZ-factorization".
LU-factorizations of nonsingular matrices
In this section and in Section 3, we work in the general setting of matrices over a ring with unity. We will eventually apply some of the results to LU -factorizations of adjacency matrices of graphs in Section 6. In this section we assume that A is n × n nonsingular over the ring , a 11 , a 22 , . . . , a nn are invertible elements of , and write
where B is strictly lower triangular, D is diagonal, and C is strictly upper triangular.
We introduce the following factorizations:
for some unit diagonal, lower triangular L and some diagonal matrix D , F 1 : A = (B + D )U for some unit diagonal, upper triangular U and some diagonal matrix D , Consider
is an F 2 type factorization. But, we do not have A = (B + D)U for any unit diagonal, upper triangular matrix U . For if so, we would have
But, L / = B + D, and so we have a contradiction. So, we do not have an F 2 factorization. Also, we do not have an F 3 (or F 4 ) factorization. Thus, F 2 holds, but F 2 , F 3 , and F 4 do not hold! (We abbreviate "A has an F i factorization" by just saying that "F i holds".)
On the other hand, we have the following implications. 
Proof. (i) ⇔ (ii)
. F 3 and F 3 are equivalent, based on the following: 
By "uniqueness of LDU factorizations" (see for example [6, Theorem 1.7.28, p. 84]), we get L = I + BD −1 and U = I + D −1 C, so that F 3 (and F 3 ) holds.
A factorization of the form F 3 is called an EZ-factorization, and may be described as U is inherited and L is nearly inherited. Hence, when A is an n × n nonsingular matrix, A has an LU -factorization with "U inherited" (F 2 ) and an LU -factorization with "L inherited" (F 2 ) if and only if A has an EZ-factorization (F 3 ).
We observe that when A has an EZ-factorization (F 3 ), easy rules produce both factors L and U . Such matrices should be of interest in sparse matrix theory since there is no fill-in during Gaussian elimination. An EZ-factorization does depend on the underlying ring . is an EZ-factorization over the real number field, but A does not have an EZ-factorization over the ring of integers since D −1 is not integral. We also remark that if A is an n × n integer matrix that has an EZ-factorization, then A is integrally nested, see [3, 5] . In (ii) L is a unit lower triangular matrix, so L − I is strictly lower triangular. Now Similarly
Note that all of these characterizations involve a product of a lower triangular matrix and an upper triangular matrix (in some cases they are strictly triangular), and require that the product be triangular, strictly triangular, diagonal, or zero. Even the condition in (i) for the existence of the matrix X can be written as:
is strictly lower triangular for some diagonal matrix Y . This gives rise to several interesting matrix equations. In Section 4 we start an investigation on the construction of solutions to a few of these equations. But first we consider the general m × n case, and present results extending F 2 , F 2 , F 3 , F 3 , F 4 , and F 4 .
The general m × n case
We first generalize the F 2 factorizations.
Definition 3.1. Let A be an m × n matrix and write
where A 1 is r × r and r min(m, n).
where B 1 is strictly lower triangular, D 1 is diagonal, and C 1 is strictly upper triangular. Then, A has an order r left unit LU -factorization with U inherited if and only if there exists an m × r unit lower triangular matrix L such that
Remarks
1. In the above definition, unit matrix L means that all l ii = 1.
2. An m × r (r × n) lower (upper) triangular matrix is sometimes referred to as a trapezoidal matrix. However, as in previous papers such as [1, 2] , we will use the term lower (upper) triangular.
Theorem 3.2. Let A be an m × n matrix and write
as in Definition 3. 
Proof. (⇒) Suppose A has such a factorization. Then there exists an m × r unit lower triangular matrix L such that
where L 1 is r × r. Then, 
Using the matrix E given in (iii), define L 2 = EL 1 . Then
and
Observing the proof of Theorem 3.2, L 1 is determined as
Thus, when A has an order r left unit LU -factorization with U inherited, the L and U factors are uniquely determined. The uniqueness of the L and U factors is also easily seen for the other types of LU -factorizations in this section.
We have a similar definition for an order r right unit LU -factorization with L inherited (thus generalizing F 2 ). Definition 3.3. Let A be an m × n matrix and write
, where A 1 is r × r and r min(m, n).
where B 1 is strictly lower triangular, D 1 is diagonal, and C 1 is strictly upper triangular. Then, A has an order r right unit LU -factorization with L inherited if and only if there exists an r × n unit upper triangular matrix U such that
Similar to the proof of Theorem 3.2, the following result can be obtained.
Theorem 3.4. Let A be an m × n matrix and write
We next consider EZ-factorizations, and extend the F 3 factorizations. We again partition A as
where 
so that L is m × r unit lower triangular with l ij = a ij a −1 jj for i > j and U is r × n upper triangular with u ij = a ij for i j . Then, A has an order r EZ-factorization with U inherited if and only if A = LU . Now,
Hence, A has an order r EZ-factorization with U inherited if and only if
With A, L, and U as above, further assume that there exists an (m − r) × r matrix E such that A 3 = EA 1 and A 4 = EA 2 . (If A has an EZ-factorization, Theorem 3.2 guarantees that such a matrix E exists.) Suppose that
Since U 1 is an invertible upper triangular matrix, we have EL 1 = L 2 and so
We arrive at the following result.
Theorem 3.6. Let A be an m × n matrix and write A =
as in Definition 3.1. Suppose that a 11 , a 22 , . . . , a rr are invertible elements of the ring . Then, the following are equivalent: 
Next observe that
We saw in Section 2 that a square matrix A has an F 2 type factorization and an F 2 type factorization if and only if A has an F 3 type factorization. For m × n matrices, a natural question is the following. Is it true that A has an order r left unit LU -factorization with U inherited and an order r right unit LU -factorization with L inherited if and only if A has an order r EZ-factorization with U inherited? This is still an open question.
Finally, we generalize the F 4 factorizations. "G.E. factorization" refers to the fact that in this case A = LU is set for Gaussian elimination. The proof of the following characterization is similar to the proof of Theorem 3.6 and is omitted. In this case,
and U remains as
Theorem 3.8. Let A be an m × n matrix and write A =
as in Definition 3.1. Suppose a 11 , a 22 , . . . , a rr are invertible elements of . Then, the following are equivalent: There is of course a similar characterization for matrices that have an "order r G.E. factorization with L inherited" (generalizing F 4 ).
Solutions of the matrix equation BC = 0
For simplicity, in this section and in Section 5, we assume that our matrices are square and have real entries. In this section we will consider the equation BC = 0 where B and C denote n × n lower (respectively upper) triangular matrices. Such a product being zero enters into necessary and sufficient conditions for the existence of the F 3 If this pattern is followed in the remaining parts of B and C, one can obtain a pair of triangular matrices where for k = 1, 2, . . . , n either column k of B or row k of C consists entirely of zeros. In this case BC = 0, and the matrices B and C are said to exhibit a saw tooth pattern. Theorem 5.2 shows that this condition is equivalent to BC = O, where the equality holds generically. That is to say, the equality holds for any matrices with the same zero/nonzero patterns as B and C, respectively.
If both B and C contain leading principal submatrices consisting entirely of zeros, then other matrix structures are available. Partition B and C as Proof. If BC = 0 then B 2 C 2 = −B 3 C 3 , which necessarily has rank less than or equal to k. Conversely, if rank(B 3 C 3 ) k, then rank(−B 3 C 3 ) k. Hence, −B 3 C 3 has a factorization into a product of an (n − k) × k matrix times a k × (n − k) matrix. In order to obtain such a product, we can first factor −B 3 C 3 into a full-rank factorization GH , where G is (n − k) × r and H is r × (n − k). Then, append k − r zero columns (rows) to G (H ).
Observation 2.
If k n/2 in Theorem 4.1, then for any (n − k) × (n − k) lower (upper) triangular matrices B 3 and C 3 , respectively, there exist submatrices B 2 and C 2 such that BC = 0. If B or C is 0 then BC = 0 trivially, so consider the case where they are both nonzero. Let t be one more than the size of the largest zero matrix that occurs as a leading principal submatrix in each of B and C. Take B 1 and C 1 in (I) to be t × t, so that only the last row of B 1 or the last column of C 1 is nonzero. As t increases from 1 as in Observation 1 to at least n/2 + 1 in Observation 2, there are two trends that may be observed. One is that the conditions on B 3 and C 3 decrease from B 3 and C 3 are lower (respectively upper) triangular matrices with B 3 C 3 = 0, to B 3 and C 3 can be arbitrary lower (respectively upper) triangular matrices. The other trend is that the relationship between B 2 , C 2 and B 3 , C 3 increases from total independence to highly dependent. The next theorem sheds some light on these trends by providing an intermediary step in this progression based on a pattern determined by a 2-vector (p, q) T and its orthogonal complement (−q, p) T . This result suggests several methods of constructing larger triangular matrices with a zero product from smaller ones by adding initial rows and columns. It is also possible to do this by adding final rows and columns. Suppose that we start with lower (respectively upper) triangular matrices B , C such that B C = 0. To B add a final column of zeros and then a final row consisting of (β T , p), where p is a scalar to be determined and β ∈ N(C T ), the null space of C T . To C add a final row of zeros and then a final column consisting of γ q , where q is a scalar to be determined and γ ∈ N(B ). Finally, choose p and q such that pq = −β T γ . Now B, C are lower (respectively upper) triangular matrices and
The results of this section can also be adapted to strictly triangular matrices. Let B and B be matrices, where B can be obtained from B by adding an initial row and final column of zeros. Now B is lower triangular if and only if B is strictly lower triangular. Similarly, let C and C be matrices, where C can be obtained from C by adding a final row and initial column of zeros. Now C is upper triangular if and only if C is strictly upper triangular. Further more B C = 0 if and only if BC = 0.
Comparison with [4]
In [4] the authors characterize matrices A = LU with LU -factorizations where the entries of L or U are inherited from A and the equality A = LU holds generically. That is, if A has an LUfactorization with a certain collection of entries inherited, then the same is true of all matrices with the same zero/nonzero structure as A. This means that only certain matrices having an LU -factorization with inherited entries are considered, and these satisfy such a property because of the structure of their underlying digraph, not the relative sizes of their nonzero entries. The underlying digraph of an n × n matrix A, denoted by d(A), is a digraph on the set of vertices 1, 2, . . . , n with an edge from i to j provided that a ij / = 0. Further, they only consider square matrices, where the proper leading principal minors are nonzero so that the LU -factorization is unique. It is interesting to note how the more general conditions given in this paper are satisfied in the structures described in.
For simplicity we restrict our attention to n × n nonsingular matrices with nonzero leading principal minors. In The entries on or above the diagonal of the matrix are then sums or differences of terms of the form
Since B is strictly lower triangular, we need only consider values of i and k 1 with k 1 < i.
Similarly, since C is strictly upper triangular, we can restrict the other indices to ranges with
Since k 1 < i, for i j , there must be a first index k or j in the sequence k 1 , k 2 , . . . , k l , j for which i k , or k 1 < k 2 < · · · < k l < i j . Now if U = D + C holds generically then A is (i, k )-lower restricted and the displayed product is 0.
Thus U = D + C holds generically if and only if each BD −1 (CD −1 ) k , or equivalently each BC k , k = 1, 2, . . . , n − 1 is generically equal to a strictly lower triangular matrix.
We thus obtain: Proof. U = D + C holds generically is equivalent to the equality holding for any matrix with the same zero pattern which, by Theorem 2.2(ii), is equivalent to B(D + C) −1 is strictly lower triangular for any matrix with the same zero pattern. Thus (i) and (ii) are equivalent. The equivalence of (i) and (iii) is given by [4, Corollary 3.4] , and the equivalence of (i) and (iv) is given in the discussion above.
Next consider the 
Applications to graphs and adjacency matrices
Let G = (V , E) be a graph with vertex set V and edge set E, where there are no loops or multiple edges. Each edge is incident with two vertices. If edge e is incident with vertices u and v, then e can be represented by the unordered pair (u, v) . Two edges are said to be disjoint, if they are not incident with the same vertex. For a subset U of the vertex set V , the subgraph of G induced by U is denoted by G(U ) and consists of the subgraph with vertex set U and edge set E U where E U contains all edges (u, v) of G with both u and v in U .
For an ordering v 1 , v 2 , . . . , v p of the vertices of G, the adjacency matrix of G is defined to be the p × p matrix adj(G) = M = (m ij ), where m ij = 1 if (v i , v j ) is an edge of G and m ij = 0 otherwise. The LU -factorization of adj(G) is problematic because all of the diagonal entries are zero when the graph has no loops. Furthermore, it may not be desirable to reorder the rows and columns independently, so even if the vertices are reordered the zero entries remain on the diagonal. An approach to LU -factorizations of adjacency matrices which was shown in [2] to have some value, is to partition adj(G) into 2 × 2 blocks. One can then consider a block LU -factorization of the partitioned matrix. If the number of vertices is odd, before we partition M into 2 × 2 blocks, we will add a final isolated vertex for convenience. Denote the result by adj 2 (G) = A = (a ij ), where A is n × n with n = p/2 and a ij is the ij th submatrix of M.
Next we characterize the graphs G for which A = adj 2 (G) has an F 3 or EZ-factorization. This will illustrate some of the possibilities, when considering inherited LU -factorizations over rings with zero-divisors. The characterization of graphs for which A has other types of inherited LU -factorizations remains open. First we provide a pair of useful lemmas. Proof. We use the notation in Theorem 3.6. Let A = LU be an order r EZ-factorization of A. One can easily check that
, where D r is r × r, it is also easily seen that DA = (DLD −1 r )(D r U) is an order r EZ-factorization.
As an application of this lemma consider D = diag(a Define the EZ-graph of order r to be the graph EZ(r) = (V , E), where V = {v 1 , v 2 , . . . , v 2r } and E consists of all unordered pairs (v i , v 2j ) with 2j − 1 i. Fig. 1 shows EZ(4) . 1 . When one checks that A has an EZ-factorization, it is found that the product ada T = 0 plays a key role.
We can now obtain the result: Proof. We use the notation of Definition 3.5 and Theorem 3. 
The only solutions to (1) with i = j in the set of 2 × 2 0, 1-matrices have the form a ik = 0 * 0 * or * 0 * 0 , where * may be 0 or 1. Furthermore, under the condition of (1) the forms of a ik and a jk must agree. That is, once we determine the form of one entry in column k below the diagonal, then (1) requires that all other entries in that column below the diagonal must have the same form. If the second form were to appear, we could use Lemma 6.2 to interchange vertices v 2k−1 and v 2k , which would obtain the first form. The forms of all entries below the diagonal in that column are then swapped. 
for some ordering of the vertices of G. Now (2) only requires that v 2i−1 and v 2i are disjoint from v 2k−1 for k < i which is equivalent to G being a subgraph of EZ(r).
While Theorem 6.3 characterizes graphs G with p vertices whose adj 2 (G) have an EZfactorization of order p/2, the more general case of EZ-factorizations of order r with r < p/2 remains open. Example 6.4 and Corollary 6.5 suggests some possible directions for such an inquiry.
