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Abstract
Zero-shot video classification for fine-grained activity
recognition has largely been explored using methods sim-
ilar to its image-based counterpart, namely by defining
image-derived attributes that serve to discriminate among
classes. However, such methods do not capture the funda-
mental dynamics of activities and are thus limited to cases
where static image content alone suffices to classify an ac-
tivity. For example, reversible actions such as entering and
exiting a car are often indistinguishable.
In this work, we present a framework for straightfor-
ward modeling of activities as a state machine of dynamic
attributes. We show that encoding the temporal structure
of attributes greatly increases our modeling power, allow-
ing us to capture action direction, for example. Further,
we can extend this to activity detection using dynamic pro-
gramming, providing, to our knowledge, the first example of
zero-shot joint segmentation and classification of complex
action sequences in a larger video.
We evaluate our method on the Olympic Sports dataset
where our model establishes a new state of the art for stan-
dard zero-shot-learning (ZSL) evaluation as well as outper-
forming all other models in the inductive category for gen-
eral (GZSL) zero-shot evaluation. Additionally, we are the
first to demonstrate zero-shot decoding of complex action
sequences on a widely used surgical dataset. Lastly, we
show that that we can even eliminate the need to train at-
tribute detectors by using off-the-shelf object detectors to
recognize activities in challenging surveillance videos.
1. Introduction
When learning activity recognition models using deep
neural networks, most approaches assume a fully super-
vised problem setting where 1) all categories of query ac-
*
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tions are known a priori, 2) example instances from such
categories are made available during training and 3) the pre-
defined closed set of labels are supported by a large and rel-
atively balanced set of examples. Taken together, this has
led to an emphasis on ever more advanced regression-style
approaches, whereby a neural network model is trained and
scored on held-out examples from the same label set in an
end-to-end bottom-up fashion. However, many real-world
applications do not fit this model because they are naturally
“open-set” problems where new labels may be defined at
test time, and/or are fine-grained and compositional so that
a combinatorial number of possible activity labels may ex-
ist, and/or may be data poor so that sufficient labeled train-
ing data may not exist for the desired use case. For example,
in video surveillance, the goal is often to detect specific un-
usual activities in a zero-shot manner, e.g. “locate instances
where a light brown package is being placed under a car by
a man wearing a gray parka.” To successfully answer such
a structured query, the ability of a zero-shot system to com-
pose together detectable actor-object relational attributes in
an on-demand fashion is highly desired.
In this paper, we present a framework for zero-shot
recognition of complex action sequences that models an ac-
tivity as a sequence of dynamic action signatures. In our
framework, an action signature is a particular configura-
tion of visually detectable entities, such as attributes, ob-
jects and relations, that describe a temporally local seg-
ment of a video. A fundamental observation in our work
is that such configurations are often dynamic, rather than
static—i.e. an action’s attributes change over time in a
characteristic manner. For example, the act of a per-
son entering a vehicle as shown in Figure 1 can be de-
fined as “a person near a vehicle moving into a vehi-
cle”. This can be described as the attribute sequences a
person exists followed by a person does not
exist and a vehicle exists.
In the remainder of this paper, we show that dynamic
action signatures provide a powerful semantic label em-
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Figure 1: Our full system diagram. One path of the diagram creates transducers from neural attribute detections which get
composed with the state-machine instantiated from the activity definitions. The best-path decode computes a compatibility
score of a hypothesized activity.
bedding for zero-shot activity classification and establish a
new state-of-the-art zero-shot classification benchmark on a
standard zero-shot-learning (ZSL) dataset, Olympic Sports
[33]. We also use our methodology to impose constraints on
the predicted action sequences themselves, leading to the
first zero-shot segmentation results on complex action se-
quences in a challenging surgical dataset [9], and establish,
for the first time, a zero-shot baseline result that is compet-
itive with end-to-end trained methods.
Finally, in section 4.3 we eliminate any kind of super-
vised training on the dataset from which unseen (test) cases
are drawn by using publicly available, off-the-shelf object
detectors to provide action signatures for video surveillance.
We combine this with our activity models to provide a true
de novo model of an activity. We provide both quantita-
tive and qualitative results of our zero-shot framework using
these “on the fly” models on the challenging DIVA dataset1,
which contains fine-grained human-object interactions un-
der a real world video surveillance setting.
In summary, the main contributions of the paper are:
• A zero-shot classification of complex action sequences
with dynamic action signatures which establishes a
new state-of-the-art on Olympic Sports [33] dataset.
We outperform all other methods for the ZSL eval-
uation regardless of training assumptions (induc-
tive/transductive).
• To the best of our knowledge, we are the first to
demonstrate zero-shot decoding of complex action se-
quences. We present our results on a surgical dataset,
JIGSAWS [9], to jointly segment and classify fine-
grained surgical gestures where we establish an im-
pressive baseline.
1https://actev.nist.gov/
• A demonstration of zero-shot classification of fine-
grained human-object interactions that requires no su-
pervised training of attributes by leveraging off-the-
shelf object detectors in video surveillance.
2. Related Work
Zero-shot recognition approaches aim to compose clas-
sifiers for novel unseen categories at inference time given
only descriptions provided by either humans or existing
knowledge bases without observing any training instances
from the test categories. Recent zero-shot action recogni-
tion methods focus on how to better learn or establish a
mapping between the visual feature and semantic label de-
scriptor spaces. However, in this work, our focus is on de-
signing a better semantic space itself especially geared to-
wards zero-shot recognition of fine-grained activities.
A visual representation of a video is often computed us-
ing low-level trajectory based descriptors [45] or deep con-
volutional neural networks [1, 44]. Either a Fisher vector
encoding over trajectory features [35] or an average pooled
deep feature serves as an encoding that describes the video
as a whole. In comparison, our approach explicitly repre-
sents a video as a time series of attribute predictions ex-
tracted from temporally local video snippets and does not
apply a global aggregation function to the features which al-
lows us explicitly model dynamic state changes of attributes
in an activity sequence.
Visual attributes as semantic descriptions of activity
labels: The line of work that uses attribute based semantic
embedding for zero-shot action recognition followed a pi-
oneering work that originally proposed to categorize novel
objects using visual attributes [21]. As a natural extension,
manually defined visual attributes have been widely used
to provide semantic descriptions of human actions for zero-
shot learning [2, 5, 7, 21, 24, 46]. Using a fixed collection of
attributes, a given sample is embedded as a vector of binary
[21, 24] or soft assignments [6, 39] of attribute presence in
the input. Manually specified attributes define a powerful
semantic embedding space as evidenced by recent attribute
based approaches [8, 27, 31, 37] that consistently outper-
form word-embedding based approaches on zero-shot hu-
man action recognition benchmarks [20, 33, 43]. Our ap-
proach similarly uses a manually specified action attribute
space as our label embedding. However, other methods use
a ‘static’ version of action attributes meaning that the se-
mantics are limited to either presence or absence of a par-
ticular attribute in a given action sequence. However, we
present dynamic attributes where an action attribute can ex-
hibit state changes over time.
Word embedding as semantic descriptions of activ-
ity labels: The main criticism of attribute based zero-shot
learning approaches is that the manual effort involved in
defining and associating attributes with activities is not scal-
able. Alternatively, paired with improvements in natu-
ral language processing and parsing [30], a hugely popu-
lar Word2vec implementation [29] has attracted many re-
searchers to use word embedding for zero-shot recognition
of actions [2, 3, 8, 12, 13, 25, 27, 31, 37, 38, 46, 48, 49].
Alternatively, GLoVe [36] provides an alternative text based
embedding by constructing a large matrix of co-occurrence
statistics between words and contexts. Semantic vectors are
obtained such that dot product of co-occuring word and con-
text vectors equals the co-occurrence probability. GloVe is
used as the semantic embedding for labels in [15, 50, 51]
with promising results. The fundamental assumption of
word embedding based approaches is that an activation pat-
tern of the feature layer of the skip-gram model of [29]
given an interest-word (text of activity label) as input pro-
vides a discriminative representation of novel categories.
Text provides an elegant way to circumvent manual defi-
nition all together and still provide a reasonable semantic
description of activities in a zero-shot manner by leverag-
ing text models trained on large scale text corpora. How-
ever, it is at the cost of zero-shot recognition performance as
manual attributes consistently outperform Word2vec based
representations given the same methodology [26]. The per-
formance gap indicates that there still exists a significant
gap between the underlying distributions of visual and text
data. Moreover, we believe an important factor in zero-shot
activity recognition (as opposed to static applications such
as object or scene classification) is to model the temporal
evolution of elements in video. A simple text embedding of
activity names is not built to describe dynamic elements of
a video in full.
Objects as attributes: The work of [16] constructs a
word embedding augmented by a skip-gram model of ob-
ject categories in videos. Further, a spatial-aware object
based embedding is proposed in [28] for additional zero-
shot localization of actions. An approach to learn relations
between action-attribute-object in an end-to-end manner us-
ing two-stream graph convolutional network is proposed in
[8]. We also view objects as a promising source of addi-
tional information to provide a rich semantic embedding for
zero-shot activity recognition. Our approach allows tempo-
ral modeling of object presence and demonstrate that we
can compose actor-object interaction detectors in a zero-
shot manner using off-the-shelf object detectors in Section
4.3.
In practice, the distributions of seen and unseen cate-
gories are often not well aligned for accurate ZSL infer-
ence. Researchers have identified this problem as the do-
main shift problem in ZSL, analyzed empirically in [6] and
theoretically in [39], which has led to a series of approaches
[5, 48, 19, 31, 8, 27] that allow the use of unlabeled in-
stances from the unseen test categories as part of training,
defined as the transductive setting for ZSL. In this work, we
focus on introducing our new semantic embedding space
with dynamic attributes that enables improved zero-shot ac-
tion recognition rather than a method to better solve the do-
main shift problem between the seen and unseen categories.
3. Methodology
We first establish a basic hierarchy of concepts. At the
highest level we have the activity—for example, suturing
in robotic surgery. Each activity can be decomposed into
a sequence of actions (y1, . . . , yN ). Possible examples of
actions are “Pushing needle through tissue” in a suturing
activity or “throwing javelin” in a sporting event. Zero-shot
learning approaches further decompose each action y into a
set of K elementary attributes (usually taken to be binary-
valued) y = {a1, . . . , aK}.
Given a video recording of an activity (represented as
a sequence of frames X = (x1, . . . , xT )), our goal is to
map each frame xt to its corresponding action yt by detect-
ing the presence or absence of each attribute aˆ(xt) in the
video, then choosing the action whose signature a(yt) best
fits those attributes. In other words, we choose the action
with highest score:
yˆ(x) = argmax
y
score(a(y), aˆ(x)) (1)
Our methods focus on defining signatures conveniently, and
computing the score efficiently.
3.1. Dynamic Attribute Labeling
Previous work in zero-shot action recognition defines
each signature over a set of attributes that are static—i.e.
each attribute is presumed to be constant through the dura-
tion of the action. However, in many scenarios the actions
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Figure 2: State machines implementing our dynamic at-
tribute logic. Each edge is labeled with the token it accepts.
TOP: The rule “absent, then present” implemented as a ma-
chine that accepts one or more non-detections followed by
one or more detections. BOTTOM: The rule “absent for
first 75%, then present for remaining 25%”, instantiated for
a length-4 sequence.
of interest are distinguished by their time evolution rather
than the presence or absence of static attributes. Take “per-
son entering a vehicle” and “person exiting a vehicle”, for
example. Both of these actions share the static attribute “ve-
hicle present”. However, they are differentiated from each
other by what happens to the person over time—in an “en-
tering” action the person disappears into the vehicle, but in
an “exiting” action the person appears out of it.
In this section we outline a simple and elegant method
for implementing dynamic attribute signatures, which also
generalizes previous work. Our method is flexible enough
to accept a high-level ordering of events, but also permits
more temporal information to be provided if it is known.
For example, it can implement a signature for “person ap-
pears” like “person is absent, then person is present”, or one
additionally specifying that a person should be absent for
the first 75% of a segment, and present for the remaining
25%. Finally, several existing zero-shot learning datasets
are annotated with static attributes, but do not have tempo-
ral information. Our framework allows new dynamic sig-
natures to be defined quickly and easily by specifying the
temporal evolution of relevant attributes on a per-activity
basis.
3.2. Activity Signatures
Because they are well-studied, flexible, and easily-
composable, we implement our methods using finite-state
logic (specifically using the OpenFST toolkit [4]). For a
comprehensive overview of finite-state methods and their
use in sequence models, see [32].
We define action signatures as finite-state acceptors that
implement time-varying rules. Each signature accepts a se-
quence of attribute detections. In figure 2 we have illus-
trated state machines implementing the two rules for “Per-
son appears” from the previous section.
At inference time we receive a sequence of attribute de-
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Figure 3: Transducer mapping a length-two sequence to its
detection scores. Edges are labeled with their input, their
output, and their weight in that order.
tection scores from some black-box system, and need to
determine its compatibility with our set of pre-defined at-
tribute signatures. To do so, for each detection sequence,
we first instantiate a finite-state transducer that accepts sam-
ple indices as input, gives detections as output, and whose
weights correspond to attribute detection scores (figure 3 il-
lustrates a minimal example). We then compose that trans-
ducer with its corresponding attribute acceptor, giving a ma-
chine that measures detection inputs against the attribute
rule. Finally, we align the rule to the detection sequence
by computing the best path through the state machine, and
take the score to be the resulting weight2.
3.3. Zero-shot reasoning for complex activities
As we established at the beginning of this section, com-
plex activities contain sequences of actions. We can extend
the zero-shot classification scenario to perform joint classi-
fication and segmentation in a zero-shot manner by defining
a sequence-level score function over M hypothesized seg-
ments:
score(y, x) =
M∑
i=1
φ(yi, ti, di, x) (2)
In equation 2, φ implements the segment-level score func-
tion of eq. 1, defined over the i-th hypothesized segment
with start time ti, duration di, and label yi.
In many cases, these activities have a structure that is
known a priori, and which can be exploited to disallow
impossible action sequences. For example, the JIGSAWS
dataset is composed of surgical suturing videos. In these se-
quences, only certain gesture sequences are realizable. By
adding a pairwise label score, we can impart this knowledge
to the system:
score(y, x) =
M∑
i=1
φ(yi, ti, di, x) + ψ(yi, yi−1) (3)
In practice, we use ψ(yi, yi−1) to implement first-principles
knowledge by giving a score of 0 to a possible transition,
and a score of −∞ to an impossible one.
2 Note that one could alternatively use the weight of all paths through
the machine. Since the best-path and total-path weights can be computed
using the same dynamic program by changing the definitions of (+,×)
[11], we focus on the best path without loss of generality.
We can still use the principle in equation 1 when predict-
ing action sequences (i.e. decoding). However, since y is
now a sequence, it is more efficient to compute the argmax
using a dynamic program—for example, one of the algo-
rithms presented in [40] or [22].
4. Experiments
We first evaluate our approach on the Olympic Sports
[33] dataset in 4.1 which demonstrates the added repre-
sentational power of dynamic action signatures for zero-
shot action classification. In Section 4.2, we then describe
our approach for zero-shot decoding of complex action se-
quences using the JIGSAWS [9] dataset for segmenting a
sequence of surgical gestures in a video. Finally in Section
4.3, we demonstrate that fine-grained human-object interac-
tions can be recognized in a zero-shot manner that requires
no training at all by harnessing off-the-shelf object detec-
tors.
4.1. Olympic Sports
The Olympic Sports [33] dataset contains 783 videos
from 16 sports action categories and we adhere to the 50/50
data splits proposed by [48] to compare our zero-shot ex-
perimental results to existing approaches.
Visual features and class embedding: In our experi-
ments, an I3D [1] is trained to predict all attributes from a
video segment. Recent methods that use manually labeled
attributes as the class embedding (listed in Table 1) often
map visual features from the entire clip to an attribute signa-
ture in a bag-of-words manner. In contrast, in our approach,
we explicitly model the temporal nature of the attribute by
capturing their state change through time. In our implemen-
tation, we process a video snippet of length 64 and adopt a
stride of 32. This leads to a varying number of attribute pre-
dictions for a given video sample depending on its temporal
duration.
Implementation Details: We implement the follow-
ing five dynamic attribute patterns defined in Section
3: (0):Absence, (1):Persistence, (2):Start,
(3):End and (4):Sometimes. Refer to the supple-
mentary material for all definitions and state machines im-
plemented for each activity using dynamic action signa-
tures. We use an I3D [1] pretrained on Charades [41] and
the code including all train settings and model hyperparam-
eters will be made public upon publication.
Experimental Settings: Our approach only requires
a correspondence between dynamic action signatures and
activities from the seen categories to train the attribute de-
tectors, thus categorizing our method as adhering to the in-
ductive setting. Though our model is naturally inductive,
we report a transductive version of the model by introduc-
ing an additional auxiliary classifier that is trained to predict
whether a sample is from the seen or unseen categories. The
Method Emb ID / TD ZSL GZSL
SJE [2] W ID 28.6 ± 4.9 32.5 ± 6.7
IAP [21] A ID 42.3 ± 12.5 N/A
DAP [21] A ID 45.4 ± 12.8 N/A
HAA [24] A ID 46.1 ± 12.4 49.4 ± 10.8
SJE [2] A ID 47.5 ± 14.8 32.5 ± 6.7
GA [31] A ID 50.4 ± 11.2 N/A
GCN [8] W ID 56.5 ± 6.6 N/A
ECC [37] W ID 59.8 ± 5.6 N/A
Ours A ID 71.7 ± 8.5 55.7 ± 4.1
GA [31] W TD 41.3 ± 11.4 42.2 ± 10.2
MIC [51] G TD 43.9 ± 7.9 N/A
GCN [8] W TD 59.9 ± 5.3 50.2 ± 6.8
GA [31] A TD 57.9 ± 14.1 52.4 ± 12.2
OD [27] W TD 50.5 ± 6.9 53.1 ± 3.6
OD [27] A TD 65.9 ± 8.1 66.2 ± 6.3
Ours A TD 71.7 ± 8.5 72.7 ± 8.1
Table 1: Comparison of zero-shot action recognition accu-
racies on the Olympic Sports dataset. Label embedding:
Manually defined attributes (A) or word vector embedding
(W); Inductive (ID) or transductive (TD) settings; Standard
zero-shot learning (ZSL) or generalized zero-shot learning
(GZSL) evaluations.
Emb ID / TD s u H
OD [27] W TD 73.2 41.8 53.1
OD [27] A TD 71.5 61.6 66.2
Ours A ID 72.0 46.0 56.1
Ours A TD 75.8 69.9 72.7
Table 2: Evaluation of our model under the inductive and
transductive settings. The auxiliary seen vs. unseen cat-
egory classifier significantly improves our model’s ability
to accuractely classify unseen categories. Seen classes (s),
unseen classes (u) and the harmonic mean (H).
purpose of the auxiliary classifier is simply limit the search
space of possible actions based on the seen vs. unseen pre-
diction.
Dynamic action signatures improve zero-shot action
recognition: As shown in Table 1, our method outperforms
both inductive and transductive models by a considerable
margin under the ZSL evaluation framework and outper-
forms other inductive models for the GZSL evaluation. We
note that for the transductive setting, we do not modify the
original model in any way but introduce an additional aux-
iliary classifier that is trained to predict whether a sample
is from the seen or unseen categories. The auxiliary predic-
tion limits the search space of possible actions and improves
performance for the GZSL evaluation as depicted in Table
2.
We use the same set of attributes defined by the authors
Categories HAA [24] Ours-S Ours-D
bowling 0.0 10.6 68.1
hammer-throw 91.3 100 87.0
javelin-throw 88.0 87.5 62.5
snatch 85.7 100 95.9
mean acc. 66.3 74.5 78.4
Table 3: Comparison of models using static vs. dynamic
action signatures. We observe a large gain in performance
for ‘bowling’ by allowing attributes such as ‘throw away’
and ‘one-arm swing’ to be dynamic over time. (S): Static
version; (D) Dynamic version of our approach.
of [24] but augment the definitions using our dynamic ac-
tion signatures. More specifically, in all other works that
use the same manual attribute definitions, an attribute is ei-
ther present or absent in a given video sequence. But in our
formulation, we additionally use dynamic attribute patten-
rns {(2):Start,(3):End}.
Table 3 shows the results of the ablation study comparing
our approach with and without the dynamic action signa-
tures. The static version of our model only contains attribute
signatures {(0),(1)} and the dynamic version addition-
ally contains signatures {(2),(3)} as part of the semantic
vocabulary. Our static version still outputs a time-series of
attribute predictions as opposed to computing a single set of
attribute predictions for the entire video. However, it does
not consider dynamic state changes of attribute signatures
over time as a possible parse at test time. Since the results
presented in [24] and the static version of our model use
exactly the same definition of attributes, we observe a sim-
ilar pattern of per-class ZSL performance between the two
models. Both the HAA [24] and our static model strug-
gled to classify ‘bowling’ as shown by ZSL accuracy of
0.0 and 10.6 respectively. In the static definition from [24],
attributes such as ‘open-one-arm’, ‘throw-away’ and ‘one-
arm-swing‘ are all assigned a persistence pattern of (1).
However, as shown in Figure 4, we observe that such sub-
actions only occur towards the end of a typical bowling
sequence which suggests that temporal pattern (3):End
provides a much better description. We believe similar ob-
servations could be made for many other activities and the
temporally dynamic attributes allow for stronger semantic
descriptions of such complex action sequences. We empir-
ically show that dynamic action signatures combined with
structured prediction provides a stronger semantic label em-
bedding for zero-shot recognition of actions and establish a
new state of the art Olympic Sports dataset.
4.2. JIGSAWS
We use the JIGSAWS dataset [9] to evaluate our at-
tribute learning and gesture classification methods de-
Figure 4: A visualization of attribute prediction scores over
time for a ‘bowling’ sequence. Temporal attribute pattern
(3):End provides a better description for ‘open-one-arm’,
‘throw-away’ and ‘one-arm-swing’.
scribed above. This is a publicly available dataset contain-
ing 39 instances of eight surgeons performing a benchtop
simulation training task of suturing in a robot-assisted min-
imally invasive surgical setting using the da Vinci Surgical
System. The dataset contains endoscopic video of the per-
formance as well as motion data for instruments and ma-
nipulators that the surgeons control on the system. In this
work, we do not use the instrument motion data. Each per-
formance has per-frame gesture class labels for 10 types
of actions that occur during the task. JIGSAWS only pro-
vides annotations for gestures (activities), and so we use
the method described in Section 3.1 to obtain per-frame at-
tribute annotations.
static dynamic
avg acc. 58.9 69.7
Table 4: Zero-shot segment classification accuracy on JIG-
SAWS: comparison of static and dynamic attribute signa-
tures.
4.2.1 Classification
Although the JIGSAWS dataset is composed of complex
surgical activities made up of action sequences, we first
evaluate the performance of our method on the traditional
action-classification setup. In this experiment we use
ground-truth action boundaries to segment each sequence
into a set of actions.
Table 4 show the results of an ablation experiment study-
ing the effectiveness of our dynamic attribute signatures on
the JIGSAWS dataset. For the static-signature system, we
map all dynamic signatures to their nearest static counter-
parts. Specifically, we map signatures (2) “at beginning”
and (3) “at end” to (0) “never”. Notice that accuracy in-
G1start G5 G2 G3 G6 G4
G11
Figure 5: State machine depicting an ideal gesture sequence. The practitioner begins by reaching for the needle (G1), then
moves to the work area (G5), then executes a suture (G2 - G6). At this point they can either transfer the needle from the left
to the right hand (G4) and perform another suture, or drop the suture and end the activity (G11).
creases by almost 20% when dynamic signatures are used.
This is due to an inherent confusion between gestures 4 and
6—the static-signature model overwhelmingly predicts ges-
ture 4 for gesture 6, because these gestures’ signatures differ
only in the temporal duration of a single attribute. Allowing
dynamic attribute signatures disambiguates between these
two gestures, and improves accuracy for gesture 6 from 0%
to 83%.
4.2.2 Joint classification and segmentation
We next turn to the task of zero-shot decoding (i.e. joint
classification and segmentation) of surgical activity. This
task can be performed in a naive way by doing zero-shot
classification for individual samples or windows of samples,
but frequently practitioners are aware of additional structure
that restricts which action sequences are realizable. In this
experiment, we compare the performance of a grammar de-
rived from first-principles knowledge of surgical suturing
tasks with an unstructured baseline.
More specifically, our grammar describes an ideal execu-
tion of the suturing task (see fig. 5 for an illustration). The
practitioner begins by reaching for the needle (G1), then
moves to the work area (G5), then executes a suture (G2 -
G6). At this point they can either transfer the needle from
the left to the right hand (G4) and perform another suture,
or drop the suture and end the activity (G11). Note that
not every sequence in the JIGSAWS dataset conforms to
this model—there is a small number of rare states (G8, G9,
and G10) that correspond to errors made during the suturing
process. Since this work addresses zero-shot applications,
we focus on modelling reliable and structured correct cases
instead of the more variable incorrect ones.
Table 5 compares the performance of our zero-shot de-
coding system with the unstructured baseline. Our struc-
tured model improves frame-level accuracy over the un-
structured one by about 8%. However, the improvement
in edit score is much more substantial. By providing in-
formation about the basic structure of the sequence derived
from what we know about the underlying process, we obtain
close to a 100% relative improvement in edit score.
Table 6 compares our method with previous, fully-
supervised ones. The first three rows represent unstruc-
tured, neural baselines established in [22]. Interestingly, we
obtain better edit distance than all of them and better accu-
racy than two of the three without ever training on gesture-
labeled data. Furthermore, our edit distance comes close to
that of the segmental spatiotemporal CNN of [22]—a fully-
supervised model that also incorporates a grammar.
4.3. DIVA
Both experiments on zero-shot classification of human
activities and zero-shot segmentation of surgical gestures
involve a supervised training step to obtain attribute de-
tectors using instances from seen categories. In this sec-
tion, we demonstrate that publicly available, off-the-shelf
object detectors can be used to compose a system to clas-
sify human-object interactions in a truly supervision-less
zero-shot manner. We demonstrate how we encode first-
principles temporal logic to define activities using state ma-
chines combined with off-the-shelf object detectors.
The DIVA dataset is an untrimmed activity detection
dataset that provides both spatial and temporal localiza-
tion of predefined set of activities. The videos originate
from the VIRAT dataset [34] and annotations more suitable
for activity detection were collected by the IARPA DIVA
without with
avg acc. 48.5 56.6
avg edit 32.7 61.7
Table 5: Zero-shot results for joint classification and seg-
mentation on JIGSAWS. We show accuracy for a system
without structural information about the action sequences,
and for one with. We also show the micro-average accuracy
and edit score (computed as in [22]) taken over all samples.
edit acc.
IDT [45] 8.5 53.9
VGG [42] 24.3 45.9
Spatial CNN [23] 37.7 74.0
Ours 61.7 56.6
Seg-ST-CNN [23] 66.6 74.7
ST-CNN [23] 68.0 77.7
TCN [22] 83.1 81.4
Table 6: Comparison of our zero-shot method with previ-
ous, fully-supervised methods for joint classification and
segmentation on JIGSAWS.
Entering Exiting
Scene LOSO ALL Ours LOSO ALL Ours
0000 9.52 36.8 77.8 23.8 66.7 100
0002 37.8 3.85 52.6 12.5 23.5 100
0400 42.1 35.3 88.9 58.8 37.5 85.7
0401 28.3 33.4 81.1 7.69 31.4 100
0500 33.4 0 100 14.3 16.7 100
Mean 30.2 21.87 74.6 23.4 35.16 95.4
Table 7: Classification accuracy on the DIVA dataset com-
paring our approach to fully supervised baselines under the
leave-one-scene-out (LOSO) or ALL evaluation settings.
program. It is a challenging activity detection benchmark
where state-of-the-art end-to-end methods such as [47] per-
forms poorly3 [10]. For example, the dataset contains in-
stances from five disjoint scenes with varying scale, level of
occlusion and camera view angles and [18] has shown that a
state of the art end-to-end activity classification model does
not generalize well across scenes. The DIVA dataset exem-
plifies a problem setting where zero-shot methods might be
favored over the end-to-end counterparts.
Zero-shot classification without any supervised train-
ing: Given detectable objects {Human, Vehicle} from
[14] and temporal attribute patterns defined in Section 3,
we can define a human Entering and Exiting a vehicle with
state machines shown in Figure 6.
We compare our zero-shot system to a state-of-the-art
end-to-end supervised system [52] in both settings where
the system is trained and tested on all five camera locations
3RC3D [47] was the leading approach and still serves as a strong end-
to-end baseline for multiple large-scale activity detection benchmarks such
as THUMOS [17]. Please see the current DIVA evaluation leaderboard at:
https://actev.nist.gov/sdl
person person ¬person
car car
start
start
1
1
0
0
1
1
¬person ¬person person
car car
start
start
1
1
0
0
1
1
Figure 6: A set of state machines defined for Entering (left)
and Exiting (right).
(ALL), and when it is trained on 4 and tested on a held-out
5th scene (LOSO). The LOSO evaluation tests performance
of a supervised system when there exists a large domain gap
between training and testing data points which is a reason-
able assumption for many practical applications. We ob-
serve that the end-to-end baseline generalizes poorly across
scenes but our zero-shot approach performs well. For the
ALL setting where training conditions are more favorable to
an end-to-end model, our zero-shot approach still achieves
higher classification performance which suggests that the
presented zero-shot approach may serve as a promising al-
ternative when training and the use of end-to-end models
is prohibited by data. It shows the value of explicitly in-
jecting first-principles knowledge especially when adequate
data for sufficiently training bottom up data-driven models
is difficult. The experiments on DIVA shows that using our
approach, a practitioner can quickly define a competitive
zero-shot action classification system by describing activ-
ities with state machines over dynamic action signatures
computed using off-the-shelf object detectors.
5. Discussion and Conclusion
As shown in Sections 4.2 and 4.3, zero-shot methods
are particularly useful when data conditions are not suitable
for data-driven methods. However, there inevitably exists
corner cases outside the distribution captured by the zero-
shot system. For example, a person exiting a top-less vehi-
cle will always be visible and the state machine would not
score such sequence highly. We believe an interesting future
work would be to study how to best utilize labeled training
data through our framework. Our formulation actually al-
lows the gradients to be propagated all the way back to the
attribute detectors so that they can be finetuned under the
structure defined by the state machines.
In summary, we presented a framework for modeling
fine-grained activities as a state machine of dynamic at-
tributes. We show that temporal attributes define a rich se-
mantic label embedding for zero-shot classification of fine-
grained actions and establishes a new state-of-the-art results
on the Olympic Sports dataset. Our approach is the first to
establish a competitive baseline for a novel task of zero-
shot segmentation of complex surgical gesture sequences.
Finally, we show that supervised training can be eliminated
entirely by using off-the-shelf object detectors to recognize
activities in the surveillance domain.
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