Natural images contain many variations such as illumination differences, affine transformations, and shape distortions. Correctly classifying these variations poses a long standing problem. The most commonly adopted solution is to build large-scale datasets that contain objects under different variations. However, this approach is not ideal since it is computationally expensive and it is hard to cover all variations in one single dataset. Towards addressing this difficulty, we propose the spatial transformer introspective neural network (ST-INN) that explicitly generates samples with the unseen affine transformation variations in the training set. Experimental results indicate ST-INN achieves classification accuracy improvements on several benchmark datasets, including MNIST, affNIST, SVHN and CIFAR-10. We further extend our method to cross dataset classification tasks and few-shot learning problems to verify our method under extreme conditions and observe substantial improvements from experiment results.
Introduction
Classification problems have rapidly progressed with advancements in convolutional neural networks (CNNs) [19] and the advent of large visual recognition datasets. CNNs are capable of learning complex features that are informative and discriminant [8, 9, 17, 31, 32] . Even though CNNs beats traditional machine learning algorithms, the learning process is quite cumbersome. CNNs generally require large training sets to learn high quality features. Many neural networks still suffer from variations in the test data after training with large amounts of samples. Moreover, it is impossible to find a dataset that spans the entire image space to make CNNs capture all possible features. Therefore, our attention is brought to find an effective method to handle discrepancies between training data and test data. [4, 5, 36] . Many works have been proposed to address this issue. One of the most common approach is adopting data augmentation techniques [1, 23, 27] to enrich the variations in the training set. This method is certainly more efficient than building a large training dataset but it is still not optimal. Data augmentation techniques apply random operations such as rotation, scaling and cropping to the input images before the training step. However, the number of possible variations are unlimited and it is tough to find beneficial samples with data augmentations. It is better if the models can generate unseen variations in the training set and utilize them to strengthen the classifiers.
The image space is huge, thus we concentrate on affine transformation variations of images in this work. Inspired by [1, 34, 38] in which self-generated samples are utilized, as well as the hard examples training strategy [30, 37] , we propose a novel method named spatial transformer introspective neural network (ST-INN). Our approach utilizes the advantages of generative models and boosts the classification performance by generating novel variations that are not covered in the training set. Instead of generating with generative adversarial nets (GANs) [6] , we adopt introspective neural networks (INNs) [18, 34] . INNs maintain one single CNN discriminator that itself is also a generator while GANs have separate discriminators and generators. Moreover, INNs are easier to train than GANs with gradient descent algorithms by avoiding adversarial learning. To generate novel variations, we use spatial transformers [13] to learn new affine transformation parameters and then apply them to the input images. The spatial transformers and classifiers constitute an adversary since the spatial transformers try to produce unseen variations that are hard for discriminators to classify. On the other hand, the discriminators try to correctly classify both the original training images and the transformed images. Therefore, the generated new images are determined by the classifiers. In our experiments, we show performance gain not only on classification problems but also on cross dataset classification and few-shot learning problems.
Related Work
In recent years, a significant number of works build strong classifiers with data augmentation techniques [17] that produce more variations by applying simple pixel level operations to the training samples. The performance gain by adopting this method has been validated by many state-of-the-art algorithms [8, 9, 10, 17, 31, 32] . However, this method is not desired since the manually produced samples are not guaranteed to benefit the classifiers. Moreover, the possible pixel level operations are specified before training, which further limit the possibilities of produced samples. It is more efficient to directly generate samples that are advantageous to classifiers.
GANs [6] have led a huge wave in exploring the generative adversarial structures. Combining this structure with deep convolutional networks can produce models that have strong generative ability. In GANs, generators and discriminators are trained simultaneously. Generators try to generate fake images that fool the discriminators, while discriminators try to distinguish the real and fake images. Many variations of GANs have emerged in the past three years, like DCGAN [25] , WGAN [2] and WGAN-GP [7] . These GANs variations show stronger learning ability that enables generating complex images. Techniques have been proposed to improve adversarial learning for image generation [3, 7, 28] as well as for training better image generative models [12, 25] . [25] also highlights that the adversarial learning can improve image classification in a semi-supervised setting.
INNs [14, 18, 21, 34] provide an alternative approach to generate samples. INNs are closely related to GANs since they both have generative and discriminative abilities but different in various ways. INNs keep one single models that are both discriminative and generative at the same time while GANs have distinct generators and discriminators. INNs focus on introspective learning that synthesize samples from its own classifier. On the other hand, GANs emphasize adversarial learning that guide generators with separate discriminators.
Both GANs and INNs are designed to generate images that are similar to input images. However, we want to generate images that are different from existing training images while still remain in the same category. This motivation leads us to explore the Spatial transformer networks (STNs) [13] . STNs first proposed that the affine transformation parameters can be learned with CNNs. STNs locate the region of interest in original images and apply the computed affine transformation parameters to the region, which enables the possibility of generating different variations.
Method
We now describe the details of our approach in this section. We first briefly review the introspective learning framework [34] . This is followed by a detailed mathematical explanation of our generative and discriminative steps. In particular, we focus on explaining how our model generates unseen examples that complement the training datasets.
Learning Framework: Introspective Learning
Let x ∈ R n be a data sample and y ∈ {−1, +1} be its label, indicating either a negative or a positive sample. A discriminative classifier computes p(y|x), the probability of x being positive or negative and p(y = −1|x)+ p(y = +1|x) = 1. The primary goal is to learn p(x|y = +1) that captures the underlying generation process of positive samples. For binary classification case, the discriminative models p(y = +1|x) = p(x|y=+1) p(y=+1) ∑ y∈{+1,−1} p(x|y)p(y) can be arranged as:
This equation could be further simplified by assuming p(y = 1) = p(y = −1),
The generative model p(x|y = +1) is connected with the discriminative model p(y = +1|x). For notation simplicity, we denote p(x|y = +1) as p + (x) and let p − n (x) represents the p(x|y = −1) in the n th iteration. It has been proven that [34] , where KL denotes the Kullback-Leibler divergences. Therefore, the negative distribution will iteratively converge to positive distribution by the following update equation
where
represents the initial negative distribution, and q i (y|x) is the discriminative model learned by the i th classifier.
There are several works that extend this unique learning framework. [18] adapts this framework to neural networks and shows q i (y|x) can be efficiently learned with a CNN classifierŷ = S( f (x; θ i )), where f (· ; θ i ) is the output from the last activation function, θ i is the classifier parameters in the i th iteration,ŷ is the binary predicted labels of input x and S(·) is the sigmoid function. The synthesis step can be done by standard back propagation. [14] extends this work to multi-class classification problems with CNNs and proves the CNN classifiers have the ability to learn multiple classes at the same time with the softmax loss function. In this case, q i (y|x) becomes theĈ = Softmax( f (x; θ i )), whereĈ ∈ {1, · · · , N} is the predicted class of given sample x, Softmax(·) is the softmax function. The Wasserstein loss is integrated by [21] for synthesis and classification tasks.
ST-INN
In this section, we present our formulation building upon the introspective learning framework presented in the previous section. Theoretically, even large training datasets cannot fully cover the entire image space. Our goal is to explore the part of the image space that is not covered by the training set. As shown in Figure 1 ,we actively generate affine transformed examples that help learn a discriminator robust to all affine transformation. We keep the notation consistent with the previous section, which means the f (x; θ i ) corresponds to the learned classifier q i (y|x) in Eqn. (3) and θ i is the model parameters in the i th iteration. The update rules shown in Eqn. (3) holds under the assumption that p(y = 1) = p(y = −1), therefore the number of positive samples and negatives samples drawn in all steps are always same.
Classification steps The classification step can be viewed as training a normal classifier with positive samples from S + and negative samples from S − . The objective function of classification step is define in Eqn. (4) . The first part of the objective function
is to encourage the model to correctly classify positive images as well as transformed positive images. This encourages the classifiers to not only preserve features learned from the original images but also try to capture more information from transformed images. The second part of the objective function
is to maximize the Wasserstein distance between transformed positive images and negative images in the feature space. In this case, we have two slightly different features for classification tasks and for calculating the Wasserstein distance. Therefore, we introduce two functions f c (x; θ ) and f w (x; θ ) to compute features at different level of our network for classification tasks and Wasserstein Algorithm 1 ST-INN Training Algorithm 1: Input: Positive sample set S + and negative sample set S − 2: Input: Hyperparameters α, β 1 , β 2 , tradeoff parameters: t 1 ,t 2 ,t 2 and n critics 3: while θ is not converge do 4: for n = 1 · · · n critics do 5:
Sample m positive samples x + and m negative samples x −
6:
Choose ε ∈ R m , where ε i ∈ U(0, 1) and
Compute L D (θ ) with Eqn. (4) 8:
end for 10:
Compute L stn (σ ) with Eqn. (6) 11:
Update σ ← Adam(∇ σ L stn , σ , α, β 1 , β 2 ) 12:
Sample negative samples z from p − n 13:
Update samples z with stochastic gradient ascent 14: Augment negative sample set S − = S − ∪ z 15: end while distance, respectively. The object function can be represented as
where L(·) represents the loss function, t 1 ,t 2 ,t 3 are weights of each loss function, σ represents the affine transfer parameters that will introduce in the next part, x + and x − represents the samples drawn from S + and S − , respectively.x = εx + + (1 − ε)x − , where ε ∼ U(0, 1), and C is the ground-truth labels of x + . The term λ (||∇x f w (x; θ )|| 2 − 1) 2 is the gradient penalty that enables stable training of the Wasserstein loss function. As shown in the Eqn. (4), this function is only parameterized by θ . In other words, we only update θ in the classification step and keep σ fixed. This is to ensure the convergence of θ in the training procedure. The decision boundary are expected to get reshaped to a more robust boundary that has high tolerance against affine transformations. Spatial transformer To actively expand the sample space, we adopt spatial transformers (STs) to generate novel samples. As suggested in [13] , the affine transformation parameters can be learned by localization networks that take the form of CNNs. The data dependent affine transformations are predicted at the top layer of the localization networks. Moreover, the networks are differentiable, which means the network parameters can be learned with standard backpropagation. The point-wise affine transformation can be represented as follows: 
where (x s i , y s i ) and (x t i , y t i ) represents the pixel in the source and target coordinates, respectively. We use σ to denote the six affine transformation parameters for simplicity. The transformation parameters σ allow rotation, translation, scale, and shear to be applied to the input feature map. The affine transformation is introduced in this work to create unseen examples that are hard for the discriminators to classify. The generated images are expected to include patterns that are not covered by the training set. Therefore, the classifiers become more robust to affine variations after trained with these hard examples. The localization network is trained by minimizing the following loss function
where T (· ; σ ) is the affine transformation function that takes the output of localization networks and transform the input features. We can observe that this loss function is negative, thus minimizing this loss is equivalent to maximizing the softmax loss of the transformed images. Synthesis steps In synthesis step, we want to obtain effective negative samples from the most recent p − i . The random samples x are drawn from p − init and updated by increasing
q i (y=−1|x) using back propagation. Note that Z i is independent from x, therefore we can directly model q i (y=+1|x) q i (y=−1|x) = exp( f w (x; θ i )). Take logarithm of both sides of the model, then the right hand side becomes f w (x; θ i ). Thus, ∏ n i=1 q i (y=+1|x)
. This conversion allows us to update the samples with stochastic gradient descent(SGD) based algorithms. In practice, we update from the samples generated from previous iterations to reduce time and memory complexity. High quality negative samples are very significant in tightening the boundary. An update threshold is introduced to guarantee the generated negative images are above certain criteria. We modify the update threshold proposed in [21] and keep track of the f w (x ; θ i ) in every iteration. In particular, we build a set D by recording E[ f (T (x) ; θ i )], where x ∈ S + in every iteration. We form a normal distribution  N (a, b) , where a and b represents mean and standard deviation computed from set D. The stop threshold is set to be a random number sampled from this normal distribution. The reason behind this threshold is to make sure the generated negative images are close to the majority of transformed positive images in the feature space.
Experiments
In this section, we include 3 different types of experiments to validate our proposed method. First, we conduct classification experiments on four datasets: MNIST [20] , affNIST [33] , SVHN [22] and CIFAR-10 [16] , to show that our method has the ability to boost the performance not only on simple datasets like MNIST, but also on datasets with real-world images like SVHN and CIFAR-10. We also run experiments that perform classification tasks across different datasets. The purpose of this type of experiment is to exam the robustness of the classifier when the test dataset contains significant different images. Lastly, we introduce the few-shot learning problems. In few-shot learning experiments, we provide all categories the same number of samples to test the ability of generating novel samples with very limited variations.
We compare our method against CNNs, DCGAN [25] , WGAN-GP [7] , INN [18] and WINN [21] . DCGAN experimentally shows the potential of GANs with deep convolutional networks. WGAN-GP stabilizes the training step of WGAN [2] with the gradient penalty. INN shows strong generative ability while being discriminative at the same time. WINN connects Wasserstein distance with INNs and shows even better performance. All of our comparisons are proposed in an unsupervised setting except WINN. To compare them with our method in a supervised setting, we adopt the evaluation metric proposed in [14] . The training phase becomes a two-step implementation. We first generate negative samples with the original implementation. Then, the generated negative images are used to augment the original training set. We train a simple CNN that has the identical structure with our method on the augmented training set. All results reported in this section are the average of multiple repetitions.
All experiments are conducted with a simple network that contains 4 convolutional layers, each having a 5 × 5 filter size with 64 channels and stride 2 in all layers. We apply batch normalization [11] and swish activation function [26] after the convolutional layers. The last convolutional layer is followed by two consecutive fully connected layers to compute logits and Wasserstein distance. We train our method and other baselines for 200 epochs. The optimizer used is Adam optimizer [15] with parameters β 1 = 0 and β 2 = 0.9.
Classification
We use the standard MNIST as the simplest benchmark to show our results. In this dataset, 55000, 5000 and 10000 images are used as training, validation and testing split respectively. The affNIST dataset is used to show our result on deformed images. This dataset is built by taking images from MNIST and applying various reasonable affine transformations to them. To accord with the MNIST, we also take 55000, 5000 and 10000 images for training, validation and testing, respectively. SVHN is a real-world dataset that contains house numbers images from Google Street View and it is significantly harder than the MNIST dataset. We follow its training and testing split without augmenting the training set with extra images. Lastly, we conduct experiments on the CIFAR-10 dataset. CIFAR-10 contains 60000 natural images of ten different objects from the real-world scenes. 50000 images are used in training and 10000 are used for testing.
Method
MNIST As shown in Table 1 , our method achieves the best performance on all four datasets. The boosted performance on MNIST dataset is marginal, which meets our expectation because the difference between training and test split in MNIST dataset is tiny. Therefore, the potential of improving classifiers by generating hard examples is very limited on this dataset. On the other hand, we can clearly see that the performance increases on the affNIST dataset that contains more variations than the MNIST dataset. The overall improvements can be explained by the fact that our method can generate novel and reliable negative images (shown in Figure 2 ) that can effectively tighten the decision boundary. The spatial transformers tend to find classifier unseen examples and all generated images are directly focus on the weakness of current classifiers. The generated images of our method on the MNIST dataset are clearly different from the original images (shown in Figure 3 ). The classifiers are generalized to different affine transformations after training with unseen examples as well as preserving original features. Therefore, ST-INN has lower error rate than not only the methods that used generated samples to augment the training set like DCGAN and WGAN-GP, but also the introspective methods like INN and WINN. 
Cross Dataset Classification
As mentioned in the previous section, as the introduction of the spatial transformers, our method has the ability to generate novel variations that are different from the existing types in the training data, and thus helps the classifiers become robust. To further verify this claim, we design a challenging cross dataset classification task between two significantly different datasets. The training set in this experiment is MNIST while the test set is affNIST that includes much more variations than the MNIST dataset. CNNs with standard data augmentation is also included in the comparisons. We could clearly observe from Table 2 that our method has significant improvement over other methods. Moreover, our method outperforms CNNs with standard data augmentation, which further demonstrate that our method improves performance more efficient than simple data augmentation.
In addition, we want to analyze the relationship between the performance improvement and the affine transformation magnitude on cross dataset classification tasks. Therefore, we manually create three different test sets by applying different magnitudes of affine transformation on the MNIST dataset. All these three test sets have same number of samples as the test set in the cross dataset classification task mentioned above. The purpose of this experiment is to test the performance of all methods under a more regularized setting since the affNIST dataset is a mixture of all types of affine transformed images. The detailed setting of each test split is reported in Table 3 . We compare our method with the baseline and WINN, and the results are plotted in the Figure 4 . We can conclude from the results that our method has greater improvement under aff-test-2 and aff-test-3, which means our method can tolerate strong affine transformation. able 3: Settings of the three new aff-test splits. The amount of counter-clockwise rotation is in degrees. The translation contains both vertical and horizontal translations. Shearing is applied to images by adding x * s to the y coordinate, where s is the shearing amount. All these amounts are chosen uniformly from the given ranges. 
Few-Shot Learning
Lastly, we want to generalize ST-INN to few-shot learning problems that the number of training samples are strictly limited. Many work has been proposed to solve this extremely challenging problems [24, 29, 35, 39, 40] . The purpose of this experiment is to explore the potential of ST-INN in generating unseen variations with very few training samples, thus we mainly compare with generative models. We introduce one more comparison here named data augmentation generative adversarial network (DAGAN) [1] that improves the performance on few-shot learning problems by using generative models to do data augmentation. We design the experiments that the training set is the MNIST dataset with only 10, 25 and 50 samples per class while the test set is the whole MNIST test set. Similarly, we repeat the same experiments on the affNIST dataset to further verify the results. As shown in Table 4 , it is clear that our method has the best performance on all fewshot learning tasks. The overall performance gain on MNIST dataset is smaller than on the affNIST dataset when the number of shots are same. One possible reason behind this observation is that the number of variations are limited in MNIST datset while affNIST dataset includes much more variations. Therefore, our method can generate more useful variations on affNIST dataset under few-shot settings, which leads to greater improvements.
Conclusion
In this work, we proposed ST-INN that strengthens the classifiers by generating novel affine transformation variations. Our method shows consistent performance improvements not only on the classification tasks but also on the cross dataset classification tasks, which indicates that our method successfully generates classifiers unseen variations. Moreover, ST-INN also shows great potential in handling few-shots learning problems. In futureworks, we would like to apply our method to large scale datasets and extend our method to generate more types of variations.
