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Abstract
Over the past ten years, hybrid systems, and piecewise affine (PWA) systems in particular
have been viewed as viable option for modelling nonlinear systems. Many methods have
been developed to cater for the identification of a PWA model from input/output data.
This thesis focuses on the clustering based identification approach. This method uses
a Least Squares (LS) identification algorithm which, in this thesis, is shown to perform
poorly in practice. The clustering based algorithm is also limited by the number of initial
isation parameters that need to be chosen. These parameters have a significant influence
on the resulting PWA model accuracy, yet the guidelines for their selection are not adecpiately addressed in the literature. The user is left with no recourse but to experiment,
which is often a frustrating and time-expensive solution.
The primary objective of this research is then to develop an algorithm that performs
better in practice and is easier to initialise. Specifically, the main contribution is the
development of a Piecewise Affine Output Error (PWA-OE) algorithm. The proposed
PWA-OE algorithm is shown to outperform the original algorithm on simulation and
real experimental Radio-Frequency MicroElectroMechanical Systems (RF-MEMS) data.
Based on this data, the average performance improvement is impressive - the integral of
absolute modelling error was reduced by 51.5%. The proposed algorithm is also shown to
be less sensitive to the initial tuning parameters and initialisation recommendations were
developed. The net result is a more straightforward and appealing identification method.
The second major contribution of this research is a detailed modelling study of a
Radio Frequency MicroElectroMechanical Systems (RF-MEMS) switch. To the author’s
knowledge, this is the first application of PWA models to MEMS systems. To realise the
model, experimental data was obtained from a capacitive MEMS switch and the proposed
PWA-OE algorithm was applied. The resulting model is highly accurate and incorporates
both the opening and closing dynamics. In comparison to existing MEMS switch models,
the PWA model offers the combined advantages of accuracy and simplicity. Furthermore,
the PWA format is tailored for controller design e.g. the design of soft landing voltage
profiles and this is a further benefit of the approach.
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Chapter 1

Introduction
1.1

Introduction

System identification involves building a mathematical model of a dynamic system from
observed input and output data [LjulOa]. The theory and algorithms available for obtain
ing and controlling linear models are well developed and are described in numerous papers
and texts, for examjde Ljnng [Lju99] and Zlm [ZliuOlj. Linear models are sufficient if the
process to be controlled is maintained at an operating point and process nonlinearities are
not of concern [CR.L“^10]. When nonlinearities cannot be neglected or a wider range of
model accuracy and control is desired, a form of nonlinear model is required. The identi
fication of nonlinear models is a very active research topic, with origins in many research
communities such as control, statistics, machine learning and neural networks [LjuOG].
The starting point for most system identification techniques is to choose a model
structure. Ljung in his review })aper on system identification [LjulOb], attempted to
classify the myriad of model structures as a palette of grey shades. These range from
white box (models obtained from the physical insight and known relationships between
variables) to black box models which are unrelated to the governing principles of the
process, but instead based on a chosen model structure. White box models are often
difficult to obtain as the governing equations of a process are not known or too difficult
to obtain. Nonlinear black box modeling is quite a diverse topic and is discussed in detail
in Sjoberg et al. [SZL+95].
Sitting between white box and black box models are hybrid models which Ljung places
in the “slate-grey” category [LjulOb]. Hybrid systems describe systems that contain both
continuous and discrete parts. Technological advances in software packages and numerical
computation in the 1990s led to a renewed interest in hybrid systems [Bem09]. This lieis
resulted in the control community developing hybrid models, which describe the interaction
between continuous dynamics (differential or difference equations) and logical components
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like if/else rules. These models are capable of switching between many operating modes
(where each mode represents a different dynamic behaviour) via triggering events, like
variables (states) crossing certain thresholds [TB04]. In the switching context, hybrid
models offers a compromise between the simplicity of linear models and the complexity
of non-linear models. Unfortunately, the analysis of hybrid systems is nontrivial. One
of the difficulties is that it is relatively easy to create an unstable trajectory by simply
switching between two asymptotically stable systems [DBPLOO]. Guaranteeing stability
of switched systems and hnding controllers that generate stable switching sequences is an
active research area. For detailed reviews, the interested reader is referred to Decarlo et
al. [DBPLOO] and Shorten et al. [SWM“*"07]^.
While many types of hybrid models exist, two are of particular interest to the control
engineering community as they lend themselves to advanced controller design schemes,
like Model Predictive Control (MPC) [CB04, Mac02]. They are PieceWise Affine (PWA)
systems [SonSl] and Mixed Logical and Dynamical (MLD) systems [BM99]. A PWA
model consists of a set of linear (affine) dynamics defined over a polyhedral partition in
the state-input space. Interest in PWA systems derives from their ability to approximate
general non-linear dynamics with arbitrary precision [BGPV()5]. Compared with a non
linear model, the advantage of a PWA model is that the subsequent controller design
and analysis i)robleni is simplihed and established techniciues exist, for instance, robust
control [dBv'^08] or predictive control [BBBM05]. However, developing a PWA model for
a physical system from first principles is difficult, as it requires detailed knowledge of the
underlying physical behaviour of the system [PJFTV07]. For that reason PWA system
identiheation techniques, in which dynamics are identihed from input/output data, have
been developed to support the modelling process.
Over the past ten years, research into PWA system identification techniques has in
tensified and currently a number of algorithms and tools exist. These have been reviewed
by Juloski et al. [JHFT“^05], Paoletti et al. [PJFTV07] and Garulli et al. [GPV12]. The
mixed-integer programming approach [RBL04] and the bounded error approach [BGPV05]
are implemented in the PieceWise Affine system IDdentihcation (PWAID) Toolbox [RP07],
while the clustering approach [FTMLM03] is the featured method of the Hybrid Identifica
tion Toolbox (HIT) [FT05]. Other approaches also exist including the Bayesian approach
[JWH04] and the algebraic approach [VSMS03, Vid04].
^The main results for these papers are as follows. For switched systems, it is now well established
that if all stable modes share a common Lyapunov function, the system can be shown to be stable for
all switching sequences. A less conservative approach involves the partitioning of the state space and
cissociating Lyapunov-like functions with each partition. These can then be pieced together to produce
a global Lyapunov function [DBPLOO]. Furthermore, if the switched systems are linear, an efficient Lin
ear Matrix Inequality (LMI) formulation exists, for constructing the set of Lyapunov-like functions. An
alternative but related approach, is to include a dwell-time constraint to prevent fast switching between
systems [SWAUO?]. This can also be used to guarantee stability.
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This thesis focuses on the clustering based approach of Ferrari-Trecate et al. [FTMLM03].
This method combines local regression, clustering, pattern recognition and parameter es
timation. The method divides the entire data (regressor) space into a defined number of
identified polyhedral regions. A linear/affine model (parameter vector) is then calculated
for each region. Thus a nonlinear system can be represented by a number of linear/affine
submodels that have a specific polyhedral region of validity in the regressor space.
In this thesis, this method is applied to real experimental data extracted from Ra
dio Frequency MicroElectroMechanical Systems (RF-MEMS) switches. MEMS switches
provide ultra-low losses, high isolation and high linearity [Reb03]. Communication tech
nologies are continuing to use RF-MEMS switches in their applications as they offer greater
capability compared to other types [Luc04, YaoOO]. The dynamics associated with open
ing and closing these switches exhibit significant nonlinear and unstable behaviour that
can damage their structure and greatly affect their reliability and reduce their life cycle.
These switches represent a relevant application that can be used to evaluate the clustering
approach of Ferrari-Trecate et al. [FTMLM03].

1.2

Motivation

Comi)ared with linear system identification, or indeed general non-linear system identi
fication teclmicpies (e.g. neural networks,) relatively few experimental results have been
reported to validate these PWA system identification algorithms and tools. Of note, Juloski et al. [JHFT04] identified a PWA model for a component pick-and-place machine and
Vasak et al. [VMP05] identified a PWA. model for an electronic throttle. In this thesis, the
merits of applying the clustering based PWA system identification algorithm [FTMLM03],
to real data measured from a physical capacitive RF-MEMS switch was investigated. The
RF-MEMS switch contains a dynamic bi-furcation that separates two regions with dif
ferent dynamic (stable/unstable) behaviour, non-linear contact behaviour due to elastic
energy storage and significant non-linear electrostatic forces [MAMP02, CMCIO]. These
dynamics make this application particularly challenging and a non-trivial case-study for
hybrid system identification.
When the clustering based algorithm of Ferrari-Trecate et al. [FTMLM03] was used
to model the on-stage dynamics (movement of switch from an open to closed position)
of experimental data, the method proved unsuccessful. The algorithm failed to success
fully identify the dominant underdamped dynamics for many modes and the associated
polyhedral partitions were erroneous. The poor performance of this algorithm in practice
motivated the development of a new PWA algorithm that worked for real-world complex
systems.
Furthermore, compared with linear parameter estimation techniques, the clustering
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based algorithm requires a relatively large number of parameters to be initialised a pri
ori. For linear techniques, parameters like the model order must be determined but the
clustering based identihcation algorithm requires additional non-standard parameters like
the magnitude of the noise variance added to the input and output data, the size of local
datasets, and the number of modes to be chosen. Experience has shown that correct choice
of these parameters is a very time consuming and tedious task which involves much trial
and error. A second motivation was to address these limitations so that the algorithm
would be able to identify more precise parameter vectors (even in the presence of noise),
and to develop a simpler identification procedure, whereby the number of setup parame
ters would be reduced (or at least easier to choose), yielding a more user friendly practical
identification algorithm.

1.3

Contributions

The primary contribution of this thesis is the development of a new Piecewise Affine
Output Error (PWA-OE) algorithm that works well in practice. This algorithm replaces
the Least Squares (PWA-LS) identihcation stage of Ferrari-Trecate et al. [FTMLM03],
with an algorithm that incorporates the Levenberg-Marquardt-Fletcher (LMF) optimisa
tion routine [Fle71]. This new algorithm was then robustly tested. Initially, the PWA-OE
algorithm was applied to the MEMS simulation data generated using Finite Element Anal
ysis (FEA). Subsequently, the algorithm was applied to real experimental data extracted
from a capacitive RF-MEMS switch. In both cases, the results show that the PWA-OE
algorithm outj)erfornis the PWA-LS algorithm, by identifying model parameters that yield
a lower Integral of Absolute Error (lAE). In the case of the FEA simulation data, the lAE
is reduced by a massive 95% when the PWA-OE is used instead of the LS algorithm. In
the real experimental data case, the PWA-OE algorithm reduces the lAE by 63% and 14%
when using data with low and high levels of additional noise respectively. The relevance
of real experimental data results is particularly noteworthy because there have been rela
tively few instances where the PWA system identification algorithm has been applied to
real systems.
The literature is quite clear that the existing PWA clustering based algorithm is limited
by the large number of tuning parameters, the sensitivity of the algorithm to these pa
rameters and therefore the difficulty associated with selecting them [JHFT+05, RKSL12].
A second contribution of this research is to simplify this initialisation problem. This is
partly achieved through the proposed algorithm. By substituting the OE algorithm for
the LS algorithm, the overall PWA clustering based identification procedure is no longer
sensitive to the choices made for the noise variance. Furthermore the new algorithm has
decoupled the noise variance and the size of the local dataset. The sensitivity of the pro-
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posed algorithm to the remaining initialisation parameters is then analysed. Based on
the sensitivity analysis, it is recommended that the number of modes be overestimated.
Subsequently the model order can be optimised. It was also noted that increasing the
model coefficient associated with past inputs, has a significant impact on the CPU time
for a large number of modes, and it is recommended not to over parameterize the model.
The over-parameterisation analysis agrees with Juloski et al. [JHFT“'“05], which states
that the clustering based identification procedure of Ferrari-Trecate [FTMLM03] will give
poor results, if the model orders are overestimated and is only recommended where a
model with a given number of modes is required. The work in this thesis shows that by
interpreting the lAE and CPU time effectively, the clustering method can be used to first
determine a good choice for the number of modes and subsequently obtain an accurate
model parameter vector. In summary, the new PWA system identification algorithm is
a lot less sensitive to the choice of some initialisation parameters (noise variance) and
strong recommendations have been developed to support the initial choice of the remain
ing i)arameters). A second contribution is therefore a clear and simplified initialisation
procedure, which makes the algorithm more appealing to the user.
This thesis also makes a significant contribution to the literature on system identifica
tion of RF-MEMS switches. A combined on-stage/off-stage PWA model of the capacitive
RF-MEMS switch wjis identified using the PWA-OE algorithm. The dynamics associated
with both the on-stage and off-stage differ greatly with nonlinear behaviour associated
with both stages. Thus, combining all of these elements in a single model amounts to a
very difficult system identification problem. Models of different complexity were identi
fied and validated. The final analysis yielded an eight mode second order model. To the
author’s knowledge, this class of MEMS systems have not previously been modelled using
hybrid system identification techniques and this represents further novelty of this work.
The main advantage of this result when compared to other results e.g. McCarthy et al.
[MAMP02], Casenave et al. [CMCIO], is that this model is relatively simple yet effectively
captures the dynamics of this non-linear system.

1.4

Publications list

This research has lead to the following publications, listed in chronological order:
M. Lishchynska, M.T. Cychowski, N. Canty, T. O’Mahony and K. Delaney. Optimis
ing dynamic behaviour of electrostatically actuated MEMS contact switch, in Proc.
10th International Conference on Thermal, Mechanical and Multi-Physics simula
tion and Experiments in Microelectronics and Microsystems. EuroSimE, Delft, The
Netherlands, April 2009. [LCC“'“09]
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• N. Canty and T. O’Mahony. Design considerations for piecewise affine system iden
tification of nonlinear systems, in Proc. 17th Mediterranean Conference on Control
and Automation, Thessaloniki, Greece, June 2009. [CO09]
• N. Canty, T. O’Mahony and M.T. Cychowski. An output error algorithm for piecewise affine system identification, in Control Engineering Practice, January 2012.
[COC12]
• N. Canty and T. O’Mahony. Piecewise affine system identification of a capacitive
MEMS switch. Submitted to IEEE Journal of Microelectromechanical Systems.

1.5

Organisation of the thesis

The remainder of this thesis is organised as follows Chapter 2 introduc:es the topic of system identification and discusses different types of
linear and nonlinear models. Hybrid systems and their relevance to nonlinear system iden
tification is then discussed. The different types of hybrid models are then presenteM. The
focus then switches to one of these hybrid model types - PieceWise Affine (PWA) systems
with the various system identification approaches available being discussed. Applications
in the literature of PWA system identification techniques being applied are then presented
and discussed. Finally some recent developments in the last five years are discussed.
Chapter 3 introduces the application being modelled in this thesis, namely MicroElectroMechanical Systems (MEMS). Firstly the switch is introduced as a device used for di
recting current along a particular path in an electronic circuit. Different types of switches
are discussed including mechanical switches like relays and electronic switches like transis
tors, diodes and FETs. RE switches are then introduced and parameters that affect their
performance are presented. The merits of different types of switches for RE applications
are then discussed, presenting the advantages of MEMS over solid state switches. RFMEMS topologies like cantilever and capacitive topologies are then presented. Literature
relating to modelling of RF-MEMS switches is then discussed, followed by a discussion
on problem areas in MEMS research. Literature relating to efforts made to counteract
issues like bouncing in DC contact RF-MEMS switches is then discussed. Some system
identification approaches have been applied to MEMS and are then presented.
Chapter 4 presents the clustering based approach of Ferrari-Trecate et al. [FTMLM03]
with a detailed account of each of the six stages of the algorithm being given. Parameter
identification using iterative search methods are then discussed, with methods like steepest
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descent, Newton’s method, Gauss Newton method and Levenberg-Marquardt-Fletcher
(LMF) method being presented. Next, results achieved from applying the method of
Ferrari-Trecate et al. [FTMLM03] to simulated RF-MEMS data are presented.
Then the major contribution of this thesis is presented - the piecewise affine output
error (PWA-OE) method is developed. The new PWA-OE algorithm is then applied to
the RF-MEMS simulation data and the results of the system identification are compared
with two other algorithms: the original PWA-LS algorithm used in Ferrari-Trecate et al.
[FTMLM03] and a nonlinear least squares optimisation routine which uses a Trust Region
Reflective (TRR) algorithm [CL96]. Finally, the complexity of the identification problem
for this simulation MEMS data is illustrated by presenting and analysing cost function
waveforms.
Chapter 5 provides details of the real capacitive RF-MEMS switch used in this analysis.
The setup for generating experimental system identification data at Tyndall National In
stitute is described. Details of the experiments carried out are given. The new PWA-OE
algorithm and the original PWA-LS algorithms are ai)plied to real experimental data to
identify models. The identification results for various levels (high and low) of artificially
adck'd noise are given. The significant improvement in model accuracy achieved by the
PWA-OE algorithm is discussed in detail. The subsequent overall improvement of identi
fication procedure, brought about by the PWA-OE algorithm is discussed. Also in chapter
5, eight and nine mode on/off piecewise affine models for a capacitive RF MEMS switch
are i)resented and validated.
Chapter 6 presents further analysis of the parameters that affect identifying a piecewise
affine model using the technique applied in this thesis. The question of how to choose the
iinmber of modes, and model orders are addressed. Their effect on the model accuracy
and the computation time is discussed in detail. Some guidelines and advice on how to
choose these parameters is presented. Finally, the parameters that affect the performance
of the LMF algorithm are analysed. Specifically the importance of the choice of stopping
criteria is discussed with the aid of an example.
Chapter 7 presents the conclusions from the major results and arguments of this thesis
and outlines possible directions for future research.

Chapter 2

Hybrid systems and their
identification
2.1

Introduction

In this chapter, the concept of obtaining a system model is discussed. A model can be
obtained by many means - differential or difference equations can be derived from the
physical laws governing the system dynamics. A model may also be achieved using data
obtained from careful experimentation, this is the domain of system identification.
Within system identihc-ation, there exists a plethora of model types and structures,
which all have their applications. In general, there is no best model type to choose. The
appropriate question to ask is “What is the purpose of the model?”. The answer to this
question very often dictates the model structure. For example, the goal of the model may
be to use it to design a controller. Further questions must then be answered regarding the
type of control system to be employed and the range of control required, which again will
further reduce the number of suitable model types and structures. The work in this thesis
is focused on developing models of nonlinear systems. Hybrid systems, and specifically
Piecewise Affine (PWA) systems [SonSl], are methodologies for achieving this.
The domain of system identification is quite extensive. Ljung commented in his survey
paper [LjulOb] that “The area is indeed huge, and requires bookshelves to be adequately
covered”. Thus, this chapter does not attempt to delve into every aspect. Instead, a
general overview of system identification is given, followed by a review of hybrid systems
and in particular PWA systems. In this review, the various methodologies for identifying
a piecewise affine model are outlined and evaluated based on the reported performance
and the level of difficulty associated with choosing and setting identification parameters.
This chapter is organised as follows. First a brief introduction to system identification
is given, followed by a discussion on linear and nonlinear models. Hybrid systems are then
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Figure 2.1; I'he system identification procedure [Lju99]

discussed and some techniques available for identifying piecewise affine systems are then
presented. The application of these techniques to real systems is then reported and some
recent developments are also discussed.

2.2

Introduction to system identification

System identification involves obtaining a model description that best describes the rela
tionship between the system input u and the system output y. As illustrated in Figure 2.1,
the formation of a model involves three parts: an appropriate data set, a model structure
and a cost function to evaluate candidate models. Data is generated using a carefully
designed experiment that will, ideally, produce maximally informative data by exciting
as many system dynamics as possible. However, the system identification process is com
plicated by the fact that the stages are often very dependent. For example the choice of
model structure may dictate the type of data that is required. The data gathering stage
is not a major focus of this thesis but is briefly dealt with in section 2.3, chapter 3 and in
more detail in section 6.2.
In practice, the best fit between input u and output y is determined by choosing model
parameters that will minimise the error between the model response and the real system
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response. A common cost function is the sum of the squares of the error. The model is then
validated by applying a different input to the model and the model response is compared
to the actual system response. If the model response is not acceptable, or the error too
large, then the model is rejected and replaced with an alternative model type/structure.
A dynamic model is formed when the model output is a function of the past input and
output data. In general
y{k) = FMk))^e{k)

(2.1)

where (p{k) is the regressor vector containing past input and output data. e{k) represents
the system noise and F is some arbitrary function that maps tp to y.

2.3

Input design

In many processes, the data used for identification can only be obtained from observing the
given process in a pjissive manner. This may be due to the financial cost or it may not be
possible from a hardware/software perspective to introduce a particular excitation signal
to the process. The resulting data is often not informative enough to identify an accurate
model [ZhuOl]. Ideally, obtaining an accurate system model requires that all the dynamics
of the system are excited by the input signal. In practice, this is often not feasible, and the
focus switches to exciting the dominant dynamics of interest. If the input signal is poorly
designed or the experiment is not performed properly, then the identihcation algorithm
will not be caf)able of delivering a useful, accurate process model.
In system identihcation, the ideal input signal used for system excitation may not
be known initially. Firstly, knowledge of the system like dominant time constants, sys
tem bandwidth and nonlinearities need to be identihed. Suc:h information may become
available through speaking with plant operators or reading process manuals. If very little
process information is known, then preliminary step tests can be used to determine infor
mation like dominant time constants and the presence of nonlinear dynamics. For linear
systems, the input should contain all relevant frequencies. Signals like Pseudo Random
Binary Sequences (PRBS) are suitable for the excitation of linear systems. For nonlinear
systems, this requirement is also necessary, but the excitation signal must also have sufhcient amplitude variation [Now02]. Such input signals are often referred to as Pseudo
Random Multi level Signals (PRMS) [HK99]. This topic of input design will be dealt with
in greater detail in chapters 3 and 6.

2.4

Linear model structures

If the system is to be controlled around a particular operating point, then a linear model
may be sufficient to capture the model dynamics. This implies that F in (2.1) is a linear
10
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function of the data. Thus the model can be written as

y{k, 6) = Lp^{k)0 + e{k)

22

( . )

where 6 is the parameter vector. The content of the regressor vector c^(/c) dictates the
structure and order of the linear model. For example, Finite Impulse Response (FIR)
models use a regressor matrix that only contain past input data in the regressor vector
^T

'^{k) = u{k — 1) ... u{k — n)

(2.3)

where n represents the model order. AutoRegressive (AR) models contain only past output
data so that

If{k) = y{k - 1) ... y(k - n)

(2.4)

AutoRegressive eXogenous (ARX) models contain both past input and output data in the
regressor vector as in (2.5).
-iT

V? (A:) = y (A; - 1) ... y {k - n„) u (A: - 1) ... u (A: - n^)
where Jia and

(2.5)

are the model orders relating to the })ast output and input data respec

tively. The predictor can be written in linear regression form as

y(k,e) = ip(kfe

(2.6)

In cases where the regressor matrix contains past information partly created from the
current model, the predictor is given in pseudo regression form in (2.7) to reflect the
nonlinear effect of 9 on cp{k^d).

y(k,e) = <f(k,efe

(2.7)

and

T

y {k — 1,6) ... y {k — ria, 6) u{k — 1) ... u {k — n/,)
where y {k — 1,6) represents the model simulation output at A =

28

( . )

— 1. Model structures

like AutoRegressive Moving Average eXogenous (ARMAX), Output Error (OE) and Box
Jenkins (BJ) are examples of this type of model. For more information on these model
structures, see Ljung [Lju99].
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2.5

Nonlinear model structures

Very often linear models are not sufficient or accurate enough to adequately capture the
system dynamics, then a nonlinear model is required. In (2.1), F is a nonlinear function.
In Ljung’s survey paper [LjulOb], he states that there are a large and sometimes confusing
amount of approaches to nonlinear system identification. In his paper, he presents non
linear model structures as a palette of grey shades ranging from white models to black
models.
As stated previously, white box models refer to those models developed from first
principles, whereby the equations relating system variables are known. An off-white model
arises in the case where some white box parameters are unknown, and must be identified.
Following this are so called smoke-grey models or semi-physical modeling. Here a nonlinear
transformation of the data is found so that the resulting data can be modelled using linear
system identification teclmiipies. Steel grey models consist of composite local models.
Nonlinearities are dealt with by identifying linear models around different working points
and composing a global nonlinear model.
Hybrid systems are included in slate-grey models. Block oriented models fall into this
category [NelOlj. Block-oriented models consist of a combination of a linear and a static
nonlinear block. Particular examples include Hamnierstein and Wiener systems [Lju99].
However, the subject of research in this thesis is the piecewise affine model, which switches
between different linear (affine) models depending on the location of (p in the regressor
space.
In general, and referring to (2.1), choosing a nonlinear map involves two sub problems
for dynamic systems:
1. The choice of

from pa.st input and output data

2. The choice of nonlinear map F{(p) from the regressor space to the output space
Similar to the linear case, nonlinear model classes can be distinguished by the contents of
the regressor matrix (p{k). If only past input data is used, the model is called a Nonlinear
Finite Impulse Response (NFIR) model. If both past input and output data is used then
the model is referred to as a Nonlinear ARX (NARX) model.
In particular, the nonlinear mapping F{(p, 6) can be considered as a function expansion

a.

(2.9)

k=l
Here fk is called a basis function. A powerful choice for fk is to generate them from a
mother basis function n{x)
fk = K{Pk{^-lk))
12
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where /3/e is a scaling parameter and 'y^ is a translation parameter. One particular map
that will be focused on in this thesis is the case where F is a piecewise affine function
/. PieceWise Affine (PWA) systems are a particular type of hybrid system. Consider an
example in Ljung [Lju99] of k being a piecewise-constant function
k(x)

and let 7/. = kA.

= 1/A and

-

1

for 0 < T < 1

0

else

2 11)

( .

= f{kA). gives a piece-wise constant approximation

of a function / over intervals of length A. The structure of (2.9.2.10) is very flexible with
many possible choices, like for example, radial basis neural networks, one-hidden layer
sigmoidal neural networks, fuzzy models and wavelets. See Ljung [Lju99] and the review
in Sjoberg et al. [SZL“^95] for more information on these structures. The next section
will focus on one particular type of slate-grey nonlinear system - hybrid systems and,
in partic'ular, piecewise affine systems. It is worth noting that hybrid systems are also
referred to as a black box type model in the literature.

2.6
2.6.1

Hybrid systems
Types of hybrid systems

Hybrid systems are dynamic systems with interacting continuous and discrete dynamics
[PJFTV07, Bem09]. A hybrid system is a specific class of non-linear system that uses logic
to govern the physical process [BraOS]. Hybrid models include, among others. Discrete
Hybrid Automata (DHA) [TB04], Mixed Logical Dynamics (MLD) [BM99] and Piecewise
Affine Systems (PWA) [Son81]. DHA originate from the computer science literature where
hybrid automata are used to formalise the behaviour of hybrid systems through simula
tion and verification. In DHA systems, an event generator and mode selector are used to
connect a finite state machine (discrete part) with a switched affine system (continuous
part). In contrast, the control community has gravitated towards MLD and PWA repre
sentations with the primary purpose being stability analysis and control system design.
As the name suggests, MLD systems consist of linear dynamics (continuous part) subject
to inequalities involving both continuous and logical variables i.e. mixed-integer (discrete
part).
PWA systems are defined in Sontag [SonSI] as collections of linear/affine systems. Nonlinearities are replaced with a defined number of affine sub-models with different dynamics.
Each sub-model is associated with a polyhedral region in which it becomes active. Hence,
only one sub-model is active at any time instant. This structure has the ability to model
a wide range of nonlinear systems [SFRB99], yet maintains the simplicity of linear (affine)
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systems. Piecewise affine maps have universal approximation properties and represent an
attractive black-box model structure for nonlinear system identification [RBL04]. Other
types of hybrid systems include Linear Complementary (LC) [HSWOO], extended Linear
Complementary (ELC) [De 00] and max-min plus scaling (MMPS) systems [DvOlj.
Each framework has its own niche, yet there is an equivalence between these hybrid
systems [BETMOO, HDBOl, Bem04a, Bem09, DBlOj. This allows for the most appropriate
representation to be used at any given time e.g. DHA for verification can be transposed
to an MLD system for controller design. Furthermore, techniques and tools exist to aid
the modelling and conversion processes [Bem04b, TB04].
In the hybrid systems literature, it is frequently assumed that a hybrid model either
exists or can be determined from first principles. The complexity of real systems may
undermine this assumption [PJFTV07]. For this reason, it is important to be able to
identify hybrid systems from input/output data and use the system identification process
to either replac-e or complement the first principles process. Within hybrid systems, most
of the effort has focused on identifying PWA systems [PJFTV07]. The PWA system
identihcation problem is difficult since it involves the siniultaneons identification of the
parameters of the loc-ally linear/affine model and the hyperplanes defining the polyhedral
partition in which the model is valid. The estimation process also involves a classihc-ation
problem where each data point is associated with a local model.
2.6.2

State space PWA system description

PWA systems can be dehned in state spac:e or in regressor form. Both forms will be
presented here although the main focus in this thesis will be the regressor form. A discrete
time PWA system is given by
x(A: + 1) —

-h b,

2.12)

(

y(^') = C„(t)x(A;) + D„(^u(fc) + d,
where A: G Z represents time, x(A:) G R” is the state, u(A:) G R^ is the input and y(A:) G R^
is the output. The active subsystem is defined by the discrete mode (j{k) G (1... s}, s is
the number of subsystems [PJFTV07]. Each affine subsystem is defined by the matrices

Ai, Bi, Cl, Di and vectors bj and d,. a{k) is given by
(j{k) — i

if

x(A:)
u(A:)
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G

,

i

— 1,..., s

(2.13)

2.6 Hybrid systems

where

is the complete partition of the state and input set H C

and

are

convex polyhedra defined as

n, =

-<

u

where Hj G RGi><(^+P+d^ i —
polyhedral region

(2.14)

0

and /7j is the number of inequalities in the

A PieceWise Linear (PWL) system is formed when the vectors

and dj in (2.12) are zero, z = 1,..., .s.

2.6.3

Regressor form of PWA systems

A. Switched AutoRegressive eXogenous (SARX) model, like the state space model in (2.12)
is equipped with a switching signal that selects which ARX dynamics are active at each
time instant [GPV12]. PieceWise AutoRegressive eXogenous (PWARX) systems are a
special case of SARX system where the switching mechanism is bcised on a polyhedral
partition of the regressor space y.
Consider the regression vector x(A:) G R”, n —

+

(assuming a single-input-single-

onti)ut; (SISO) system) defined as
x(A-) = y{k — 1) ... y{k — Ua) u{k — 1) ... u{k — n^)

(2.15)

where u{k) G R is the system input. The system output y{k) G R is then expressed as a
function of x(A:)

yi^')

iT

x(A;)

=

1

e{k)

(2.16)

where (T{k) G {1,..., s}, is the discrete state, s is the number of submodels in the complete
model, 61 G R”+\z = 1,... ,,s, contain the coefficients of the

submodel, and £{k) G R

is the error term. In PWARX systems, the regressor space y C R” is partitioned into
a number of convex polyhedral regions

which form a complete partition of y

(UiLi Xi — x)- So for PWARX models, the discrete state is given as

(7{k) = i

if

x(A:) G yz,

z = 1,..., s

(2.17)

< 0}

(2-18)

Each convex polyhedron is described by
y^ = {x G R"" :
where Hi G

with /z^ representing the number of inequalities in the z^^ polyhedral
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region. A piecewise affine map / can now be introduced / : x
if X € Xi

/(x;

(2.19)
if

where

X

G

is termed the extended regression vector^ p — [x^ 1]^, the regressor form of a

PWARX system can also be written as
y{k) = /(x(A’)) + £{k)
2.6.4

(2.20)

Approaches to PWA system identification

The PWA system identification problem can be defined as follows. Given the system
identification data (:y(A’), u(A’)), A: = 1,..., A, the identification of a PWA model defined
by (2.16) and (2.17) involves identifying the model orders
and ni,, the number of modes
and coefficients of the hyperplanes defining
s. parameters of the affine submodels
the partition of the regressor space {X2}i=i [GPV12]. The difficulty is compounded by
a classihcation problem, whereby each data point is associated to the most appropriate
submodel. Rc'garding the partitioning of the regressor space, two approaches are available:
1. the partition is hxed a ])riori. or
2. the partition is identihed along with the submodels
When the partition is fixed, a gridding of the regressor space takes place a priori. In
Billings & Voon [BV87] rectangular regions with sides parallel to the axes are used while
polytopes with d + 1 corners {d being the dimension of the domain) are used in Fantuzzi
et al. [FSBR02]. In such crises, standard linear identihcation techniques can be used
to identify the submodel parameters. However, if the regions must also be identified,
the regions need to be shaped to data that has been clustered. The problem involves
data classification, model coefficient estimation and may be even harder if the number
of submodels must also be identified. If the number of submodels are known, then the
problem can be essentially solved by minimising the following problem.
N

s
(2.21)

k=n i=l
^The last entry of (^{k) is 1. The allows the last entry in 0 to be a constant. If the 1 is omitted from
V?(A;), then the system becomes piecewise linear (PWL).
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where n = max{na,n{,} + 1, £ is an error penalty function, for example, i{e) =
is defined as
1

and T

if x(A') 6 Xi

'T,(k) = {

yk,i

(2.22)

0 otherwise
In Roll [Rol03] and Paoletti [Pao03], four different categories of approaches for determining
the partitions are listed:
1. In the first category, a suitable cost function is chosen such that the submodel param
eters and the coefficients of the polyhedral partitions are identified simultaneously.
An example of such an approach is given in Chan & Tong [CT86]. Whilst this is a
straightforward method, the optimisation routine may cause a local minimum to be
reached.
2. The second category is similar to the first, in that all parameters are identified
simultaneously with a simple partition. If the model is not adequate, additional
regions can be added to the model to reduce the cost function, hence obtaining a
more accurate model. An example is given in Heredia & Arce [HA96]. There remains
a i)ossibility of getting caught in a local minimum plus the added risk of overfit must
be considered.
3. In the third category the submodels and the partitions are identified iteratively or in
different ste])s. Approaches like Ferrari-Trecate et al. [FTMLM03], Bernporad et al.
[BGPV05], Juloski et al. [JWH04], Nakada et al. [NTK05], Ragot et al. [RMM03]
fall into this category where data classification is hrst carried out, followed by the
simultaneous estimation of the submodels. Linear separation techniques are then
used to identify the polyhedral partitions.
4. In the fourth category, only the distribution of the regressor vectors, and not the
output value, are used to identify the coefficients of the partition. An example of
such a procedure is given in Choi Sz Choi [CC94]. The advantage is that a suitable
number of datapoints is contained in each region to identify the submodel. On the
downside, data points can be misplaced to an incorrect region.
It is worth noting that approaches in categories 1, 2 and 4 above assume continuous^
dynamics, while approaches in category 3 allow for discontinuous dynamics.
Several methodologies have been developed for the identification of PWA models,
including the clustering based approach [FTMLM03], the mixed integer programming
[RBL04], the bounded error procedure [BGPV05], the Bayesian approach [JWH04], the
hhe model parameters and the partition of the regressor space are dependent
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algebraic approach [VSMS03] and the partition of infeasible set of inequalities approach
[BGPV03]. The clustering method is available in the Hybrid Identification Toolbox (HIT)
[FT05], while the both the bounded error and mixed integer programming approaches are
available in the Piecewise Affine IDentification (PWAID) toolbox [RP07]. Some of these
algorithms will now be presented.
Clustering approach [FTMLM03]
The underlying rationale of the clustering procedure is that regressor data points lo
cated close together are likely belonging to the same mode.

Prom a given a dataset

S — {{u {k), y {k)), k =
the algorithm determines the polyhedral partition
and final model parameter vectors
This algorithm will be discussed in
greater detail in Chapter 4. There are four main steps to the algorithm:
1. Local Regression- Local datasets (LDs) Cj, j = 1...N are created by taking a
point (x(j), .<y(j)) and its c — 1 closest (Euclidian distance) datapoints (x, y) that
satisfy
llx(j) - x||^ < ||x(j) - x||‘^ V(f, y) e S\Cj
(2.23)
where c is the number of i)oints in Cj and x contains the datapoints (x, y), that exist
in S but not in Cj. A local parameter vector Oj is then estimated for each LD. A
feature vector ^ is then formed from the local parameter vector 6. and the mean
of the local dataset nij = ^ XlxeCj ^
C, = [0J mj]'
2. Clustering- All ^-vectors are grouped into s sets

(2.24)
z = 1,..., s by minimising

= EE e

(2-25)

■=i

where

are the centers of

Rj is the variance matrix associated with

3. Submodel identification- The s mode datasets Ti, i — 1,..., s are formed using
the results from the clustering procedure. Therefore if G
then (^(j), y{j)) G Ri.
A least squares identification algorithm is then used to determine the final parameter
vectors di for the data in

i — 1,..., s.

4. Region identification- This step involves identifying the convex polyhedral regions
Xi^i =
which separate the data in Ti from
(z / j). This is solved
using pattern recognition algorithms like Proximal Support Vector Classifier (PSVC)
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[FMOl], Support Vector Classifiers (SVC) [Vap98] or Multicategory Robust Linear
Programming (MRLP) [BB99]
Bounded error approach [BGPV05]
In the bounded-error procedure, the error £{k) is bounded by a quantity

> 0 for every

sample in the data set. The bounded error procedure consists of three main steps
1. Raw classification and estimation via MIN PFS- Data classification and pa
rameter identification are attained simultaneously, along with the number of regions
s. For > 0, the minimum number of s parameter vectors
fhe mapping
k
i{k), whereby |;y(A:) —
| < S, for all k = 1,..., V. This is done by
Partitioning a set of linear complementary inequalities in (2.26), into a Minimum
number of Feasible Subsystems (MIN PFS problem [AM02]).
\y{k) — (^{k)'^6\ < S,

A: = 1,..., V,

(2.26)

Classific-ation is done via the mapping k —>• i{k) and a set of feasible parameter
vectors is defined for the corresponding affine submodel. The goal of this step is to
find 6 to satisfy as many k in (2.26) as possible, i.e. finding a Feasible Subsystem
of MAXimum cardinality (MAX FS problem). The inequalities that are satisfied
are removed and the process is repeated for the remaining inequalities until all
inequalities have been satisfied. The bounded error algorithm uses a modified version
of Amaldi & Mattavelli [AM02] to obtain a close to minimal value for s.
2. Refinement-Here points that have been misclassified i.e. attributed to an incorrect
mode, are detected and are re-attributed to another mode. A datapoint can be
misclassified if it is consistent with more than one affine submodel. The number of
submodels may also be reduced if the number of remaining datapoints in a mode
dataset decreases below a specific threshold. Two further parameters,o and /?, are
used here. Submodels i and j are combined if a-ij < o, where
\0i -

6j\\2
min{||0,||2, \\0j\\2}

If the number of datapoints in

is less than

(2.27)

then submodel i is discarded.

3. Region identification Finally region identification is carried out using linear sepa
ration techniques like Robust Linear Programming (RLP) [BM92] or Support Vector
Machines (SVM) [CV95].
The magnitude of <5 is effectively a tuning knob, a large S implies a low complexity model
will be identified with low number of submodels which may can compromise accuracy. On
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the other hand, a small value for 5 may yield a complex model with many submodels but
accuracy will be improved.
Bayesian approach [JWH04]

In the Bayesian approach the parameter vectors di are described through probability den
sity functions (pdfs) Pe,{')- A priori information can be used to supply a priori parameter
pdfs. In this procedure the classification problem is done by finding the data classification
with the highest probability. This algorithm contains N iterations, where the pdf of one
parameter is adjusted after each iteration. The pdf Pe(-) of the additive noise s{k) is as
sumed to be given. The pdf of 0^ at iteration A:, when data point
is given by

x(A:)) is considered,

p((;<y(A-),x(A’)) | a(A:) = i) = f p((y(A’),x(A:)) j e)poX^\k - l)de

where

(2.28)

is the set of all possible values for 9^ and
p((y(A:),x(A:)) | 9) = Pe{y{k) - 9'^(p{k))

(2.29)

At each iteration, the mode t(A') that generated each data point (x(A:), y(A:)) is computed
as rr(A’) = i*, where
i* = arg max p((;y(A:), x(A:) | a{k) — i)
(2.30)
z=l,...,.s

using the pdfs and parameters available from previous iterations. When the data point
(y(A:), x(A:)) has been assigned to a mode, the pdf of 0^* is updated using Bayes rule
P9,. {0; k) =

p((y(A:), x(A:)) | 9)p0^, {9; A: - I)
fe . P((?/(^’).x(A’)) I 9)p0^^{9;k - l)d9

(2.31)

Numerical implementation of the Bayesian approach requires particle filtering algorithms
to represent the pdfs [AMGC02]. The estimation of the regions is carried out using a
modified MRLP algorithm. Misclassified data points can also be detected and reattributed
to another mode. The penalty for misclassifying a point generated by mode i to mode j
is defined as
P((?/(^’)^x(A;)) I a{k) - i)
Vij{:>c{k)) = log
(2.32)
P((p(^’)>x(A:)) I a{k) = j)
where p((,</(A:), x(A:)) | a{k) = i) represents the likelihood that (p(A:), x(A:)) was generated
by mode i. Parameters that require to be chosen include the model orders
number of modes s, the a priori pdfs and the pdf of the added noise.
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2.6 Hybrid systems

Mixed integer programming approach [RBL04]

The mixed integer programming procedure is applied to Hinging-Hyperplane ARX (HHARX)
models [Bre93], which are a subclass of PWARX models. A HHARX model is defined as
= //i(x(A:);0) + e{k)
M

(2.33)

Z=1

where 9^ = [Oq OJ... 0^/], ^{k)^ — [x(/i;)^ l] and oi G ( — 1,1} are fixed a priori. The
number of submodels s is bounded by the ^”=0 (where n is the dimension of the
regressor space and M is the number of hinge functions. The optimal parameter vector
Oopt is determined by solving
N
Oopt = argminy^ |.!/(A:) - /(,{x(A:);0)P
k=\

(2.34)

where p = 1 or 2 norm. If bounds are placed on 0, then (2.34) can be solved as a
mixed-integer linear or quadratic program (MILP/AIIQP) by introducing binary variables
3,{k) ^

if (p{k)^di < 0
otherwise

0

(2.35)

and auxiliary variables Zi{k) — niax{(p(A:)^0i, 0}.
Algebraic approach [VSMS03, Vid04]

Vidal et al. [VSMS03, Vid04] presents an algebraic approach to modelling Switched ARX
(SARX) models. This method exploits the fact that {x{k),y{k)) satisfies z^{k) [1 6i\^ =
[y{k)
all k.

— cp^(A:)] [l
Ps

= y{k) — ip^{k)0i — 0 The polynomial for degree s holds for
(z(A:)) = Yl (

1

9T

^T
Vs

{z{k)y hg = 0

(2.36)

i=\

where Vs{z{k)) contains all Ms{na,nh) = (^a+"h+«+i^ monomials of degree s in z{k) and
the coefficients of Ps are stored in hg G ]RVs(na,nb)
multiple ARX model can thus
be viewed as the identification of a more complex hybrid ARX model U5(z(A:))^hs = 0
with parameter vector hg depending on the ARX model parameters

but not on

the switching mechanism. Least squares is used to identify the hybrid parameter vector
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by solving the linear system
iT

ns(z(l))... Vs{z{k))...

hs = 0

and

hs(l) = 1

(2.37)

The parameter vectors of the original ARX models correspond to the last
+ 1
entries of the partial derivative of
Datapoints {:x.{k),y{k)) are attributed to
satisfying
\a{k) = arg min {y{k) - cp(A:)'^0^)^
(2.38)
l<i<s

2.6.5

Tools for the identification of PWA systems

Some of the approaches to piecewise afhne system identification have been incorporated in
toolboxes that are AIATLAB compatible. The Hybrid identification Toolbox (HIT) [FT05]
is a free MATLAB toolbox that identifies a PWARX model from inpiit/outpiit data us
ing the clustering based piec:e^wise affine system identification approach of [FTMLM03].
The Piec:ewise Affine system IDentification (PWAID) toolbox [RP07] implements two al
gorithms; the mixed-integer programming [RBL04] which identifies models in HHARX
form. The second algorithm is the bounded error algorithm [BGPV05].
The Hybrid Toolbox for MATLAB [BernOdb] gives an environment for hybrid and MPC
design. Here a Hybrid system is described using the a high level language called Hybrid
systems description language (HYSDEL) [TB04]. HYSDEL can describe DHA systems
and convert them to MLD and PWA form.

2.7

Identifying a model in practice

The literature reveals that piecewise affine models of real systems are often formulated
manually, based on linearising a nonlinear system around operating points [OKG02, EAG07,
KYJMIO, AMMIO]. Implicit in this approach is a detailed understanding of the nonlin
ear system. This approach is not considered in this thesis. Instead, the objective of this
section, is to review recent practical applications of piecewise affine modelling techniques,
determine which methods have been used in practical studies and evaluate them on ease
of use (in relation to setting parameters) and accuracy of results.
2.7.1

Evaluation of PWA identification methods

The only noteworthy practical comparisons of the various PWA system identification algo
rithms has been performed by Juloski et al. [JHFT+05] and Juloski et al. [JPR06]. In the
initial work, these authors compare the algebraic, Bayesian, bounded error and clustering
methods while the later work builds on this by including the mixed integer programming
approach. The analysis was based on the performance of the five algorithms on a number
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of sinmlation examples and an experimental implementation on the component placement
process in a pick-and-place machine. The algebraic method performed poorly in practice.
One of the simulation studies revealed that the method was prone to misclassifying data
points for piecewise autoregressive models and this was assumed to be the main reason
for its failure in practice. For this reason the algebraic method was not considered as a
candidate algorithm in this research.
The remaining four algorithms all performed well in the simulation studies, though
the high computational complexity of the mixed integer programming approach ruled this
out as a candidate algorithm. This is generally known to be a limitation of the method
[GPV12]. The simulation study also highlighted that the initial parameter probability
density functions, associated with the Bayesian procedure, need to be precisely selected
if the technique is to work well. This sensitivity to initialisation and a priori effort ruled
out the Bayesian procedure for consideration in this thesis. In relation to the boundederror method, Juloski et al. [JHFT'^05] comment that it may be difficult to find the
right combination of tuning parameters to get the algorithm to perform well while the
clustering method performed poorly if the model order was overestimated. Hence the two
likely candidate algorithms were identified to be the clustering approach and the bounded
error api)roach. Both are sensitive to tuning parameters. The clustering algorithm was
chosen on the basis that the tuning parameters were easier to select and the method was
slightly more established. These applications are reviewed in the next section.
2.7.2

Applications of PWA system identification

In terms of real ai)plications of PWA system identification methods, the literature reports
relatively few results. There have been a few related studies reported on the modelling
of a component placement process in a pick-and-place machine, used to place compo
nents on printed circuit boards (PCBs) [JHFT04, JHFT+05, JPR06, VMP05]. Other
applications of these modelling techniques include traction control [BBFH06], a current
transformer [FTMLM03], an electronic throttle [VMP05], a magnetic levitation laboratory
setup [VKP06], a hybrid electric vehicle [RBA'^09], a DC motor [CO09], a driving task
[SZI08], minimal invasive surgery [VCTKll] and a wind turbine [VHP 11]. Key results
and conclusions from some of these studies are now discussed.
In Juloski et al. [JHFT04], the clustering based identification method [FTMLM03] was
applied to identify a model for a component placement process in pick-and-place machines,
used to place components on PCBs. During the placement process, the mounting head
carrying the component is positioned above the PCB, the component is then pushed down
and released onto the PCB. The head contains a vacuum pipette, a spring, an electrical
motor and a position sensor. The placement process invokes many different dynamic
modes, like upper saturation (pipette is in the uppermost position), free mode, impact
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mode and lower saturation (pipette is in the extended position) hence the use of hybrid
system identification methods. The input is the voltage supply to the motor. When the
PWA model was constrained to a simple structure (second-order affine (uq = 2,

= 1),

with two sub-models (s = 2), corresponding to the free and contact modes) satisfactory
performance was obtained. Simulation results revealed that the main inaccuracy was
attributed to dry friction which inhibited the physical system from reacting to small step
input excitations (< 1 unit), however the PWA model did. Increasing the model order
to 71^ = 2, had no effect on model acxniracy. When the number of modes were increased
to s = 4, better performance was achieved compared to s — 2. The physical system
contains at least another two obvious modes - an upper and lower saturation mode. The
PWA model was then extended to cater for the saturation modes. The model orders were
selected as ria — 2, rify = 3 and the number of modes was .s = 4. The resulting performance
of the PWA model was poor. Specihcally these authors noted that only two of the four
modes are correctly identified; either the polyhedral partition or the parameter estimates
or both were inaccurately identified for the other two modes. The authors suggest (but do
not substantiate) that the data used for identification purposes is not sufficiently exciting
and this is the origin of the poor estimation results.
Vasak et al. [VMP05] identihes a PWA model of an electronic- throttle. Electronic
throttle regulates air flow to an engine’s combustion system using a DC motor driven valve.
The DC motor is controllcxi using a control voltage u and the air inflow is maintained by
controlling the valve plate angle 0. The controller design problem is difficult due to the
presence of two nonlinearities - friction and return spring characteristics. These authors
identified problems with converting a continuous-time nonlinear model to a discrete-time
PWA model, namely additional dynamics being required to predict switching between the
sampling instants. To overcome this problem, a priori knowledge of the process was used
to modify the regression vector to include both the angular velocity to, and plate accel
eration o, since the friction nonlinearity is dependent on both these variables. The full
regressor vector contained four components: 0(A: — 1), (jj{k — 1), a{k — 1) and u{k — 1),
thus a model order of n = 4. The regressor vector was suitably scaled using a linear trans
formation prior to the local regression. This enables numerically efficient identification of
the nonlinearities.
The type of input signal used to identify the model is not described other than 2600
datapoints were used, but based on the validation data, it appears that sawtooth reference
signal was used to move the plate angle through a wide range of angles. A low amplitude
random type signal was added to the sawtooth reference. The corresponding motor voltage
was used as the input. The identified model has s = 12 affine submodels, plus 4 others
which were manually introduced to represent the physical constraints of the throttle angle.
Each model has 5 parameters (including the affine term). The size of the local dataset
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is chosen as s = 58. The model was validated on a similar dataset to the identification
data and the experimental output plate angle was compared with the model output.
Satisfactory results were achieved in a wide span of the throttle angle, the exception being
when the angle is in the limp home position. The authors suggest that additional data,
more submodels and faster sampling would improve the model accuracy in this region.
While decent performance is achieved by scaling the regressor vector, there is a lack of
detail regarding the fundamental choices made for critical parameters like the input voltage
signal and the justification of the size of the local dataset c.
Vasak et al. [VKP06] builds on the work described above by automating the linear
transformation of the regressor vectors. The procedure was applied to identify a PWARX
model of a magnetic levitation laboratory setup. Here the magnetic fields of two coils
attract or detract two interacting permanent magnets on a guideline. The coil currents
are controlled by controlled inputs and the system outputs are the permanent magnet
positions. This represent a 2 x 2 Multi Input Multi Output (MIMO) process. There is a
nonlinear relationship between the distance between coils and permanent magnets’ mag
netic held power. The upper magnet-coil combination is unstable so system identihcation
data was collected in closed-loop where Proportional -f Derivative (PD) controllers were
used to control the upper and lower magnet positions. The reference signal was a sawtooth
signal of different frequenc-ies with additional band limited white noise. 1997 datapoints
were collected for identific-ation and model orders were chosen as Uq = 3 and n/, = 2,
with the assumption that the dominant nonlinear dynamics for one magnet-coil can be
modelled using three states - position, velocity and dynamic friction. It was also presumed
that coils introduced some lag, so two past inputs were taken. Therefore, the full regressor
space is 10-dimensional {2{na + Ufe)). The model was identified with 36 affine submodels.
Validation was performed using one step ahead predictions and output error (simulation)
conhgurations. Low standard deviations for the output prediction errors were seen in the
one-step ahead conhguration. However, for the simulation response, due to the instability
of the upper coil-magnet combination, the model output had to be re-aligned with the
real output from the process every 20 sampling instants. This was considered satisfactory
for predictive controller synthesis.
Ripaccioli et al. [RBA+09] studies the modelling and control of a Hybrid Electric
Vehicle (HEV) conhguration, with the objective of reducing energy consumption. The
vehicle consists of a turbo charged diesel engine, a high voltage electric battery and two
electric motors for the front and rear axis. A hybrid model was required to implement a
MFC control strategy. The starting point was a simulation model containing the nonlinear
models of the vehicle dynamics, battery dynamics and gears. The hybrid model was
formed using a combination of linear identification and piecewise affine identification using
the bounded error approach [BGPV05]. Data for identification was generated using the
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available nonlinear model. The subsystems were connected to form a single Hybrid systems
description language (HYSDEL) [TB04] model of the HEV, which is converted to MED
form to synthesize MFC algorithms for the HEV. The overall MED model has 9 continuous
states, 7 binary states for the gear currently engaged, 3 continuous inputs, 32 binary inputs
(to determine the active region in 6 PWA maps), 56 continuous auxiliary variables and
1 continuous output. The model was validated using an open loop simulation where the
hybrid model response was compared with the response of the nonlinear model. While
no exact performance measures are given, the hybrid model was considered adequate for
MFC design.
The work detailed Borrelli et al. [BBFH06] describes a hybrid model and MFC strategy
to tackle a traction control problem. In adverse weather conditions such as ice, traction
control is used to aid the drivers’s ability to control a vehicle. A discrete time MED
model is formed with the aid of a pre-existing continuous time model that incorporates
frictional torque represented as a nonlinear function of the slip and the road coefficient of
friction. EYing the clustering identification approach in Ferrari-Trecate et al. [FTMEMOl],
a two-mode (.s = 2) piecewise affine model for this relationship is formed. The piecewise
affine model and discretized original model are then combined into a MED model using
HYSDEE. The desired wheel slip, the estimated road coefficient adhesion and the measured
front and rear wheel sj^eeds are inputs to the control system. The output is the desired
engine torque. A linear model and the MED model were used to obtain a linear MFC and
hybrid MFC strategies respectively. The hybrid controller resulted in a 20% reduction in
])eak slip amplitudes compared to the linear MFC. The results of this study favour the
use of the MED model, however the finer details relating to piecewise affine identification
are unfortunately omitted.
Modelling a driving task as a hybrid system is considered in Sato et al.

[SZI08].

The model input is the distance from vehicle to the left and right ends of the path,
while the output is the steering angle. The vehicle was driven by a human along a path
using a remote control and the position data, captured using a camera, was used to
obtain a 2"*^ order, 3 mode model. The three modes represent forward, right and left
movements of the vehicle. The model was validated in practice on a different path than
was used for identification and the results indicate that the driving task model is effective
for the automatic driving of a vehicle on different path. While no errors between the
simulation and experimental results are quantified, these authors state that the errors can
be attributed to time lag for operation instruction and friction between the road and the
tyres.
In Verspecht et al. [VCTKll], the area of minimal invasive surgery (MIS) is con
sidered as an application. Incisions in the patients’s body are kept open by tools called
trocars. The friction between the surgical instruments and the trocars must be modelled
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to develop control laws for teleoperated MIS. The friction model consists of two modes:
the deformation mode and a sliding mode. The latter is considered as a static friction
model while a piecewise affine model is considered for the modelling of the deformation
mode. The input was designed to excite all modes. A sinusoidal input signal, with fixed
amplitude and varying frequency was used. An amplitude of 10mm guarantees that the
seal is deformed at each cycle. The highest frequency of 2.5Hz yields peak velocities of
160mm/s, twice the largest frequency of a surgeon performing instrument insertion. In
the experiment the frequency is increased from 0.5Hz to 2.5Hz in steps of 0.5Hz. The
number of datapoints was quite high (1000) so the PS VC pattern recognition algorithm
was used. While the results seem plausible, again no quantification measures of error are
presented and no discussion on varying the setup parameters is given.
In Vasak et al. [VHPll] a discrete time PWA model for a wind turbine was identified
near its optimal static characteristics (OSC), using the method of Ferrari-Trecate et al.
[FTMLM03]. To identify a PWA approximation for the nonlinear aerodynamic torque
function, the regressor space contained variables: wind speed, pitch angle and turbine ro
tation si)eed. An existing nonlinear model was used to generate data. Data was randomly
generated with Gaussian distribution with mean value on the OSC. Three different sets
were generated based on proximity to the OSC. A model with s — 13 modes, c — 7 was
initially identihed, however some irregularities were corrected resulting in a final model
wdtli 29 models. The model was validated over the whole wind speed range and a suitable
stairs function is supplied to the model. The turbine rotation speed and tower nodding
speed of the nonlinear model are compared with the PWA model and a very good ap
proximation is achieved. While the simulation results appear to be good, no experimental
results are presented.
Based on the applications detailed above, in this authors’ opinion, the clustering based al
gorithm was the most appealing in that it appeared to offer good model accuracy, and was
more established (more applications) than alternative PWA algorithms. Likewise in com
parison to the alternatives, it appeared to be easier to initialise. However, the literature is
very limited. All of the published results are research driven, and to the author’s knowl
edge, and based on the available literature, the method has not been adopted by industry.
The majority of the reported applications are small scale (maximum fourth order), reason
ably linear (few submodels) and confined to single-input single-output applications. The
notable exceptions are Vasak’s application to magnetic levitation [VKP06] which identified
a two-input two-output system with 36 submodels and the wind turbine model identified
in Vasak et al. [VHPll] containing 29 models. The reported applications have also been
surprisingly problematic. Juloski et al. [JHFT04] and Vasak et al. [VMP05, VKP06] all
report modelling errors associated with some submodels. These issues are compounded
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by the work detailed in Canty & O’Mahony [CO09] which examines the clustering based
method of Ferrari-Trecate et al. [FTMLM03] and highlights that the literature has not
adequately dealt with poor system identification results that may be generated by this
method. As a case study, the method was applied to the nonlinear AMIRA DR300 speed
control with variable load system. This plant contains two significant nonlinearities: a
saturation and a deadzone. The input to the system is the voltage supply to the DC
motor and the output is the motor speed.
The focus is primarily on the effect of two design parameters (the size of the local
dataset c and the noise variance
on the overall model accuracy. A model with
ria — rif) = 1, s = 3 was identihed with varying values for c and o-'i y. The results
indicate that when cr^ ^ = 1 x 10“^ the Mean Squared Error is 75 times larger than when
^u.y = 1 10“^. c was chosen to be of similar magnitude to the number of datapoints in the
deadzone nonlinearity. This ensured c was large enough to avoid problems with noise and
small enough to ensure that local datasets produced good local parameter vectors around
the nonlinear regions. Two values for c were used for comparison purposes. With c — 120,
the MSE was 8 times greater than the MSE with c — 55. In addition to the obvious
parameters (model order and number of submodels), this application demonstrates that
the hnal model accuracy is clearly and signihcantly effected by all of the tuning parameters
which is a real practical problem.
2.7.3

Recent developments

Garulli et al. [GPV12] classifies contributions to PWARX system identification in the last
five years as clustering based and optimisation based. Some of these will now be reviewed.
Recent developments on clustering based algorithms include Tabatabaei-Pour et al.
[TPSM06], Sepasi & Sadrnia [SS08], Boukharouba et al. [BBL09] and Baptista et al.
[BIBll]. Tabatabaei-Pour et al. [TPSM06] presents a k-plane clustering algorithm that
has three stages. In stage 1 the classification and parameter estimation are carried out
simultaneously. Stage 2 employs a refinement algorithm [RBL04] to reduce misclassifications and improve model accuracy and finally in stage 3, two-cleiss or multi-class linear
separation is used to determine the regions [CV95, BB99]. Results are presented for a
simulation example in which a 3 mode first order system is identified. Accurate results for
the parameter vectors and polyhedral regions were achieved but no experimental results
are given. Sepasi & Sadrnia [SS08] present an on-line fuzzy clustering identification of the
component placement process. An evolving Takagi-Sugeno (eTS) fuzzy structure [TS85]
is then adapted on-line to model the dynamic behaviour. An on-line Recursive Least
Squares (RLS) algorithm is used to determine the model parameters. A 3'"'^ order model
is identified. Results indicate some improvement compared with the k-means clustering
algorithm used in Ferrari-Trecate et al. [FTMLM03], but these results are not quantified.
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In Boiikharouba et al. [BBL09], the number of submodels is identified along with the
parameter vectors and the polyhedral regions. In the first step, the number of submodels
is set equal to the total number of datapoints. Evidence theory [Sha76] is then used
to iteratively reassign data to the submodels. A multi category support vector classifier
[BB99] is used to determine the polyhedral regions. The procedure was again applied
to the identification of an electronic component placement process in a pick-and-place
machine. Two modes of operation (free and impact) were excited. A 2"^^ order model
{Ua — 2, til) — 2) was identified. The results show a 38% reduction in squared simulation
error compared to the clustering method [FTMLIVIOS] and a 43% reduction compared to
the bounded error approach [BGPV05].
In Baptista et al. [BIBll] a modified clustering based algorithm was proposed con
sisting of three phases. In phase 1, the local models were identified using Least Squares
as before. In phase 2, these local models were clustered using a split and merge algo
rithm, that detects the required number of modes. The mean of each cluster is taken as
the final mode parameter vector. Finally in pliase 3, the regressor space is partitioned
using Support Vector Machines (SVM) [Vap98]. These authors claim that the clustering
algorithm in phase 2 is advantageous over the k-means method used in Ferrari-Trecate
et al. [FTMLM03], which requires the number of modes to be set a priori and also has
advantages over the statistical clustering approach of Nakada et al. [NTK05] which re
quires weighting parameters, covariance matrices, initial mean vectors and convergence
tolerances. This results in multi])le runs with a different number of clusters.
The method of Baptista et al. [BIBll] requires no initialisation and just one tuning
parameter to be set. There are two parts to phase 2: splitting and validating. In the
splitting phase Principal Conii)onent Analysis (PCA) [DHSOl] is used to split the data
into two. Points are projected onto one axis with positive eigenvalues belonging to one
group and points with negative values belonging to the other. In the validation phase, the
silhouette [BSH^07] is used. The silhouette index is defined as the average, over every
cluster, of the silhouette width of their points. The silhouette width for each point varies
from -1 to 1. A value close to -1 indicates the point is closer to points of another cluster,
than the cluster to which it currently resides, while a value close to 1 infers that the point
is closer the points in its cluster to points outside its cluster. The tuning parameter is
chosen to yield the greatest value for the silhouette index. The guidelines expressed in
Baptista et al. [BIBll], do not give much insight into choosing the tuning parameter other
than its value should not be much greater than one. If the choice is too big, ill-partitioning
of the clusters occurs, leading to poor validation.
The algorithm was applied using simulation data taken from a model of the DC motor.
A sinusoidal input voltage profile, similar to that used in Canty & O’Mahony [CO09] was
used to excite the system. Five modes were identified, representing the positive saturation
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region, the negative saturation region, the positive dynamic region, the negative dynamic
region and the dead zone. The model was applied to a different validation data set.
Both identihcation and validation model responses achieve low MSE values. While the
results seem encouraging, they are based only on simulation data and the sensitivity of
the algorithm to the clustering tuning parameter is not examined.
A recent method by Li et al. [LDJZ13] proposes to improve the efficiency and the uti
lization of the sample data, particularly for the small sample case. The proposed method
consists of two major steps; Initial estimation and refinement. The Hough Transform
[SSOl], which is an edge detection technique used in computer vision, is used in the initial
estimation stage to generate a group of candidate submodels. A variable-threshold tech
nique is then used to select the real submodel from a list of candidates. The re-assignment
of datapoints is also modified to include the clustering property in the regressor space.
The method was applied to identify the fault models of the track circuit in a high speed
railway. The numlier of modes was fixed at s = 3 and the parameter vector dimension
is n = 3, corresponding to transmitter voltage, transmitter current and receiver voltage,
with accurate results re])orted on for the identification of tlie three subsystems. These
authors acknowledge problems with the initial estimate if the data is not sparse enough
and this issue would need to be addressed.
Recent optimisation based methods include Taguchi et al. [TSHI09], Lai et al. [LXLIO],
Ohlsson Ljung [OLll] and Maruta & Sugie [MSll], some of which will be reviewed here.
In Taguchi et al. [TSHI09] a probability weighted ARX (PrARX) model is proposed. Here
multiple ARX models are composed of probabilistic weighting functions, where a function
Pi determines the probability that a regressor belongs to a mode i. The steepest descent
algorithm is used to find the parameter vectors and also the parameters that characterise
the probabilistic partition between regions. To avoid local minima being reached, many
initial parameters must be tested to find the global optimum parameters. The algorithm
identified reasonably accurate parameters on two simulation examples. The method w£is
then applied to a driving simulator application to obtain PrARX model containing both
decision making and motion control aspects. A two mode model was identified from 2434
experimental datapoints extracted from the driving simulator. The model can be used to
compare decision entropy of a driver, which evaluates the decision making capability of
a driver. The model parameters of the PrARX model achieved a 20% reduction in mean
squared error compared to the PWARX model identified by the clustering based method
[FTMLM03].
Maruta Sz Sugie [MSll] propose a new identification method for PWA models, based
on data-based representation of PWA maps and data compression with £i optimisation.
Data compression allows the method to be applied to high dimensional systems with
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thousands of datapoints. The method was applied to a DC motor system with current as
the input variable and rotation angle as the output. The current used for identification was
randomly generated, changed value every 0.1s and sampled every 0.01s. The complexity
of the PWA map is controlled by the level of compression and is the only design parameter
of the algorithm. A comparison between the performance of the PWA model with a linear
model on a validation dataset reveals that the PWA model is more accurate.
In Ohlsson &: Ljung [OLll], the underlying philosophy is to simultaneously cluster
and fit a model to the data of each cluster. The cost function to be minimised has two
terms, one minimising the fit to the observations by checking which parameter vectors can
be merged. The second known as the regularization term together with a regularization
tuning parameter penalise the number of modes used. This choice for the regulariza
tion tuning parameter is used to trade off between accuracy and the number of modes.
The choice must also be made for the regularization norm. While the algorithm’s perfor
mance is comparable with simulation examples previously used in Ferrari-Trecate et al.
[FTMLM03] and Bemporad et al. [BGPV05], no experimental application of the method
is reported.
In Bako [Bakll], a sparse optimisation approach is presented to identify switched lin
ear systems from input-output data. The problem is posed as a /'i-norm minimisation
problem. No clustering is employed, with the parameter vectors being extracted one after
another. The method c-onsists of two algorithms - the first solves a convex optimisation
problem to extract the first parameter vector from the entire dataset. The second optimi
sation algorithm determines the remaining parameter vectors from the dataset that does
not contain the data used to determine the first parameter vector. It is remarked that the
success of the first algorithm is dependent on sufficient energy rich data being available.
The method requires three user defined parameters, two for the first algorithm and one for
the second. The hist parameter is required as a numerical convenience to avoid the possi
bility of a divide by zero situation occurring in the algorithm. The second parameter is the
tolerance required for convergence of the parameter vector. These parameters are deemed
easy to tune and have limited impact on the performance of the algorithm. The hnal
parameter is the most important parameter relating to the performance, as it determines
a threshold that is used in the calculation of the indices of the data used to calculate the
hrst parameter vecTor. Thus if the threshold value is chosen too small with respect to the
noise level, only a small number of datapoints will be removed leading to the possibility
of errors in the second algorithm, with a possible bias towards the first parameter vector
still existing within the remaining dataset. An overestimation of the number of modes is
also a possibility. On the other hand, if the threshold is set too high, the algorithm results
in datapoints not being used in the first parameter vector estimation being erroneously
removed. This results in poor estimates of the remaining parameter vectors. The method

31

2.7 Identifying a model in practice

is illustrated using a simulation example of a switched ARX system containing three linear
modes, with second order dynamics. The system was excited using a normally distributed
random input. The results show that if the number of modes are known, the percentage
fit is greater than 90%. Results are also given the for different values of the threshold
parameter and the added noise, in the case where the number of modes is not known. The
results show that if there is significant noise on the system and the threshold parameter
is set too high, the percentage fit is only 63.7%. While the algorithm does certainly have
potential, with the possibility of good results in certain conditions, the presence of noise
can cause poor results if the threshold parameter is not chosen properly. This study also
lacks an experimental validation where the input signal might need to be constrained.
Of particular relevance are the work of Zimmerschied & Isermann [ZI09] and Ren et al.
[RKSL12]. An output error minimisation method is also used in Zimmerschied & Isermann
[ZI09], to identify block oriented systems like Hammerstein and Wiener systems. The
static nonlinearity is modelled using local affine models. The proposed method is based on
the Local Linear Model Tree (LOLIMOT) algorithm [NelOI]. The Levenberg-Marquardt
algorithm is used to solve the resulting nonlinear least squares problem. The method was
applied to an air-and-exhaust-nianifold of a modern common rail diesel engine with exhaust
gas recirculation (EGR) and a turbo charger with a variable geometry turbine (VTG). A
simple SISO model is considered with EGR valve position as the input and the air mass flow
as the outi)ut. An amplitude modulated random binary input signal was used to excite the
system. The LOLIMOT-based local affine Hammerstein model has 8 submodels and a 3rd
order linear system was identified. While good results are reported for the input/output
behaviour, the modelling error is not quantified. The work in this thesis, which also
minimises the output error using Levenberg-Marquardt, was developed independently as
the Zimmerschied Sz Isermann [ZI09] paper was only identified through Garulli’s review
paper [GPV12]. Clearly also there is a different focus and different clustering algorithms
used between what is proposed here and in Zimmerschied & Isermann [ZI09].
In Ren et al. [RKSL12] the authors present a modified version of the clustering algo
rithm of Ferrari-Trecate et al. [FTMLM03] to identify a class of systems with friction. The
developed algorithm is applied to an electro-mechanical throttle. The throttle is composed
of a DC servo motor, a gear box, a return spring, a potentiometric angle sensor, and a
throttle plate. The gearbox and motor shaft bearings are sources of friction. Four steps
are used in this algorithm. Step 1 involves choosing appropriate feature vectors. Systems
with friction are velocity dependent hence the change in output {y = y{k — 1) — y{k — 2))
and the input u{k — 1), were chosen as the regressors. This emphasises the clusters of data
in the regressor space. The data-points in the regressor space are used as the feature vec
tors. In step 2, the feature vectors are clustered, creating s mode datasets. In step 3, the
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hyperplanes separating these datasets are identified using pattern recognition algorithms
as before. Finally in step 4, the final parameter vectors are identified using an output
error minimisation algorithm in which a downhill simplex optimisation method [NM65] is
used to determine the final model parameter vectors. While this method does also solve
an output error optimisation problem, this method was established specifically to identify
systems with friction and furthermore uses a direct search optimisation method, which is
inferior to the gradient based Levenberg-Marquardt-Fletcher method proposed here. More
significantly the work was developed independently and published subsequently to the re
search presented here [COC12]. It does clearly provide further support for the argument
presented here that elements of the original clustering based algorithm are deficient and
require improvement.
2.7.4

Problem Statement

The existing applications demonstrate that the clustering based PWA identification al
gorithm can work in practice but not effortlessly. The method appears to require high
quality input data [JHFT04, VMP05]. The algorithm may struggle to identify some sub
models - especially as the complexity of the system increases [JHFT04, VMP05, VKP06].
The algorithm has many tuning parameters and appears to be sensitive to all of them
[JHFT+()5. CO09, RKSL121.
The objectives of the research documented in this thesis are then to address these
issues by developing an algorithm that (1) performs better in practice; (2) has less sensitive
(or fewer) tuning parameters. A third objective of this research is to furnish additional
experimental results to help to demonstrate the effectiveness and usability of PWA system
identification in general and the developed algorithm in particular.

2.8

Summary

This chapter has introduced the concept of system identification and has provided an
overview of the approaches and model structures available. The chapter focused on Hy
brid systems and specifically piecewise affine systems since these model structures are
suitable for modelling nonlinear systems and for MPC design. Some of approaches to ob
taining a PWA model from input/output data were discussed and recent applications in
the literature were presented. The shortage of real experimental results and, in some cases,
the omission of key information in relation obtaining a piecewise affine model were noted.
The clustering based approach of Ferrari-Trecate et al. [FTMLM03] was identified els a
suitable identification approach for this research and is the method that will be developed
in the remainder of this thesis. In the next chapter the focus shifts to the application used
in this thesis - Radio Frequency MicroElectroMechanical Systems (RF-MEMS) switches.
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Chapter 3

Modelling of
MicroElectroMechanical Systems
(MEMS)
3.1

Introduction

The (ieiiiaiicis of the world we live in today means that personal miniaturised communica
tion devices for telephone, email and internet are pervasive. This has been assisted by the
development of Radio Frequency (RF) MicroElectroMechanical systems (MEMS) [VVJ03].
In this chapter, the types of switches available for RF applications are reviewed and
their advantages and limitations are discussed. The problems facing RF-MEMS switches
are then discussed and a stibsequent literature review of research work addressing these
problems is presented. Here the various modelling and control approaches to RF-MEMS
switches are discussed and reviewed.

3.2

Introduction to switches

Consider the electric circuit in Figure 3.1, the switch is responsible for directing cur
rent along a particular path or terminating current flow completely from source to load.
Intuitively one might assume that the switch is an uncomplicated component in the cir
cuit, the switch opens and cnirrent c:eases to flow instantly and conversely when the switch
closes, the current flows to the load without any loss. In reality, the type of switch being
used and the application will dictate the overall performance. Varadan et al. [VVJ03]
discuss the parameters that affect the performance of a switch. These include among
others:
Transition time The speed at which the switch can change from the on to off state.
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Figure 3.1: (a) Series configuration (b) Shunt configuration

This is calculated by measuring the time taken for the RF signal to rise from 10%
to 90% when the switch closes or from 90% to 10% when the switch opens.
Impedance matching At high frequency, the impact of the switch should ideally have
little affect on the rest of the system. Thus the switch should be matched at both
input and output sides. Failure to match impedances may result in unwanted signal
reflections.
Insertion loss The insertion loss provides a measure of efficiency of the switch when in
the on state. Measured in decibels, the ideal switch will have a low insertion loss.
At high frequencies, the insertion loss of solid state switches starts to deteriorate,
whereas RF MEMS switches can maintain low insertion loss at several gigahertz.
Isolation Isolation is a measure of switch performance in the off position. An ideal switch
will have a high isolation, indicating minimal coupling from input to output of the
circuit.
Series resistance This is closely related to the insertion loss. When the switch is in the
on state, ideally the resistance it presents should be very small so not to impact on
the overall performance.
Life cycle This is an issue where the switch has a movable component, e.g. MEMS,
where the number of switching cycles affects the beam and contact pad, leading to
poor conduction and eventual failure. This will be discussed in more detail later in
this chapter.

3.3

Switches for RF applications

Switches exist in various forms. Mechanical switches include a toggle switch or a relay
which have moving parts. In the case of the relay, an electromagnetic force is formed from
a current flowing through a coil, causing the metal contact to open or close. In electronic
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Figure 3.2: (a) Series FET switching configuration (b) Equivalent circuit

circuits, switching is carried out using transistors, diodes and Field Effect Transistors
(FETs). An example of a series FET switching circuit is shown in Figure 3.2(a). Here V
is the input voltage, Vo is the output voltage and R,i is the bias resistance. The equivalent
circuit in Figure 3.2(b) replaces the FET with a switch and the drain to source resistance
Rfis where
Rd- The gate voltage
turns the FET on and off. When Vgg > Vtk,
where Vfh is the threshold voltage, the switch is closed and the output F„ approximately
equals the input V^. When
< V^/i, then the switch is open and Vo — 0 [VVJ03]. This
chapter will specific-ally deal with RF MEMS switches, which are the specific microme
chanical switches that are designed to operate at RF-to-millinieter-wave frequencies (0.1
to 100 GHz) [RMOl]. Early RF MEMS switches were used in military systems in phased
array antennas and tunable hlters for frecpiency-hop c:oniniunications [GMM]. Switches
in RF circuits can introduce resistance and capacitance in the signal-to-signal path or
the signal-to-ground path. RF switch applications include sharing an antenna between a
transmitter and receiver and in waveform generation in digital modulation communication
systems. In the telecommunication industry, with frequency range from HF to VHF, RF
switches are used for signal routing. Applications in the microwave and millimeter wave
bands exist in the form of AM, FM and Bluetooth. Applications in the region lOOGHZ
now exist which require high quality RF switches [VVJ03].
Varadan et al. [VVJ03] examines the merits and shortcomings of different types of
switches (mechanical, solid state and MEMS) for RF applications. Electromechanical
switches have excellent characteristics like high isolation and low insertion loss, however
they have a very slow switching speed of 2ms to 50ms.
Electronic switches include semiconductors such as diodes and FETs, and can be used
where speed is a primary requirement. The PIN diode has a semiconductor junction that
can be operated in forward or reverse bias depending on the bias voltage. In forward
bias operation, the impedance is low, allowing the RF signal to propagate, while reverse
bias presents a large impedance to the RF signal. The PIN diode is the most frequently
used switching device, and can be placed in series (for low insertion loss) or in shunt (for
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high isolation). Gallium Arsenide (GaAs) FETs and PIN diodes have good high frequency
performance with the GaAs FET having a faster switching capability than the PIN diode.
Silicon FETs are capable of handling high power at low frequencies, but performance falls
at high frequencies. When the frequency increases beyond IGHz, solid state switches have
high insertion loss (l-2dB) and poor isolation (-20 to -25dB). Thus the shortcomings (low
power handling and high losses due to resistance) of solid state switches led to the research
into RF MEMS switches.
3.3.1

MEMS

In comparison to semiconductor switches, MEMS offer good isolation, low insertion loss
and low power consumption and can operate at higher temperatures [VVJ03, MAMP02].
Disadvantages include the presence of hysteresis for certain switches and slower switch
ing speed than semiconductor devices [MAMP02]. MEMS switches can be actuated in
three ways: electrostatic, magnetic and electromagnetic. Electrostatic actuation has the
advantage of zero current consumption, but the actuation voltage is high (5 to lOOV).

3.4

RF MEMS Topologies

This section discusses the cantilever and capacitive topologies for electrostatically actuated
RF MEMS switches.
3.4.1

Cantilever

The cantilever topology, shown in Figure 3.3, with moving metal contact, achieves a low
on state, and high off state impedance. This structure consists of a thin metal strip, that is
hxed at one end, and hangs over a transmission line with an air gap of a few micrometers.
When the actuation voltage is applied, the beam bends down touching the contact pad
forming a conducting path. Specihcally the actuation mechanism can be explained as
follows. The parts of the switch suspended over the bottom ground electrode form a
capacitor. When the actuation voltage is applied between the source and the ground
electrode, an electrostatic force is formed between the two electrodes. This causes the free
standing beam to bend down towards the ground electrode. When the electrostatic force
is no longer balanced by the opposing mechanical force, the switch tip falls and touches
the contact pad. The voltage at which point the switch closes is called the pull in voltage.
When the voltage falls below a certain level, the switch releases back to the open position.
The switch can be modelled as capacitor suspended above a ground plate by a spring with
spring constant K.
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3.4.2

Capacitive Topology

The eapacitive topology with a hxed-fixed beam stnietiire is shown in Figure 3.4. Here,
a dielectric layer is placed between the two metal contacts. Pull in occurs in a similar
way to the cantilever topology. When the actuation voltage is applied between the source
and ground electrode, the membrane pulls downwards towards the dielectric layer. When
the voltage reaches a certain level i.e. the pull in voltage, pull in occurs. The off state
isolation is improved by the presence of the dielectric layer.

3.5

Problems with RF-MEMS

To fully exploit the gains achievable by using RF-MEMS switches, it is necessary to deal
with issues limiting their potential effectiveness at replacing devices like FETs and diodes.
Issues like reliability, bouncing and range of operation will now be examined.
3.5.1

Reliability

Reliability of ohmic switches is a huge concern in RF-MEMS switches. The DC contact
topology whereby one surface makes contact with another surface, can lead to problems like
particles breaking off, resulting in alterations in the contact properties [Wal03]. Contact
switches can fail due to electrical (melting, welding) or mechanical stress (wear, defor-
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mation) [MRL+98]. Stiction is also a problem for contact RF-MEMS switches. Stiction
occurs when surface forces cause the surfaces to stick together and the restoring force is
not large enough to re-open the switch. Cantilever type switches are susceptible to creep
and fatigue where stress on the cantilever causes warping and possible beam deformation.
This causes the properties of the switching mechanism to be changed, specifically the force
experienced by the contacts when the actuation voltage is applied is changed, causing a
subsequent change in resistance.
3.5.2

Limited stability range

When a sufficiently large DC bicis voltage is applied across the plates, an attractive electro
static force is induced, causing the upper movable electrode to move downwards towards
the bottom electrode, until equilibrium between the electrostatic force and mechanical
restoring force of the suspensions is reached. After this point, pull-in occurs, since the
corresponding electrostatic force can no longer be balanced by the elastic restoring force
provided by the beam anchors and the structure becomes unstable collapsing sponta
neously onto the ground plate, causing pull-in. RF-MEMS switches are only controllable
prior to pull-in, while their position is less than ^ of the total gap from the open position.
The functionality of these devices could be increased if it was i)ossible to control these
devices in the unstable region i.e. after pull-in hcis occurred. The mechanical design of
RF-MEMS has tried to improve performance in the unstable region, for example, the use
of nonlinear stiffness elements [BB97] and additional electrode coatings [WBMFOO]. The
downside to these methods is increased circuitry.
3.5.3

Bouncing dynamics

The problem of bouncing is associated with DC contact RF-MEMS switches. An example
of bouncing dynamics is shown in Figure 3.5. Bouncing occurs when the switch does not
close upon initial contact, but instead bounces for a number of cycles before finally closing,
thus increasing the closing time. Perhaps more seriously, the impact force can damage the
contact and can induce local hardening of the materials on contact, which may reduce the
lifetime of the switch. [GMA07]. Bouncing also causes a delay between the application of
the actuation voltage and the time when un-interrupted current can flow. To tackle this
problem, a model of the MEMS switch must be available in order to control it.

3.6

Modelling

control of MEMS

The control of RF-MEMS switches has focused on tackling reliability issues like bouncing
and improving switching speed [DHL+11, GMA07]. The interaction between electrostatic
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Figure 3.5: Example of bouncing dynamics

force with electromechanical behaviour make MEMS devices potentially a very compli
cated modelling i)roblem. Current modelling approaches based on Finite Element Analy
sis (FEA), mass si)ring damping analysis and system identification will be discussed. In
general, a model determined from FEA ])rovides a very accurate representation of the
overall dynamics of the switch. Such a model does, however, require large computational
power and software like ANSYS [ANS09]. The mass spring damper modelling approach is
much simpler and while it cannot capture detailed dynamics like a Finite Element Model
(FEM), they are useful for analysing important dynamic behaviour and designing voltage
profiles to improve reliability [MSED05]. Some authors use both model types, the mass
spring model for controller design and the FEA model for accurate simulation.
This section does not attempt to comprehensively review all of these methods and
the reader is referred to a review by Chuang et al. [CLCHIO]. Instead, this section
will focus on some of the recent attempts to model the dynamics of RF-MEMS switches,
comparing their fundamental structure, their purpose and highlighting their advantages
and limitations.
In McCarthy et al. [MAMP02], a time-transient finite difference analysis is used to
model the dynamic behaviour of two (uniform width and non-uniform width) electro
statically actuated microswitches. The model has four components: the dynamic beam
equations, the electrostatic force equation, squeeze film damping equations and the tip
spring boundary conditions that contain dynamic information relating to the tip contact
with the substrate. Euler-Bernoulli beam theory provides the governing equation for beam
defection as
m
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where y[x,t) is the beam deflection, /g is the electrostatic force, P* is the force supplied
by the squeeze-film between the switch and the substrate, m is the mass per unit length,
I is the second moment of the cross sectional area of the beam and E represents Young’s
modulus. The solution to (3.1) is achieved by approximating
and
using the central
finite difference method. Three equations are used to describe the electrostatic force /g
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where Eq is the applied voltage, Eq represents the permittivity of free space, d is the initial
gap between the beam and the gate and w is the beam width. 2/| represents the beam
deflection of node 2 € {1... iV) at time t. Note that node 1 is located at the fixed end of
the beam and node N is located at the beam tip. The iterative procedure of Majumder
[Maj97] w'as used to calculate beam deflection, for a given voltage.
The air between the beam and the substrate causes the squeeze-film damping pressure.
The simplifie'd Reynolds equation was used to describe the squeeze film pressure Jis
()h c)P
2wh^ (PP
2wh ——-— -jox ox
3 dx^

8/?^
.
dh
---- Pix) — 12u;/i—
w ^
^ dt

(3.3)

where h is the distance between the beam and the substrate, f.i is the viscosity of air.
Again, the central difference api)roximations for
and
were used to provide a
solution to (3.3) and generate the damping pressure for each node at time t 1. This is
combined with (3.1) to obtain a complete solution to the beam displacement equation.
A spring system is used to model the switch tip contact with the drain. At contact,
the beam equation becomes

d^y

(3.4)

where /,, is the spring force fs — k{y — dr), if > dr, dr is the distance between the
drain and the tip and k is the spring constant. If y < dr, then /s = 0. A finite difference
approximation for
is again applied.
The model was first validated by checking its free vibration response against an analytical
solution of 317.98kHz. The model is run with a sampling time of Ins, and with damping
force, electrostatic force and tip-spring force set to zero. The model with 11 nodes results
in a natural frequency of 315.32kHz. When more nodes are used, the natural frequency is
closer to the analytical solution.
The effect of varying the magnitude of a step type actuation voltage for a uniform and
nonuniform switch was then examined. In the case of a uniform switch-as the applied
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voltage increases, the time taken for the switch to close is decreased and causes a smaller
number of bounces and shorter bounce duration. For the nonuniform model, as the actu
ation voltage increases, the switch will close faster. The forces due to damping are higher
than the uniform case due to smaller spacing and large rectangular area. The effect of
increasing the actuation voltage is to increase the number of bounces and duration of the
bounce. This is the opposite of what occurred with the uniform switch.
A real experiment was implemented on the non-uniform case. The experiment involved
placing the switch in series with a 50n resistor and a 500mV source voltage. The switch
bounce was recorded by measuring the voltage across the switch using an oscilloscope.
Also recorded w^as the time until the end of the first bounce and the time to the beginning
of the second closure. There was good agreement between the experimental and model for
the initial contact time. There was an increase in error between experimental and model
results for the time to the beginning of the first bounce and also the time to the beginning
of the second bounce. This suggests that better predictions could be made by improving
the model impact dynamics. The authors suggest that the model can be used to predict
switch closing time and to reduce bouncing.
While McCarthy et al. [MAMP02] varied the magnitude of step actuation voltages to
examine bouncing behaviour, the problem addressed in Massad et al. [MSED05] was to
apply an actuation voltage profile that minimises switc-h velocity at the point of contact, in
order to reduce bouncing dynamics. The parameters of the voltage profile were determined
from a single degree of freedom model that omits the effects of damping
rn.

ff^X

—

F,elec.tr oststic

where We// is the effective mass of the system,

F.spring
x

(3.5)

is the displacement of the movable

plate of the switch, F^iectrastatic is the electrostatic force and Fgpring is restoring spring
force. A soft-landing waveform, shown in Figure 3.6, consists of an actuation voltage 14
being applied for an actuation time 4- This causes the plate to travel downwards. The
actuation voltage is then set to zero for a length of time 4- The plate glides and reaches
zero velocity at the point of contact. Finally a voltage 14 is applied to maintain the plate
in a downward position. The original model equation (3.5) and an energy balance between
the energy of the mass spring system when nipjj displaces a given distance xq and the work
done by the opposing electrostatic force Fgiectrastatic a-re used to determine the soft-landing
voltage profile parameters ta, 4 and 14. This paper also uses a 3D finite element model
to model the dynamics with an electrostatic actuation model. This 3D model does not
include squeeze film damping or contact dynamics. The soft-landing profile determined
using the simplified model was tested in simulation on the 3D model and then applied
to the real switch. The ideal waveform was altered slightly due to the dynamics of a
power amplifier used to fabricate the actuation voltage. A Doppler vibrometer was used
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Figure 3.6: Dual pulse input design [CDS’''06]

to measure switch movement. Despite the error not being quantified in this work, the
results show that the predicted FEM model response and experimental response both
significantly reduce bouncing. There are difFerences between the experimental and 3D
model response. The authors attribute these differences to actual dimension or material
])roperty variation that are not described in the model.
Czaifiewski et al. [CDS ^06] again uses the mass spring model to design a soft landing
waveform. The designed waveform was tested experimentally and caused the switch to
bounce prior to application of the hold voltage. The reason for the difference between the
design and experimental result is believed to be partly due to the lack of damping in the
model. Thus, the soft landing waveform parameters ta and
were altered to an ideal
design. The ideal waveform was then applied to the mass spring model and also to a FEM
3D model. Again, there were differences between the experimental impact velocity and
the impact velocity of the two models. Reasons for these differences were uncertainty in
switch parameters and nonideal features of the fabricated switch. Two further waveforms
were tested, where the timing of actuation pulses varied by 500ns compared to the ideal
case i.e. 500ns too short and 500ns too long. The time that the holding pulse w'as applied
was not altered. When C was too short, the switch reached zero velocity before reaching
the substrate and only contacted the substrate when the hold voltage was applied. When
ta was too long, the impact on the substrate caused a higher rebound bounce. The analysis
highlights the impact that parameter variation can have on the waveform design and hence
performance.
Borovic et al. [BLP+Ob] compare the choice of open loop or closed loop control for
MEMS devices. These authors consider whether the aforementioned pre-shaped voltage
profiles are adequate due to problems like lack of accurate models, and fabrication incon
sistencies and examine the merits of closed loop control. A model for an optical MEMS
device (MOEMS) is presented in a simple mass spring model. The device contains two
electrostatic comb drive actuators, a suspension, a main body called a shuttle and a shut43
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ter. A voltage is applied to the comb drive actuator which generates a force to move the
shuttle. The shutter then modulates the light beam generated by the laser diode and
which is sensed by a photo-detector. The deflection is then determined using the voltage
from the photo-detector.
m'x + dx + kx = Sf(Vf,x) - fb{Vi, x]

(3.6)

VPD = f>(x]

(3.7)

where x is the shutter position, m is the effective mass, d is the damping coefficient and
k is the stiffness of the suspension. //, and fj are the electrostatic forces, while Vpo is
the photo-detector voltage and h is the sensing function relating x and Vpo. The model
parameters m and k are determined analytically whereas d is determined from openloop experimental data. The electrostatic constant was also determined experimentally.
The relationship between the photo-detector voltage Vpp and deflection x is achieved by
curve fitting a fourth order polynomial to experimental data. The model was validated
experimentally by applying an open loop step to the model and the real system. The
results indicate a close match between both responses.
An open loop control strategy wi^is then applied to both the model and the real sys
tem. The soft landing voltage profile was similar to the previous work of Czaplewski et
al. [CDS'^'OG]. The voltage profile is constructed using cascaded multivibrators and sum
ming op-amp circuitry. The experimental open loop response agrees well with the model
response, with a similar rise time. However, the experimental response contains residual
oscillations believed to arise from higher order vibration modes. Next, a closed loop control
system is implemented using a feedback Proportionald-Derivative (PD) controller in con
junction with a feed-forward (FF) controller. The control system was implemented using
a dSpace 1104 platform. The experimental results yield a slower rise time of 170//S com
pared to 100//S in the pre-shaped open-loop case. The closed-loop response does however
eliminate the residual oscillations. The authors conclude that the open-loop strategy is a
simpler method, requiring only driving circuits and recommend using open-loop control
when the device is used for only switching. However, if position is the most important cri
teria, open-loop systems may be affected by changes in system parameters. In such cases,
a closed-loop system should be employed. The downside of closed-loop control is that the
resulting hardware setup is more complicated, requiring a sensor. The speed of MEMS
devices is generally very fast, and may hinder the use of some micro-controllers whose
A/D and D/A conversion speeds may not be fast enough for certain MEMS applications.
Sumali et al. [SMCD07] builds on the work of Borovic et al. [BLP'^05]. Again a
simple ID model based on a mass, spring, damper system is used to design soft landing
waveforms. Unlike Borovic et al. [BLP+05], the soft landing waveform is not limited to
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step (rectangular) functions, with trapezoidal and rounded step functions also possible.
A simplex search optimisation routine was used to optimise the actuation time and hold
time parameters of the waveform to ensure near zero contact velocity is achieved. Again,
a 3D FEM model was used to verify the performance of the soft landing waveform prior
to experimentation. Prior to application of the ideal rectangular waveform, the rise and
fall time of the voltage steps were increased to reduce overshoots created by the signal
generator and power amplifier. The rectangular soft landing waveform resulted in bounc
ing when applied to the real switch. This was attributed to errors in the creation of the
ideal waveform by the signal generator and power amplifier, and also errors in the switch
fabrication process. Actuation and hold times were designed for trapezoidal waveform
(with increased rise and fall times) using the ID model and the optimisation procedure.
Again the designed values were altered prior to experimentation. When applied experi
mentally, bouncing was reduced but not eliminated by the trapezoidal waveform. Finally,
a waveform, with rounded curvature at the transition corners, was designed with further
increases in rise and fall times of the actuation pulse. Again, the parameters were refined
l)rior to implementation. Experimental results showed that bouncing was significantly
reduced by the rounded soft landing waveform. The experimental and FEM model re
sponses were quite similar, uj) to a displacements of 2fim, after which the actual speed
of the switch is slower than the displacement predicted by the 3D FEM model. This dif
ference is attributed to the absence of a squeeze film damping model component. While
this paper does build on previous work and does present ID models, FEM models and
waveforms capable of reducing bouncing, it is worth noting that the optimised waveform
parameters still require modification prior to implementation.
Guo et al. [GMA07] uses Finite Element Analysis (FEA) and the finite difference
method to develop a 3D nonlinear dynamic model of an ohmic contact RF-MEMS switch.
The model incorporates switch geometry, electrostatic actuation, two dimensional nonuniform squeeze-film damping effect, the adherence force and a spring model of the contact
between tip and drain. This model differs from Massad et al. [MSED05], which used Finite
Element Analysis (FEA) to model switch dynamics and also accounted for the electrostatic
actuation, but squeeze film damping and contact were not taken into account. The model
of McGarthy et al. [MAMP02] did not account for bowing and deflection in their model.
The ANSYS simulation tool, using Finite Element Analysis (FEA), was used to simulate
the model. The electrostatic force is modeled under the assumption that the upper and
lower electrodes form a parallel capacitor. The electrostatic pressure between two parallel
plates is
£0^2

Pe = 2/j2

(3.8)

where Eq is the permittivity of free space, V is the potential difference between the elec-
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trodes and h is the distance between the electrodes.
The squeeze film damping is modelled by the Reynolds’s Equation (3.9) that takes into
account the effects of compressibility and slip-flow.

dy V

dy

+ Q^mPa

dx

ax
ay \

ay

- 12/1

d{ph]
dt

(3.9)

where p is the gas film pressure, /? is the distance, p represents the gas viscosity, Pa is the
pressure, A^, is the mean free path of air and t is time. An explicit solution to (3.9) is
obtained using the finite difference method.
The contact between the switch tip and the drain is modelled as the interaction between
a spherical bump and a flat surface using the Johnson-Kendali-Roberts (JKR) model
[JG05]. JKR. theory is used to calculate the contact radius between the contact tip and
the drain. The penetration of the tip relative to the drain is nonlincarly related to the
external force. ANSYS is used to obtain time dependent beam heights and pressure for
each element and to simulate the contact dynamics.
The simulation results in Guo et al. [GMA07] indicate that increasing the magnitude
of the actuation voltage causes the switch to close faster but also increases the number
of bomic'cs that occur upon c-ontact. To address the effects of bouncing on the long term
reliability of DG contact RF-MEMS switches, a soft landing actuation scheme [CDS'*'06,
SMGD07] was implemented.
The derivation of values for G and G arise from a mass spring damper model of the
micros witch. The simulation results showed that compared to the single-step actuation
voltage, the dual pulse approach can eliminate the bounce while maintaining a fast closing
time. The experimentation results agreed with the simulation. These authors note that
the method is not as effective if the dynamics of the system deviate from the design
parameters. The authors also suggest that increasing the ambient pressure of the switch,
will reduce the amount of bouncing behaviour also. An increased pressure results in
increased squeeze film damping. The authors acknowledge that this solution may not be
practical in real applications.
Blecke et al. [BBES07] applied a system identification approach to identify nonlinear
and linear transfer functions for a RF-MEAIS switch composed of a plate supported by four
folded-beam springs. The nonlinear model relates the input voltage to the electrostatic
force while linear model relates the electrostatic force to the positions of the spring and
plate. A piezoelectric shaker was used to excite the linear dynamic parameters, while
electrostatic excitation was used to excite the nonlinear elements of the system. The
linear switch dynamics were modelled as a two-mass spring system which were converted
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Figure 3.7: Model for RF-MEMS (a) free model (b) contact model [BESP09]

into two fourth order transfer functions. The switch was excited with a piezoelectric
shaker (no electrostatic excitation) using a linear swept sine wave from IkHz to lOOkHz.
The velocity of the plate and spring was recorded. Spectral analysis was performed using
a hanning window and two modal frequencies and corresponding damping ratios and
natural frequencies were extracted. The nonlinear structure related the input voltage
to electrostatic force and required two parameters to be determined from experimental
data. The switch was excited electrostatically, a sinusoidal voltage profile was applied
to the switch and the displacement of the plate was recorded. The two required model
I)arameters were determined by fitting a static: hold voltage curve to the experimental
data to match the release point and pre-pull in motion of the switch. The linear and
nonlinear models were combined and simulated using Siniulink. Comparing the model
and experimental response shows that the model displays less amplitude in the oscillatory
behaviour and also has a lower pull-in voltage. The authors attribute the differences
to inaccuracies caused by using a constant-damping model. While the model fit on the
experimental data was quite good, the model was not validated on another data set so the
range of model validity is uncertain.
Blecke et al. [BESP09] uses some model parameters identified in Blecke et al. [BBES07]
and applies a dual pulse control method similar to Czaplewski et al. [CDS^OG] to obtain
minimum closing time of the switch and reduce impact bouncing. Again, an electrostati
cally actuated parallel-plate RF-MEMS switch, where the moving electrode is suspended
over the fixed electrode with four folded-beam springs, is considered. Two anchors at
tach the springs to each substrate. Two mass spring damper models are used to model
the switch dynamics, one representing the free moving dynamics and the other modelling
switch tip impact. These are shown in Figure 3.8. To maintain model simplicity, the
nonlinearities associated with damping have been omitted and constant damping factor is
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assuined. The position of the mass is denoted by x, the damping and natural frequency
are denoted by ujnf and Q respectively. The initial distance between the plate and the
substrate is given by dg while dt is the actual distance that the switch travels to close.
The electrostatic force Fg is given as
F.

AV„^
2{dg - x)^

(3.10)

where £ is the permittivity of air, A is the cross-sectional area of the switch plate, and I4
is the voltage applied to the switch. The equation for the system in Figure 3.7(a) is given
as
X + 2QuJnfi +

=

F.
m

(3.11)

where m is the mass of the plate. The electrostatic constant Kp is given as
hf, — —
2m

(3.12)

Substituting (3.10) and (3.12) into (3.11) gives
.T +

2Q-UJnfX + UjIjX =

K.V

(3.13)

The second model, used to represent the contact dynamics, with natural frequency
and damping Q, is shown in Figure 3.7(b). The parameters uj^f and Q- were determined
from experimental data in Blecke et al. [BBES07]. The parameter dg was obtained from
Czaplewski et al. [CDS“^06] and Sumali et al. [SMCD07] and a gradient based optimisation
algorithm was used to determine di,
Cc and ujnc- A simulation was carried out where
the free model wets used when the switch was in the open position. When the position
plate dropped below a threshold of 0.1//m, the impact model was used.
A learning control strategy is used, whereby the dynamic system response to an input
is used to adjust the control law after each cycle [AKMT85]. The dual pulse waveform
[CDS"^06] is the cornerstone to this work. A haversine function is used to transition
between the voltage levels of the dual pulse waveform. This also ensures that a conservative
input voltage is initially applied so not to damage the switch. Conservative estimates for
Va and Vh are increased until the switch makes contact. A continuity measurement is used
to test for contact. Once contact is made, ta and
are adjusted. For example, if the
switch does not land within a region when
is applied, ta is increased using an iterative
procedure until the switch lands within the region. Subsequently is increased iteratively
until the bouncing dynamics are eradicated. A simulation in which the model parameters
(Q, uJnfi Fg) were randomly varied by ±5%, ±25% and ±50% was carried out. Fifteen
simulations were completed for each scenario. The simulation results showed that initial
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conservative values for Va and 14 resulted in a large number of iterations but the number of
failed switches was reduced. The algorithm was also tested on three experimental devices.
The test setup included a four-probe station, two for providing actuation voltage and two
for measuring continuity. A laser vibrometer was used for displacement measurement.
The controller was implemented through LabView. For the three devices, the iterative
algorithm produces a waveform (in 5 to 10 iterations) that significantly reduces impact
velocity and time taken to close the switch. Blecke et al. [BESP09] state that the continuity
measurement must be accurate to ensure that correct estimates for 14, 14, 4 and 4 are
calculated. Contamination between the two electrodes may cause continuity to degrade
and hence the algorithm may fail to find suitable parameters for the input waveform.
Wang & Asokanthan [WAll] build on the work of McCarthy et al. [MAAIP02] by
incorporating tip bouncing behaviour in the form an asperity based contact model in their
model. The purpose of this model is to provide an understanding of the switch dynamics.
The model Wcis then simulated with six different voltage actuation profiles, ranging from
below and above the required pull-in threshold voltage of 58.8 volts. A limitation of this
work is that the experimental results are presented, but no simulation results, which the
author states are in agreement with the actual results. Thus, it is hard to properly evaluate
the advancements made by this model.
Niessner et al. [NSIWll] present a macromodel of an electrostatically actuated ohmic
contact RF-MEMS switch. The model consists of four submodels: a mechanical submodel
of the membrane and its suspensions, a model accounting for the effect of the electrostaticforce on the membrane, a damping model and a contact model. The goal of the model
is to simulate the pull-in and pnll-out transient dynamics with a reduced computational
complexity macromodel compared to finite element models. The macromodel is generated
using a developed MATLAB toolbox that takes a finite element model and produces a
Hardware Description Language (HDL)-based macromodel. This paper provides a com
parison with real experimental data where the pull-in and pull-out voltages were compared
with those generated by the macromodel. The pull-in voltage was in agreement with the
model but the pull-out voltage of the model differed from the experimental data. The
authors attribute the discrepancy to the model not fully incorporating all contact-related
phenomena. The macromodel was then benchmarked against two other macromodels: the
lannacci model [IGGIO] and the Architect 3D finite element model (compiled in Goventor software [Inc08]). The results show that the developed macromodel achieves better
agreement with the measured data at the initial contact, compared to the lannacci and
Architect3D models, but none of the three models were able to capture the correct release
voltage. The authors state that the adhesion model presented in Guo et al. [GMA07]
should be considered.
Spasos & Nilavalan [SNll] provides a simulation study on a ohmic contact RF MEMS
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switch simulated using Coventorware software. Three types of actuation voltages are sim
ulated - a tailored pulse optimisation method, resistive damping and a hybrid actuation
mode which is a combination of tailored pulse, resistive damping and Taguichi’s optimisa
tion technique [TCW05]. The goal is to improve the overall reliability and longevity of the
RF-MEMS switch. Compared to the optimised tailored pulse method, the hybrid actua
tion mode simulation reduced impact velocity by 61% the impact force by 39% with a 10%
increase in switching time. While the results of this study are encouraging, these authors
state that the method can only be used with slow devices with switching speed of greater
than 10/is. The method should also be tested on a real switch for further validation.
Do et al. [DHL"*"!!] examines the impact of the switch tip on the contact pad and
builds on the previous work of McCarthy et al. [MAMP02] and Guo et al. [GMA07] who
employed a spring like contact model and single asperity contact model respectively. Here,
the contact between the tip and the drain are described as the interaction of a smooth rigid
surface with a multi-asperity rough surface. Hertz theory [Joh85] and the JKR adhesion
model, along with a Gaussian probability surface asperity height, were used in the contact
model. A simulation was carried out to simulate the entire switch (incorporating switch
geometry, beam theory, squeeze him damping and the contaf-t model). Three different
step actuation voltages (5()V, 60V, 65V) were applied to the model. The response showed
that the closing time decreases as the actuation voltage increases. It is also observed that
the magnitude of the actuation voltage affects the l)ouncing behavior, settling time and
the number of bounces. The voltage across the switch was measured on an oscilloscope.
The experimental results largely agree with the model with the closing times decreasing
as the actuation voltage increases. For the three actuation voltages - 50V, 60V, 65V, the
model settling times are 17.5^is, 14^s and 6.2/zs, while the corresponding experimental
settling times were 17.1//S, 12.9/is and 6.4/xs for the three applied voltages.
A dual pulse waveform [DLG'*"r2] is then applied to the switch to achieve a soft-landing
upon contact. The design of the dual-pulse waveform parameters, ta and

are changed

from the more complex iterative solution used in Blecke et al. [BESP09], to an analytical
energy based method. Again, this waveform is designed using parameters from a simple
mass-spring-damper model with electrostatic actuation. The developed dual pulse was
then applied to the finite difference model for evaluation and subsequently applied to the
real switch. Due to small discrepancies in the contact model,
ensure that bouncing wels eliminated.

was altered by 8% to

While not focused on MEMS switches, the work presented by Wolfram et al. [WSS'^Ob]
is of interest, as it is one of the few MEMS studies based on system identification. The
work develops a block oriented parametric model for a MEMS mechanical mirror from
simulation data. The mirror is modelled using a nonlinear block, to capture the electro
static field component, described by a Taylor series and a linear discrete time transfer
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function. A Least Squares based Singular Value Decomposition (SVD) approach was used
to determine the linear and nonlinear parameters. The input voltage was a zero-mean,
uniformly distributed white noise sequence. A second order linear model was identified
and the nonlinear power series contained ten terms. A separate linear model was identified
for comparison purposes. The simulation results reveal that the nonlinear model yields an
error that is approximately one hundred times smaller than the error determined by the
linear model.
A collaborative work with colleagues at Cork Institute of Technology examining the re
liability and switching speed of electrostatically actuated MEMS is described in Lishchynska et al. [LCC^09]. The data used in this study is simulation data generated using a
3D FEA model using ANSYS. With the switch in a closed position, due to an applied
actuation voltage of 40V, the off-stage model is simulated by applying OV (step from 40V
to OV). This causes switch to be released, resulting in damped oscillations, and it even
tually settles in the open position. MATLAB’s System Identification Toolbox was used
to determine a second order Box Jenkins model [Lju99], relating the actuation voltage
to the switch displacement. Also, a novel approach to modelling the nonlinear on-stage
dynamics is reported in Lishchynska et al. [LCC'^09]. The on-stage is excited by apply
ing a ramp type actuation voltage from 0 to 4()V to the ANSYS model. The switch tip
bends and makes contact with the contact pad, bounces and finally closes. The voltage
and disi)lacement data were used to identify a piecewise affine model using the clustering
based approach of Ferrari-Trecate et al. [FTMLM03], which was described in chapter 2. A
model with four modes, each containing different dynamics was identified. The procedure
identified accurate models for three modes, with the method failing to accurately capture
the bouncing dynamics.
The work in Casenave et al. [CMC 10] also focuses on MEMS mirrors but uses a
continuous-time system identification approach [GW08]. The rotation of the electrostati
cally actuated mirror involves several forces: electrostatic forces, spring forces and viscous
friction forces. A second order differential equation relates the actuation voltage V, to the
angle of the mirror 9.
19 + (/xo T v{9))9 + K9 = V^k{9)

(3.14)

where / represents the moment of inertia of the system, {ij.q-\-v{9))9 represents the viscous
forces, K represents the stiffness constant and V‘^k{9) represents the electrostatic force.
The model is linear with respect to the parameters /, //q, K and function k and v. The
electrostatic moment is modelled using a classical polynomial approximation with an order
of six. It was also decided that a linear viscosity term is insufficient to describe the
viscosity moment, thus a nonlinear viscosity term v{9) — ii9^ was used. The first step
of continuous time system identification methods is a pre-filtering operation. This is
necessary to generate the derivatives. In Casenave et al. [CMCIO], a second order state
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variable filter was used with chosen ciit-ofF frequency 9 x lO^rad/s. This frequency should
be small enough to attenuate high frequencies, without amplifying low frequencies. The
second stage is the actual identification which is done using a Least Squares calculation.
The input signal applied to the micro-mirror was a periodic square wave with a fre
quency low enough to capture the complete mechanical response. A positioning sensor
device (PSD) and oscilloscope are used to record the angle of the micro-mirror. The
identification results showed that the identified model, accurately matches the real data.
Data that was not used for identification was applied for model validation purposes, with
voltages different to those used for identification being applied to the model. Again, the
predicted trajectories of the model agree with the real data. The work of Casenave et
ah [CMC 10] has shown how a continuous time system identification approach, can be
applied to obtain model parameters of a MEMS micro-mirror. The identified parameters
have a clear physical interpretation unlike a discrete time model. However, the exact
model structure of both the linear and nonlinear elements must be known. Also, a priori
knowledge is required to clioose the cut-off frequency of the state variable filter used in
the i)re-processiiig stage of the identification proc-edure.

3.7

Discussion

Summary

In this chapter MEMS switches have been introduced and their advantages over alternative
switch types, like solid state, have been highlighted. Factors affecting performance like
transition time, isolation and series resistance have been discussed. Much of the work
reported in the literature has been devoted to reducing switch failure and hence increasing
reliability of MEMS switches. This chapter has reported on various approaches to tackling
this problem, and has tracked the progress of developing open-loop control methods of step
voltages of various magnitudes and pre-shaped actuation voltages to achieve a soft landing
mechanism [MSED05]. Closed loop-control has also been reported [BLP+05], and while
the merits of closed loop control are clear in terms of accuracy and robustness to model
inaccuracy, the speed requirements for RF-MEMS and extra hardware costs may prohibit
its use.
The models used vary from complex FEA models that capture the complete dynam
ics of the model by solving the nonlinear differential equations associated with the entire
switch at various points (nodes). While these models are the most accurate, they require
significant computational power and commercial software like ANSYS. Finite difference
approximations can be used to simplify such models [MAMP02]. One dimensional mass
spring damper models have been also used, they offer a simple solution to capturing the
basic dynamics of the switch and have been used to obtain the actuation times and hold
ing times of soft landing type actuation voltage profiles [CDS^Ofij. The downside is that
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they are limited in their accuracy and a FEA model is often used in conjunction with the
mass spring model for verification of controller design prior to implementation [SMCD07].
Model parameters can sometimes be determined analytically while, in some cases, param
eters must be determined using system identification and curve fitting methods [BLP+05].
While good results for controlling and eliminating switch bouncing have been reported
in this chapter by using a FEA model in conjunction with a mass spring damper model,
manual intervention is often required to adjust the designed voltage profile in practice.
Piecewise affine systems, as described in chapter 2, offer an alternative approach to mod
elling nonlinear systems by combining a number of linear (affine) sub-models together to
form a complete model of the system. The dynamic bifurcation arising from the pull-in
phenomenon makes identifying the dynamics of RF-MEMS switches a suitable application
for hybrid system identification, particularly piecewise affine (PWA) system identification.
There have been relatively few results relating to system identification of MEMS dynamics
and other than a previous collaboration detailed in Lishchynska et al. [LCC'^09], there
has been no reported applications of hybrid system identification techniques to model
such systems. Thus identifying piec:ewise affine models for RF-MEMS switches from ex
perimental data is one aim of this research. Recall from chapter 2 that the clustering
based method [FTMLM03, FT05] for identifying piecewise affine models was selected as
the method of choice for the remainder of this thesis. In cha])ter 4, this method will be
examined in greater detail, shortcomings will be identified and the algorithm developed
so that accurate model parameters can be identified from data extracted from RF-MEMS
switches.
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Chapter 4

Development of a Piecewise affine
output error system identification
algorithm
4.1

Overview

The objective of this chai)ter is to present a new piecewise affine (PWA) system identifi
cation algorithm. To achieve this end, the original PWA system identification algorithm
of Ferrari-Trecate et al. [FTMLM03] is described and the necessary theory underpinning
the proposed algorithm is presented. The original PWA method is applied to model a DC
contact Radio Frequency-MicroElectroMechanical system (RF-MEMS) switch and the re
sults used to identify shortcomings of the approach. The model for the RF-MEMS switch
is re-identified using the proposed piecewise affine output error (PWA-OE) algorithm to
overcome the limitations.
This chapter first introduces some theory to support the proposed algorithm. Specif
ically, the differences between realigned and independent models and their relationship
to the (Least Squares) equation error and the output error is presented. This is followed
by a discussion on iterative search methods that can be used to minimise the output er
ror. Next, the original algorithm of Ferrari-Trecate et al. [FTMLM03] is described in
detail. RF-MEMS switch data, obtained from Finite Element Analysis, is then supplied
to the original algorithm, and a model is identified. This model is clearly deficient and is
unable to capture the dominant underdamped dynamics of the system. One of the key
contributions of this w’ork - the new’ piecewise affine output error (PWA-OE) parameter
identification algorithm is then presented. The proposed OE algorithm is optimised us
ing the Levenberg-Marquardt-Fletcher routine. The proposed algorithm is applied to the
RF-MEMS data and the results are compared against the original Least Squares (LS)
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algorithm and an OE algorithm that is solved using a Trust Region Reflective (TRR)
algorithm. Finally, the cost functions for this particular RF-MEMS switch application are
plotted to examine the level of difliculty associated with this optimisation problem and
hence explain differences in the obtained results.

4.2

Model output and error calculation

Prior to presenting the clustering based piecewise affine system identification algorithm of
Ferrari-Trecate et al. [FTMLM03], a short discussion on two types of process models and
the associated modelling error is now presented. This is necessary to support the proposed
algorithm. Therefore, consider the general affine discrete-time process model which can
be represented by the difference equation
y{k, 6) = aiy*{k - 1) + ... + an^y*{k - ria) + biy{u - 1) + ... + bn^u{k - n^) + / (4.1)
The choice made for y*{k — i), {i = 1,.. . ,7?.^) dictates whether the model output is re
aligned or independent [R()09]. In the first case the re-aligned model output is given
as
y’{k - i) = y(k - i]
(4.2)
where y[k — i) is the actual measured process response. This is the model used in the
original PWA system identification algorithm [FTMLM03]. It is clear that because the
re-aligned model output uses the most recent process response information, it will yield
the best prediction. It is however, only a one-step ahead prediction and its performance
may be poor over longer horizons and hence cannot be used for some control philosophies
e.g. model predictive control. These control schemes require that the model can generate
accurate k-step ahead predictions, independent of the process response. The alternative
choice then is to use an independent model, such that
y*{k — i) — y{k — z, 0)

(4.3)

The independent model output is purely a function of the input and previous model
outputs.
4.2.1

Realigned model, least squares and equation error

£ee

The realigned model is analogous to the least squares identification method where the
error between the process output and model output is called the equation error £ee ^
shown in Figure 4.1. Consider the realigned model output as
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disturbance

disturbance

Figure 4.1: Re-aligned (left) and independent (right) models

y{k, 0) = aiy{k - 1) -f ... + an,y{k -

+ bin{k - 1) + ... +

- n^) + /

(4.4)

(4.4) can be written as
y{k, 6) — (p^{k)0

where y:>{k) E

is the regressor vector defined as

<p(k) = y(k - 1}

and 6 E

(4.5)

nT

...

y{k-na)

u{k - 1)

...

u{k - Uf,)

1

(4.6)

represents the parameter vector given as
1T
d =

Cl\

j

...

(4.7)

where iia and n/, reitresent the model orders. Now consider the derivation of the well
known LS model parameter estimator. The equation error Eee{k) G R is the difference
between the process and model outputs such that
y(k) = (p^{k)0 + SeeXk)

(4.8)

It is assumed that the process to be identified has been running for a sufficient length of
time, i.e. N samples. (4.8) can be written in matrix-vector format as
Y = ^0 -t- £ee

(4.9)

where Y G R^~” is the process output vector defined as
y{n -h T

Y

(4.10)
y{N)
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where

= max{na,nb}, $ G

nm)x(n+i) jg
y{l)

regressor matrix defined as
u(l)

u{nm)

(4.11)

$=
y{N — \)
and £ee ^

...

y{N — n-m.)

u{N — 1)

...

u{N — Uj

is the equation error vector defined as
“1“ f)
(4.12)

£pp —
e,,(N)

In general the best parameter vector 0 is one that minimises some cost function V{0). In
the Least Squares case, the cost function is the sum of the squares of the error given as
(4.13)

ViAO) Since £pp = Y — ^0
\ls{e) = [Y -

(4.14)

[Y - *0]
- Y^$e +

V L5(e) = [y^'y -

(4.15)

To hnd the minimum of this quadratic function, the partial derivative of Vis{0) is deter
mined and is let equal to zero.
dVLsjO)
= [-2^^Y +
(le

=0

(4.16)

Re-arranging and solving for 6 gives
0 = [4>’’^r‘ $^Y

(4.17)

The principal advantage of using least squares to find the best value for 0, i.e. minimising
the equation error is numerical simplicity. The closed expression for 6 arises because
the equation error is linear in the model parameters 6 and that the cost function to be
minimised is quadratic. This procedure works well when the noise level is low, zero mean,
uncorrelated with the regressor data and the correct model orders are chosen [ZhuOl].
4.2.2

Independent model and the output error

£oe

The independent model corresponds to the output error identification method where the
error between the process output and model output is known as the output error £oe- In
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this case
y{k, 9) — ciiy[k — 1,0) + ... + an^y{k — Ua, 9) + biu{k — 1) + ... +

— n^) + / (4.18)

Again (4.18) can be written as
y{k,9) = ip^{k,9)9
where (p{k,9) e

(4.19)

is the regressor vector defined as
-I

ip{k,9)= y(k — l,9)

...

y{k — na,9)

u(A: — 1)

...

u{k — ni,)

1

T

(4.20)

and 9 G
represents the parameter vector. The output error is the difference between
the process output y{k) and the model output y{k, 9) i.e.
eoeik) = y(k) -+(fc,e)0

(4.21)

Again assuming that the process has been running for an adequate time frame {N samples),
an output error vector
^ )N-nr is formed. Again the cost function, V, is the sum of
the squares of the error, £oe in this cjrise.
yOE{^)

—

^oe^oe

(4.22)

Unlike the equation error (least squares) case, an analytical expression to determine 9
that minimises the cost function Vqe does not exist. This is because the output error is
nonlinear in the model parameters. To find the minimum of such cost functions, nonlin
ear search algorithms are required. In the next section, iterative search algorithms are
discussed.

4.3

Parameter identification using iterative search methods

The principle of all optimisation techniques is to minimise some cost function V with
respect to the parameter vector 9. At each iteration k, the goal is to find 9^ based on
previous parameter estimates 0fc-D the cost function U(0fc_i) and perhaps its derivative
^ • There are two options
• Direct search algorithms
• Gradient based algorithms
In direct search methods, parameters are calculated based on the evaluation of the cost
function. The derivatives are not used. The advantage of these methods in that they are
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B

Figure 4.2: (a) Two-dimensional example of a simplex (b) Vertex B (highest cost) reflected at the
centroid, creating B* and a new simplex

easy to understand and iinplenient and can be used where gradients are computationally
prohibitive to evaluate. On the downside, these algorithms are slow to converge [NelOl].
An example of such a method is the Simplex-Search Method, where the parameter vector
0 C
is found using a polyhedron with n +1 equidistant points. An example from Nelles
[NelOl] is shown in Figure 4.2, showing a two dimensional simplex as an equilateral triangle.
The cost function is evaluated at all vertices. The vertex with the largest value of cost
func-tion is reflected in the centroid forming a new vertex. The vertex with the largest value
is then deleted and the new vertex is used to form a new simplex. The process is iterated
and the simplex rolls downhill until the minimum is found. Problems with the basic
algorithm include a possible cycling between two simplices. This can be avoided by using
the second worst vertex for reflection. Usually a search beings with a large simplex, to allow
fast convergence, and the simplex is reduced if cycling occurs. Other drawbacks include:
simplex reduction in all directions by the same scaling factor, convergence speed cannot be
increased since the simplex can only be reduced in size and reducing the simplex requires
the computation of all vertices [NelOl]. Nelder & Mead [NM65] eliminated the demand
for equidistant vertices, allowing for an increase in convergence speed. For example, if the
normal reflection results in a cost reduction, the reflection is expanded in that direction.
On the other hand, if the normal reflection yields a higher cost, the reflection is reduced.
Another method is called the Hooke-Jeeves Method [NelOl], in which n independent
flxed orthogonal search directions are used. Starting at an initial value Oq, the search
commences in one direction only. If the cost function increaises, the opposite direction is
searched. If no reduction is found, the step size is reduced. Next, the search begins along
the second direction. Once all search directions have been checked, 6i is formed.
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In all gradient based algorithms, the principle is, in general, the same: Change the
parameter vector 0/e_i proportional to a step size r|k-^ into a particular direction Pk-idi.^e k—l

Hk—lPk—l

(4.23)

The direction Pfc-i, is the gradient g/c-i of the cost function rotated and scaled by a
direction matrix Rfc-i, i.e. Pfc-i = Hk-igk-i [NelOl]. Obviously, the goal is that after
each k iteration, the cost function will have decreased, i.e. V{dk) < V{Ok-\)- The choice
of R and // dictates the convergence behaviour of the algorithm. Some algorithms fix
77, but it is favourable to use line search algorithms to determine the optimal step size

that minimises the cost function in the direction Pfc-i. First, an interval that contains
the minimum cost function must be found, this is called interval location. Then, interval
reduction is used to find the minimum contained inside this interval [NelOl].
Optimisation routines require the calculation of the gradient in order to calculate the
search direction p. In some cases, like least squares, an analytical solution to the gradient
calculation is possible. On the other hand, an analytical expression for the gradient might
be impossible to derive or computationally prohibitive. Then, finite difference techniques
can be used as an approximation of the gradient.

v{e + M,) - v{e)

(4.24)

where
is a small step in the
coordinate axis direction. The gradient calculation is
repeated for each i = 1,..., parameters at the points V{6 AO^). Similarly it is possible
to approximate the Hessian {2^^ derivative of the cost function) using finite difference
techniques. The i^^^ column hj of the Hessian H is approximated as

g(^ + A^,)-g(^)

h.(0)
4.3.1

A9r

(4.25)

Steepest descent method

The steepest descent method is employed by setting the direction matrix R equal to the
Identity matrix I. Thus, the parameter update becomes
^k-\ — 9k-l

gfc-l

(4.26)

This implies that the search direction is opposite to the gradient direction. The advantages
of this method are: second order derivatives are not required, the method is easy to
understand and implement, the computational complexity and memory requirements is
low. On the downside, the algorithm is slow to converge due to the orthogonality of
successive search directions [NelOl].
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4.3.2

Newton’s method

Newton’s method involves letting the direction matrix, R, be the inverse of the Hessian
at the point 0^-1 so that
Ok = ^fc-i - Vk-i^k\ gk-i

(4.27)

The advantages of Newton’s method is the fast rate of convergence. The downsides are
the requirement for second order derivatives to be calculated and the high computational
complexity associated with inverting the Hessian matrix.
4.3.3

The Gauss-Newton method

The nonlinear least squares version of Newton’s method is referred to as the Gauss-Newton
Method. Nelles [NelOl] shows that since the cost function is V = e^e, the gradient can be
expressed as g —
where J is a matrix of partial derivatives, known as the Jacobian
who’s entries for the
row and
column are
(4.28)
The Hessian is ai)proxiniated as H
given by

J^J. The Gauss-Newton parameter estimate 6k is
(Jt-At-i)"'

Ok =

(4-29)

The Gauss Newton method does not use line search, hence iik-i — T Gomparing equation
(4.23) and equation (4.29) the search direction Pk-i is found by solving
( T

\

(Ja,_iJA:-i) P/c-l =
4.3.4

T

(4.30)

Levenberg-Marquardt-Fletcher method

This section is dealt with in detail, as the Levenberg-Marquardt-Fletcher algorithm forms
part of the PWA-OE algorithm, which is described later in this chapter. The LevenhergMarquardt method replaces equation (4.29) with
Ok = Ok-i — ijk-i (Jfc_iJfc-i + 2^/c-il)

(4.31)

Again, the solution is found by solving equation (4.32) to obtain the search direction Pfc_i.
Pk-i = ^'k-iSk-i

(Jfc_iJfc-i +

(4.32)

where A is the Levenberg-Marquardt factor. This algorithm is a cross between the Steepest
Descent Method and the Gauss-Newton Method. The steepest descent method is conver61
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gent but slow whereas the Gauss-Newton method is fast but less reliable. The value
of A is a tuning knob, whereby its value dictates whether the algorithm behaves like a
steepest descent or Gauss-Newton algorithm. A is chosen to be small to resemble the
Gauss-Newton method when 0 is located close the minimum of V{9), while A is large to
act like the steepest descent method when 9 is located far from the minimum of V{9) to
prevent divergence. The selection of A is now discussed in further detail.
Levenberg’s method
Levenberg [Lev44] suggested that the minimum of V{9 ^
should be estimated on
each iteration, and requires the calculation of p and V for various different values for
A. Fletcher [Fle71] states that a more efficient approach is to start a new iteration with
up to date information of J^J and
once an adequate reduction in V{9) has been
determined, as opposed to searching for the minimum of V with respect to A.
Marquardt’s development
Marquardt [MarGS] sought to improve efficiency to reduce the number of solutions of (4.32)
and the number of cost function calculations per iteration. His method involved choosing
a fixed parameter u, where = 10 was recommended. A was then increased by multiplying
by 1/ or decreased by multiplying by ^ as necessary. The iteration is terminated once a p
yielded F(0 + p) < V{9).
Fletcher’s modifications
Fletcher [Fle71] wrote his own subroutine, with a few modifications to improve the al
gorithm. A poor arbitrary choice for A can lead to the many evaluations of V, before
a sensible value is obtained. It may occur that the reduction of A to ^ may be exces
sive. On average, this leads to approximately 2 evaluations of V per iteration. Another
disadvantage is that when the check V{9 + p) < V" (9) is performed, convergence is not
proved. The idea of replacing 9^ with 0/^ -f p when a reduction in V{9) is achieved is
retained in Fletcher’s modified algorithm [Fle71]. However, the conditions for changing A
are modified. (4.32) is solved for p and V{9 + p) is evaluated. The actual reduction in
cost is
Actual cost reduction = V (0) — F(0 -I- p )

(4.33)

The cost predicted by a linear model is given as T{9k), and the predicted cost reduction
is defined as
.TtT
Predicted cost reduction = F(0/c) — r{9i^ -(- p) = —2p^J^£fc — p''
J'' J^p
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The ratio R of the actual cost reduction divided by the predicted cost reduction dictates
whether A should be increased or decreased. If i? « 1, then A should be reduced (to
become closer to Gauss-Newton method), and if i? « 0 then A should be increased (to
resemble steepest descent). Fletcher uses the following tolerances for calculating A. A is
increased if R < 0.25, decreased if i? > 0.75, and remains unchanged for the next iteration
if 0.25 < R< 0.75.
Alarquardt’s method of increasing A to pA is retained in Fletcher’s modified version,
p

= 2 was adequate for most iterations but a larger value (p = 10) was required for early

iterations. However, Fletcher [Fle71] decided that

p

should be a value between 2 and 10

and devised a formula for calculating the optimum value.
2

v{e, + p) - viOk)

(4.35)

-

Fletcher [Fle71] recognised that Marquardt’s approach [Mar63] to reducing A to A/p when
A approaches zero causes little effect on p. This may cause an iteration where V{0) is
not reduced. Thus, many increases in A and calculations of V{0) may be required to get
further improvement. Fletcher introduced a cut-off value Ac, such that if A < Ac, then A
becomes zero. Fletcher argues that Ac should cause
Ac is calculated as

A.-

(4.36)

-1

Fletcher’s algorithm also includes Marquardt’s idea to scale the variables such that (4.37)
is solved for p
(J^J + AD)p =
(4.37)
Here D is a diagonal matrix
> 0 Vb Scaled changes p* in 0* are related to changes
by p* = \/Di/pi. Since the solution of p to (4.32) minimises r{0 — ^) subject to
Pi in
61

61

li^ - Okh < ||p||2, then the £2 norm and scaling are appropriate. Marquardt states that
D can be chosen as the diagonal of the J^J, calculated using the initial value of 6. The
LMF algorithm is displayed graphically in Figure 4.3.

4.4

Clustering based approach to piecewise afhne system
identification

In this section, the clustering based procedure of Ferrari-Trecate et al. [FTMLM03] (intro
duced in Chapter 2), is described in detail. The algorithm is implemented in the Hybrid
Identification Toolbox (HIT) [FT05]. Recall from Chapter 2 that a PWARX model is of
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Figure 4.3: The LMF algorithm of Fletcher [Fle71]
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the form
y{k) = /(x(A:)) + e{k)

(4.38)

where e{k) E R is the predicted error. The piecewise affine map /(•) is given as
if

X

E xi

(4.39)

/(x) =
if X E

defined over a polyhedral regressor set x Uz=i Xi ^
= [x^ 1]^ ^ R””^^ is termed
the extended regression vector. x(A:) E R'^ is the regressor vector given as
nT

x(^’) = y{k — 1) ... y{k — Ua) u{k — 1) ... u{k — n/,)

(4.40)

where y{k) E R, u{k) E R are the input and output, respectively, iia and
are the model
orders relating to the output and input respectively, n — ria + n/,. s represents the number
of submodels and the i)aranieter vectors (PVs) for each polyhedral region x
denoted
61 E R^*+* dehned as

e

=

aI

b] b?

(1,2

b..
f
'rib

(4.41)

where model coefficients a and b are related to the output and input data respectively,
while / is the independent affine coefficient. The regions, which are convex polyhedra, do
not overlap Xi

^ j- The active mode (T{k) is given as

^

a{k) = i

if x(/j) E Xii

2

= 1,. .. , s

(4.42)

From a given a dataset S — {(x(A:), y{k)), A: = 1,..., A^}, the objective of the algorithm
of Ferrari-Trecate et al. [FTMLM03] is to determine
1. the polyhedral partition (XfliCi
2. the hnal model PVs
The algorithm combines the use of clustering, classification and linear regression. The
underlying rationale behind this procedure is that if local models of two data points
contain relatively similar model coefficients then the data points belong to the same mode
i. The algorithm consists of nine steps:
1. Create the local datasets (LDs) Cj from the process data.
2. Identify Feature Vectors (FVs) (.^-vectors) for each LD.
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3. Group the ^-vectors into s clusters.
4. Create mode datasets
5. Determine the polyhedral partitions Xi separating the data in mode datasets.
6. Determine the final PVs for the s mode datasets.
7. Detect a posteriori clustering errors and update mode datasets Ti
8. Re-calculate polyhedral partitions (if applicable).
9. Re-calculate the final PVs for the s mode datasets (if applicable).
These nine steps are now described in sections 4.4.1-4.4.9.
4.4.1

Creating local datasets (LDs)

Every original data point (x(j),.y(j)) , j = 1,. .. ,iV forms a new dataset
(x(j),iy(j)) and the c— 1 clost^st datapoints (x, y) that satisfy
x(y) - x||^ < ||x(j) - x||^

by grouping

V(x, y) G S\C^

(4.43)

where (x, y) represents datapoints in S but not in C^. Thus, each LD will contain c data
points. The value chosen by the user for c is critical to obtaining a successful outcome
of the algorithm. Ideally, the data collected in each LD should contain datapoints from
only one mode. Such a LD is referred to as a "pure LD. If a LD contains datapoints from
different modes, then it is referred to a mixed LD. The ratio between mixed and pure LDs
should be kept small. The sampling period of the data and the choice of c will dictate the
number of mixed LDs. The system input will also influence the number of mixed LDs,
specihcally it is important that the datapoints are not located at the boundary between
modes. Ferrari-Trecate et al. [FTMLM03] proves that the ratio between mixed and pure
LDs becomes zero as the number of datapoints N approaches infinity.
4.4.2

Identifying local parameter vectors 6^^

feature vectors ^

The HIT requires that c > n to allow an affine model to be identified. Least Squares is
used to determine a local parameter vector 6j^ for every LD Cj, j = 1,..., V as follows
(4.44)
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is given as
xi 1
X2

1

(4.45)

1

In (4.45), Xi contain the regressor vectors assigned to Cj and yc G

is the corresponding

output vector associated with Cj. The covariance matrix associated with 6^^ is given by

SSR,
c — (n + 1)

^

(4.46)

where SSRj represents the sum of the squared residuals given as
SSR, = yl (/ -

4>J) yc,

(4.47)

The scatter matrices in (4.48) and (4.49) indicate the level of confidence in the integrity
of the local })aranieter vectors 6j.
(4.48)
(x,iy)GCj

m, =

1

^

X,

j = l,...,iV

(4.49)

(x,(/)6Cj

Specifically V~^ and

indicate whether 9. was identified from a pure or mixed LD

Cj. If 6j was generated from a mixed LD Cj, the covariance matrix will be larger than if
Cj is a pure LD. In the case of a pure LD, a single hyperplane is fitted to the datapoints
originating from a single mode, hence the associated SSRj and Vj will be small. On the
other hand, in the case of a mixed dataset, a single hyperplane is fitted to data generated
by two or more hyperplanes. Obviously, the magnitude of the SSRj and hence Vj is
increased to account for model mismatch.
The sparsity of the datapoints located in Cj will also influence the amount of confidence
in dj. If there is a large distance between the datapoints then the likelihood of obtaining
a mixed LD is increased. Thus, the confidence of the local model is proportional to QJ^In the case where the local dataset is almost noiseless, the resulting covariance matrices
may not contain finite entries. Thus, noise must be added to the input (a^) and output
data (cTy) to negate the possibility of ill-conditioning, and therefore aid the formation of
local datasets.
A Feature Vector (FV) ^j contains information relating to the data in Cj. There are
two options regarding the contents of ^j
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contains the local parameter vector 6^"^ identified from Cj. Thus

1.

iLS

(4.50)

2. ^ contains the local parameter vector 6^^^ and also the mean (4.49) of the data in
Cj
T

T1 T

(4.51)

The variance of the FV is given as

0

R/ =

0

(4.52)

Q,

The confidence of ^ is given by
(4.53)

K. =
(27|-)2n+l

(let(i?j

When the FVs are plotted on a graph, one should see s distinct groups or clusters. Any
separated FVs are called outliers. The advantage of including the nij in
arises when
data in C and Cj, i / j have the same parameter vectors i.e. 0^ — 9j. Separation of such
FVs is only possible if nij is included in the FVs. The values of nij will be significantly
different in two datasets generated from different modes, hence separation is possible.
4.4.3

Clustering the FVs

The FVs must now be clustered into s subsets T)^. The confidence of each FV is used to
determine V^. All ^-vectors are grouped into s sets 22^, z = 1,..., s by minimising
(4.54)
t=l

where

are the centers of

Rj is the variance matrix associated with

The objective

is to determine the centers ii^ and the clusters Vi that minimise J. The clustering method
of Ferrari-Trecate et al. [FTMLM03] employs a variant of the k-means algorithm [Mac65,
Fri97]. The algorithm works as follows. Firstly the FVs are grouped at random into s
groups. The center is determined for each cluster. The distance from each FV to each
center is calculated. Each FV is assigned to the closest center. These steps are repeated
until the algorithm converges, i.e. FVs have stopped moving to other clusters.
clustering algorithm has four main steps and is given below.
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Algorithm 4,1 K-means clustering
1. Initialise the centers
i —
clusters
that minimise

with iteration number r = 0, caleulate the

(4.55)
2. Calculate the eenters of the s clusters by solving

\

(r+1) _

=

(4.56)

E
(r)

3. If there is no ehange in J from r to r+1 i.e.

if J

J
then assign V* —
this is not the case then proceed to step f.
f. Compute the clusters T>\

=
and exit from the loop. If

^ that again minimise

■! {muAidu)
//■/ ({77f’^'’};=i. {/^r'^‘’};=i) = J ({^r’lLi’ {/‘C”}?=i).

(4.57)
assignV; =

PI
and exit the loop. If there is still movement between the clusters let r — r + \
and return to step 2.
This algorithm is displayed graphically in Figure 4.4. Obviously it is desired to place
greater significance on FVs generated from pure LDs when clustering. This is achieved
by applying a weight of the variance matrix RJ^ to the distance calculation in (4.54).
Likewise the calculation of the cluster centers Pj places most influence on FVs determined
from pure LDs. The initialisation of the cluster centers pf^^ is achieved as follows. The
^-vectors are randomly assigned to s sets
so that each set contains N/s ^-vectors.
pf^^ are calculated using (4.56) by setting r = — 1. Ferrari-Trecate et al. [FTMLM03]
states that this method delivers good results compared to randomly choosing the centers
in a set of ^-vectors.
4.4.4

Create mode datasets

Recall that every LD Cj originates from a single data point (x(j),y(j)). (^j-vectors were
then calculated for each Cj. Thus a bijective map exists between the ^vectors and the
original data. Mode datasets T), i = l,...s are formed based on the following rule: if
e P*, then (x(j),y(j)) G 7).
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Compute
that
minimises (4.55)

N
Compute
that
minimises (4.57)

Y

Set D* =
p* =

Figure 4.4: The K-means clustering procedure of MacQueen [Mac65] and Fritzke [Fri97]
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4.4.5

Determine the polyhedral partitions x^

The next step is to identify the polyhedral partitions
separate data in .Ty from data in

of the regressor set y that

with i ^ j where J^i ^

for all i = 1,... ,5^ aj id

minimising the number of rnisclassified datapoints. The required separating hyperplane is
given as
n = {w,^x = Xzj]
(4.58)
where w^j G

e R, z = 1,..., s - 1, j = z + 1,..., s. Thus x €

if wjx < ij add

X G Xj if wjjx > Xij.

The parameters
and Xij are identified using linear classification techniques, of
which two forms exist. Two-class (pairwise) separation involves considering any padr
Ju and
i ^ j and identifying the separating hyperplane. Alternatively, multi-cla^ss
separation considers all mode datasets .Ty, z =
and identifying the hypeipfimiOS
between all mode datasets at the same time. Paoletti [Pao03] gives a detailed acccunt 'Of
linear separation techniques. Some of the key points relating to the methods used by tfie
clustering algorithm of Ferrari-Trecate et al. [FTMLM03] are now presented.
Pair-wise separation
In the pairwise separation case, the convex hull of the data-points in .7^ is separateil froioi
the convex hull of Tj, which requires s{s — l)/2 linear separation problems to be frolvefiThis can be accomplished using Support Vector Machine [CV95], which determin3s tfiie
hyperplane that creates the maximum distance between the points in Ju from .t. If
two sets Jy and Tj are linearly separable, an infinite number of hyperplanes exis; thad
could separate the data in both sets. Generally, the best hyperplane is determired b'Y
maximising the distance between the hyperplane and the nearest point in the set. Thus^,
for any norm || • ||, the distance d (x, 7^) of a point xq G R” to the hyperplane is defied a^s
cl (xq; V.) — min ||x — xqI
x.e'H

4.590

By using the ^2-norm, the optimal hyperplane separating two mode datasets using parwis'6
separation, can be solved as a Quadratic Program (QP):
mm
w,7

1 ”
7E w;
z=l

sub j. to

Zk [w^Xfc + 7] > 1
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Figure 4.5: Using the C-norm to determine optimal separating hyperplane

Figure 4.6: Minimising the number of mischissified datapoints

where zj^
Zk

1

if Xfc e Xi

•1

if Xfc G Xj

(4.61)

=

Figure 4.5 shows that the optimal distance t/h between the hyperplane and the nearest
point (support vectors) is twice the ^2-RorRi distance from the optimal hyperplane to the
support vectors. One should note that the solution to the hyperplane is determined only
using support vectors which are a subset of the overall dataset.
Due to errors that occur in the clustering stage of the algorithm, it can arise that the
data in
is not linearly separable from the data in Jj, i.e., their convex hulls intersect.
An example is shown in Figure 4.6. Thus, some error criterion must be minimised in order
to find the hyperplane that best separates the data. An approach by Cortes and Vapnik
[CV95] called the Soft Margin Optimal Separation is to find the hyperplane that minimises
the number of misclassification errors and also maximises the distance between the points
and the separating hyperplane.
-t

Ti

m

i=l
.T.Xk
Zklw^

k=l

mm
subj. to

Vfc > 0,

+ l] > I - Vk

A: = 1,..., m
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(4.62)

4.4 Clustering

based approach to piecewise affine system identification

Figure 4.7: Pairwise separation resulting in a hole (shaded area)

Ill (4.62), C is a parameter supplied to the classification algorithm and determines if
greater weight is given to minimising the number of misclassified data points or max
imising the distance between the data and the hyperplane. As C approaches infinity,
the hyperplane is determined by placing greater emphasis on minimising the number of
misclassified points. Alternatively if C aiijiroac'hes zero, priority is given to finding a hy
perplane with inaximum distance from the datapoints. A QP with linear constraints is
used to solve the problem. The number of constraints is proportional to the number of
datapoints [FTMLM03]. The reduced complexity option based on solving a linear program
(LP) is called Robust Linear Programming (RLP) [BM92]. An advantage of the Support
Vector Machine (SVM) [Vap95] and RLP techniques is that all the data is not used at
the same time, i.e. a pairwise separation takes place, therefore it is computationally ad
vantageous. A disadvantage of these methods becomes evident when the dimension of the
regressor set is greater than 1. The partition Xu* = L • • • i may not be a full partition of
the entire regressor set x? resulting in empty regions known as holes, i.e. for some x G x?
X ^ Xn fm' any region z = 1,... ,s. An example is given in Figure 4.7, where a pairwise
separation causes a hole to be formed. The Proximal Support Vector classifier (PSVC)
method of Fung and Mangasarian [FMOl] achieves an analytical solution to the standard
SVM problem [Vap95] which requires a QP to be solved. Linear classifiers are formed
based on the distance to two parallel planes that are pushed as far apart as possible. It is
shown that the PSVC method requires solving a set of linear equations. While the PSVC
method is not as accurate as SVC [FT05] and may also create holes, it is suitable when
there are many (thousands) datapoints.
Multicategory separation

As stated already, techniques like RLP and SVM tackle each pair of data clusters Ti and
J^j separately to determine the separating hyperplane. However techniques like Multi-
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category RLP (MRLP) [BM94] and niiilticategory SVM (MSVM) [BB99] simultaneously
determine the separating hyperplanes. The MRLP and MSVM algorithms guarantee that
the identified regions form a complete partition of the regressor space y. The multicate
gory case employs a piecewise linear function to separate mode datasets
Here a
piecewise linear classifier is formed as the maximum of the s linear classification functions
fi(x) =

where

and

G R.

f(x) = max wjX -|- yj

(4.63)

1=1,...,s

If a point

X

G R” is assigned to the

mode, then

wf X +

yi

> wJx

+

(4.64)

'yj

The following inequalities must be satisfied in order to separate the sets.
•^tW, + y,l ^

+ y^l,

z, j = 1,..., .s,

(4.65)

The MRLP solution to find the piecewise linear separation of
and Tj, if possible, or else
the minimum misclassification error, is found by solving the following Linear Program.
mm
j=\
T^■w^ - yzl + Vij >
7=1

subj. to

Vij > 0,

- y^l + 1,

z, j = 1,... ,.s,

J

z, j = L • • •,

j #i

(4.66)

i

where Vij G R"^* are slack variables and are interpreted as misclassification errors. Thus
Jy,... ,J-s are piecewise linearly separable if the solution to (4.66) yields Vij — 0. For ex
ample, the piecewise linear separation to the same data in Figure 4.7 is shown in Figure 4.8.
Notice that the entire regressor space has been assigned to a mode.
4.4.6

Identify the final PVs for the s mode datasets

Since the data has now been classified into s mode datasets 7y, z = l,...,s, a final
parameter vector 6^ for each 7y is now identified using weighted least squares [Lju99] by
minimising

E

l]’’f

(4.67)

The presence of the weight kj, as defined in (4.53), takes mis-classified points in J^i into
account.
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Figure 4.8: Piecewise linear separation

4.4.7

Detect a posteriori clustering errors and update

If a LD dataset is mixed (coiitainiiig datapoints that have been gathered from more than
one dynamic mode), then its corresponding feature vector will not model any of the true
system modes. Such feature vectors are susceptible to misclassification arising from clus
tering in step 3. In this step, such mixed datapoints are detected and tested to check if
they better ht to a different mode dataset. If this is the case, then such datapoints are
re-attributed to a more appropriate mode dataset.
4.4.8

Re-calculate polyhedral partitions (if applicable)

This step is only carried out if datapoints have been re-attributed from one mode dataset
to another in step 7, thus altering the elements of the mode datasets. Hence the previous
polyhedral partition calculated in step 5 is no longer valid and must be re-calculated using
the same procedures outlined in step 5.
4.4.9

Re-calculate the final PVs for the s mode datasets (if applicable)

Again this step is only followed if re-attribution of datapoints has taken place in step 7.
If new mode datasets have been formed in step 7, then the PVs calculated in step 6 must
also be recalculated using the updated mode datasets. The same procedure as step 6 is
followed.

4.5

Summary of Clustering based PWA-LS identification
Algorithm

In this section, a summary of section 4.4 in the form of a concise algorithm is presented.
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Algorithm 4.2 (Clustering based PWARX identification) Given a dataset
S = {{u (k), y {k)),k = 1,..., N), determine {Xi}i=i o.'^d

as follows

1. Set up regressor matrix x {k) and output vector y {k), k — 1,..., N
(a) add noise with variance <7^ and Gy to u and y respectively.
(b) form {(x {k) ,y (k)) ,k — 1,..., A} using Ua and n^
2. Create local datasets Cj and identify local model 9 j
(a) Choose c, the number of data points to be contained in Cj, j = 1,..., A
(b) For each (x {j) ,y (j)) build Cj containing (x (j), y {j)) and c — 1 closest datapoints (x, ;y) that satisfy
l|x(j) - x||‘^ < ||x(j) - x|p

V(x, y) e S\Cj

(c) Determine 9j for data in Cj, j = 1,..., A using Least Squares
3. Create feature vectors (f-vectors)
(a)

contains 9j and the mean of the data in Cj

(b)

contains just 9j

4- Cluster f-vectors and create mode dataset Ti
(a) All f-vectors are grouped into s sets

i — 1,..., 5 by minimising

j{{v,yu,U,}Li) = Y. E IIU-/' iWp-^
i=l

where

are the centers ofVi, Rj is the variance matrix associated with

(b) Form mode datasets

z = 1,..., s; if

G

then (x(j), y{j)) G Aj.

5. Estimate polyhedral partition
(a) Determine the hyperplanes to divide the data in

from Tj, {i ^ j).

6. Identify Final Model {9i]\^j^
(a) Identify parameter vector 9^ for data in Ti, i — 1,..., s, using Weighted Least
Squares.
7. Check for mixed datapoints and possible re-attribution
(a) Detect mixed datapoints
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Figure 4.9: Contact switch for FEA Analysis

(b) Check if mixed datapoints should be moved to more suitable Ti
8. If Ti have been updated in step 7
(a) Determine the polyhedral partitions
from Tj,
j).

Ihcil divide the data in updated Ti

9. If T have been updated in step 7
(a) Identify parameter vector 6^ for data in updated Ti, i = 1,..., s, using Weighted
Least Squares.

4.6

Identification of the DC contact MEMS switch dynam
ics

In this section, the clustering based method of Ferrari-Trecate et al. [FTMLM03], de
scribed in section 4.4, and summarised in section 4.5, will be used to identify a PWARX
model of a DC contact MEMS switch shown in Figure 4.9. A DC contact switch is an
electrostatically actuated metal cantilever suspended above a ground electrode (gate) and
a signal electrode (source). The base of the beam is anchored to the source and the free
standing tip of the beam is suspended above the contact pad. When a sufficiently large
voltage is applied to the gate relative to the source, the resultant electrostatic force pulls
the beam toward the drain until the signal tip and the drain contacts come together. At
that point, the switch is closed and a signal path is formed through the beam from the
source to the drain. In this chapter, the purpose of the identification is to establish the
limitations of the algorithm by Ferrari-Trecate et al. [FTMLM03], and to prove the princi
ple of the proposed algorithm. Given this focus, the data used in the identification process
is not obtained experimentally. Instead, the data is obtained using ANSYS Finite Element
Analysis (FEA) software [ANS09]. The system identification data is shown in Figure 4.10.
As noted earlier, the ideal input signal would be a Pseudo Random Multi level Signal
(PRMS). A disadvantage of a PRMS signal, is that multiple levels would imply a long
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Figure 4.10: System Identification data (generated using FEA) for DC contact MEMS switch

dataset, and the associated computational cost. This was a concern. Furthermore, given
that the objective in this case was to analyse the existing algorithm, it was initially decided
to keep the experiment simple. Hence, the input, u, which represents the voltage applied
to the gate, was limited to step signals. The output, ?y, represents the tip displacement of
the switch. The sampling period is lOOns. Given this input signal, it is clear that there
are at legist three sei)arate modes/regions in this switch: the linear region from 0-40//,s, a
second linear region from 40-80//s and hnally the bouncing region from 80 lOOyxs. Prom
this point forth these three regions will be referred to as xd X2 And X3 respectively. For the
purposes of examining the PWA algorithm, we will restrict our attention to models for xd
X2- The identification of a model for X3 is quite complicated - the mode is very non-linear,
the number of data points for each of the bounces is quite small (and gets progressively
smaller) and the input data is not particularly exciting. While some preliminary work on
this issue was reported in Lishchynska et al. [LCC'*"09], the problem has not been resolved
and will not be considered further in this thesis.
A combination of a priori knowledge, and trial and error iteration, was used to select
the initialisation parameters for the algorithm of Ferrari-Trecate et al. [FTMLM03]. A
priori knowledge was used to choose the number of modes, s, and model order. Based on
Figure 4.10, the number of modes was chosen as s = 3, corresponding to the three levels
of the input signal. The model orders were chosen as Uq = 2,
= 1, based on the visibly
underdamped nature of the dynamics. The local datasets Cj was chosen as c := 60. The
magnitude of the added noise variance on the input was chosen as
= 1 x 10“^ and
the magnitude of the noise variance on the output was chosen as (jy = 1 x 10“^. These
parameters (c,
and Cy) were chosen using a lengthy trial and error process, to obtain
the best possible results. Finally, the PSVC pattern recognition algorithm was used to
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Table 4.1:
[FTMLM03]

of the

DC

contact

MEMS

switch dynamics

Model parameters identified by original clustering algorithm of Ferrari-Trecate et al.

Region

9 with

'^n

=

= 1 X 10“®

lX

ai

0>2

bi

/

Xi

1.19

-0.2095

-0.0002

0.0001

X2

1.8244

-0.8296

-0.0248

0.4936

find the polyhedral partitions separating the mode datasets.
Remark 4.1 The toolbox in Ferrari-Trecate [FTO5] provides three alternatives for deter
mining the polyhedral partition that separates each mode dataset (steps 5 and 8 in Algo
rithm 4.2). The large number of datapoints ensured that the MRLP was computationally
too expensive to use, while the SVC algorithm failed to find the hyperplanes separating the
mode datasets. At the time of completing this stage of the research, the exact reason for
this failure was not investigated since the third choice - the simplest PS VC algorithm was
successful when used with the data in this chapter. As will be shown in chapters 5 and,
6, the more complex but accurate SVC algorithm was applied to the experimental data to
obtain the polyhedral partitions for the real MEMS devices.
In the presentation of the results in Figures 4.11-4.13, the model output y{k,6), which
represents the model displacement, is calculated using the independent model configura
tion.
y{k,6) = aiy{k - 1,0) F a2y{k -2,9) + biu{k - 1) + f
(4.68)
The identified model parameters for the linear regions xi, X2 are given in Table 4.1. The
FEA process displacement and identified model displacement along with input voltage and
active mode are shown in Figure 4.11. A larger version of the FEA process displacement
and identified model displacement are shown in Figure 4.12.

It is clear that the results

are not satisfactory. There is a substantial error between the FEA displacement and the
displacement generated by the identified model. The Integral of Absolute Error (lAE)
defined in (4.69) is used to quantify the error.
N

lAE

y{r0)\

(4.69)

k=l
In the case of the data shown in Figure 4.12, the total lAE was calculated to be 25.898
(6.9859 for xi and 18.9121 for X2)- Clearly the 2’^'^ order type dynamics are not identified
by the clustering based identification algorithm. To identify the source of the problem.
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mode

Figure 4.12: The FEA and model displacement
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4.7 PWA-OE ALGORITHM

each of the nine steps of the clustering based algorithm (Algorithm 4.2) were analysed. It
was established that the mode data Ti i = 1,..., s, being supplied to the LS algorithm
for final model identification were correct. Data from 0-40/iS was assigned to Ti and data
from 40-80/xs was assigned to 7^2; confirming that the correct data was supplied to the
LS algorithm. Thus steps 1-5 (1-8 if data was re-attributed) of Algorithm 4.2, described
in section 4.4 and summarised in section 4.5, have been successful in generating suitable
mode datasets. To confirm that the data itself was adequate for identification purposes,
the mode data was supplied to MATLAB’s System Identification Toolbox and accurate
models resulted from this. Therefore, the problem must be originating in step 6 (and step
9 if the data is re-attributed) of Algorithm 4.2, i.e. final model identification using LS.
Theoretically, it is well established that the LS algorithm is susceptible to local minima,
and only produces unbiased model parameters if the measurement noise is a zero mean
white noise sequence, that is uncorrelated with the regressor data [ZhuOl]. These problems
are compounded by the need to artificially add
and dy to negate the possibility of illconditioning in local model identification (Step 2, section 4.4.2). Consequently, despite
having the correct data in the mode datasets
the LS algorithm frequently generates suboptimal or biased parameter estimates. The LS algorithm is particularly problematic with
measured, noisy data. This translates to the method of Ferrari-Trecate et al. [FTMLM03]
failing to capture dominant model dynamics. The users only recourse is to exi)erinient
with the artificially imposed values for
and cr^, until acceptable parameter estimates
are achieved. While this action may eventually yield accurate model parameters, the trial
and error process is not a viable acceptable solution. In the following section, an Output
Error algorithm - PWA-OE, which is less sensitive to magnitude of noise on the data and
I)roduces accurate and consistent model coefficients, is presented.

4.7

PWA-OE algorithm

The objective of the PWA-OE algorithm is to identify
from the mode dateisets
The primary differenc:e between the proposed PWA-OE algorithm and the orig
inal PWA-LS algorithm is that the LS estimator in section 4.4.9 is replaced with an OE
estimator. The output error parameter vector is formed by first identifying the parameter
vector using the Instrumental Variable method. The parameter vector is then optimised
using the LMF algorithm [Fle71] described in section 4.3.4.
Algorithm 4.3 (PWA-OE algorithm) Steps 1-8 remain the same as Algorithm J^.2.
9. The PWA-OE algorithm is as follows
(a) Identify an Instrumental Variable (IV) [Lju99, ZhuOl] model,
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using

where

ALGORITHM

-1
G

associated with

(4.70)

zs ^/ze regressor matrix, Yi G

is the output vector

where Ni is the number of datapoints in Ti.
Vi {k - 1)
Vi {k - n„)
Ui {k - \)

i. A least squares model

yr {i\ - 1)

•

Vi {N^ - na)

.

Ui

...

u^ {Ni - nh)

1

...

1

■■.

(4.71)

{N^ - 1)

u^ {k - rih)

hi {k)
The instrumental variable

.

(4.72)

gi {ihii

is determined as follows

G

is determined from data in
■1

d LS

^jYr

using
(4.73)

a. The instrument variable Z^ is given by
{k - 1)

LOi

Z/ =

(A.

...

LVi {Ni - 1)

OJi {Ni
u^ {N^ - 1)

^a)

Ui {k - 1)

Ui {k - rzfo)

...

Ui {N^ - nh)

1

...

1

(4.74)

where iv^{k), k = l,...,Ni is formed by filtering the input Ui{k), k
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1,..., N-i with

as follows.
oJi {k - 1)

Ui {k) = d lsT

^a)
Ui {k - 1)

(4.75)

Ur {k - rih)
1
Z'f is clearly correlated with the input signal but uncorrelated with the system
disturbance.
(b) The model output vector is defined as
y{l,0r)

...

(4.76)

y{Nr,0r)

with initial model 0i — 6^^ Consider the cost function V {6r) to be minimised

v{e,) = e(eye{e,

(4.77)
.OE

where e{er)^Yr-Y{er). The optimised output error model 0,^
.OE
0.

arg iiiiri V{6r ]

is given by
(4.78)

As explained in section f.S.f, the Levenberg-Maiguardt-Fletcher (LMF) gradi
ent based optimisation problem [Fle71, Bal07] to be solved for p can be expressed
by
(J^J + AD)p = -J^£

(4.79)

where A is the Levenberg-Marquardt factor and J denotes the Jacobian matrix
defined as
J = de/de

4.8

(4.80)

Validation of the proposed algorithm

As shown in section 4.6, the LS algorithm fails to accurately identify model parameters.
In this section, the PWA-LS and PWA-OE algorithms are compared. Specifically the
PWA-OE algorithm defined in section 4.7 replaces step 9 of the identification procedure
of Ferrari-Trecate et al. [FTMLM03], described in section 4.4.6 (and also in section 4.4.9).
The optimisation algorithm used in the PWA-OE routine is also varied to demonstrate
83

4.8 Validation of the proposed algorithm

Figure 4.13: The FEA data along with the LS, LMF and TRR model displacements

the effectiveness of tlie LMF algorithm. For comparison purposes, MATLAB’s nonlinear
least squares optimisation routine Isqnonlm. which uses a trust region reflective (TRR)
algorithm [CLOG] to find the optimal parameter vector is also tested. Tims the results in
this section compare three algorithms;
1. the original PWA-LS algorithm (described in section 4.4.6). In the remainder of this
section, results originating from this method will be designated by LS.
2. PWA-OE with LMF optimisation (described in section 4.7). In the remainder of
this section, results originating from this method will be designated by LMF.
3. PWA-OE with TRR optimisation. In the remainder of this section, results originat
ing from this method will be designated by TRR.
The same identification parameters that were used in section 4.6 were used again here.
The EEA and model (LS, LMF and TRR) responses are shown in Figure 4.13. The model
parameters are given in Table 4.2. The lAE for each algorithm is shown in Table 4.3
and graphically in Figure 4.14. The results indicate that the LMF algorithm yields the
greatest modelling accuracy with an overall lAE of just 1.3. Next the TRR algorithm gives
an lAE of 5.96, with the original LS algorithm giving an lAE of 25.9. Again Figure 4.13
shows that the LS algorithm fails to capture the 2'^'^ order dynamics of the switch in both
Xi and X2- The TRR algorithm fails to model the 2"*^ order dynamics in xi, but performs

better (lAE

2.65) in X2- The polyhedral regions xi, X2 and X3^ were identified using the

"^As outlined in section 4.6, the parameter vector was not identified for
is given in (4.83) for completeness
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Table 4.2: Model coefficients for LS, TRR and LMF algorithms. Again, due to the bouncing dynamics,
model coefficients for X3 were not identified.

Region

6 with cr^U

Method

10“®

=

CLl

a2

bi

/

Xi

LS
LMF
TRR

1.19
1.9659
1.8317

-0.2095
-0.9691
-0.8412

-0.0002
-4.3741x10“^
-0.0001

0.0001
0.0001
0.0003

X2

LS
LMF
TRR

1.8244
1.9671
1.9715

-0.8296
-0.9694
-0.9737

-0.0248
-0.0014
0.0109

0.4936
0.0270
-0.2193

Table 4.3: lAE for LS , TRR and LMF for Xi and x 2

lAE (MIAE)

Method
Xi

X2

Total

LS

6.9859 (0.0174)

18.9121 (0.0473)

25.898 (0.0323)

TRR

3.3075 (0.0082)

2.6565 (0.0066)

5.964 (0.0074)

LMF

0.6066 (0.0015)

0.692 (0.0017)

1.2986 (0.0016)

30
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-

20

<
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I \2

10

0
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Figure 4.14: lAE for xi and X2 for LS, TRR and LMF algorithms
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PS VC pattern recognition algorithm [FMOl] and are defined in (4.81), (4.82) and (4.83)
respectively. These regions are shown graphically in Figure 4.15.
'-0.80 0.59

’ 0.546'

0.022'

-0.74 0.67 0.0037
1
0
0
0
1
0
0
-10

y{^ - 1)
y{k-2)
uik — 1)

0
1
0

0.076
0.001
0.001

<

30
1
1

0-10
0
0.015
0.74
1
0
-1
0
0
0.015
0.8049
1

—

0
0
-1
0

4.9

0-1
-0.018
-0.67
0
1
0
-1
0
0.0175
-0.593
0
1
0
0
-1

(4.81)

0.0049
'24.99'

0.99
-0.0037
'y{k -1)'

0
0
0
0
-1

y{k - 2)
u{k — 1)

<

uik - 1)
y(k - 2)
u{k — 1)

0
0

(4.82)

-24.9944'

-0.9997'
-0.0221
0
0
1

-0.08
0.001
0.001
1
1
0.005 _

<

-0.5461
0.0015
0.0015
30
1
1

(4.83)

Cost Function Analysis

It is evident from the results in Figure 4.13 and Figure 4.14, that two of the three algo
rithms (LS and TRR) have failed to identify accurate model parameters, with only the
LMF algorithm identifying parameters that yielded a lower lAE. It is also noticeable from
Table 4.2, that the model output is extremely sensitive to the identified model parameters
6, with small changes in model parameters having large effects on the accuracy. For exam
ple consider the parameter vectors identified in X2 by the TRR and the LMF optimisation
routines. The model coefficients are very similar yet the lAE for the TRR algorithm
is approximately three times larger than the lAE generated by the LMF optimisation
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y{k - 1,6')
Figure 4.15: The polyhedral partition of the regressor space

routine.
To visually coiriprelieiid the difficulty dissociated with determining accurate model pa
rameters, the cost function V. defined in (4.22), which is minimise^d by the LMF and TRR
nonlinear optimisation algorithms, is now examined. Recall that the model orders are
7ia = 2 and
= 1. Thus there are four model coefficients to be examined: ai, a2, bi
and /. To view the effects of changing model parameters on F, only two parameters can
be varied at any time with the other two being held constant. Thus there are a total of
six parameter combinations: (ai,«2):
{cl2, f) and (6i,/). In the
following analysis, the two parameters not being varied are taken as constants from the
LMF rows in Table 4.2. To view the shape of the cost function curve around the minimum,
it was necessary to place a maximum limit of Frnax(^) — 5.
4.9.1

Varying parameters in Xi

In Figure 4.16(a), the affect that varying (<21,112) has on the cost function is shown. An
appropriate parameter range was chosen such that it was close to the optimal model
parameters identified by the LMF algorithm. Specifically parameter ai is 1.7 < ai < 2.05
and —1.05 < <22 < —0.9 for (12 with increments of 0.1, are chosen. Initially when ai
increases from 1.7 to 1.85, there is little change in V. Further increases in ai causes a
sharp decrease in V. It is worth noting the narrow valley where low values for V exist
for a combination of ui, ft2 values. Located in this valley is the minimum value of V.
The steepness of the V curve either side of the valley indicate the high level of difficulty
associated with finding the minimum, with parameter values for ai and a2 located close
to the optimum, yielding relatively large cost. Similarly Figure 4.16(b) plots the cost
V for 1.9 < ai <2 and —4.5 x 10“^ < bi < —4.1 x 10“^. The extremely small range
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(a)
Figure 4.16: Cost function V for xiai and 6i on V.

Effect of variation of ai and a2 on V (b) Effect of variation of

of values chosen for hi chosen, indicates the sensitivity of V to the model parameters.
Again, the steepness of the curve is noted, with a dramatic fall in V when ai increases
from 1.93 to api)roxiniately 1.96. Again, the narrow valley containing low values of V
is observed. Further increases in a\ swiftly cause V to move away from the optimal
parameter values. In Figure 4.17(a), V is shown for parameter ranges 1.8 < ui <2 and
0.5 X 10“^ < / < 2 X 10”*^. Again similar to previous plots, the curve of V exhibits very
steep narrow valley sides with low values of V being located on a narrow strip at the
bottom of steep valley, where the optimal values are located. Similar curve characteristics
are seen in Figure 4.17(b) and Figure 4.18(a) where the effect of varying (ft2? ^i) and {a2, f)
on V are shown respectively. In Figure 4.18(b),
is —10 x 10“^ <
< 10“^ and / is
— lx 10““^ < / < 3 X 10““^. The resulting curve differs greatly from the previous curves
in Figure 4.16(a)-Figure 4.18(a), with a bowl shaped curve evident in Figure 4.18(b).
A reason for this difference is that the parameters ai and a2 have been assigned optimal
values from Table 4.2. These parameters are believed to be the most critical is determining
the overall dynamic response. Hence, variations of bi and / do not cause a dramatic change
to V and their effect is much less aggressive.
4.9.2

Varying parameters in X2

In a similar style to xi, the level of difficulty associated with modelling the data in X2
can also be examined and results are presented in Figure 4.19(a)-Figure 4.21(b). Here
V is even more sensitive to parameter variation. Hence to show appropriate curves for
V that contain the minimum, the parameters ranges had to be reduced significantly.
Figure 4.19(a) shows the effect of varying (^1,02) over small ranges 1.966 < ai < 1.97 and
—0.975 < a2 < —0.965 respectively. The steep sides of the curve and its sensitivity to small

4.9 Cost Function Analysis

-0.9

(a)
Figvire 4.17: Cost function V for \i; (a) Effect of variation of ai and / on V' (b) Effect of variation of
(12 and 6i on V'.

-0.9G

(b)
Figure 4.18: Cost function V for xu (a) Effect of variation of a2 and f on V (b) Effect of variation of
hi and / on .
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1.97

-0.965

«2

-0.975 1-966

ai
(b)

Figure 4.19: Cost function U for X2: (a) Effect of variation of ai and
ai and 61 on V.

02

on V (b) Effect of variation of

-0.965
-1.42

-1-1^ -1.46 -0.975
^1

(a)

02

(b)

Figure 4.20: Cost function V for X2: (a) Effect of variation of ai and / on V (b) Effect of variation of
and bi on V.

02

variations in model parameters is clearly seen. The valley floor also contains local minima
which further increase the difficulty of finding the optimal parameters. The increased
difficulty of identifying parameters for X2 is again demonstrated in Figure 4.19(b). ai is
1.96 < (ii < 1.97 and 61 is —1.6 x 10“^ < 61 < —1.35 x 10“^. The close proximity of
parameters that yield large values of V to values that yield the minimum values indicate
the steepness of the curve. The problem with numerous local minima is well illustrated by
Figure 4.20(a) and Figure 4.20(b). The sensitivity to the 0-2 and / parameters is shown
in Figure 4.21(a) with parameter variations as small as 0.001 in 02 causing significant
increases in V. Figure 4.21(b) shows the effect of variations in bi and / on F in X2- The
bowl shaped curve of xi bi Figure 4.18(b) is not obtained here in X2- Instead a curve
with steep sided valley phenomena is produced indicating that X2 is perhaps more equally
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Figure 4.21: Cost function V' for X2' (<^) Effect of variation of a2 and / on V (b) Effect of variation of
bi and / on V.

sensitive to all model parameters.
The various curves in this section indicate the high level of difficulty associated with
identifying model accurate model parameters for the data in Figure 4.10. It is important
to relate these results back to Figure 4.14. The results in this section cannot be applied to
analyse the LS algorithm since it tries to minimise the sum of the squared equation error
(4.13) and not the sum of the squared output error (4.22) used in this section. In any
case the i)Oor performance of the LS algorithm does not warrant further analysis. The
results indicate that the LMF algorithm as described in section 4.3.4 is more effective than
the TRR algorithm at finding the minimum values of the cost functions described in this
section. The LMF algorithm with its ability to vary between Steepest Descent and Gauss
Newton behaviour using its A parameter, is thus suited to finding the minimum of such
problematic cost functions.

4.10

Summary

In this chapter, the clustering based piecewise affine system identification approach of
Ferrari-Trecate et al. [FTMLM03] has been described. This technique was applied to
identify the on-stage dynamics of a DC contact MEMS switch. The system identification
data was generated using Finite Element Analysis (FEA). The results indicated that the
identification procedure was not capable of modelling the dominant dynamics accurately.
Following an analysis of all nine steps, the final model identification stage (steps 6 and 9),
which uses the Least Squares algorithm, was identified as a weak element of the overall
procedure. A new PWA algorithm which combines the independent (or output error)
model with the output error system identification algorithm was proposed and incorpo91
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rated into the existing clustering based algorithm. The output-error problem was solved
using the Levenberg Marquardt Fletcher (LMF) optimisation algorithm [Fle71].
When applied to the same MEMS switch data, the proposed PWA-OE algorithm out
performed the LS algorithm by identifying model parameters that successfully capture
the dominant dynamics. The success of the proposed algorithm was demonstrated by Ta
ble 4.3, where the lAE was reduced by over 90%. The effectiveness of the algorithm was
further demonstrated by comparing with another optimisation routine, namely the Trust
Region Reflective (TRR) algorithm which is implemented in MATLAB’s Isqnonlin func
tion. The results show that the PWA-OE routine with LMF algorithm also outperforms
the PWA-OE with TRR algorithm. The TRR does however achieve better results (lower
lAE) than the LS algorithm.
The level of difficulty involved in identifying model parameters was also investigated
by examining the effect of varying model parameters on the cost function. The steepness
of the cost function curves, along with the sensitivity of the cost function to minuscule
parameter changes were standout features. These curves confinned the high level of difflc-ulty associated with determining accurate model parameters and hence demonstrate
the capability of the LMF algorithm as an effective method of obtaining accurate model
parameters.
This chapter has addressed the first part of the problem statement as described in
section 2.7.4 i.e. the development of an algorithm that works better in practice. The next
chapter serves to provide further evidence to support this statement whereby the proposed
algorithm is used to develop a PWA model for a MEMS switch based on experimental
data.
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Chapter 5

Piecewise afRne system
identification of real capacitive
MEMS switch dynamics
5.1

Introduction

In this ciiapt(T. the Piecewise Affine Output Error (PWA-OE) algorithm developed in
Chapter 4 will be applied to real experimental data extracted from a capacitive MEMS
switch. The results obtained reinforce the results from chapter 4, i.e. that the proposed
algorithm performs significantly better than the original algorithm on real experimental
data. The focus on real experimental data is important because there have been relatively
few prior a[)plications of PWA system identification algoritlims to real systems. There
fore, this application in itself is considered an important contribution. From a practical
perspective, the ease with which the algorithm can be initialised to perform well is an
important characteristic. This application illustrated to the author that the original al
gorithm does not satisfy this objective and that the proposed algorithm does. Hence, the
proposed algorithm performs better and is easier to initialise.
This chapter is organised as follows. First, a description and principle of operation
of the capacitive MEMS switch is given. Next, the experimental setup at Tyndall is
described. The first contribution of this chapter focuses on the initialisation procedure.
In this context, one of the main problems identified with the original algorithm was the
choice of noise variances added to the data. In section 5.3, this problem is presented and
analysed for a wide range of noise variances. These results have been published in Canty et
ah [COC12]. The second contribution is described in section 5.4, where a novel complete
piecewise affine model describing the on-stage and off-stage dynamics of the capacitive
MEMS switch is identified and validated.
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Figure 5.1: RF-MEMS capacitive switch, length = 400^im, width = 20pm

5.2
5.2.1

System identification: preliminaries
Principle of operation of MEMS switch

The switch used in this application is a physical capacitive RF-MEMS switch, developed by
Tyndall National Institute, Ireland [OHO'^05]. As illustrated in Figure 5.1, the switch is a
400/tin long, 20//ni wide aluininiuni beam with the fabricated air gap between the contact
plates of 2/un. The beam is anchored at both ends and the free standing part of the beam
is suspended above the contact pad. A thin dielectric layer is deposited onto the ground
electrode to prevent shorting of the switch plates after closure. Recall from chapter 3 that,
when a sufficiently large DC bias voltage is applied ac:ross the plates, an attractive electro
static force is induced, causing the upper movable electrode to move downwards towards
the bottom electrode, until eciuilibrium between the electrostatic force and mechanical
restoring force of the suspensions is reached. At the pull-in voltage, the corresponding
electrostatic force can no longer be balanced by the elastic restoring force provided by
the beam anchors and the structure becomes unstable collapsing spontaneously onto the
ground plate causing pull-in. This dramatic variation in dynamics around the pull-in re
gion (likewise in the pull-out region) justifies the use of PWA systems and their intrinsic
hard boundaries.
5.2.2

Experimental setup at Tyndall

The experiments detailed in this thesis were carried out using a Polytec MSA-400 Micro
System Analyser [PollO]. A block diagram and photograph of the measurement setup are
shown in Figure 5.2(a) and Figure 5.2(b) respectively. To begin a velocity measurement,
a fiber interferometer generates an input laser beam with frequency tUr- The laser beam is
split into a reference beam (focused on a fixed non-moveable structure) and a test beam
(focused on a moveable point of the RF-MEMS). The Polytec software caters for different
types of input voltage profiles, v{t). The applied voltage causes the switch to move, adding
a doppler shift to the test beam frequency ut- The test beam is sent back to the fiber
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(a) Block diagram of the rneeisuremeiit setup

(b) Photo of the measurement setup

Figure 5.2: Measurement setup

interferometer via a microscoite adapter. The interferometer’s photodetector converts the
optical signal into an electrical signal. The vibronieter controller determines a velocity
measurement from the electrical signal [LIMK^OS]. Finally the velocity measurement is
converted to a displacement ineasurement using a rectangular method of integration. The
data used to generate the models is real experimental data, obtained using the equipment
described here. All of the modelling results pertain to the real capacitive RF-MEMS
switch.
5.2.3

Modelling objective

In chapter 3, existing modelling tecliniques for RF-MEMS switches reported in the litera
ture were discussed. The majority of work detailed in the literature has focused on using a
complex Finite Element Analysis (FEA) model or a simple mass spring damping model to
solve this problem. A model determined from FEA provides a very accurate representation
of the overall dynamics of the switch but requires large computational power and software
like ANSYS [ANS09]. The mass spring damper modelling approach is much simpler and
while it cannot capture detailed dynamics like a FEA model, they are useful for analysing
and understanding important dynamic behaviour of the MEMS device.
Both of these models have been used to design open-loop control strategies for MEMS
devices [MSED05]. For RF-MEMS switches, the objective of the controller is typically to
reduce or eliminate bouncing and hence improve reliability or more generally to increase
switching speed. This is achieved by designing specific input voltage profiles - the dual
pulse - to achieve soft landing is one example [MSED05]. Various methods have been re
ported to determine voltage profile parameters such as energy balance [MSED05, CDS+06]
and iterative methods [SMCD07]. Flowever subsequent experimental refinement is often
required to determine suitable voltage parameters to eliminate/reduce bouncing. Such
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refinement is attributed to actual dimension or material property variations that are not
described in the model, lack of damping in the model, uncertainty in switch parameters
and nonideal features of the fabricated switch.
Given the limitations of existing methods for controller design in general, and softlanding in particular, the primary purpose of developing a PWA model for a RF-MEMS
switch, is the potential improvement in model accuracy attainable. An improved model
would facilitate the design of open loop control strategies, without the need for experi
mental refinement. A second modelling objective, is to establish the performance of the
developed PWA-OE algorithm on a very difficult system identification problem.
5.2.4

Excitation signal and switch response

In this research, the multi-level random type signal was considered as a possible input to
excite the RF-MEMS. This type of waveform would be broadly consistent with the voltage
l)rofile reported in Czaplewski et al. [CDS“^06], which applied step like input profiles as
an effective control strategy to alleviate bounce in DC contact RF-MEMS. However, it
was felt that the length of sequence required to excite all of the on-stage and off-stage
dynamics would be too long and prohibitive from a computation time perspective. Added
to this is the requirement for a very small sampling period, which greatly increases the
size of the dataset. A second concern was the possible negative affect that subjecting a
RF-MEMS switch to such a voltage profile, would have on the reliability and lifetime of
the device. Therefore it was felt that user defined step type inputs are better suited to
this application and would activate the relevant linear and nonlinear dynamics required
for system identification within a reasonable time frame.
The goal of the experiment is to excite as many dynamics of the MEMS beam as
possible. A user defined step type input voltage was used to excite the system nonlinear
ities. A priori experiments suggested that the pull-in voltage for the RF-MEMS switch
in Figure 5.1 was 26.7V and the excitation voltage was increased from OV to 27.8V in
increments of 6.95V. The time between step increments was chosen as 60/iS to allow the
switch to settle at a new displacement before further excitation.
The sampling frequency was selected based on the recommendation that the system be
sampled at 5 - 40 times the system bandwidth [GGSOl, FPEN02]. A priori experiments
were used to get an estimate of the system bandwidth by measuring the resonant frequency.
The beam resonated at approximately 120kHz and selecting the upper recommendation
yielded a sampling frequency of 4.8MHz. The Polytec software offers a limited range of
sampling frequencies - the options above 4.8MHz being 5.12MHz and 10.24MHz. As the
data acquisition system was easily capable of running at the faster sampling rate, the
10.24MHz option was chosen. Data was captured for 212/is which, at the chosen sampling
frequency corresponds to approximately 2000 data points. The designed input voltage
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Figure 5.3: Experimental system identification data for capacitive MEMS switch
Table 5.1: Gain (normalised by 0.0057) and frequency content for system identification data

Voltage [V]

G

fd [kHz]

0^6.95
6.95-A13.9
13.9-^20.85

-1
-2.98
-7.77

121
119
86

signal and measured output displaeement signal are shown in Figure 5.3. The first voltage
step from OV to 6.95V eauses only a minimal shift of approximately 0.04/tm in beam
displacement. The next step to 13.9V causes the beam to move a further 0.12/rm to
0.16/Ltm, an obvious nonlinearity. The third voltage step from 13.9V to 20.8V moves the
beam a further 0.308/tm to 0.468/nn. The final voltage step from 20.8V to 27.8V causes
pull-in with the beam displacement moving 1.742/im to 2.21/xni. The steady-state gain,
G, of a system is defined as
G = Ad/AV

(5.1)

where Ad is the change in displacement and AV is the change in voltage. The damped
period

is measured from the displacement data in Figure 5.3 and converted to the

damped frequency fd, {fd = ^/Td)- The normalised gain G and damped natural frequency
fd are given in Table 5.1. It is evident that G is not constant as the voltage is increased,
thus highlighting the nonlinear nature of the system. An examination of the damped
natural frequencies fd indicate consistency of ~ 120kHz from 0 to 13.9V, with a drop to
86kHz when the voltage is increased from 13.9V to 20.85V.
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Figure 5.4: Determining model order using Akaike’s FPE [Aka69]

5.3

Effect of noise variance on LS and PWA-OE algorithms

The proposed PWA-OE algorithm in Chapter 4 was compared with the original PWAr.,S algorithm detailed in Ferrari-Trecate et al. [FTMLM03]. Both algorithms require a
relatively large number of parameters to be initialised a priori. For linear techniques,
Itarameters like the model order Ua and
must be determined but the clustering based
identification algorithm requires additional non-standard parameters like noise variance
and fTy, the size of local datasets (LDs), c, the number of modes s and the pattern
recognition algorithm to be chosen.
In practice, choosing the model order is predominantly a compromise between model
accuracy and model complexity. Frequently, a priori knowledge or prior experimentation
is used to estimate the model order. Subsequently, and in the linear context, the most
appropriate model order can be determined by examining a suitable criterion as a function
of model order. Common criteria include the output or prediction error, the Akaike Final
Prediction Error (FPE) [Aka69], Akaike Information Criterion [Aka74] and the Minimum
Description Length [Ris78]. These criteria can easily be applied to a particular mode data
set of a piecewise affine system.
Consequently, in this initial analysis of the PWA algorithm, the lowest feasible model
order was selected with the resonance in Figure 5.3 implying a second-order {ria = 2,
rih = 1) model. The choice of second order dynamics is supported by using MATLAB’s
System Identiheation Toolbox to determine Akaike’s FPE, for various model orders, on a
section of data, 135/xs < t < 175/xs in Figure 5.3. A plot of FPE vs model order is shown
in Figure 5.4. It is clear that the reduction in FPE, from
to 2^^ order is significant.
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Subsequent increases in model order do not substantially improve the FPE, justifying
the choice of a 2”^ order model. Furthermore, recall that the polyhedral partition of the
regressor space, is a function of the model orders. Thus, maintaining Ua

Uh < 3, allows

the complete polyhedral partition to be visually analysed in 3D.
While the choice of model order is critical for linear systems, with a PWA system it
is also possible to improve model accuracy by increasing s, the number of system modes.
However, the appropriateness of, and compromises associated with, improving model ac
curacy by adjusting the model order and/or the number of modes has not been adequately
addressed in the existing literature. It remains an open research question and some initial
investigations can be found in Chapter 6.
The size of the LD was chosen as c = 8, i.e. the number of datapoints in the contact
region (205/iS < t < 212fis in Figure 5.3). A priori knowledge (Table 5.1) suggested
that there should be 4 modes (3 dynamic modes -|- the contact mode) in the overall
model. However, since c is very low, an extra mode was required to cater for when the
switch is open (0 < t < 18/is in Figure 5.3). Thus the regressor space y was divided
into s = 5 polyhedral regions using the Support Vector Classification (SVC) [Vap98]
pattern recognition algorithm. To reduce the computational time associated with the
computational process, the data was resampled by a factor of 10, leading to a new sampling
period of 0.97G//S.
The original PWA-LS algorithm is particularly sensitive to the choice of
and
that is artihcially added. Recall that the primary purpose of this noise is to reduce
the possibility of ill-conditioning in local model identification. A poor choice of additive
noise negatively effects either the estimated parameters, the estimated polyhedral region or
both. To illustrate this problem and to demonstrate that the proposed PWA-OE algorithm
overcomes this problem, both algorithms were evaluated for a range of noise variances. In
the case of the input noise variance,
begins at a low magnitude of 10“^ and increases
logarithmically to a high magnitude of 1 i.e. lO'^ - giving a total of 64 levels of input noise
variance. Similarly, the displacement noise variance, (ly ranges from 10“^ to 10“^ - a total
of 46 levels of output noise variance.
The results will be compared in terms of accuracy, tolerance to noise and computation
time. Note that during the identification process, the displacement data in Figure 5.3 is
scaled by a factor of 10^. Thus the displacement ranges from 0 to —2.21. The Integral
of Absolute Error (lAE), defined in (4.69), was used to measure the performance of both
algorithms. The lAE for the 2944(46 x 64) estimated models, plotted against the input
and output noise variances, are shown in Figure 5.5 and Figure 5.6. Figure 5.5 shows
that the PWA-LS algorithm produces high variability in the lAE value, even for low values
of
and ay. Clearly, good results are only obtained if
and
are carefully chosen.
Given the inconsistent lAE profile illustrated in Figure 5.5 it is evident that simple rules
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Figure 5.5: lAE for the original PWA-LS algorithm

Figure 5.6: lAE for the proposed PW^-OE algorithm
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Table 5.2: Model coefficients with high noise variance

Region

Method

6 with

= 4

X

10-7

= 5

X

ai

^2

bi

/

10““^

Xi

PWA-LS
PWA-OE

1.788
2.0227

-0.9922
-1.2674

-0.7413
-1.2915

20.2833
35.5425

X2

PWA-LS
PWA-OE

0.3420
1.1394

0.1061
-0.5158

-0.0128
0.0202

0.0113
-0.5961

X3

PWA-LS
PWA-OE

0.1522
1.3041

0.1696
-0.66

0.0787
0.0003

-1.199
-0.0606

X4

PWA-LS
PWA-OE

-0.2935
0.1647

-0.1188
-0.0982

0.1041
0.0627

-0.775
-0.4683

X5

PWA-LS
PWA-OE

0.0258
0.5745

-0.0177
-0.1011

0.0892
0.0422

0.0055
0.0025

or guidelines do not exist to streainliiie the selection of these identification parameters.
Hence, the only solution is a trial-and-error process which, in a practical application with
possibly large datasets, is a very time consnming and frustrating process. The problem is
compounded by the very large estimation errors associated with many choices of cr^ and
ay. In contrast, it is evident from Figure 5.6 that the PWA-OE algorithm provides a more
consistent performance. The performance of the PWA-OE only begins to deteriorate at
very high values for a^^ and <7^, therefore a very simple strategy to get good modelling
results is to keep <7^^ and ay low. This has the added benefit of maintaining the integrity
of the system identification process. To crystallise the performance improvement, low and
high values for a‘f^ and a^ were chosen at random and models were identified using both
the PWA-LS and PWA-OE algorithms.
5.3.1

High noise level

The high noise variances were chosen as

= 4 x 10“^ and <7^ = 5 x

These values

were chosen at random from Figure 5.5- 5.6 as they represent an example of high noise
variance. For completeness, the final model parameter vector, 0, for both algorithms is
presented in Table 5.2 to illustrate the difference between the model parameters identified
by both algorithms. The excessive noise levels have caused erroneous model parameters to
be identified by the PWA-LS algorithm. To illustrate the performance of both algorithms,
the complete response is shown in Figure 5.7 and a detailed view of X2 and xs is illus-
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Figure 5.7: (Top) The experimental data along with the PWA-LS and PWA-OE model responses for
(T^ = A X 10“^ and
= 5 x 10““*, (middle) the actuation voltage, (bottom) the active mode

trated in Figure 5.8. The key itoiiit to note is that the PWA-LS algorithm produces an
output similar to a first order system response (overall lAE = 5.1) and fails to capture the
oscillatory behaviour, while the PWA-OE algorithm produces an accurate second order
response (overall lAE = 4.39). To investigate the cost of this performance, the computa
tion time for both algorithms was compared. Note here that only the computation time
of the actual weighted LS and the OE algorithm, and not the entire PWA clustering algo
rithm, is considered i.e. only step 9 of Algorithm 4.2 and 4.3 respectively. The values for
computation time^ and lAE for both algorithms are listed in Table 5.4. It should be noted
that the relatively large lAE values for both algorithms result from the high amplitude of
the noise added to the measured data. The amplitude of the noise, relative to the system
dynamics, is clearly visible in Figure 5.8. The overall procedure takes 5.3 seconds longer
to compute when the PWA-OE algorithm is used. This represents an 18% increase in
computation time for a 14% reduction in lAE. The regressor space polyhedral partition
is shown in Figure 5.9. The mathematical descriptions for xi fo X5 are given in (A.l)
to (A.5) respectively in Appendix A. Since
= 2, past model displacements y {k — 1,6)
and y {k — 2,0) are used to determine which mode is active. Likewise, since rib = 1? past
voltage u{k — 1) is also used. It is evident that the applied voltage dictates which mode
is active.
^The computations were performed on a Dell Latitude D630 with Intel(R) Core(TM)2 Duo CPU T7300
2GHz 1.99GHz with 2.49GB of RAM
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Figure 5.8: Detailed view of X2 hikI X3) showing the expjerimental data and the PWA-LS and PWA-OE
model responses for
= 4 x 10“'* and
= 5 x 10““^

y{k-2,0)

y(^k- 1,0)

Figure 5.9: SVC polyhedral partition for cr^ = 4 x 10“^ and cr^ = 5 x 10“^
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Table 5.3: Model coefficients with low noise variance

Region

5.3.2

Method

6

Avith <

=

= 3 X 10-'^
10--^0■2
’ V

ai

02

bi

/

Xi

PWA-LS
PWA-OE

1.848
2.0385

-0.9964
-1.1208

-0.0622
1.1731

1.5319
-32.6155

X2

PWA-LS
PWA-OE

1.526
1.3322

-0.8048
-0.6209

0.0134
-0.0046

-0.4078
-0.0395

X3

PWA-LS
PWA-OE

1.4566
1.2839

-0.8242
-0.6922

-0.0271
-0.0011

0.3191
-0.0505

X4

PWA-LS
PWA-OE

1.2806
1.2598

-0.7584
-0.7064

-0.0113
-0.0013

0.0578
-0.0087

X5

PWA-LS
PWA-OE

0.521
0.2706

0.7254
0.4329

0.007
0.0051

-0.0001
0

Low noise level

The low noise variance level was randomly chosen as
= 10“^ and
= 3 x 10“^.
This noise was artificially added onto the input and output experimental data. Again for
completeness, Table 5.3 documents the final model parameter vector,
for the PWA-LS
and PWA-OE algorithms. The results again indicate that the model parameters identified
by the PWA-LS and the PWA-OE algorithms differ. The response of both models is shown
Figure 5.10 with Figure 5.11 illustrating the performance of both algorithms on X2 Rnd X3While in this case, the PWA-LS algorithm successfully identifies underdamped dynamics,
the estimated parameters are grossly inaccurate. In contrast, the PWA-OE algorithm
produces an extremely accurate (overall lAE = 0.93 compared with an overall lAE — 2.5
for the PWA-LS algorithm) second order response that captures the on-stage dynamics of
the RF-MEMS switch. This is very evident in Figure 5.11 where the response of the PWAOE identified model and the measured data overlap and cannot be distinguished from each
other. The computation time and lAE for both algorithms are given in Table 5.4. The total
computation time associated with the PWA-OE algorithm is increased by 5.59 seconds,
an overall increase of 20.4% in computation time for a 63% reduction in lAE. The SVC
polyhedral partition is not shown for brevity. It is identical to that of the high noise
variance shown in Figure 5.9.
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Figure 5.10: (Top) The experimental data along with the PWA-LS and PWA-OE model responses for
crj^ = 10~® and
= 3 x 10“^, (middle) the actuation voltage, (bottom) the active mode

Figure 5.11: Detailed view of X2 and X3, showing the experimental data and the PWA-LS and PWA-OE
model responses for
= 10~® and
= 3 x 10“^
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(Ty = 5 x 10 ‘^) and low ((7^ = 10 ® &:

Table 5.4: Computation time and lAE for high (cr^ = 4 x 10 ^
(Ty = 3 X 10“^) noise levels

Method

MEMS

CPU Time (s)
Total

Final Model

FWA-bS

low
high

2.5
5.1

27..38
29.11

~0
~0

FWA-()h

low
high

0.93
4.39

32.97
34.45

0.64
0.516
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Figure 5.12: On-stage (0 —> 245/i.s) and off-stage (245/fS —> 743/^s) system identification data for com
bined on/off model development

5.4

Combined On/Off model for a capacitive MEMS switch

Up to now, this chapter has focused on evaluating the performance of the two algorithms
on the on-stage dynamics of the capacitive MEMS switch. A complete model of the
switch includes the dynamics of both the on-stage and off-stage dynamics. The off-stage
dynamics occur when the switch moves from a closed to an open position. This occurs
when the input voltage falls below a certain magnitude, causing the elastic force to release
the beam to its off-stage position. This is called pnll-out. The switch being tested and
the measurement setup remain the same as section 5.2. The input (voltage) and output
(displacement) data used for system identification is shown in Figure 5.12. The on-stage
data is the same data that was used to evaluate the algorithms earlier in this chapter. The
off-stage dynamics become active once the voltage begins to decrease i.e. at t — 245/rs.
The input voltage decreases from 27.8V to OV in steps of 6.95V. The first voltage drop
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Table 5,5: System identification parameters for on/off model

Parameter

Value

ria
rib
c
s

2
1
8
8
10-^
3 X 10-^
SVC
PWA-OE
0.976/is

Pattern recognition algorithm
Final model identification algorithm
Sampling period

to 20.85V has no effect on the switch displacement and the switch remains in a closed
position. At t — 383/ts, the voltage drops to 13.9V, causing the switch displacement to
open by 0.()2p,ni. At t = 521/ts, the voltage falls to 6.95V causing the switch displacement
to open by a further 0.03/tm. The final voltage step at t = 660/xs from 6.95V to OV causes
pull-out, activating underdamped oscillatory dynamics.
It is acknowledged that the data in Figure 5.12, contains some redundant datapoints,
particularly in the off-stage data, where the switch does not move despite the decrease in
voltage. In hindsight, the duration of the off-stage voltage steps could have been reduced
which would have decreased the number of datapoints. However, the limited access to the
experimental facilities did not allow for an improved, efficient excitation signal to be used.
5.4.1

PWA identification problem setup

results

The system identification parameters are chosen in a similar manner to the on-stage only
model. The model orders were chosen as Uq = 2 and 71^ — 1. The size of the LDs was
c = 8. The number of modes was chosen to be s = 8. Again the SVC pattern recognition
algorithm was chosen to separate the mode data sets. The identification parameters used
are summarised in Table 5.5. The experimental data displacement and model displace
ment, along with the input voltage and active mode are shown in Figure 5.13. Figure 5.14
and Figure 5.15 illustrate the results in greater detail. The polyhedral partition deter
mined using the SVC algorithm is shown in Figure 5.16. The mathematical description
of the polyhedral partition is given in Appendix A in (A.6) to (A. 13). Table 5.6 presents
the final model parameters identified by the PWA-OE algorithm. The model yields an
excellent fit to the on-stage dynamics as shown in Figure 5.14. The off-stage performance
(shown in Figure 5.15) is compromised since the model active in X4 from 523^s to 672/is,
with model parameters given in Table 5.6, is unstable. The model is unstable since the
mode data-set T4 was formed from the data shown in Figure 5.17. Here the bounded
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Figure 5.13: Identification of combined on/off dynamic model with 8 modes. (Top) Experimental data
& PWA-OE model displacement, (middle) Input voltage, (bottom) active mode
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Figure 5.14: Detailed view of experimental data & PWA-OE 8 mode model displacement for on-stage
dynamics
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Figure 5.15: Detailed view of experimental data & PWA-OE 8 mode model displacement for off-stage
dynamics
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Figure 5.16: SVC polyhedral partition for combined on-stage (red) and off stage (blue) model
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Table 5.6: Model coefficients for On/Off combined model
= 3 X 10“'^
9 with < = 10--^tT2
’ y

Region

CLl

a2

bi

/

Xi

1.4944

-0.594

0.003

-0.0845

X2

1.2831

-0.6912

-0.0014

0.8496

X3

1.2164

-0.7072

-0.0002

1.0604

X4

1.9798

-0.9736

-0.0012

0.0083

X5

1.3356

-0.6218

-0.0048

0.5957

Xg

1.2869

-0.5701

0.1172

0.6128

X7

1.0873

-0.1828

0.0005

-0.0061

X8

-0.2312

-0.1152

-0.004

0.0666

0.8
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Figure 5.17: Mode data J^4. (Top) Experimental displacement data and unstable model response.
(Bottom) Voltage used for identification
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input voltage and unbounded output displacement is clearly visible. It is worth noting
that the model simulation for ^4 in Figure 5.17 appears to model the unstable data very
well compared to the simulation response in Figure 5.15 at 523/zs < t < 672/is. The
differences can be attributed to how the unstable model is initialised in each case. For
the simulation response in Figure 5.17, the model response is initialised using measured
data from X4. However, in the model simulation, when X4 becomes active, it is initialised
using the model response from X7- The overall Mean Integral of Absolute Error (MIAE)®,
defined in (5.2) for this identification data is 0.015.
1

^

(5.2)
A:=l

where y{k) is the measured switch displacement ai t — k, y{k,9) is the model switch
displacement and N is the number of datapoints.
5.4.2

Oii/Off model validation

Best pracTice in system identification would suggest that the model be validated using a
different dataset to the one used for identihcation puri)oses [Lju99]. Good practice would
also seek to determine how robust the model is to different ini)ut i)roffles. An input voltage
l)roffle which steps from OV to 27V in ten steps and then stei)s from 27V to OV in ten steps
was aiiplied to the model for validation purposes. The experimental displacement data and
PWA-OE model response is shown in Figure 5.18. Detailed on and off stage performances
are shown in Figure 5.19 and Figure 5.20 respectively.
Since the quantity of steps in
the validation voltage profile is larger than the input profile used in the identification
data; any particular mode is forced to remain active over more that one voltage step.
For example, X3 covers three step changes from 0 to 206/xs, X2 is active from 206/xs to
345/a.s. This accounts for the moderate modelling error visible in the on-stage dynamics
in Figure 5.19. Taking into account the large number of data points and also that this is
a simulation response (not a 1-step ahead prediction), the results in Figure 5.19 are quite
impressive and suggest that the model is an accurate description of the on-stage dynamics.
Examining the off-stage performance in Figure 5.18 and Figure 5.20, X8 remains active
from 627/x.s to 1045/as. X7 then becomes active for two further step decreases, before the
unstable mode, X4? becomes active for two voltage decreases.
An interesting event occurs at i = 1629/as. Up to this point in the validation, the
regressor vector (containing past displacement and voltage values) has followed exactly
the same trajectory through the polyhedral regions as the identification case shown in
®'rhe MIAE is used here because the identification dataset is approximately three times shorter than
the validation dataset. Taking a mean value allows the lAE values to be compared
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Figure 5.18: 8 inode model validation - (Top) Exfjerimental data & PWA-OE model displacement,
(middle) Input voltage, (bottom) active mode
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Figure 5.19: 8 mode model validation - detailed view of experimental data &: PWA-OE model displace
ment for on-stage dynamics
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Figure 5.20: 8 mode model validation - detailed view of experimental data (solid) & PWA-OE model
(chished) displacement for ofT-stage dynamics

Figure 5.13. Therefore one might expect the regressor vector to enter into the final mode,
Xs- However, according to (A.11), this does not occur since ^6 does not become active
until the voltage has dropped below 3.4V . Note that at t — 1629/rs, the input voltage is
approximately 5V, thus preventing the regressor vector from entering xg. The unstable
dynamic associated with xa causes the regressor vector to enter a region where there is no
dynamic present i.e. a hole. The original clustering based algorithm does not cater for this
eventuality. The proposed algorithm adopts a heuristic solution whereby the dynamics of
the nearest region are used to calculate the next displacement value.
Remark 5.1 First, a regressor vector is determined to he outside all regions i.e. in a
hole, if it does not satisfy all inequalities defining the hyperplanes that form the polyhedral
partition for each region. For all s regions, the hyperplane whose definition is not satisfied
by the regressor vector is identified, yielding s hyperplanes. The perpendicular distance
from the regressor vector to the s hyperplanes is calculated. The nearest polyhedral region
is the region containing the hyperplane that is closest to the regressor vector.
In this case, the closest region is xs- Figure 5.21 illustrates this situation, xs remains
active until t — 1746p,s, at which point the voltage drops to 2.4V, which is less than
the 3.4V threshold required for entry into xe- The overall performance of the model on
the validation data is very good. It was pleasing to note that the model regressor vector
entered a hole and the overall model simulation response remains satisfactory. Given the
different nature of the data and the challenging model dynamics the PWA model displays
an impressive degree of robustness over such a large validation dataset.
A brief examination of both the identification and validation datasets reveals that the
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Figure 5.21: Alodel validation; Displacement enters nearest region xa at t = 1629/is

validation data appears to be a more information-rich dataset. This may prompt the ques
tion: Why not use the seemingly more information rich validation data for identification
purposes? The identification data contains approximately 760 datapoints, whereas the
validation data, contains close to 1850 datapoints i.e. over twice as many points. This
vastly increases the computational complexity associated with identifying a PWA modeC.
Tims the data in Figure 5.18 was only considered for validation purposes.
5.4.3

9 mode model identification &: validation

The unstable dynamics of the model associated with X4 in Figure 5.13 is an undesirable
feature, and is the largest contributor to modelling error. In an effort to overcome this
problem, the identification problem was repeated with an extra mode being added to
the model, so that .s = 9. It was envisaged that the extra mode, whilst being possibly
unstable, would facilitate the bridge from the pull-in dynamics to pull-out dynamics as
follows. Rather than incorporating the entire number of samples shown in Figure 5.17
into one unstable mode, it was hoped that the clustering algorithm would split this mode
^The rate at which the CPU time increases as a function of the number of data-points supplied to
the PWA algorithm has not been formally analysed in the literature, but it is the author’s experience
that it does not increase linearly. The issue is further complicated by parameters like the model order
and the number of modes which also influence CPU time. The impact of model order and number of
modes is addressed in Chapter 6, see for example Table 6.3. To illustrate the impact of the number
of data-points, a specific case where a 10 mode model was identified for the dataset in Figure 5.18 was
considered. This data-set contained approximately 1850 data-points and resulted in a CPU time of 109
minutes (on a Dell Inspiron 8500 laptop, Pentium 4 2.2GHz, IGB RAM). This is a very significant increase
from the computation time of approximately lOniins for the dataset with 760 data points. This increase
is considered prohibitive from a practical point of view
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Figure 5.22: Identification witli s = 9 and c = 6. (Top) experimental & model displacement, (middle)
Input voltage, (bottom) active mode

dataset, and assign a small nninher of its datapoints to an unstable mode dataset, and
the remainder of the data in Figure 5.17 would be assigned to a new stable mode dataset.
Tims, in an attempt to make the unstable mode as small as possible, the size of the
LD was thus reduced to c — 6. Apart from s being increased and c being reduced, all
the other parameters remain the same as those in Table 5.5. The overall result is shown
in Figure 5.22. Again 4 modes have been assigned the model the on-stage dynamics and
the performance as illustrated in greater detail in Figure 5.23 is excellent. It is evident, in
Figure 5.22, that the number of modes assigned to the off-stage dynamics has increased
to 5 modes. As desired, increasing the number of modes has assigned a small amount
of datapoints to an unstable region. Because of the low number of datapoints in this
unstable region, the overall performance is significantly better - compare Figure 5.15 with
Figure 5.24. In fact the MIAE was calculated to be 0.0036, which is over five times
smaller than that of the previous model with s = 8. The polyhedral partition is shown in
Figure 5.25. xi to X9 are described mathematically in (A. 14) to (A.22) in Appendix A.
The identified model parameters are given in Table 5.7.
The nine-mode model was validated on the same validation data as before. The results
are shown in Figure 5.26. The on-stage performance is similar to the 8 mode model as
demonstrated in Figure 5.28. However the off stage performance of the model is very poor
as shown in Figure 5.29. At t — 1603//S, the voltage changes from 7.5 volts to 5 volts.
Referring to (A.21), yg will not become active until the voltage drops below 3.49 volts,
thus preventing entry to yg. Hence ye remains active until the voltage drops below 3.49
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Figure 5.23: Identification with .s = 9 and c = 6 - detailed view of experimental data & model displace
ment for on-stage dynamics
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Figure 5.24: Identihcation with s = 9 and c = 6 - detailed view of experimental data &; model displace
ment for off-stage dynamics
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Table 5.7: Model coefficients for On/Off combined model with 9 modes

Region

6 with <

=

10 -6,’ 0-2y

3 X 10

-'^

ai

02

bi

/

Xi

1.0868

-0.1826

0.0005

-0.0061

X2

1.2233

-0.6793

0.0343

0.9921

X3

-0.2048

-0.093

-0.004

0.0671

X4

1.4944

-0.5949

0.0029

-0.0824

X5

1.3357

-0.6219

-0.0048

0.5946

X6

0.561

0.043

0.0101

-0.0545

Xi

1.2836

-0.6914

-0.0013

0.8481

X8

2.0979

-0.8858

-0.0182

-0.0068

X9

1.2239

-0.7106

-0.0004

1.0528
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Figure 5.26: (Top) Experimental data
active mode

PWA-OE model displacement, (middle) Input voltage, (bottom)

volts at t — 1745/i.s', activating Xs- Xs is an nnstable mode, and causes the displacement
to decrease in this instance. The dis})lacement lower saturation limit of approximately
Opin is reached. The hnal mode, X2i is never activated since the displacement level is too
small. Thus xs remains active for the remainder of the simulation. All MIAE values for
the 8 mode and 9 mode models are shown graphically in Figure 5.27. A detailed view of
the on-stage and off-stage results for the nine mode (s = 9) are shown in Figure 5.28 and
Figure 5.29 respectively.
The overall MIAE for the nine mode model validation is 0.3053. There is no denying that
this is significant and stands out in Figure 5.27. Comparing Figure 5.13 and Figure 5.22
it is evident that the nine mode model is capable of capturing the dynamics of the switch
almost perfectly. As already established, the MIAE was reduced five fold. Thus, the author
believes that the proposed algorithm can perform exceptionally well especially when the
input profile is known in advance. The performance on the validation data is somewhat less
impressive because the identification data and validation data are very different. For both
the eight and nine mode models, the largest modelling error wais associated with the pull
out dynamics. This is largely due to the fact that the validation input voltage profile has
caused the pull-out voltage to occur at a different voltage compared to the identification
data. The pull-out voltage is a complex phenomenon associated with these RF-MEMS
devices. Consider Figure 5.30, where a step voltage of 27.8V is applied to the same switch,
causing pull-in. At t = 139/is, the voltage drops to OV. However it takes the switch a
further 28/rs to pull-out. This highlights the complex nature of the pull-out dynamics.
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Figure 5.27: MIAE for identification and validation data, for s = 8 & s = 9
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Figure 5.28: 9 mode validation: Detailed view of experimental data & PWA-OE model displacement for
on-stage dynamics
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Figure 5.29: 9 mode validation: Detailed view of experimental data & PWA-OE model displacement for
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Figure 5.30: Square wave voltage profile illustrating the delay associated with off-stage release. Voltage
falls to OV at t = 139^s, while switch does not open completely until t = 167^ts
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All three voltage profiles in Figure 5.12 (identification data), Figure 5.18 (validation data)
and Figure 5.30 have activated different pull-out dynamics on the same switch. If the
type of input voltage profile to be used is known to have little variation, then the current
model structure is capable of providing accurate results. If the model is required to be
accurate over of a wider range of voltage profiles, then one must consider altering the model
structure, specifically the regressor vector. In this case, the model orders are Ua — 2 and
77.5 = 1, forming a regressor vector contains x(A:) = [y{k — 1) y{k — 2) u{k — 1)]. Since
the pnll-ont appears to be affected by the change in voltage, a possible solution would be
to include more information relating to the input such as increasing 72^ to
= 2 such
that x(A:) = [y{k — 1) y[k — 2) u{k — 1) u{k — 2)] or alternatively considering x(A:) =
[y{k - 1) y{k - 2) u{k - 1) Au{k - 1)], where Au{k - 1) = u{k - 1) - u{k - 2). While such
a structure may improve model accuracy around the pull-out region, the downside is a
significant increase in model complexity. Time did not permit this problem to be explored
further.
5.4.4

Parameter analysis of 9 mode model

In this section, the 9 mode PWA model of the RF-AIEMS switch, with parameter vectors
given in Table 5.7, is analysed. The purpose of this analysis is twofold. Firstly by com
paring the individual models, it is possible to determine how similar, or not, the dynamics
of neighbouring modes are. The second purpose of the analysis, is to aid the design of the
input voltage profile. Specifically, if model dynamics appear to vary significantly between
two modes, then the excitation voltage should be redesigned to ensure that the there is
sufficient excitation in the area.
The variation between modes is measured by examining the damping factor
the
undamped natural frequency u;„, the gain and the affine coefficient /. Converting the
discrete time parameter vector (excluding the affine coefficient) to a continuous time model,
enables values for

and a;„ to be extracted. Table 5.8 shows the values of these parameters.

Recall that xs is the unstable mode, and therefore, does not possess values for C and u;„.
The modes xi to yg are presented according to the order in which they were excited, as
shown in Figure 5.22. The data in Table 5.8 is shown in Figure 5.31.
Examining the parameter variations, it is interesting to see that as the switch begins
to close, the parameters vary consistently - C and |gain| increase while cUn and / decrease.
This would suggest that the model parameters identified by the PWA algorithm have
a physical meaning and could be related back to physical changes in the switch. The
parameter variation also suggests that the step voltages are certainly not too small, as
each voltage step excites a different dynamic. While C and cOn vary significantly in X3
and xi, the low and similar values for gain and /, indicate negligible switch movement
and suggest that these regions could be combined into one region, simplifying the model
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Table 5.8: Parameters C)

gain and / for 9 mode PWA model

Mode in sequence

C

ujn X 10^ [rad/s]

Gain

/

X9

0.2197

7.9606

-0.0007

1.0528

Xi

0.2587

7.3046

-0.0032

0.8481

X'5

0.3901

6.2347

-0.0167

0.5946

X4

0.7193

3.6963

0.0293

-0.0824

X3

0.5245

23.06

-0.003

0.0671

Xi

1.8894

4.6079

0.0055

-0.0061

X6

1.4113

11.412

0.0256

-0.0545

X8

N/A

N/A

0.086

-0.0068

X2

0.2546

7.7783

0.0752

0.9921

As
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X8

X2

Mode (in sequence of excitation)
Figure 5.31: A plot of C, can, gain, |gain| and / vs the mode (in sequence of excitation)
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structure. It also indicates that the voltage profile could be re-designed, become efficient,
and prevent the gathering of un-useful system identification data. This analysis reveals
that the / parameter is only significant when the switch is moving. It is interesting to
note that C and
in X2» are very similar to the values in yy, indicating the similarity of
the beam oscillatory dynamics during the beginning of the on-stage, and when the beam
releases. Obviously the gain in X2 is much larger than the gain in yy, due to the sudden
release of the switch.

5.5

Summary

This chapter has shown, using experimental capacitive RF-MEMS switch data, that the
original PWA-LS algorithm of Ferrari-Trecate et al. [FTMLM03] produces inconsistent
model coefficients when the magnitude of noise added to the input and output data is
varied. The results in section 5.3 have shown that the developed PWA-OE algorithm ideritihes more accurate and consistent parameter estimates that yield a lower lAE compared
to using the original PWA-LS algorithm. The average lAE for the PWA-LS algorithm
in Figure 5.5 is 11.96, while the average lAE for the PWA-OE algorithm in Figure 5.6 is
5.81. This equates to an average 51.48% reduction in lAE, when the PWA-OE algorithm
is used. Since nonlinear optimisation is used, the computation time associated with the
PWA-OE algorithm is increased. However for the two scenarios considered in section 5.3,
the worst-case cost of the PWA-OE algorithm was a 20% increase in computation time
which compares favourably with a best-case reduction of 62% in the modelling error.
From a user perspective, the developments outlined in this chapter make the overall
tool for identifying piecewise affine systems more appealing. Previously, choosing the noise
variance to add to the data was tedious, whereby an experimental trial-and-error process
was required to find a value that gave persistently exciting data but did not bias the LS
algorithm. Tied to this was the need to vary c relative to the noise magnitude. Too many
variables resulted in a very long uncertain initialisation process for real systems. This was
a serious, practical disadvantage of the tool. The choices for the PWA-OE algorithm are
quite straightforward, c is decoupled from the noise and can be based on the number of
datapoints in the shortest mode and
and cr'y can be assigned low values. The extra
computation time associated with the PWA-OE algorithm is minuscule compared to the
time spent seeking a value for the noise variance.
Another contribution of this chapter, is the development of a combined on-stage/off
stage model of the capacitive RF-MEMS switch in section 5.4. The dynamics associated
with on-stage and off-stage dynamics are quite diverse. Both dynamics exhibit nonlinear
behaviour in terms of nonlinear gains, pull-in and pull-out dynamics. All these phe
nomenon, gathered in one single process, amount to a very difficult system identification
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problem. Both eight and nine mode models were considered. The models performed well
on the identification data, capturing the dynamics of both on-stage and off-stage dynam
ics. The performance of the nine mode model on the identification data in Figure 5.22
was exceptional, yielding a MIAE value of just 0.0036.
The model validation was carried out on data with many more voltage step changes
compared to the identification data. The model validation analysis showed that despite
having a lower MIAE on the identification data, the nine mode model is not robust enough
to cater for different datasets. Thus, the 8 mode model gives the best description for the
combined on-stage and off-stage model. The validation results are very good in the on
stage for both the 8 and 9 mode models, and the 8 mode model validation performs
reasonably well in the off-stage. It is worth noting that when the model regressor vector
entered a hole, the philosophy of selecting the closest mode, and using its dynamics for
calculation worked very well. It was desired to perform a further validation on a dataset
more similar to the identification data but this was not possible due to limited access to
the measurement facilities at Tyndall National Institute. It would be expected that good
repeated i)erforniance would be achieved on data similar to the identification data.

124

Chapter 6

Analysis Si. recommendations
6.1

Introduction

The i)rcvioiis two chapters serve to address two of the research objectives as stated in sec
tion 2.7.4. They clearly demonstrate that the proposed PWA-OE algorithm outperforms
the original PWA-LS algorithm in practice. In parallel, the proi)osed algorithm has been
used to identify a complete model for a capacitive MEMS switch. The aim of this chapter
is to complete the second objective and establish that the proposed algorithm is easier to
initialise than the original PWA-LS algorithm.
The analysis in this chapter focuses on the proposed PWA OE algorithm though some
results may equally pertain to the PWA-LS algorithm. Both algorithms share the common
set of initialisation or tuning parameters: input signal u, model orders Uq and
noise
variance
and
size of local datasets c, number of modes .s, and pattern recognition
algorithm. Recall that the magnitude of the added noise variance
and ay was discussed
in detail in chapter 5. Hence this chapter will consider the remaining parameters. The
performance of the proposed algorithm, with respect to these initialisation parameters,
is assessed via the modelling error and computational cost. Computational cost is repre
sented by the CPU time associated with identifying a model. An analysis of these results
provides some insight into the functionality of the proposed algorithm in particular and
the PWA clustering method in general. Furthermore the Levenberg Marquardt Fletcher
(LIME) optimisation routine [Fle71], which identifies the final model parameter vectors,
requires choices to be made for its exiting criteria. Their role in a successful system iden
tification process is discussed. The chapter concludes by recommending an initialisation
procedure for the proposed algorithm.
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Figure 6,1: Example - Polyhedral Partition & Model Parameters

6.2

Input signal issues

Zhu [ZhuOl] gives practical advice in relation to choosing an input for linear system iden
tification. For linear systems the theory is fairly well developed, insofar as random type
signals like Pseudo Random Binary Sequences (PRBS) are favoured to excite all known
frequencies. For nonlinear systems Nowak [Now02] states that a signal with sufficient
amplitude variation is also required to stimulate the nonlinear dynamics. However, with
the exception of Suzuki & Yaniakita [SYll], the design of input signals for PWA systems
hfis received very little attention in the literature [GPV12]. The examples provided by
Ferrari-Trecate [FT05] tend to use random excitation input signals. However, these sig
nals must be used with some caution. Ferrari-Trecate et al. [FTMLM03] suggests that
the algorithm may not perform well if the input signals cause the system to undergo many
consecutive switchings between different dynamics. This issue is now examined by means
of the following example.
6.2.1

Example: Potential of a random input signal

The following 3 mode {x}f=i piecewise affine system description is taken from an example
in Ferrari-Trecate [FT05]. The model orders are Uq = 1 and

= 1 with true parameter

vectors 6n\ — 0.6 0.3 0 .0 o2
-0.6 -0.3 0 and 0o3 = 0.6 0.3 0 The math
ematical description for the true polyhedral partitions are not given for brevity but are
shown graphically in Figure 6.1. A random input signal, uniformly distributed over [—2, 2]
with 60 datapoints {N = 60) was applied to the system and the system identification data
is also plotted in the regressor space, shown in Figure 6.1 with black circles. Firstly, a
model was identified using the original algorithm of Ferrari-Trecate et al. [FTMLM03]
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Table 6.1: The real parameter vector 0„, the LS identified parameter vector Ols and the parameter vector
identified by the PWA-OE algorithm Ooe-, along with the total parameter error for both algorithms.

3
X!

{^o(z)}?=l

{^L5(i)}z=l

{^OE{i)]\=\

Xl

[0.6,0.3,0]

[0.44,-0.09,-0.56]

[0.20,-0.19,-0.64]

X2

[-0.6,-0.3,0]

[-0.67,-0.27,-0.03]

[-0.18,-0.41,-0.02]

X3

[0.6,0.3,0]

[0.78,0.31,0.07]

[-0.21,-0.33,-0.12]

1.51
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Figure 6.2: The parameter error for the LS and PWA-OE models for xii X'2 and X3) resulting from a
random input signal

and then the proposed algorithm presented in chapter 4 of this thesis. The number of
modes was obviously selected as s = 3, the size of the local datasets was c = 6. Since
the number of datapoints is relatively low, the more computationally demanding MRLP
algorithm was used for partitioning the mode datasets. The parameter error is the error
between the true parameter vector do and identified parameter vector Omodei and is the
given by
^par — ^ ^ \do

^model\

(6-^)

where Omodei represents either Ois (model identified by original algorithm of FerrariTrecate et al. [FTMLM03]) or Oqe (model identified by the proposed algorithm presented
in chapter 4). Table 6.1 displays the identification results and the parameter error is
shown graphically in Figure 6.2.
It is apparent that the original algorithm with LS
parameter estimator identifies more accurate parameters than the PWA-OE algorithm
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Figure 6.3: The mode data for Fi (square), J^2 (diamond) and

(plus)

when a raiidoin input is applied. The total parameter error for the LS algorithm is 1.51,
while the total parameter error for the PWA-OE algorithm is more than double the LS
error at 3.05. Why is this the case? To answer this question, recall that the final models
are estimated from the data in the mode datasets
Mode datasets are formed
after the clustering of the ^-vectors. Consider the mode datasets for this example shown
in Figure G.3. The grouping of the mode data seems sensible from a first glance. However,
mapping the mode data back to the original input, as shown in Figure 6.4, reveals the
problem. None of the mode dataset inputs contain a continuous portion of the original
input. To obtain accurate results for 9i (the parameter vector for Jq), the data in Jq should
be continuous. If a random input signal is used then different modes may be excited in
quick succession, and the clustering may assign short data segments (possibly containing
only a single data-point) to different mode data sets. As a consequence, the majority of the
data in each mode dataset may be discontinuous. Recalling from chapter 4, section 4.2,
the LS algorithm copes better with this problem because it minimises the equation error
(4.12) using measurement data. Introducing past measurements, y{k — 1),... ^y{k — ria),
resets or realigns the modelling error that arises as a result of the discontinuity. The
proposed PWA-OF algorithm uses the output-error (4.21), in which the modelling error
runs independent of the measured data. Modelling errors, resulting from discontinuous
data therefore propagate and are never realigned.
While neither algorithm performs particularly well when confronted with the consecu
tive switching data, it is clear that the LS algorithm identifies parameter vectors closer to
the true values, especially for parameter vectors in X2 and X3. The results from this exam
ple seem to concur with statement made by Ferrari-Trecate regarding poor performance
if the data contains consecutive switching between dynamics. Clearly, the introduction
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Samples
Figure 6.4: Uniformly distributed random input signal (blue), portion assigned to T\ (square), portion
assigned to J-2 (diamond) and portion assigned to J-s (plus)

of the output error algorithui and the corresponding independent model has exacerbated
this issue. Hence random input signals, that span the dynamic range of the device, while
desirable are not feasible.
The literature reports two common types of input signals for piecewise affine system
identification. In .luloski et al. [JHFT04], Ferrari-Trecate’s method was applied to identify
a model for a jtick and place machine. The input voltage profile applied to the system was
a step input with a random amplitude with uniform distribution. However the amplitude
was held constant over a particular period of time, thus consecutive switching was not an
issue. These authors tailored the maximum and minimum values of the voltage amplitude
to ensure that a particular dynamic was excited. Similar types of inputs are reported
in Zimmerscliied & Iserrnann [ZI09], Maruta & Sugie [MS 11] and also Boukharouba et
al. [BBL09]. Texts relating to nonlinear system identification [HK99], refer to similar
waveforms called Pseudo Random Multi-Level Signals (PRMS). The other common type
of input used is the multi-sine shaped signal and is used in Ren et al. [RKSL12] and a
similar input is applied in Verspecht et al. [VCTKllj. Sine waves were also used in Canty
& O’Mahony [CO09] and Baptista et al. [BIBllj.

6.3

Parameter analysis

Chapter 5 has already established that the proposed PWA-OE algorithm solves the prob
lem with choosing
and (7y - the additive noise variances. Given that the proposed
algorithm is largely insensitive to the additive noise variances, the parameter c is not in
fluenced by the noise on the data and is free to be chosen as a small value to ensure a
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Figure 6.5: Data used for aualysing the number of modes and model order selection

greater possibility of obtaining pure LDs and hence pure mode datasets
The remain
der of this chai)ter considers the other parameters that affect this system identification
procedure and these will now be analysed.
6.3.1

Mode

model order selection

In system identification, increasing the model order parameters tia and
may be required
to model higher order dynamics. In piecewise affine system identification, increasing an
other parameter, s, also has the potential to achieve models with better accuracy by
increasing the number of modes in the piecewise affine model. The initial objective of this
analysis was to establish whether the model orders, the number of modes, or both, are
the most critical parameters associated with identifying a piecewise affine model. In this
section the analysis was based on the datciset presented in Figure 6.5.
The data consists of the on-stage section of the on/off model validation data shown in
chapter 5. It contains 740 datapoints, consisting of 10 small voltage steps, increasing in
increments of approximately 3 volts to 27 volts. The corresponding displacement waveform
depicts the switch slowly moving closer to pull-in with each increase in step voltage until
pull-in eventually occurs at 27 volts. The rationale for choosing this data is that it allows
for a potentially (relatively) large number of modes to be identified (up to a maximum of
ten) and therefore the impact of s vs {na,ni,} on the performance of the piecewise affine
algorithm can be established for this system. A piecewise affine model is identified for the
MEMS data with varying number of modes and model orders. The model order Ua was
varied with
= {1,2,3, 4}. Similarly
was varied with
= {1,2,3} with Ua > rih for
all models, giving a total of 9 model order combinations. Also 8 different choices for the
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Table 6.2: lAE, mean lAE (lAE) and variance

ria

Ub

1
2
2
3
3
3
4
4
4

1
1
2
1
2
3
1
2
3

for 72 combinations of Ua, Uh and s

3

4

5

6

7

8

9

10

20.19
17.3

11.75
8.39
8.72

11.11

7.87
4.27

7.86
4.26

7.83
3.84

7.80

4.68

4.17

4.48
11.30
10.12

4.15
4.29
7.24

7.55
3.55
3.87

5.42

5.39

7.63
5.32
12.77

7.46
5.57
12.72

5.36
12.66

12.55

6.55
7.6

6.48
7.6

6.35
8.1

6.28
8.0

75.75
16.67

7.97

25.77
17.92

10.48
12.40

108.09
11.45
24.1

89.56
9.70

lAE

35.25

■2
^lAE

1115.1

19.46
697.4

16.15

7.67
8.02

4.01
11.08
5.18
9.34

9.83
6.83
10.73

5.49
13.53

8.90

7.27

5.3

11.5

4.29
7.07

3.61
3.91

lAE

„2
^lAE

10.24

18.9
22.2

4.05
7.12

3.97

6.61
14.16
6.22

7.25

10.91

39.6

5.30
7.37

5.16
7.34
5.30

8.36

22.6
1786.7
5.7

623
19.6

30.83
6.88
14.4

17.6

number of modes were tested with s — (3, 4,..., 9,10}. Thus a total of 72 (9 x 8) different
models were identified. Noise was added to the data with
— 10“^ and
= 3 x 10“^.
The size of the LDs Wcis chosen cis c — 20 and the SVC pattern recognition algorithm
was used for partitioning the datapoints in the regressor space. The criteria for measuring
performance are model accuracy in terms of Integral of Absolute Error (lAE) and the CPU
time {tcpu) taken to identify each model. The lAE, mean lAE [IAE) and variance
are shown in Table 6.2. As regards determining the optimal number of modes and model
order combination, a mode that yields a low lAE and low variance (<7y^£;) is important
as it conveys a certain amount of confidence about the users choice. Figure 6.6 serves to
highlight the importance of s by plotting both I AE and
as a function of s.
Clearly if ,s is inappropriately chosen, in the case s — {3,4}, both lAE and <7y^£; will
be very high regardless of the model order chosen. This is significant as it indicates that
s is a key initial parameter which must be determined for the piecewise affine algorithm
to perform well. Considering other choices for s, with s = 5, (7y^£. is quite low but the
lAE is still relatively high at 8.90, while for s = 6, the lAE is acceptable at 7.27 but
(J^ae
to 6.28 and

11.5. With s = (7,..., 10} lAE values are low and decrease from 7.27
u-y^^ values are 7.6 for s = {7,8} and slightly higher for s
{9,10} at
—

8.1 and 8.0 respectively. Given that the lAE values for s = {7,8} are comparable with
the more complex s — {9,10} counterparts, and have slightly lower values for ct^jae^
is fair to choose sass = 7ors = 8. Given that it has been established (at least in a
global context) it is appropriate to examine the model order and its relationship with s.
Figure 6.7 illustrates this in detail by showing all 72 lAE values. The striking feature
is the large lAE values for s = {3,4} with a maximum lAE of 108.09 for Rq = 4 and
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Figure 6.6: Mean & variance of lAE for s = {3, 4,. .., 9, 10}

(4,3)

Figure 6.7: lAE for various combinations of Ua, rib and s
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Figure 6.8: lAE for s = .3 ... 10 and the nine combinations of model order {na,nb)

rif) — 1. This implies that not enongh modes have been allocated to the model structure
and reinforces the argnment that s should be chosen first. Figure 6.8 shows the lAE values
for all model orders plotted against the number of modes s.
For clarity purposes, the lAE range has been reduced to show lAE values between 0
and 30. Thus peak values for model orders (uaiRfe) (2,2) and (4,1) are not shown. It is
clear that as .s increases, the lAE decreases with maximum reduction between s = 3 and
s = 6. From .s = 6 to s = 10, the rate of lAE reduction is minimal with lAE values more
dependent on the model orders {na^rih). One can see that the smallest lAE value is 3.55
and occurs when 7ia = 2, nf, — 1 and s — 10. The largest lAE values for s = {6,..., 10}
are generated by the most complex model order (4,3) and range from 12.55 to 13.53.
Recall that the choice of s has already been reduced to one of two candidates: s = 7
or s = 8. From Figure 6.8, it is clear that three sets of model orders {na.rih), (2,1),
(2,2) and (3,1), yield comparable lAE values for s = {7,8}. Realistically any of the six
mode number/model order combinations filtered through this analysis are acceptable. The
obvious choice is to choose model order that yields the lowest lAE value which is (2,1).
Also taking model structure simplicity into consideration, (2,1) seems like a very good
choice as the complete model partition is visible on a 3D graph. This is not possible for
higher order models without a taking a section view across a dimension.
6.3.2

Evaluating the CPU time

Given that the CPU time (tcp?i) required to identify a piecewise affine model using tech
niques described in this thesis is much greater than the CPU time required by standard
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Table 6.3: GPU time Gpu, mean CPU time
of

ria

rib

1
2
2
3
3
3
4
4
4

1
1
2
1
2
3
1
2
3
f cpu

ctI

tcpu

and variance

a?^cpi (minutes) for various combinations

and s

Ua, Ub

^cpxi

tcpu [min] for s

f cpu

3

4

5

6

7

8

9

10

19.16

14.05
13.74

11.67
11.59

6.32

6.36
6.35

6.43
6.33

6.54

6.36

6.55
6.41

9.63
9.47

8.21

11.87

10.30

10.91

7.27
7.66
7.72

6.45
10.50
6.78

9.68
6.32

9.26

13.76

9.93
6.47

1306.9
632

9.06

1432.1

10.22

9.92
6.74

7.50

6.56

925
1241.2
2352.2

18.53
18.53
19.39
19.71
19.94
23.93
19.82
11.44

8.58
9.65
13.97
8.34
9.57

18.94

11.10

631.19

433.03

7.85
8.48

11.09
11.55

9.07
242.30

8.43
326.25

6.46
9.52
6.40
7.32

6.45
9.54

6.98

7.10

10.43
8.95

6.49

6.53
9.57
7.77

11.01

7.45

10.26
7.37

6.75
9.97
8.25

8.99

7.88
211.75

7.73
174.80

7.50
109.74

6.70
6.57
10.82

9.79

^cpu

1417

837
173

7.81
127.24

linear techniques, it is worthwhile to analyse this cost. The primary purpose of the anal
ysis is to (ietermine whicT parameters significantly affect the CPU time and how the time
may be reduced. Ultimately the aim is to better understand the elements of the algorithm
that contribute to the cost. Specifically, the impact of the number of modes .s, and model
orders Ua and 71^, on tcpu is evaluated in this study.
The selection of s,
and rih is as per section 6.3.1 and the corresponding CPU
time tcpm mean CPU time tcpu, and variance
for the above analysis, are given in
Table 6.3^. Figure 6.9 showing tcpu and
reveals that tcpu decreases as the number of
modes s increases from .s = 3 (18.94 minutes) to s = 9 (7.5 minutes). When s — 10, tcpu
is increased by 0.31 minutes compared to s = 9. From s = 7 to s = 10, Upu displays little
variation, with values between 7.5 and 7.88 minutes. Although lAE is relatively constant
for 7 < s < 9, <7tcpu decreases to a minimum value of 109.74 minutes suggesting that s = 9
is the optimal value. While Cpu gives an insight into the general trend it is also useful
to analyse the individual tcpu for each mode, to gain a fuller understanding. Figure 6.10
displays all 72 CPU times. A notable feature is the irregular times, particularly at low
values of s. A plot of tcpu vs s for all model orders is shown in Figure 6.11. A striking
characteristic of Figure 6.11, is the spike in tcpu for some model orders as s increases. For
example, consider the model order (n^ — 3,nb — 2), tcpu jumps from 19.71 minutes at
s = 3 to 8.58 minutes when s = 4. It drops marginally to 7.66 minutes for s = 5 and
increases to 10.5 minutes for s — 6. This somewhat erratic behaviour continues for the
remaining modes as evident in Table 6.3.
^This analysis was carried out on a Dell Inspiron 8500 laptop, Pentium 4 2.2GHz, 1GB RAM
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Figure 6.9: Mean (top) & variance (bottom) of CPU times for s = {3,4,... ,9,10}

{na,nh)

Figure 6.10: CPU time (Upu) for various combinations of Ua, Uh and s
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Figure 6.11: CPU time (Cpu) for s = 3... 10 and the nine combinations of (na,nb)

To explain this variance, recall from section 4.4 that the clustering based piecewise
affine algorithm consists of seven (possibly nine) different steps. For the purposes of this
CPU time analysis, stejts 1 and 2 are added together and steps 4 and 5 are also combined
together. Thus the seven stages are (i) Local Dataset (LD) and Feature Vector (FV)
formation (ii) Clustering (iii) Partitioning of regressor space and mode dataset formation
(iv) identification of hnal model using Least Squares (LS) (v) Re-attribution of datapoints
suspected to be mixed (vi) Partitioning of regressor space and mode dataset formation
(ONLY IF datapoints were re-attributed) (vii) Final model identification using PWAOE algorithm. To understand the variation t^pu can be decomposed to determine the
computation time associated with each stage. As an example, the breakdown for {ua —
3, ni) = 2) is shown in Figure 6.12. It quickly becomes clear that tcpu for different values of
s is dependent on whether the regressor space must be partitioned for a second time using
the SVC algorithm or not. The SVC algorithm must run a second time if datapoints are
moved from one cluster to another, following stage 7. If no datapoint is re-attributed then
only one call of the SVC algorithm is required. In this example a second call of the SVC
algorithm is required when s = {3,6,7,8,10}. Examining Figure 6.11 and considering
the reasonable choices for s i.e. when s > 6, it is interesting to note that when
= 2,
the SVC algorithm is often required to run a second time, greatly increEising tcpu- This
suggests that the u{k — 2) model coefficient has a significant impact on the CPU time
when 6' > 6.
As .s increases, the time taken to perform the clustering procedure increases in a linear
fashion with 1.7 minutes required when s = 3 and 3.8 minutes required when s — 10. This
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Figure 6.12: CPU time {tcpu) for Ua = 3 atul 7ih = 2 for s = {3,..., 10}. Local Dataset (LD) and Feature
Vector (FV) formation, clustering, partitioning of regressor space using SVC algorithm. Least Squares (LS)
algorithm, re-attribution of data points suspected to be mixed, partitioning of regressor space using SVC
algorithm (IF points have been re-attributed to different mode) and PWA-OE algorithm

iiicretise is expected since the clustering problem becomes more complex as s increases.
It is clear that the CPU time recpiired for separating the mode datasets using the SVC
algorithm, reduces rapidly tis s increases, 8 minutes being required when s = 3 and just
3.6 minutes when s = 6. For underestimated values of s, i.e. s < 6, the mode datasets
contain data from differing dynamic modes who’s datapoints are not located in a tight
cluster in the regressor space. This makes the data separation problem more difficult,
hence increasing the associated CPU times. As s increases with s = (7,..., 10}, the CPU
times required for mode dataset separation are reduced significantly from 3.4 minutes for
s = 7 to 2.4 minutes for s = 10. This indicates that the mode datasets are easier to
separate.
The impact on tcpu of the Least Squares identification algorithm and the re-attribution
checking process is minuscule compared to clustering and partitioning. In fact the Least
Squares and re-attribution computation times are not visible in Figure 6.13. For complete
ness the CPU time for LS is 0.5s when s = 3 and falls to 50ms when s = 10. Thus even
though the number of times LS algorithm is run increases with s, the computation time is
more dependent on the number of datapoints in each LS calculation. The re-attribution
process takes less than 1 second for the eight different modes. As previously stated the
SVC partitioning algorithm is run a second time when s = {3,4,5}. The PWA-OE final
model identification procedure takes 1.75s when s = 3, increases slightly to 1.78s for s = 4
and then decreases as s increases. When s = 10 the CPU time attributed to the PWA-OE
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Figure 6.13: CPU time (Cpw) with Ua = 2, n?, = 1 and s = {3... 10}. Local Datciset (LD) and Feature
Vector (FV) formation, clustering, partitioning of regressor space using SVC algorithm. Least Squares (LS)
algorithm, re-attribution of data points suspected to be mixed, partitioning of regressor space using SVC
algorithm (IF points have been re-attributed to different mode) and PWA-OE algorithm

cilgorithiii is 1.26.S. Similar to the LS algorithm, the PWA-OE algorithm CPU time is
dependent on the number of })oints in each mode.
In section 6.3.1 Ua = 2 and Jih = 2 had been considered as a viable option given its
low lAE values. Thus n„ = 2 and ni, — 1 and ,s = 8 seems to be best choice in terms of
model simplicity, lAE and now also the CPU time. The CPU time is 6.33 minutes which
is over 3 minutes faster compared to Uq — 2 and rif, = 2. A breakdown of the CPU time
for the model order of choice, (2,1), is shown in Figure 6.13. Increasing s appears to have
little impact on CPU time for LD and FV formation with a mean value of approximately
10 seconds and variance of just 0.4 seconds.

6.4

Analysis of LMF parameters

The final part of this chapter focuses on the Levenberg-Marquardt-Fletcher (LMF) al
gorithm [Fle71]. As described in chapter 4, the LMF algorithm is a key component of
the PWA-OE routine as it optimises the final parameter vector 6 by minimising a cost,
V{d), which is the sum of the squares of the error between the experimental data and
the model output. Up to this point in the thesis, little or no analysis has been done on
this LMF algorithm. The LMF algorithm as implemented by Baida [Bal07] allows pa
rameters (stopping tolerances) to be altered by the user. These are XTol and FunTol and
determine the exit conditions for the algorithm. XTol is associated with the change in
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Figure 6.14: MEMS data for LMF algoritiun analysis. Displacement (top) and input voltage (bottom)

parameter vector at ctirreiit
iteration i.e.
with the previous iteration
Thus
if
-^A,-l| < XTol, then the optimisation is completed. Similarly FunTol is related to
the change in the cost function V{0) from the current iteration to the previous. Thus if
|V(6IO-V'(0t-i)| < FunTol - the optimisation has been completed successfully. Only one
of the these termination criteria need to be satished in order for the LMF algorithm to
terminate successfully.
A section [148/i.s < t < 210/i,s] of the MEMS data from Figure 5.3 was chosen for
this analysis, and is shown in Figure 6.14. In order to perform a thorough analysis on
the signihcanc:e of varying the LMF parameters, a significantly large amplitude additional
noise signal was added to the input voltage with
— ix 10“^ and also to the displacement
with ffy — 5 X 10~‘^. This ensured that the dataset being used was not ideal and would
rigorously test the capabilities of the LMF algorithm. In this analysis, the impact that
changing XTol and FunTol has on the cost function V{&) (sum of the squared error) and
the number of iterations required to identify the parameter vector 6 is examined. An
example will also be given to examine the performance of the LMF algorithm, showing a
trace of 0 along with the LMF tuning parameter A.
6.4.1

XTol & FunTol global analysis

The default values for XTol and FunTol described in Baida [BalOT] are both 1 x 10“^.
Reducing these values make the algorithm more sensitive and demands a higher accuracy.
The analysis here involves identifying a number of models for the data in Figure 6.14 with a
selection of values for XTol and FunTol. Specifically XTol begins at 1 x 10“^^ and increases
logarithmically to 10""^ - a total of 73 XTol values. The same identical 73 values were used

139

6.4 Analysis of LMF parameters

0.045

FuiiTol

10

10'"^

-

xTol

Figure 6.15: 'Die final cost V'(0) for the 5329 combinations of XTol and FunTol

for the FunTol parameter. This gives a total of 5329 (73 x 73) models identified with
different LMF algorithm stopping tolerances. The model orders were chosen as n„ = 2,
riij = 1. Thus four model coefficients, including the affine coefficient, are required to
be identihed. At the beginning of each identihcation process, the parameter vector was
nT

The final cost, V{d), and number of iterations of the
initialised to 9 = 0 0 0 0
LMF algorithm required for convergence, for each of the 5329 different combinations of
XTol and FunTol were recorded. The results are plotted in Figure 6.15 and Figure 6.16.
The results show that the FunTol parameter has the greatest influence on V{6) and
the number of LMF iterations. The mean cost function V{9) and the mean number of
LMF iterations Iter are plotted against the FunTol parameter in Figure 6.17. There is
clearly two different levels for V{9). Once FunTol increases beyond 10“®, the required
level of accuracy drops and causes V(9) to increase from 0.042 to 0.067. There is a high
correlation between V{9) and Iter. As FunTol increases, the required number of LMF
iterations to achieve convergence slowly decreases since the required level of accuracy is
falling. When the required level of accuracy is at its highest at FunTol = 10“^^, then
it follows that Iter is also at its highest with Iter — 46.8. This value falls as FunTol
increases and Iter = 40.42 when FunTol = 9 x 10“^. It drops rapidly to 19 iterations
when FunTol = 10“^ and remains constant as FunTol incregises to 10“"^.
6.4.2

Example

In chapter 4, it was stated that the parameter A enables the LMF algorithm to switch
between a steepest descent and Gauss-Newton method. As A -4 0, the LMF algorithm
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Figure 6.16: The number of LMF algorithm iterations required for convergence for the 5329 combinations
of XTol and FunTol

0.07
0.06 0.05
0.04
10-12

Figure 6.17: Mean cost vs FunTol (Top). Mean number of LMF iterations vs FunTol (Bottom)
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Table 6.4; Initial and final values for the four coefficients {ai,a2,bi, f) of the parameter vector 6, for two
sets of values for XTol and FunTol.

(XTol,FunTol)

(lo-^lo-^)

(10-^°, 10-10)

0

Initial value

Final value

Final value

ai
0,2
f

0
0
0
0

0.7541
-0.193
-0.0073
-0.0557

1.3702
-0.6212
-0.0247
0.3955

V{d)

13.8842

0.0665

0.0416

19

44

LMF iter.

behaves like the Gauss Newton method and as A ^ oo, the steepest descent method is
invoked. In this section the impact that XTol and FunTol have on the trajectory of the
parameter vector 0 as it navigates towards the minimum of the cost function V{d), will
be examined. Also the value of A will be studied and interpreted as it reacts to changes
in V{9). Now two sets of values for XTol and FunTol will be used to identify a model for
the data in Figure 6.14.
• XTol =

and FunTol = 10“^

• XTol = 10"^^ and FunTol = 10“^°
Again the LMF algorithm was initialised with parameter vector 0= r 0 0 0 0 1 ^ . The
initial and final values of 0, along with the number of LMF iterations and the initial and
final values of V{6) are given in Table 6.4. The trajectory of the first two entries of 0,
fti and (12:
shown in Figure 6.18. It is evident from Table 6.4 and Figure 6.18 that
the stopping tolerances have affecTed the final parameter vector coefficients. When XTol
and FunTol are 10“^, the cost function is 0.0665 and the LMF algorithm exited after 19
iterations. However with the tolerances set lower at 10“^® the final cost function value is
0.0416 and the LMF algorithm terminates after 44 iterations. The physical consequences
are given by the model response shown in Figure 6.19. The LMF algorithm, with stopping
tolerances set too low, has failed to capture the second order dynamics of the MEMS
system. When the tolerances were lowered sufficiently, the second order dynamics of the
MEMS system was captured effectively despite a large amount of additional noise on the
data. Figure 6.20 shows the crucial role of the A variable. The LMF algorithm is initialised
with A = 0. The initial cost function V(0) at A: = 0 was calculated at 13.88. Referring
back to the detailed discussion on the LMF algorithm in chapter 4 and the finer details in
Fletcher [Fle71], after solving for the parameter update p, a new value for A is determined
based on the ratio R of the actual reduction in cost function divided by the predicted
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1.5

02

ai

Figure 6.18: Trajectory of ai and a2 for XTol =
&: FunTol = 10“(black) and XTol = 10“^
& FunTol = 10“^ (red). The blue square and stars indicate the starting points and finishing points
respectively.

Figure 6.19: Experimental data (blue) and model responses for XTol = 10
and XTol = 10“^ & FunTol = 10“^ (red).
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Figure 6.20: (Top) Decrccising V{9) for XTol = 10
& FunTol = 10
(Bottom) A values for LMF algorithm for both sets of tolerances
10'

40

and XTol = 10 ^ & FunTol =

reduction in cost fiinction. If < 0.25, then A should be increased. If 0.25 < R < 0.75,
the current values for the parameter vector and A are kept, and the algorithm proceeds to
the next iteration. If /? > 0.75, A should be reduced. For k = 1, R was determined to be
0.65, so A = 0 was carried to the next iteration. At k — 2, R was determined to be less
than 0.25, A was therefore increased using the methods described in chapter 4 and in more
detail in Fletcher [Fle71]. In this case A was increased to 271 as shown in Figure 6.20.
This causes the LMF algorithm to behave more like a steepest descent method. When
2 < A: < 18, A is halved at each iteration since R > 0.75 for all iterations. This implies
that the cost function is decreasing and so the LMF algorithm gravitates again towards
Gauss-Newton type behaviour. Up to this point, both sets of trajectories have followed the
same path towards the minimum of V{0). At k = 19, with FunTol = 10“^, its stopping
tolerance is activated causing the LMF algorithm to exit with V(6) — 0.0665 as indicated
by the red star on Figure 6.20. Recall from Figure 6.19 that this model did not capture
the second order dynamics as desired. The smaller set of stopping tolerance are still not
activated, so the algorithm continues to search for an improved parameter vector to yield
a lower value for V{9). At k — 19, with A = 0.0041, R was calculated to be less than 0.25
again, implying a necessary increase in A. A new value of A = 23 was determined. This is
shown in Figure 6.20 and in greater detail in Figure 6.21. At k — 20, R was determined to
be greater than 0.75 resulting in a halving of A. Since R > 0.75 for 20 < ^' < 38, A is halved
for each of these iterations. At k = 39, A falls below a critical value of Ac = 2.58 x 10“^
and is made equal to zero. At k = 44, R becomes less than 0.25 and a new value of
A = 7.59 X 10“^ was determined. At this point the FunTol tolerance is activated and the
algorithm converges with V{6) = 0.0416 and is indicated with a black star in Figure 6.21.
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Figure 6.21: (Top) Detailed view of minimum values of V{0) for XTol =
& FunTol =
and
XTol = 10“^ & FunTol = 10“^. (Bottom) Detailed view A for LMF algorithm around minimum value of
V(0) for both sets of tolerances

6.5

Concluding remarks & summary

In this chapter the sensitivity of the proposed piecewise affine algorithm has been analysed
with respect to the initialisation parameters. This analysis began in chapter 4 where it
was established that the proposed algorithm is practically insensitive to choices for the
additive noise variance. Since the additive noise variances is less of an issue, the choice
of c is simplified as it becomes decoupled from the additive noise. Hence c can be simply
chosen based on the minimum number of datapoints associated with a mode.
The analysis in this chapter has revealed that, for this particular MEMS application
at least, the next critical parameter is s and choices for s effect both the overall estimation
error and run time. Figure 6.8 and Figure 6.9 illustrate how important this parameter
is. In particular, if s is underestimated the corresponding identification error is high
irrespective of the model order chosen. Somewhat counter-intuitively, an underestimated
s also results in a high CPU run time, as shown in Figure 6.9. This cost has been shown
to be attributed to the fact that the SVC data separation algorithm is required to be run a
second time to deal with re-attributed data points. A recommendation is that the number
of modes should be increased (even overestimated) until the lAE and CPU time decrease.
Once these conditions have been satisfied, the model orders should be increased until the
lAE value stops decreasing.
In this study it was also noted that increasing the nh model coefficient has a significant
impact on the CPU time for large values of s. Therefore if a low CPU time is a priority
it may be necessary to keep
low for large values of s, or more generally that the model
should not be over parameterised. There is some support for this recommendation from the
145

6.5 Concluding remarks & summary

existing literature. Juloski et al. [JHFT‘^05] state that the clustering based identification
procedure of Ferrari-Trecate et al. [FTMLM03] will give poor results if the model orders
are overestimated and is only recommended where a model with a given number of modes
is required. The work in this chapter agrees with the first part of this statement, where
over estimated model orders yielded large lAE values as shown in Figure 6.8. However
the work here has shown that by interpreting the lAE and CPU time effectively, the
clustering method can be used to first determine a good choice for the number of modes s
and subsequently obtain an accurate model parameter vector despite the number of modes
not being known or given a priori.
The importance of choosing pertinent termination tolerances for the LMF algorithm
was illustrated in section 6.4. The example in section 6.4.2 may appear trivial, given that
the default values for XTol and FunTol would result in accurate model parameters in this
case. However from this author’s experience, no two identification problems are the same
and these default values are not always guaranteed to find the find the global minimum
value of V(0) for every given problem. Hence the analysis here serves to illustrate this point
and the user should be alerted to their importance. Based on the analysis in this chapter,
it would appear that FunTol is the most critical parameter and adjusting its value can
hugely benefit model accuracy. This is illustrated in Figure 6.15 and Figure 6.17, where
the discontinuous effect on V(6) is evident. Small changes in FunTol can result in big
improvements but there are large surfaces where improvement is minimal. This makes the
optimal choice of FunTol more difficult to determine as changes may be seen to have no
effect. The analysis in this chapter would agree with the recommended default tolerance
values for FunTol and XTol.
Figure 6.12 and Figure 6.13 indicate that clustering and mode data partitioning are
the most computationally expensive elements of the piecewise affine system identification
algorithm. As s increases, the increase in clustering time is offset by the decreeise in time
taken for mode dataset separation. Other stages like LD and feature vector formation,
re-attribution of datapoints to other modes do not form a major part of the cost. Likewise
the proposed OE algorithm for final model identification does not add significantly to the
computational cost.
A summary of the initialisation parameters and recommendations are presented in
Table 6.5. To bond the analysis presented in this chapter, this author would advise the
user to first ensure that correct cToices are made for the number of modes and model
orders. Recommendations made regarding CPU time and lAE earlier in this chapter can
be used here. If poor results are attained, it is advised to check, where intuitively possible,
if the correct data has been assigned to each mode dataset. Obviously if the data in the
mode datasets are not suitable (due perhaps to lack of persistently exciting data, or too
few datapoints etc.) then one should re-think the choices made for input signal, model
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Table 6.5: Parameter recommendation

Algorithm

Proposed PWA-OE

Original PWA-LS

limited amplitude step signals with
small amplitude PRMS

multi amplitude PRBS/PRMS

small (< 10“^)

unclear-algorithm very sensitive to
these choices - trial and error

c

comparable to cardinality of small
est number of datapoints likely to be
in a mode

compromise between magnitude of
noise and iinmber of datapoints

s

overestimate s

no clear recommendations

rih critical, underestimate this

should not be overestimated

Pattern
recognition
algorithm

dependent on available CPU power
and number of datapoints. SVC is
a good compromise

Also dependent on available CPU
power and number of datapoints SVC is a also good here

XTol

not critical - use default (10~^)

not applicable

FunTol

Important.
Use default (10“^)
and decrease if obvious model error
present

not applicable

Input
sign

de
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orders and the number of modes. If it is determined that the mode datasets seem suitable
for identification yet are still yielding disappointing final model parameter vectors, the
user is advised to lower the stopping tolerances for the LMF algorithm.
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Chapter 7

Conclusions and Future Work
Ill this chapter some very general concluding remarks and future work is presented.

7.1

Conclusions

This thesis has focused on developing a new algorithm for system identification of piecewise
affine models. The existing clustering based method of Ferrari-Trecate et al. [FTMLM03]
is limited by the use of the Least Scpiares (LS) algorithm for final model identification.
Furthermore, the large number of initialisation parameters, such as the size of the local
datasets c, the number of modes s, and the magnitude of additional noise variance
compared with standard linear techniques, discourages its use. The primary advantage of
the jiroposed Piecewise Affine Output Error (PWA-OE) algorithm developed in chapter
4, is the identification of parameters that yield better model accuracy compared to the
PWA-LS algorithm. This is illustrated in section 4.6 by Figure 4.13 and Table 4.2 and in
section 5.3 by Figure 5.5, Figure 5.6, Figure 5.8, Figure 5.11 and Table 5.4.
A second advantage is the overall simplification of the identification method. This was
established by analysing the sensitivity of the proposed PWA-OE algorithm to the initial
parameters. It is desired that local datasets (LDs) contain only data from a single mode.
Consequently c is ehosen to facilitate the formation of pure LDs. However in the PWA-LS
algorithm, if there is significant noise on the data, c must be increased to allow the impact
of the noise to be averaged out. This may cause undesirable mixed LDs to be formed.
This thesis has demonstrated in section 5.3 that the PWA-OE algorithm is not sensitive
to noise compared with the LS algorithm. Figures 5.5 5.11 and Table 5.4 illustrates these
results. Henee c can be maintained low to avoid mixed LDs. Thus the significance of
two parameters is diminished resulting in a more straightforward initialisation process.
Furthermore, it has been established that, at startup, s should be overestimated and
the model order underestimated. A second contribution of this research has been the
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development of an initialisation procedure for the proposed PWA algorithm. Table 6.5
gives some initialisation guidelines and illustrates the simplihcations resulting from the
proposed PWA-OE algorithm.
A second focus of this thesis was to develop a complete piecewise afhne model of a
capacitive RF-AIEMS switch. A combined on-stage/off-stage PWA model was identified
by applying the PWA-OE algorithm to real data extracted from an RF-MEMS capacitive
switch, and comprehensively validated on the identification data and a different validation
data set. This represents a novel contribution to the literature on system identification of
RF-MEMS switches.

7.2

Future work

While the results presented in chapter 4 and chapter 5 indicate that the proposed algorithm
is a significant improvement on the existing PWA clustering algorithm, the author would
argue that tliere is still some work to do prior to industrial acceptance. For example, the
literature review in chapter 2 has established that
• the MIMO scenario has largely been ignored
• the methods are still largely computationally prohibitive for large datasets
• the requirements on the design of optimal input signals has not been adequately
addressed
These are some aspects that would need to be addressed prior to more widespread accep
tance of the methodology.
As discussed in Chapter 5, this research has demonstrated that if the input profile
is known then the methods proposed here work well and a very accurate model can be
obtained (Figure 5.22). However, if the input voltage profile is variable, then further work
may be required to improve the accuracy of the model. In the absence of an optimal
input signal a PRBS-type signal would be recommended where the duration of any one
amplitude change is sufficiently long to allow the switch to settle ( 20p.s). This would be
consistent with many other applications [JHFT04, ZI09, MS 11]. Secondly the structure
of the regressor would need to be investigated to better capture the problematic pull-out
dynamics - Figure 5.30. It is possible that the identification of an unstable model could
be avoided by increasing the order of the model. A third order system might be able to
capture the initial first-order lag type dynamic evident in Figure 5.24 (for example) and
the oscillatory dynamics. The PRBS-type input and possibly extended regressor would
negatively effect the computation time and the author is not certain that the problem
would then be solved in a reasonable time-frame. So as mentioned above the issue of
computational cost might then need to be addressed.
150

7.2 Future work

The results and analysis in chapter 6 are limited by the fact they pertain to one specific
system, i.e. a capacitive RF-MEMS switch. Other switches like DC contact RF-MEMS
switches exhibit bouncing behaviour upon contact with the ground electrode. An example
of bouncing dynamics is shown in Figure 4.10 (80 lOO/rs). The tool would need to be
adapted to cater for the identification of these bouncing dynamics. Bemporad [Bem07]
has shown how a bouncing ball can be modelled as a hybrid system, consisting of two
dynamics: freefall and contact. Some unpublished results have shown that by manually
extracting bouncing data and constraining the models to a particular structure, freefall
and contact models can be identified to reasonable accuracy. However the automation of
this process is difficult for two main reasons. Firstly, at present, the clustering step of
the algorithm produces mode data that are not suitable for the identification of bouncing
dynamics. A variation of the clustering algorithm whereby freefall data and contact data
would be grouped into separate mode datasets would be required. A second difficulty is
that a bounce consists of an extremely small number of datapoints (~ 10) which is prob
lematic for any system identihcation procedure.
The cost functions shown in cha])ter 4 indicate the high level of difficulty associated with
determining parameters that yiekl a minimum cost. An alternative approach is to identify
a continuous-time model. Sinha & Rao [SR91] and Unbehauen & Rao [UR98] outline ar
guments in favour of continuous-time models. Continuous-time models allow for a better
understanding of the physical behaviour of the system dynamics since the parameters are
correlated with the physical properties of the model. More importantly, however, this
author would argue that discrete time models are sensitive to the sampling period, where
small variations in parameter coefficients lead to large variation in the model response.
This could explain why the cost functions exhibit these steep narrow valleys as demon
strated in Figure 4.16 Figure 4.21. This is particularly true in the case of the RF-MEMS
switches where the sampling period is generally small to capture dynamics such as the
bouncing for the DC contact RF-MEMS switch. Obviously continuous-time models are
not effected by the sampling period and an initial (unpublished and uncompleted) ex
ploration of the cost functions associated with particular modes suggests that they are
smoother and characterised by U-shaped rather than V-shaped valleys. Thus applying
continuous-time system identification methods to identify systems like RF-MEMS should
be investigated as it may lead to a simpler identification problem and the identified pa
rameters may be related to a physical property of the switch.
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Appendix A

Mathematical descriptions for
polhedral partitions of Chapter 5
A.l

Polyhederal description for on-stage model

The polyliedral i)artitioiis identified by the SVC algorithm for xi to X5 are given in (A.l)
to (A.5) respectively.
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model

The polyhedral partitions identified by the SVC algorithm for xi

X8 displayed graphi

cally in Figure 5.16 are given in (A.6) to (A. 13) respectively.
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model

The polyhedral partitions xi to X9 ^^e given in (A. 14) to (A.22) respectively.
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