The independence polynomial of a graph is the generating polynomial for the number of independent sets of each size. Two graphs are said to be independence equivalent if they have equivalent independence polynomials. We extend previous work by showing that independence equivalence class of every odd path has size 1, while the class can contain arbitrarily many graphs for even paths. We also prove that the independence equivalence class of every even cycle consists of two graphs when n ≥ 2 except the independence equivalence class of C 6 which consists of three graphs. The odd case remains open, although, using irreducibility results from algebra, we were able show that for a prime p ≥ 5 and n ≥ 1 the independence equivalence class of C p n consists of only two graphs.
Introduction
A subset of vertices of a (finite, undirected and simple) graph G is called independent if the subset induces a subgraph with no edges (the independence number of G is the size of the largest independent set in G and is denoted by α(G), or just α if the graph is clear from context). The independence polynomial of G, denoted by i(G, x) is defined by
where i k is the number of independent sets of size k in G. Research on the independence polynomial has been very active since it was first defined in 1983 [12, 13, 9, 1, 4, 5] results via different techniques). In [15] , the authors showed the only tree in [P n ] is P n itself. Most recently, Oboudi [19] completely determined all connected graphs in the independence equivalence classes of cycles. In this work, we extend the results of Oboudi [19] and Li [15] by considering which disconnected graphs can be in [P n ] and [C n ] respectively. This paper is structured as follows: Section 2 is devoted to exploring [P n ]. For odd n we show that P n is independence unique, whereas for even n there can be arbitrarily many nonisomorphic graphs in [P n ]. In Section 3, we consider [C n ], using very different methods depending on the parity of n. We find that when n is even (and n = 6), or a prime power where the base is at least 5, then [C n ] = {C n , D n } where D n is the graph obtained by gluing a leaf of P n−3 to one vertex of a triangle (see Figure 2 .1).
Our results for paths and even cycles involve combinatorial analysis that comes from analyzing the coefficients. Our results for prime cycles and prime power cycles, however, are proved using algebraic results by examining the reducibility of the polynomials.
Independence Equivalence Classes of Paths
The independence equivalence class of a path has been considered before in [21, 8] , where the it was shown that there are at least 2 disconnected graphs in [P 2n ] and in [15] where it was shown that the only connected graph in [P n ] is P n itself. For independence polynomials, the highly structured nature of paths allows for an explicit formula for paths:
Theorem 2.1 (Arocha, [3] ). The independence polynomial of a path of order n is given by
Recently, Li, Liu, and Wu [15] completely classified all connected graphs in [P n ] for all n
Theorem 2.2 ([15]). For any connected graph G and n
However, independence equivalence does not necessarily put a restriction on connectivity. In this section we will consider what disconnected graphs can belong to [P n ]. We start by showing that even paths are very different in the disconnected case. We will show that we can have arbitrarily many graphs in the independence equivalence classes of even paths. To do this, we build on the basic results in [8, 21] that provides an example of a disconnected graph in [P n ] for even n. Proposition 2.5. For any K ≥ 0, there is an even path whose independence equivalence class has cardinality at least K.
Proof. Let N be a positive integer, and set n = 2 ⌈N/2⌉+2 − 2. We claim that P n has at least n 2 non-isomorphic graphs in its independence equivalence class. From Proposition 2.3,
By Proposition 2.4, for 0 ≤ ℓ ≤ k, C 2 ⌈N/2⌉+1−ℓ ∼ D 2 ⌈N/2⌉+1−ℓ . Therefore, for each value of k, the cycles in (1) can be replaced by equivalent graphs in 2 k+1 ways. This, together with the graph P n ,
The surprising difference between the disconnected and connected graphs that are independence equivalent to even paths begs the question of what happens with odd paths. In the odd case, we completely characterize [P 2n+1 ] for all n by showing, in stark contrast to Proposition 2.5, that P 2n+1
is independence unique for all n ≥ 0.
Theorem 2.6. P 2n+1 is independence unique for all n ≥ 0.
Proof. Suppose that there exists a graph G such that G ∼ P 2n+1 . Note that i(P 2n+1 , x) is monic for every n ≥ 0, since there is exactly one independent set of maximum size, n + 1, by taking a leaf and then every other vertex along the path. So i(G, x) must be monic. Therefore, G must have exactly one independent set of size n + 1; call this set S. If there is a vertex in V (G) − S that is not adjacent to at least two vertices in S, then we can take this vertex and n vertices in S that are not adjacent with it to make a second independent set of size n + 1, a contradiction. Therefore every vertex in V (G) − S is adjacent to at least 2 vertices in S, requiring at least 2n edges between V (G) − S and S. From the second coefficient of i(P 2n+1 , x), we know that G has exactly 2n edges and therefore G is a bipartite graph with bipartition (V (G) − S, S). Therefore, G is triangle-free.
S
. . .
is an independent set with at least n + 1 vertices in it, which contradicts i(G, x)
being monic and of degree n + 1. Therefore,
a contradiction. Therefore, G must be connected, and by Corollary 2.2, G ∼ = P 2n+1 . Therefore P 2n+1 is independence unique.
It is interesting to note the contrast between the independence equivalence classes of even and odd paths respectively given by Proposition 2.5 and Theorem 2.6. It seems that the key distinction between the independence equivalence class of odd and even paths is the number of independent sets of maximum size. An even path on n vertices has n 2 + 1 maximum independent sets, while an odd path has only one. As seen in the proof of Theorem 2.6, a graph having few maximum independent sets determines some structure. We will use a similar approach in the next section for even cycles.
3 Independence Equivalence Class of Cycles C n An early result in chromaticity is that cycles are chromatically unique [7] . Clearly this is not the case for independence polynomials as Proposition 2.4 shows C n ∼ D n for n ≥ 3. In this section, we will show that [C n ] = {C n , D n } for n even, or n a prime at least 5 to any power. Along with these results, we have used the computational tools of nauty [18] and Maple to show that [C n ] = {C n , D n } for 1 ≤ n ≤ 32 with the exceptions of C 6 , C 9 , and C 15 . We will present the independence equivalence classes of each of these three exceptional graphs as we proceed.
Like paths, all connected graphs which are independence equivalent to cycles have been determined.
Given Theorem 3.1, we need only consider disconnected graphs to determine [C n ]. We will use an argument on the degree sequence to show that there are no disconnected graphs in [C 2n ] for n ≥ 2, and one disconnected graph in [C 6 ]. As is shown in the next theorem, using the principle of inclusionexclusion, some information about the degree sequence of a graph is encoded in the coefficient of x 3 in its independence polynomial.
Theorem 3.2. For any graph G = (V, E) with n vertices and m edges
where i 3 (G) is the number of independent sets in G with cardinality three and n(C 3 ) is the number of
Proof. It is sufficient to show the number of 3-subsets which are not independent is m(n
+ n(C 3 ). Any 3-subset of V induces one of the following subgraphs:
We can construct each non-independent 3-subset by taking an edge uv and a vertex w not incident to the edge. As G has m edges there we will construct m(n − 2) subsets. If w is not adjacent to u nor v then we induce the subgraph (b) and construct it once. If w is adjacent to u (or v) then we induce the subgraph (c). However this 3-subset will have been constructed in two ways: The edge uv and vertex w, and the edge uw (or vw) and vertex v. Therefore we have counted each 3-subset which induces a subgraph of type (c) twice and (d) three times.
We can construct each 3-subset which induces a subgraph of type (c) by taking a vertex and choosing any two of its neighbours. Hence there are v∈V
such subsets. Note this counts the number of 3-subsets which induces subgraph (d) three times as well. Clearly the number of 3-subsets which induces subgraph (d) is n(C 3 ). Thus the number of non-independent 3-subsets is
Lemma 3.3. Let n ≥ 4 and G be a graph with n(C 3 ) many 3-cycles and g i many vertices of degree i.
is there are at most n(C 3 ) vertices not of degree one or two.
Proof. Suppose G is a graph such that G ∼ C n . Then G has n vertices and n edges making (i) and
(ii) trivial. To prove (iii), we note that by Theorem 3.2,
.
Furthermore i 3 (C n ) can easily be computed to be n 3 − n(n − 2) + n. As i 3 (G) = i 3 (C n ) it follows that (iii) holds. Finally by adding (i) and (iii) and subtracting (ii) we obtain:
Hence (iv) holds as well.
We will require basic computational results on computing the independence polynomial due to Gutman and Harary.
Proposition 3.4 ([12])
. Let G and H be graphs and v ∈ V (G). Then:
Even Cycles
Theorem 3.5. Let K 4 − e denote the graph which consists of a K 4 with one edge removed. Then
, and
Proof. Suppose G ∼ C 2n and G ∼ = C 2n . Then G has 2n vertices and 2n edges. For n = 2 there is only one graph, D 4 , with 4 edges and 4 vertices which is not isomorphic to
We now consider when n ≥ 3. By Theorem 2.1 and Proposition 3.4 it can be shown that i(G, x) is degree n with leading coefficient equal to 2. That is, there are exactly two maximum independent sets in G of size n.
We begin by showing G contains a triangle. Suppose not, and let g i be the number of vertices of degree i in G. By Lemma 3.3 (iii) and (iv), as G is triangle-free (i.e. n(C 3 ) = 0) and G ∼ C 2n ,
Hence g i = 0 for i ≥ 3 and thus
implies G is 2-regular. However as G ∼ = C 2n then G is a disjoint union of cycles. It is easy to see each cycle has at least two maximum independent sets, meaning G must have at least 4 maximum independent sets which is a contradiction. Thus G contains a triangle.
As G contains a triangle, it is not bipartite, and hence the two maximum independent sets (of cardinality n) in G are not disjoint. Thus we can partition the vertices into non-empty sets A, A ′ , B, B ′ such that A∪A ′ and A∪B are the two independent sets of size n. Note |A∪A ′ | = |A∪B| = |B ∪B ′ | = n and |A ′ | = |B|. It follows that |A| = |B ′ | and so We now know that G has exactly one triangle (i.e. n(C 3 ) = 1) and G ∼ C 2n so, by Lemma 3.3
(iv), G has at most one vertex which is not degree one or two. As v is degree three then every other vertex must either have degree one or two. Again let g i be the number of vertices of degree i in G.
Note g i = 0 for i = 1, 2, 3, g 3 = 1, and g 1 + g 2 + g 3 = 2n. Furthermore by Lemma 3.3 (iii),
Thus g 2 = 2n − 2, g 3 = 1 and g 1 = 1. Note a ′ must have degree two. We now construct G. Begin with the one triangle in G which is formed by the vertices a ′ , b, and v. As v is a degree three vertex it must have a neighbour in A. Now label the only vertex of degree one as ℓ. As the other vertices in G are all degree two, there must be an induced path of vertices connecting v and ℓ. This forms a D r component in G for some r ≤ n. If r = n then G ∼ = D n , otherwise G is the disjoint union of cycles and a D r for r < n. However as D n has two maximum independent sets, if G has any cycle components it would have at least four maximum independent sets which is a contradiction.
Case 2:
If the edge in B ∪ B ′ is between two vertices u, v ∈ B ′ , then as G contains a triangle, u and v must have at least one common neighbour in A ∪ A ′ . Note that we now know the number of vertices of each degree in B ∪ B ′ ; b is degree one, u and v are degree three and every other vertex in B ∪ B ′ is degree two. Thus we consider two subcases: u and v have one or two common neighbours.
Case 2a: u and v have exactly one common neighbour
Then G has exactly one triangle and now looks like:
As G has exactly one triangle (i.e. n(C 3 ) = 1) and G ∼ C 2n , Lemma 3.3 (iv) gives that g 3 ≤ 1.
However u and v both have degree three which is a contradiction.
Case 2b: u and v have exactly two common neighbours.
Then G has exactly two triangles and looks like:
Since G has exactly two triangles (i.e. n(C 3 ) = 2) and G ∼ C 2n , Lemma 3.3 (iv) implies that i =1,2 g i ≤ 2. Both u and v have degree three so every other vertex must either have degree one or two.
Note g i = 0 for i = 1, 2, 3, g 3 = 2, and g 1 + g 2 + g 3 = 2n. Furthermore by Lemma 3.3 (iii),
Thus g 2 = 2n − 4, g 3 = 2 and g 1 = 2. Note that every in A ∪ A ′ has degree at most three, thus u, v and their two common neighbours form a K 4 less an edge component of G. Furthermore G has two vertices of degree one. As b is degree one and every vertex in B ′ is degree two or three, the second of vertex degree one is a ′ or some vertex in A.
First suppose some vertex ℓ ∈ A is degree one. At this point our graph looks like:
Note that every vertex in B ′ − {u, v} and A − N (u) − N (v) is degree two other than ℓ. Therefore one component in G is a even order path from b to ℓ. However, every even path with more than two vertices has at least three maximum independent sets, which is a contradiction as G only has two maximum independent sets. Now suppose a ′ is degree one. Then a ′ and b form a K 2 component in G and the remaining vertices in (B ′ − {u, v}) ∪ (A − N (u)) must induce a disjoint union of cycles. In the case where n = 3, that is G ∼ C 6 , G has no cycle components and
contains at least one cycle. However, as K 2 and cycles each have at least two maximum independent sets, G has at least four maximum independent sets, which is again a contradiction.
The only two cases which didn't result in a contradiction yielded
As D 2n ∼ C 2n for all n ≥ 3 and (K 4 − e) ∪ K 2 ∼ C 6 we have shown that [C 6 
Prime Power Cycles
In Theorem 3.5, we used an involved construction to show that there is only one disconnected graph that is independence equivalent to C 2n . This construction relies on the fact that the leading coefficient of i(C 2n , x) is 2. This argument will not hold for odd cycles as the leading coefficient of i(C 2n+1 , x) is 2n + 1. However there are other ways to show connectivity, and we shall do so via irreducibility of polynomials over the rationals. We will Eisenstein's famous criterion for irreducibility that we state here Theorem 3.6 (c.f. [11] pp. 215). Let p ∈ Z be a prime and f (x) = a 0 + a 1 x + . . . + a n x n be a polynomial of degree n with integer coefficients. If p divides each of a 0 , a 1 , . . . , a n−1 but p does not divide a n , and p 2 does not divide a 0 , then f is irreducible over the rationals.
Proof. We show that i(C p , x) is irreducible over the rationals and therefore C p has no disconnected graphs in its equivalence class. The result will then follow by Proposition 3.1. Let p be an odd prime.
By Theorem 2.1 and Proposition 3.4 we know that
x ) with the prime p, it follows that i(C p , x) is irreducible over the rationals. Since i(C p , x) is irreducible, C p cannot be independence equivalent to any disconnected graph. It follows that [
The irreducibility of cycles of prime length given in Proposition 3.7 can be partially extended to cycle with length p n for all n and all odd primes p ≥ 5. These polynomials are reducible but considering each irreducible factor will lead us to the same conclusion as the case for n = 1. Definition 3.8. We say that a polynomial p(x) = n i=0 p i x i with integer coefficients is unicyclic if p 0 = 1, p 1 = k and p 2 = k 2 − k for some integer k.
Note that a unicyclic polynomial is one that shares the same first three coefficients with the independence polynomial of some unicyclic graph. If a connected graph has a unicyclic independence polynomial, then that graph must be unicyclic. This is because the graph has n vertices, n edges, and is connected.
Lemma 3.9. If h(x) = g(x)f (x) and h(x), g(x) are unicyclic, then f (x) is unicyclic.
Proof. Assuming the hypothesis, let the first three terms of g(x) be 1, nx, n 2 − n x 2 , the first three terms of f (x) be 1, kx, k 2 − k + ℓ x 2 where ℓ is some integer, so that the first three terms of h(x) are 1, (n + k)x,
, they must be equal coefficient-wise so we must have,
Therefore, ℓ = 0, and f (x) is unicyclic.
The roots of i(C n , x) have been completely determined by Alikahni and Peng [2] and we will make use of a corollary that can be derived from their results.
Theorem 3.10 ([2]
). For n ≥ 3, the roots of i(C n , x) are given by
2 ⌋, and these roots are all distinct.
Corollary 3.11. For odd n and k = 1, k|n if and only if i(C k , x)|i(C n , x).
Proof. Let n be odd. First suppose k|n. Then let n = qk for some positive integer q. By Theorem 3.10,
we only have to show that for all j = 1, 2, . . . , ⌊ Since n is odd, it follows that q is also odd and therefore i is indeed an integer and since j ≤ ⌊
where the r i 's are the roots of i(C k , x). Since all roots of i(C k , x) are also roots of i(C n , x), it follows that
for some polynomial g(x) and therefore i(C k , x)|i(C n , x). Conversely suppose i(C k , x)|i(C n , x). Then the leading coefficient of i(C k , x) must divide the leading coefficient of i(C n , x). From Theorem 2.1 and Proposition 3.4, as n is odd then the leading coefficient of i(C n , x) is n. Furthermore the leading coefficient of i(C k , x) is either 2 if k is even or k if k is odd.
As n is odd then 2 |n and hence k|n.
Lemma 3.12. Let p be an odd prime and n ≥ 1. Then every irreducible factor of i(C p n , x) is unicyclic.
Proof. Suppose G ∼ C n and G ∼ = C n where n = p k . Then G has n vertices and n edges. Then by Lemma 3.3 we obtain the following three equations:
Thus,
Furthermore, G has no C 3 components, otherwise i(C 3 )|i(C n ) and hence by Corollary 3.11, 3|n which is a contradiction as n = p k for prime p ≥ 5. Hence every induced C 3 has a vertex with degree 3 or greater. By Lemma 3.12, every irreducible factor of i(C n ) is unicyclic and hence every connected component of G has the same number of vertices and edges and is therefore unicyclic. Therefore every vertex is part of at most one induced C 3 . As every induced C 3 has a vertex with degree 3 or greater
Therefore by subtracting this inequality from equation (1) we obtain
As i 2 − i ≥ 2 for i ≥ 4 then g i = 0 for i = 1, 2 or 3. Therefore, by equation (1) we have g 3 = n(C 3 ). We can also now simplify the sums given in Lemma 3.3 to get g 1 + g 2 + g 3 = n and g 1 + 2g 2 + 3g 3 = 2n and subtracting 2 times the former from the latter we obtain g 1 = g 3 .
Consider the structure of G. Note that no two induced C 3 graphs intersect, as each vertex is in at most one. As G has no C 3 components then each of the induced C 3 must contain at least one degree three vertex. As d 3 = n(C 3 ), each induced C 3 contains exactly one degree three vertex and there are no other degree three vertices in the graph. Now all that remains are degree one and two vertices.
Hence the other neighbour of each degree three vertex is either a leaf or a degree two vertex. It is easy to see that if it is a degree two vertex, this must be the beginning of a path of degree two vertices ending in a leaf, otherwise we would contradict either the component being unicyclic or the number of degree three or greater vertices. This shows that each component is either a cycle or a D-graph. As D l i ∼ C l i , G must be independently equivalent to a disjoint union of cycles. Now let G ∼ C n 1 ∪ C n 2 ∪ · · · ∪ C nr for some r ∈ N. Note each n j ≥ 3 as each component must have an equal number of vertices and edges. As the independence polynomial is multiplicative across components we have i(G, x) = i(C n 1 , x) · i(C n 2 , x) · · · i(C nr , x). It is easy to see from Theorem 2.1 and Proposition 3.4 that the leading coefficient and the coefficient of x of i(C n j ) are both n j . Thus the leading coefficient of i(G, x) is n 1 · n 2 · · · n r and the coefficient of x is n 1 + n 2 + · · · + n r . However as i(G, x) ∼ i(C n , x) then the leading coefficient and the coefficient of x of i(G, x) are both n. Thus n 1 n 2 · · · n r = n 1 + n 2 + · · · + n r . However a simple induction can show n 1 · n 2 · · · n r > n 1 + n 2 + · · · + n r for r ≥ 2 and n j ≥ 3. As each n j ≥ 3 then r = 1 and G is connected. By Theorem 3.1, we conclude
One notable exception to these results is [C 3 n ] when n > 1. These cases are more difficult to deal with, as a graph in [C 3 n ] can have C 3 components which does not allow us the certainty of where the degree 3 vertices are located among the components. We suspect that if [C n ] grows large for certain n, then n will be an odd multiple of 3. For example, the only cycles that we know of with graphs other than D n and C n in their independence equivalence classes are C 6 , C 9 and C 15 . Oboudi showed in [19] that
where G 1 , G 2 , and G 3 are shown in Figure 3 .1. Computationally, we were able to show that
, and G ′ 3 are shown in Figure 3 .2. Building on previous work in the literature, we explored the independence equivalence classes of paths and cycles. These were completely determined for connected graphs in [15] and [19] respectively and our work extended this by considering disconnected graphs that belong to the independence equivalence classes. We showed that paths of odd length are independence unique, while paths of even length can have arbitrarily many graphs in their independence equivalence classes. For cycles, we showed that [C n ] = {C n , D n } when n is even and not equal to 6, or any power of a prime (the prime being at least 5 We saw that i(C p , x) was irreducible and |[C p ]| = 2 for all primes p ≥ 3. An irreducible independence polynomial implies that all graphs in the independence equivalence class are connected. The restriction of connected graphs and irreducibility seems that it would make it less likely to have large independence equivalence classes, but the question remains open. We also think that studying the irreducibility of independence polynomials can be useful when studying independence equivalence classes of other graphs.
Finally, we leave the reader with a conjecture that all of our results and computational work has lead us to believe is true.
Conjecture 4.1. If 3 |n and n ≥ 4, then [C n ] = {C n , D n }.
