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Abstract. In this paper we study the asymptotic properties of the distinguished solu-
tions of Riccati matrix equations and inequalities for discrete symplectic systems. In
particular, we generalize the inequalities known for symmetric solutions of Riccati ma-
trix equations to Riccati matrix inequalities. We also justify the definition and proper-
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1 Introduction
In this paper we consider a discrete symplectic system
Xk+1 = AkXk + BkUk, Uk+1 = CkXk +DkUk (S)
for k ∈ [0,∞)Z := [0,∞)∩Z, where Xk, Uk and Ak, Bk, Ck, Dk are real n× n matrices such that
the 2n× 2n coefficient matrix in (S) is symplectic. This means that
STk J Sk = J , Sk =
(Ak Bk
Ck Dk
)
, J :=
(
0 I
−I 0
)
. (1.1)
With the notation Z = (XT, UT)T we can then write system (S) as the first order linear system
Zk+1 = SkZk. The main goal of this paper is to study the asymptotic properties at +∞ and
−∞ of the symmetric solutions of the associated discrete Riccati matrix equation
R[Q]k := Qk+1(Ak + BkQk)− (Ck +DkQk) = 0 (RE)
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and more generally of the discrete Riccati matrix inequalities
R[Q]k (Ak + BkQk)−1 ≤ 0, (RI≤)
R[Q]k (Ak + BkQk)−1 ≥ 0. (RI≥)
Solutions {(Xk, Uk)}∞k=0 and {Qk}∞k=0 will be abbreviated by (X, U) and Q, respectively. Sym-
plectic systems (symplectic integrators) arise in the numerical analysis of Hamiltonian differ-
ential equations [20, 21]. Equation (RE) or its equivalent forms have many applications e.g.
in the discrete control theory, Kalman filtering, and other discrete optimization problems, see
[3, 4, 25] and in particular [5, Section 3.17].
In this paper we provide an overview of some classical and recent results about inequalities
for symmetric solutions of the Riccati equation (RE) and the Riccati inequalities (RI≤) and
(RI≥). In [12, Theorem 3.2] it is stated that for a system (S), which is eventually controllable
and nonoscillatory at +∞, there exists a unique symmetric solution Q∞ of the Riccati equation
(RE) which is eventually minimal at +∞, i.e., every symmetric solution Q of (RE) eventually
satisfies Qk ≥ Q∞k for all k near +∞ (see Proposition 3.1). The solution Q∞ then corresponds
to the recessive solution of (S) at +∞. The minimal property of Q∞ was recently generalized
in [14, Lemma 4.4] to the Riccati equations (RE) corresponding to two symplectic systems (S)
satisfying a Sturmian majorant condition (see Theorem 3.4). Following our previous work
in [23] on discrete Riccati inequalities for system (S), we derive in this paper inequalities for
symmetric solutions of the Riccati matrix inequalities (RI≤) and (RI≥). Our further results
include the corresponding study of distinguished solutions at −∞. For this case we present
a transformation to an equivalent problem at +∞, to which the previously developed theory
can be applied. These results then clarify and justify the definition of a recessive solution of
(S) at −∞, which was recently used in [13, 14, 17].
We note that the results of this paper apply also to special discrete symplectic systems,
such as to the second order matrix Sturm–Liouville difference equations
∆(Rk∆Xk) + PkXk+1 = 0 (1.2)
with symmetric Rk and Pk and invertible Rk, to higher order Sturm–Liouville difference equa-
tions, or to the linear Hamiltonian difference systems
∆Xk = AkXk+1 + BkUk, ∆Uk = CkXk+1 − ATk Uk (1.3)
with n× n matrices Ak, Bk, Ck such that Bk and Ck are symmetric and I − Ak is invertible, see
e.g. [6, 9, 5].
The paper is organized as follows. In Section 2 we recall basic properties of discrete
symplectic systems and review some inequalities for symmetric solutions of (RE), (RI≤), and
(RI≥) on a finite interval. In Sections 3 and 4 we study the distinguished solution of the Riccati
equation (RE) at +∞ and −∞, respectively.
2 Riccati matrix equations and inequalities
Symplectic matrices (of a given dimension 2n) form a group with respect to the matrix multi-
plication. From (1.1) it follows that STk and S−1k are also symplectic and S−1k = −J STkJ . This
then yields the following properties of the coefficients of system (S):
ATk Ck, BTk Dk, AkBTk , DkCTk are symmetric, ATkDk − CTk Bk = I = DkATk − CkBTk . (2.1)
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These properties immediately imply the following surprising result about the solutions of the
Riccati equation (RE), see [25, Lemma 3.2].
Lemma 2.1. For any matrices Qk and Qk+1 we have the identity
(DTk −BTk Qk+1) (Ak + BkQk) = I −BTk R[Q]k. (2.2)
Consequently, BTk R[Q]k = 0 if and only if Ak + BkQk and DTk −BTk Qk+1 are invertible with
(Ak + BkQk)−1 = DTk −BTk Qk+1. (2.3)
Identity (2.2) yields that solutions Q of the Riccati equation (RE) automatically satisfy
the invertibility condition (2.3). Moreover, for symmetric solutions Q of (RE) the matrix
(Ak + BkQk)−1Bk is symmetric, too. The following result about the solvability of (RE) is
classical and can be found e.g. in [5, Theorem 3.57] or [16, Theorem 3].
Proposition 2.2. Riccati equation (RE), k ∈ [0, N]Z, has a symmetric solution Q on [0, N + 1]Z if
and only if system (S), k ∈ [0, N]Z, has a matrix solution (X, U) on [0, N + 1]Z such that Xk is
invertible and XTk Uk is symmetric for all k ∈ [0, N + 1]Z. In this case Qk = UkX−1k on [0, N + 1]Z
and Ak + BkQk = Xk+1X−1k is invertible on [0, N]Z.
The above result shows an intimate connection between equation (RE) and system (S). The
solution (X, U) in Proposition 2.2 is an example of a conjoined basis of (S). More generally,
a solution (X, U) of (S) is called a conjoined basis if XTk Uk is symmetric and rank(X
T
k , U
T
k )
T =
n for some (and hence for any) index k ∈ [0, N + 1]Z. Following [7, pg. 715 and 719] we say
that a conjoined basis (X, U) has no forward focal points in the interval (k, k + 1] if
Ker Xk+1 ⊆ Ker Xk and XkX†k+1Bk ≥ 0, (2.4)
and (X, U) has no backward focal points in the interval [k, k + 1) if
Ker Xk ⊆ Ker Xk+1 and Xk+1X†kBTk ≥ 0. (2.5)
Here the dagger means the Moore–Penrose pseudoinverse. We refer to Section 4 for an ex-
planation of the relationship between (2.4) and (2.5). We note that in [26] and [11, 18] the
multiplicities of the forward and backward focal points of (X, U) are defined. However, these
more advanced concepts will not be needed in this paper.
Remark 2.3. When (X, U) is a conjoined basis of (S) such that Xk and Xk+1 are invertible, then
(2.4) and (2.5) read as
(Ak + BkQk)−1Bk ≥ 0, (Ak + BkQk)BTk ≥ 0, (2.6)
respectively, where Qk = UkX−1k is the associated symmetric solution of (RE). In this case we
can easily see that the two conditions in (2.6) are equivalent.
For any solutions (X, U) and (Xˆ, Uˆ) of (S) we define their Wronskian by Wk := XTk Uˆk −
UTk Xˆk. Then from (2.1) it follows that Wk ≡ W is constant on any interval where (X, U) and
(Xˆ, Uˆ) are defined.
In the following result we provide a comparison of two symmetric solutions of the Riccati
equation (RE). Although it can be obtained from a more general statement (see Proposi-
tion 2.6), we present its proof for completeness and future reference, see also the proof of [12,
Theorem 3.2].
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Proposition 2.4. Assume that Q and Qˆ be symmetric solutions of the Riccati equation (RE) on [0, N]Z
such that (Ak + BkQˆk)−1Bk ≥ 0 on [0, N]Z. If Q0 ≥ Qˆ0 (Q0 > Qˆ0), then Qk ≥ Qˆk (Qk > Qˆk) on
[0, N + 1]Z. Moreover, in this case (Ak + BkQk)−1Bk ≥ 0 on [0, N]Z as well.
Proof. Let (X, U) and (Xˆ, Uˆ) be the conjoined bases of (S), which are associated with Q and
Qˆ through Proposition 2.2. Then Qk = UkX−1k and Qˆk = UˆkXˆ
−1
k on [0, N + 1]Z. Let W be the
(constant) Wronskian of (X, U) and (Xˆ, Uˆ). Then by direct calculations we get the identities
Qk − Qˆk = −XT−1k (WXˆ−1k Xk)X−1k and ∆(Xˆ−1k Xk) = −Xˆ−1k+1BkXˆT−1k WT. This implies that
Qk − Qˆk = XT−1k
[
XT0 (Q0 − Qˆ0)X0 +WHˆkWT
]
X−1k , (2.7)
where the symmetric matrix Hˆk is defined by
Hˆk :=
k−1
∑
j=0
Xˆ−1j+1BjXˆT−1j =
k−1
∑
j=0
Xˆ−1j (Aj + BjQˆj)−1Bj XˆT−1j .
The assumptions on Qˆ imply that Hˆk ≥ 0 on [0, N]Z. Therefore, from Q0 ≥ Qˆ0 (Q0 > Qˆ0)
and (2.7) we obtain Qk ≥ Qˆk (Qk > Qˆk) on [0, N + 1]Z. Moreover, from Remark 2.3 (applied
to Qˆ) and from the estimate Bk(Ak + BkQk)T ≥ Bk(Ak + BkQˆk)T ≥ 0 it now follows that
(Ak + BkQk)−1Bk ≥ 0 on [0, N]Z as well.
Remark 2.5. We note that without the assumption (Ak + BkQˆk)−1Bk ≥ 0 on [0, N]Z the con-
clusion of Proposition 2.4 does not hold in general. For example, the Riccati equation (RE)
for system (S) with Sk := J , i.e., for Ak = 0 = Dk and Bk = I = −Ck, has the form
Qk+1Qk + I = 0. This implies that Qk+1 = −Q−1k , which for the initial conditions Q0 = I and
Qˆ0 = −I yields the solutions Qk = (−1)k I and Qˆk = (−1)k+1 I. Then Q0 > Qˆ0, but Qk < Qˆk
for each odd index k. In this case we have (Ak +BkQˆk)−1Bk = Qˆ−1k = (−1)k+1 I 6≥ 0 on [0, N]Z
when N ≥ 1.
In the next statement we present an extension of Proposition 2.4 to two systems. Thus,
consider with (S) another symplectic system
xk+1 = Akxk + Bkuk, uk+1 = Ckxk +Dkuk (S)
where Ak, Bk, Ck, Dk are real n × n matrices such that the 2n × 2n coefficient matrix S k in
system (S) is symplectic. Define the symmetric n× n matrix Ek and 2n× 2n matrix Gk by
BTk EkBk = BTk Dk, ETk = Ek, Gk :=
(
ATk EkAk − CTkAk CTk −ATk Ek
Ck − EkAk Ek
)
. (2.8)
For example, we may choose Ek := BkB†kDkB†k . Note that Gk is a symmetric solution of(
I 0
Ak Bk
)T
Gk
(
I 0
Ak Bk
)
=
(
I 0
Ak Bk
)T(
0 −I
Ck Dk
)
=
(
ATk Ck CTk Bk
BTk Ck BTk Dk
)
.
The matrices E k and Gk are defined analogously to (2.8) via the coefficients of system (S).
The following majorant conditions
Im(Ak −Ak, Bk) ⊆ ImBk,
(
I 0
Ak Bk
)T
(Gk − Gk)
(
I 0
Ak Bk
)
≥ 0 (2.9)
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were introduced in [14, Formula (2.12)], or in a slightly stronger form in [15, Theorem 10.38]
or [22, Section 3]. In this context we may say that system (S) is a Sturm majorant for (S) on an
interval J, or that system (S) is a Sturm minorant for (S) on J, when (2.9) holds for all k ∈ J.
This terminology is justified by the fact that under (2.9) the oscillation of system (S), measured
by the existence of forward focal points, implies the oscillation of the majorant system (S), see
Proposition 3.3. Also, for the Sturm–Liouville difference equations (1.2) the conditions in (2.9)
reduce to the well known majorant relations Rk ≥ Rk and Pk ≤ Pk on J, see also Remark 2.15.
With system (S) we consider the corresponding discrete Riccati matrix equation
R[Q]k := Qk+1(Ak + BkQk)− (Ck +DkQk) = 0 (RE)
and the discrete Riccati matrix inequalities
R[Q]k (Ak + BkQk)−1 ≤ 0, (RI≤)
R[Q]k (Ak + BkQk)−1 ≥ 0. (RI≥)
The following result is a consequence of [24, Theorem 7.1] or [14, Lemma 3.7].
Proposition 2.6. Let (2.9) be satisfied for all k ∈ [0, N]Z. Assume that a symmetric Q solves (RE)
on [0, N]Z and that a symmetric Q solves (RE) on [0, N]Z with (Ak + BkQk)−1Bk ≥ 0 on [0, N]Z. If
Q0 ≥ Q0, then Qk ≥ Qk on [0, N + 1]Z.
Based on Proposition 2.6, we will now derive further comparison results for solutions of
the Riccati equations and inequalities, which extend Proposition 2.4 as well as Proposition 2.6
itself. For this we utilize the following general statement about a Sturm majorant/minorant
system for (S). We note that the matrix R[Q]k(Ak + BkQk)−1 is indeed symmetric on [0, N]Z
when Qk is symmetric on [0, N + 1]Z, see [23].
Lemma 2.7. Let Ek and Fk be symmetric matrices, BTk EkBk = BTk Dk, and define for k ∈ [0, N]Z the
coefficients
Ak := Ak, Bk := Bk, Ck := Ck + FkAk, Dk := Dk + Fk Bk, E k := Ek + Fk. (2.10)
If Fk ≤ 0 on [0, N]Z, then (2.9) holds for all k ∈ [0, N]Z. Moreover, in this case for any symmetric
matrices Qk on [0, N + 1]Z we have the equality
R[Q]k(Ak + BkQk)−1 = R[Q]k(Ak + BkQk)−1 − Fk. (2.11)
Proof. The result follows by verifying the majorant conditions in (2.9). While the first condition
in (2.9) is under (2.10) satisfied trivially, the second condition in (2.9) follows from the calcu-
lation Gk −Gk = diag{0,−Fk}. Therefore, if Fk ≤ 0 on [0, N]Z, then (S) is a Sturm majorant for
(S). Formula (2.11) now follows by a direct calculation.
Lemma 2.8. Let Q be a symmetric function defined on [0, N + 1]Z. The Q solves the Riccati inequality
(RI≤), resp. (RI≥), if and only if there exist symmetric functions Fk ≤ 0, resp. Fk ≥ 0, on [0, N]Z such
that Q solves the majorant, resp. minorant, Riccati equation R[Q]k = 0 on [0, N]Z, whose coefficients
are given in (2.10).
Proof. Assume that a symmetric Q solves (RI≤) on [0, N]Z, the proof for (RI≥) is exactly the
same. Define Fk := R[Q]k(Ak + BkQk)−1 on [0, N]Z. Then Fk is symmetric and Fk ≤ 0 on
[0, N]Z. With the coefficients in (2.10) we then have Ak + BkQk = Ak + BkQk invertible, and
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by (2.11) we obtain R[Q]k(Ak + BkQk)−1 = 0. This means that Q solves R[Q]k = 0 on [0, N]Z.
Conversely, assume that for some symmetric matrices Fk ≤ 0 the symmetric function Q solves
R[Q]k = 0 on [0, N]Z. Then by Lemma 2.1 the matrix Ak + BkQk is invertible on [0, N]Z and
from (2.11) we obtain R[Q]k(Ak + BkQk)−1 = Fk ≤ 0 on [0, N]Z. The proof is complete.
From Lemma 2.8 we know that solutions Q of the Riccati inequalities (RI≤) and (RI≥) cor-
respond to solutions of certain Riccati equations (RE). This means, in view of Lemma 2.1, that
the matrix Ak + BkQk = Ak + BkQk is automatically invertible, which justifies the presence of
its inverse in the inequalities (RI≤) and (RI≥).
In the next result we present an extension of Proposition 2.4 to the solutions of the Riccati
inequalities (RI≤) and (RI≥) for one system (S).
Theorem 2.9. Assume that a symmetric Qˆ solves (RI≤) on [0, N]Z with (Ak + BkQˆk)−1Bk ≥ 0 on
[0, N]Z and that a symmetric Q˜ solves (RI≥) on [0, N]Z. If Q˜0 ≥ Qˆ0, then Q˜k ≥ Qˆk on [0, N + 1]Z.
Moreover, in this case (Ak + BkQ˜k)−1Bk ≥ 0 on [0, N]Z as well.
Proof. Let Qˆ and Q˜ be as in the theorem and define on [0, N]Z the symmetric matrices
Fˆk := R[Qˆ]k(Ak + BkQˆk)−1 ≤ 0, F˜k := R[Q˜]k(Ak + BkQ˜k)−1 ≥ 0.
By Lemma 2.8, the function Qˆ solves the Riccati equation Rˆ[Q]k = 0 on [0, N]Z, whose co-
efficients Aˆk, Bˆk, Cˆk, Dˆk are given by (2.10) with Fk := Fˆk. Moreover, (Aˆk + BˆkQˆk)−1Bˆk =
(Ak +BkQˆk)−1Bk ≥ 0 on [0, N]Z. Similarly, the function Q˜ solves the Riccati equation R˜[Q]k =
0 on [0, N]Z, whose coefficients A˜k, B˜k, C˜k, D˜k are given by (2.10) with Fk := F˜k. It follows
that the associated symplectic systems – denoted by (Sˆ) and (S˜) – have the property that (Sˆ) is
a Sturm majorant for (S˜) on [0, N]Z. Therefore, the inequality Q˜k ≥ Qˆk on [0, N + 1]Z follows
from Proposition 2.6 applied to the two Riccati equations Rˆ[Q]k = 0 and R˜[Q]k = 0 on [0, N]Z.
Finally, since (Ak + BkQˆk)−1Bk ≥ 0 is equivalent with Bk(Ak + BkQˆk)T ≥ 0 and Q˜k ≥ Qˆk is
already proven, we obtain Bk(Ak + BkQ˜k)T ≥ Bk(Ak + BkQˆk)T ≥ 0. In turn, this means that
(Ak + BkQ˜k)−1Bk ≥ 0 on [0, N]Z, which completes the proof.
The result in Theorem 2.9 allows to compare solutions of the Riccati equation (RE) with
the solutions of the Riccati inequality (RI≤) or (RI≥).
Corollary 2.10. Assume that a symmetric Qˆ solves (RI≤) on [0, N]Z with (Ak + BkQˆk)−1Bk ≥ 0 on
[0, N]Z and that a symmetric Q solves (RE) on [0, N]Z. If Q0 ≥ Qˆ0, then Qk ≥ Qˆk on [0, N + 1]Z.
Moreover, in this case (Ak + BkQk)−1Bk ≥ 0 on [0, N]Z as well.
Proof. We apply Theorem 2.9 with Q˜k := Qk.
Corollary 2.11. Assume that a symmetric Q solves (RE) on [0, N]Z with (Ak + BkQk)−1Bk ≥ 0 on
[0, N]Z and that a symmetric Q˜ solves (RI≥) on [0, N]Z. If Q˜0 ≥ Q0, then Q˜k ≥ Qk on [0, N + 1]Z.
Moreover, in this case (Ak + BkQ˜k)−1Bk ≥ 0 on [0, N]Z as well.
Proof. We apply Theorem 2.9 with Qˆk := Qk.
Combining the statements in Corollaries 2.10 and 2.11 yields the following.
Corollary 2.12. Assume that a symmetric Qˆ solves (RI≤) on [0, N]Z with (Ak + BkQˆk)−1Bk ≥ 0 on
[0, N]Z and that a symmetric Q˜ solves (RI≥) on [0, N]Z. Then for any symmetric solution Q of (RE)
such that Q˜0 ≥ Q0 ≥ Qˆ0 the inequalities Q˜k ≥ Qk ≥ Qˆk hold on [0, N + 1]Z. Moreover, in this case
(Ak + BkQk)−1Bk ≥ 0 and (Ak + BkQ˜k)−1Bk ≥ 0 on [0, N]Z as well.
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Proof. First we apply Corollary 2.10 to obtain Qk ≥ Qˆk on [0, N + 1]Z and (Ak + BkQk)−1Bk ≥
0 on [0, N]Z. This then allows to apply Corollary 2.11 to get Q˜k ≥ Qk on [0, N + 1]Z and
(Ak + BkQ˜k)−1Bk ≥ 0 on [0, N]Z.
In the last part of this section we generalize Proposition 2.6 and Theorem 2.9 to Riccati
inequalities for two symplectic systems (S) and (S) satisfying the majorant condition in (2.9).
Theorem 2.13. Let (2.9) be satisfied for all k ∈ [0, N]Z. Assume that a symmetric Qˆ solves the Riccati
inequality (RI≤) on [0, N]Z with (Ak + BkQˆk)−1Bk ≥ 0 on [0, N]Z, and that a symmetric Q˜ solves
the Riccati inequality (RI≥) on [0, N]Z. If Q˜0 ≥ Qˆ0, then Q˜k ≥ Qˆk on [0, N + 1]Z.
Proof. By Lemma 2.8 applied to the Riccati inequality (RI≤), the function Qˆ is a symmetric
solution of a Riccati equation, which is majorant to (RE). Similarly, the function Q˜ is a sym-
metric solution of a Riccati equation, which is minorant to (RI≥). Therefore, the statement
follows from Proposition 2.6 applied to these two Riccati equations.
Corollary 2.14. Let (2.9) be satisfied for all k ∈ [0, N]Z. Assume that a symmetric Q˜, Q, Q, Qˆ
solve respectively the Riccati equations and inequalities (RI≥), (RE), (RE), (RI≤) on [0, N]Z and
that (Ak + BkQˆk)−1Bk ≥ 0 and (Ak + BkQk)−1Bk ≥ 0 on [0, N]Z. If Q˜0 ≥ Q0 ≥ Q0 ≥ Qˆ0,
then Q˜k ≥ Qk ≥ Qk ≥ Qˆk on [0, N + 1]Z. Moreover, in this case (Ak + BkQ˜k)−1Bk ≥ 0 and
(Ak + BkQk)−1Bk ≥ 0 on [0, N]Z as well.
Proof. The statement follows from Corollary 2.10 applied to the solutions Q and Qˆ of (RE)
and (RI≤), from Proposition 2.6 applied to the solutions Q and Q of (RE) and (RE), and from
Corollary 2.11 applied to the solutions Q˜ and Q of (RI≥) and (RE).
We conclude this section with a comment on the scalar Riccati equation and Riccati in-
equalities for Sturm–Liouville difference equations (1.2).
Remark 2.15. Consider the scalar (i.e., n = 1) second order Sturm–Liouville difference equa-
tion (1.2) with Rk 6= 0. It is known that by setting Uk := Rk∆Xk we can write (1.2) as the
symplectic system (S) with Ak := 1, Bk := 1/Rk, Ck := −Pk, Dk := 1− Pk/Rk. Moreover, the
substitution Qk := Uk/Xk = (Rk∆Xk)/Xk leads to the associated Riccati equation
RSL[Q]k := ∆Qk + Pk +
Q2k
Rk + Qk
= 0. (2.12)
Note that with the above coefficients Ak, Bk, Ck, Dk we have RSL[Q]k = R[Q]k/(Ak + BkQk).
Therefore, all the results in this section apply to the solutions of the Riccati equation (2.12)
and the solutions of the Riccati inequalities RSL[Q]k ≤ 0 and RSL[Q]k ≥ 0. We remark that the
equation
∆(Rk∆Xk) + PkXk+1 = 0 (2.13)
with nonzero Rk is a Sturm majorant for equation (1.2) on the interval J if
Rk ≥ Rk, Pk ≤ Pk
holds for all k ∈ J. In this case we have Ek = Dk/Bk = Rk − Pk and E k = Dk/Bk = Rk − Pk.
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3 Distinguished solution at +∞
In this section we study the minimal properties of certain symmetric solutions of the Riccati
equation (RE) and the Riccati inequalities (RI≤) and (RI≥) at +∞. First we recall the following
terminology, see e.g. [13, 17]. For an index M ∈ [0,∞)Z the solution (Xˆ[M], Uˆ[M]) of (S) satis-
fying the initial conditions Xˆ[M]M = 0 and Uˆ
[M]
M = I is called the principal solution at M. System
(S) is nonoscillatory at +∞ if there exists M ∈ [0,∞)Z such that the principal solution at M has
no forward focal points in the interval (0,∞), i.e., condition (2.4) holds for all k ∈ [M,∞)Z.
This means by the Sturmian comparison theorem in [10, Theorem 1.3] or [27, Proposition 3.2]
that every conjoined basis of (S) has eventually no forward focal points near +∞.
System (S) is said to be controllable near +∞ if for every M ∈ [0,∞)Z there exists N ∈
[M,∞)Z such that the principal solution (Xˆ[M], Uˆ[M]) of (S) at k = M has Xˆ
[M]
N invertible. The
nonoscillation and controllability of system (S) at +∞ then imply that for any conjoined basis
(X, U) of (S) the matrix Xk is invertible for all k near +∞.
When system (S) is nonoscillatory at +∞ and controllable near +∞, then there exists a spe-
cial conjoined basis (X∞, U∞) with the property that X∞k is invertible and X
∞
k (X
∞
k+1)
−1Bk ≥ 0
for all k ∈ [N,∞)Z for some N ∈ [0,∞)Z and
lim
k→∞
( k−1
∑
i=N
(X∞i+1)
−1 Bi (X∞i )T−1
)−1
= 0. (3.1)
The conjoined basis (X∞, U∞) is called the recessive solution at +∞ (or the principal solution at
+∞). The latter terminology is justified by the fact the recessive solution is the smallest con-
joined basis of (S) at +∞ when it is compared with any other linearly independent conjoined
basis (X, U) of (S), i.e., we have the limit property
lim
k→∞
X−1k X
∞
k = 0 (3.2)
for every conjoined basis (X, U) of (S) such that the (constant) Wronskian W of (X, U) and
(X∞, U∞) is invertible, see [1, 2, 5, 8, 12]. Moreover, the recessive solution (X∞, U∞) at +∞ is
unique up to a constant invertible multiple.
Since the recessive solution of (S) at +∞ has X∞k invertible for large k, we may associate
with (X∞, U∞) the corresponding solution Q∞ of the Riccati matrix equation (RE), where
Q∞k = U
∞
k (X
∞
k )
−1, see Proposition 2.2. The function Q∞ is called the distinguished solution at
+∞ of (RE). From the properties of (X∞, U∞) on [N,∞)Z it then follows that Q∞k is symmet-
ric and (Ak + BkQ∞k )−1Bk ≥ 0 for all k ∈ [N,∞)Z. The following minimal property of the
distinguished solution Q∞ of (RE) at +∞ is stated in [12, Theorem 3.2].
Proposition 3.1. Let Q∞ be the distinguished solution at +∞ of (RE) on [N,∞)Z. Then for any
symmetric solution Q of (RE) defined on [N,∞)Z there exists M ∈ [N,∞)Z such that Qk ≥ Q∞k on
[M,∞)Z.
Proof. As in the proof of Proposition 2.4 we have the inequality
Qk −Q∞k = XT−1k
[
XTN(QN −Q∞N)XN +WH∞k WT
]
X−1k
= XT−1k
[− XTN(X∞N )T−1WT +WH∞k WT]X−1k (3.3)
where (X, U) is the conjoined basis of (S) from Proposition 2.2 such that Qk = UkX−1k on
[N,∞)Z, W is the Wronskian of (X, U) and (X∞, U∞), and where the positive semidefinite
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matrix H∞k is defined by
H∞k :=
k−1
∑
j=N
(X∞j+1)
−1 Bj (X∞j )T−1 =
k−1
∑
j=N
(X∞j )
−1(Aj + BjQ∞j )−1Bj (X∞j )T−1.
Since (X∞, U∞) is the recessive solution at +∞, it follows that the eigenvalues of H∞k tend
monotonically to +∞ as k → ∞. Therefore, for every d ∈ Rn, d 6= 0, we have dT H∞k d → ∞ as
k → ∞. Define the symmetric matrix Tk := −XTN(X∞N )T−1WT + WH∞k WT and let c ∈ Rn be
arbitrary. If WTc = 0, then cTTk c = 0 for all k ∈ [N,∞)Z. On the other hand, if d := WTc 6= 0,
then cTTk c = −cTXTN(X∞N )T−1d + dT H∞k d → ∞ as k → ∞. This implies that there exists
M ∈ [N,∞)Z such that Tk ≥ 0 for all k ∈ [M,∞)Z. Inequality (3.3) now yields Qk − Q∞k ≥ 0
for all k ∈ [M,∞)Z, which completes the proof.
Remark 3.2. Observe that the proof of [12, Theorem 3.2] utilizes the limit property in (3.2),
hence it necessarily requires the invertibility of Qk − Q∞k . This assumption is however not
stated in [12, Theorem 3.2]. The above proof of Proposition 3.1 does not require this extra
condition.
Now we will consider the distinguished solutions at +∞ of two Riccati equations (RE) and
(RE) satisfying the majorant conditions in (2.9). First we recall a statement which justifies the
terminology of being a Sturm majorant system.
Proposition 3.3. Let (2.9) be satisfied for all k ∈ [N,∞)Z for some N ∈ [0,∞)Z. If (S) is nonoscilla-
tory at +∞, then (S) is nonoscillatory at +∞ as well.
Proof. The statement follows from [10, Theorem 1.3].
Based on Proposition 3.3, the nonoscillation of system (S) at +∞ and the controllability of
(S) and (S) near +∞ imply the existence of the distinguished solutions of the Riccati equations
(RE) and (RE). The following result extends [9, Theorem 2] from linear Hamiltonian difference
systems (1.3) to symplectic systems (S). Also, the same statement was recently obtained in [14,
Lemma 4.4] via the comparative index theory.
Theorem 3.4. Let (2.9) be satisfied for all k ∈ [N,∞)Z for some N ∈ [0,∞)Z and let Q∞ and Q∞
be the distinguished solutions at +∞ of the Riccati equations (RE) and (RE) on [N,∞)Z. Then there
exists M ∈ [N,∞)Z such that Q∞k ≥ Q∞k on [M,∞)Z.
Proof. By the definition of the distinguished solution, the matrices Q∞k and Q
∞
k are symmetric
with (Ak + BkQ∞k )−1Bk ≥ 0 and (Ak + BkQ∞k )−1Bk ≥ 0 on [N,∞)Z. Then we can represent
Q∞k = U
∞
k (X
∞
k )
−1 on [N,∞)Z, where (X∞, U∞) is the recessive solution of (S) on [N,∞)Z.
Consider the conjoined basis (X, U) of (S) with the initial conditions XN = I and UN = Q∞N .
By [19, Corollary 2.1] or [14, Corollary 3.4], the conjoined basis (X, U) has no focal points in the
interval (N,∞). Hence, Xk is invertible on [N,∞)Z and the symmetric matrix Qk := UkX
−1
k
solves on [N,∞)Z the Riccati equation (RE) with (Ak + BkQk)−1Bk ≥ 0 on [N,∞)Z. From
Proposition 2.4 we obtain that Q∞k ≥ Qk on [N,∞)Z. On the other hand, since Q solves the
same Riccati equation (RE) as Q∞, it follows from Proposition 3.1 that there exists M ∈ [N,∞)Z
such that Qk ≥ Q∞k on [M,∞)Z. Therefore, we have Q∞k ≥ Qk ≥ Q∞k on [M,∞)Z, which
completes the proof.
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4 Distinguished solution at −∞
In this section we present the proper concept of a distinguished solution of the Riccati equation
(RE) at −∞. The situation is not completely symmetric to the concept of a distinguished
solution of (RE) at +∞. The reasons are analogous to those why the definitions of the forward
focal points in (k, k + 1] in (2.4) and the backward focal points in [k, k + 1) in (2.5) are not
completely symmetric. In this section we provide an explanation of these differences and
a connection between the definitions of the distinguished solutions of (RE) at +∞ and −∞,
which were recently used in [13, 14, 17].
Consider a discrete symplectic system (S) on the interval (−∞, 0]Z. Suppose we have no
prior knowledge about the concepts of backward focal points for conjoined bases of (S), about
the recessive solution of (S) at −∞, about the associated Riccati equation and inequalities on
(−∞, 0]Z, or about the distinguished solution at −∞. We wish to define these concepts in
a correct way which would be in agreement with their corresponding notions at +∞. One
possible way is to consider the following transformation of system (S) on (−∞, 0]Z into a sym-
plectic system on [0,∞)Z. We define the 2n× 2n matrices
K :=
(
0 I
I 0
)
, L :=
(
I 0
0 −I
)
(4.1)
and for j ∈ [0,∞)Z the transformed quantities k := −j and
S˜j =
(
A˜j B˜j
C˜j D˜j
)
:= KST−jK = KSTk K =
(
DTk BTk
CTk ATk
)
,
Z˜j =
(
X˜j
U˜j
)
:= L Z1−j = L Zk+1 =
(
Xk+1
−Uk+1
)
.
 (4.2)
This way we obtain the transformed system
Z˜j+1 = S˜j Z˜j (S˜)
on the interval [0,∞)Z. The exact relationship between the systems (S) and (S˜) is described in
the following result.
Lemma 4.1. The transformation in (4.2) transforms a symplectic system (S) on (−∞, 0]Z into a sym-
plectic system (S˜) on [0,∞)Z.
Proof. From the identities KL = −J , LK = J , KJ = −L, JK = L, KJK = −J , and
SkJ STk = J we obtain that S˜Tj J S˜j = KSkKJKSTk K = −KSkJ STk K = −KJK = J , i.e., the
matrix S˜j is symplectic for all j ∈ [0,∞)Z. Moreover, if z solves system (S) on (−∞, 0]Z, then
for j ∈ [0,∞)Z we have
S˜jZ˜j = KSTk KLZk+1 = KJJ STk J Zk+1 = LS−1k Zk+1 = LZk = LZ1−(1−k) = Z˜j+1.
Therefore, (S˜) is a discrete symplectic system on [0,∞)Z.
In view of Lemma 4.1 and the formula X˜j = Xk+1 (with j = −k), condition (2.4) on no
forward focal points of the conjoined basis (X˜, U˜) of (S˜) in (j, j + 1] transforms exactly to
condition (2.5) on no backward focal points of the conjoined basis (X, U) of (S) in [k, k + 1).
Therefore, the nonoscillation of (S) at −∞ must be considered in terms of the nonexistence
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of the backward focal points. More precisely, let (X˜[M], U˜[M]) be the conjoined basis of (S)
satisfying the initial conditions X˜[M]M = 0 and U˜
[M]
M = −I (sometimes it is called the associated
solution at k = M). System (S) is nonoscillatory at −∞ if there exists M ∈ (−∞, 0]Z such that
the associated solution at k = M has no backward focal points in the interval (−∞, M), i.e.,
condition (2.5) holds for all k ∈ (−∞, M− 1]Z. Then every conjoined basis of (S) has eventually
no backward focal points near −∞.
System (S) is controllable near −∞ if for every M ∈ (−∞, 0]Z there exists N ∈ (−∞, M]Z
such that the associated solution (X˜[M], U˜[M]) at k = M has X˜[M]N invertible. The nonoscillation
and controllability of system (S) at −∞ then imply that for any conjoined basis (X, U) of (S)
the matrix Xk is invertible for all k near −∞.
Definition 4.2 (Recessive solution at −∞). A conjoined basis (X∞, U∞) of (S) is called the
recessive solution at −∞ (or the principal solution at −∞) if for some N ∈ (−∞, 0]Z the matrix
X−∞k is invertible for all k ∈ (−∞, N + 1]Z, X−∞k+1(X−∞k )−1BTk ≥ 0 for all k ∈ (−∞, N]Z, and
lim
k→−∞
(
−
N
∑
i=k+1
(X−∞i )
−1 BTi (X−∞i+1 )T−1
)−1
= 0. (4.3)
The definition of the recessive solution at −∞ of (S) is made in such a way that it cor-
responds exactly to the recessive solution at +∞ of the transformed system (S˜). Indeed,
changing the summation index in (4.3) from i to −i and then using j = −k with (4.2), i.e.,
X−∞−i = X˜
∞
`+1, X
−∞
−i+1 = X˜
∞
` , BT−i = B˜`, yields
lim
k→−∞
(
−
−N
∑
i=−k−1
(X−∞−i )
−1 BT−i (X−∞−i+1)T−1
)−1
= lim
j→∞
(
−
−N
∑
`=j−1
(X˜∞`+1)
−1 B˜` (X˜∞` )T−1
)−1
.
Upon interchanging the summation limits in the last expression we then obtain the formula
in (3.1), i.e., (X˜∞, U˜∞) is the recessive solution of the transformed system (S˜) at +∞.
It then follows that the nonoscillation and controllability of (S) near −∞ implies the exis-
tence of the (unique up to a constant nonsingular multiple) recessive solution (X−∞, U−∞) at
−∞. Moreover, the recessive solution (X−∞, U−∞) at −∞ has the limit property
lim
k→−∞
X−1k X
−∞
k = 0
for every conjoined basis (X, U) of (S) such that the (constant) Wronskian W of (X, U) and
(X−∞, U−∞) is invertible.
Now we analyze the associated Riccati equation and inequality. From (4.2) we have the
relations X˜j := Xk+1 and U˜j := −Uk+1, so that Q˜j := U˜jX˜−1j = −Uk+1X−1k+1 = −Qk+1 and
Q˜j+1 = −Qk. Hence, using the definition of the Riccati operator for system (S˜) we get
R˜[Q˜]j = Q˜j+1(A˜j + B˜jQ˜j)− (C˜j + D˜jQ˜j)
= −Qk(DTk −BTk Qk+1)− (CTk −ATk Qk+1) = (R[Q]k)T.
Moreover, from A˜j + B˜jQ˜j = DTk −BTk Qk+1 and D˜Tj − B˜Tj Q˜j+1 = Ak + BkQk and (2.3) we have
R˜[Q˜]j(A˜j + B˜jQ˜j)−1 = (Ak + BkQk)T
{
R[Q]k(Ak + BkQk)−1
}T
(Ak + BkQk)
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These calculations show that both the Riccati equation (RE) and the Riccati inequalities (RI≤)
and (RI≥) are preserved for the system (S) on (−∞, 0]Z. In other words (with j = −k),
R˜[Q˜]j = 0 ⇔ R[Q]k = 0,
R˜[Q˜]j(A˜j + B˜jQ˜j)−1 ≤ 0 (≥ 0) ⇔ R[Q]k(Ak + BkQk)−1 ≤ 0 (≥ 0),
(A˜j + B˜jQ˜j)−1B˜j ≥ 0 ⇔ (Ak + BkQk)−1Bk ≥ 0.
Finally, the majorant conditions in (2.9) translate for system (S˜) as
Im(DTk −DTk, BTk ) ⊆ ImBTk ,
(
I 0
DTk BTk
)T
(G−k − G−k )
(
I 0
DTk BTk
)
≥ 0, (4.4)
where
BkE−k BTk = BkATk , (E−k )T = E−k , G−k :=
(
DkE−k DTk −DkCTk Ck −DkE−k
CTk − E−k DTk E−k
)
. (4.5)
For example, we may take E−k := B†kAkB†kBk. Note that G−k is a symmetric solution of(
I 0
DTk BTk
)T
G−k
(
I 0
DTk BTk
)
=
(
I 0
DTk BTk
)T(
0 −I
CTk ATk
)
=
(
DkCTk CkBTk
BkCTk BkATk
)
.
The matrices E−k and G−k associated with the system (S) are defined analogously to (4.5) via
the coefficients of (S). Indeed, set E˜j := E−k and then according to (2.8) and (4.2) we have
B˜Tj E˜jB˜j = B˜Tj D˜j, E˜Tj = E˜j, G˜k :=
(
A˜Tk E˜kA˜k − C˜TkA˜k C˜Tk − A˜Tk E˜k
C˜k − E˜kA˜k E˜k
)
= G−k . (4.6)
Similar calculations hold for E˜ j = E−k and G˜ j = G−k .
Therefore, applying the results in Sections 2 and 3 to the transformed systems (S˜) and (S˜)
and using the sign changing relation
Q˜j+1 = −Qk (4.7)
yields the inequalities for solutions of (RE), (RI≤), (RI≥) on [N, 0]Z or (−∞, N]Z, which are
opposite to those on [0,−N]Z or [−N,∞)Z.
Theorem 4.3. Let (4.4) be satisfied for all k ∈ [N, 0]Z. Assume that a symmetric Q solves (RE) on
[N, 0]Z and that a symmetric Q solves (RE) on [N, 0]Z with (Ak + BkQk)−1Bk ≥ 0 on [N, 0]Z. If
Q0 ≤ Q0, then Qk ≤ Qk on [N − 1, 0]Z.
Proof. We apply Proposition 2.6 to the Riccati equations R˜[Q˜]j = 0 and R˜[Q˜]j = 0 on [0,−N]Z,
which correspond to the transformed systems (S˜) and (S˜).
Theorem 4.4. Assume that a symmetric Qˆ solves (RI≤) on [N, 0]Z with (Ak + BkQˆk)−1Bk ≥ 0 on
[N, 0]Z and that a symmetric Q˜ solves (RI≥) on [N, 0]Z. Then for any symmetric solution Q of (RE)
such that Q˜0 ≤ Q0 ≤ Qˆ0 the inequalities Q˜k ≤ Qk ≤ Qˆk hold on [N − 1, 0]Z. Moreover, in this case
(Ak + BkQk)−1Bk ≥ 0 and (Ak + BkQ˜k)−1Bk ≥ 0 on [N, 0]Z as well.
Proof. We apply Corollary 2.12 to the transformed Riccati inequalities R˜[Q˜]j(A˜j + B˜jQ˜j)−1 ≤ 0
and R˜[Q˜]j(A˜j + B˜jQ˜j)−1 ≥ 0 and to the transformed Riccati equation R˜[Q˜]j = 0 on [0,−N]Z.
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Denote by Q−∞ the distinguished solution at −∞ of the Riccati equation (RE), that is,
Q−∞k = U
−∞
k (X
−∞
k )
−1 on (−∞, N]Z, where (X−∞, U−∞) is the recessive solution of (S) at −∞
according to Definition 4.2. Then Q−∞ is the maximal symmetric solution of (RE).
Theorem 4.5. Let Q−∞ be the distinguished solution at −∞ of (RE) on (−∞, N]Z. Then for any
symmetric solution Q of (RE) defined on (−∞, N]Z there exists M ∈ (−∞, N]Z such that Qk ≤ Q−∞k
on (−∞, M]Z.
Proof. The result follows from Proposition 3.1, Lemma 4.1, and (4.7).
Recall now that the nonoscillation of (S) at −∞ is defined via the nonexistence of backward
focal points in the interval (−∞, N).
Proposition 4.6. Let (4.4) be satisfied for all k ∈ (−∞, N]Z for some N ∈ (−∞, 0]Z. If (S) is
nonoscillatory at −∞, then (S) is nonoscillatory at −∞ as well.
Proof. The statement follows from Proposition 3.3 and Lemma 4.1.
Theorem 4.7. Let (4.4) be satisfied for all k ∈ (−∞, N]Z for some N ∈ (−∞, 0]Z and let Q−∞ and
Q−∞ be the distinguished solutions at −∞ of the Riccati equations (RE) and (RE) on (−∞, N]Z. Then
there exists M ∈ (−∞, N]Z such that Q−∞k ≤ Q−∞k on (−∞, M]Z.
Proof. The result follows from Theorem 3.4 and Lemma 4.1.
Remark 4.8. The above comparison of the distinguished solutions at −∞ of the Riccati equa-
tion (RE) and its majorant Riccati equation (RE) is known in [14, Lemma 4.4]. However, that
result uses the majorant conditions from (2.9) instead of the conditions in (4.4). Below we
show that the conditions in (2.9) and (4.4) are equivalent.
For simplicity we first consider the situation when the matrices Bk and Bk are invertible –
this is the case of the Sturm–Liouville difference equations (1.2) and (2.13) or the symmetric
three-term recurrence equations [28]. In this case, from (2.8) and (4.5) we have
Ek = DkB−1k , Gk =
(B−1k Ak −B−1k
−BT−1k DkB−1k
)
, E−k = B−1k Ak, G−k =
(DkB−1k −BT−1k
−B−1k B−1k Ak
)
,
and similarly for E k, Gk, E−k , G−k . We can see that in this case G−k = KGkK and G−k = KGkK
with the matrix K given in (4.1). Hence, Gk ≥ Gk if and only if G−k ≥ G−k .
In the general situation for noninvertible Bk or Bk one can use the properties of the com-
parative index for two matrices developed in [18, 19] in order to prove that (2.9) and (4.4) are
really equivalent. For the definition of the comparative index µ(Y, Y) := µ1(Y, Y) + µ2(Y, Y)
of two matrices Y and Y we refer to [18, pg. 448] or [14, pg. 1271]. The dual comparative
index µ∗(Y, Y) := µ∗1(Y, Y) + µ
∗
2(Y, Y) of Y and Y is defined by µ
∗
1(Y, Y) := µ1(Y, Y) and
µ∗2(Y, Y) := µ2(LY,LY) with L given in (4.1). Now by [19, Remark 2.1], condition (2.9) is
equivalent with
µ(〈S k〉, 〈Sk〉) = 0, 〈Sk〉 :=
(
I ATk 0 CTk
0 BTk −I DTk
)T
, (4.8)
while [19, Lemma 2.3 (iii)] yields that (4.8) is equivalent with
µ∗(〈S−1k 〉, 〈S−1k 〉) = 0, 〈S−1k 〉 :=
(
I Dk 0 −Ck
0 −Bk −I Ak
)T
, (4.9)
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where the matrices 〈S k〉 and 〈S−1k 〉 are defined as above through Ak, Bk, Ck, Dk. From the
definition of µ∗(〈S−1k 〉, 〈S−1k 〉) = 0 we then get that (4.9) is equivalent with µ∗1(〈S−1k 〉, 〈S−1k 〉) =
0 together with µ∗2(〈S−1k 〉, 〈S−1k 〉) = 0. By [19, Remark 2.1], these are equivalent with
Im(DTk −DTk, −BTk ) ⊆ Im(−BTk ),
(
I 0
DTk −BTk
)T
(Hk −Hk)
(
I 0
DTk −BTk
)
≥ 0, (4.10)
where Hk is a symmetric solution of the equation(
I 0
DTk −BTk
)T
Hk
(
I 0
DTk −BTk
)
=
(
I 0
DTk −BTk
)T(
0 −I
−CTk ATk
)
=
(
−DkCTk CkBTk
BkCTk −BkATk
)
(4.11)
and similarly for Hk. It is now easy to see that the first condition in (4.10) is equivalent with
the first condition in (4.4). Multiplying (4.11) and the second equality in (4.10) from both left
and right sides by the (symmetric and invertible) matrix L, we obtain that with Hk := −G−k
and Hk := −G−k the second condition in (4.10) is equivalent with the second condition in (4.4).
This completes the proof of the equivalence of (2.9) and (4.4).
Remark 4.9. In this paper we considered the distinguished solutions at +∞ and −∞ of the
Riccati equations (RE) and (RE) under the controllability assumption near +∞ and −∞. Re-
cently in [27], we succeeded to construct the recessive solution at +∞ (and −∞) of system (S)
without the controllability assumption. In this case the matrix X∞k is not necessarily invertible
near +∞ and the limit in (3.1) involves the Moore–Penrose pseudoinverses. We expect, that
some of the present results can be obtained also in this more general situation. This research
is the subject of our present work.
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