Abstract-An alternative way of adaptive beamforming is presented in this paper. The main contribution of the new technique is in its simplicity with a minimal loss of accuracy. Total computational load for computing a suboptimal weight vector from each new signal vector is about (2 2 + 5 ). It can further be reduced down to (3 ) by approximating the autocorrelation matrix with the instantaneous signal vector at each snapshot. The required condition on the adaptive gain for the proposed algorithm to converge is derived analytically. The proposed beamforming algorithm is applied to the base station of a code-division-multiple access (CDMA) mobile communication system. The performance of the proposed method is shown in multipath fading communication channels in terms of the signal-to-interference + noise ratio (SINR), the bit error rate (BER), and the achievable capacity of a given CDMA cell/sector. Index Terms-Adaptive array system, code-division-multiple access (CDMA) mobile communications, Lagrange multiplier, maximum eigenvalue, time-space filtering.
I. INTRODUCTION
T HIS paper addresses the problem of designing an adaptive antenna array [1] - [3] using the second-order statistics of the received signal. The objective is to find a weight vector that provides an appropriate beam pattern to each subscriber in a given cell/sector of a mobile communication system. The new technique utilizes the Lagrange formula [4] , [15] , to compute the weight vector of the array in an iterative manner. The weight vector computed by the proposed method produces a suboptimal [5] beampattern that generates its maximum gain along the direction of the target subscriber. The gain toward each interferer is relatively much lower. In order to handle the subscribers operating in a given cell/sector, the smart antenna system proposed in this paper consists of beamforming [6] , [7] , modules each of which provides the suboptimal beampattern selectively to the corresponding subscriber. It has been shown in [5] that the eigenvector corresponding to the maximum eigenvalue of the autocovariance matrix of the received signal is approximately equal to the steering vector of the target signal source Publisher Item Identifier S 0018-9545(00)07889-0.
when the target signal is much stronger than each of the interferers at the receiver. (This eigenvector will be referred to as the "maximum eigenvector" in this paper.) The proposed technique is inherently appropriate for the code division multiple access (CDMA) communication system because, in a CDMA system, the desired signal becomes stronger than each interferer after the chip correlation by a factor of the processing gain with the aid of a good performance in power control and chip code synchronization.
It is important to observe that the proposed method computes a suboptimal weight vector that does not null out the interferers. In other words, the beampattern provided by the proposed technique simply maximizes the gain along the direction of the desired signal source. Since the proposed technique generates the weight vector in the signal subspace, the beamforming procedure presented in this paper is valid whether or not the number of antenna elements is greater than that of interferers. Note that the number of interferers in a normal CDMA signal environment is at least in the order of tens and it is never realistic to have that many antenna elements in the cell site of a given mobile communication system. It means that the conventional arrays based on the nulling procedure [8] , [9] , or higher-order-statistics [10] - [12] are unlikely to be applicable in practical CDMA mobile communications even if their beamforming procedure is valid for coherent interferers.
When the desired signal is propagated through multipaths and more than one propagation paths are comparably strong, the proposed technique provides either a multiple main-beams or single main-beam for each strong path depending on the difference of the propagation delay between the communication paths of the strong signals. When the time difference of the propagation delays of the strong paths is less than one chip duration of the pseudorandom noise (PN) code sequence of a given CDMA system, the proposed technique provides a beampattern of multiple main-beams. In this case, each main-beam points to the direction of each corresponding strong path. On the other hand, when the time difference is longer than the chip duration, the proposed beampattern provides a single main-beam along the direction of one of the strong paths treating the other strong signals as being transmitted from different signal sources. In this case, the selection of the strong path is determined by the synchronization time of the correlator in the despreading unit of the receiving base station.
Section II shows the mathematical modeling of the received signal and the maximum eigenvector based on the autocovariance matrix of the received signal. In Section III, the proposed adaptive procedure is presented with the analysis of the convergence condition and required computational load. Section IV includes the numerical results of computer simulations that have been obtained from the application of the proposed technique to the CDMA signal environments. Section V concludes this paper.
II. PROBLEM FORMULATION
Suppose there are signals impinging on an array consisting of antenna elements. After the frequency down-conversion, the received signal at the th antenna element at the th snapshot can be represented as [5] (1) where distance of the th antenna element measured from the reference antenna element; transmitted signal from the th signal source as received at the reference antenna; incident angle of ; wavelength at the carrier frequency of the signals; additive noise. For simplicity, each antenna element is assumed to be omnidirectional. In this paper, the matrix and vector quantities are denoted by the double-underlined upper-case and single-underlined lower-case letters, respectively.
Neglecting the noise component for simplicity, the signal transmitted from the th subscriber is received at the reference antenna element of the array as (2) where attenuation factor associated with the propagation path between the receiving base station and the th subscriber; PN code sequence consisting of 's and 's assigned to the th subscriber with being the chip time index; information symbol of the th subscriber. If the spreading ratio of the given CDMA system is , which means that the chip rate of the PN sequence is times faster than the data rate of the information symbol , the signal shown in (2) can be rewritten as (3) where denotes the largest integer that does not exceed . Note that the attenuation factor is omitted in (3) because it is assumed that the power control of the given CDMA system is perfect. The imperfection of the power control is considered later in this section together with the multipath fading.
From (3), the signal received at the reference antenna element is (4) where is the number of subscribers transmitting signals to the smart antenna system to be designed.
In (4), the subscript 1 in is the antenna index. Therefore is the signal received at the reference antenna. In the expressions for the received signal, the noise component will be neglected for simplicity unless it is mathematically necessary to include it. The correlator for extracting the signal transmitted from the th subscriber generates its output as (5) In practical signal environments, it is generally not true that each signal component transmitted from the individual signal source arrives synchronously in bit-wise sense at the receiver, as shown in (4) . However, the expression of (4) is mathematically valid as far as the power ratio between the target signal and interfering signal is concerned. Since the symbol rate is the PN code rate, the correlator output shown in (5) can be rewritten as for (6) where is a coefficient whose value is determined by the correlation between the code sequences, and . Note that the time index in (2)-(5) has been replaced with that runs at the rate of the rate of . Although the instantaneous value for depends on the code sequences which are pseudo random in a given interval of length , the variance of can be found as (7) which means that the average signal power transmitted from the target subscriber is on average times larger than each of the interfering signal powers . Therefore, assuming every signal, for , is mutually uncorrelated, the average power of the received signal measured at the output of the th correlator can be written as (8) where and denotes the average power of the target signal and each interferer, respectively. In (8) , it is assumed that the modulation type of the given communication system has been set to an equal magnitude signaling, e.g., phase shift keying (PSK), such that for all (9) Considering the multipath fading [14] channels, the received signal, shown in (6), should be remodeled properly. The received signal of the reference antenna element appears at the output of the th correlator, (which is to extract the signal from the th subscriber), as for (10) where for denotes the fading coefficient associated with the corresponding time lag assigned to the correlating PN code sequence. Note that the time lag of the PN code sequence should be determined in accordance with the propagation delay of the desired signal. For the numerical results shown in this section, the value for each has been determined by a random process of the Rayleigh distribution probability density function (pdf) statistically independently at each snapshot, i.e., for (11) where and are independent zero mean Gaussian random quantity of unit variance. In practice, the random quantity in (10) is complex-valued and its phase varies with the speed of Doppler frequency. In this paper, the fading coefficient for the desired signal is assumed to be a positive real quantity as shown in (11) with an aid of a good phase synchronization whereas that for the other signals, i.e., interferers, for , , always accompanies a phase delay term . If the number of fingers for the RAKE reception is , (10), i.e., the received signal of the reference antenna element at the output of the th correlator, becomes (12) where denotes the phase delay at the th path of the th signal source relatively to the corresponding desired signal source. From (12) , the received signal at the other antenna elements can be obtained from the array geometry that determines the phase delay measured relatively to the reference antenna element. For a linear array of half-wavelength spacing, the received signal of the th antenna element appears at the th cross-correlator output as (13) where is the additive noise at the th antenna element and for and is the incident angle determined by the th propagation path of the th subscriber.
The autocovariance matrix of the received signal is computed as follows: (14) where the forgetting factor lies in , and is the received signal vector at th snapshot, i.e., . As shown in [5] , when the desired signal is sufficiently larger than each of the interferers, the maximum eigenvector of the autocovariance matrix can be approximated as (15) where is the arrival angle of the desired signal, which changes at every snapshot as the signal source moves. When there are more than one, say , comparably strong paths between which the difference of the propagation delays is shorter than the chip duration of the PN code sequence of a given CDMA system, the maximum eigenvector is (16) where is the number of the strong multipaths and is a constant that is determined by the propagation characteristics of the th path. In this case, the proposed array provides a beampattern of multiple main-beams each of which is generated along the direction of each strong path. This will be discussed in more detail in Section IV considering the other type of multipath fading signal environment where the difference of the propagation delays between the strong paths is longer than the chip code duration. From (15) and (16) , it can be observed that the maximum eigenvector of the autocovariance matrix forms the suboptimal weight vector, once the desired signal transmitted from the target subscriber is sufficiently larger than each interferer at the receiving array. Since the suboptimal weight vector is obtained from the maximum eigenvector, in order for the computed eigenvector to be approximately equal to the steering vector of the target subscriber, the desired signal transmitted from the target subscriber must be sufficiently larger than each of interferers. The more dominant is the desired signal, the closer the eigenvector is to the target steering vector. Therefore, the accuracy of the computed weight vector by the proposed technique is affected by the spreading ratio , i.e., the processing gain of the given CDMA system.
III. ADAPTIVE PROCEDURE
In this section, an adaptive procedure for computing the maximum eigenvector is presented. The adaptive procedure presented in this section is based on the maximization of the following functional [15] , [17] : (17) where [ ] autocovariance matrix of the received signals; Lagrange multiplier; [ ] eight vector to be computed.
The maximum eigenvector can be found by searching for a vector that maximizes the functional shown in (17) with a constraint . In order to find the target eigenvector in an iterative way, starting from an initial guess , the weight vector is updated as follows: (18) where snapshot index; gradient vector of the functional with respect to ; adaptive gain of a positive real constant which is determined for the convergence of the adaptive procedure. The range of for the procedure to converge is discussed later in this section.
From (17), the gradient can be computed as (19) which states that the solution for the extreme value of the functional is an eigenvalue for and corresponding eigenvector for . This can be easily found by observing that when and where and denote the th eigenvalue and corresponding eigenvector of , respectively. It means that any eigenvalue and corresponding eigenvector for and , respectively, would provide a local extreme value of the functional (17) . It is claimed, however, that once the initial guess for is not exactly one of the eigenvectors and the constant is set with a positive real quantity that is small enough to guarantee the convergence, the iteration shown in (18) converges to a normalized eigenvector corresponding to the maximum eigenvalue. This claim can be verified by observing the behavior of the functional when , i.e., the unit circle in the case of a two-dimensional (2-D) weight vector.
Let's consider a linear transformation where is the [ ] matrix consisting of normalized eigenvectors, i.e.,
with , , , being the normalized eigenvector corresponding to the eigenvalues, , , , , respectively. The eigenvalues are set in the order of . Then, the behavior of the functional for the values of can be observed by rewriting (17) as (21) where the diagonal matrix consists of the eigenvalues of , i.e., . . .
From (21), the gradient of the functional satisfying the constraint is (23) which means that each element of is changed by the update equation (18) at each iteration as for (24) where denotes the th element of the vector and is a scalar constant needed for normalizing the updated vector . From (24), we get for (25) from which it is assured that the procedure must converge to (26) From (25), it can be concluded that the update equation provides the maximum eigenvector, when is small enough and has a single extreme eigenvalue. Now, let's compute the range of the adaptive gain for the proposed procedure to converge. The update equation (18) can be rewritten in a form of a geometric series as follows: (27) where is the [ ] identity matrix. Plugging the linear transformation into (27) and assuming that the eigenvectors do not change much in between the snapshots, i.e., , the update equation for the vector can be written as , which can be rewritten as (28) It has been known that the vector converges to as shown in (26), though the range of for that convergence is yet to be found. If the vector converges in ) iterations, then it can be written that (29) Note that the term 
Therefore, in order for the vector to converge to , must be equal to and the adaptive gain must satisfy for . Since the above-written range of the adaptive gain must hold for all , the adaptive gain should be
As discussed in [5] , when the desired signal is much stronger than each of interfering signals, it is very advantageous to take the initial guess for the weight vector from the initial signal vector, , where for denotes the signal received at the th antenna element at the initial snapshot. Starting from the initial guess obtained from the signal vector, i.e., , the weight vector is updated as shown in (18) for a given matrix and preset value for that guarantees the convergence as shown in (31). To update the weight vector, however, should be calculated at each iteration step. Noting that the constraint should also be satisfied at each iteration step, i.e., , the value for can be found to be the solution of the following quadratic equation:
(32) From (32), the value for satisfying the constraint is (33) where To analyze the sign in (33), let's consider the 2-D case as shown in Fig. 1 [15] . First, suppose the initial guess is set to from the initial signal vector as mentioned earlier, i.e., . Then, from (18), (19), and (27), the update of the initial weight vector is performed as . This update can be analyzed in Fig. 1 as .
Combining the above two equations, and must correspond to and , respectively.
[Note that and .] Observe in Fig.   1 that the vector represents the gradient of the functional (17) evaluated at the unit circle, i.e., , which is perpendicularly outward from the contour. It can also be observed that is parallel (but in opposite direction) to . The iteration is progressed based on this scenario as illustrated in Fig. 1, i. e., from to , from to and so on. In the meantime, if the positive sign in (33) was taken for the Lagrange multiplier , the second term of the right-hand side of the update equation (27), i.e., , would be instead of , which would result in instead of as the value for the updated weight vector. Since the Lagrange multiplier makes the result of the updated weight vector be normalized at each snapshot, the updated value of should be either or in accordance with the update equation (27), i.e., . Therefore, in order for the update procedure to monotonically converge as shown in Fig. 1, i. e., from to , from to , and so on, (instead of from to , and so on), the smaller value for , i.e., the negative sign in (33), should be taken at each iteration. Thus, (34)
The adaptive procedure described above can be summarized as follows.
Step 1) Set the initial guess as where the initial autocovariance matrix is determined with the received signal vector by .
Step 2)
Update the autocovariance matrix with the new signal vector by (35) where denotes the forgetting factor that is predetermined in the interval [5] .
Step 3)
Update the weight vector by (27) with the updated value for as shown in (34).
Step 4)
Go back to <step2> if the procedure is to be continued. The adaptive procedure based on the Lagrange multiplier discussed above is shown as a flow chart in Fig. 2 with the required amount of computation at each step. Once the weight vector is obtained at each snapshot, the array output can be computed by (36) As shown in Fig. 2 , the total amount of the required computation at each snapshot is about including the matrix update as well as the update of the vector itself, where denotes the number of antenna elements. It means that, when the number of antenna elements is 10, about 250 multiplications and additions are enough to update the weight vector at each snapshot. In the proposed algorithm, the weight vector is updated in a single iteration as a new signal vector is received at each snapshot. Since the autocovariance matrix is updated at each snapshot, it should be assumed that the maximum eigenvector must not change too much at every snapshot. In practical mobile communications, however, since the statistics of the signal vector vary at each snapshot mainly due to the mobility of every signal source, so does the maximum eigenvector at every snapshot. This problem is considered below.
In order to analyze the possible change in the target maximum eigenvector at each snapshot, let us find how much the value of the signal vector can actually change at every snapshot. As discussed above, since the proposed procedure requires about 250 multiplications and additions, when , knowing that a normal digital signal processor (DSP) takes no more than 100 nS per numerical operation, the time interval between the adjacent snapshots would be about 60 S ( nS multi's 250 add's margin)) allowing some redundant time. With the snapshot period of 60 S, if the velocity of each subscriber is about 100 km/h, the incident angle of the target signal can change by at most 0.01 per snapshot under an assumption that the target subscriber is at least 10 m distant from the smart antenna system to be designed. In practice, it does not seem to be realistic that a signal source can move faster than 100 km/h at a region that is just 10 m away from the base station. From the extensive computer simulations considering various signal environments, it has been found that the angle change of 0.01 between snapshots is small enough for the proposed procedure to produce a meaningful weight vector with a single iteration at each snapshot. Therefore, it seems reasonable to conclude that the proposed technique is fast enough to adapt the mobility of most land mobile subscribers. However, it is still desired that the adaptive procedure be more simplified to save the computation time, because, as mentioned earlier, the proposed technique is valid when the statistics of the autocovariance matrix do not change much between adjacent snapshots. It is obvious that as the time interval between adjacent snapshots becomes smaller so does the difference in the target eigenvector at each snapshot, and vice versa.
The computational load of the adaptive procedure can be reduced further by approximating the autocovariance matrix with the instantaneous signal vector at each snapshot as follows: Observe that there is no matrix operation in the update equation (38)-(39). It is also noteworthy that the simplified procedure generates the maximum eigenvector without actually computing the matrix itself. It means that the computation of autocovariance matrix shown in (37) is actually not performed in the adaptive procedure. The flow chart of the simplified adaptive procedure is shown in Fig. 3 with the required amount of computation at each step. As shown in Fig. 3 , the total computational load is about . Note that the simplification of the adaptive procedure, as shown in Fig. 3 is valid whether or not the autocovariance matrix is sparse, banded, or of any particular form.
IV. APPLICATION TO CDMA MOBILE COMMUNICATIONS
This section presents numerical results of various computer simulations that have been obtained by applying the proposed adaptive algorithm to an antenna array operating in a CDMA mobile communication system. The proposed algorithm is invoked to the received signal at the output port of the despreader of the CDMA receiving base station, as shown in Fig. 4 . Fig. 4 illustrates the smart antenna system proposed in this paper. The receiving and transmitting systems are shown in Figs. 4(a) and (b) , respectively. As shown in the figure, the beamforming module adopting the new algorithm shown in Section III takes the signal vector from the despreader of the receiving array system as shown in Fig. 4(a) . In the computer simulations, the number of fingers in the despreader shown in Fig. 4(a) is set to one unless the multipath fading is considered later in this section. The transmitting module shown in Fig.  4(b) takes the weight vector from the receiving module in order to steer the transmitting signal toward the same direction as in the receiving mode. As shown in Fig. 4 , the smart antenna system proposed in this paper includes receiving and transmitting modules to serve subscribers in a cell/sector. As is well known, in order to extract a desired signal that has been transmitted from a target subscriber, the receiving base station of CDMA mobile communication system must despread the received signal by correlating it with the PN code sequence of the target subscriber. It means that, in order to receive the signals transmitted from subscribers with proper beam patterns, respectively, the receiving smart antenna system must have sets of correlators each of which is to extract the desired signal from the corresponding target subscriber, as shown in Fig. 4 .
The signal environment for the computer simulations in this section is as follows unless mentioned otherwise. First, the array, (linear and half-wavelength spacing), consists of five omnidirectional antenna elements. Second, the processing gain, the signal-to-noise ratio (SNR) at the input port of each antenna element, and the number of interferers are set to 20 dB, 10 dB, and 20, respectively. It means that, assuming each interferer is mutually uncorrelated, the total signal-to-interference ratio (SIR) is about 7 dB . It can also be computed that the total signal-to-interference noise ratio (SINR) at the input of each antenna element is about 5.2 dB . Third, as discussed in the previous section, the target subscriber moves continuously such that the incident angle is changing by 0.01 per snapshot. In the meantime, since the interfering power is much lower than the desired signal power, the incident angle of each interferer is determined, for simplicity, by a random process of the uniform-distribution pdf (probability density function) in the entire region at each snapshot. Finally, the multipath fading is not considered until the signal environment of multipath fading is remodeled properly for the RAKE reception later in this section.
As for the adaptive algorithm, the simplified version shown in Fig. 3 has been adopted in all simulations presented in this section, because it has been found [15] , [18] that the difference in the performance of the two versions, i.e., Figs. 2 and 3 , is not conspicuous. Fig. 5 illustrates the beampattern of the antenna array system of which the weight vector is computed by the proposed adaptive method introduced in Section III. The beampattern shown in Fig.  5 is obtained at the snapshot time when the incident angle of the target signal is 0 . As shown in the figure, the maximum gain is provided accurately along the direction of the target subscriber.
The performance enhancement obtained by the proposed antenna array system is shown in Fig. 6 , which illustrates the SNR, SIR, SINR performances with and without the proposed array system, respectively. In order to obtain the performance of the proposed array system, at least 100 000 symbols have been considered for each data point of Fig. 6 . As shown in the figure, the SNR is improved exactly by the amount of the number of antenna elements, i.e., dB. The improvement in SIR can directly be estimated from the beampattern shown in Fig. 5 by computing the ratio between the gain along the direction of the desired signal and the average gain of the entire region. What is to be reminded in computing the SIR improvement is that it should be computed with enough snapshots such that the value of the incident angle of the desired signal must run the entire region, i.e., from 90 to 90 in the case of the linear array. The reason is that the SIR improvement varies depending upon the value of the incident angle of the desired signal even when the average power level of interferers remains the same. In fact, it has been found [5] that, when the desired signal arrives perpendicularly to the broad side of the array, the SIR improvement is about 6 dB more than the case when the incident angle of the desired signal is near 90 . The improvement in SIR and SNR increases as the number of antenna elements increases. The main reason why the SIR is enhanced more as the number of antenna elements increases is that the width of the main-beam of the beampattern decreases as the antenna elements increases. Note that the side lobe level remains almost unchanged as the number of antenna elements changes. Fig. 7 illustrates the bit-error-rate (BER) performance of the proposed array system consisting of 3, 5, and 10 antenna elements, respectively, compared to the case of a normal receiving base station of a single antenna element. As shown in the figure, the proposed array system represents a conspicuous improvement in BER performance. In Fig. 7 , it is observed that the BER performance becomes better as the number of antenna elements increases.
The capacity of the given CDMA mobile communication system as a function of a required BER is shown in Table I . As shown in the table, the proposed antenna array system provides a tremendous enhancement in the achievable capacity compared to the case of a single antenna element. For example, when the required BER is 10 , the smart antenna system designed by the proposed algorithm increases the capacity almost by 10 times if the array consists of 5 antenna elements. As shown in Table I , the enhancement in the achievable capacity increases as the number of antenna elements increases.
As for the multipath fading, there are two different cases in multipath signal environments as mentioned earlier: one is that the multipath spread is narrower than the chip duration of the PN code sequence, and the other is that the multipath spread is wider than the chip duration.
In the case of the narrow spreading, the proposed technique generates the beampattern of multiple main-beams because the maximum eigenvector consists of plural steering vectors in accordance with the multipath of the target subscriber as shown in (16) . In this case, the scattered signals of the target subscriber due to the multipaths can be collected by the multiple main-beams. As will be discussed later, however, the beam pattern of the multiple main-beams increases the interfering power as well as the desired signal power.
In the case of the wide spreading, (which seems to occur more frequently than the narrow spreading,) one propagation path is selected out of the multiple paths. Thus, the beam pattern provided by the proposed maximum eigenvector generates a single main-beam. The selection of the propagation path is determined by the time lag assigned in the PN code sequence for the cross-correlation between the received signal and the PN code sequence of the target subscriber. Therefore, in order to perform the RAKE reception by means of the proposed beamforming technique, the received signal, consisting of signals from all the subscribers in a given cell/sector (and other adjacent cells as well), is correlated with the PN code sequence of each target subscriber with a number of different time lags. Then, for each value of the time lag, the received signal is despreaded. The number of distinct time lags in the despreading procedure for receiving the signal from each subscriber is the number of fingers in the RAKE reception. There are two different approaches for accomplishing the RAKE reception utilizing the proposed technique when the multipath spread is wider than the chip duration of the PN code sequence. The first is to collect the multipath signal by combining the weighted array outputs. In this case, each array output is obtained by weighting the received signal with the maximum eigenvector consisting of a single steering vector as mentioned above. Each array output is time-adjusted and combined to form a final output of the RAKE reception. The second is to collect the multipath signal with a single weight vector that consists of all the steering vectors of the propagation channel between the target subscriber and base station. The weight vector in this case is obtained from the maximum eigenvector of the autocorrelation matrix of despreaded, timeadjusted, and combined signals. The block diagram of these two systems is illustrated in Fig. 8 . The former is shown in Fig. 8(a) and the latter is shown in Fig. 8(b) .
The receiving procedure of Fig. 8(b) can be explained in more details as follows. After the despreading procedure with, say, fingers, the components of the despreader output are timeadjusted respectively and combined together. Note, as will be shown later in (13) , that the received signal vector consisting of those time-adjusted and combined signals is composed of steering vectors, each incident angle of which is determined by the propagation path of the corresponding finger. Consequently, the despreaded, time-adjusted, and combined -finger signal, (which is received through the wide-spreading multipath channel), provides the beampattern with multiple beams by the proposed technique.
The statements regarding the two types of multipath channels canbesummarizedasfollows.Forthemultipathchannelofnarrow spreading, each component of the multipath signal transmitted from the target subscriber is collected at the receiver by the proposed weight vector. It also means that each scattered component propagated through the corresponding path cannot be separately received because the maximum eigenvector forms a beampattern of multiple main-beams directly from the despreader output of a single finger. For the multipath channel of wide spreading, on the other hand, we have two choices for collecting the scattered multipath signals transmitted from a target subscriber as shown in Fig. 8(a) and (b) , respectively. With the receiving structure shown in Fig. 8(a) , the signal component received through each propagation path is processed separately and the properly weighted array outputs are combined together for the RAKE reception. When the receiving structure is given as shown in Fig. 8(b) , however, the performance of the widely spreaded channel becomes exactly the same as that of the narrowly spreaded channel in the sense that the beam pattern provides the multiple main-beams such that the signals of the plural propagation paths are collected together to achieve the RAKE reception. Each signal component in this case cannot be processed separately.
Recalling that the despreading procedure is achieved by correlating the PN code sequence of the target subscriber to the received signals with a proper time lag, each finger at the despreader can be viewed as a time filter. Therefore, the proposed smart antenna system can be viewed as a time-space filter. It is noteworthy that, in our procedure of the time-space filtering, the spatial filtering part exploits the merits of the present RAKE receiver with a minimal computational load, i.e., , for calculating the weight vector. The smart antenna system introduced in [14] and [16] , which is referred to as the space-time filtering system due to the fact that the spatial filtering is performed ahead of the time filtering, computes the weight vector from the received signals (which are not yet despreaded) together with the despreaded signals. Consequently, the computational load for obtaining the weight vector and the hardware complexity of the system given in [14] and [16] is much heavier than the smart antenna system proposed in this paper. It can also be observed that the space-time filtering array system must adopt much higher sampling rate in forming the autocorrelation matrix because it includes the data of the PN code rate. Fig. 9 illustrates a beampattern generated by the proposed maximum eigenvector for a two-ray multipath signal environment. In the channel considered in Fig. 9 , there are two strong paths: one is along 0 and the other is along 40 at the present snapshot. As shown in the figure, the proposed technique provides the maximum gain along the accurate directions of the incident angles of the desired signal components. Table II shows the BER performance of the proposed smart antenna system in the multipath fading channels shown in (13) . In Table II , we consider a multipath signal environment of the narrow spreading or, equivalently, the receiving procedure shown in Fig. 8(b) in a multipath channel of the wide spreading. In this circumstance, the weight vector provided by the proposed method generates a beam pattern of multiple main-beams as discussed previously. For the performance shown in Table II , the received signal represented in (1) is replaced with that of (13) , which means that the propagation path is a Rayleigh fading channel as shown in (10)- (13) . From the table, it is evident that the smart antenna system designed by the proposed adaptive algorithm remarkably improves the BER performance in the multipath fading circumstances as well. As the number of fingers, i.e.,
in (13), increases, the performance of the array system is enhanced more. Note that the magnitude fluctuation of the received signal due to the fading coefficient shown in (10)- (13) can be interpreted as being the degree of imperfection of the power control in the given CDMA system. It also means that the proposed adaptive algorithm contributes to the performance enhancement even when the power control is not perfect. Table III shows the achievable capacity when the SNR is 20dB. As shown in Table III , when the required BER is 10 , the proposed smart antenna system increases the capacity about 2-3 times compared to the case of a single antenna element with the same number of fingers. The performance enhancement increases as the number of antenna elements increases. As mentioned earlier, however, it should be noted that the total cost in the RF part of the smart antenna system is proportional to the number of antenna elements in the array.
In the performance analysis presented so far, the smart antenna system has adopted a weight vector that provides the multiple main-beams for collecting the scattered signal components in the multipath circumstances. As mentioned earlier, however, when the beam pattern includes multiple main-beams, not only the desired signal but also the interferers of which the incident angles are close to that of the target subscriber are increased. This undesired phenomenon is inevitable when the multipath spread of the communicationchannel betweenthebasestationandtarget subscriber isnarrowerthanthechipdurationofthePNcodesequence,i.e.,the multipathchannel of narrow spreading. However, in the multipath signal environment of wide spreading, each signal component associated with each propagation path can be separately received with the corresponding weight vector that represents the steering vector of that propagation path. These weighted array outputs are combined together after a proper time-adjustment to form the final output of the RAKE reception as shown in Fig. 8(a) . Table  IV shows the BER performances of the two different approaches shown in Fig. 8(a) and (b) , respectively. As shown in the table, the smart antenna system receiving each multipath component TABLE II separately (and combines the separately received components together afterwards) provides better performances than the other smart antenna system that employs a weight vector generating the beam pattern of multiple main-beams. Table V shows the achievable capacity of the two smart antenna systems. As can be predicted from Table IV, the capacity of the smart antenna system that combines the multipath signals after receiving each component separately is larger compared to the smart antenna system of the other structure. The main reason of the performance differencesintwostructures,i.e., Fig.8(a)and(b) ,isintheaverage ratio between the pattern gain along the direction of the target subscriber and that along the other directions for which the interferers are incident upon the array system. In order to receive each multipath component separately, however, there must be weight vectors as many as the number of fingers in the RAKE receiver. It means that the performance enhancement by the structure shown inFig.8(a)comparedtothatofFig.8(b)requiresanextrahardware needed to calculate the plural weight vectors for each subscriber. Note that the smart antenna shown in Fig. 8(b) generates a single weight vector whetherthe multipathspreading is narrow or wide.
All the merits provided by the proposed array system shown so far is contingent upon the assumption that the desired signal is sufficiently larger than each of interferers. It can easily be observed, however, that the performance of the proposed array system is severely degraded when the assumption is not satisfied. Therefore, it is important to find the lower limit of the power ratio between the desired and interfering signals for the proposed array system to be able to guarantee the performance improvement. Though it is hard to explicitly calculate the lower limit, it has been found, from the computer simulations in various multipath fading CDMA environments, that the proposed array system cannot guarantee to improve the performance of the single antenna system when the processing gain is not higher than about 30. In this point of view, it seems interesting to ob- serve the performance of the proposed array when it is applied in the IS95 CDMA system. Although the total processing gain of the IS95 is 128, it cannot be fully exploited unless the present data format [13] of the IS95 is completely changed. As an alternative, let's consider a block diagram [14] , as shown in Fig. 10 in order to apply the proposed array system to the uplink of IS95 without changing the present data format. Note that the processing gain of 64/6 and 4 can be obtained from the correlation of the Walsh codes and PN sequence, respectively, which results in the final processing gain of about 43, i.e., . Table VI shows the capacity provided by the proposed array system operating in the IS95 with the structure, as shown in Fig. 10 . As shown in the table, the proposed array system increases the capacity by about 2 folds compared to the single antenna system shown in Table III . However, it can also be observed that the number of subscribers that can be served by the proposed array system has been reduced almost by a half compared to the previous case in which the processing gain is 100 shown in Table V . It would also be interesting to check the performance of the proposed technique when the power control is not perfect. The capacity that can be provided in a situation of an imperfect power control is shown in the parenthesis in Table VI . The maximum power difference among signals at the receiving antenna due to the erroneous power control has been set to 4 dB, i.e., dB, at each snapshot. Note that there is not much difference in the performance. The reason is that the proposed technique works even better when the interferers become smaller due to the erroneous power control, and vice versa. Therefore, the average performance remains almost the same.
V. CONCLUDING REMARKS
This paper presents an alternative way of computing the weight vector of an antenna array system. The weight vector provides an appropriate beampattern having its maximum gain along the direction of the target subscriber. The proposed technique is based on a maximization procedure that includes the Lagrange multiplier. The weight vector is updated at each snapshot as a new data vector is received at the antenna array. The condition for the proposed adaptive algorithm to converge is shown analytically. The most attractive feature of the proposed method is in its simplicity. In fact, the required amount of computation to obtain the solution for each new signal vector is about . By approximating the autocovariance matrix of the received signals with the instantaneous signal vector at each snapshot, it can be far reduced down to . The proposed array system is applied to the receiving base station that operates in a CDMA mobile communication environment. From the various computer simulations, it is demonstrated that the proposed array system provides remarkable improvements in both reliability and capacity of a given CDMA communication system. The performance enhancement provided by the proposed technique becomes even more evident in multipath fading environments by combining the proposed system with the RAKE receiver. The resultant smart antenna system performs a time-space filtering.
Besides the simplicity, the proposed technique exhibits the following merits. First, the adaptive procedure does not require training symbols or a training period. Second, the algorithm is mathematically valid regardless of the number of antenna elements and that of interferers. Third, the signal coherence does not affect the performance or complexity of the proposed system. If the carrier frequency of the forward link is not far different from that of the reverse link, the weight vector obtained during the receiving mode can be used [2] as the transmitting weight vector for the same subscriber to enhance the transmitting performance as well as the receiving performance.
