The increase in moment of inertia, ⌬I, of SF 6 in helium nanodroplets is calculated using the quantum hydrodynamic approach ͓Callegari et al., Phys. Rev. Lett. 83, 5058 ͑1999͒; 84, 1848 ͑2000͔͒, which we extend here to an explicit three-dimensional treatment. Three plausible helium densities are reconstructed by interpolation of previously published ''density cuts'' in terms of an expansion into cubic harmonics ͑several interpolation strategies are presented͒. This allows us to predict a value of ⌬I that ranges from as low as 30 u for N ϭ8 -20 helium atoms. The present results show that the value of ⌬I obtained from the hydrodynamic model is quite sensitive to physically reasonable variations in the helium density; therefore one has to be careful as to which density to use. Because the model is based upon the assumption that the helium is in the ground ''quasienergy'' state of the helium-molecule time-dependent potential, we propose that calculations should be done using densities calculated at 0 K rather than at finite temperature. We have extended our original algorithm to also handle irregular boundaries. We find that in the present case the calculated value of ⌬I only changes by a few percent.
I. INTRODUCTION
There is considerable current interest in the spectroscopy of atoms and molecules solvated in liquid helium. In particular, 4 He nanodroplets 1, 2 are currently the best system to study, on a microscopic scale, some unique physical properties: He is the sole substance known to remain a liquid as T→0 K, and is also the most easily accessible superfluid. These properties are also relevant to chemistry, as they make 4 He droplets an almost ideal ''matrix'' for the production and characterization of novel species. 3 Notably, even large and highly anisotropic solute molecules exhibit rotationally resolved spectra, though with rotational constants, B eff , often considerably smaller than for the same molecule in the gas phase. Physically this means that the effective moments of inertia for rotation of molecules in liquid helium, I eff , are several times larger than those of the isolated ͑gas phase͒ molecules. 1,4 -6 The number of molecules and aggregates being formed and detected in He droplets is steadily increasing, as is their complexity. A theory capable of quantitative predictions for I eff will be valuable inasmuch as the rotational constants of an unknown spectral band can be used to identify the chemical carrier of the transition strength, as is often done in gas phase spectroscopy.
Although the exact dynamics still has to be elucidated, there is consensus that the additional moment of inertia, ⌬I, arises from the kinetic energy of helium motion that is correlated with the rotation of the solute. In the case of SF 6 -He N ͑Ref. 7͒ a fixed frame, fixed node, diffusion Monte Carlo ͑DMC͒ calculation on small clusters with Nϭ8-20 has recovered rotational level spacings (ϰB eff ) in excellent agreement with those observed for SF 6 in a ͑much larger͒ He nanodroplet. Such calculations give limited dynamical information, however, and thus leave open the question of how to physically characterize the helium motion. Two quantitatively predictive dynamical models have been put forth that invoke very distinct types of helium motion. [8] [9] [10] In one, 8, 9 a proposed ''nonsuperfluid fraction'' of helium is calculated using Path Integral Monte Carlo ͑PIMC͒ methods, and is assumed to rotate rigidly with the molecule, provided that the molecule-He potential is sufficiently anisotropic relative to the induced rotational energy. To date, this ''two-fluid model'' has been applied to SF 6 and OCS. 8, 9 For SF 6 it gives a result in excellent agreement with experiment: the predicted increase in the effective moment of inertia, ⌬I two-fluid ϭ327 u•Å 2 almost exactly matches the experimental value ⌬I exp ϭ310Ϯ10 u•Å 2 ͑Ref. 4͒ derived from the rovibrational spectrum. 11 The second approach, introduced by our group, 10 is based upon a hydrodynamic treatment for the helium flow. Its key assumptions are: ͑1͒ a continuum fluid; ͑2͒ constant solvation density in the frame rotating with the molecule ͑adiabatic following͒; ͑3͒ ideal fluid flow ͑aviscous and irro- tational͒. The ''classical look'' of condition ͑1͒ might give the impression that this approach is no longer valid when the variation of helium density is large on an atomic length scale, which is exactly our situation. In reality the hydrodynamic equation used, Eq. ͑13͒, can be derived from the variational optimization of a many-body helium wave function of the form,
where (R) is the highly correlated ground state wave function, m the atomic mass of 4 He, and ͚ i (r i ) a phase function written as a sum of one-body terms. Condition ͑2͒ follows from the assumption that the rotational frequency of the molecule is much less than the excitation frequencies of the helium that are coupled to the rotation.
The hydrodynamic approach has been applied to a number of linear molecules; its estimates of the additional moment of inertia, ⌬I h , were found to be in good agreement with ⌬I exp for the heavier molecules, including OCS. Conjusteau et al. 13 have experimentally established that for lighter molecules, specifically HCN and DCN, adiabatic following breaks down, and that the sign of the observed deviations is consistent with the approximations of the hydrodynamic theory in these cases. Lee, Farrelly, and Whaley 7 had previously demonstrated numerically that the adiabatic following approximation breaks down for SF 6 if the free molecule rotational constant is increased by a factor of 10 over its known value, making it similar in size to that of HCN and DCN.
The hydrodynamic model has been used by Kwon et al. 9 to calculate ⌬I h for SF 6 ; the reported value, ⌬I h ϭ31 u•Å 2 , is taken by Kwon et al. as evidence of the failure of the hydrodynamic approach since it is only about 10% of ⌬I exp . This result would indeed suggest that the hydrodynamic model has failed for this molecular system, however no discussion was given as to the robustness of this result with respect to changes in the density used. In the present work, we present the results of calculations which use several different density functions, based upon both thermally averaged and zero-temperature helium densities around SF 6 . We demonstrate a large sensitivity of the calculated ⌬I h to reasonable variations of the density, and we present reasons why the zero-temperature density should be used in hydrodynamic calculations of the helium contribution to the effective moment of inertia.
Because of the different symmetry of the system ͑O h ) compared to the linear molecules we treated in Ref. 10 (C ϱ v ), it is no longer possible to remove one degree of freedom by separation of variables. As a result, both the helium density and the velocity potential have to be calculated in three dimensions; this requires several changes to our original approach; in addition we extend our original algorithm so that irregular boundaries could be used. The computational procedures used in the present case are described in Sec. II B for the He density, and in Sec. II C for the velocity potential; the results are presented in Sec. III and discussed in Sec. IV.
II. CALCULATIONS

A. Notation
We use spherical coordinates (r,,)Џ(r,⍀); explicit dependence on coordinates may be omitted when obvious. The SF 6 ͑solute͒ molecule is oriented with the S-F bonds lying along the Cartesian axes which instantaneously coincide for the laboratory-fixed and molecule-fixed frames of reference; (r,⍀) is the three-dimensional helium density around the solute molecule; (r,⍀) is the velocity potential ͑see Sec. II C͒; v(r,⍀) the Eulerian velocity of the fluid in the laboratory frame. O h is the point group of the SF 6 molecule, which also determines the symmetry of the helium density; C 2 , C 3 , and C 4 are the associated symmetry axes; 2 (r), 3 (r), 4 (r) are radial cuts of the density along those axes, e.g., along ⍀ 2 ϭ(/4,0), ⍀ 3 ϭ͓arccos(1/ͱ3),/4͔, ⍀ 4 ϭ(/2,0), respectively; 0 (r) is the spherically averaged density at each r, defined as (1/4)͐(r,⍀)d⍀. T L (L ϭ0, 4, 6, 8, 10, . . . ͒ are cubic harmonics, 16 i.e., the linear combinations of the spherical harmonics, Y LM , that transform as A 1g in the O h point group. In this work we will only use harmonics up to Lϭ8, for which the explicit expressions are
Several papers present a procedure to calculate these and higher harmonics. We cite among these the original work of von der Lage and Bethe, 16 where the term ''Kubic Harmonics'' is first introduced, that of Fox and Ozier, 17 and the works of Fehlner and Vosko, who give powerful quadrature formulas for integration of functions with octahedral symmetry. 18, 19 We use here the popular normalization ͐(T L ) 2 d⍀ϭ4, i.e., the T L have unit rms value on the sphere.
B. Reconstructing the helium density
For the cylindrically symmetric molecules dealt with in our earlier hydrodynamics work 10 it was convenient to use helium density functional ͑DF͒ theory 14 to calculate the helium density around a static solute molecule. For systems with cylindrical or higher symmetry, DF is computationally many orders of magnitude less expensive than Quantum Monte Carlo ͑QMC͒ methods. Speed comes at the price of a more approximate treatment, compared to QMC, but the DF treatment has been shown to accurately reproduce the static properties of pure and doped He clusters, 20 at least when the dopant-helium interaction is not too large.
Currently, DF has not been implemented in three dimensions; because of this, and of the fact that we want to compare our results to those of Kwon et al., 9 we chose to use published densities that have been calculated by QMC methods. Two of those exist: one calculated by Barnett and Whaley 15 and based upon a DMC calculation with a second order estimator ͑hereafter, density I͒; the other calculated by Kwon et al. 9 by path integral quantum Monte Carlo ͑hereaf-ter, density II͒. We will describe our procedure as applied to density I; further details that only pertain to density II are postponed to a later section.
We were unable to obtain the three dimensional densities from the authors of the respective papers. We then decided to focus on density I, for which a more extensive set of data samples has been published. We extract the radial isotropic density 0 (r), and the radial cuts 2 (r), 3 (r), 4 (r) by digitizing the plots in Figs. 7 and 8 of Ref. 15 , for a cluster of 69 He atoms, the largest for which density cuts were reported.
The standard approach to interpolate a sparse set of data is to write the interpolating function as a series expansion in terms of complete set of functions that are a basis for the given symmetry, and to use the available data to determine the coefficients of the lowest terms of the expansion. More explicitly we write
Formally, it would be straightforward to obtain the expansion coefficients, from a L (r)ϭ(4) Ϫ1 ͐(r,⍀)T L d⍀, if enough sampling directions were available that the integral could be reliably calculated. Instead we assume that the density contains only the terms explicitly given in Eq. ͑6͒. We then evaluate Eq. ͑6͒ along ⍀ 2 , ⍀ 3 , ⍀ 4 , thus obtaining a system of linear equations which, when inverted, gives the equations for a 4 (r),a 6 (r), and a 8 (r), Figure 1 shows the expansion coefficients thus calculated. We refer to this scheme as ''direct expansion.'' It is apparent from this figure that the density in the first solvation shell ͑the most important for determination of the moment of inertia͒ is not fully converged with the present truncation of the density expansion. One of the consequences is that there are regions where the density calculated by Eq. ͑6͒ becomes negative; this is not a serious problem, however, as it only occurs in regions that can be considered as occupied by the SF 6 molecule, where the density can be safely set to the threshold value min required by the hydrodynamic equations ͑see below͒. It is a more serious problem that even in regions where it is positive, such a density may be a poor representation of the true density. We later implemented a much better approach than the direct expansion of the helium density by Eq. ͑6͒. Nevertheless the results obtained by this rather crude method are presented for completeness since they help demonstrate the sensitivity of the results to changes in the assumed density function.
This lack of convergence arises from the large variation of the density ͑at fixed r) in the first solvation shell, in particular near the SF 6 repulsive wall. The same problem has plagued the series expansion of the intermolecular potential between a spherical atom and a nonspherical molecule; expansions of such potentials into a series of orthogonal functions are notorious for their terrible convergence properties at short distances, due to the fact that near the repulsive wall, at fixed r, the potential at different ⍀ can vary by several orders of magnitude. It has been recognized that a superior approach is an indirect expansion, where one first expresses the radial cuts of the potential ͑at fixed ⍀) as an analytic function of r and of a set of parameters, and subsequently expand each of these parameters into a series of spherical harmonics. With a judicious choice, the parameters are slowly varying with angle, and therefore much better convergence can be achieved. The method has been successfully applied to numerous potentials, e.g., to He-CH 4 ͑Ref. 21͒ and He-SF 6 ͑Ref. 12͒ ͑incidentally, the latter potential is the one that was used to calculate the helium densities we utilize here͒.
A functional form f (r) that was found to closely reproduced the radial density cuts is what we call a sum of ''modified half Gaussians,'' explicitly ͑see also Fig. 2͒,   FIG. 1 . The expansion coefficients, 0 (r),a 4 (r),a 6 (r), and a 8 (r) as a function of the He-SF 6 radial distance.
Note that the exponential functions are Gaussians only for b i ϭ2 ͑hence the term ''modified''͒, and that f (r) is continuous and has a continuous first derivative as long as b i Ϯ Ͼ1. We fitted 0 (r), 2 (r), 3 (r), 4 (r) with the functional form of Eq. ͑10͒ by least squares minimization, obtaining the parameters reported in Table I . The density cuts and the best fitting curves are shown in Fig. 2 ; in all cases we found that the fitting function would reproduce the original data within the limit of their noise. Therefore we find it convenient, and justified, to use the best fitting analytic function as a smooth interpolation of the original data.
An expansion into cubic harmonics was then calculated by use of Eqs. ͑6͒-͑9͒, with replaced by the parameter to be expanded ͓for example, c 1 (⍀)ϭc 1,0 ͕1ϩc 1,4 T 4 (⍀)
Note that for convenience in tabulating the expansion coefficients, this form is slightly different than that used for the density, Eq. ͑6͒.
Finally we write
We will refer to this scheme as ''indirect expansion.'' Note that for an arbitrary function f, f (x) f (x), therefore c 1,0 in the example above ͑and likewise any other parameter͒ is not the entry in row 0 of Table I . Rather the isotropic part of each parameter has to be calculated selfconsistently, by constraining the spherical average of the density to match 0 (r). We call these ''spherically averaged parameters,'' and report them in row Lϭ0 of Table I. In the same table, we also report the other cubic harmonic expansion coefficients for each parameter. TABLE I. Best fit parameters for radial cuts of density I to Eq. ͑10͒ are given in rows 0 through 4 . The row labeled Lϭ0 contains the ''spherically averaged parameters'' for which Eq. ͑12͒ best fits the 0 curve; the last three rows contain the dimensionless coefficients of the higher cubic harmonics for the expansion of each parameter in the ''indirect expansion'' scheme ͑see text͒.
Parameters for fits to radial density and density cuts along The self-consistent calculation was performed by fitting 0 (r), as recreated from its analytic expression, to the function,
by least-square minimization, with A 1,0 ,c 1,0 , . . . ,b 2,0 ϩ as free parameters of the fit. The integral in Eq. ͑12͒ was numerically evaluated at each iteration by 6-point quadrature, with the formula provided in Ref. 18 .
While, as we will see, density I produces satisfactory results which are consistent with ⌬I exp , it does not agree with the much lower value found by Kwon et al. 9 Upon visual inspection, it is evident that the PIMC density used by Kwon et al., calculated for 64 He atoms, is considerably more isotropic than the DMC density we use ͑compare 3 (r), and 4 (r), but not the spherically averaged density, 0 (r), which is an essential ingredient of our approach. Nevertheless, the importance of this test grants, in our opinion, the extra approximations we'll make to bypass this problem. Lacking an isotropic density consistent with the above PIMC density cuts, we replace it with that obtained from the data ͑for 64 He atoms͒ in Figs. 2͑a͒ and 2͑b͒ of Ref. 8 . The latter density is calculated at 0.625 K, as opposed to 0.3125 K, but we do not expect the difference to be substantial. Our opinion is based on the following facts: Figure 7 of Ref. 15 tells us that as the number of He atoms in a cluster is increased the density of complete shells increases, but not significantly. Figure 12 of Ref. 9, which reports the isotropic density for a cluster of 100 He atoms, then gives us an upper limit for the density of a 64 He atoms cluster calculated at 0.3125 K. As a higher temperature will have, if any, the effect of delocalizing the He density, i.e., of smoothing the first solvation shell, we think that the above proves that our replacement for the spherically averaged density is acceptable. A posteriori the agreement between the value of ⌬I h we obtain with this density and the value calculated by Kwon et al. also justifies our approximations.
In summary, density II represents a cluster of 64 He atoms and is constructed using the radial density cuts from a PIMC calculation at 0.3125 K from Ref. 9 , and the spherically averaged density from a PIMC calculation at 0.625 K from Ref. 8 . The fitting parameters, and their expansion into cubic harmonics, that reproduce density II are reported in Table II .
Finally we also fitted the superfluid fraction of density II, reconstructed from Figs. 2 and 3 of Ref. 8 . The fitting parameters, and their expansion into cubic harmonics, that reproduce this ''superfluid density'' are reported in Table III .
C. Hydrodynamic calculations
Hydrodynamic equations
Because the helium motion is assumed to be irrotational ("ϫvϭ0), the Eulerian velocity of the fluid in the laboratory frame, v, can be written as the gradient of a scalar func- 
Parameters for fits to radial density and density cuts along 
Parameters for fits to radial density and density cuts along C n axes 0 0. tion, vϭϪ", where is termed the velocity potential. In order to calculate we need to specify the motion of the SF 6 , which we will assume to be a classical rotation with angular velocity around the z axis. Because of the octahedral symmetry of the helium solvation density around SF 6 , the net rotational kinetic energy is independent of the axis about which rotation takes place. Imposing continuity gives the following equation:
where the second equality comes from the assumption that the helium density remains time-independent in the molecule-fixed frame. LF means that the partial derivative is taken with respect to a point fixed in the laboratory reference frame; the corresponding partial with respect to a point fixed in the molecular frame is zero by construction. The boundary conditions on are that in the direction normal to the boundary the fluid velocity matches the velocity of the boundary, i.e., ‫ץ/ץ‬nϭ"•n ϭϪ(ϫr)•n , with n the unit vector normal to the boundary surface and pointing out of the fluid. The solution to Eq. ͑13͒ is linear in and thus is calculated for unit . Equating the helium kinetic energy with a rotational kinetic energy defines ⌬I h :
holds for any velocity potential; Eq. ͑15͒ has been derived from Eq. ͑14͒ using vector identities and Eq. ͑13͒. As such, the two estimates for ⌬I h need only be equal for a that is solution to Eq. ͑13͒. It can also be shown that the net orbital angular momentum produced by the helium flow is, for the solution of Eq. ͑13͒, J He ϭ⌬I h . Note that, consistent with common convention, dS in the second integral of Eq. ͑15͒ is defined to point out of the fluid region. With our choice of coordinates ͑SF 6 centered at rϭ0 and oriented with its S-F bonds lying on the Cartesian axes͒ must be invariant to reflection in the xy plane, therefore its domain can be restricted to the interval ͓0,/2͔ and the condition ‫0‪ϭ‬ץ/ץ‬ imposed in the plane ϭ/2 ͑the xy plane͒. Reflection in each of the four symmetry planes containing the z axis is equivalent to inverting the direction of rotation, i.e., to a change in the sign of . Therefore the domain can be restricted to the interval ͓0,/4͔ and ϭ0 imposed in the planes ϭ0 and ϭ/4.
In most of our calculations, the inner and outer boundaries in the radial direction are spherical surfaces at rϭr min and rϭr max ͑this condition can be relaxed, see Sec. II C 3͒. On both boundaries the condition ‫ץ/ץ‬nϭ0 was imposed, which implies that no helium flux out of the domain of the solution was allowed. Since either or ‫‪n‬ץ/ץ‬ are zero on all the boundary surfaces, the surface integral in Eq. ͑15͒ is zero.
Numeric solution
The inhomogeneous partial differential equation, Eq. ͑13͒ was solved numerically on a uniformly-spaced grid of points. The radial grid consists of up to 201 points; r min is always 3.5 Å, for r max we tried the values 10 and 15 Å. Grids with up to 161 points were used for each angular coordinate, in the restricted domains specified above.
Equation ͑13͒ was cast into the more convenient form, ٌ 2 ϩ(" ln )•("ϩϫr)ϭ0, converted to a 7-point finite-difference equation in the chosen grid of points, and solved by Gauss-Seidel iteration with successive over-relaxation. 22 This equation becomes singular when ϭ0, therefore we clip the density to a threshold value, min , i.e., all grid points where Ͻ min are assigned the value ϭ min . Solutions were iterated until the rms change in on the grid points was less than a fixed fraction, ⑀ (ϭ10 Ϫ6 in this work͒ of the rms value of on the grid points. In the Gauss-Seidel method, the change in the value of each grid point is proportional to the error in the finite difference equation evaluated at that point, so this convergence criteria is equivalent to one based on the residuals in this equation. In a test calculation with the convergence criteria tightened to ⑀ ϭ10 Ϫ10 , the norm of was approximately 0.01% lower and ⌬I h approximately 0.04% higher than when ⑀ϭ10 Ϫ6 was used. After an initial transient, the convergence estimator, the norm of , and the predicted values of ⌬I h all appear to converge exponentially, approximately with the same rate, with the number of Gauss-Seidel iteration steps. For the largest grid used, with Ϸ5.1 million points, a typical run required about 1100 iteration cycles ͑several hours of computation time on a personal computer͒ with an overrelaxation parameter of 1.9 ( in the notation used in Ref.
22͒. We tested min values in the range 10 Ϫ7 -10 Ϫ5 Å , and found that the estimate for ⌬I h changed by ϳ1% ͑with higher values of min giving lower values of ⌬I h ). Refining the grid from 101ϫ81ϫ81 to 201ϫ161ϫ161 points changed the estimate for ⌬I h by Շ0.5%.
Nonspherical boundaries
The use of a rigid, spherical inner boundary and a lower bound on the density are mathematical artifices introduced to accelerate convergence with respect to grid size and GaussSeidel iteration. It is natural to ask whether these rather ad hoc choices significantly affect the final value of the kinetic energy. The velocity of the fluid, Ϫ", need not approach zero in the region where the density goes to zero; rather, it will vary considerably upon small changes of the boundary conditions. While the effect of the choice of boundary condition will propagate into a region of higher density, by conservation of flux it should damp as the density gets larger. It is clear on physical and mathematical grounds that in the limit that min →0 and " bounded, the kinetic energy of the solution will be independent of the exact boundary conditions. However, since the equation for depends only logarithmically on the density ͓through the term "(ln )͔, convergence may be legitimately expected to be slow. At the urging of the referee, we have modified our code to include a curved inner boundary surface, defined as the loci of (r,⍀)ϭ min , and we did not clip the density to min at large r.
To overcome the problem that the inner boundary no longer falls exactly on grid points, we use the first order estimator discussed by Fox 23 ͑see Fig. 3͒ , generalized from two to three dimensions. In general, programming this procedure involves treatment of many special cases, but in the present problem is simplified by the fact that at the inner boundary, " remains nearly parallel to r , and thus the boundary always moves by less than one radial grid point for a unit change in the or grid. Calculations were performed for the ''indirect expansion'' of density I, using min values of 10 Ϫ5 and 10 Ϫ7 Å Ϫ3 . Also, r min was reduced to a value of 2.5 Å so that the surface defined by ϭ min is contained inside the grid for all ⍀. The ⌬I h thus calculated differed by less than 1% from those calculated with a spherical inner boundary and with the density clipped to min in the outer region. We consider this to be a convincing demonstration that the kinetic energy is not significantly affected ͑to be precise, no more than by the choice of grid size͒ by the use of a computationally easier boundary condition in a region where the density is very small.
III. NUMERICAL RESULTS
The first calculations were performed using the direct expansion into cubic harmonics of the DMC density. The two integral estimates for ⌬I h are found to be 171 and 168 u•Å 2 , respectively. Convergence with respect to grid size, density cut off and convergence criteria appear to be within a few percent. Given the radial range of the data available for cubic harmonic expansion, the calculations were performed for r min ϭ3.5 Å and r max ϭ10 Å. The calculated ⌬I h are Ϸ55% of the value of ⌬I exp ϭ310Ϯ10 u•Å 2 extracted from the observed effective rotational constant of SF 6 in 4 He nanodroplets. 4 We repeated the calculation using the indirect expansion form of the DMC density ͓Eq. ͑11͒ and Figure 4 shows the radial kinetic energy density ͑including the r 2 weighting͒. About 49% of the kinetic energy is carried by helium in the first solvation shell, while the rest by helium in the second solvation shell.
Calculations were also performed using the indirect expansion form of the PIMC density ͓Eq. ͑11͒ and Table II͔ . This PIMC density gave ⌬I h ϭ29.47-29.56 u•Å 2 , far below any value from the DMC densities. About 85% of the kinetic energy is carried by helium in the first solvation shell. Our results can be compared with a value of 31 u•Å 2 for ⌬I h reported by Kwon et al., computed with the total PIMC helium density. We take the close agreement between our results and those of Kwon et al. ͑when referred to the same densities͒ as support for the adequacy of our parameter-based interpolation to reproduce the full three dimensional helium density distribution.
Kwon and Whaley 8 also reported the ''superfluid'' densities along the same symmetry axes, as calculated using PIMC and their proposed superfluid estimator. Repeating the hydrodynamic calculation using the interpolating form of these densities gave ⌬I h ϭ 14.58 -14.64 u•Å 2 . This can be compared to the ''superfluid'' contribution to ⌬I h of 22 u•Å 2 reported by Kwon et al. 
IV. DISCUSSION
Our results show that the calculated value of ⌬I h for SF 6 in helium is extremely sensitive to the details of the helium density, particularly the angular anisotropy. Values of ⌬I h calculated using DMC densities span the range from 55% to 102% of ⌬I exp . A calculation using more recently reported PIMC densities gave a much lower ⌬I h of only 10% of ⌬I exp . This can be contrasted with the results reported in Ref. 10 , where for heavier rotors, the theory appeared to systematically overestimate the size of ⌬I h . Similarly, the hydrodynamic approach was found to overestimate the in- creased moment of inertia when applied to the model problem of a planar rotor interacting with a rigid ring of He atoms. 30 The values of ⌬I h calculated with the PIMC and DMC densities differ by an order of magnitude. This was quite surprising to us, based upon the qualitative similarity of the two densities. It is easily seen that, if the density is scaled by a uniform factor, will not change and ⌬I h will scale by the same factor. Qualitatively, one can compare the peak values for the PIMC and DMC densities. For the raw densities the peak lies along the C 3 and is about 20% higher for the PIMC density. For the angular average of the densities, the PIMC one still has a higher peak value, by about 25%. In all cases large differences are observed in the first solvation shell and much smaller ones in the second solvation shell. Both of these facts would, in themselves, suggest that the kinetic energy should be higher for the PIMC density. The PIMC based density does have a significantly reduced angular anisotropy compared to the DMC density. For example, the maximum value for ͉d/d͉ ͑which is the source term in the hydrodynamic equation͒ is 0.46 Å Ϫ3 for the DMC density and 0.28 Å Ϫ3 for the PIMC density. This would suggest that the kinetic energy of the PIMC density should be less than that of the DMC density, as is calculated. While these differences are significant, they are far below the resulting difference in kinetic energy. A principal result of this work is the demonstration of this high sensitivity, which was far higher than we had expected at the outset.
Given the sensitivity of the results reported above to the density ͑and thus to the angular anisotropy of the potential, which is poorly characterized experimentally͒ we do not believe it is possible at this time to reach any definitive conclusions about the accuracy of the hydrodynamic model for this particular molecule. Even given a fixed potential, there appears to be a substantial variation in the density calculated by the DMC and PIMC methods. While DMC calculations have ''trial function bias,'' the differences are much larger than the remaining bias as estimated by Barnett and Whaley. 15 The PIMC calculations suffer possible bias based upon the use of the ''primitive action'' for the He-SF 6 interaction potential. 24 No results have yet been published that would allow the reader to assess the convergence of the published PIMC densities with respect to this bias, nor with respect to length of simulation run. It has been recently reported 25 that for the case of a Na ϩ cation in helium, a similar PIMC calculation 26 gave an even qualitatively incorrect radial helium density, which was blamed on metastable trapping of the PIMC simulations.
If we take the reported DMC and PIMC results as accurate, we can ask which should be used in the hydrodynamic calculations. Since experiments are done at a finite temperature of 0.38 K, one might expect that PIMC calculations at 0.3125 K would be superior to the ground state ͑i.e., zero temperature͒ DMC results. However, as discussed above, the hydrodynamic model can be derived from the variational minimization of a trial wave function ͓Eq. ͑1͔͒ that consists of the helium ground state wavefunction multiplied by a phase function written as a sum of one body terms. This ''Feynman-type'' of approximation is widely used in the theory of liquid helium, and should provide a rigorous bound on the zero temperature effective moment of inertia. 27, 28 We plan to present a detailed derivation of this statement in a later publication. The relevance to the present discussion is that the quantum theory we have for the use of the hydrodynamic approach is based upon excitations of the ground state of the system. As such, this approach is only theoretically consistent if we us as input the ground state helium density for the system, i.e., that which is directly estimated by DMC calculations. Of course, a PIMC density can be used as well if it is calculated at a temperature low enough that the density is sufficiently close to that of the ground state. Based upon the liquid drop model estimates of the excitation energies of liquid helium, 29 this would be expected to be the case for calculations done at 0.3125 K, but if it is not, then the hydrodynamic calculations should be done with the ground state helium density. Of course, such a zero temperature theory cannot predict the temperature dependence of the effective rotational constants, but experiments on SF 6 have shown that there is a negligible temperature dependence of this quantity over the range Tϭ0.15-0.5 K.
The fixed node, Diffusion Monte Carlo calculations of Lee et al. 7 were in excellent agreement with the experimental rotational excitation energies. From the effective rotational constants reported in that work, ⌬Iϭ290-305 u•Å 2 can be calculated for clusters with Nϭ8 -20 helium atoms. This suggest that, barring cancellation of errors, the nodal structure of the wave function assumed in that work ͑which had the nodal properties of the rigid rotor wave function for the SF 6 ) should be a reasonable description of the true many body wave function for this system. It is useful, therefore, to examine how consistent the hydrodynamic model is with the functional form assumed in that work. The many body wave function of Eq. ͑1͒ gives the amplitude in the frame rotating with the SF 6 . Quantization of the SF 6 rotational motion in the adiabatic approximation results in a full wave function that is the product of the helium wave function, Eq. ͑1͒, times the rigid rotor wave function for the SF 6 . Since the helium ground state wave function is nodeless, this wave function will have, in the limit that the one-body phase terms m/បӶ1, the same exact nodes as those assumed in the DMC calculation of Lee et al. The maximum value for for our solution is ϳ5 Å 2 , and for the Jϭ1 level Ϸ4B eff , where B eff is the effective moment of inertia of SF 6 in helium, 1.04 GHz. This gives a maximum hydrodynamic phase of Ϸ0.02 over the entire solution space, and thus the above inequality is everywhere satisfied. We would like to point out that for the model problem of a planar rotor coupled to a ring of helium atoms ͑which can be solved exactly͒, the errors in the equivalent fixed node approximation was of this same size and yet the DMC estimate of the rotational excitation energy had errors of at most a few percent. 30 We can conclude, in contrast with unsubstantiated claims made by Kwon et al., 9 that the fixed nodes assumed in the DMC calculation of Lee et al. are entirely consistent with the results of the present quantum hydrodynamic treatment.
