We present a theoretical study of single-qubit operations by oscillatory fields on various semiconductor platforms. We explicitly show how to perform faster gate operations by going beyond the universally-used rotating wave approximation (RWA) regime, while using only two sinusoidal pulses. We first show for specific published experiments how much error is currently incurred by implementing pulses designed using standard RWA. We then show that an even modest increase in gate speed would cause problems in using RWA for gate design in the singlet-triplet (ST) and resonant-exchange (RX) qubits. We discuss the extent to which analytically keeping higher orders in the perturbation theory would address the problem. More strikingly, we give a new prescription for gating with strong coupling far beyond the RWA regime. We perform numerical calculations for the phases and the durations of two consecutive pulses to realize the key Hadamard and π 8 gates with coupling strengths up to several times the qubit splitting. Working in this manifestly non-RWA regime, the gate operation speeds up by two to three orders of magnitude and nears the quantum speed limit without requiring complicated pulse shaping or optimal control sequences.
I. INTRODUCTION
Recent experiments in spin qubit systems demonstrated full single-qubit control via electrical ac driving at microwave frequencies [1] [2] [3] [4] [5] . Advantages of such an approach include the ability to operate the qubit while staying near a sweet spot where the charge noise is considerably suppressed [1, 5] while simultaneously filtering out low-frequency noise off-resonance with the driving field. However, designing an ac control pulse is not necessarily a trivial matter. There are a variety of approaches for designing pulses with some set of desirable qualities such as speed, finite bandwidth, low fluence, robustness against pulse length errors, etc.
The standard approach in spin qubit experiments is simply to use the rotating wave approximation (RWA). RWA is rather ubiquitous in a variety of contexts, arising, for example, when a laser is used to couple two atomic states. When the driving field is near resonance with the transition frequency between the states, RWA gives a straightforward prescription for full control of the twolevel system by manipulating the phase and the duration of the ac control pulse. With the exception of extremely intense lasers, the amplitude of the ac control field is typically small when compared to the resonant frequency, and is extensively employed in atomic and molecular physics. However, semiconductor qubits have a much smaller two-level splitting than typical atomic systems and can be operated in a regime where RWA is no longer valid, i.e., the driving ac field strength is not necessarily much smaller than the qubit energy spacing. In practice, semiconductor qubits are often operated with weak driving in order to take advantage of the simplicity of the RWA control design. However, there is no reason stronger driving could not be used in conjunction with state-of-the-art pulse-shaping or some other control method to perform qubit operations. In fact, strong driving is attractive for semiconductor qubit operations because it leads to both faster gate operations and less exposure to background noise. The latter is particularly important at this stage, as large-scale quantum computation requires errors per gate to be below a given threshold for fault-tolerant error correction (FTEC) [6] [7] [8] , so one needs gate times substantially shorter than the T 2 coherence time. This threshold is often estimated to be ∼ 10 −4 [9] [10] [11] [12] [13] , and even for more recent surface codes with thresholds of ∼ 0.7% [14] the massive overhead is greatly reduced if one can reduce errors down to near the 10 −4 level [15] . This fact also provides motivation to design gates accurately -even in the absence of any environmental noise, using control pulses based on an RWA analysis in a strong driving regime would obviously introduce completely avoidable deterministic errors (which would have to be corrected introducing avoidable overhead in the quantum computing operations)! The objective of the first part of this work is to quantify the error due to a RWA pulse design by considering realistic experimental situations involving different qubit architectures. Such a quantification in the specific context of spin qubits is very important as a practical guide, and here we provide the necessary analysis.
It turns out that to achieve faster gating for certain oscillatory driven quantum-dot systems such as the RX [1] or ST qubit [2] , one can no longer use RWA as a guide for constructing the control pulse. In the second part of Ref. [1] ST qubit 60MHz 20MHz 4.6 × 10 −3
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Ref. [4] this paper we carry out a numerical analysis of a specific form of control pulse and present the key pulse control parameters for experiments to achieve certain important gates with much higher speed. We do not search for the shortest possible solution, as in optimal control theory, but instead we catalog all realizations within a simple, highly constrained space. Some elegant optimal control approaches apply to two [16] and three qubits [17] , but we consider only single-qubit operations. Other approaches focus on accounting for the RWA resonance shift [18] [19] [20] [21] , but we wish to keep the entire dynamics, including the rapid counter-oscillating terms. There are a wealth of pulse-shaping approaches, such as analytical reversesolving [22, 23] , multi-parameter optimization schemes such as CRAB [24, 25] , and other iterative updating algorithms for pulse sequences such as GRAPE [26] and Krotov's approach [27, 28] based on optimal control theory. In comparison, our approach focuses on simple sinusoidal pulses with four parameters (the durations and phases of the two pulses), and our theoretical results will serve to guide a straightforward experimental calibration of the control pulses. Optimal control theory or pulseshaping techniques may well be more desirable for a variety of reasons in a given case. What we show in the second part of our work, though, is that one can already consider driving in the strongly non-RWA regime with a relatively simple, two-pulse, numerical construction. We believe that the specificity and the concreteness of our results as well as the simplicity of the proposed pulses make our work of immediate usefulness in the context of faster gate control in various semiconductor qubit experiments going on worldwide. An overview of this paper is as follows. The first part of this paper quantifies the deterministic error induced using RWA pulse design in ST, RX, as well as spincharge hybrid [5] and different single-spin qubit [3, 4] systems. Both the nominally resonant (when field frequency equals the two-level splitting) and nonzero detuning cases are covered. We find that for the RX qubit [1, 29] and the resonantly-driven ST qubit [2, 30, 31] , the deterministic RWA-induced errors are already larger than the fault tolerance threshold with the experimentally reported parameters, which grow even larger if the gates are implemented faster in an attempt to reduce random environment-induced errors. Therefore special attention will be paid to these two cases. However, the analysis applies generally to any strongly driven two-level system, and should be applicable to other qubit systems where fast gate operations are desirable.
Following the numerical analysis, we apply higherorder perturbation theory (two orders beyond the leading order, which is RWA) on the converted Floquet Hamiltonian [32, 33] and obtain an analytical expression for the state-averaged gate infidelity induced by using only an RWA (i.e. the zeroth-order) analysis to design gate pulses. We show that there is an intermediate parameter regime where incorporating higher-order corrections in the gate suppresses the deterministic error by orders of magnitude. This is quite relevant to the currently ongoing ST and RX experiments, and could be useful for pulse designs to also reduce random errors, as previously done with piecewise constant pulses [34, 35] .
In the second part of this work, we go beyond perturbative approaches such as RWA, and solve numerically exactly for pulse control parameters that realize important single-qubit gates for a large range of driving strengths. This both eliminates deterministic error and increases gate speed, thus indirectly also reducing random error. Our solutions increase the gate speed by more than two orders of magnitude, making our results important for future experiments involving quantum error corrections in semiconductor qubits. We use a simple pulse sequence with only four parameters. Experimental implementation in the nonideal solid-state environment would proceed by calibrating the pulses in a small region of parameter space near our numerical solution.
The structure for the rest of the paper is as follows (and we also provide a guidance for the key results). Section II A gives a systematic numerical quantification of the averaged RWA infidelity, with the underlying leadingorder effect worked out analytically [Eq. (20) ] in Sec. II B. The discussion is tailored to various key semiconductor qubit systems summarized in Table I , with each system's position in parameter space clearly mapped out in Fig. 4 . Section III works out the exact pulse control parameters to realize Hadamard and π 8 gates beyond the RWA regime, with key results summarized in Figs. 6 and 7. An extension to shifted oscillatory coupling is demonstrated in Appendix A. Section IV concludes this work, where a comparison of our gate speed to the quantum speed limit is also given.
II. ANALYSIS OF RWA ERRORS IN SEMICONDUCTOR QUBIT SYSTEMS
We start with the Hamiltonian for a quantum two-level system,
where the bases of the Pauli matrices σ x,z are the qubit states |0 and |1 , J z = ω z is the two-level splitting in the absence of driving, and the subscript "sin" indicates that the off-diagonal control field J x (t) has the sinusoidal form
with a driving angular frequency ω and phase Φ. When ω is tuned close enough to ω z , and the coupling strength is weak (|J x /J z | ≪ 1), one may employ the well-known rotating wave approximation by ignoring the so-called counter-rotating part of J x in Eq. (2) . The approximated Hamiltonian is therefore [36] [37] [38] 
in the same laboratory frame of Eq. (1), where the conventional notations σ ± ≡ σ x ± iσ y , σ ≡ σ xx + σ yŷ + σ zẑ , andb(t) = cos(ωt + Φ)x + sin(ωt + Φ)ŷ. Obviously, Eq. (3) is much easier to use [than Eq. (1)] in interpreting and understanding experiments, and therefore, in many applications, Eqs. (1) and (3) are considered equivalent (often uncritically), and this is referred to as RWA in the literature.
In this section we examine how good this approximation is for the range of parameters ω z , ω x and ω actually used in various semiconductor qubit systems. Note that the Rabi frequency becomes ω x /2 upon dropping the counter-rotating part of driving terms. We therefore use the corresponding nominal Rabi period T R ≡ 4π/ω x to compare resonant and off-resonant cases where applicable.
We focus on the semiconductor qubit platforms where oscillatory control fields may be or have already been utilized. Most attention is given to the RX (Sec. II A) and various ST qubit systems (Sec. II A and more in Sec. III), which can be operated in the strong coupling regime where the RWA may break down. In comparison, we also study other systems such as spin-charge hybrid qubits and different kinds of single-spin qubits, for which we reconfirm that the RWA is safe for the control parameters concerned (even from the stringent quantum error correction constraint considerations). However, we will show quantitatively how efforts to speed up gate operations for scalable quantum computation (T R < {T 2 /10 3 , T * 2 }, T * 2 being the ensemble coherence time [39] ) would enlarge the error due to using RWA, and we give a detailed numerical study in Sec. II A. Focusing on the leading orders of the errors, we present analytical results that can be used to greatly reduce errors as one leaves the strong coupling regime in Sec. II B.
A. Systematic numerical study of RWA infidelity
As an SU (2) unitary matrix, the evolution operators corresponding to the Hamiltonian in Eqs. (1) and (3) may be written as
wheren and φ can be physically interpreted as the rotation axis and angle, respectively, and λ is used to denote "sin" or "rwa". The deviation due to RWA from the desired rotation can then be expressed as
where
and a similar relation follows for δn(t) [40] . In this work we evaluate this error using the state-averaged infidelity 1 −F rwa , straightforwardly defined as [41, 42]
where ρ Ω is the density matrix for a spinor with the solid angle Ω. Using Eq. (5) the above equation can be expressed as
It is clear that the maximum infidelity is 2/3 from Eq. (8).
In the following, we study individually different qubit systems for the error induced by using RWA to design the operation.
Resonant exchange (RX) qubit. The resonant-driven version of the exchange-only triple-dot qubits [43] [44] [45] [46] [47] has been developed [1, 29] with the intention to filter out lowfrequency charge noises. In the experiment of Ref. [1] , the control fields can be expressed phenomenologically as
where p is the tunnel coupling between the neighboring quantum dots, ǫ 0 measures the voltage shift of the middle gate, and the oscillatory ǫ(t) is the relative detuning with respect to the center of the (111) charge region. In the RWA regime the key quantity ω x /ω z = J x /J z ≈ √ 3ǫ/ǫ 0 . From the parameters provided in Ref. [1] we have found that ω x /ω z is around 15%-30% (see Table I for more details), corresponding to an RWA error of approximately 0.4% [cf. Fig. 1(b) ]. While this error is small compared to those caused by nuclear and charge noises, it still exceeds the typical target threshold of 10 −4 for quantum error correction, meaning that even after the environmental noises have been eliminated (e.g. through dynamical decoupling or other techniques), the RWA remains a hurdle to fault tolerant quantum computing. Unlike environmental noise, the RWA error is systematic and must be treated in a different way than standard techniques such as dynamical decoupling which are typically used to mitigate environmental decoherence. This is precisely what motivates our work.
We further discuss the ranges of the coupling strengths in the RX qubit and their consequences on RWA. Reference [1] has demonstrated that by increasing the middle gate voltage, both the qubit splitting J z and the resonant coupling J x increase. The latter however increases much faster: While ω z /2π is increased from 0.355 to 1.98 GHz (a factor of ∼ 5), d(ω x /4π)/dV l is increased from 0.07 GHz/mV to 5 GHz/mV (a factor of ∼ 70). This indicates that while enhancing the control fields is appealing due to potentially faster gate operation and smaller influence from noise, it will actually lead to even larger RWA error. The corresponding infidelity is a few percent [cf. Fig. 1(a) ] or larger, which can be comparable to those contributed from environmental noises.
On the other hand, if ω x is kept small, the gate speed becomes an issue. Typically one requires that each quantum gate operation is at least 10 3 times faster then the coherence time, which sets a lower bound on ω x . This is estimated below. When ω z /2π = 0.2 GHz, quantum coherence time T 2 reaches 20 µs as measured experimentally [1] , which imposes ω x /4π ≥ 10 3 /T 2 = 0.05 GHz. This ratio ω x /ω z = 1/2 gives a fairly good estimate on how slow the Rabi oscillation is allowed to go for quantum computation, corresponding to an RWA infidelity of about 1% which is unacceptably high. Ways to correct the problem include prolonging the coherence time and enlarging ω z while keeping ω x small by fine tuning the gate voltages, although other noises may play a role in the latter approach.
Singlet-Triplet (ST) qubit. The ST qubit [48] can similarly benefit from the oscillatory driving to filter out the quasi-static charge noise. In order to conform with the Hamiltonian Eq. (1), we take | ↑↓ and | ↓↑ as the qubit bases so that J z = g * µ B ∆B z corresponds to the magnetic field gradient and J x is the exchange interaction between the singlet and triplet states which can be made oscillatory. Such oscillating control has been demonstrated in Ref. [2] , although the experiments are done for the different purpose of dynamical Hamiltonian estimation [31] . In this experiment, ω x /ω z is estimated to be approximately 1/3 which means that the RWA error is large [cf. Table I and Fig. 1(b) ]. One contributing factor to the large ratio of ω x /ω z is the small ∆B z one is able to maintain in this experiment. This factor has since improved to reach about a few GHz for ω z [49] meaning that the RWA error can be greatly reduced.
The ST qubits may also be implemented across different platforms including GaAs and Si. While many of these qubits are being operated using piecewise constant pulses [50] [51] [52] , migration to oscillating pulses is straightforward thanks to the efficient electrical control over J x using gate voltages. In order to gain insight into the RWA error if these qubits were to be operated using oscillating pulses, we summarize the range of parameters ω x and ω z in Table II . We have included cases with different methods to generate the magnetic field gradient, including dynamical nuclear spin polarization [2, 50] , micromagnets in GaAs [51] , micromagnets in Si [52] , and the gradient produced by the donor hyperfine fields [53] . From the table we can see that one has considerable freedom to tune the ratio ω x /ω z in a wide range. In order to keep the RWA error below 10 −3 we must have ω x /ω z 0.1, which however implies slow gates. In Sec. III, we shall present a method to avoid using RWA, allowing access to large ratios of ω x /ω z without introducing errors and implementing precisely-designed fast gates.
Spin-charge hybrid qubit. Recently the microwavedriven gate operation [5] of the hybrid qubit [54] has been experimentally realized in Si nanostructures. As in the RX qubit, ac control of the hybrid qubit provides straightforward two-axis manipulation while suppressing the charge noise. In the experiment of Ref. [5] a 55 × 2π MHz Rabi oscillation is performed with the resonant frequency of 11.52 GHz. This ω x /ω z ratio coin- cides with Fig. 1(d) which shows a negligible RWA error (1 −F rwa < 5 × 10 −6 ). However, this Rabi frequency is still relatively slow given the short T 2 time of 150 ns [5] . To push for faster operations, possibly by dynamically modulating tunnel coupling [5] , we expect that the RWA error increases to the case shown in Fig. 1(b) . Again, the method we shall present in Sec. II B and Sec. III will shed light on how one may reconcile the need of fast gate operation and low RWA error.
Single-spin qubit. Single spin qubit manipulation utilizing Kane's proposal [55] has been realized in silicon with phosphorus ( 31 P) donors [3] . Proximity gate voltage is demonstrated to modify the resonance frequencies of both the electron and nuclear spin under a static magnetic field B 0 via the Stark shift [3] , as the change of localized electron distribution affects the effective g factor and the hyperfine coupling. In this experiment, B 0 and the effective field from hyperfine interaction are Table I . In this regime, RWA is clearly safe to use due to its negligible error. Moreover, the demonstrated Rabi frequency is already close to 2π × 10 3 /T 2 with T 2 > 10(100) ms for electron (nuclear) spins [3] , which have met the requirement of FTEC.
In another recent work using resonant-driven qubit control in non-purified silicon [4] 
Having discussed several experimental platforms with the assumption that the driving frequency is on resonance with the qubit level splitting, we turn our attention to the detuning of driving frequency from exact resonance (δω = ω − ω z ), which is also an important RWA parameter and could affect the error. δω is relevant in various qubit operations and calibrations. Ramsey fringes [56] have been used in several of the aforementioned experiments [2] [3] [4] [5] to obtain ensemble coherence T * 2 time with δω reaching up to 0.1ω z [2] , and to calibrate the resonance frequency ω z [56] . Moreover, in the single-donor spin qubits [3] , the detuning can be controlled by tuning ω z , as opposed to ω, by proximity to the top gate. From Fig. 2 , we see that when δω/ω x reaches about 1/10, it starts to worsen the RWA appreciably. However, when δω further increases such that δω/ω x 1, its contribution to the infidelity stops growing: this is the far off-resonance regime where the qubit is not rotated. Another interesting feature is that the error due to detuning grows over time, which is absent in the zerodetuning case (cf. Fig. 1 ). This is relevant for the wide 'non-interacting' region in the Ramsey experiment, as its mechanism assumes that the driving pulse keeps oscillating in the background to accumulate phase difference with Larmor precession in the RWA limit [56] . We also observe that the shape of 1 −F rwa versus t/T R is nearly the same when δω/ω x is similar. The insets in Fig. 2 show the long time behavior of 1 −F rwa where a much slower frequency emerges. There the upper bound of 1 −F rwa = 2/3 [Eq. (8)] is eventually reached. These and other features can be explained by the leading-order analytical results we carry out, as presented in the next subsection.
B. Error within a perturbative extension to RWA Analytical expressions of the qubit evolution are useful in quantum gate operations for many reasons. In particular, they are simple to use and avoid the numerical difficulty of integrating oscillating functions. Here we apply an extended higher-order analytical approximation [32, 33] and look deeper into the error caused by RWA.
We follow the theory developed by Shirley and others [32, 33] for going beyond RWA in a perturbative expansion. The periodic time-dependent Hamiltonian is transformed into a time-independent Floquet Hamiltonian, which is then solved by successive applications of quasi-degenerate perturbation theory in terms of the small parameters involved in this problem: ω x /ω z and δω/ω z . To do this, we start with an exact transformationH
where U ω = e iωσz t/2 converts the reference frame to the rotating one. In this frame, the eigenstate becomes quasidegenerate with ω ≈ ω z in the absence of the driving term, and
Dropping the fast oscillating terms e ±2iωt reduces the Hamiltonian to the RWA one. The exact equation for the evolution operator in this frame should follow
Using the unitarity of U , U T ,
and
The well known first-order correction to the physical resonance frequency, the Bloch-Siegert shift ω 2 x /16ω [36] , is the last term of δω ′ . Considering the initial conditions forŨ sin , we have
with constant coefficients
Taking the {δω, ω x }/ω z → 0 limit recovers the results from RWA. Apart from the higher-order correction to the resonance shift, we see from Eqs. (12) and (13) that the oscillating terms e ±2iωt also play a major role, the contribution of which can be readily identified from the oscillating nature of curves shown in Figs. 1 and 2 .
Converting the solution U ext implied from Eq. (15) into the form of Eq. (4), we can express the infidelity corresponding to U ext in terms of the deviation angle δφ as Eq. (8). In the RWA limit,φ rwa = ∆ωt and n rwa = (ω x , 0, −2δω) [Φ in Eq. (2) has been set to be 0]. The infidelity of U ext compared to the exact evolution U sin , 1−F ext , is much smaller than that corresponding to RWA 1 −F rwa , as expected. This can also be seen from Figs. 1 and 2 , which are well within the quantum error correction threshold. Even for very large ω x /ω z ratio [cf. Fig. 3(a) ], the second-order perturbation results show a small error ∼ 8 × 10 −4 . In Fig. 3(d) , we also present the improved accuracy using the return probability for the initial |0 state, P 0 . Again we see a substantially smaller error for U ext than for U rwa . Thus, the analytical perturbative results should be applicable in many practical situations already giving substantially more accurate results than RWA.
As the analytical solutions presented above satisfactorily approximate the exact sinusoidal result, we shall use them to investigate the RWA error across a wider parameter range. Tracing the RWA error versus time, three different frequency components emerge and play important roles. As mentioned, a highly oscillatory component is always present with the counter-rotating frequency 2ω in the rotating frame, and is the origin for the approximation in the RWA. This high frequency component is modulated by a combination of two lower frequencies, emergent from the interference of Floquet eigen-frequencies in the zeroth (RWA) and second-order perturbation. They correspond to ∆ω ′′ /2 in the last factor of the two general solutions [Eqs. (12) and (13)] and its limiting value in RWA ∆ω = ω 2 x /4 + δω 2 . They produce a slow and a relatively fast component,
These two frequencies explain the envelope modulations in Figs. 1 and 2 (the faster one) and in the inset of Fig. 2 (the slower one) . Taking δω/ω z = 0.1 and ω x /ω z = 0.01 for example, the leading contribution from Eq. (18) makes ∼ ω x /800, matching T ∼ 400T R in the inset of Fig.2 (a) . ContrastingŨ rwa andŨ ext in the form of Eq. (7), we are able to obtain all leading-order terms for 1 −F rwa in parameters 
The numerical evaluation of Eq. (21) is summarized in Fig. 4 
III. FAST GATE OPERATIONS WITH ARBITRARY OSCILLATORY DRIVING AMPLITUDE
We now consider the construction of gate operations with strong driving outside the range of validity of the RWA (and its perturbative generalization). Two oscillatory pulses of the form ω x cos (ωt i + Φ i ) are sufficient to achieve any single-qubit logic gate, which contains 3 degrees of freedom: two specifying the axis and one the rotation angle. Even though we have taken fixed driv- [2] , the red solid circle marks the hybrid qubit [5] , and the light blue square marks the weakly driven single-spin experiments [3, 4] (see Table I ). , Φ2 = π,
, ωx 2 t2 = π} in our notation, is marked by solid dots. These dots also give a sense of how to associate points on the multivalued curves at a given total time.
ing frequency and amplitude, there are still 4 degrees of freedom in the two pulse sequence, i.e., the phase and duration of each segment. We expect, then, that there is an infinite number of two-pulse realizations for a given logical gate, with the solution vector forming a curve in the 4D space {Φ 1 , Φ 2 , t 1 , t 2 }. We show below that this is indeed true, and select an optimum solution with the minimum total time. This allows us to leave the weak coupling limit and increase the gate speed while still having simple pulse controls, as in RWA, as opposed to a complex pulse-shaping technique. This scheme should be useful for the current semiconductor qubit experiments.
The essential set of single-qubit gates necessary for universal quantum computation can be the Hadamard (H) gate and the 'π/8' (T) gate, i.e., a π rotation aroundx+ẑ direction and a π/4 rotation around z-axis, respectively. In the form compatible with U 22 = U * 11 and U 12 = −U * 21 , one has
up to an inconsequential global sign. Forming the H or T gate by two sinusoidal pulses amounts to searching for solutions to the differential Eq. (11) such that
that is, to a root-searching problem,
where the two vectors arẽ
, (26) and
T . Here the logical gates are realized in the rotating frame as they are in the usual RWA limit, and we take the resonant case ω = ω z , though our approach is not specific to that case. We numerically carry out the (rather computationally demanding) search over the pulse durations t 1 and t 2 , and phases Φ 1 and Φ 2 .
Displaying the solutions is somewhat difficult, but Fig. 5 gives a visualization of all possible two-pulse solutions for the Hadamard gate in the resonant RWA limit. We show it here as a point of comparison for the strong driving case below. Furthermore, one can see that the most obvious solution,
, π}, is not the solution with the minimal total time. Rather, there is a solution with t 1 = t 2 that is the fastest. The set of solution vectors may be thought of as a closed string in the 4D parameter space. This space is actually a hypertorus, as the RWA Hamiltonian for the two pulses is periodic in both Φ 1,2 and t 1,2 . We can also note in Fig. 5 a symmetry between a pair of solutions at the same t T ot : [57] . For the π 8 gate in this RWA limit, the plots are even simpler since the solutions are of the form {Φ 2 = Φ 1 + (or strings) of solutions in the 4D variable space now depends on the driving strength, ω x . Figures 6 (f) and (g) explicitly show the whole solutions for ω x = 0.1ω z . As this is fairly weak driving, the solutions are very similar to those in the RWA limit shown in Fig. 5 , with small, rapidly oscillating deviations due to the counter-rotating terms. The solutions for stronger driving of ω x = ω z are shown in Figs. 6(d) and 6(e). There the distortion compared to the RWA case of Fig. 5 is dramatic.
To give some idea of the dynamics of these highly nontrivial solutions, we use the solution parameters with minimal total gate time and plot their detailed gate evolution in Figs. 6(h)-(j) . The evolution matrix after the two pulses,Ũ II (t 1 + t 2 ) =Ũ sin (t 1 )Ũ sin (t 2 ), has to end up equal to U H . We show how this operator evolves in time to the desired one, representing the operator in terms of a rotation axis and angle. In the RWA limit, the evolution operator has a fixed rotation axis and an angle that increases linearly with time in the rotating frame. Figures 6(h) -(j) depict the total axial vectorω(t)'s direction {ω θ ,ω φ } and magnitude |ω| during these two pulses, which indeed accomplishω θ = π/4,ω φ = 0 and |ω| = −π of U H . (Note that this indeed occurs much faster for
Finally, we select the minimal total time solution and map out the parameters of this optimal solution for a wide range of driving amplitude in Figs. 6 (b) and (c). We show the minimal total time, scaled by ω x , as a function of ω x in Fig. 6 (a) . Note that ω x t T ot does not vary much as ω x increases from zero to the order of ω z , indicating that the time there is roughly inversely proportional to driving amplitude in that regime. Around ω x ∼ 2ω z , t T ot begins to saturate at around 2ω −1 z , as can be seen in the set of Fig. 6 (a) . As a result, the curve increases linearly, indicating that the time saturates at some constant value regardless of how much more strongly the qubit is driven. This is not unexpected: In the RWA regime, gate speed scales as 1/ω x , and evidently this scaling roughly holds even up to ω x ∼ ω z . In the other extreme, when ω x ≫ ω z , the counter-rotating coupling is nearly stationary within time 1/ω x , and one is in the static coupling limit where the gate speed is limited by ω z independent of the value of ω x . The transition point between these two regimes evidently depends on the specific logic gate, as we will show below. The main practical point though is that the duration of a Hadamard gate in the saturated, strongly driven regime is at least two orders of magnitude shorter than in the weakly driven regime where RWA applies. This should motivate using the fast gate constructions shown in this work. We believe that the optimal fast gate construction outlined here going beyond RWA is the simplest method for achieving FTEC in semiconductor qubit operations. Figure 7 presents the same results for the π 8 phase gate. We again see in Fig. 7 (a) the similar trend of gate operation speed-up until saturation (as in Fig. 6 ), though here for the π/8 gate the saturation occurs at somewhat stronger driving than for the Hadamard gate. The solution string shapes for ω x = 0.1ω z and ω x = ω z are very similar to each other, although differences become visible when ω x further increases (not shown).
We have also found equivalent solutions for an important extension of the standard driving model where the oscillations no longer need be centered at zero, J x = [ω ave + ω x cos(ωt + Φ)]. This is relevant for a larger category of qubit systems, and in particular, the ST qubit whose exchange coupling between | ↑↓ and | ↓↑ cannot dynamically change sign. The stationary term ω ave is more effective than the counter-rotating part to cause distortion of the Rabi oscillation when ω ave is not much smaller than ω z . Notwithstanding, the gate speed-up with increasing ω x remains robust. The detailed results and discussions are given in Appendix A. This generic extension also serves to demonstrate the flexibility of our procedure for handling different oscillatory drivings. We can readily modify the coupling model to any experimentally relevant situation and calculate the pulse control parameters for desired logic gates, allowing easy experimental access to fast operations. Our work can also be easily generalized to other qubits where fast operations are desirable (e.g. superconducting qubits).
IV. CONCLUSION
If desired, semiconductor spin qubits could be operated for faster gate operations in a strong driving regime, far beyond the threshold where RWA gives an accurate description of the dynamics. The strong driving is indeed very desirable to speed up operations, but the design of gate operations in that regime requires appropriate protocols different from the RWA scheme. This is particularly true given the stringent precision requirements of fault-tolerant quantum computing. In this work we have quantified the well-known limitations of RWA for specific spin qubit platforms by carefully analyzing the experimental situations, and also determined the extent to which a perturbative approach can extend the applicability of an analytic approach to gate design. The analytical approach we developed, which may work when the driving is not too strong (and hence the gate operations are not very fast), is simple and practical to use. We find that for the resonant-exchange and ac-driven singlettriplet qubits in particular, a completely new approach is required to circumvent the limitations of RWA.
While one could focus on the aspect of minimizing the gate time through any of the standard pulse-shaping or optimal control techniques, in this work we have instead considered the solutions that exist within a simple, highly constrained space. This has inherent heuristic value, and the ability to map out the full set of solutions is unusual among numerical optimal control approaches, and may prove useful in informing local searches in the experimental parameter space for non-RWA gating pulses. Our desired gate operation is built from only two applications of a simple sinusoidal pulse. Our complete numerical calculations of the pulse control parameters for the Hadamard and π 8 logic gates have been plotted as a visual look-up table to synthesizing gates over a wide range of driving amplitudes. While this means of presentation is necessarily imprecise, any real experimental implementation will have imperfections not included in the theoretical model that will perturb the solutions we have presented anyway. The true power of our results is that they provide a guide to the on-chip calibration of fast gating operations.
For convenience, we provide a quantitative comparison with the ultimate quantum speed limit. It is emphasized that the optimization of quantum gates or evolution operators [on SU (2), or diffeomorphic to the S 3 space] [16, [58] [59] [60] [61] [62] are different than that of the state transfer which is only parametrized by two real numbers on the Bloch sphere [63, 64] . In the weak-driving RWA regime, the minimal times to achieve the Hadamard and ( Ω is the bound of the control field), respectively, by resorting to Pontryagin maximum principle [61, 65] and minimizing the action [60] . The conventional RWA implementation of the Hadamard and [16] , whereas our strong-driving t T ot in Figs. 6(a) and 7(a) are within a factor of 2. Thus, this comparison also serves to demonstrate the overall high performance of our scheme despite of its simple design.
This simple yet highly constrained control pulse is not intended to compete with those using optimal control theory [26] [27] [28] , such as the recent single-qubit implementation by Scheuer et al [25] . As a concrete comparison, the method of Ref. [25] produces high-fidelity state rotations whose speed is less than the relevant quantum speed limit by a mere 3% by optimizing over 15 parameters and incorporating realistic technical constraints of the pulse generator, while our method produces exact gates whose speed is less than the relevant quantum speed limit by 50% or less by optimizing over only four parameters in an idealized theoretical scenario. We hasten to add, however, that in many ways this is an apples-to-oranges comparison, not least because the quantum speed limits for rotations from a specific input state to a specific output state, as in Ref. [25] , are different from the speed limits for implementing a state-independent gate operation (in fact, the latter are not even fully worked out yet [62] ). Nonetheless, this illustrates the point that for a specific goal or cost functional (i.e., some combination involving fidelity, time, bandwidth, etc.), techniques such as that of Scheuer et al [25] may offer better performance. However, the attraction of the pulses we have presented is their theoretically rudimentary form and the ability to map out the entire solution set within the comparatively small parameter space in order to aid calibration.
As environmental dephasing errors increase with operation time, the two orders of magnitude speed-up permitted by non-RWA pulses is a promising tool for enabling fault-tolerant quantum computation with spin qubits. For a given experiment with specified constraints and objectives, a more sophisticated approach may even allow further speed-up or incorporate additional robust-ness. Going beyond RWA will eventually be essential for resonant exchange and singlet-triplet qubits in order to reach the error correction thresholds for quantum computation.
This work is supported by LPS-MPO-CMTC. XW acknowledges support from City University of Hong Kong (Projects No. 9610335 and No. 7200456).
