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Chapter 1
Introduction
The Hardy-Littlewood maximal function, defined for locally integrable func-
tions f : Rn → [−∞,∞], is a classical and well-known tool in analysis. It is
defined as the supremum of integral averages over balls centered at x, that
is
Mf(x) = sup
r>0
−
∫
B(x,r)
|f(y)|dy, (1.1)
where
−
∫
E
f(y) =
1
|E|
∫
E
f(y)dy.
In this thesis, we study the related spherical maximal function, which is
defined for any function f ∈ Lp(Rn) as
Mf(x) = sup
r>0
−
∫
∂B(x,r)
|f(y)|dHn−1(y). (1.2)
Unlike in the classical maximal function, we average over the boundary of the
ball with respect to the n− 1 dimensional Hausdorff measure. The spherical
maximal function is related to the classical one in fractional cases, as shown
in [4]. When studying the smoothness properties of the fractional maximal
function
Mαf(x) = sup
r>0
rα−
∫
B(x,r)
|f(y)|dy, (1.3)
one ends up requiring estimates for the spherical fractional maximal function
Mαf(x) = sup
r>0
rα−
∫
∂B(x,r)
|f(y)|dHn−1(y). (1.4)
1
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The final goal would be to prove the following norm estimate for operator
(1.4) used in [4]
Theorem 1.1. Let n ≥ 2, p > n/(n− 1) and
0 ≤ α < min
{
n− 1
p
, n− 2n
(n− 1)p
}
.
Then there exists a constant C, depending only on n, p and α, such that
‖Mαf‖Lp∗ (Rn) ≤ C ‖f‖Lp(Rn)
holds for p∗ = np/(n− αp).
This is a special case of more general Lp → Lq estimates for the operator
(1.2). This type of bounds are well understood, but their proofs are somewhat
scattered across multiple publications. The goal of this thesis is to unify these
proofs. First norm estimates for (1.2) were attained by Stein [11] in 1976 for
the case n ≥ 3 and p = q. The similar result for n = 2 are due to Bourgain [2]
a decade later in 1986. Generalizations to Lp → Lq estimates were published
by Schlag and Sogge in [7] and [8] in 1997. In 2002 Lee [6] finalized the
results up to the endpoints.
The analysis of spherical maximal functions requires more sophisticated
methods than classical maximal operators. First, covering arguments used to
prove Lp boundedness of (1.1) will not work, as we are unable to countably
cover sets with boundaries of balls. Rather, we will use methods in Fourier
analysis and oscillatory integrals.
One essential tool is so-called Littlewood-Paley decomposition, in which
functions are decomposed into components with almost disjoint Fourier sup-
ports. The components can then be studied separately and some results can
be transferred back to the original function. These methods will be studied
in chapter 2.2. The Fourier transform of the surface measure Hn−1 restricted
to the surface of the sphere ∂B(x, r) will also have nice decay properties, as
will be shown in chapter 2.3.
Once the prerequisites are understood, we will prove the required norm
estimates for a restricted version of the spherical maximal function in chapter
3. Norm estimates will first be constructed with certain (p, q) pairs and
further interpolated to other pairs. These estimates on individual points can
be very technical to prove, and much of the advancements in the analysis
of spherical maximal functions has been due to obtaining sharper individual
norm estimates, often referred as local smoothing estimates. Some of the
more advanced estimates will be cited from previous work, and can be found
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for example in [8], [6] and [9]. Simpler smoothing estimates nicely portray
the usage of the methods from chapter 2 and will be explained in detail.
In chapter 4 the norm estimates will be extended to full spherical maximal
function, again using properties of Littlewood-Paley decomposition.
1.1 Representation of the spherical maximal
operator
For future analysis, let us derive other forms for (1.2)
Mf(x) = sup
r>0
−
∫
∂B(x,r)
|f(y)|dHn−1(y)
= sup
r>0
−
∫
∂B(0,r)
|f(x− y)|dHn−1(y)
= sup
r>0
−
∫
∂B(0,1)
|f(x− ry)|dHn−1(y)
= sup
r>0
∫
Sn−1
|f(x− ry)|dσ(y), (1.5)
where Sn−1 is the unit sphere centered at origin, and σ is the normalized
surface measure on the sphere. The measure can be attained, for example,
by restricting the Hausdorff measure
σ(E) =
1
|Sn−1|H
n−1(E ∩ Sn−1).
The Fourier transform, denoted fˆ , of a function f is defined as
fˆ(ξ) =
∫
Rn
e2piix·ξf(x)dx.
The inverse Fourier transform is denoted fˇ . Many of the arguments in this
thesis work on the Fourier side, thus another useful form for (1.2) is∫
Sn−1
|f(x− ry)|dσ(y) =
∫
Sn−1
∫
Rn
e2pii(x−ry)·ξ ˆ|f |(ξ)dξdσ(y)
=
∫
Rn
e2piix·ξ ˆ|f |(ξ)
∫
Sn−1
e−2piiy·(rξ)dσ(y)dξ
=
∫
Rn
e2piix·ξ ˆ|f |(ξ)d̂σ(rξ)dξ. (1.6)
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The second equality follows from Fubini’s Theorem and the third line is
the Fourier transformation of the measure σ, which will be studied further in
Section (2.3). One easily sees a third form for the spherical maximal function,
arising from (1.6)∫
Rn
e2piix·ξ ˆ|f |(ξ)d̂σ(rξ)dξ = ( ˆ|f |(ξ)dˆσ(rξ))ˇ
= (|f(·)| ∗ 1
rn
dσ(
·
r
))(x)
= (|f | ∗ dσr)(x), , (1.7)
where the second equality is the time scaling property of Fourier transform.
1.2 Geometric intuitions
Any function f belonging to a Lp space has singularities only on a set E
of Lebesgue measure zero, |E| = 0. Thus, if we require the spherical max-
imal function to belong into any Lebesgue space, we must also require this
property. It turns out, that Theorem 1.1 implies the following
Theorem 1.2. If a measurable set E ⊂ Rn, n ≥ 2, is of Lebesgue measure
zero, then for almost every x ∈ Rn, every circle centered at x intersects E
on a set of Hausdorff measure zero, that is Hn−1(E ∩ ∂B(x, r)) = 0.
It is easy to see that curvature plays a large role in Theorem 1.1, as well
as the argument above. If one were to replace the circles with boundaries
of cubes centered at x, any Lp function blowing up to infinity on one of the
coordinate axes would have the maximal function be unbounded everywhere.
This also shows how any Lp → Lq estimate fails in n = 1, as the zero
dimensional Hausdorff measure is just a counting measure and thus the single
points of singularities have non-zero H0 measure.
1.3 Hardy-Littlewood maximal function
We now recall some facts about the classical Hardy-Littlewood maximal
function (1.1). The operator is defined for any locally integrable functions
f ∈ L1loc(Rn) to keep the integral averages finite, but this may lead to unin-
teresting cases, for which the supremum diverges andMf(x) =∞ for every
x ∈ Rn. For example any non-zero polynomial satisfies local integrability,
but the integral averages grow uncontrollably in r.
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Let us thus limit ourselves to globally integrable Lp(Rn) functions for
1 ≤ p ≤ ∞. The well-known Hardy-Littlewood Maximal Theorem states
that M is an bounded operator from Lp to itself for p > 1 and a weak type
estimate holds in L1.
Theorem 1.3. Let f ∈ Lp(Rn), for 1 ≤ p ≤ ∞, then there exists a constant
C, depending only on n and p, such that
‖Mf‖Lp ≤ C ‖f‖Lp , p > 1, (1.8)
|{x ∈ Rn :Mf(x) > λ}| ≤ C
λ
‖f‖L1 , p = 1. (1.9)
The proof of inequality (1.9) is based on studying the set
Aλ = {x ∈ Rn :Mf(x) > λ}
= {x ∈ Rn : ∃rx > 0 s.t.1
λ
∫
B(x,rx)
|f(y)|dy > |B(x, rx)|}
and using Vitali Covering Theorem to cover Aλ with countable union of
expanded balls ∪∞i=1B(xi, 5rxi), for which
|B(xi, rxi)| <
1
λ
∫
B(xi,rxi )
|f(y)|dy ≤ 1
λ
‖f‖L1
and
∞∑
j=1
|B(xi, rxi)| = |
∞⋃
i=1
B(xi, rxi)|.
This implies
|Aλ| ≤ |
⋃
x∈Aλ
B(x, rx)| ≤
∞∑
j=1
|B(xi, 5rxi)|
≤ 5
n
λ
∞∑
i=1
∫
B(xi,rxi )
|f(y)|dy ≤ 5
n
λ
‖f‖L1 .
The result (1.9) can then be modified to prove (1.8), but the main tool is
still in covering of sets with countable union of balls.
Another way to gain (1.8) for 1 < p < ∞ is using Marcinkiewicz Inter-
polation Theorem between (1.9) and the L∞ estimate, which can be easily
seen from
sup
r>0
−
∫
B(x,r)
|f(y)|dy ≤ ‖f‖L∞ sup
r>0
−
∫
B(x,r)
dy = ‖f‖L∞ .
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The Marcinkiewicz Interpolation Theorem is also a great tool for deriving
estimates for the spherical maximal function and it will be studied more in
chapter 2.1.
It is important to note, that Theorem 1.3 produces only Lp → Lp es-
timates. To gain similar Lp → Lq estimates, one need to add a fractional
term to M and study the fractional maximal function (1.3) and a related
operator, called Riesz potential
Iαf(x) =
∫
Rn
f(y)
|x− y|n−αdy
for 0 < α < n. We easily see that
rα
|Sn|rn
∫
B(x,r)
|f(y)|dy ≤ 1|Sn|
∫
B(x,r)
|f(y)|
|x− y|n−αdy ≤ CIα|f(x)|,
and taking supremum in r gives a pointwise bound
Mαf(x) ≤ Iα|f(x)|.
For the Riesz potential, Lp → Lq estimates are known as the Hardy-Littlewood-
Sobolev Lemma
Lemma 1.1. For α > 0, p > 1, and α < p/n, there exists C, depending only
on n,p and α, such that
‖Iαf‖Lp∗ (Rn) ≤ c ‖f‖Lp(Rn) , p∗ =
pn
n− αp,
holds for every f ∈ Lp(Rn).
With this lemma and the above pointwise bound, we can construct Lp →
Lq bounded maximal operators by choosing a proper fractional exponent α
Theorem 1.4. Let 1 < p ≤ q, and choose α = n(1/p − 1/q), then for any
f ∈ Lp(Rn) we have
‖Mαf‖Lq(Rn) ≤ c ‖f‖Lp(Rn) .
Here q = p∗ from Lemma 1.1, but we interpret the result so that a proper
fractional constant is chosen based on the required p and q.
The Hardy-Littlewood maximal functions have many essential applica-
tions in analysis. For example the Lebesgue Differentation Theorem is a
consequence of the weak L1-boundedness of the maximal function.
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Theorem 1.5. If f ∈ L1loc(Rn), then
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(x)− f(y)|dy = 0
holds for almost every x ∈ Rn.
Another application is in the theory of Sobolev spaces, where Sobolev
functions can be characterized by pointwise boundedness by the maximal
function. This result actually generalizes to analysis on metric spaces, where
maximal functions are also an useful tool. See, for example [5, Chapter 5].
Theorem 1.6. If u ∈ W 1,p(Rn), 1 < p ≤ ∞ a Sobolev function, then there
exists c(n), so that
|u(x)− u(y)| ≤ c|x− y|(M|Du|(x) +M|Du|(y)),
for all x, y outside some set N of Lebesgue measure zero.
Similar argument is also true the other way, so that if there exists a
function g ∈ Lp(Rn), such that
|u(x)− u(y)| ≤ |x− y|(g(x) + g(y)),
then u ∈ W 1,p(Rn).
Note that both of these applications describe local behavior of functions.
In this sense M is a local operator, as the supremum of integral averages is
never attained in r →∞ for Lp functions.
Chapter 2
Prerequisites
In this chapter we go over some techniques and results, fundamental to the
proof Lebesgue space norm estimates for the spherical maximal function.
Interpolation theorems allow us to interpolate endpoint estimates to wide
range of Lp → Lq estimates, Littlewood-Paley theory localizes problems on
the Fourier side and results about the Fourier transform of the spherical
measure σ shows us important decay properties of d̂σ in (1.6).
2.1 Interpolation of operators
2.1.1 Operators on Lebesgue and Lorentz spaces
As the main claim in Theorem 1.1 is that for any Lp function the spherical
maximal function belongs to some Lebesgue space, in this section we will
define these spaces, as well as Lorentz spaces which are generalizations of
typical Lp spaces.
For Rn, the Lebesgue space of power p, or Lp space, is the space of
measurable functions with Lebesgue integrable pth powers. A measurable
function f : Rn → R belongs to Lp(Rn) for 1 ≤ p <∞ with norm ‖f‖Lp(Rn)
if
‖f‖Lp(Rn) =
(∫
Rn
|f |pdx
) 1
p
<∞.
The limit space L∞(Rn) is the space of essentially bounded functions
‖f‖L∞(Rn) = ess sup
x∈Rn
|f(x)| <∞.
Going forward, we will leave out the underlying space in the norm, unless
significant.
8
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1/q
1/p
(0, 1)
(1, 0)(0, 0)
P = ( 1
p2
, 1
q2
)
Q = ( 1
p1
, 1
q1
)
Figure 2.1: The (1/p, 1/q) -coordinate system in which we study the bounds
for the spherical maximal function. Given two points P and Q, in which
Lpi → Lqi bounds exist, we are interested in the line segment between these
points. The diagonal line represents the easier Lp → Lp bounds, whereas
more general techniques are needed for other points. Also, for most theorems,
pi ≤ qi is required, restricting us to the lower triangle.
Given an operator T acting on two Lebesgue spaces Lp1 , Lp2 so that
f ∈ Lpi ⇒ Tf ∈ Lqi , i = 1, 2,
interpolation theory shows that T can have this type of boundedness in Lp
spaces with p1 < p < p2. This concept is easily understood in a (1/p, 1/q)
-coordinate system, as shown in Figure 2.1.1. In this setting, the question is
just proving linear interpolation between two points in the rectangle [0, 1]×
[0, 1].
When working with operators on function spaces, the mapped functions
might not belong to Lp but in some more general space. These spaces Lp,r
are called Lorentz spaces, and they include the classical weak Lp space Lp,∞.
Definition 2.1. For 1 ≤ p < ∞, 0 < r ≤ ∞, the Lorenz space Lp,r with
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respect to measure µ consists of all measurable f , for which
‖f‖Lp,r =

p
1
r
(∫ ∞
0
λrµ{x ∈ Rn : |f(x)| ≥ λ} rp dλ
λ
) 1
r
, 0 < r <∞,
sup
λ>0
λµ{x ∈ Rn : |f(x)| > λ} 1p , r =∞,
is finite.
Note that ‖·‖Lp,r fails the triangle inequality and is instead a quasinorm,
so that for every f, g there exists a K > 0 for which
‖f + g‖Lp,r ≤ K(‖f‖Lp,r + ‖g‖Lp,r)
holds. Next we define the type of Lorentz norm estimates needed for inter-
polation theorems.
Definition 2.2. An operator T is said to be of weak type (p, q) if it is bounded
from Lp,1 into Lq,∞, that is, if there exists a constant M , such that
‖Tf‖Lq,∞ ≤M ‖f‖Lp,1
for all f ∈ Lp,1. Alternatively, T is of strong type (p, q) if
‖Tf‖Lq ≤ ‖f‖Lp
holds for all f ∈ Lp.
2.1.2 Interpolation theorems
The classical Marcinkiewicz Interpolation Theorem states that if a sublinear
operator T is of weak type (pi, pi), i = 1, 2 and 1 ≤ p1 < p2 ≤ ∞, then T
maps Lp to Lp strongly for p1 < p < p2. A well-known example is the Hardy-
Littlewood maximal function, for which Lp → Lp boundedness is achieved
for any p > 1 by interpolating between a weak (1, 1) bound and a strong
(∞,∞) bound.
As we are searching for estimates where q might differ from p, we need
a more general version of the Marcinkiewicz Interpolation Theorem. If P =
(1/p1, 1/q1) and Q = (1/p2, 1/q2) lie inside the cube [0, 1] × [0, 1] ∈ R2 and
T is of weak type at these points, we want strong bounds on the open line
between P and Q, namely when p and q are as
1
p
=
1− θ
p1
+
θ
p2
,
1
q
=
1− θ
q1
+
θ
q2
, (2.1)
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and 0 < θ < 1. If we would additionally have a third bound at some point
W = (1/p3, 1/q3) ∈ [0, 1] × [0, 1], repeated interpolation between the line
PQ and point W achieves strong bounds in the interior of the triangle
PQW . With some restrictions, the interpolation can be repeated for ad-
ditional points to the interior of a convex polygon in the cube [0, 1] × [0, 1].
We must require pi ≤ qi, which restricts us to the lower triangle of the cube,
and we are unable to interpolate parallel to the coordinate axes. Let us now
state the general Marcinkiewicz Interpolation Theorem.
Theorem 2.1. Let 1 ≤ p1 < p2 < ∞ and 1 ≤ q1, q2 ≤ ∞ with q1 6= q2 and
pi ≤ qi. Then for any sublinear operator, for which
‖Tf‖Lqi,∞ ≤Mi ‖f‖Lpi,1 , i = 1, 2,
holds, there exists a constant C = C(θ, p1, p2, q1, q2), such that
‖Tf‖Lq ≤ CM θ1M1−θ2 ‖f‖Lp (2.2)
holds for 0 < θ < 1 and p and q are defined as in (2.1).
The proof is standard and can be founds on [1, Chapter 4.4]. Recall
also the complex method of interpolation, the Riesz-Thorin Interpolation
Theorem
Theorem 2.2. Suppose 1 ≤ p1, p2, q1, q2 ≤ ∞. Then for any linear operator
T , for which
‖Tf‖Lqi ≤Mi ‖f‖Lpi , i = 1, 2,
holds, T is of strong type (p, q), so that
‖Tf‖Lq ≤M θ1M1−θ2 ‖f‖Lp
holds for 0 < θ < 1 and p and q are defined as in (2.1)
Altough this method of interpolation would allow us to work on estimates,
where q < p and gives sharper bounds, the complex method requires the
operator T to be linear and endpoint estimates to be strong, so it is not well
suited for our study.
Next we prove a interpolation result for sums of operators from [6]. It
is somewhat different from other interpolation theorems, as we are requiring
strong bounds on the endpoints, and are left with weak bounds on the inter-
polation segment. However, the gain is boundedness for a sum of operators.
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Lemma 2.1. Let 1, 2 > 0. If a sequence {Tj}, j = 0, 1, 2, ... of sublinear
operators is bounded with
‖Tjf‖Lq1 ≤M121j ‖f‖Lp1 , ‖Tjf‖Lq2 ≤M22−2j ‖f‖Lp2 , (2.3)
for some 1 ≤ p1, p2 <∞, 1 ≤ q1, q2 <∞. Then the sum operator T =
∑
Tj
is bounded as
‖Tf‖Lq,∞ ≤ CM θ1M1−θ2 ‖f‖Lp,1 ,
where θ = 2/(1 + 2), and p and q are as in (2.1).
Proof. Set TN =
∑N
0 Tj and T
N =
∑∞
N+1 Tj, for some N ∈ Z. For these
sums we can find bounds
‖TNf‖Lq1 ≤
N∑
j=0
‖Tjf‖Lq1 ≤M1 ‖f‖Lp1
N∑
j=0
21j
≤ C(1)M12N1 ‖f‖Lp1
as we have 2N/(1− 2−) ≥∑Nj=0 2j, for any  > 0. We also have a bound∥∥TNf∥∥
Lq2
≤
∞∑
j=N+1
‖Tjf‖Lq2 ≤M2 ‖f‖Lp2
∞∑
j=N+1
2−2j
= M2 ‖f‖Lp2
( ∞∑
j=0
2−2j −
N∑
j=0
2−2j
)
=
2−2N
1− 2−2M2 ‖f‖Lp2
= C(2)M22
−2N ‖f‖Lp2 .
Let E be a measurable set. By the estimates above estimates and Cheby-
shev’s inequality, we have for some λ > 0
|{x : |TχE(x)| > λ}| ≤ |{x : |TNχE(x)| > 1
2
λ}|+ |{x : |TNχE(x)| > 1
2
λ}|
≤
(
1
1
2
λ
)q1 ∫
Rn
|TNχE|q1dx+
(
1
1
2
λ
)q2 ∫
Rn
|TNχE|q2dx
≤ C(λ−q1 ‖TχE‖q1Lq1 + λ−q2 ‖TχE‖q2Lq2 )
≤ C(M q11 2N1q1|E|q1/p1λ−q1 +M q22 2−N2q2|E|q2/p2λ−q2).
In the sum above, the first term is strictly increasing and other one strictly
decreasing with respect to N . We can remove the dependency on N by
CHAPTER 2. PREREQUISITES 13
minimizing the sum with respect to N , and after some lengthy computation,
we get
|{x : |TχE(x)| > λ}| ≤ C(M θ1M1−θ2 |E|1/pλ−1)q,
which is exactly the required weak estimate
λ|{x : |TχE(x)| > λ}|1/q ≤ CM θ1M1−θ2 |E|1/p
for indicator functions. By sublinearity, this extends to simple functions and
further to Lp functions with approximation by simple functions.
Thus, if we are able to find strong bounds for each component of a sum
of operators on some endpoints, so that the norm converges to zero at the
other endpoint, we gain weak boundedness for the summed operator, on some
point between. Note that if (2.3) holds with 1 = 0 on one end point, we can
insert any value to the power of two and so modify θ to gain the result on
the whole open line between the endpoints.
2.2 Littlewood-Paley theory
Next we study the basics of a tool in harmonic analysis, called Littlewood-
Paley theory. The theory is bases on decomposing a function f on the Fourier
side to nearly disjoint pieces, essentially supported on an annulus around
radius 2j. As these pieces are compactly supported and nearly disjoint, they
can be more easily analyzed, and some nice properties can then be transferred
back to the original function f .
First recall the Plancherel’s identity
‖f‖L2 =
∥∥∥fˆ∥∥∥
L2
.
Immediate way of disjointing the Fourier side of a function, would be to use
indicator functions of disjoint sets. Say f ∈ L2 and construct fj, j ∈ Z, so
that
fˆj(ξ) = fˆ(ξ)χ{2j≤|ξ|<2j+1}(ξ).
As the decomposing sets are disjoint, Plancherel’s identity gives
‖f‖L2 =
∥∥∥fˆ∥∥∥
L2
=
∥∥∥∥∥∑
j∈Z
fˆj
∥∥∥∥∥
L2
=
∑
j∈Z
∥∥∥fˆj∥∥∥
L2
=
∑
j∈Z
‖fj‖L2 .
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This is of course a great way of decomposing functions in L4, but unfortu-
nately this type of rough decomposition fails miserably in Lp, for any p 6= 2.
Even single components fj will not be bounded, and for example estimation
by Young’s convolution inequality fails when n ≥ 2. Say ϕ = χB(0,1) to get
‖fj‖Lp = ‖f ∗ ϕˇ‖Lp ≤ ‖f‖Lp ‖ϕˇ‖L1 .
It is known that the Fourier transform of unit ball is not integrable, so fj
cant be bound in Lp. To overcome this, in Littlewood-Paley theory, we use
smooth bump functions instead of strict indicator functions. The appropriate
space is the space of Schwartz functions
Definition 2.3. The Schwartz space S consists of rapidly decaying smooth
functions, so that
S = {f ∈ C∞(Rn) : sup
x∈Rn
|xαDkf(x)| <∞}
for all multi-indices α, k ∈ Nn.
One important property of S is that Fourier transform is a automorphism
on this space, so that fˆ ∈ S for all Schwartz functions f .
To construct the Littlewood-Paley decomposition, we first define com-
pactly supported smooth bump functions around radius 2j that localize fˆ .
One easily sees that these are Schwartz functions. Let φ ∈ C∞0 (Rn) be a
radial, decreasing function, such that φ(|ξ|) = 1 when |ξ| ≤ 1 and φ(|ξ|) = 0
when |ξ| ≥ 2. Now we set
ϕ(ξ) = φ(ξ)− φ(2ξ),
and notice that ϕ is a bump function supported on the open annulus {ξ ∈
Rn : 1/2 < |ξ| < 2} and ϕ(ξ) = 1 around |ξ| = 1. By scaling the function ϕ
we achieve a partition of unity∑
j∈Z
ϕj(ξ) = 1, ξ ∈ Rn\{0},
where ϕj(ξ) = ϕ(ξ/2
j) is supported on {ξ ∈ Rn : 2j−1 < |ξ| < 2j+1}.
The only problematic point is ξ = 0, as all ϕj are supported away from
origin. Fortunately, for our application we are mostly interested in the higher
frequencies j ≥ 0. We can let ϕ0(ξ) = φ(ξ) and have a partition of unity of
the whole space ∑
j≥0
ϕj(ξ) = 1, for all ξ ∈ Rn. (2.4)
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This can be seen, as for any ξ ∈ Rn, only at most two terms in the sum are
non-zero. For |ξ| ≤ 1, only ϕ0 is supported and it has value 1. If 1 < |ξ| < 2,
we get
ϕ0(ξ) + ϕ0(2
−1ξ)− ϕ0(ξ) = ϕ0(2−1ξ) = 1,
and for general annulus {ξ ∈ Rn : 2j < |ξ| ≤ 2j+1} we have
ϕj(ξ) + ϕj+1(ξ) = ϕ0(2
−jξ)− ϕ0(2−j+1ξ) + ϕ0(2−j−1ξ)− ϕ0(2−jξ)
= −ϕ0(2−j+1ξ) + ϕ0(2−j−1ξ)
= −ϕ0(21) + ϕ0(2−1)
= 1.
Now we can define operators Pj and Sj by
P̂jf(ξ) = ϕj(ξ)fˆ(ξ), (2.5)
Ŝjf(ξ) = φ(ξ/2
j)fˆ(ξ). (2.6)
The operator Pj smoothly localizes f on the Fourier side to the annulus
|ξ| ≈ 2j, and Sj to a ball of radius 2j. To see how these operators modify
the functions, we observe
Sjf(x) = (f(·) ∗ (2njφˇ(2j·))(x) =
∫
Rn
f(x− 2−jy)φˇ(y)dy,
where φˇ is a Schwartz function with total mass
∫
φˇ = φ(0) = 1. As φˇ
decays quickly, the convolution is roughly an averaging operator of f around
x on scale 2−j. Thus on smaller than 2−j scales around x, Sjf stays nearly
constant.
As Sj+1f = 1 on |ξ| ≤ 2j+1, the following equality holds for Pjf
Pjf = Sj+1Pjf =
∫
Rn
Pjf(x− 2−(j+1)y)φˇ(y)dy.
So Pjf stays constant on scales smaller than 2
−(j+1) around x. On the other
hand Sj−1f is supported on |ξ| ≤ 2j−1 which is outside of supp ϕj and we
get
Sj−1Pjf =
∫
Rn
Pjf(x− 2−(j−1)y)φˇ(y)dy = 0.
This roughly asserts that Pjf has mean zero on scales larger than 2
−j+1. Of
course Pjf also has zero mean over the whole space∫
Rn
Pjf(x)dx = P̂jf(0) = 0,
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so some sort of oscillatory nature is expected for Pjf .
With decomposition f =
∑
j∈Z Pjf , we are interested in how regularity
properties pass from f to the Littlewood-Paley decomposition and back.
Bounding Pj and Sj in L
p is easy by Young’s convolution inequality
‖Pj‖Lp = ‖(f ∗ ϕˇj)(x)‖Lp
≤ ‖f‖Lp
∥∥∥∥ 12jn ϕˇ( ·2j )
∥∥∥∥
L1
≤ ‖f‖Lp ‖ϕˇ‖L1
≤ C ‖f‖Lp .
Here ‖ϕˇ‖L1 can be explicitly calculated and while ϕˇ(x) has zero mean over Rn,
the norm is non-zero due to absolute values being taken. Similar calculation
works for ‖Sjf‖Lp . Now triangle inequality gives us the cheap Littlewood-
Paley inequality
sup
j
‖fj‖Lp ≤ ‖f‖Lp ≤
∥∥∥∥∥∑
j
fj
∥∥∥∥∥
Lp
≤
∑
j
‖fj‖Lp . (2.7)
To transfer regularity properties back from individual components, we would
like to have some sort of reverse result of form∑
j
‖fj‖Lp ≈ ‖f‖Lp ,
but this is asking too much. Instead we have somewhat similar result for the
so called Littlewood-Paley square function Sf
Sf(x) :=
(∑
j∈Z
|Pjf(x)|2
) 1
2
. (2.8)
The L2 case is again informative due to Plancherel’s identity. For every
ξ ∈ Rn, there at most two non-zero components in the decomposition
12 = (ϕj(ξ) + ϕj+1(ξ))
2 = ϕj(ξ)
2 + ϕj+1(ξ)
2 + 2ϕj(ξ)ϕj+1(ξ),
so that
ϕj(ξ)
2 + ϕj+1(ξ)
2 ≈ 1
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and we have ∥∥∥∥∥∥
(∑
j∈Z
|Pjf(x)|2
) 1
2
∥∥∥∥∥∥
2
L2
=
∫
Rn
∑
j∈Z
ϕj(ξ)
2fˆ(ξ)2dξ
≈
∫
Rn
fˆ(ξ)2dξ
= ‖f‖2L2 .
Also ∥∥∥∥∥∥
(∑
j∈Z
|Pjf(x)|2
) 1
2
∥∥∥∥∥∥
2
L2
=
(∑
j∈Z
‖Pjf‖2L2
) 1
2
.
Somewhat similar argument folds for p 6= 2 as the Littlewood-Paley Theorem:
Theorem 2.3. With Sf as in (2.8), for any 1 < p < ∞, there exists C,
depending only on n and p, such that
‖Sf‖Lp ≤ C ‖f‖Lp
holds any f ∈ Lp
A converse result also holds, so that
‖Sf‖Lp ≈ ‖f‖Lp
for any 1 < p <∞. This can be seen as almost orthogonality of Littlewood-
Paley components in Lp, as combined with (2.7) we have∥∥∥∥∥∥
(∑
j∈Z
|Pjf(x)|2
) 1
2
∥∥∥∥∥∥
Lp
≈ ‖f‖Lp =
∥∥∥∥∥∑
j∈Z
Pjf(x)
∥∥∥∥∥
Lp
,
so that (∑
j∈Z
|Pjf(x)|2
) 1
2
≈
∑
j∈Z
Pjf(x)
in Lp.
The compact Fourier supports of Littlewood-Paley components provides
many beneficial properties. One is the Bernstein’s inequality, of which we will
need a modification of. The inequality allows Lp to Lq bound for a function
if the Fourier transform of the function is supported on a ball around origin.
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Lemma 2.2. For 1 ≤ p ≤ q ≤ ∞ and any function f ∈ Lp, for which
supp fˆ ⊂ B(0, r), there exists a constant C, depending only on r and n, so
that
‖f‖Lq ≤ C ‖f‖Lp , (2.9)
holds.
Proof. Let γ be a C∞0 (B(0, 2r)) function with γ(ξ) = 1 on B(0, r) and γ(ξ) ≤
1. Now fˆ(ξ) = γ(ξ)fˆ(ξ), and by taking the inverse Fourier transform and
applying Young’s inequality we have
‖f‖Lq ≤ ‖γˇ ∗ f‖Lq
≤ ‖γˇ‖Lk ‖f‖Lp
≤ Cr ‖f‖Lp ,
where the norm of γˇ is estimated by
‖γˇ‖Lk ≤ ‖γˇ‖L1 + ‖γˇ‖L∞ ≤ Cr. (2.10)
The first inequality is due to convexity of the mapping 1/p → ‖γ‖Lp for
1 ≤ p ≤ ∞, γ ∈ L1 ∩ L∞. The second inequality follows from γ(0) = 1 and
supϕ(ξ) = 1 supported on the ball B(0, 2r).
2.3 Fourier transform of the spherical mea-
sure
To take advantage of the form (1.6) of the spherical maximal function, we
need some information on the Fourier transform of the spherical measure
d̂σ. In this section we derive an useful decay estimate using the method of
stationary phase for oscillatory integrals.
For a finite measure µ on Rn, the Fourier transform d̂µ is defined as
d̂µ(ξ) =
∫
Rn
e−2piix·ξdµ(x)
For the spherical measure this becomes
d̂σ(ξ) =
∫
Rn
e−2piix·ξdσ(x)
=
∫
Sn−1
e−2piiλ(x·en)dσ(x), λ = |ξ|, (2.11)
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due to the rotational symmetry of dσ. Here en = (0, 0, ..., 1) is the nth unit
vector. This integral can be explicitly solved to give
d̂σ(ξ) =
2pi
|ξ|(n−2)/2J(n−2)/2(2pi|ξ|),
as is done in [3, Appendix B]. Here Jν is the Bessel function of order ν.
We will construct another representation using techniques from theory of
oscillatory integrals.
Integrals similar to (2.11), that generalize to form
I(λ) =
∫
Rn
eiλφ(x)a(x)dµ(x), (2.12)
are called oscillatory integrals due to the oscillatory nature of eiλφ(x). Here
a represents the amplitude of the oscillation and φ is a real valued function
controlling the oscillation and thus called the phase function. The value λ
can be thought of as the frequency of the oscillation, and in general we are
interested in the order of magnitude of |I(λ)| as λ→∞. One way to control
the integral is to localize to regions where the phase function has or does
not have a critical point. In these regions one can use the following princi-
ples of nonstationary and stationary phase respectively. Further analysis of
oscillatory integrals can be found for example in [12, Chapter 8].
Proposition 2.1. Let φ : Rn → R be a smooth function so that ∇φ(p) 6= 0
for some p. If a ∈ C∞0 (Rn) is supported in a small neighborhood of p, then∣∣∣∣dkI(λ)dλk
∣∣∣∣ ≤ Ck,Nλ−N
for all N ≥ 0.
In other words, |I| decays rapidly near nonstationary points.
Proposition 2.2. Let φ : Rn → R be a smooth function so that ∇φ(p) = 0
and the Hessian Hφ(p) invertible for some p. If a ∈ C∞0 (Rn) is supported in
a small neighborhood of p, then∣∣∣∣ dkdλk (epiiλφ(p)I(λ))
∣∣∣∣ ≤ Ckλ−((n−1)/2+k).
With these propositions in mind, let us construct a smooth partition of
unity {qj}kj=1 over Sn−1 so that q1 is supported near en and q2 near −en. The
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Fourier transform (2.11) takes the form
d̂σ(ξ) =
∫
Sn−1
e−2piiλ(x·en)q1(x)dσ(x) +
∫
Sn−1
e2piiλ(x·en)q2(x)dσ(x) (2.13)
+
k∑
j=3
∫
Sn−1
e−2piiλ(x·en)qj(x)dσ(x). (2.14)
The segments away form ±en can be written as∫
Rn−1
e−2piiλ(φj(x)·en)aj(x)dx,
where aj : Rn−1 → [0, 1] is a bump function and φj : Rn−1 → Sn−1 ⊂ Rn
maps the bumps smoothly to the support of qj. Thus we have an oscillatory
integral of the form (2.12) with φ = (φj · en) and
∇(φj(x) · en) = ∇φj,n(x) =
(
∂
∂x1
φj,n(x),
∂
∂x2
φj,n(x), ...,
∂
∂xn−1
φj,n(x)
)
,
where φj,n is the nth component of the map. The gradient can be observed
to be zero only at when φj(x) = ±en but as we are away from these poles
we have ∇φ 6= 0, and use the principle of nonstationary phase to bound the
integrals with some rapidly decreasing function. This suggests that the main
contribution comes from the two segments q1, q2 near en. For these segments,
we use mappings φ : Rn−1 → Sn−1, φ(x) = (x,±√1− |x|2) near the origin
of Rn−1, so that∫
Sn−1
e−2piiλ(x·en)q1(x)dσ(x) =
∫
Rn−1
e−2piiλ
√
1−|x|2 a1(x)√
1− |x|2dx.
The Hessian of the phase function φ(x) =
√
1− |x|2 turns out to be −In−1 at
the origin, and thus is invertible. Similar estimate holds for the component
near −en. Now the principle of stationary phase gives us the estimate for
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the whole integral (2.11).
d̂σ(ξ) =
∫
Rn−1
e−2pii|ξ|
√
1−|x|2 a1(x)√
1− |x|2dx+
∫
Rn−1
e2pii|ξ|
√
1−|x|2 a2(x)√
1− |x|2dx
+
k∑
j=3
∫
Rn−1
e−2pii|ξ|(φj(x)·en)aj(x)dx
= e2pii|ξ|epii|ξ|(−2)
∫
Rn−1
epii|ξ|(−2
√
1−|x|2) a1(x)√
1− |x|2dx
+ e−2pii|ξ|epii|ξ|(2)
∫
Rn−1
epii|ξ|(2
√
1−|x|2) a2(x)√
1− |x|2dx
+
k∑
j=3
∫
Rn−1
e−2pii|ξ|(φj(x)·en)aj(x)dx
= e2pii|ξ|ω+(|ξ|) + e−2pii|ξ|ω−(|ξ|) + y(|ξ|),
where ∣∣∣∣ dkd|ξ|kω±(|ξ|)
∣∣∣∣ ≤ Ck|ξ|−((n−1)/2+k) (2.15)
and ∣∣∣∣ dkd|ξ|k y(|ξ|)
∣∣∣∣ ≤ Ck,N |ξ|−N
for any N > 0. As y decays rapidly, it can be absorbed to the other terms
to have form
d̂σ(ξ) = e2pii|ξ|ω+(|ξ|) + e−2pii|ξ|ω−(|ξ|). (2.16)
This controls the Fourier transform when |ξ| is large. For small |ξ|, we use
the fact
|d̂σ(ξ)| ≤
∫
Sn−1
|e−2piix·ξ|dσ(x) = 1
to see that d̂σ(ξ) is bounded near 0. Thus ω± must have upper bound by
| d
k
d|ξ|kω±(|ξ|)| ≤ Ck
1
(1 + |ξ|)(n−1)/2+k . (2.17)
The form (2.16) with decay (2.15) is not unique to the hypersphere. One
can deduce similar estimates with the same rate of decay for other hypersur-
faces, assuming they satisfying certain smoothness properties. For example
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the Gaussian curvature needs to be nonzero everywhere, to avoid problems
similar to the one in section 1.2.
To combine some results of this chapter, we now prove the following
result from [3, Chapter 5.5], related to Littlewood-Paley bump functions and
spherical measure.
Lemma 2.3. Let ϕj be a bump function as in (2.4), and dσ as in (2.16).
Then for any M > n there exists CM <∞, such that
|(ϕˇj ∗ dσ)(x)| ≤ CM2
j
(1 + |x|)M (2.18)
holds.
Proof. As ϕˇj is a Schwartz function, for any N , there exists CN , such that
|(ϕˇj ∗ dσ)(x)| ≤
∫
Sn−1
CN2
jn
(1 + 2j|x− y|)N dσ(y).
Now the integral can be estimated by studying the following dyadic partition
of space:{
S−1 = Sn−1 ∩ {y ∈ Rn : 2j|x− y| ≤ 1},
Sr = S
n−1 ∩ {y ∈ Rn : 2r ≤ 2j|x− y| ≤ 2r+1}, r ≥ 0.
For r ≤ j, the sets have Hn−1 measure at most cn2(r+1−j)(n−1), and require
|x| to be small so that x ∈ B(0, 3). For large r > j, the measure of the sets
is bounded by Hn−1(Sn−1) = cn and requires |x| ≤ 2r+1−j + 1. Combining
these estimates gives∫
Sn−1
CN2
jn
(1 + 2j|x− y|)N dσ(y) ≤ CN2
nj
( j∑
r=−1
χB(0,3)(x)Hn−1(Sr)
2rN
+
∑
r≥j+1
χB(0,2r+1−j+1)(x)Hn−1(Sr)
2rN
)
≤ CN
(
CM
(1 + |x|)M
j∑
r=−1
2(r+1−j)(n−1)+nj
2rN
+
1
(1 + |x|)M
∑
r≥j+1
2jn(1 + 2r+2−j)Mcn
2rN
)
≤ CM,N,n2
j
(1 + |x|)M ,
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if N > M > n. Here we used the estimate
χB(0,R)(x) ≤ (1 +R)
M
(1 + |x|)M
for any M ≥ 1. By choosing for example N = M + 1 we have the required
estimate.
Chapter 3
Main theorem
We are now ready to state the main result of the thesis. The cases n = 2
and n ≥ 3 are handled separately as the former is more complicated. This is
due to the dimension in the exponent of the estimate (2.17) for d̂σ results in
some sums not converging in n = 2. Most of the analysis will be carried out
in a localized case 1 < r < 2, improving to the global bound r > 0 afterwards
in chapter 4. Let us denote
Mf(x) = sup
1<r<2
∫
Sn−1
|f(x− ry)|dσ(y). (3.1)
We will also first prove the result for nonnegative Schwartz functions, ex-
tending to Lp functions in chapter 4.
3.1 Case n ≥ 3
For the case n ≥ 3, the main result to be proved is the following theorem.
Theorem 3.1. Let f : Rn → R, n ≥ 3 be nonnegative Schwartz function.
Set points
• P1 = (0, 0),
• P2 = (n−1n , n−1n ),
• P3 = (n−1n , 1n),
• P4 = (n2−nn2+1 , n−1n2+1)
and Q as the closed polygon spanned by the points. Then if (1/p, 1/q) ∈
Q\ ([P2P3]∪{P4}), there is a constant C depending only on n, p and q, such
that for operator (3.1) ∥∥Mf∥∥
Lq
≤ C ‖f‖Lp . (3.2)
24
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1/q
1/p
(0, 1)
P1
P2
P3
P4
(1, 0)
(1, 1)
(1/2, 1/2)
(1/2, 2(n+ 1)/(n− 1))
Figure 3.1: The polygon from Theorem 3.1 and interpolation segments in the
case n = 3. Using Lemma 2.1 on the dashed line segments gives weak bounds
on the points P1, P2, P3, P4. Marcinkiewicz Interpolation Theorem then gives
the full theorem when (1/p, 1/q) is inside the closed polygon spanned by the
points Pi except the points P2, P3, P4.
The strategy for the proof is to prove estimates in some (1/p, 1/q) points
for single Littlewood-Paley components and use Lemma 2.1 to gain weak
bounds on points P2, P3, P4. The strong L
∞ → L∞ bound on pointP1 is triv-
ial for Schwartz functions. Then repeated use of Marcinkiewicz Interpolation
Theorem proves the estimate (3.2) inside the closed polygon. The case n = 3
is illustrated in Figure 3.1.
We start by constructing a Littlewood-Paley decomposition of the oper-
ator M . Let fj be defined by fˆj = ϕj fˆ , where ϕj(ξ) is a localizing bump
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function similar to (2.4). We will denote M jf = Mfj and have
Mf = sup
1<r<2
∫
Sn−1
|
∞∑
j=0
fj(x− ry)|dσ(x)
≤ sup
1<r<2
∫
Sn−1
|f0(x− ry)|σ(x) +
∞∑
j=1
sup
1<r<2
∫
Sn−1
|fj(x− ry)|σ(x)
≤M0f +
∞∑
j=1
(M jf)
due to the sublinearity of the maximal operator. The low frequencies in M0f
are easy to bound with Benrstein’s inequality and a well-known lemma in
real analysis [3, Chapter 2.1.2]
Lemma 3.1. Let K ∈ L1(Rn) be a nonnegative, decreasing and radial func-
tion. Then for K = 1/
nK(x/),
sup
>0
|(f ∗K)(x)| ≤ ‖K‖L1Mf(x)
holds for every x ∈ Rn.
Let ϕ˜ ∈ C∞0 (Rn) be bump function such that ϕ˜ = 1 on the support of
ϕ0. Thus ϕ˜ϕ0 = ϕ0 and we can write the first Littlewood-Paley component
M0f in the form (1.5) as
M0f = sup
1<r<2
∫
Rn
e2piix·ξfˆ(ξ)ϕ˜(ξ)ϕ0(ξ)d̂σ(rξ)dξ
= sup
1<r<2
[
(fˆ ϕ˜)ˇ ∗ d˜σr
]
(x).
Here d˜σr(x) =
1
rn
d˜σ(x
r
) is the inverse Fourier transform of ϕ0(ξ)d̂σ(rξ). As
ϕ0 is a radial Schwartz function, ϕˇ0 is also a radial Schwartz function and
thus has an decreasing majorant in CN(1 + |x|)−N for any N ≥ 0. Now d˜σ
can be estimated from above as
|d˜σ(x)| = |(ϕ0(ξ)d̂σ(rξ))ˇ(x)| = |(ϕˇ0 ∗ dσr)(x)|
=
∣∣∣∣∫
Sn−1
ϕˇ0(x− ry)dσ(y)
∣∣∣∣
≤ CN
(1 + |x|)N
∫
Sn−1
dσ(y)
=
CN
(1 + |x|)N
= g(x).
CHAPTER 3. MAIN THEOREM 27
Naturally we can choose N depending on the dimension n, so that g ∈ L1(Rn)
and Lemma 3.1 gives
M0f(x) ≤ sup
r>0
[
(fˆ ϕ˜)ˇ ∗ gr
]
(x) ≤ ‖g‖L1M(fˆ ϕ˜)ˇ(x).
Taking Lq, q > 1 norm on both sides and using the Hardy-Littlewood maxi-
mal inequality, we have ∥∥M0f∥∥Lq ≤ C ∥∥∥(fˆ ϕ˜)ˇ∥∥∥Lq .
As (fˆ ϕ˜)ˇ has its Fourier transform supported on ball around zero, we can use
Bernstein’s inequality 2.2 for any 1 ≤ p ≤ q, 1 < q and Young’s inequality
for convolutions to gain the desired Lp → Lq bound∥∥M0f∥∥Lq ≤ C ∥∥∥(fˆ ϕ˜)ˇ∥∥∥Lq
= C ‖f ∗ (ϕ˜)ˇ‖Lp
≤ C ‖(ϕ˜)ˇ‖L1 ‖f‖Lp
≤ C ‖f‖Lp .
For the high frequencies j ≥ 1, we require the following estimates∥∥M jf∥∥L1 ≤ C2j ‖f‖L1 , (3.3)∥∥M jf∥∥L∞ ≤ C2j ‖f‖L1 , (3.4)∥∥M jf∥∥L2 ≤ C2−j n−22 ‖f‖L2 , (3.5)∥∥M jf∥∥L2(n+1)/(n−1) ≤ C2−j n2−2n−12n+2 ‖f‖L2 . (3.6)
As the first two estimates are divergent in j, and the other two are convergent,
Lemma 2.1 between (3.3) and (3.5), (3.4) and (3.5), (3.4) and (3.6) produces
bounds of weak type respectively on P2, P3, P4.
Let us now prove the above bounds for Littlewood-Paley components
when j ≥ 1. We will use the decay property of d̂σ and study integrals of the
form
Ajf(x, r) =
∫
Rn
e2pii(x·ξ+r|ξ|)
fˆ(ξ)ϕj(ξ)
(1 + |ξ|)(n−1)/2dξ, (3.7)
so that
M jf(x) ≤ sup
1<r<2
Ajf(x, r).
For many of the estimates, we use the following embedding type lemma from
[6]. Other simpler inequalities can be used for some of the estimates but the
following works for multiple cases.
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Lemma 3.2. For a smooth function u defined on Rn×I, where I is a bounded
interval, and 1 < p ≤ ∞∥∥∥∥sup
r∈I
|u(x, r)|
∥∥∥∥
Lp(Rn)
≤ C
(
‖u‖Lp(Rn×I) + ‖u‖(p−1)/pLp(Rn×I) ‖∂ru‖1/pLp(Rn×I)
)
. (3.8)
Proof. We begin by fixing x and take u as a smooth function u : I → R. To
keep the right-hand side of (3.8) finite, we must assume u(r)p ∈ W 1,1(I), p >
1. Here W 1,1(I) is a one dimensional Sobolev space and thus has an inclusion
W 1,1(I) ⊂ L∞(I) due to Sobolev functions being absolutely continuous on
lines. We have the inequality
sup
r∈I
|u(r)p| ≤ C(‖up‖L1(I) + ‖∂rup‖L1(I))
≤
∫
I
|up|dr +
∫
I
p|up−1||∂ru|dr
≤
∫
I
|up|dr + p
[∫
I
|up−1|p/(p−1)dr
](p−1)/p [∫
I
|∂ru|pdr
]1/p
by applying Ho¨lder’s inequality on the second term. Now letting x vary and
integrating over Rn we get∫
Rn
sup
r∈I
|u(x, r)p|dx ≤ C
(
‖u‖pLp(Rn×I)
+ p
∫
Rn
[∫
I
|u|pdr
] p−1
p
[∫
I
|∂ru|pdr
] 1
p
dx
)
≤ C
(
‖u‖pLp(Rn×I) + p ‖u‖
p−1
p
Lp(Rn×I) ‖∂ru‖
1
p
Lp(Rn×I)
)
.
Here we used Ho¨lder’s inequality again on the second term. Now we can
take the pth root and use the inequality p1/p ≤ 2, p > 0 to gain (3.8) for
1 < p < ∞. As the constant does not depend on p this can be extended to
p =∞ for the full result.
The L2 → L2 estimate now follows easily from the previous lemma and
(3.7), as Ajf is smooth due to f being a Schwartz function∥∥M jf∥∥L2(Rn) ≤ C(‖Ajf‖L2(Rn×[1,2])
+ ‖Ajf‖
1
2
L2(Rn×[1,2]) ‖∂tAjf‖
1
2
L2(Rn×[1,2])
)
.
(3.9)
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For the right hand side we can calculate
|Ajf(x, r)| =
∣∣∣∣∣
∫
Rn
e2pii(x·ξ+r|ξ|)
fˆ(ξ)ϕj(ξ)
(1 + |ξ|)(n−1)/2dξ
∣∣∣∣∣
≤ C2−j(n−12 )
∣∣∣∣∫
Rn
e2piix·ξe2piir|ξ|fˆ(ξ)ϕj(ξ)dξ
∣∣∣∣
and ∣∣∣∣ ∂∂rAjf(x, r)
∣∣∣∣ =
∣∣∣∣∣
∫
Rn
e2pii(x·ξ+r|ξ|)2pii|ξ| fˆ(ξ)ϕj(ξ)
(1 + |ξ|)(n−1)/2dξ
∣∣∣∣∣
≤ C2−j(n−12 −1)
∣∣∣∣∫
Rn
e2piix·ξe2piir|ξ|fˆ(ξ)ϕj(ξ)dξ
∣∣∣∣ ,
as ϕj localizes ξ to the annulus of radius 2
j. Combining these estimates to
(3.9) we achieve∥∥M jf∥∥L2Rn ≤ C(2−j(n−12 ) ‖Ufj‖L2(Rn×[1,2])
+ 2−j(
n−1
2
) 1
22−j(
n−1
2
−1) 1
2 ‖Ufj‖
1
2
L2(Rn×[1,2]) ‖Ufj‖
1
2
L2(Rn×[1,2])
)
= C
(
2−j(
n−1
2
) + 2−j(
n−2
2
)
)
‖Ufj‖L2(Rn×[1,2])
≤ C2−j(n−22 ) ‖Ufj‖L2(Rn×[1,2]) ,
where
Ufj(x, r) =
∫
Rn
e2piix·ξe2piir|ξ|fˆj(ξ)dξ (3.10)
is a type of Fourier integral operator. By Plancherel’s identity, instead of
Ufj(x, r), we can study the L
2 norm of fˆj(ξ)e
2piir|ξ|. Using Euler’s formula
on the exponential, we now easily easily gain
‖Ufj(x, r)‖L2(Rn) =
(∫
Rn
|fˆj(ξ)e2piir|ξ||2dξ
) 1
2
(3.11)
=
(∫
Rn
√
fˆj(ξ)2 cos2(2pir|ξ|) + fˆj(ξ)2 sin2(2pir|ξ|)
2
dξ
) 1
2
=
∥∥∥fˆj∥∥∥
L2(Rn)
= ‖fj‖L2(Rn) .
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We see that the operator U maps L2 to itself and we get rid of the dependency
on r. Thus the estimate converts to∥∥M jf∥∥L2(Rn) ≤ C2−j(n−22 ) ‖Ufj‖L2(Rn×[1,2])
= C2−j(
n−2
2
)
(∫ 2
1
‖fj‖2L2(Rn) dr
) 1
2
= C2−j(
n−2
2
) ‖fj‖L2(Rn) .
As the Lp norm of individual Littlewood-Paley components in bounded by
the norm of the full function (2.7), we have∥∥M jf∥∥L2(Rn) ≤ C2−j(n−22 ) ‖f‖L2(Rn) .
Now one can use this estimate to actually gain the L2 → L2 result for full f ,
not just the Littlewood-Paley components. By Minkowski inequality
∥∥Mf∥∥
L2
=
∥∥∥∥∥M
( ∞∑
j=0
fj
)∥∥∥∥∥
L2
≤
∞∑
j=0
∥∥M jf∥∥L2
≤ C ∥∥M0f∥∥L2 + ∞∑
j=1
∥∥M jf∥∥L2
≤ C
(
‖f‖L2 +
∞∑
j=1
2−j(
n−2
2
) ‖f‖L2
)
= C ‖f‖L2 (1 +
∞∑
j=1
2−j(
n−2
2
))
≤ C(n) ‖f‖L2
for n ≥ 3. This L2 estimate also nicely portrays, why n = 2 need separate
treatment. For n ≥ 3 the series ∑j≥1 ∥∥M jf∥∥L2 converges by the above
estimate, but in n = 2 we lose the information on j and can not produce
such a result.
The bounds (3.3) and (3.4) can be easily derived from Lemma 2.3, as
this gives a pointwise bound for the L∞ estimate as well as a bound for the
integral via Young’s convolution inequality. Let us choose M = n + 1 in
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(2.18) so the constant CM depends only on n. The L
∞ bound follows from
|M jf(x)| = | sup
1<r<2
(f ∗ (ϕˇj ∗ dσr))(x)|
=
∣∣∣∣ sup
1<r<2
∫
Rn
f(x− y)(ϕˇj ∗ dσr)(x)dy
∣∣∣∣
≤ sup
1<r<2
∫
Rn
|f(x− y)| CMr
−n2j
(1 + r−1|x|)M dy
≤ C2j
∫
Rn
|f(x− y)|dy
= C2j ‖f‖L1 .
Taking essential supremum in x of this pointwise inequality gives the result∥∥M jf∥∥L∞ ≤ C2j ‖f‖L1 .
For the L1 case we calculate∥∥M jf∥∥L1 = ∥∥∥∥ sup
1<r<2
(f ∗ (ϕˇj ∗ dσr))
∥∥∥∥
L1
≤ ‖f‖L1
∥∥∥∥ sup
1<r<2
ϕˇj ∗ dσr
∥∥∥∥
L1
≤ C2j ‖f‖L1
by again using the estimate (2.18) and∥∥∥∥ sup
1<r<2
ϕˇj ∗ dσr
∥∥∥∥
L1
≤
∫
Rn
sup
1<r<2
CMr
−n2j
(1 + r−1|x|)M dx
≤
∫
Rn
CM2
j
(1 + |x|)M dx
≤ C(n)2j.
The final estimate (3.6) is a consequence of Strichartz’s estimates in [13].
Now that the estimates (3.3) - (3.6) are understood, we can finally give
a proof for the n ≥ 3 case.
Proof of Theorem 3.1. Let f be a nonnegative Schwartz function. Thus
f(x) ≤ ‖f‖L∞ <∞, for every x ∈ Rn and
Mf(x) ≤
∫
Sn−1
‖f‖L∞ dσ(y) = ‖f‖L∞ .
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Taking supremum in x then gives the L∞ result∥∥Mf∥∥
L∞ ≤ ‖f‖L∞ .
Next we use the interpolation Lemma 2.1 on the bounds (3.3) and (3.5) for
the spherical maximal functions over the Littlewood-Paley components fj.
The exponents are 1 = 1 and 2 = (n − 2)/2, so the weak bound is found
with θ as
θ =
2
1 + 2
=
n− 2
2
2
n
=
n− 2
n
.
Thus p and q are as
1
q
=
1
p
= θ
1
1
+ (1− θ)1
2
=
n− 1
n
,
giving the weak estimate on point P2∥∥Mf∥∥
L(n−1)/n,∞ ≤ C ‖f‖L(n−1)/n,1 .
Interpolating this weak type estimate with the strong type L∞ → L∞ esti-
mate with the Marcinkiewicz Interpolation Theorem 2.1 gives the full Lp →
Lp result ∥∥Mf∥∥
Lp
≤ C ‖f‖Lp ,
n− 1
n
< p ≤ ∞. (3.12)
Similarly, Lemma 2.1 gives weak type bounds on P3 and P4 by interpolating
from (3.4) to (3.5) and (3.4) to (3.6) respectively. Marcinkiewicz interpolation
between P3 and P4 gives strong bounds on the open line segment (P3, P4)
which can be interpolated with the Lp → Lp estimates for the result inside
polygon Q. Interpolation between P4 and P1 finalizes the proof. Note that
the Marcinkiewicz Interpolation Theorem can not produce estimates on the
line segment [P2, P3] as it is vertical in the (1/p, 1/q) coordinates.
3.2 Case n = 2
The planar case n = 2 is more complicated, and requires separate treatment.
First of all, the L2 estimate (3.5) fails to converge and we cannot interpolate
between this and the L1 → L∞ estimate to gain a weak bound on any point
in the lower triangle of the (1/p, 1/q) unit square. One can not even deduce
the Lp → Lp estimates due to this lack of convergence in L2. After seeing the
result (3.12) for n ≥ 3, one could still believe similar estimate would exist
for n = 2 with (n− 1)/2 = 1/2 being the weak endpoint result. This is true,
as the following theorem.
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Theorem 3.2. Let f : R2 → R be a non negative Schwartz function. Set
points
• O = (0, 0),
• P = (1/2, 1/2),
• Q = (2/5, 1/5)
and T as the closed triangle spanned by the points. Then if (1/p, 1/q) ∈
T \ {P,Q} there is a constant C depending only on n, p, and q, such that for
operator 3.1 ∥∥M∥∥
Lq
≤ C ‖f‖Lp .
Again we produce some estimates for M jf and use Lemma 2.1 to gain
weak estimates for the full operator Mf , which can be interpolated by
Marcinkiewicz Interpolation Theorem. Figure 3.2 illustrates the different
points and lines used in the proof.
Let us first prove the Lp → Lp estimates in the half open diagonal [O,P ).
The L∞ → L∞ estimate is again trivial for the smooth Schwartz functions.
As the L2 estimate (3.5) for n = 2 is∥∥M jf∥∥L2 ≤ C ‖f‖L2 , (3.13)
we need to find some other point with negative exponent of 2j to use Lemma
2.1. One such estimate is∥∥M jf∥∥L4 ≤ C2−j( 18−) ‖f‖L4 , for all  > 0, (3.14)
from [9, Chapter 2.4]. For small enough 0 <  < 1
8
, the exponent is negative,
and for any 2 ≤ p < 4 we get a weak type estimate∥∥M jf∥∥Lp,∞ ≤ C ‖f‖Lp,1 .
Interpolating this with the L∞ → L∞ estimate gives the full diagonal result∥∥M jf∥∥Lp ≤ C ‖f‖Lp , p > 2. (3.15)
To extend to Lp → Lq bounds, we need some estimates to interpolate
with. One could use Lemma 2.1 on (3.17) and (3.4) to gain weak estimates
on 1/p = 3/9, q = 2/9, but we can actually improve from this. In [6], the
following estimate is derived for operators of type (3.10) in n = 2.
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1/q
1/p
(0, 1)
Q = (1/2, 1/2)
P = (2/5, 1/5)
1/p+ 3/q = 1, q > 14/3
(1/4, 1/4)
(1, 0)(0, 0)
Figure 3.2: Case n = 2. Theorem 3.2 holds in the closed triangle O,P,Q,
minus the points P,Q. For the Lp → Lp estimate, the bound (3.14) is derived
at p = q = 4. Proposition 3.16 holds on the dashed line, and can be used to
prove weak estimate on the half open line [P,Q).
Proposition 3.1. If supp fˆ ⊂ {ξ ∈ R2 : |ξ| ∼ N}, then for 1/p + 3/q = 1,
14/3 < q ≤ ∞,(∫
R2
∫ 2
1
|Uf(x, r)|qdrdx
) 1
q
≤ CN3/2−6/q ‖f‖Lp(R2) , (3.16)
where Uf is the Fourier integral operator (3.10).
The proof of this proposition is very technical and will not be discussed
here. We now prove Theorem 3.2.
Proof of Theorem 3.2. Let f ∈ S and fj, j ≥ 1 be a Littlewood-Paley com-
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ponent of f . Choose I = [1, 2] in Lemma 3.2.∥∥M jf∥∥Lq(R2) ≤ C( ‖Ajf‖Lq(R2×[1,2])
+ ‖Ajf‖
1−q
q
Lq(R2×[1,2]) ‖∂tAjf‖
1
q
Lq(R2×[1,2])
)
,
where Ajf(x, r) is as in (3.7). With similar estimations as in the L
2 case of
n ≥ 3, we get
‖Ajf‖Lq(R2×[1,2]) ≤ C2−
j
2 ‖Ufj‖Lq(R2×[1,2])
and
‖∂tAjf‖Lq(R2×[1,2]) ≤ C2
j
2 ‖Ufj‖Lq(R2×[1,2]) .
So for any q > 1,∥∥M jf∥∥Lq(R2) ≤ C(2− j2 ‖Ujf‖Lq(R2×[1,2])
+ 2−
j
2
1−q
q ‖Ujf‖
1−q
q
Lq(R2×[1,2]) 2
j
2
1
q ‖Ujf‖
1
q
Lq(R2×[1,2])
)
≤ C
(
2−
j
2 ‖Ujf‖Lq(R2×[1,2]) + 2−
j
2
+ j
q ‖Ujf‖Lq(R2×[1,2])
)
≤ C2− j2+ jq ‖Ujf‖Lq(R2×[1,2])
holds. Now we restrict q as in Proposition 3.16 and see∥∥M jf∥∥Lq(R2) ≤ C2− j2+ jq 2 3j2 − 6jq ‖fj‖Lp(R2)
≤ C2j(1− 5q ) ‖f‖Lp(R2) , (3.17)
when 1/q < 3/14 and 1/p + 3/q = 1. The exponent is negative when 1/q >
1/5, p < 2/5, so Lemma 2.1 with the L2 bound (3.13) produces the result in
the interior of T , as we get weak type estimates as close to the line (P,Q)
as we want, and can interpolate witht he L∞ → L∞ result. We can extend
the result to the closure of T by first interpolating (3.17) and (3.13). Choose
p, q so that (3.17) holds, then Marcinkiewicz interpolation gives∥∥M jf∥∥Lq˜ ≤ C11−θ2j(1− 5q )θ ‖f‖Lp˜ ,
where p˜, q˜ is contained in the closed triangle spanned by points
(5/14, 3/14), (1/2, 1/2), (1, 0), but not on the closed line segment
[(5/14, 3/14), (1/2, 1/2)]. Using the property 1/p+3/q = 1, one can compute(
1− 5
q
)
θ =
1
2
(
3
p˜
− 1
q˜
− 1
)
.
CHAPTER 3. MAIN THEOREM 36
On the left of line [P,Q), the exponent is negative, and on the right positive.
Thus we can find points so that interpolating with Lemma 2.1 gives∥∥M jf∥∥Lq,∞ ≤ C ‖f‖Lp,1
on [P,Q). These can be interpolated with each other to have strong type
bounds on (P,Q), and interpolating the weak type bound∥∥M jf∥∥L5,∞ ≤ C ‖f‖L5/2,1 (3.18)
on point P with the L∞ → L∞ result gives strong bounds also on [O,P ).
Thus strong type bounds have been established on T \{P,Q} and in addition
weak type bound (3.18) holds on point P .
Chapter 4
Finalizing the proof
With the Theorems 3.1 and 3.2 in place for the local spherical maximal
operator (3.1) and Schwartz functions, we now want to extend to similar
results when r is allowed to vary over r > 0 and f is a general Lp function.
4.1 Global maximal function
Most of the applications for maximal operators are related to the local be-
havior of functions, such as Lebesgue Differentiation Theorem and Sobolev
space applications. In addition, for Lp, p < ∞ functions, most of the mass
is concentrated on some bounded domain in Rn. Thus, for any Lp function,
we can scale down and study the spherical maximal function defined by
Mαf(x) = sup
0<r<1
rα|f ∗ dσr(x)|, (4.1)
where we allow r to approach zero and α is a fractional constant depending
on p and q.
When p = q, we get α = 0 and have the regular spherical maximal
function, but for the off-diagonal estimates, the fractional constant is needed
for achieving Lp → Lq bounds for the Hardy-Littlewood maximal function.
The following lemma from [7] allows us to extend to the global case when-
ever the local spherical maximal function converges for Littlewood-Paley
components.
Lemma 4.1. Let 1 < p ≤ q ≤ ∞ and q ≥ 2. Suppose that for some β < 0∥∥Mfj∥∥Lq ≤ C2jβ ‖fj‖Lp (4.2)
37
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holds for all j = 1, 2, ..., fj ∈ S and supp fˆj ⊂ {ξ ∈ Rn : 2j−1 < |ξ| < 2j+1}.
Then with α = n(1/p− 1/q),
‖Mαf‖Lq ≤ C ‖f‖Lp
holds for all f ∈ S.
Bounds of type (4.2) can be derived in the regions defined by Theorems
3.1 and 3.2 by interpolating bounds of type (3.3) - (3.6).
For the proof of Lemma 4.1, first try to set α = 0, for p < q and let
f =
∑∞
0 fj be the Littlewood-Paley decomposition of f ∈ S. Now interpret
the supremum over 0 < r < 1 as
Mf = sup
k≥0
sup
r∼2−k
|f ∗ dσr|
= sup
k≥0
sup
r∼2−k
∣∣∣∣∣
∞∑
j=0
fj ∗ dσr
∣∣∣∣∣ .
Next, divide the decomposition into low and high frequencies around some
integer k
Mf ≤ sup
k≥0
sup
r∼2−k
∣∣∣∣∣
k∑
j=0
fj ∗ dσr
∣∣∣∣∣+ supk≥0 supr∼2−k
∣∣∣∣∣
∞∑
j=k+1
fj ∗ dσr
∣∣∣∣∣ . (4.3)
Let us now study the left and right term independently.
For the low frequency part, the sum
∑k
j=0 fj is a function whose Fourier
transform is supported on a ball of radius 2k. By recalling the operator (2.6)
from chapter 2.2 we see that this is the same as operating f by Sk. The
operator Sk has the property that Skf is nearly constant on scales smaller
thatn 2−k and as we are taking a supremum with r ∼ 2−k, the spherical
average is roughly the same as the average over B(x, 2−k). Thus the left part
of (4.3) should be dominated by the Hardy-Littlewood maximal function.
This can also be calculated as below.
∣∣∣∣∣(
k∑
j=0
fj ∗ dσr)(x)
∣∣∣∣∣ =
∣∣∣∣−∫
∂B(x,r)
(f ∗ φ2−k)(y)dHn−1(y)
∣∣∣∣
≤ −
∫
∂B(x,r)
∣∣∣∣∫
Rn
f(z)φ2−k(y − z)dz
∣∣∣∣ dHn−1(y),
where
φ2−k(x) = 2
nkφ(2kx) = (φˆ(·/2k )ˇ(x)
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is a Schwartz function as in chapter 2.2, and has a radial, decreasing, positive
and integrable majorant |φ(x)| ≤ ΨN(x), so that
φ2−k(x) ≤ ΨN,2−k(x) = 2nkΨN(2kx) =
CN2
kn
(1 + 2k|x|)N .
Now the convolution (f ∗ φ2−k)(y) can be majorized by Mf(x) by
|(f ∗ φ2−k)(y)| ≤
∫
Rn
|f(z)||ΨN,2−k(y − z)|dz
=
∫
B(y,2−k)
|f(z)|ΨN,2−k(y − z)dz
+
∫
Rn\B(y,2−k)
|f(z)|ΨN,2−k(y − z)dz,
where∫
B(y,2−k)
|f(z)|ΨN,2−k(y − z)dz ≤ C2k
∫
B(x,C2−k)
|f(z)|Ψn(2k(y − z))dz
≤ C−
∫
B(x,C2−k)
|f(z)|Cndz
≤ C(n)Mf(x).
We can switch from integrating the ball B(y, 2−k) to B(x,C2−k) as |x−y| ∼
2−k. For the other part, denote ψN(|y|) = ΨN(y) and Φy : t→
∫
B(y,t)
|f(z)|dz
so that Φ′y(t) =
∫
∂B(y,t)
|f(z)|dHn−1(z). Integration by parts then gives∫
Rn\B(y,2−k)
|f(z)|ΨN,2−k(y − z)dz =
∫ ∞
2−k
Φ′y(t)ψN,2−k(t)dt
= −Φy(2−k)ψN,2−k(2−k)
+
∫ ∞
2−k
Φy(t)(−ψ′N,2−k(t))dt
= −2knψN(2k2−k)
∫
B(y,2−k)
|f(z)|dz
+
∫ ∞
2−k
1
tn
∫
B(y,t)
|f(z)|dz(−ψ′N,2−k(t)tn)dt
≤ CMf(x)(
∫ ∞
0
−ψ′N,2−k(t)tndt− ψN(1))
= CMf(x)(
∫ ∞
0
ψN,2−k(t)nt
n−1dt− ψN(1))
≤ C(n)Mf(x),
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by setting N = n + 1 and again moving to integrals over B(x,C2−k) and
B(x,Ct). Now the left integral in (4.3) is majorized as
sup
k≥0
sup
r∼2−k
∣∣∣∣∣(
k∑
j=0
fj ∗ dσr)(x)
∣∣∣∣∣ ≤ supk≥0 supr∼2−k
∣∣∣∣−∫
∂B(x,r)
CMf(x)dHn−1(y)
∣∣∣∣
= CMf(x).
We could now take Lq norm on both sides and use Hardy-Littlewood
Theorem to bound the expression by ||f ||Lq , but as we are looking for a Lp
bound, we need to add a proper fractional term rα, where α = n(1/p− 1/q),
to the expression and use the results from chapter 1.3 to get∥∥∥∥∥supk≥0 supr∼2−k rα
∣∣∣∣∣
k∑
j=0
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
≤ ‖CMαf‖Lq ≤ C ‖f‖Lp , (4.4)
which is the desired result for the low-frequency part of (4.3).
The high-frequency part of 4.3 seems more complex than the lower part.
What we essentially have is a function consisting of the oscillations in f with
”frequency” higher than 2k. Thus it is hard to say anything about averages
on the scale r ∼ 2−k as the function can contain substantial oscillations on
much higher frequencies. What we can work with, are the local estimates
(4.2), so let us try to modify the expression in the right integral of (4.3) into
a local maximal argument. For fixed k > 0, we have
sup
r∼2−k
∣∣∣∣∣(∑
j>k
fj ∗ dσr)(x)
∣∣∣∣∣ ≤ C∑
j>k
sup
r∼2−k
∫
∂B(0,1)
|f(x− ry)|dσ(y)
≤ C
∑
j>k
sup
1<t<2
∫
∂B(0,1)
|f(x− t
2k
y)|dσ(y)
= C
∑
j>k
sup
1<t<2
2kn
∫
∂B(0,1)
∣∣∣∣ 12knf( 12k (2kx− ty)
∣∣∣∣ dσ(y)
= C
∑
j>k
sup
1<t<2
2kn((fj)2k ∗ dσt)(2kx)
= C
∑
j>k
(M(fj)2k)2−k(x),
where g2k(x) = 2
−nkg(x/2k), so we have a sum of scaled local maximal func-
tions. Next we majorize the supremum over k with a sum, and take Lq
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norms, so that∥∥∥∥∥supk>0 supr∼2−k rα
∣∣∣∣∣
∞∑
j=k+1
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
≤
∥∥∥∥∥∥
(∑
k≥0
(∑
j>k
2−kα(M(fj)2k)2−k
)q) 1q∥∥∥∥∥∥
Lq
=
(∫
Rn
∑
k≥0
(∑
j>k
2−kα(M(fj)2k)2−k
)q
dx
) 1
q
=
(∑
k≥0
∫
Rn
(∑
j>k
2−kα(M(fj)2k)2−k
)q
dx
) 1
q
=
∑
k≥0
∥∥∥∥∥∑
j>k
2−kα(M(fj)2k)2−k
∥∥∥∥∥
q
Lq
 1q
≤
(∑
k≥0
(∑
j>k
2−kα
∥∥(M(fj)2k)2−k∥∥Lq
)q) 1q
.
To make sense of the norm of the scaled maximal function, we can calculate
2−kα
∥∥(M(fj)2k)2−k∥∥Lq = 2−kα(∫
Rn
2knqM(fj)2k(2
kx)qdx
) 1
q
= 2−kα
(∫
Rn
2knq−knM(fj)2k(y)
qdy
) 1
q
= 2−kα+kn−kn
1
q
∥∥M(fj)2k∥∥Lq .
The scaled function (fj)2k can be expressed as
(fj)2k =
1
2kn
fj(2
−kx) =
1
2kn
∫
Rn
e2pii
x
2k
·ξfˆ(ξ)ϕj(ξ)dξ,
and by change of variables γ = ξ
2k
, we get
(fj)2k =
∫
Rn
e2piix·γ fˆ(2kγ)ϕ(
2k
2j
γ)dγ,
which has support on |γ| ∼ 2j−k, as supp ϕ ⊂ {γ ∈ Rn : |γ| ∼ 1}. Thus the
assumption (4.2) gives∥∥M(fj)2k∥∥Lq ≤ 2(j−k)β ‖(fj)2k‖Lp
= 2(j−k)β
(∫
Rn
1
2knp
fj(2
−kx)pdx
) 1
p
= 2(j−k)β−kn+kn
1
p ‖fj‖Lp .
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So the simplified norm of the scaled maximal function is
2−kα
∥∥(M(fj)2k)2−k∥∥Lq = 2−kα+kn−kn 1q−kn+kn 1p2(j−k)β ‖fj‖Lp
= 2k(n(1/p−1/q)−α)2(j−k)β ‖fj‖Lp ,
where α = n(1/p− 1/q), giving
2−kα
∥∥(M(fj)2k)2−k∥∥Lq = 2(j−k)β ‖fj‖Lp .
Thus the norm estimate for the high frequency part becomes(∑
k≥0
(∑
j>k
2−kα
∥∥(M(fj)2k)2−k∥∥Lq
)q) 1q
=
(∑
k≥0
(∑
j>k
2(j−k)β ‖fj‖Lp
)q) 1q
≤
(∑
k∈Z
(∑
j>k
2(j−k)β ‖fj‖Lp
)q) 1q
.
This can be seen as a lq sequence norm of a discrete convolution∑
j>k
2(j−k)β ‖fj‖Lp =
∑
j∈Z
2−(k−j)βχ{−(k−j)>0} ‖fj‖Lp
= (‖fj‖Lp ∗ 2−jβχ{−j>0})(k).
Next we use Young’s inequality for convolutions to see(∑
k∈Z
(∑
j>k
2(j−k)β ‖fj‖Lp
)q) 1q
=
∥∥‖fj‖Lp ∗ 2−jβχ{−j>0}∥∥lq
≤ ∥∥‖fj‖Lp∥∥lq ∥∥2−jβχ{−j>0}∥∥l1
=
∑
j>0
2jβ
(∑
j∈Z
‖fj‖qLp
) 1
q
≤ C(β)
(∑
j∈Z
‖fj‖qLp
) 1
q
,
as β < 0. Now we use the sequence space inclusion lp ⊂ lq, for p ≤ q and
choose s = max{2, p}, so that s ≤ q, to get
C(β)
(∑
j∈Z
‖fj‖qLp
) 1
q
≤ C(β)
(∑
j∈Z
‖fj‖sLp
) 1
s
.
Recall the Minkowski’s integral inequality
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Lemma 4.2. For measurable F : X × Y → R and 1 ≤ p <∞(∫
Y
(∫
X
|F (x, y)|dx
)p
dy
) 1
p
≤
∫
X
(∫
Y
|F (x, y)|pdy
) 1
p
dx
holds.
Interpreting the sum over j ∈ Z as an integral, we have 1 ≤ s/p < ∞
and use the above inequality(∑
j∈Z
‖fj‖sLp
) 1
s
=
(∑
j∈Z
(∫
Rn
|fj|pdx
) s
p
) p
s
1
s
s
p
≤
∫
Rn
(∑
j∈Z
|fj|
s
p
p
) p
s
dx
 1p
=
∥∥∥∥∥∥
(∑
j∈Z
|fj|s
) 1
s
∥∥∥∥∥∥
Lp
.
With 2 ≤ s, we can use the sequence space inclusion again to pass to the
square functions ∥∥∥∥∥∥
(∑
j∈Z
|fj|s
) 1
s
∥∥∥∥∥∥
Lp
≤
∥∥∥∥∥∥
(∑
j∈Z
f 2j
) 1
2
∥∥∥∥∥∥
Lp
.
Now we can finally apply the Littlewood-Paley Theorem 2.3 to achieve∥∥∥∥∥supk≥0 supr∼2−k rα
∣∣∣∣∣
∞∑
j=k+1
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
≤ C
∥∥∥∥∥∥
(∑
j∈Z
f 2j
) 1
2
∥∥∥∥∥∥
Lp
≤ C ‖f‖Lp . (4.5)
With these results, we can prove Lemma 4.1.
Proof of Lemma 4.1. Let f =
∑
j≥0 fj be the Littlewood-Paley decomposi-
tion of f ∈ S. For the fractional spherical maximal function (4.1), we have
Mαf(x) = sup
k≥0
sup
r∼2−k
∣∣∣∣∣(∑
j≥0
fj ∗ dσr)(x)
∣∣∣∣∣
≤ sup
k≥0
sup
r∼2−k
∣∣∣∣∣(
k∑
j=0
fj ∗ dσr)(x)
∣∣∣∣∣+ supk≥0 supr∼2−k
∣∣∣∣∣(
∞∑
j=k+1
fj ∗ dσr)(x)
∣∣∣∣∣ .
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Taking Lq norm on both sides gives
‖Mαf‖Lq ≤
∥∥∥∥∥supk≥0 supr∼2−k
∣∣∣∣∣
k∑
j=0
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
+
∥∥∥∥∥supk≥0 supr∼2−k
∣∣∣∣∣
∞∑
j=k+1
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
.
The results (4.4) and (4.5) above state, that there exists C1, C2 depending
only on n, p and q, such that∥∥∥∥∥supk≥0 supr∼2−k
∣∣∣∣∣
k∑
j=0
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
≤ C1 ‖f‖Lp
and ∥∥∥∥∥supk≥0 supr∼2−k
∣∣∣∣∣
∞∑
j=k+1
fj ∗ dσr
∣∣∣∣∣
∥∥∥∥∥
Lq
≤ C2 ‖f‖Lp
hold. Combining these gives the required norm estimate for the fractional
maximal function
‖Mαf‖Lq ≤ (C1 + C2) ‖f‖Lp ≤ C ‖f‖Lp .
Note that Lemma 4.1 only covers q ≥ 2, in order to pass to the square
functions. For n ≥ 3, this leaves out the diagonal (n − 1)/n < p = q < 2
and other estimates, but for these parts the estimates can be proved indepen-
dently for the full maximal function. The L2 estimate (3.5) can be proved for
the full maximal function by slight modification of the arguments, as is done
in [3, Chapter 5.5]. The L1 → L1 (3.3) can be proved by Lemma 3.1, but the
estimate is only of weak type, as Hardy-Littlewood Theorem 1.3 holds only
weakly in L1.
Marcinkiewicz interpolation between these bounds gives estimates for the
full operator with (n− 1)/n < p = q < 2 and further interpolation between
these estimates and point P3 in Theorem 3.1 proves the result for any q < 2
points for witch the localized result holds.
4.2 Generalization to Lp functions
This far, most of the analysis has been done on Schwartz functions to avoid
any problems arising from Fourier transforms and Littlewood-Paley decom-
positions. We now extend these results to general Lp functions using basic
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approximation with simple functions. We will also consider measurability of
the spherical maximal operator. The approach presented here is similar to
[10].
This measurability of an spherical maximal operator M should not be
thought of as trivial. For example, consider a non-measurable set on [0, 1]
mapped to some curve γ : [0, 1] → R2. This set, as a set of measure zero,
is of course measurable with respect to the two dimensional Lebesgue mea-
sure, but for the spherical maximal function, restring to spheres and one
dimensional Hausdorff measures, the integral over ∂B(x, r)∩ γ might not be
defined for some x and r. For this, the following result is derived from the
Lp → Lq-norm estimates.
Lemma 4.3. Let E ⊂ Rn, n ≥ 2 be a set of measure zero. Then for almost
every x ∈ Rn
Hn−1(E ∩ ∂B(x, r)) = 0
for all r > 0.
Let us first assume that Lp → Lq estimates hold for some spherical max-
imal function M and all f ∈ S, for some (p, q) pair. To generalize the argu-
ments to indicator functions, we will approximate open sets with increasing
sequences of Schwartz functions and the following lemma.
Lemma 4.4. Let f and fi be non-negative Borel measurable functions and
assume fi(x) increases to f(x) for every x ∈ Rn, then
Mf(x) = lim
i→∞
Mfi(x). (4.6)
Proof. As fi is increasing, clearly
Mf(x) ≥Mfi(x), for all i ∈ N,
and for fixed r > 0
lim
i→∞
−
∫
∂B(x,r)
|fi(y)|dHn−1(y) = −
∫
∂B(x,r)
lim
i→∞
|fi(y)|dHn−1(y)
= −
∫
∂B(x,r)
|f(y)|dHn−1(y)
by Monotone Convergence Theorem. Combining these gives
lim
i→∞
Mfi(x) ≥ −
∫
∂B(x,r)
|f(y)|dHn−1(y)
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for every x ∈ Rn and r > 0. Taking supremum in r on the right hand side
results in
lim
i→∞
Mfi(x) ≥Mf(x) ≥Mfi(x), for all i ∈ N,
implying the result.
Now setting f to be the indicator function of an open set E and fi to be a
sequence of increasing bump functions converging to f pointwise, proves Mf
to be measurable as a limit of measurable functions. Applying the Lp → Lq
estimates to equality (4.6) gives the norm estimates for indicator functions
of open sets.
Now we can prove Lemma 4.3. Let E be any set of measure zero in Rn
and E˜ a Borel set of measure zero, so that E ⊂ E˜. Now let {Oi}∞i=1 be a
sequence of open sets, such that
|Oi| → 0,
E˜ ⊂ Oi,
Oi+1 ⊂ Oi,
for all i. Then
MχE˜ ≤ lim
i→∞
MχOi
and
‖MχE˜‖Lp ≤
∥∥∥ lim
i→∞
MχOi
∥∥∥
Lp
≤ lim
i→∞
‖MχOi‖Lp = C limi→∞ ‖χOi‖Lp = 0.
This implies MχE˜(x) = 0 almost everywhere, so that
Hn−1(E ∩ ∂B(x, r)) ≤ Hn−1(E˜ ∩ ∂B(x, r)) = 0
for every r > 0 at almost every x.
Every Lebesgue measurable set E can be expressed as an union of a Borel
set and a set of measure zero E = EB ∪ EN . Intersecting a Borel set EB
with a sphere ∂B(x, r) is of course measurable with respect to Hn−1, so for
almost every x ∈ Rn
Hn−1(EB ∩ ∂B(x, r)) ≤ Hn−1(E ∩ ∂B(x, r))
≤ Hn−1(EB ∩ ∂B(x, r)) +Hn−1(EN ∩ ∂B(x, r))
≤ Hn−1(EB ∩ ∂B(x, r))
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holds for any r > 0, proving that E ∩ ∂B(x, r) is measurable.
Let f =
∑k
i=0 aiχEi be a simple function, where ai ∈ R, Ei ⊂ Rn and
Lebesgue measurable. Now f restricted to ∂B(x, r) is Hn−1 measurable and
Mf is well defined for almost every x ∈ Rn. For every i, let E˜ij be a
converging sequence of open sets, approximating the Borel part of Ei.
‖Mf‖Lq ≤
k∑
i=0
ai
∥∥∥∥ limj→∞MχE˜ij
∥∥∥∥
Lq
≤
k∑
i=0
ai lim
j→∞
∥∥∥MχE˜ij∥∥∥Lq
≤ C
k∑
i=0
ai lim
j→∞
∥∥∥χE˜ij∥∥∥Lp
= C
k∑
i=0
ai ‖χEi‖Lp
= C ‖f‖Lp .
Finally any non-negative f ∈ Lp function can be approximated by a
increasing sequence of simple functions almost everywhere, and similar result
to Lemma 4.4 can be established, showing Mf is well defined and measurable
almost everywhere, and
‖Mf‖Lq ≤ C ‖f‖Lp .
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