BOUNDS FOR EIGENVALUES AND
GENERALIZED CONVEXITY DALLAS 0. BANKS 1. Introduction. The eigenvalue problem associated with a vibrating string which is under unit tension has a nonnegative integrable density function p defined for x e [α, b] and which is held elastically at its ends is u" + Xp{x)u = 0 ,
u'(a) -h a u(a) = u'{b) + h h u{b) = 0
where 0 ^ h af h b ^ co. The limiting case k a -> co, h b -* co corresponds to the fixed end point problem. In general, the eigenvalues of the system (1.1) are nonnegative, simple and depend on the function p. We denote them accordingly by
We consider the problem of finding uniform upper and lower bounds for λ Λ [jθ] (n -1, 2, •••) when p is restricted to belong to a specific set of functions. In particular, we consider sets of functions p which are either convex or concave in the following generalized sense. Let (
1.2) L(y) = (r(x)y'Y -p(x)y , x e [a, b]
where r and p are real-valued continuous functions on [a, b] with r(x) > 0 and reC on [α, 6] . Furthermore, we consider only those equations of the form (1.2) whose solutions satisfy the EXISTENCE PROPERTY. There exists a unique solution y of (1.2) through the points (x l9 yj, (x if y 2 ) where a g x x < x 2 ^ b and y ly y 2 are arbitary real numbers.
We denote the values of y by y(x) = y(x; x l9 y λ \ x 2 , y 2 ). DEFINITION. A real function p is sub-(L) on [a, b] if for arbitrary x 19 x 2 such that a £ x 1 < x 2 ^ δ, we have In the case r(x) = 1, p(x) = 0, x e (a, b) , this reduces to ordinaryconvexity and concavity. Sub-(L) and super-(L) functions have been studied by Bonsall [6] , Peixoto [11] and Reid [12] . Sub-(L) functions are a special case of the sub-(jF) functions investigated by Beckenbach [3] .
In the next section, we give some integral representations of sub-(L) and super-(L) functions. These are used in § 3 to find inf p€£7 ί λ and to find the functions for which these bounds are attained. In § 4, we discuss the problem of finding inf E% X n [ρ] for each of the sets Ei(ί = 1,2) for any n. In the last two sections we consider the supj^ X n [p\ (ί = 1, 2) and the functions p for which these bounds are attained. Also some generalizations to other eigenvalue problems are discussed.
The results presented in this paper are a generalization of some of those described in [1] and [2] where the sup X n [ρ] and inf X n [ρ] are studied for density functions which are convex or concave. For if we let r(x) == 1 and p(x) Ξ= 0 (x e [α, b] ) in (1.2), we get L(y) -y" so that in this case a sub-(L) function is a convex function and a super-(L) function is a concave function. For other results of the same nature as those presented here see [5] , [10] and [13] . 2* Integral representations* We now show that sub-(L) and super-(L) functions may be represented as integrals. This is most easily done if we use the following lemma due to W. T. Reid [12] .
LEMMA (Reid) . There exists a solution y 0 of L(y) = 0 on [α, 6] such that y o (x) > 0; moreover, if x 0 e [α, δ] and x(t) is defined by 5) where [a, b] may be written in the form p = p ± + p 2 where p x {a) = 0 and p 2 (b) = 0 with both p x and p 2 nonnegative and sub-(L) on [a, b] . Proof. To prove (i), we integrate by parts and use (2.1) to get
The first term on the right vanishes. We assert that the integral on the right is equal to ρ(x)ly o (x) . For the change of variables (2.1) yields the integral [[p(x(τ) 
Before stating our result, we define 
A proof of this is given in [1] , page 441, for the fixed boundary conditions u(a) = u(b) = 0. The proof for the more general boundary conditions of (1.1) is a trivial generalization of the result presented there. We now use the minimal characterization of lowest eigenvalue of (1.1) to prove our theorem. It is well known [7] , p. 127, and [8], p. 402, that \[p] = min^-B^, v] where the minimum may be taken over all piecewise smooth functions v which satisfy the boundary conditions of (1.1) and R [p, v] is the Rayleigh quotient
If either h a -co or h b = co, the corresponding terms in the numerator do not appear. We note that
(For other inequalities of this nature, see [9] .) Now p λ is an increasing sub-(L) function on [a, b] 
Jα f
We will now apply this theorem to some special cases. We make use of the following LEMMA 
Let g and h be nonnegative integrable functions defined on [a, b] and let f be nonnegative, continuous and increasing on [a,b]. Let ce(a f b) be such that g(x) Ξ> h(x) for xe[a f c) and
g(x) ^ h(x) for x e (c, 6]. Then S b Γb g(x)dx = I h(x)dx a Ja implies \ b g(x)f(x)dx ^ [h(x)f(x)dx .
Ja Ja

If f is decreasing, then the inequality is reversed.
This result is proved in [1] and in a more general form in [4] . We first apply our theorem to the case where the boundary conditions of (1.1) are u\a) -h a u(a) = 0, u'{b) = 0, h a > 0. For these boundary conditions it is easily seen that the first eigenfunction u x of (1.1) is a strictly increasing function. By Lemma 3.2, for any positive monotone function u on (a, b) we have 
It may be verified that this limit is hj[l + (6 -a)h a ].
We now consider the case where r and p of L(y) are symmetric with respect to x -(a + δ)/2. If the boundary conditions of (1.1) are of the special form h a -h b , then λi[GJ at a particular value of ξ -ξ! and
For the particular case, L(y) = y" and the boundary conditions w(α) = u(b) = 0, we get
This was proved directly in [1] . Finally, as a special case of Theorem 3.1, we have Proof. Applying Theorem 3.1 with y Q (x) = 1, we get the lower bound (3.4) where (?i has values (3.8) and G 2 has values
It is easily verified that G 2 is a convex function of x. Hence, it follows from (3.6) that
where q is defined by (3.7) . But for each value of £, q is sub-(L) on [a, b] as a function of x. This is a consequence of the fact that any increasing solution of L(y) = 0 is concave and q is convex. Furthermore, q is increasing so that by Theorem 3.1 and (3.9) we have
We now show that the infimum is actually attained for £ e [α, 6). We define the step function H on [α, b] with value 0 (a ^ x ^ £) and value Gi(6, £)(£ < x ^ 6). Since iϊ(#, £) ^ G x (a?, £), it follows from the comparison theorem for eigenvalues [7] , p. 134, that λJGJ ^ \ [H] for each value of £ e [α, 6). Furthermore, G x is concave in (£, 6) and 
8). We may
Jα thus define G on the set {(as, £) | a ^ OJ ^ 6, a <^ £ ^ 6} with values determined by
We also note that 1 G(ίu, £)e2αj = 1 .
Jα
THEOREM 3.3 Let \[p] be the lowest eigenvalue of a string of length (b -a) with elastically held ends and density p(x), xe [α, &].
If p is a super'{L) function on [a, b] where L(y) is defined by
ί€ [α, b] with G defined by (3.10) .
Proof. We first show that p has an integral representation of the form
where G(x, ξ) is defined by (3.10) and h is increasing. By Theorem 2.2 and (3.10), we have (3.12) But N(ξ) may be written in the form S x y o (z)dz. From this it may be seen that
Hence, the last term on the right of (3.12) may be written in the form 
We show that the minimizing value of ξ is ξ = 0 . Consider the set .27(2/) = {x \ G{x, ξ) ^ y} and denote the measure of that set by μ(E(y)). Setting M(y) = l/2μ(E(y)), we define the symmetrization of G(#, ξ) to be
It is shown in [5] that this symmetrization decreases the lowest eigenvalue of a string with density G(x, ξ), i.e., λ x [G] Ξ> λJΓ] for each value of ξe [-ττ/4, τr/4] and for the boundary conditions u(-ττ/4) = w(ττ/4) = 0. Carrying out this symmetrization, we find
Furthermore, in each of the intervals (0, π/4) and (-τr/4, 0), straight forward computations yield so that T 7 is super-(L) in each interval (see [ll] ). Also dΓjdx \ x=z0 _ > 0 and dΓldx\ x^0+ < 0 so that Γ is super-(L) for xe (-π/4, π/4). Since Γ(x, f) = G(cc, f) if and only if ζ = 0, we may conclude that (3.13) holds with ξ = 0.
Finally, we remark that the results described in this example can be extended to any interval whose length is less than π.
We close this section with some results about the eigenvalues of the Sturm-Liouville system where G{x, ξ) is defined by (3.10).
4. Lower bounds for the higher eigenvalues* We now look for lower bounds of λ w |/>], the wth eigenvalue of the system (1.1), when peE lt THEOREM [a,b] . Let Gi(α?, ξ) and G 2 (x,ξ) be defined by (3.1) in (a, 6) . Furthermore, u\{x) will have exactly n maximum points in [α, 6] . A maximum can occur at a if and only if <(α) = 0 and at b if and only if <(&) = 0, since u n is concave in [α, &] . Let x u (fc = 1, •••, w -1) denote the zeros and ass*-! (fc = 1, , n) denote the maximum points of u\{x). Let x 0 = α, # 2w = 6 and note that if a is a maximum point, then # 0 = #i> and if 6 is a maximum point, then x 2n -i = # 2Λ We assume for the present that there exists a function q such that
Let X n [p] be the nth eigenvalue of a string of length (b -a) with elastically held ends and density p(x), where p is a sub-(L) function on
In each of the intervals (x 2k , α? 2(fc+1) ), it is well known ( [7] , p. 69) that 
, w) where the minimum for each k is taken over only those functions v which satisfy the same boundary conditions as u n (x). In particular
But the quantity on the right is greater than the wth eigenvalue \*M of a string with density q(x) and satisfying the boundary conditions of the system (l.l)
We now show that for every p{x), x e [α, 6] there is a function q{x) of the form 
). Using the change of variables (2.1) of Reid's lemma, we get
, 2n -1), #(/3) = 6. It is possible to show that for every nonnegative function p* which is convex on (a, β), there is a continuous piecewise linear nonnegative convex function g* defined on [a, β] 
such that p*(t)w(t)dt = Γ* q*(t)w(t)dt
(& = 0,1, , 2w -1). Furthermore, either #* is linear except at the points τ k (k -1, , n -1) where t 2k^ < τ k < £ 2fc+1 or this is true except for some value of k where we might have % 2k -x <τ k < τ\ < t 2k+1 with q*(t) = 0 for t e [τ k , τ' k ] . The derivation of this result is given in [1] , p. 456, with w(t) = 1. The proof given there holds for this more general result if w(t) is inserted in the integrals which occur there. This follows immediately from q*(τ k ) ^ p*(τ k ) which in turn is a consequence of the piecewise linearity of q*(t) and the convexity of q*(t) and p*(t).
We then define q(x) = y o (x)q*(\ η o (z)dz), xe[a, b]. Since q*(t) is
We now note that in the interval (x 2kf x 2k+1 ), (k = 0,1, , n -1), there exists a number a k such that p(x) ^ q(x), x e (x k , a k ) and
If p = q, this is trivially true. Otherwise in (ξ k , ξ k+1 ), L(q) = 0 and p is sub-(L). Hence, they have at most two common values there since otherwise they are identical. But (4.3) implies that p and q must have at least one common value in (x 2k , x 2k+x ) and at least one common value in (x 2k+1 , x 2k+2 ) (fc = 0,1, , n). Thus p = q or the a k and β k defined above are uniquely determined. By Lemma 3.2, we then find that
. On summing these we get the desired inequality (4.1).
It remains to express q(x) in the form given in the theorem. This follows easily from the integral representation given in Theorem 2.1.
We now look for the inf p€^2 λ n [/θ], where [a, b] . Let G(x, ξ) be defined by (3.10) . Then
.2. Let X n [p] be the nth eigenvalue of a string of length (b -a) with elastically held ends and density p(x), where p(x) is super-(L) on
with Σ*k=ittk = 1.
Proof. As in the proof of Theorem 4.1, we denote the maximum points of u\ by x 2k -λ (k = 1, •••, w) and the minimum points or zeros by x 2k (k = 0,1, , n). We let x 0 = a and x 2n = b. The existence of a function q on [a, b] 
implies, as shown in the proof of Theorem 4.1, that
Thus we need only show that for every super-(L) function p on [α, 6] there is a function q on [α, b] with values q(x) = Σ; =1 a k G{x, ξ k ) where G(x, ξ) is defined by (3.10) such that (4.4) holds. The conclusion of our theorem then follows. As in the proof of the previous theorem we make the change of variables (2.1) of Ried's lemma to get (4.5) (
, 2n) where w(t) = ί/?(a?(ί))r(α;(t)). It is possible to show that for every nonnegative function p* which is concave on (a, β), there is a continuous piecewise linear nonnegative concave function g* defined on (a, β) such that (4.6) [
Furthermore, there are at most n values τ x < τ 2 < < τ n where g* is piecewise linear and t 2k -2 < τ k < t 2k (k = 1, , n). This result is derived in [1] , p. 461, when w(t) = 1. The derivation given there is also valid for this case if the weight function w is introduced in the integrals occurring there.
We now define
Since g* is linear, it follows that L{q) = 0 except at the points , 6] and furthermore, (4.5), (4.6) and (2.1) yield
We note that ("* puldx = and * (-q) (-ul) dx .
It then follows, as in the proof of Theorem 4.1, that
and hence that puldx ^ \ gw 2 w c£# , (fc = 1, , n) .
Moreover, q(x) is easily represented in the form given in the theorem by use of the integral representation of a concave function given in. Theorem 2.2.
5* Upper bounds for X n [p]
In this section we prove the following two theorems where X n [p] is the nth eigenvalue of (1.1). We exclude the case where the boundary conditions are u'(a) = u\b) -0. We remark that by Theorem 2.1, p λ {x) may be expressed as a linear combination of G x (x, ξ k ) defined by (3.1) and G 2 {x, ξ k ) defined by (3.2) for appropriate values of ξ k (k = 1, , n + 1). By Theorem 2.2, p 2 (x) may be expressed as a linear combination of G(x, ξ k ) defined by (3.10) for appropriate values of ξ k (k -1, , n) . The proofs of Theorems 5.1 and 5.2 will be based on a result due to M. G. Krein [10] which we state as Krein's proof was carried out for the eigenvalue problem with boundary conditions u(a) = u(b) = 0. However, his proof is also valid for the more general boundary conditions of (1.1) if we exclude the free endpoint problem u'(a) -u'{b) -0 from consideration. For all that is required is that the Green's function of u" = 0 with the boundary conditions of (1.1) together with its partial derivative with respect to x be bounded. It is not difficult to see that this is the case (see [7] , p. 83).
We also make use of
Ja where u n is the normalized eigenfunction corresponding to X n [p] and [\δp(x) )dx = 0. We now give a proof of Theorem 5.1. Let E τ denote the set of functions We will show that L(ft) = 0 except at most (n + 1) points in [α, 6] or there is a function q(x) e [α, b] such that <5λ % [ft] > 0 where <5ft = εq and ft + δft e E x . The latter case is a contradiction. Thus the theorem will be proved.
Assume that ft is not of the form described above. As in § 4, we denote the maximum points of u\ by x %h^ (k -l,2, •••, w) and the minimum points by x 2k (k ~ 0, 1, 2, , n). The change of variables (2.1) of Reid's lemma yields
where ft*(£) = Pi(x(t))ly o (x(t)) is convex and w(ί) = i/?(a;(ί))r(ί»(t)). In [2], p. 1193, it was shown that a function s* on [a, β] exists such that
where s* is convex on [a, β] and (s*)" = 0 with the exception of at most n points τ k e (ί a *-a » *2*) (fc = 1, 2, , %) or n + 1 points if s* vanishes in some sub-interval of [a, β] 9 The proof as given there is for the case where w(t) = 1; however, the more general result may be proved in exactly the same way. By Reid's lemma, (5.1) yields , 6] and L(ft) = 0 except at most n ox n + 1 points ξ k = a;(r fc ) in (α, 6).
The function s* is defined in such a way that s*(τ k ) ^ ft*^) {&.= 1, 2, , w). Hence it follows that s(ξ k ) ^ Pi(ξk) By the same argument used in the proof of Theorem 4.1, we may show that It remains to show that p 2 satisfied L(p 2 ) = 0 with the exception of at most n points in [α, b] or there is a function g on [α, 6] such that δK [pi] > 0 where <5/t > 2 = εq and ft + δρ 2 e E 2 . The latter alternative is a contradiction and hence our theorem will be proved.
To show the existence of the function q on [α, b] if p 2 is not as described, we again rely on Reid's lemma and the corresponding result for concave functions given in [2], p. 1196. As in the previous proof, this leads to the result We also note that the results concerning lower bounds may be obtained by use of the variational approach given in § 5 when every p is bounded.
