For k ∈ R, we consider a C-algebra A k of holomorphic functions in the half plane Re z > k with (at most) subexponential growth on the real line to +∞. In the A k -algebra of sequences of functions {α : N * → A k }, we consider the A ksubalgebra H k consisting in those α for which there exists a continuos map M :
Introduction
Let R be a commutative ring with unity and let N * be the set of positive integers. The set of functions Ω(N * , R) := {α : N * → R} has a natural structure of a R-algebra, with the operations:
(α + β)(n) := α(n) + β(n), (∀)n ∈ N * , (α · β)(n) := ab=n α(a)β(b), (∀)n ∈ N * .
Moreover, if R is a domain, then Ω(N * , R) is also. Assume R = C. The algebraic properties of the ring Ω(N * , C), known as the Dirichlet ring or the ring of arithmetic functions, were intensively studied in the literature, see for instance [4] .
Let k ∈ R. We denote O k the domain of holomorphic functions on Re z > k. We let O(n k ) = {α ∈ Ω(N * , C) | (∃)C > 0, such that|α(n)| ≤ Cn k , (∀)n ≥ 1}, the set of arithmetic functions of order n k . We denote D k := ε>0 O(n k+ǫ ). It is easy to check that D k is a C-subalgebra of Ω(N * , C). For any α ∈ D k , the Dirichlet series
uniformly absolutely converge on the compact subsets of Re z > k + 1, hence F (α) ∈ O k+1 . Also, F (α) is identically zero if and only if α = 0 (see [1, Theorem 11.3] ). Therefore, by straightforward computations, the map F : D k → O k+1 , α → F (α), is an injective morphism of C-algebras.
Consequently, if α 1 , . . . , α r ∈ D k are linearly independent (algebraically independent) over C, then F (α 1 ), . . . , F (α r ) are also linearly independent (algebraically independent) over C. This remark has very important consequences in analytic number theory, see for instance [5] , [7] and [6] . The aim of our paper is to study the association α → F (α) in a larger context. Our approach follows the methods used in [6] .
Let k ∈ R. We consider the subsets We prove that C k has a natural structure of O k -algebra, see Proposition 1.1. In Proposition 1.4, given α ∈ D k and L ∈ E k , we prove that there exists k ′ ≥ k such that the series of functions
is uniformly absolutely convergent on the compact subsets of Re z > k ′ , hence F (α) ∈ O k ′ . In the main result of the first section, Theorem 1.5, we prove that the map
In the C-vector space E k we consider the subset
In Remark 1.6, we note that the (general) Dirichlet series, see [9] , and the classical Dirichlet series, see [1] , are particular cases of the type F L (α), where α ∈ Ω(N * , C) with polynomial growth and L ∈ E 0 has a special form. In the beginning of the second section, similarly to [6] , we define
In Proposition 2.1 we show that B k is a subdomain in O k and I k is an ideal in B k . Moreover, in Proposition 2.5 we prove that I k does not contains non-zero entire functions of order < 1. Let A k ⊂ (B k \ I k ) ∪ {0} be a C-subalgebra of B k . We consider the subset
which is an A k -subalgebra of Ω(N * , A k ).
The main result of our paper is Theorem 2.7, were we prove that for any L ∈ E k , there exists a constant k ′ ≥ k which depends on L, such that the map
F L is an injective morphism of A k -algebras. Note that, Theorem 2.7, in light of Remark 1.6, generalize the identity theorem for (general) Dirichlet series, see [9, Theorem 6] .
Let α 1 , . . . , α r ∈ H k and assume there exists a nondiscrete subset S ⊂ {Re z ≫ 0} such that the numerical sequences n → α j (n)(z), 1 ≤ j ≤ r, are linearly independent over C, for any z ∈ S. Let L ∈ E k . In Corollary 2.8 we prove that
are algebraically independent over A k . The case of (general) Dirichlet series, discussed in Remark 1.6, is reobtained as a particular case of Corollary 2.9.
In the third section, we give an application to Dirichlet series associated to multiplicative arithmetic functions. Given α 1 , . . . , α r ∈ D k multiplicative functions and an integer m ≥ 0, such that e, α 1 , . . . , α r are pairwise non equivalent, in the sense of [7] , we prove that the derivatives of order ≤ m, F (i) (α j ), 1 ≤ j ≤ r, 0 ≤ i ≤ m, are linearly independent over F k , and, in particular, over the field of meromorphic functions of order < 1, see Proposition 3.2. This generalize the main result of [7] . Moreover, if α 1 , . . . , α r are algebraically independent over C, then F (α 1 ), . . . , F (α r ) are algebraically independent, see Proposition 3.3. We also note in Remark 3.4 the connections with the theory of Artin L-functions, see [3] , and the main results of [5] and [6] .
Algebras of sequences of holomorphic functions
Let R be a commutative ring with unity and denote N * the set of positive integers. In the set of functions Ω(N * , R) := {α : N * → R}, we consider two operations
We denote 0, e ∈ Ω(N * , R) the functions 0(n) = 0, (∀)n ≥ 1, e(1) = 1, e(n) = 0, (∀)n ≥ 2. It is well known, see for instance [4] , that (Ω(N * , R), +, ·) is a commutative ring with the unity e. Moreover, if R is a domain then Ω(N * , R) is also a domain. Let O := O(C) be the domain of holomorphic (entire) functions, with the usual operations of addition and multiplication of functions. For any real number k, let O k := O({Re z > k}) be the domain of holomorphic functions defined on the open half plane Re z > k. Note that, the natural map
is an injective morphism of C-algebras. Indeed, if f, g ∈ O such that f | Re z>k = g| Re z>k , then, by the identity theorem of holomorphic functions, f = g. If we see the maps i k 's as inclusions, then
is an injective morphism of C-algebras.
Moreover, i k,k is the identity map on O k and for any
the direct limit of the above system. For the last equality, we see the maps i k,k ′ 's as inclusions.
On the other hand, for any k, k ′ ∈ R, the map
is a C-algebra isomorphism. The above construction can be naturally extended as follows. For any k < k ′ , we have the natural maps of O k -algebras
If we see
all the inclusion being strict. For any k ∈ R, we consider
As before, we can define
where the inclusions are strict.
On the other hand, for n ≥ 1 and Re z > k, we have that
and α ∈ C k , then for any ε > 0, we have that
With the above notations, it hold that
Proof. It follows from Proposition 1.1 and the above considerations by easy checkings.
Let k ∈ R. We define
We let E ∞ := k∈R E k and E := k∈R E k , where the intersection and the union are naturally defined.
Proposition 1.3. For any k ∈ R, E k has a structure of a C-vector space, hence E ∞ and E have also structures of C-vector spaces.
Proof. The proof is straightforward.
is uniformly absolutely convergent on the compact subsets of
Proof. Let ε > 0. From (1.2) and (1.4), there exist a constant c > 0 and two continuous maps
c , k} and let K ⊂ {Re z > k ′ } be a compact subset. Let r := inf{Re z : z ∈ K}. Since K is compact and ε > 0 can be arbitrarily chosen, we can assume that δ := c(r
Proof.
(1) Let α, β ∈ C ∞ , f ∈ O ∞ and z ∈ C with Re z ≫ 0. We have that
and
thus F is a linear map of O ∞ -algebras. Now, assume F L (1)(z) = 0, (∀) Re z ≫ 0 and let
(2) Let α, β ∈ C ∞ and z ∈ C with Re z ≫ 0. We have that
Therefore, L(1) takes the value 1 in a nondiscrete subset of the half-plane Re z ≫ 0, hence
Let k ∈ R. We consider the following subset
(1.7) We consider also E ∞ := k∈R E k and E := k∈R E k , where the intersection and the union are naturally defined. We define
The condition (1.8) implies that there exists a constant c > 0 such that
From (1.9) it follows that
(1.10) By (1.9), there exists a constant C(n 0 ) > 0 such that
hence, from (1.10), it follows that L ∈ E 0 . We let
the set of arithmetical functions of order n k . We consider the C-algebras
It is easy to check that
If α ∈ D k then the general Dirichlet series
defines a holomorphic function on Re z > k ′ . It is well known [9, Theorem 6] that F λ (α) is identically zero if and only if α(n) = 0, (∀)n ≥ 1. Consequently, from Theorem 1.5(1), the map
is an injective morphism of C-vector spaces. In particular, for λ(n) = log n, the (classical) Dirichlet series
defines a holomorphic function on Re z > k + 1. From the above remarks or as a consequence of the uniqueness theorem for Dirichlet series ([1, Theorem 11.3]), F (α) is identically zero if and only if α(n) = 0, (∀)n ≥ 1. Hence, from Theorem 1.5(2), the map
Main results
Let k ∈ R. Similarly to [6, page 2], we define
1)
We also let
Proposition 2.1. With the above notations, it hold that
(1) Let f, g ∈ B k and a > 0. We have Proof. It follows immediately from (2.3) and Proposition 2.1. Proposition 2.3. For any a > 0, let f a (z) := e −az , z ∈ C. It hold that
(4) Let (a n ) n≥1 be a sequence of positive real numbers with lim inf n a n = 0. Then {f an : n ≥ 1} is a system of generators of the ideal I k .
(5) The ideal I k is not finitely generated.
(1) First, note that f a ∈ I k , for any a > 0. Let f ∈ I k . Then there exists a > 0 such that
, that is g(z) = e az f (z). From (2.6) it follows that lim x→∞ e ax |g(x)| = 0, thus g ∈ I k . The other implication is obvious, since I k is an ideal.
(2) Let f ∈ f b B k . It follows that there exists g ∈ B k such that f (z) = e −bz g(z). Let h(z) = e (a−b)z g(z). We have h ∈ I k and f (z) = f a (z)h(z). Thus f ∈ f a I k . On the other hand, f a+b
The set {f a B k : a > 0} is totally ordered by inclusion. (4) Is a direct consequence of (2) and (3). (5) Assume that {f 1 , . . . , f m } is a minimal set of generators of I k . Then there exists a > 0 such that 
The function g is continuous on R. According to a theorem of Carleman [2] , there exists an entire function h : C → C such that
We prove that h ∈ B k and f h ∈ I k . By straightforward computations, we get 
hence f h ∈ I k as required. (2) If f ∈ B k is inversible, then f (z) = 0, (∀) Re z > k, and f / ∈ I k . The first condition must be satisfied in order that 1 f to be defined on {Re z > k}. The second condition follows from the fact that I k is a proper ideal of B k . On the other hand, if
The results of Proposition 2.3 and the previous remarks are valid for B ∞ , I ∞ , B and I.
Let f ∈ O be an entire function. If there exist a positive number ρ and constants A, B > 0 such that
then we say that f has an order of growth ≤ ρ. We define the order of growth of f as ρ(f ) = inf{ρ > 0 : f has an order of growth ≤ ρ}.
For any ρ > 0, we let O <ρ the set of entire functions or order of growth < ρ. It is easy to check that O <ρ is a C-subalgebra of the algebra of entire functions O. The following result was proved, in a different context, in [6, Proposition 5] . In order of completeness, we present here the proof.
Proposition 2.5. With the above notations, O <1 is a C-subalgebra of B. Moreover, O <1 ∩I = {0}
Proof. Let f ∈ O <1 and assume that f has an order of growth ≤ ρ < 1. Let a > 0 and x > 0. According to (2.9), there exist two constants A, B > 0 such that
If f is polynomial then, by Corollary 2.2(2), f ∈ I ⇔ f = 0. Assume f is not polynomial. Then, by Hadamard's Theorem, there exists D ∈ C * such that
where m is the multiplicity of z 0 = 0 as zero of f and z 1 , z 2 , . . . are the non-zero zeros of f . According to [8, Corollary 5.4] , there exists a strictly increasing sequence (x k ) k≥1 of positive numbers with lim k→∞ x k = ∞ and a constant B ′ > 0 such that
Let a > 0. From (2.10) and (2.11) it follows that
The following lemma, which generalize [6, Lemma 1] , is a key part in the proof of Theorem 2.7.
(ii) lim x→∞ e −ax M (x) = 0, (∀)a > 0.
The following hold
Proof. (1) The hypothesis (i) implies α ∈ C k . Also, (i) and (ii) implies α(n) ∈ B k , (∀)n ≥ 1.
(2) Note that, according to Proposition 1.4, F L (α) is defined on Re z ≫ 0. Let n 0 be the smallest integer with α(n 0 ) = 0. Since F L (α) = 0, for any x ≫ 0 we have that
From (2.12) and (2.13) it follows that
(2.14)
Let 0 < 2a < C(n 0 ). From (2.14) it follows that
Taking lim x→∞ in (2.15), by hypothesis (ii), it follows that lim x→∞ e ax |α(n 0 )(x)| = 0, hence α(n 0 ) ∈ I ∞ . Therefore α(n 0 ) = 0.
Let A ∞ ⊂ (B ∞ \ I ∞ ) ∪ {0} be a C-subalgebra of B ∞ . (According to Proposition 2.5 we can choose A ∞ to be the domain of entire functions of order < 1). Let A k := A ∞ ∩ O k , k ∈ R, and A := A ∞ ∩ O. In the A k -algebra Ω(N * , A k ) we consider the A k -subalgebra defined by
(2.16) Let H ∞ := k∈R H k and H := k∈R H k . Note that, from (1.11) and (2.16) it follows that
Proof. It follows from Theorem 1.5, (2.16) and Lemma 2.6.
Let F ∞ be the quotient field of A ∞ . Let F k bet the quotient field of A k and F be the quotient field of A. It is easy to check that F ∞ = k∈R F k and F = k∈R F k . Note that, if A ∞ = A = O <1 is the C-algebra of entire functions of order < 1, then F ∞ = F is the field of meromorphic functions of order < 1.
Corollary 2.8. Let α 1 , . . . , α r ∈ H ∞ . Assume there exists a nondiscrete subset S ⊂ {Re z ≫ 0} such that the numerical sequences n → α j (n)(z), 1 ≤ j ≤ r, are linearly independent over C, for
are algebraically independent over C, for any
Proof. (1) Let g 1 , . . . , g r ∈ F ∞ such that g 1 α 1 + · · · + g r α r = 0. Multiplying this with a common multiple of the denominators of g 1 , . . . , g r , we can assume that g 1 , . . . , g r ∈ A ∞ . It follows that
The hypothesis and (2.17) implies g 1 (z) = · · · = g r (z) = 0, ∀z ∈ S, hence, by the identity theorem of holomorphic functions, it follows that g 1 = · · · = g r = 0, therefore α 1 , . . . , α r are linearly independent over A ∞ . Now, Theorem 2.7(1) implies (1).
(2) Let I ⊂ N r be a finite subset of indices and let g i ∈ A ∞ , i ∈ I. Assume that
The hypothesis implies g i (z) = 0, (∀)z ∈ S and i ∈ I, hence the holomorphic functions g i 's are identically zero. The conclusion follows from Theorem 2.7(2).
Corollary 2.9. Let α 1 , . . . , α r ∈ D ∞ , linearly independent over C, and let L ∈ E ∞ . Then
Proof. It follows from Corollary 2.8 and the inclusion D ∞ ⊂ H ∞ .
Note that, according to Remark 1.6, the case of (general) Dirichlet series is contained in Corollary 2.9.
Applications to Dirichlet series associated to multiplicative functions
Given an arithmetic function α ∈ Ω(N * , C) and a non-negative integer j its arithmetic j-derivative is α (j) (n) := (−1) j α(n) log j n, (∀)n ≥ 1.
Assume α ∈ D k . Since log n has the order of growth O(n ε ) for any ε > 0, it follows, by straighforward computations, that α Two multiplicative arithmetic functions α, β ∈ Ω(N * , C) are equivalent, see [7] , if f (p j ) = g(p j ) for all integers j ≥ 1 and all but finitely many primes p. We recall that e ∈ Ω(N * , C), defined by e(1) = 1 and e(n) = 0 for n ≥ 2, is the identity function. Obviously, e is multiplicative. We recall the following result of Kaczorowski, Molteni and Perelli [7] . are linearly independent over F k+1 , hence, in particular, over the field of meromorphic functions of order < 1.
Proof. If follows from (3.1), Lemma 3.1 and Corollary 2.9.
Note that Proposition 3.2, combined with [7, Lemma 2] , generalize [7, Theorem] .
Proposition 3.3. If α 1 , . . . , α r ∈ D k are multiplicative functions, algebraically independent over C, then F (α 1 ), . . . , F (α r ) ∈ O k+1 are algebraically independent over F k+1 , hence, in particular, over the field of meromorphic functions of order < 1.
Proof. It is a special case of the second part of Corollary 2.9.
