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Preliminaries
This paper is concerned with the study of approximate controllability of an infinite dimensional stochastic equation with multiplicative noise dX x,u t = (AX x,u t
where u is a U -valued stochastic control process, and the state space H as well as the control state space U are separable real Hilbert spaces. We say that the above equation enjoys the approximate controllability property if, for any initial data x ∈ H, and all finite time horizon T > 0, one can find a control process u which keeps the solution X
x,u T arbitrarily close to a given square integrable final condition. For deterministic control systems with finite dimensional state space C n , controllability is completely characterized by the well-known Kalman condition. Often, it is convenient to study the observability of the adjoint system rather than the controllability of the initial system. Indeed, whenever dealing with a deterministic control system dX x,u t = (AX
controllability is equivalent to the observability of the dual system A very powerful tool for this approach is the Hautus test. According to this test, observability of (3) (and, thus, controllability for (2) ) is equivalent to rank sI − A * B * = n, for all s ∈ C.
In the case of separable Hilbert state space, whenever A generates an exponentially stable semigroup, Russell and Weiss [20] have obtained a necessary condition for observability which generalizes the Hautus criterion. They have also conjectured that this condition is even sufficient. Jacob and Zwart [14] proved that the above conjecture holds true for the class of diagonal systems satisfying the strong stability condition whenever the output space is finite dimensional. Similar arguments allow to obtain in [13] a characterization of approximate controllability of a deterministic controlled system with 1-dimensional input.
In the stochastic framework, Kalman-type characterizations of approximate controllability have been obtained, for the finite-dimensional case, by Buckdahn, Quincampoix and Tessitore [3] when the noise term is not controlled, and by Goreac [11] when the control is allowed to act on the noise. The method they use relies on the duality between approximate controllability and approximate observability for the dual equation. Riccati algebraic arguments allow to obtain in [3] and [11] an invariance criterion for the approximate controllability of the initial system.
In the case of controlled stochastic systems with infinite-dimensional state space, we cite Barbu, Rȃşcanu, Tessitore [1] , Fernandez-Cara, GarridoAtienza, Real [8] , and Sirbu, Tessitore [21] . In [21] , the authors characterize the property of (null) controllability with the help of singular Riccati equations. They also provide a Riccati characterization using the duality approach.
In this paper, we prove the duality between approximate controllability for the forward system and some approximate observability for the dual system, and we use this approach to show that the generalized Hautus test is a necessary condition for approximate controllability whenever A is the generator of an exponentially stable semigroup.
The paper is organized as follows: In the first section we introduce the standard notations and assumptions which will be used in what follows. After, in the second section, we investigate the existence and the uniqueness of the mild solution of the following backward stochastic differential equation which is associated as dual equation to the controlled system (1):
We emphasize that the drift term in our dual backward equation contains not only the unbounded operator A * acting on Y but also the unbounded operator C * that acts on Z. To overcome the difficulties related with, we make a joint dissipativity hypothesis which corresponds, in the case of general heat equations, to the usual joint ellipticity condition. Under these minimal assumptions we are able to prove the existence and the uniqueness. Moreover, we provide a duality result between approximate controllability for the forward equation and the approximate observability of the dual system. The third section proves that, whenever A generates an exponentially stable semigroup, the Russell and Weiss generalization of the Hautus test is a necessary condition for approximate controllability of stochastic systems. Finally, we discuss as example the general heat equation.
Introduction
Let us begin by introducing some basic notations and standard assumptions. The spaces (H, ·, · H ) , (U, ·, · U ) , (Ξ, ·, · Ξ ) are separable real Hilbert spaces. We let L(Ξ, H) denote the space of all bounded H-valued linear operators on Ξ, and L 2 (Ξ, H) be the subspace of Hilbert-Schmidt operators. Both spaces are endowed with the usual norms. Moreover, we consider a linear dissipative operator A : D(A) ⊂ H −→ H which generates a C 0 -semigroup of linear operators e tA t≥0
, a linear bounded operator B ∈ L(U, H) and a linear operator C : H −→ L(Ξ, H) such that, for all t > 0,
for some constants γ ∈ 0, 1 2 and L > 0. Let (Ω, F , P ) be a complete probability space endowed with a filtration (F t ) t≥0 which is supposed to satisfy the usual assumptions of completeness and right-continuity. We denote by W a cylindrical (F t )−Wiener process that takes its values in Ξ. Finally, we let U denote the space of all (F t ) −progressively measurable processes u :
. The aim of this paper is to give an easy and verifiable criterion for approximate controllability for the following linear stochastic differential equation
Given an admissible control process u ∈ U, an (F t )-progressively measurable process X x,u with E sup
is a mild solution of (4) if, for all t > 0,
P -a.s. Under the standard assumptions given above, there exists a unique mild solution of (4). For further results on mild solutions, the reader is referred to Da Prato, Zabczyk [5] , and Fuhrman, Tessitore [9] .
The dual equation
Let us now consider the following backward stochastic differential equation
Since
, for all t ≥ 0. Let us assume that, for all t > 0, all the values of Ce tA are in L 2 (Ξ; H) ,
Then, of course, the linear operator Ce tA * maps L 2 (Ξ; H) into H and we can introduce the notion of a mild solution for equation (6) . A mild solution of (6) is a couple (Y, Z) of progressively measurable processes with values in H, respectively 
where k > 0 is some constant that doesn't depend on the particular choice of ξ but only on the operators A, C and the time horizon T .
Remark 2 1. The existence and uniqueness of the solution for equation (6) has been studied by Tessitore [22] [12] for further extensions.
Proof (of Theorem 1). We begin by proving the existence: The main difficulty to prove the existence and the uniqueness for a BSDE in infinite dimensions with unbounded linear operators consists in the fact that Itô's formula can't be applied directly to this equation because it is defined only in the mild sense. To overcome this difficulty, we have to reduce the problem with the help of two different approximations to BSDEs that allow the application of Itô's formula. We first approximate our original BSDE by the following one:
For this approximating equation we know that, due to the results of Confortola [4] , there exists a unique mild solution (Y δ , Z δ ) for every δ > 0.
In a first step we prove that
Step 1. There is a positive constant k independent of δ > 0 and ξ such that
Indeed, we introduce the Yosida approximation of the dissipative op-
n A * , and we consider the following approximating BSDE:
It is well known that the above equation admits a unique solution Y n,δ , Z n,δ . Let 1 < α < 2a and β > 0 be such that
On the other hand, with the help of assumption (A.2) we can prove that
is a dissipative operator. It then follows from (10) that
and Gronwall's inequality yields
Notice that the constant k here is independent of n ≥ 1, δ > 0 and of ξ; it denotes a generic constant whose value can change from line to line. From the above estimate we can conclude that there is a subsequence, still denoted
It can be easily proved the limit (Y δ , Z δ ) is the unique mild solution of (8) . This allows to consider for
Finally, from Mazur's theorem we obtain that (Y δ , Z δ ) satisfies the estimate announced in step 1.
In preparation of the next step we observe that, since (
We want to prove that the couple (Y, Z) obtained above is a mild solution of our BSDE:
For this we notice that, since (Y δ , Z δ ) is a mild solution of (8), we have
and we show the following:
Step 2 The process
and converges weakly * in
Indeed, by using that
where
Consequently, due to the dominated convergence theorem,
For the second term we have
and since
, it follows from the weak convergence of Z δ to Z that
and from (14) we then get
In order to prove that M 1,δ converges in the weak * topology on
, and use the fact that, for all t ∈ [0, T ] for which Φ t ∈ L 2 (Ω; H), the previous convergence holds with Φ t at the place of φ. We then apply a dominated convergence argument and get the statement of step 2.
Step 3. The couple (Y, Z) is a solution of the BSDE
Moreover,
To prove the above statement we write
While we have already studied the convergence of M 1,δ in the preceding step, it is an immediate consequence of the boundedness of the operator
· also converges weakly to e (·−t)A * Z · . We apply the martingale representation theorem to get that
Using, as before, the dominated convergence, we get that
We now pass to the L ∞ [0, T ]; L 2 (Ω; H) weak * limit in the approximating mild equation (13) . This yields the statement of step 3, with the only difference, that for the BSDE which has been got by a weak limit, we only know for the moment that this equation is satisfied dtdP -a.e. To obtain that the BSDE is satisfied by (Y, Z) for all time points of the interval [0, T ], P -a.s., we need the following auxiliary statement:
Proof We return to the proof of our theorem. The proof of the lemma will be given afterwards.
The above result allows to conclude the proof of step 3. Indeed, the above lemma guarantees the existence of a version of the solution (Y, Z) in
Let us prove now the uniqueness of the solution of our BSDE. In virtue of the linearity of the equation it suffices to prove the following:
Step 4. The only solution (Y, Z) of the BSDE
is the trivial one: (Y, Z) = (0, 0).
To prove this, we have to transform the BSDE into an equation which allows to apply Itô's formula. For this reason we put, for all n ≥ 1 and
and we observe that the such introduced process Y satisfies the following backward equation:
To this equation we can apply Itô's formula (Indeed, notice that
where the operator J * n e δA * A * is bounded). This yields:
To be able to go ahead with the above estimate we need the dissipativity of the operator A * + α 2 J * n C 1 e δA * C 1 e δA J n . For this end we notice that
and apply this relation to the operator (nI − A) −1 . To the relation we then apply (nI − A * ) −1 . So we obtain the following equality:
is dissipative if the parameters α, β are chosen as in (10) . This dissipativity allows to go ahead in (17) and to conclude that
Thus, letting n → ∞ and then δ → 0 in the above estimate, we get
Finally, we take the supremum over t ∈ [0, T ] and apply Gronwall's inequality. Thus we obtain
and the claimed uniqueness follows as immediate consequence.
In order to really complete the proof of the theorem we still have to give the proof of Lemma 1.
Proof (of Lemma 1) A standard estimate for the process Φ defined in Lemma 1 gives the following for all s, t ≥ 0:
Here k denotes a generic constant that is independent of s, t ∈ [0, T ] and can change from line to line.
, it is a direct consequence of the dominated convergence theorem that
It remains to show that also E e |t−s|A * − I Φ t∨s 2 converges to zero, as s → t. We first consider this limit for t > s ↑ t. In this case
and the wished convergence follows from the dominated convergence theorem.
Let us now study the case in which t < s ց t. For this end we notice that, for all s ≥ t, E e |t−s|A * − I Φ t∨s
2
≤ c E e
For the first term we get from the dominated convergence theorem that
Next,
We let t < r ≤ T and choose an arbitrary s 0 ∈ ]t, r[ . Then, for all t < s < s 0 ,
Obviously, the latter expression converges to 0 as s ց t. Consequently
and from the dominated convergence theorem it follows that
A similar argument yields I 3 (s) → 0 as s ց t. Finally, for the last term, we have
and, again by the dominated convergence theorem,
Therefore, returning to (19) we get
This concludes the proof of our lemma.
After having studied the existence and unique for the BSDE adjoint to our forward stochastic control problem we are able now to characterize their duality.
For the sake of simplicity, we shall assume from now on that C 1 takes its values in L 2 (Ξ; H) .
Proposition 1 Let X x,u be the unique mild solution of (4) associated to an admissible control u, and let (Y, Z) be the unique mild solution of (6). Then the following duality relation holds true
Proof For the proof of the duality relation we have the same difficulty as in the proof of Theorem 1: we can't apply Itô's formula directly to our forward SDE and our BSDE in infinite dimensions. This is why we consider the following approximating equations
To the above approximating equations we now can apply Itô's formula, and we get
for all 0 ≤ t < s ≤ T. Moreover, standard SDE and BSDE estimates show that there exists some positive constant k (not depending on δ and n), such that
It follows that there exists some subsequence, still denoted X n,δ , Y n,δ , Z n,δ , which converges weakly to some limit
We denote by X the continuous version of X ′ ; it is the unique mild solution of equation (4) . Moreover, we let Y be the dtdP -version of Y ′ , which belongs to C [0, T ] ; L 2 (Ξ; H) , and is, together with the process Z, the unique mild solution of (6). Moreover, from the above estimates satisfied by X n,δ , Y n,δ , Z n,δ we get with the help of Mazur's theorem estimate (7) and
Moreover, if we take the weak limit as n → ∞ and δ ց 0 in (22) we get
Consequently,
Bu r , Y r dr , for all 0 ≤ t < s ≤ T.
Finally, by taking s = T and t = 0, we get the assertion. The proof is complete.
The connection between equation (6) and the approximate controllability of (4) is given by the following result that generalizes those of the finite dimensional case.
Proposition 2 (i) The linear stochastic equation (4) is approximately controllable if and only if, for every finite time horizon T > 0, any solution of the dual equation (6) that satisfies
(
ii) The linear stochastic equation (4) is approximately null-controllable if and only if, for all finite time horizon T > 0, any solution of the dual equation (6) satisfying
Proof For any arbitrarily fixed time horizon T > 0 we get from the previous proposition that
We introduce the linear operator M : U −→ L 2 (Ω, F T , P ; H) which associates to every admissible control u the mild solution of (4) starting from x = 0:
Obviously, the approximate controllability (at time T ) for (4) is equivalent to the condition that M has an image space dense in L 2 (Ω, F T , P ; H). This allows to deduce from (23) the form of the dual operator of M,
On the other hand, since the density of the value domain of the bounded linear operator M ∈ L L 2 (Ω, F T , P ; H) is equivalent with the condition that the kernel of its adjoint operator M * is trivial, we obtain from the above relation the first assertion.
For the proof of the second assertion we introduce the operator L : H −→ L 2 (Ω, F , P ; H) which associates to each initial state x ∈ H the mild solution of (4) corresponding to the control u ≡ 0 :
From the relation X
x,u T = L(x) + M (u) we deduce easily that the approximate null-controllability of X is equivalent to the condition that Im(L) ⊂ Im(M ) (Im(L), Im(M ) are the closures of the image spaces of L and M , resp.) and hence also to the following condition:
On the other hand, from (23) we get L * ξ = Y 0 . This relation together with M * ξ = B * Y = 0 allow now to see the equivalence between the approximate null-controllability of X and the condition given in the second assertion.
In what follows we will need the notion of the backward viability kernel introduced by Buckdahn, Quincampoix, Rȃşcanu [2] Definition 1 Let K be a nonempty, convex, closed subset of H.
(i) A continuous stochastic process {Y t , t ∈ [0, T ]} is called viable in K if and only if
(ii) We say that the set K enjoys the backward stochastic viability property at time T with respect to (6) (6) [3] use these methods and show that approximate controllability of (4) 
is equivalent to the following invariance condition:
The largest (A * ; C * ) -strictly invariant linear subspace of Ker B * is {0} .
We recall that a linear subspace
V ⊂ R n is said to be (A * ; C * )-strictly invariant if A * V ⊂ Span{V ; C * V } = {λv + µw : v ∈ V, w ∈ C * V }.
If H is infinite dimensional, and A is a generator of a strongly continuous group, similar arguments apply.

Remark 4 Let us suppose that the Brownian motion W is 1-dimensional, B ∈ L(H), and C is a linear (possibly unbounded) operator on H such that
A * B * = B * A * and B * C * = C * B * . Then (4
) is approximately controllable if and only if the image space Im(B) is dense in H.
Indeed, let us notice that if (Y, Z) is the mild solution of (6) and satisfies (7) , then
and, from the commutativity of B * with A * and with C * ,
Thus, B * Y t is the unique mild solution of the following BSDE:
Obviously, Y = 0 if and only if
B * ξ = 0 P -a.
s.. Thus, from Proposition 2 it follows that Eq. (4) is approximately controllable if, for all ξ ∈ L
2 (Ω, F T , P ; H) , the relation B * ξ = 0, P −a.s., implies that ξ = 0, P −a.s. This is, of course, equivalent with the density of the image space Im(B) in H .
A necessary condition for approximate controllability
We have seen that approximate controllability for the forward controlled equation (4) is equivalent to the following (approximate) observability condition on the dual equation (6) :
In the deterministic case, Russell and Weiss [20] generalized the Hautus test of observability for infinite dimensional equations with an operator A that is supposed to generate an exponentially stable semigroup. In what follows we assume besides (A1) and (A2) the following additional condition: (A3) The linear operator A generates an exponentially stable, strongly continuous semigroup of operators.
Under the assumptions (A1)-(A3) we can prove the following statement:
Proposition 4 A necessary condition for the approximate controllability of (4) is that, for every y ∈ D (A * ) and every α < 0,
Proof In order to prove the claim, let us first notice that H 1 = D (A) endowed with the norm |h| 1 = |(A * − αI) h| H is a Hilbert space. It is well known that, under the above assumptions, the family of norms indexed by α < 0 are equivalent with the usual graph norm on H 1 . For every y ∈ D (A * ) we let (Y y , Z y ) denote the unique mild solution in H of the BSDE
Since all data of this BSDE is deterministic it is immediate that Y y is deterministic and Z y = 0. In particular, we see that Y 
It follows easily from this equation that
Consequently, the condition (24) gives the following necessary condition for the approximate controllability of (4):
Obviously, the two latter conditions allow to conclude that
and the estimate
in combination with (25) allows to complete the proof.
Remark 5 Jacob, Partington [13] studied the approximate controllability for a deterministic system. They supposed (JP) A is an infinitesimal generator of an exponentially stable, strongly continuous semigroup which possesses a sequence of normalized eigenvectors {e i } corresponding to the eigenvalues {λ i } such that sup i λ i < 0. Moreover, they considered the case of a 1-dimensional input space, i.e. B ∈ L (R; H).
In this particular case, the necessary and sufficient condition for approximate controllability of the deterministic system
found by the authors, says that for all y ∈ H 1 and all α < 0,
Remark 6 For the case in which H is n-dimensional Euclidean space (stochastic) approximate controllability was studied by Buckdahn, Quincampoix, Tessitore [3] and Goreac [11] . The equivalent condition for approximate controllability reads
The largest (A * ; C * ) -strictly invariant subspace of Ker B * is {0} . (26)
Let us suppose that, for the framework studied by these authors, there exists a bounded linear operator
D ∈ L(U ) such that B * C * = DB * . Then we get that Ker B * is C * -invariant,
and thus (26) can be written as follows:
The largest A * -invariant subspace of Ker B * is {0} .
Moreover, under the assumptions of Jacob, Partington [13] 
(JP), it is obvious that (N1) is equivalent to (27). Indeed, if (N1) holds true, then
(see Jacob, Partington [13] , Theorem 4.1). Let V denote the largest A * -invariant subspace of Ker B * , and let us suppose that there exists some 
It follows that
of two linear operators C 1 , C 2 which are supposed to have the following properties: 1) C 2 is a bounded operator from H to H; 2) for all t > 0, C 1 e tA , e tA C 1 ∈ L (H) . Moreover, we suppose that there exist some γ ∈ 0, 
for all t > 0.
3) There exists some constant a > 1 2 such that
We recall the following Definition 2 Let A be the generator of a C 0 −semigroup on the Hilbert space H and C is a linear operator on H. We say that C is a class-P perturbation of A if C is closed,
Obviously, under the above assumptions, the operator C is a class-P perturbation of A. It follows that A+ λC is the generator of a C 0 -semigroup e t(A+λC) t≥0
for all λ ∈ R (cf. Davies [7] Theorem 3.5).
For the study of the main result of this section we will need the following estimates:
Lemma 2 Under our standard assumptions we have that, for some constant k,
Proof From the theory of general perturbation of generators it follows that
for all x ∈ H. Then, by applying on both sides of the above relation the bounded operator C 2 , we get the following norm estimate:
Here k denotes again a generic constant which can depend on λ and T. Thus, applying Cauchy-Schwarz inequality yields
and from Gronwall's inequality we finally get
It follows that C 1 e t(A+λC) ∈ L (H) and
Using a similar argument we can prove that e t(A+λC) C 1 ∈ L (H) and
To establish the main result of this section we shall further introduce the following set standing for the joint dissipativity condition on A, C:
2. Λ contains at least the origin {0}.
3. If C 1 is dissipative and the assumption (B) holds true, then R + ⊂ Λ.
We now can state our main result of this section.
Theorem 2 Under assumption (B), a necessary condition for the approximate controllability of (4) is
The above necessary condition is an immediate consequence of Proposition 4 and a λ-wise application of the following result: (4) is approximately controllable, then the system
which is governed by the control process v ∈ L 
where J n = I − n −1 A −1 and A n = J n A. This approximation of the operators A (by A n ) and C (by J * n e δA * Ce δA J n ) explains by the same difficulties we have already met in the proof of Theorem 1. Our special choice of the approximation allows to conserve the joint dissipativity condition also for the approximating operators and allows now to apply Itô's formula.
Let E (λW ) denote the Doléan-Dade exponential of λW , i.e., E (λW
After the above application of Itô's formula we would like to take the limit as n → +∞ and then as δ ↓ 0 in order to get an equation which coincides with that we would get if we applied formally Itô's formula to E (λW ) t X x,u (t), where X x,u denotes the unique mild solution of (4) . For taking these limits we need the following result whose proof will be given later. x − e t(A+λC) x = 0.
We continue the Proof of our theorem. With the help of the above proposition we are now able to prove
Step 2. Let X x,u denote the unique mild solution of (4). Then the process E (λW ) · X x,u (·) is the unique mild solution of (29). Moreover,
For proving this statement we first notice that from standard estimates, for all p > 2,
, and
c p denotes a generic constant independent of n, δ and u ∈ L 0 F ([0, T ] ; U ). Then, for any δ > 0, there exists a subsequence of
,which converges in the weak topology on
With the help of Proposition 5 we can show that
On the other hand, it follows from the general theory of SDEs in infinite dimensions that these mild solutions are unique and that
Moreover, taking into account that
This relation allows to identify the processes X 
By repeating the argument for letting δ → 0 we get the result stated in step 2.
After having related equation (4) with equation (29) we can prove now the theorem in its proper sense.
Step 3. Conclusion.
It follows from (32) that the family
is uniformly integrable. Consequently, there exists M ε > 0 such that
for all u ∈ L 0 F ([0, T ] ; U ). If the equation (4) is approximately controllable, then there exists u ε ∈ L 0 F ([0, T ] ; U ) such that where k > 0 is a generic constant (which may depend on δ but not on n), and Gronwall's inequality yields e t " An+λJ * n e δA *
Ce
δA Jn " ≤ e kt ,
for all t > 0, and all n ∈ N. Then, from (35) and (36) we get (cf. Davies [7] Th. 3.17) that (30) holds true, for all δ > 0 and all x ∈ D(A).
To prove the second assertion, we notice that Therefore, from the definition of f (t) it follows that 
The second assertion follows (cf. Davies [7] Th. 3.17).
In the following we discuss tow examples to illustrate the results of this section.
Example 1 Given a regular domain O ⊂ R
N we consider the following stochastic partial differential equation
where u is an admissible control process taking its values in R . We suppose that a(x) (= (a i,j (x)) σ(x)σ * (x) for some C (a i,j (x) − αc i (x)c j (x)) λ i λ j ≥ 0,
for some α > 
has a unique mild solution. Thus we know that the approximate controllability of (41) is equivalent to the approximate observability of (43).
From (N1) it follows that, if (41) is approximately controllable and if ζ n (x) is a complete orthonormal base consisting of eigenvectors for A, then every coefficient of b in this base must be non null.
Remark 8
The problem of controllability for the deterministic version of (41) has been treated by Carleman estimates method in Fursikov, Imanuvilov [10] .
The condition (N2) is non trivially more general then (N1) as proven by the following It follows that (N2) is not satisfied which implies that the equation (44) cannot be approximately controllable.
