It has recently been shown that a field-equation time-derivative approximation that is commonly used in studies of laser-oscillator dynamics is not necessary and can lead to significant errors for some lasers. A related space-derivative approximation is widely used in studies of steady-state laser amplifiers. A more rigorous amplifier formalism is developed here, and the results are exact solutions of Maxwell's equations. The improved model predicts a spatial instability, single mirror oscillation, and other interesting field behavior.
I. INTRODUCTION
The acronym laser refers to light amplification, and one of the oldest problems in laser studies concerns the propagation of electromagnetic waves in light amplifiers.
Such amplifiers are the essential active ingredients in laser oscillators, and they are also widely used to enhance optical signals external to laser cavities. Most treatments of laser amplifiers are based on rate-equation models that describe the intensity or photon density and the atomic or molecular populations.
Among the earliest rate- [2] .
Other treatments have included more complicated energy-level structures and geometries, but most such treatments are also basically rate-equation formulations.
Laser amplifiers can also be analyzed using semiclassical models. In principle, these models are able to represent electromagnetic fields having arbitrary polarizations and arbitrarily fast variations in time and space. In practice, however, most semiclassical treatments also incorporate approximations which may significantly restrict their range of applicability. The purpose of this study is to test a particular approximation that is employed in many treatments of laser amplifiers. In analyzing the electromagnetic aspects of light-matter interactions in lasers and other systems, Maxwell's equations are often combined to form a second-order wave equation. This wave equation is then reduced to first order with derivative approximations based on the familiar assumption that the wave envelope varies negligibly within a time of one optical cycle or a distance of one wavelength.
These approximations have been widely used since the development of the first semiclassical MaxwellSchrodinger laser models, and an important early example was the analysis by Lamb [3] . The resulting wave equation is sometimes referred to as the reduced wave equation [4] , and the approximations themselves are sometimes called the slowly-varying-amplitude [5] or slowly-varying-envelope [6] approximations.
With modern high-gain laser media, it is worthwhile to explore the possible limitations of these approximations.
Recent studies have examined closely the effects of the slowly-varying-amplitude derivative approximation on the dynamical behavior of laser oscillators [7, 8) . It was found that this approximation may lead to significant errors when one considers spontaneous pulsations and other dynamical effects in high-gain lasers [8] . In particular, it was found that for some laser decay rates the approximate equations may substantially misrepresent the stability conditions and pulsation wave forms of a spontaneously pulsing laser. The more exact treatment also revealed that in high-gain wideband lasers the electric and magnetic fields do not maintain a fixed-phase relationship to each other. In the present research the companion approximation that the fields vary negligibly in a distance of one wavelength is examined in detail. (6) Equations (3) - (6) With Eqs. (5) and (6) for the field and off-diagonal density-matrix element and use of the rotating-wave approximation, the density-matrix equations given above as Eqs. (10) 
where it is also assumed that the pump and population density functions are independent of time.
Next, it is helpful to separate the Geld and polarization into their real and imaginary parts in the forms E'(z) =E"(z)+iE, (z) and P'(v, co,z ) =P"(u,co,z ) +iP;(u, co,z). With these substitutions Eqs. (14) - (16) become c,
Equations (17) - (22) 
0=(co co )P"(co-, z) yP;(co, z)-If Eqs. (4) to (6) and (23) are substituted into Eqs. (1) and
c,
Equations (24) and (25) may be separated into their real and imaginary parts: 
The revised model consisting of Eqs. (17) - (20) and (26) - (29) 
where we have introduced the unsaturated population difference
where the parameter y =(co -coQ)/Y is the normalized lasing frequency. When Eqs. (46) and (47) 
With the population difFerence from Eq. (37), the polarization components of Eqs. It is now useful to introduce the following normalized polarization components and population difference:
where yQ=(A -coQ)/Y is the normalized nondispersed frequency, 5=y/y, is a dimensionless decay-rate ratio, and for notational convenience the lower limit on the frequency integrals has been extended to minus infinity.
Equations (48) and (49) The approximate set consisting of Eqs. (66) The curve in Fig. 1(a) (55), which are the basis of the more familiar amplifier models.
The intensity function shown in Fig. 1 Fig. 1(a) except that there is a hint of an intensity change toward the right-hand side of the figure. In Fig. 1(c) Fig. 1(f) , the intensity variations bear little resemblance to normally expected amplifier behavior. The main conclusion to be drawn from Fig. 1 is that, at least for this general range of parameters, a more accurate laser amplifier model, which avoids the derivative approximation based on the assumption of slowly varying amplitudes, exhibits a striking instability, large intensity magnitudes, and an apparent reAection of the propagating wave. A more detailed interpretation of this behavior will be given in Sec. V.
The relationship between the electric and magnetic fields can be explored by examining the local energy densities and wavelengths of these fields. Figure 2(a) shows the local energy density U (g) and the local wavelength shift bL' (g)=A, ' (g) -1 associated with the magnetic field for a high-gain laser amplifier under the same conditions as discussed previously and with the normalized frequency zo =5. A comparison of the energy density curve of Fig. 2(a) with the intensity curve of Fig. 1(f) shows that the magnetic energy density is very different from the intensity; and, in particular, the energy density is always positive. Also, from Fig. 2(a) Fig. 2(b) . The parameters in the model for Fig.  2(b) are the same as used in Figs. 1(fl and 2(a) . Quantitatively, however, the electric energy density is quite Fig. 1(f As noted in our recent study of laser dynamics [8] , one of the consequences of using a Inore accurate model of the field equations is that one must also be more specific in describing the cavity losses. It is conventional to simply generalize the conductivity losses to include all of the other losses that might occur due to scattering and absorption, and that idea was employed in the above derivations. However, as the corrections implied by the more exact treatment become larger, it may be important to distinguish between the loss rates for the electric and (83) show very clearly that for an injected signal propagating in the positive direction there may develop one or more regions of negative intensity. As indicated above, the interpretation of this negative intensity is that the wave energy is moving primarily in the negative direction. This interesting behavior cannot occur spontaneously in a more conventional amplifier model as represented by Eqs. (54) and (55), and thus it merits special attention.
The fundamental reason that the apparently positive propagating wave assumed in Eqs. (5), (6) , and (23) permits negatively traveling solutions is that the assumed wave allows an arbitrarily rapid spatial dependence of the complex field and polarization amplitudes. It is clear, for example, that an amphtude variation exp( 2ikz)-, when multiplied by the usual traveling-wave exponential exp(ikz idiot), yi-elds in effect a wave propagating in the negative direction. In spite of this directional ambiguity of rapidly varying waves in the rigorous field equations, it is still possible to construct a useful separation of the plus and minus wave components. For this purpose one must keep track of the amplitudes and phases of both the electric and magnetic fields.
As a first step in the field separation, it will be assumed that the total electric field can be written as the sum of separate plus and minus traveling-wave field components.
Then with Eq. (5) one has - (87) In normalized units 
In the normalized units introduced previously, these constraints are
Equations (86), (87) 
With Eqs. (90) 
Thus the plus and minus field amplitudes are now expressed explicitly in terms of the functions obtained from the numerical models.
Quantities of particular interest here include the intensities of the plus and minus wave components. With Eqs. Other analytic relationships between the various intensities and energy densities are discussed in detail in the following paper [9] .
It is now of interest to plot the component intensities I+(z) and I (z) to see how they compare to the previous results. The intensity functions shown in Fig. 3 In some ways the results that have just been described appear quite strange. Of particular concern might be the fact that for the small values of zo and a small input signal both the plus and minus intensities and their sum I(z) approach values which are far larger than required to saturate the gain of the laser to a negligible value. The interpretation of this behavior is that our apparently logical choice of initial conditions would be dificult to achieve in an experiment. Those conditions require, in eftect, that at the input the negative wave has zero intensity. Because the amplifier tends to be rejective, the only way to achieve this initial condition is by injecting a precisely chosen and possibly very large negative wave at the output of the amplifier. The necessary magnitude of this injected wave is, of course, revealed by numerical solutions such as those in Fig. 3 .
While the numerical results in Fig. 3 A series of plots of the plus and minus intensities is given in Fig. 4 basic amplifier parameters include the decay rate ratio 5=0. 3 , pumping rate DO=20, and line center tuning y =yo =0; and here the normalized center frequency is zo = 100 for all of the parts of the figure. In Fig. 4 Fig. 1 , and the center frequency is zo =100. The quantitative implications of the more rigorous model for any specific practical laser system cannot be fully assessed from the numerical examples given above. In the following paper analytic solutions and stability criteria are considered, which make these ideas more applicable to specific lasers [9] .
