In this paper we obtain approximate analytical solutions of systems of nonlinear fractional partial differential equations (FPDEs) by using the two-dimensional differential transform method (DTM). DTM is a numerical solution technique that is based on the Taylor series expansion which constructs an analytical solution in the form of a polynomial. The traditional higher order Taylor series method requires symbolic computation. However, DTM obtains a polynomial series solution by means of an iterative procedure. The fractional derivatives are described in the Caputo fractional derivative sense. The solutions are obtained in the form of rapidly convergent infinite series with easily computable terms. DTM is compared with some other numerical methods. Computational results reveal that DTM is a highly effective scheme for obtaining approximate analytical solutions of systems of linear and nonlinear FPDEs and offers significant advantages over other numerical methods in terms of its straightforward applicability, computational efficiency, and accuracy.
Introduction
Mathematical modeling of many physical systems leads to linear and nonlinear fractional differential equations in various fields of physics and engineering. For the last several decades, fractional calculus has found diverse applications in various scientific and technological fields such as control theory, computational fluid mechanics, signal and image processing, and many other physical processes (see, for instance, [] for further applications).
The numerical and analytical approximations of FPDEs and systems of FPDEs have been an active research area for computational scientists since the work of Padovan [] . Recently, several mathematical methods including the Adomian decomposition (ADM) [] , variational iteration (VIM) [] , differential transform [] , and homotopy perturbation (HAM) [] have been developed to obtain exact and approximate analytic solutions of FPDEs. Some of these methods use some sort of transformations in order to reduce equations into simpler equations or systems of equations, and some other methods express the solution in a series form which converges to the exact solution. For instance, VIM and ADM provide immediate and visible symbolic terms of analytic solutions as well as numerical approximate solutions to both linear and nonlinear differential equations without linearization or discretization. http://www.advancesindifferenceequations.com/content/2012/1/188
In this paper we use DTM to obtain approximate analytical solutions of systems of nonlinear FPDEs. DTM was not often applied to the solution of systems of nonlinear fractional partial differential equations in the literature. DTM is a numerical solution technique that is based on the Taylor series expansion which constructs an analytical solution in the form of a polynomial. The traditional high order Taylor series method requires symbolic computation. However, DTM obtains a polynomial series solution by means of an iterative procedure. DTM was first applied in the engineering domain in [] . Recently, the application of DTM was successfully extended to obtain analytical approximate solutions to linear and nonlinear ordinary differential equations of fractional order [, ]. The fact that DTM solves nonlinear equations without using Adomian polynomials can be considered as an advantage of this method over the Adomian decomposition method. A comparison between DTM and the Adomian decomposition method for solving fractional differential equations is given in [] . Further applications of DTM might be seen at [, ] .
Organization of this paper is as follows. Section  overviews fractional calculus briefly and provides some basic definitions and properties of fractional calculus theory. Section  describes the generalized two-dimensional DTM. In the same section, several numerical experiments as the application of DTM to some linear and nonlinear systems of FPDEs are presented. Comparison of DTM with HAM and VIM is studied in the final part of the paper.
Fractional calculus
There are several different definitions of the concept of a fractional derivative [] . Some of these are Riemann-Liouville, Grunwald-Letnikow, Caputo, and generalized functions approach. The most commonly used definitions are the Riemann-Liouville and Caputo derivatives.
, and it is said to be in the space
The Riemann-Liouville fractional derivative is mostly used by mathematicians, but this approach is not suitable for physical problems of the real world since it requires the defi-http://www.advancesindifferenceequations.com/content/2012/1/188 nition of fractional order initial conditions which have no physically meaningful explanation yet. Caputo introduced an alternative definition which has the advantage of defining integer order initial conditions for fractional order differential equations.
Definition . The fractional derivative of f (x) in the Caputo sense is defined as
The Caputo fractional derivative is considered here because it allows traditional initial and boundary conditions to be included in the formulation of the problem. In this paper, we have considered some systems of linear and nonlinear FPDEs, where fractional derivatives are taken in Caputo sense as follows.
Definition . For m to be the smallest integer that exceeds α, the Caputo time-fractional derivative operator of order α >  is defined as
Generalized two-dimensional DTM
In this section we shall derive the generalized two-dimensional DTM that we have developed for the numerical solution of linear partial differential equations with space and time-fractional derivatives. Consider a function of two variables u(x, y) and suppose that it can be represented as a product of two single-variable functions, i.e., u(x, y) = f (x)g(y). Based on the properties of the generalized two-dimensional differential transform, the function u(x, y) can be represented as 
is called the spectrum of u(x, y). The generalized two-dimensional differential transform of the function u(x, y) is given by
, k-times. In case of α =  and β = , the generalized twodimensional differential transform () reduces to the classical two-dimensional differential transform. Next we give some useful theorems about writing the generalized differential transform in equivalent forms under certain conditions. α,β (k, h), V α,β (k, h), and W α,β (k, h) are the differential  transformations of the functions u(x, y), v(x, y), and w(x, y) , respectively, then 
Theorem . [] Suppose that U
 if u(x, y) = v(x, y) ± w(x, y), then U α,β (k, h) = V α,β (k, h) ± W α,β (k, h),  if u(x, y) = av(x, y), a ∈ R, then U α,β (k, h) = aV α,β (k, h),  if u(x, y) = v(x, y)w(x, y), then U α,β (k, h) = k r= h s= V α,β (r, h -s)W α,β (k -r, s),  if u(x, y) = (x -x  ) nα (y -y  ) mβ , then U α,β (k, h) = δ(k -n)δ(h -m). Theorem . [] If u(x, y) = D α x  v(x, y),  < α ≤ , then the generalized differential trans- form () can be written as U α,β (k, h) = (α(k + ) + ) (αk + ) V α,β (k + , h).
Theorem . [] Assume that u(x, y) = f (x)g(y) and the function f (x) = x λ h(x), where λ > - and h(x) has the generalized Taylor series expansion h(x)
, then the generalized differential transform () can be written as
In the next section, we apply DTM to some systems of FPDEs which might have applications in mathematical biology and computational chemistry.
Analytical solutions of systems of linear and nonlinear FPDEs
Example  Consider the following system of linear FPDEs. For ( < α, β < ),
with initial conditions u(x, ) = sinh x and v(x, ) = cosh x. Using DTM, we can write
() http://www.advancesindifferenceequations.com/content/2012/1/188
The transformed initial conditions are
Substituting () in (), we get the following closed form solutions:
If α = β = , we obtain
which are exactly the same as the solutions obtained by HAM converging to the closedform solutions:
For α = β = , Figure  illustrates exact and approximate solutions obtained by DTM of u(x, t) and v(x, t), respectively.
Example  Consider the following nonlinear system. For ( < α, β < ),
with the initial conditions u(x, ) = sin x and v(x, ) = sin x. The transformed version of () is (
The transformed version of the initial conditions is If α = β = , we get u(x, t) = sin xe -t , v(x, t) = sin xe -t , which are the exact solutions of the system of equations ().
We can obtain similar figures for this example as well, but for the sake of brevity, we omit those figures. http://www.advancesindifferenceequations.com/content/2012/1/188
Conclusion and discussion
In this work, the differential transform method is extended to solve linear and non-linear systems of fractional partial differential equations. The present study has confirmed that DTM offers significant advantages in terms of its straightforward applicability, computational efficiency, and accuracy.
