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Groupe de Lie et observateur non-line´aire
Silvere Bonnabel, Philippe Martin et Pierre Rouchon
Re´sume´— On se place sur un groupe de Lie et on conside`re
une dynamique invariante a` gauche. On montre, moyennant
une hypothe`se sur la sortie, qu’il est possible dans ce cas
de construire des observateurs non-line´aires pour lesquels
l’e´quation d’erreur est autonome. La the´orie est illustre´e
par un exemple emprunte´ a` la navigation inertielle.
Mots-cle´s—
Groupe de Lie, syme´tries, invariance, observateurs non-
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I. Introduction
Dans la the´orie du controˆle, les syme´tries ont e´te´ utilise´es
en controˆle optimal et dans le design de controˆleur ([5], [4],
[8], [6], [7], [11], [9]) . A notre connaissance les syme´tries ont
peu e´te´ utilise´es pour le design d’observateur. Dans [2] on
construit un observateur intrinse`que pour les syste`mes La-
grangiens dont on mesure la position : il est invariant via
les changements de coordonne´es. Dans [1], [?] on montre
comment on peut exploiter les syme´tries pour le design
d’observateurs. Ici l’on va s’inspirer de ces derniers travaux
afin de de´finir des observateurs sur des groupe de Lie avec
dynamique invariante a` gauche. Mais l’on va proce´der un
peu diffe´remment en me´langeant les invariances a` gauche
et les invariances a` droite afin d’obtenir des proprie´te´s in-
teressantes sur l’erreur d’estimation.
On se place sur un groupe de Lie G. Tout groupe agit
sur lui-meˆme via les translations a` droite ou a` gauche.
On conside`re ici une dynamique sur G invariante (par
exemple) a` gauche, c’est a` dire que les e´quations de la
dynamique sont inchange´es par une translation a` gauche.
Notons que la dynamique peut de´pendre explicitement du
temps. On montre alors qu’il est possible, moyennant cer-
taines hypothe`ses sur l’application de sortie du syste`me,
de construire des observateurs non-line´aires pour lesquels
l’erreur d’estimation suit une e´quation autonome, ce qui
rappelle la the´orie line´aire.
Ces re´sultats ont e´te´ obtenus suite a` l’e´tude d’un
proble`me pratique, celui de la navigation inertielle. Il est
ne´cessaire pour piloter un objet volant, manuellement, as-
siste´ par ordinateur, ou tout en automatique, d’avoir une
bonne connaissance de son orientation dans l’espace. Dans
les syste`mes de navigations relativement peu chers, les
gyroscopes de´rivent lentement. On peut utiliser la me-
sure du champ magne´tique terrestre ￿B pour les recaler.
Les diffe´rentes mesures sont fusionne´es en accord avec les
e´quations du mouvement. On utilise ge´ne´ralement un filtre
de Kalman e´tendu afin d’obtenir une estimation de l’orien-
tation. L’orientation de l’objet peut eˆtre de´crite par une
e´le´ment du groupe de rotations SO(3) de l’espace euclidien
a` trois dimensions, i.e l’espace de configuration d’un so-
lide ayant un point fixe. On identifie l’orientation du solide
S. Bonnabel, Ph. Martin and P. Rouchon sont au Centre
Automatique et Syste`mes de l’Ecole des Mines de Pa-
ris, 60 boulevard Saint-Michel, 75272 Paris CEDEX 06,
FRANCE (silvere.bonnabel@ensmp.fr, philippe.martin@ensmp.fr,
pierre.rouchon@ensmp.fr)
a` la matrice de rotation qui permet de passer du repe`re
terrestre (fixe) au repe`re lie´ au solide (mobile).
Le proble`me conside´re´ ici (estimation de l’orientation
avec mesure du champ magne´tique) est un sous-proble`me
tre`s simple de la classe des proble`mes pose´s par la naviga-
tion inertielle. Les re´sultats sur l’e´quation d’erreur laissent
espe´rer la possibilite´ de construire par la suite des observa-
teurs robustes et complets pour la navigation inertielle.
Dans la section 2 nous pre´sentons le proble`me de la na-
vigation inertielle avec mesure du champ magne´tique, et
on exhibe un observateur non-line´aire pour ce proble`me.
L’e´quation d’erreur est telle que le re´glage des gains assu-
rant la stabilite´ est tre`s aise´.
Dans la section 3 on se place dans le cas ge´ne´ral d’une
dynamique sur un groupe de Lie invariante a` gauche et
de´pendante du temps, avec sortie compatible a` droite.
L’exemple rentre dans ce cadre. On montre alors tout
d’abord que, si la dimension de la sortie est infe´rieure
strictement a` la dimension de l’e´tat, le syste`me est
ne´ce´ssairement inobservable. Ensuite on montre que l’on
peut construire des observateurs non-line´aires tels que l’er-
reur d’estimation suit une e´quation autonome pour laquelle
il est possible, sous des conditions usuelles et au premier
ordre, de garantir la convergence exponentielle de la partie
observable.
II. Exemple
A. Navigation inertielle avec mesure du champ magne´tique
On renvoie le lecteur a` l’appendice pour les formules
utiles sur les quaternions, le lien avec les matrices de rota-
tion et les vecteurs de R￿. Les e´quations de la cine´matique
pour un objet volant rigide (solide) s’e´crivent avec les qua-
ternions H
d
dt
q =
1
2
q · ￿ω (1)
ou`
– q ∈ H est le quaternion qui repre´sente l’orientation du
repe`re attache´ au solide (mobile) par rapport a` celui
attache´ au sol (fixe),
– ￿ω(t) est le vecteur rotation instantane´ mesure´ par les
gyroscopes,
– · est le produit (non commutatif) entre deux quater-
nions.
Ainsi, l’e´tat du syste`me est le quaternion q. On choi-
sit comme sortie (a` titre illustratif) la mesure du champ
magne´tique terrestre ￿B par les magne´tome`tres dans le
repe`re mobile :
y = q−1 · ￿B · q
On utilise ge´ne´ralement les quaternions (aussi appele´s
les quatre parame`tres d’Euler) plutoˆt que les angles
d’Euler puisqu’ils permettent une parame´trisation globale
de l’orientation du mobile et sont adapte´s aux calculs
nume´riques et aux simulations. En effet tout quaternion
unitaire repre´sente une rotation, et il est par exemple plus
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facile nume´riquement de maintenir la norme d’un quater-
nion constante que de maintenir une matrice dans SO(3).
B. Observabilite´
La seule sortie qu’on utilise ici est la seule mesure du
champ magne´tique. Dans le proble`me de la navigation iner-
tielle on utilise e´galement la mesure de l’acce´le´ration par les
acce´le´rome`tres des centrales inertielles, et si l’on fait l’ap-
proximation quasi-statique, le syste`me devient observable.
Mais on ne se pre´occupe pas de ce cas-la` ici.
L’e´tat q de (1) n’est pas observable a` partir de la sortie
y = q−1 · ￿B · q. En effet soit p ￿B le quaternion associe´ a` une
rotation d’angle non-nul autour de ￿B, i.e,
p−1￿B ·
￿B · p ￿B =
￿B
Alors si q(t) repre´sente une trajectoire du syste`me, p ￿B ·q(t)
en est une autre distincte de q(t) car
d
dt
(p ￿B · q) =
1
2
(p ￿B · q) · ￿ω
et les sorties correspondantes sont confondues pour tout
temps t ≥ 0 :
y ￿B(t) = q
−1(t) · p−1￿B ·
￿B · p ￿B · q(t) = q
−1(t) · ￿B · q(t) = y(t)
Le syste`me n’est donc pas observable. Il posse`de un degre´
d’inobservabilite´ : a` partir de la sortie on peut remonter
a` l’e´tat a` une rotation autour de ￿B pre`s. Il est ne´anmoins
inte´ressant d’avoir une estimation de la partie observable
du syste`me.
C. Un observateur non-line´aire
Un observateur du type Luenberger ou filtre de Kal-
man e´tendu est tre`s “line´aire” par construction. Si on note
qˆ l’estimation fournie de q par ce type d’observateurs de
l’e´tat, les termes correctifs sont usuellement des combinai-
sons line´aires des erreurs de sortie q−1 · ￿B · q − qˆ−1 · ￿B · qˆ.
Nous conside´rons une classe l’observateurs non-line´aires qui
prennent en compte la structure ge´ome´trique de la dyna-
mique (1). Ils admettent la forme suivante :
d
dt
qˆ =
1
2
qˆ · ￿ω
+ (
3￿
i=1
Ei
￿
qˆ · q−1 · ￿B · q · qˆ−1 − ￿B
￿
￿ei) · qˆ (2)
ou` les Ei sont des fonctions scalaires re´gulie`res des coor-
donne´es du vecteur qˆ ·q−1 · ￿B ·q ·qˆ−1− ￿B qui s’annulent en 0,
et les ￿ei sont les quaternions associe´s a` une base orthonor-
male quelconque de R￿. On peut choisir la base canonique
par exemple, et les quaternions correspondants sont expli-
cite´s dans l’appendice.
D. Le syste`me d’erreur
Au lieu de conside´rer les erreurs“line´aires” ∆q := qˆ−q on
conside`rera une erreur (e´quivalente) qui utilise l’ope´ration
· du groupe des quaternions (au lieu de −) :
r := qˆ · q−1
On pose
E(r) = (
3￿
i=1
Ei
￿
qˆ · q−1 · ￿B · q · qˆ−1 − ￿B
￿
￿ei).
C’est une quantite´ invariante par translation a` droite H ￿
q ￿→ q · h ∈ H pour h ∈ H arbitraire. On a
r˙ = q˙ · q−1 + q ∗
￿
−q−1 ∗ q˙ · q−1
￿
=
￿
1
2
q · ￿ω − E(r) · qˆ −
1
2
q · ￿ω
￿
· q−1
= E(r) · r
Ce qui donne donc
r˙ = (
3￿
i=1
Ei
￿
r · ￿B · r−1 − ￿B
￿
￿ei) · r
ou` les Ei s’annulent en ze´ro. La dynamique de l’erreur
r = qˆ · q−1 ne de´pend donc pas de la trajectoire t ￿→ q(t).
Cela rappelle la the´orie line´aire : l’e´quation d’erreur est
inde´pendante du temps et il faut re´gler les gains (ici les
Ei) pour avoir la convergence asymptotique.
E. Etude du line´arise´ tangent
Une erreur faible correspond a` r proche de 1, ou` 1 est le
quaternion unite´. Le choix de ￿e1 e´tant arbitraire, on choisit
￿e1 = ￿B. On e´crit r = 1 + ￿ξ avec ￿ξ petit. On obtient alors
au premier ordre en ￿ξ
d
dt
￿ξ =
3￿
i=1
DEi(￿ξ · ￿e1 − ￿e1 · ￿ξ) ￿ei
=
￿
1≤i,j≤3
∂Ei
∂xj
(￿ξ × ￿e1)
j ￿ei
ou` “×” repre´sente le produit vectoriel usuel pour les vec-
teurs de R￿. ￿ξ est vu comme un vecteur et ξj repre´sente la
j-ie`me coordonne´e de ￿ξ sur la base des ￿ei. On a donc
d
dt

ξ
1
ξ2
ξ3

 =
￿
∂Ei
∂xj
￿
1≤i,j≤3

 0ξ3
−ξ2


On prend alors au premier ordre en ￿ξ : E1 = 0, E2(r) =
E2(￿ξ) = Kξ
3 et E3(r) = E3(￿ξ) = −Kξ
2. Ainsi
d
dt

ξ
1
ξ2
ξ3

 = −K

 0ξ2
ξ3

 (3)
On a convergence exponentielle de la partie observable du
syste`me sur le line´arise´ tangent et on a le choix de la
constante de temps 1/K.
F. Une famille d’observateurs non-line´aires globalement
convergents
En s’inspirant de [?], conside´rons l’observateur non-
line´aire suivant
d
dt
qˆ =
1
2
qˆ · ￿ω −K [ ￿B × (qˆ · q−1 · ￿B · q · qˆ−1 − ￿B)] · qˆ
d
dt
qˆ =
1
2
qˆ · ￿ω −K [ ￿B × (qˆ · y · qˆ−1 − ￿B)] · qˆ. (4)
Il est bien de la forme (2). Un calcul simple montre que son
line´aire tangent pour r proche de 1 est exactement (3). Si
l’on appelle yˆ = qˆ1 · ￿B · qˆ la sortie estime´e, on a, pour tout
gain K > 0, :
lim
t￿→+∞
yˆ(t)− y(t) = 0
pour toute trajectoire de (1) et toute condition initiale
pour (4). Compte tenu de l’inobservabilite´ des rotations
autour de ￿B, les proprie´te´s de convergence de cet observa-
teur ne peuvent pas eˆtre ame´liore´es.
La preuve consiste a` prendre la fonction de Lyapounov
suivante V (t) = ￿yˆ(t)− y(t)￿2. On a alors
d
dt
V (t) = 2 < yˆ(t)− y(t),
d
dt
(yˆ(t)− y(t)) >
ou` <,> repre´sente le produit scalaire usuel des vecteurs de
R
￿. On a
d
dt
y(t) = (q−1 · ￿B · q)× ￿ω
d
dt
yˆ(t) = (qˆ−1 · ￿B · qˆ)× ￿ω
−K qˆ−1 · [ ￿B × ( ￿B × (qˆ · y · qˆ−1 − ￿B))] · qˆ
Donc
d
dt
V (t) = 2 < yˆ(t)− y(t),
d
dt
(yˆ(t)− y(t)) >
= 2 < (qˆ−1 · ￿B · qˆ − q−1 · ￿B · q), (qˆ−1 · ￿B · qˆ − q−1 · ￿B · q)× ￿ω >
− 2K < yˆ(t)− y(t), qˆ−1 · [ ￿B × ( ￿B × (qˆ · y · qˆ−1 − ￿B))] · qˆ >
= 0
− 2K < ￿B − qˆ · y · qˆ−1, ￿B × ( ￿B × (qˆ · y · qˆ−1 − ￿B)) >
D’apre`s les proprie´te´s du produit mixte,
d
dt
V (t) = −2K < ( ￿B × (qˆ · y · qˆ−1 − ￿B)), ( ￿B × (qˆ · y · qˆ−1 − ￿B)) >
= −2K￿yˆ(t)− y(t)￿2
= −2V (t)
On a donc convergence exponentielle globale de la sortie
estime´e vers la sortie re´elle.
III. Ge´ne´ralisation
Les re´sultats obtenus sur l’exemple pre´ce´dent admettent
une ge´ne´ralisation naturelle ou` H, l’espace d’e´tat est rem-
place´ par un groupe de Lie et la dynamique (1), par un
champ de vecteur invariant a` gauche et pouvant de´pendre
de t.
Dans tout ce chapitre on utilise les notations de [3]. On
se place sur un groupe de Lie re´el G de dimension n et
l’on conside`re une dynamique invariante a` gauche. Nous
allons montrer que, moyennant une condition sur la sortie,
on peut construire un observateur non-line´aire pour lequel
l’erreur ve´rifie une e´quation autonome.
A. Dynamique invariante a` gauche et sortie compatible a`
droite
Conside´rons la dynamique suivante :
d
dt
g(t) = F (g, t) (5)
ou` g est un e´le´ment de G, et F est un champ de vec-
teur re´gulier sur G. Supposons la dynamique invariante a`
gauche, i.e :
∀g, h ∈ G F (Lh(g), t) = Lh∗F (g, t)
ou` Lh : g ￿→ h · g est la translation a` gauche sur G, et Lh∗
l’application induite sur l’espace tangent. Lh∗ envoie l’es-
pace tangent en g TG|g sur TG|hg. G est donc un groupe de
syme´trie pour lui-meˆme : pour tout h ∈ G, le changement
de variables g2(t) = h · g1(t) ne modifie pas les e´quations
de la dynamique :
d
dt
g2(t) = F (g2(t), t)
Comme dans [3] on pose
ωs = Lg−1∗g˙ ∈ g
ωs est un e´le´ment de l’alge`bre de Lie g de G. En ef-
fet on peut voir toute dynamique invariante a` gauche sur
G comme les e´quations de la cine´matique d’un “solide
ge´ne´ralise´” et ωs(t) = F (e, t) comme la “vitesse angulaire
par rapport au solide”. De´sormais on e´crira la dynamique
invariante a` gauche (5)
d
dt
g(t) = Lgˆ∗ωs(t) (6)
Supposons que H : G ￿→ Y est une application de sortie
re´gulie`re G-compatible a` droite. En s’inspirant de [1] on
de´finit la compatibilite´ a` droite de la manie`re suivante :
pour tout h ∈ G, il existe une application ￿h : Y ￿→ Y
re´gulie`re, telle que pour tout g ∈ G, H(g · h) = ￿h(H(g))
ou encore
H(Rh(g)) = ￿h(H(g))
avec Rh la translation a` droite sur G (et R
∗
h l’application
induite sur l’espace tangent). Autrement dit l’action du
groupe sur lui-meˆme par translation a` droite correspond
bien a` une action de groupe e´galement sur l’espace de la
sortie Y . On conside`re donc des syste`mes sur des groupes
de Lie dont la dynamique est invariante a` gauche et dont
la sortie est compatible a` droite.
Dans l’exemple la dynamique est bien invariante a`
gauche ( d
dt
q(t) = q · ￿ω = Lq∗￿ω(t)) et la sortie H(q) =
q−1 · ￿B · q est bien compatible a` droite car
H(Rr(q)) = (q · r)
−1 · ￿B · (q · r) = r−1 ·H(q) · r = ￿r(H(q))
B. Observabilite´
On suppose la dimension de la sortie strictement
infe´rieure a` celle de l’e´tat (dim y < dim g) et l’application
de sortie H analytique, alors le syste`me est ne´cessairement
inobservable.
En effet puisque la dimension de la sortie est infe´rieure
strictement a` celle du groupe il existe deux e´le´ments dis-
tincts g1 et g2 de G tels que
H(g1) = H(g2) g1 ￿= g2
Si g(t) est une trajectoire du syste`me, on a
d
dt
g(t) = Lg∗ωs(t)
et par invariance a` gauche, g1g(t) et g2g(t) sont e´galement
des trajectoires du syste`me :
d
dt
(g1 · g(t)) = Lg1g∗ωs(t),
d
dt
(g2 · g(t)) = Lg2g∗ωs(t).
Or
H(g1 · g(t)) = ￿g(t)H(g1) = ￿g(t)H(g2) = H(g2g(t))
Les trajectoires g1 ·g(t) et g2 ·g(t) sont distinctes et donnent
pour tout temps t la meˆme sortie. Le syste`me est inobser-
vable.
Il est possible de pousser plus loin l’analyse. Un calcul
simple montre que
H(g1 · g
−1
2 ) = H(e)
avec e e´le´ment neutre de G. Comme H est compatible a`
droite, l’ensemble
N = {σ ∈ G / H(σ) = H(e)}
est un sous-groupe de G. Il est alors possible de conside´rer
l’espace homoge`ne G/N ou` deux e´le´ments de G, g1 et g2
correspondent au meˆme e´le´ment de G/N , et seulement si,
g1 ·g
−1
2 ∈ N . On note pour tout g ∈ G, {g} ∈ G/N la classe
d’e´quivalence a` laquelle appartient g. Alors deux trajec-
toires du syste`me t ￿→ g1(t) et t ￿→ g2(t) donnent la meˆme
trajectoire de sortie t ￿→ H(g1(t)) = H(g2(t)) si, et seule-
ment si, pour tout t on a {g1(t)} = {g2(t)}. Ainsi, la partie
observable du syste`me s’identifie a` l’espace homoge`ne G/N .
C. Construction de l’observateur
D’apre`s un re´sultat de [?], on sait caracte´riser tout ob-
servateur G-invariant a` gauche, c’est-a`-dire tout observa-
teur tel que la dynamique suivie par l’observateur est elle-
meˆme invariante a` gauche. Mais ici l’on va proce´der un
peu diffe´remment, meˆme si l’on utilise des outils utiles a` la
construction d’observateurs invariants. On sait qu’il existe
([10]) un repe`re invariant a` droite (W1, ...,Wn), c’est a` dire
un ensemble de n champs de vecteurs G-invariants a` droite
et line´airement inde´pendants sur G. Ils ve´rifient
Wi(g) = Rg∗Wi(e)
ou` e est l’e´le´ment neutre du groupe G. Cette relation per-
met de les construire. De plus on sait construire avec la
me´thode du repe`re mobile de Cartan les erreurs invariantes
a` droite ([1]), c’est a` dire les fonctions scalaires Ei de l’es-
time´e gˆ et de la sortie H(g), qui ve´rifient :
∀g, h Ei(Rh(gˆ),H(Rh(g))) = Ei(gˆ, H(g))
Ei(g,H(g)) = 0
La premie`re relation correspond a` l’invariance par trans-
lation a` droite, et la seconde relation justifie le terme
d’“erreur” : ces fonctions sont nulles quand gˆ = g.
On conside`re alors les observateurs de la forme
d
dt
gˆ = Lgˆ∗ωs(t) +
n￿
i=1
Ei(gˆ, y)Wi(gˆ)
= Lgˆ∗ωs(t) +Rgˆ∗(
n￿
i=1
Ei(gˆ, y)Wi(e)) (7)
ou` les Ei’s sont des erreurs invariantes a` droite,
(W1, ...,Wn) est un repe`re invariant a` droite et ou` y = H(g)
est la sortie. Il semble que ce soit la forme la plus ge´ne´rale
des observateurs pour lesquels notre re´sultat sur l’erreur
est valable.
D. Le syste`me d’erreur
De´finissons l’erreur (invariante par translation a` droite)
G ￿ r = (gˆg−1) = Lgˆ(g
−1). La dynamique de l’erreur
ve´rifie l’e´quation autonome
r˙ = Rr∗(
n￿
i=1
Ei(e,H(r
−1))Wi(e)) (8)
En effet on a
r˙ = Lgˆ∗( ˙g−1) +DgLgˆ(g
−1) ˙ˆg (9)
Nous avons
DgLgˆ(g
−1) ˙ˆg = Rg−1∗( ˙ˆg)
= Rg−1∗(F (gˆ, t) +
n￿
i=1
Ei(gˆ, y)Wi(gˆ))
= Rg−1∗Lgˆ∗ F (e, t) +Rg−1∗Rgˆ∗
n￿
i=1
Ei(gˆ, y)Wi(e)
= Rg−1∗Lgˆ∗ ωs +Rr∗
n￿
i=1
Ei(gˆ, y)Wi(e)
Or par invariance
Ei(gˆ, y) = Ei(gˆ, H(g)) = Ei(e,H(r
−1))
Par ailleurs on a
Lgˆ∗(g˙
−1) = −Lgˆ∗Rg−1∗Lg−1∗g˙ = −Lgˆ∗Rg−1∗ωs = −Rg−1∗Lgˆ∗ωs
On a donc une e´quation diffe´rentielle autonome inde´pendante
de la trajectoire t ￿→ g(t) :
r˙ = Rr∗(
n￿
i=1
Ei(e,H(r
−1))Wi(e)).
E. Line´arise´ tangent
On prend r proche de e l’e´le´ment neutre de G. Soit ξ
proche de ze´ro l’e´le´ment de l’alge`bre de Lie g tel que r =
exp ξ. On pose p = dim y la dimension de la sortie et on a
d
dt
ξ = −DyE |e,H(e) DH |e (ξ)
ou` l’on appelle E = (E1, ..., En). Il est toujours possible
de choisir E localement autour de l’identite´ pour avoir la
convergence asymptotique de la partie observable.
Pour cela, il suffit de de´finir un produit scalaire sur
l’espace tangent en e, g, de conside´rer au sens de cette
me´trique, l’ope´rateur transpose´ de DH |e, ope´rateur note´
(DH |e)
T et de poser pour tout η ∈ g proche de ze´ro,
E(e, exp η) = K(DH |e)
T η.
Par invariance a` droite de E il est alors possible de de´finir
E sans ambigu¨ıte´ pour tout couple (gˆ, g) avec gˆg−1 proche
de 0.
L’e´quation du line´aire tangent s’e´crit :
ξ˙ = −K DHT DH ξ (10)
et, pour K > 0, admet comme fonction de Lyapounov ￿ξ￿2
la longueur de ξ au sens de ce produit scalaire.
F. Une famille d’observateurs non-line´aires convergents au
premier ordre
On de´finit un produit scalaire sur l’espace tangent en e, g,
et on de´finit au sens de cette me´trique, l’ope´rateur trans-
pose´ de DH |e, ope´rateur note´ (DH |e)
T . On conside`re
alors les observateurs suivants :
d
dt
gˆ = Lgˆ∗ωs(t)+Rgˆ∗[
n￿
i=1
[Ei(￿
−1
gˆ (H(g))−Ei(H(e))]Wi(e)]
avec Ei’s fonctions scalaires re´gulie`res de leurs arguments.
Il suffit alors d’imposer pour E = (E1, ..., En) que
ξ ￿→
∂E
∂y
|H(e)
∂H
∂g
|e ξ
application line´aire ne´gative ou nulle au sens de la
me´trique. Ainsi on obtient une famille d’observateurs non-
line´aires convergents au premier ordre pour la partie obser-
vable du syste`me. Les valeurs propres nulles correspondent
aux directions d’inobservabilite´.
G. Re´sultats comple´mentaires
On suppose le syste`me inobservable. On va montrer
qu’alors une erreur initiale “dans la direction inobservable”
est constante au cours du temps. Dire que le syste`me est in-
observable est e´quivalent a` dire qu’il existe deux e´le´ments
distincts g1 et g2 de G tels que H(g1) = H(g2), d’apre`s
la section III-B. Il existe alors σ tel que H(σ) = H(e)
(σ ∈ N), on peut voir σ comme une “direction d’inobser-
vabilite´”, et on suppose qu’a` l’instant initial σ est l’erreur
d’estimation : g(0) = σgˆ(0) ou encore g(0) et gˆ(0) appar-
tienne a` la meˆme classe d’e´quivalence {g(0)} = {gˆ(0)}.
Alors l’erreur r ve´rifie alors a` l’instant initial
r(0) = σ−1
et on a
r˙ = Rr∗(
n￿
i=1
Ei(e,H(σ)) = Rr∗(
n￿
i=1
Ei(e,H(e)) = 0.
Donc g(t) et gˆ(t) restent pour tout temps dans la meˆme
classe d’e´quivalence (classe qui peut changer au cours du
temps).
IV. Conclusion
Nous montrons dans cet article que quand un groupe
de syme´tries agit sur lui-meˆme, et que la dynamique est
invariante a` gauche, et la sortie compatible a` droite, on
peut construire des observateurs non-line´aires pour lesquels
l’e´quation d’erreur est autonome. La construction des ob-
servateurs pre´sente´s ici est base´e sur la notion d’erreur in-
variante ([1], [9]).
Pour des dynamiques invariant a` gauche et une sortie
compatible a` gauche, on peut montrer un re´sultat similaire
pour tout pre´-observateur invariant a` gauche (voir [?]) pour
les pre´-observateurs invariants) : la dynamique de l’erreur
g−1gˆ ne ve´rifie plus une e´quation autonome si ωs de´pend
du temps. Cependant, cette dynamique reste inde´pendante
de la trajectoire t ￿→ g(t).
V. Appendice : quaternions
Un quaternion p peut eˆtre vu comme l’ensemble d’un
scalaire p0 ∈ R et d’un vecteur ￿p ∈ R
3,
p =
￿
p0
￿p
￿
.
Le produit quaternionique · s’e´crit
p · q :=
￿
p0q0 − ￿p · ￿q
p0￿q + q0￿p+ ￿p× ￿q
￿
.
L’e´le´ment unite´ est
e :=
￿
1
￿0
￿
,
et (p · q)−1 = q−1 · p−1.
Tout vecteur ￿p ∈ R3 peut eˆtre vu comme un quaternion
p :=
￿
0
￿p
￿
,
Par exemple les quaternions associe´s a` la base canonique
de R￿ sont


0
1
0
0

 ,


0
0
1
0

 ,


0
0
0
1

 et nous avons les formules
suivantes
p× q := ￿p× ￿q =
1
2
(p · q − q · p)
(￿p · ￿q)￿r = −
1
2
(p · q + q · p) · r.
A tout quaternion q de norme 1 on peut associer une
matrice de rotation Rq ∈ SO(3) par la relation
q−1 · ￿p · q = Rq · ￿p for all￿p.
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