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Abstract
We consider several (related) notions of geometric regularity in the context of
limit sets of geometrically finite Kleinian groups and associated Patterson-Sullivan
measures. We begin by computing the upper and lower regularity dimensions of
the Patterson-Sullivan measure, which involves controlling the relative measure of
concentric balls. We then compute the Assouad and lower dimensions of the limit set,
which involves controlling local doubling properties. Unlike the Hausdorff, packing,
and box-counting dimensions, we show that the Assouad and lower dimensions are not
necessarily given by the Poincare´ exponent.
Mathematics Subject Classification 2010: primary: 30F40, 28A80; secondary:
37F30, 37C45.
Key words and phrases: Kleinian group, Patterson-Sullivan measure, Assouad
dimension, regularity dimension.
1 Introduction
1.1 Limit sets of Kleinian groups and the Patterson-Sullivan measure
We consider fractal sets and measures arising from discrete groups of isometries acting on
hyperbolic space. For integer d > 1, we model (d + 1)-dimensional hyperbolic space using
the Poincare´ ball
Dd+1 =
{
z ∈ Rd+1 : |z| < 1
}
equipped with the hyperbolic metric dH defined by
ds =
2|dz|
1− |z|2 .
The boundary at infinity of the space (Dd+1, dH) is Sd =
{
z ∈ Rd+1 : |z| = 1} and the
group of isometries is given by the stabliser of Dd+1 in the Mo¨bius group acting on Rd+1.
We denote the group of orientation preserving isometries of (Dd+1, dH) by Con(d), and
note that it is isomorphic to the (orientation preserving) Mo¨bius group acting on Rd. We
will sometimes appeal to the upper half-space model of hyperbolic space, where Dd+1 is
replaced by Hd+1 = Rd × (0,∞) equipped with the analogous metric, but this is purely
for aesthetic reasons as these two models of hyperbolic space are of course isometric and,
moreover, there is a Mo¨bius transformation between the corresponding boundaries which
(we will see) preserves all of our notions of dimension. We refer the reader to [A, B, Ma, K]
for a more detailed study of hyperbolic geometry, including the isometry group, and the
correspondence between, and equivalence of, the two models we use.
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Page 2 J. M. Fraser
A Kleinian group is a discrete subgroup of Con(d) and such groups act properly dis-
continuously on Dd+1 but may fail to act discontinuously on the boundary. The limit set
of a Kleinian group Γ is the set of points where the action fails to be discontinuous and
it carries a lot of geometric information concerning the group. More precisely, writing
0 = (0, . . . , 0) ∈ Dd+1, the limit set is defined by
L(Γ) = Γ(0) \ Γ(0).
This is a compact subset of Sd and often has a beautiful and subtle fractal structure. Note
that for definiteness we metrise Sd with the Euclidean metric ‖ · ‖ inherited from Rd+1,
although the standard Riemannian metric on Sd is bi-Lipschitz equivalent to this metric
and so from a dimension point of view these two natural metrics on the limit set are
equivalent.
If the limit set is empty or consists only of one or two points, then the Kleinian group
is called elementary and otherwise it is non-elementary, in which case the limit set is nec-
essarily uncountable. A Kleinian group is called geometrically finite if it has a fundamental
domain with finitely many sides. The Poincare´ exponent of a Kleinian group Γ is defined
by
δ(Γ) = inf
s > 0 : ∑
g∈Γ
exp(−s dH(0, g(0))) <∞

and plays a central role in the geometry and dimension theory of Γ. In particular, the
limit set of a non-elementary geometrically finite Kleinian group has Hausdorff dimension
equal to δ(Γ). This important result goes back to the influential papers of Patterson (for
Fuchsian groups with some assumptions on parabolic elements) [Pa, Theorems 4.1 and
5.1] and Sullivan (for the general higher dimensional case) [Sul, Theorem 1]. Almost 20
years later it was shown that in this setting the packing and box-counting dimensions
of the limit set are also given by δ(Γ). This result is due independently to Bishop and
Jones [BJ, Corollary 1.5] and Stratmann and Urban´ski [SU, Theorem 3]. For a review of
the Hausdorff, box-counting, and packing dimensions, see [F1, Chapters 2 and 3]. When
discussing geometrically finite groups, we will only mention the Hausdorff dimension, which
we denote by dimH, since the Hausdorff, packing, and box-counting dimensions coincide in
this case.
Limit sets of non-elementary geometrically finite Kleinian groups are also known to
carry an atomless conformal ergodic Borel probability measure µPS of Hausdorff dimension
δ(Γ), known as the Patterson-Sullivan measure. Again, we will only discuss the (lower)
Hausdorff dimension of the Patterson-Sullivan measure, but this is known to equal the
upper packing dimension (indeed, the Patterson-Sullivan measure is exact dimensional, see
[SV]). See [F2, Chapter 10] for a review of the dimensions of measures.
The Patterson-Sullivan measure has played a central role in the geometry of Kleinian
groups and, along with the limit set itself, is one of the key objects we study. Stratmann and
Velani’s global measure formula gives a formula for the measure of any ball up to uniform
constants and will be particularly relevant to our work, see [SV, Theorem 2]. Before stating
this formula we need to introduce some more notation, particularly concerned with parabolic
elements, that is, elements in Con(d) with precisely one fixed point in Sd.
Page 3 J. M. Fraser
Fix a non-elementary geometrically finite Kleinian group and suppose Γ is not parabolic
free, that is, it contains at least one parabolic element. Let P ⊆ L(Γ) denote the countable
set of all parabolic fixed points, that is, points fixed by parabolic elements of Γ. We may fix
a standard set of pairwise disjoint horoballs {Hp}p∈P , where each Hp is a horoball with base
point p, that is, a closed Euclidean ball whose interior lies inside Dd+1 and is tangent to Sd
at p. Moreover, the horoballs can be chosen such that g(Hp) = Hg(p) for all g ∈ Γ and p ∈ P .
Thus, although the choice of standard horoballs is not unique, any given choice reflects the
geometry of the limit set in a representative way. The stabiliser of a parabolic fixed point
p cannot contain hyperbolic or loxodromic elements since if a subgroup of Con(d) contains
a parabolic and a hyperbolic/loxodromic element which fix the same point then the group
is not discrete. Therefore the parabolic elements in the stabiliser of p in Γ generate a free
Abelian group of finite index (as a subgroup of the stabiliser). We define k(p) to be the
maximal rank of a free Abelian subgroup of the stabiliser of p in Γ, which is necessarily
generated by k(p) parabolic elements all fixing p. For an account of standard horoballs and
ranks of parabolic elements, we refer the reader to the opening discussion in [SU]. We note
the important fact that δ(Γ) > k(p)/2 for all p ∈ P .
Given z ∈ L(Γ) and t > 0, let zt ∈ Dd+1 be the unique point on the geodesic ray joining
0 to z which is at hyperbolic distance t from 0. Write S(z, t) ⊂ Sd to denote the shadow
at infinity of the d-dimensional (hyperbolic) hyperplane passing through zt normal to the
geodesic ray joining 0 to z. Basic hyperbolic geometry shows that S(z, t) is a Euclidean
ball centred at z with radius uniformly comparable to e−t. The global measure formula
states that there is a uniform constant C > 1 such that for all z ∈ L(Γ) and all t > 0 we
have
1
C
6 µPS(S(z, t))
exp(−tδ(Γ)− ρ(z, t)(δ(Γ)− k(z, t))) 6 C (1.1)
where k(z, t) = k(p) if zt ∈ Hp for some p and 0 otherwise and
ρ(z, t) = inf{dH(zt, y) : y /∈ Hp}
if zt ∈ Hp for some p and 0 otherwise. Note that if we choose a different set of standard
horoballs, then the constant C can change and so for definiteness we fix a set of standard
horoballs, and therefore a constant C, for the rest of the paper. The global measure formula
still holds if Γ is parabolic free and in that case it simplifies to
1
C
6 µPS(S(z, t))
exp(−tδ(Γ)) 6 C. (1.2)
1.2 Regularity dimensions of measures and Assouad dimensions of sets
In this section we work with a general complete metric measure space (X, d, µ) but our
results will mostly concern the space (L(Γ), ‖ · ‖, µPS).
The upper and lower regularity dimensions of µ describe the optimal global control
on the relative measure of concentric balls. These dimensions were introduced formally
in [KLV, KL] motivated by previous work on the existence of doubling measures, see for
example [LS, KV]. For some basic properties and the explicit computation of the (up-
per) regularity dimension in some particular contexts, see [FH2]. The upper and lower
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regularity dimensions provide a generally applicable refinement of the notion of Ahlfors-
David regularity. Recall that a (non-atomic) measure is s-Ahlfors-David regular if the ratio
µ(B(x,R))/Rs is uniformly bounded away from 0 and +∞ for all 0 < R 6 |supp(µ)|. We
write supp(µ) ⊆ X for the support of µ, |E| for the diameter of non-empty (possibly un-
bounded) E ⊆ X, and B(x,R) for the open ball of radius R > 0 and centre x ∈ X. The
upper regularity dimension of µ is defined by
dimreg µ = inf
{
s > 0 : there exists C > 0 such that, for all 0 < r < R < |supp(µ)|
and all x ∈ supp(µ), we have µ(B(x,R))
µ(B(x, r))
6 C
(
R
r
)s}
and, provided |supp(µ)| > 0, the lower regularity dimension of µ is defined by
dimreg µ = sup
{
s > 0 : there exists C > 0 such that, for all 0 < r < R < |supp(µ)|
and all x ∈ supp(µ), we have µ(B(x,R))
µ(B(x, r))
> C
(
R
r
)s}
and otherwise it is 0. We adopt the convention that inf ∅ = +∞. A measure µ is doubling if
and only if dimreg µ <∞, see [JJKRRS, FH2]. Also note that if a set carries an s-Ahlfors-
David regular measure, then the upper and lower regularity dimensions coincide and equal
s. The regularity dimensions are heavily related to the Assouad and lower dimensions,
which are purely metric notions describing the extremal scaling behaviour of a set in a
metric space. These dimensions have fundamental applications in embedding theory and
quasi-conformal geometry, for example, and have recently been enjoying a period of intense
interest in the fractal geometry literature. We recall the definitions of the Assouad and
lower dimensions here, but refer the reader to [R, Fr, L, MT] for more details. For non-
empty E ⊆ X and r > 0, let Nr(E) be the smallest number of open sets with diameter less
than or equal to r required to cover E. The Assouad dimension of a non-empty set F ⊆ X
is defined by
dimA F = inf
{
s > 0 : there exists C > 0 such that, for all 0 < r < R < |F |
and all x ∈ F , we have Nr
(
B(x,R) ∩ F ) 6 C (R
r
)s}
and, provided |F | > 0, the lower dimension of F is defined by
dimL F = sup
{
s > 0 : there exists C > 0 such that, for all 0 < r < R < |F |
and all x ∈ F , we have Nr
(
B(x,R) ∩ F ) > C (R
r
)s}
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and otherwise it is 0. It is well-known that for closed F we have
dimL F 6 dimH F 6 dimA F.
The regularity dimensions can be thought of as the Assouad and lower dimensions of a
measure. Indeed, for any Borel probability measure ν fully supported on a closed set
F ⊆ X, it is easy to see that dimreg ν 6 dimL F 6 dimA F 6 dimreg ν but a deeper fact is
that if F is doubling, then
dimA F = inf
{
dimreg ν : ν is a Borel probability measure fully supported on F
}
and
dimL F = sup
{
dimreg ν : ν is a Borel probability measure fully supported on F
}
,
see [KL] and the references therein. Having finite Assouad dimension is equivalent to being
doubling, and having strictly positive lower dimension is equivalent to being uniformly
perfect. Ja¨rvi and Vuorinen [JV, Theorem 5.5] proved that limit sets of finitely generated
Kleinian groups are uniformly perfect and so it is natural to pursue a quantitative version of
this result where one computes the lower dimension explicitly. Indeed, uniform perfectness
has been investigated extensively in the context of Kleinian limit sets, see [Su] and the
references therein.
We close this section with the observation that the regularity dimensions (and therefore
the Assouad and lower dimensions) are preserved under Mo¨bius transformations. Although
simple, this observation is important since properties of the limit set and Patterson-Sullivan
measure should be preserved under the action of Con(d) on Sd and also should be indepen-
dent of the chosen model of hyperbolic space. The observation that the Assouad dimension
is preserved under general Mo¨bius transformations can be found in [L, Theorem A.10] and
a similar argument establishes the analogous result for lower dimension. For the action
of Con(d) on Sd the situation is already very simple since each element g ∈ Con(d) is bi-
Lipschitz on Sd (the bi-Lipschitz constants are not uniform over Con(d), but this does not
matter) and so the dimensions of sets and measures supported on Sd are clearly preserved
by Con(d). For general Mo¨bius transformations g : Rd → Rd, if µ is a Borel probabil-
ity measure supported on Rd, then, provided µ({g−1(∞)}) = 0, the pushforward measure
g(µ) = µ ◦ g−1 is a Borel probability measure supported on Rd and one can show that the
regularity dimensions of µ and g(µ) coincide. We do not rely on this fact, but point it out
to reassure readers that our results are independent of how we model hyperbolic space.
2 Results
Throughout this section Γ < Con(d) will be a non-elementary geometrically finite Kleinian
group acting on Dd+1. Also, L(Γ) ⊆ Sd will denote the limit set of Γ, µPS the associated
Patterson-Sullivan measure, and δ(Γ) the Poincare´ exponent. In order to remove simple
cases, we start with the following immediate consequence of the global measure formula
(1.1).
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Theorem 2.1. If Γ is a non-elementary geometrically finite Kleinian group which is
parabolic free, then µPS is δ(Γ)-Ahlfors-David regular and therefore
dimA L(Γ) = dimL L(Γ) = dimreg µPS = dimreg µPS = δ(Γ).
In light of this result, we assume from now on that Γ contains a parabolic element and
write 1 6 kmin 6 kmax 6 d to denote the minimal and maximal ranks of parabolic fixed
points, respectively.
Our first result gives precise formulae for the regularity dimensions of the Patterson-
Sullivan measure associated with a geometrically finite Kleinian group.
Theorem 2.2. Let Γ < Con(d) be a non-elementary geometrically finite Kleinian group
which is not parabolic free. The upper and lower regularity dimensions of the Patterson-
Sullivan measure are continuous and piecewise linear in the Poincare´ exponent both with a
single phase transition at (kmin + kmax)/2. In particular,
dimreg µPS = max {kmax, 2δ(Γ)− kmin}
and
dimreg µPS = min {kmin, 2δ(Γ)− kmax} .
We prove Theorem 2.2 in Section 4. We now turn our attention to the related question
of the Assouad and lower dimensions and state our main result.
Theorem 2.3. Let Γ < Con(d) be a non-elementary geometrically finite Kleinian group
which is not parabolic free. The Assouad and lower dimensions of L(Γ) are functions of
the Poincare´ exponent of convergence and the maximal and minimal ranks of parabolic fixed
points. In particular,
dimA L(Γ) = max{kmax, δ(Γ)}
and
dimL L(Γ) = min{kmin, δ(Γ)}.
We prove Theorem 2.3 in Section 5. We emphasise here that, even though the Hausdorff,
packing and upper and lower box dimensions of L(Γ) always coincide with the Poincare´
exponent, the Assouad and lower dimensions may not.
2.1 Applications and observations
In this section we discuss several consequences of our results, hopefully demonstrating their
relevance in other contexts.
The Patterson-Sullivan measure is ‘uniformly perfect’: It follows from Theo-
rem 2.2 that the lower regularity dimension of the Patterson-Sullivan measure for a non-
elementary geometrically finite Kleinian group is always strictly positive. This can be
viewed as a measure theoretic analogue of the result in [JV, Theorem 5.5] that the support
of such measures are uniformly perfect, that is, have strictly positive lower dimension.
Consequences and characterisations of full Assouad dimenion: Having full As-
souad dimension (i.e. equal to that of the ambient space) is a strong property with numer-
ous consequences. In particular, not having full Assouad dimension is equivalent to being
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porous and if the Assouad dimension is full, then so is the conformal Assouad dimension,
that is, the Assouad dimension may not be lowered by quasi-symmetric transformations,
see [FY, MT]. Theorem 2.3, combined with the deep result of Tukia [T, Theorem D] that
δ(Γ) < d if and only if the limit set is not the entire boundary, provides the following precise
characterisation of when the Assouad dimension of L(Γ) has full Assouad dimension.
Corollary 2.4. If Γ < Con(d) is geometrically finite and L(Γ) 6= Sd, then the following are
equivalent:
1. the limit set has full Assouad dimension, that is dimA L(Γ) = d,
2. there exists a cusp of maximal rank, that is kmax = d,
3. for any quasi-symmetric transformation φ, we have dimA φ(L(Γ)) = d,
4. the limit set is non-porous.
In fact our arguments prove that the conformal Assouad dimension is always bounded
below by kmax and is equal to kmax whenever δ(Γ) 6 kmax.
Invariant measures with optimal dimensions: The interplay between dynamically
invariant sets and measures is central to the dimension theory of dynamical systems with
a natural question being: when does a given invariant set support an (ergodic) invariant
measure which realises its dimension? This question can then take on different flavours
depending on the dimensions involved. Concerning Hausdorff dimension, ‘realising the
dimension’ usually means that the Hausdorff dimension of the measure equals the Hausdorff
dimension of the set (a measure of maximal dimension). For Assouad and lower dimension,
‘realising the dimension’ means that the upper/lower regularity dimension of the measure
equals the Assouad/lower dimension of the set (a measure of minimal/maximal dimension).
It is particularly interesting to us whether or not an invariant measure can simulta-
neously realise all three of these dimensions when they are distinct. Previous examples
seem to support a negative answer to this question. For example, consider the self-affine
carpets of Bedford-McMullen [Be, Mc1], which are invariant under the toral endomorphism
(x, y) 7→ (mx, ny). It is well-known that there exists a unique invariant probability mea-
sure of maximal Hausdorff dimension, namely the McMullen measure. In the case where
the carpet does not have uniform fibres, the Assouad, Hausdorff, and lower dimensions are
necessarily distinct, see [Fr, Corollary 2.14]. It follows from [FH2, Theorem 2.6] that the
upper and lower regularity dimensions of the McMullen measure are always distinct from
the Assouad and lower dimensions of the carpet, provided the very strong separation con-
dition (VSSC) is satisfied and the carpet does not have uniform fibres. There are invariant
measures, introduced in [FH1, Theorem 2.3], which simultaneously realise the Assouad and
lower dimensions, provided the VSSC is satisfied. These measures are known as coordinate
uniform measures, but are necessarily distinct from the McMullen measure and so do not
realise the Hausdorff dimension.
We can provide the first example of a dynamically invariant measure which simultane-
ously realises the (distinct) lower, Hausdorff and Assouad dimensions of its support, thus
answering the above question in the affirmative. However, as we shall see, this simultaneous
realisation is still very rare in this context. Note that µPS always realises the Hausdorff
dimension of L(Γ).
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Corollary 2.5. Let Γ < Con(d) be a non-elementary geometrically finite Kleinian group
which is not parabolic free. Then
dimreg µPS = dimA L(Γ) ⇔ δ(Γ) 6 (kmin + kmax)/2
and
dimreg µPS = dimL L(Γ) ⇔ δ(Γ) > (kmin + kmax)/2.
Therefore we have
dimreg µPS = dimL L(Γ) < dimH µPS = dimH L(Γ) < dimreg µPS = dimA L(Γ)
if and only if kmin < kmax and δ(Γ) = (kmin + kmax)/2.
Coming up with an explicit example where kmin < kmax and δ(Γ) = (kmin + kmax)/2 is
not straightforward but can be achieved as a subgroup of Con(2) by starting with a group
with cusps of both possible ranks (1 and 2) and small δ(Γ), i.e. close to kmax/2 = 1. Then
by varying some hyperbolic elements in a region which does not interfere with the cusps
one can slowly increase δ(Γ) achieving δ(Γ) = 3/2 at some point by the intermediate value
theorem. We do not pursue the details.
Relationships between dimensions: It is a common consideration in dimension
theory to identify possible relationships between dimensions in particular contexts, see for
example [Fr, Section 4]. A succinct corollary of our main results demonstrates the following
precise dichotomy for the dimensions of limit sets of Fuchsian groups, which is somewhat
reminiscent of a known dichotomy for the dimensions of self-similar (and self-conformal)
sets in R, see [FHOR, Theorem 1.3] and also [AT, Theorems A and B] for the conformal
case.
Corollary 2.6. Let Γ < Con(1) ∼= PSL(2,R) be a non-elementary geometrically finite
Fuchsian group with limit set L(Γ) a proper subset of S1.
1. If Γ is parabolic free, then
0 < dimL L(Γ) = dimH L(Γ) = dimA L(Γ) = δ(Γ) < 1.
2. If Γ contains a parabolic element, then
1/2 < dimL L(Γ) = dimH L(Γ) = δ(Γ) < dimA L(Γ) = 1.
We provide one more example, which could be contrasted with, for example, a di-
chotomy observed by Mackay [M, Theorem 1.1] and [Fr, Corollary 2.14], which shows that
for Bedford-McMullen carpets one either has the Assouad, lower and Hausdorff dimensions
all equal or all distinct.
Corollary 2.7. Let Γ < Con(d) be a non-elementary geometrically finite Kleinian group
with at least one cusp, but with uniform cusp ranks, that is kmin = kmax > 1. Then either
dimL L(Γ) = dimH L(Γ) < dimA L(Γ) or dimL L(Γ) < dimH L(Γ) = dimA L(Γ).
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Relationships with local dimensions: The regularity dimensions are related to the
local dimensions. The upper local dimension of a Borel measure µ at x ∈ supp(µ) is defined
by
dimloc(µ, x) = lim sup
r→0
logµ(B(x, r))
log r
.
The lower local dimension dimloc(µ, x) is defined in a similar way, replacing lim sup with
lim inf. It is straightforward to see that for any measure µ
dimreg µ 6 infx dimloc(µ, x) 6 supx
dimloc(µ, x) 6 dimreg µ,
see for example [FH2, Theorem 2.1] for the upper regularity dimension case. Moreover,
equality between any of the terms above can be interpreted as some form of homogeneity of
ν. Such homogeneity is rare for Patterson-Sullivan measures associated to Kleinian groups
with parabolic elements.
Proposition 2.8. Let Γ < Con(d) be a non-elementary geometrically finite Kleinian group,
which is not parabolic free. Then
sup
z∈L(Γ)
dimloc(µPS, z) = max {δ(Γ), 2δ(Γ)− kmin}
and
inf
z∈L(Γ)
dimloc(µPS, z) = min {δ(Γ), 2δ(Γ)− kmax} .
In particular,
dimreg µPS = sup
z∈L(Γ)
dimloc(µPS, z) ⇔ δ(Γ) > (kmin + kmax)/2
and
dimreg µPS = inf
z∈L(Γ)
dimloc(µPS, z) ⇔ δ(Γ) 6 (kmin + kmax)/2.
The calculation of the extremal upper and lower dimensions is not new, see for example
[S], but we include the explicit calculation for completeness. However, we delay this until
Section 6 since it relies on observations we make during the proof sections.
2.2 Examples
In order to provide a visual picture for the statements of Theorems 2.2 and 2.3, we plot the
dimensions in three distinct cases: kmin < kmax/2, kmax/2 < kmin < kmax and kmin = kmax.
These plots will be useful to keep in mind when reading the subsequent proofs.
Page 10 J. M. Fraser
Figure 1: Three plots showing the dimensions we study as functions of δ(Γ) ∈ (kmax/2, d].
The regularity dimensions of µPS are plotted with solid lines, the Assouad and lower di-
mensions of L(Γ) are plotted with dashed lines, and δ(Γ) is plotted with a dotted line (for
reference). The upper regularity and Assouad dimensions are plotted in black and the lower
regularity and lower dimensions are plotted in grey. Left: kmin = 1 < kmax = 3 and d = 4.
Centre: kmin = 3 < kmax = 5 and d = 6. Right: kmin = kmax = 1 and d = 2.
Also for aesthetic purposes, we close this section by discussing a famous example. The
Apollonian gasket or Apollonian circle packing, see Figure 2, is a well-known geometric
object formed by starting with 4 mutually tangent circles lying in C, one containing the
other three, and then inductively adding in circles of the largest possible radius which lie
tangent to three previously added circles. See [Po] for an interesting discussion of Apollonian
packings ranging from their genesis to problems at the forefront of modern mathematics
and [MPR] for more on the visualisation of Apollonian circle packings as well as other
Kleinian limit sets. It is well-known that given any two circle packings formed in this way
there is a Mo¨bius transformation g ∈ PSL(2,C) taking one to the other, that is, there is a
unique circle packing up to Mo¨bius images. Therefore we may talk about the Apollonian
circle packing and note that it is the limit set of a geometrically finite Kleinian group
Γ < PSL(2,C) ∼= Con(2), sometimes known as the Apollonian group.
The parabolic fixed points are the points of mutual tangency between two circles in
the packing and it is straightforward to see that the rank of each of these points is 1,
and therefore kmin = kmax = 1. Estimating the Poincare´ exponent for this group is dif-
ficult, but has received a lot of attention in the literature and very good bounds are now
available. In particular, δ(Γ) ≈ 1.305 . . . , see [Mc2]. We note that the Poincare´ exponent
can also be computed as the circle packing exponent, which is somewhat easier to handle
computationally, see [Boy, P]. Therefore
dimreg µPS = 2δ(Γ)− 1 ≈ 1.61 . . .
dimreg µPS = dimL L(Γ) = 1
dimA L(Γ) = δ(Γ) ≈ 1.305 . . .
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Figure 2: An Apollonian circle packing viewed as the limit set of the Apollonian group
acting on H3.
2.3 The geometrically infinite case
In this section we briefly discuss the geometrically infinite case. Limit sets of non-elementary
geometrically infinite Kleinian groups are not as well-understood as the geometrically finite
case. They can also exhibit many different features, not present in the geometrically finite
case, for example, one generally has δ(Γ) 6 dimH L(Γ) 6 dimB L(Γ), but either or both of
these inequalities can be strict. It was recently shown by Falk and Matsuzaki [FM, Theorem
1] that the (upper) box dimension of the limit set is given by the convex core entropy, hc(Γ),
see [FM, Definition 3.1]. This result, combined with the observation that our proof of the
lower bound for the Assouad dimension of the limit set does not use geometric finiteness,
yields the following estimate.
Corollary 2.9. If Γ < Con(d) is a non-elementary Kleinian group, then
dimA L(Γ) > max{kmax, hc(Γ)}.
It is natural to ask if equality holds here, but this turns out not to be true in general.
We demonstrate this by example at the end of this section.
A weakening of geometric finiteness is the concept of conformal finiteness, introduced
by Chang, Qing and Yang [CQY, Definition 3.2], which extends the older notion of analytic
finiteness for subgroups of Con(2). In particular, all finitely generated Kleinian groups
Γ < Con(2) are analytically and conformally finite (this is known as Ahlfors finiteness
theorem and is known to fail in higher dimensions, see [K]). It is shown in [CQY, Theorem
0.1] that if Γ < Con(d) is conformally finite and dimH L(Γ) < d, then it is geometrically
finite. This result was proved for d 6 2 by Bishop and Jones [BJ, Theorem 1.2]. In
particular, the result of Chang-Qing-Yang combined with our Theorem 2.3 provides the
following corollary.
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Corollary 2.10. If Γ < Con(d) is a non-elementary conformally finite Kleinian group,
then
dimA L(Γ) = max{kmax, dimH L(Γ)}.
Finally we present a simple example illustrating the wildness of infinitely generated
Kleinian groups, see [Mat] for discussion of the Hausdorff dimension. Specifically, for any
0 < α < β < 1, we sketch the construction of an infinitely generated Fuchsian group
Γ < PSL(2,R) ∼= Con(1) with
dimL L(Γ) = 0 < dimH L(Γ) 6 α < β 6 dimB L(Γ) < dimA L(Γ) = 1.
Moreover, Γ will be parabolic free and so this shows that the Assouad dimension can be
large for reasons other than parabolic points in the infinitely generated case. Of course
there is a natural duality between parabolic systems and infinitely generated systems (for
example, via ‘inducing schemes’) and so it is really just two sides of the same coin. By
the result of Falk and Matsuzaki mentioned above this example also demonstrates that
dimA L(Γ) > max{kmax, hc(Γ)} is possible in the infinitely generated case. It also shows that
limit sets of infinitely generated Fuchsian groups need not be uniformly perfect (they can
have lower dimension equal to 0). This observation is not new, see for example [Su, Example
7.1]. Finally, this example also demonstrates that for infinitely generated Γ < Con(d), the
difference dimA L(Γ)− dimH L(Γ) can approach d, whereas in the geometrically finite case
it can only approach d/2, see Theorem 2.3 noting that δ(Γ) > kmax/2. In the geometrically
finite case the (potentially) larger difference dimA L(Γ) − dimL L(Γ) is bounded above by
d − 1 and this bound is achieved precisely when kmin = 1 < d = kmax, whereas in the
geometrically infinite case it can be d.
Fix 0 < α < β < 1 and set γ = 1/β − 1 > 0. For integer n > 1, let xn = xn(γ) = 1/nγ
and 0 < rn = rn(α, γ) < e
−n be very small radii, chosen so that the balls B(xn, rn) are
pairwise disjoint. Let gn : H2 → H2 be defined by reflecting in the boundary of the ball
B(xn, rn) (an orientation reversing Mo¨bius transformation). Since the balls B(xn, rn) are
pairwise disjoint the group
Γ′ = 〈gn : n > 1〉
is discrete. Moreover, Γ′ has an index 2 subgroup Γ < Γ′ consisting of orientation preserving
isometries which is a Fuchsian subgroup of PSL(2,R). It is easy to see that
L(Γ) ⊆ ∪nB(xn, rn) ∪ {0}
and that for all n > 1, L(Γ) ∩ B(xn, rn) 6= ∅. By considering the dimensions of the set of
centres {xn}n>1 this is already enough to prove that
dimB L(Γ) >
1
1 + γ
= β
and dimA L(Γ) = 1. Moreover, since the radii rn decay exponentially and the gaps
between the balls only decay polynomially, it follows that dimL L(Γ) = 0. Indeed,
Ne−n(B(xn, n
−(γ+1))) . 1. Finally, dimH L(Γ) can be made arbitrarily small by choosing
the radii rn small enough. With a little more work one can show that the box dimension
is indeed controlled by the box dimension of the set of fixed points of the generators, and
therefore is precisely β = hc(Γ) < 1 = dimA L(Γ). See [MU] for more general settings where
the box dimension of infinitely generated limit sets is controlled by the maximum of the
Hausdorff dimension and the box dimension of the set of fixed points.
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3 Notation and preliminary results
Throughout the rest of the paper we will write A . B to mean that there exists a universal
constant c > 1 such that A 6 cB. In particular, c is allowed to depend on parameters fixed
in the hypotheses of the theorems given above, such as the group Γ, and ambient spatial
dimension d. The constant c is not allowed to depend on parameters introduced during the
proof, most importantly the scales R, r or (logarithmic) scales T, t or on particular points
z ∈ Dd+1 ∪ Sd. We write A & B to mean B . A and A ≈ B to mean A . B and A & B.
We begin by reformulating the statement of the global measure formula, which also
serves as a crucial example using the notation described above. It follows immediately from
(1.1) that
µPS(B(z, e
−t)) ≈ exp(−tδ(Γ)− ρ(z, t)(δ(Γ)− k(z, t))) (3.1)
for all z ∈ L(Γ) and t > 0 where B(z, e−t) is the Euclidean ball centred at z with radius e−t.
Note that the implied constants only depend on the group Γ and the choice of standard
horoballs (which we may assume depends on the group). The implied constants do not
depend on z or t.
Since the global measure formula is most conveniently expressed in terms of logarithmic
scales t > 0, that is, balls with radius e−t, we adopt this convention whenever we use (3.1).
In particular, when computing the upper and lower regularity dimensions we will use a
‘large’ scale R = e−t and a ‘small’ scale r = e−T for T > t > 0. Therefore to prove that
dimreg µPS 6 α, say, it suffices to prove that
µPS(B(z, e
−t))
µPS(B(z, e−T ))
.
(
e−t
e−T
)α
for all z ∈ L(Γ) and T > t > 0, whereas to prove that dimreg µPS > β, say, it suffices to
prove that
µPS(B(z, e
−t))
µPS(B(z, e−T ))
&
(
e−t
e−T
)β
for infinitely many z ∈ L(Γ) and T > t > 0 with T − t→∞.
We may assume without loss of generality that 0 /∈ Hp for all p, which means that
ρ(z, t) 6 dH(zt, 0) 6 t for all z ∈ L(Γ) and t > 0. The rest of this section is devoted to
establishing simple estimates for the ‘escape functions’ ρ(z, t), which will be used throughout
the rest of the paper.
Lemma 3.1 (Quick escape lemma). Let t1, t2 > 0 and z ∈ L(Γ). If zt1 and zt2 do not lie
in a common standard horoball, then
ρ(z, t1) + ρ(z, t2) 6 |t1 − t2|
and if zt1 and zt2 do lie in a common standard horoball, then
|ρ(z, t1)− ρ(z, t2)| 6 |t1 − t2|.
Proof. If zt1 and zt2 do not lie in the same horoball, then we can find t0 lying between t1
and t2 such that zt0 does not lie in the interior of any horoball. It follows that
ρ(z, t1) + ρ(z, t2) 6 dH(zt1 , zt0) + dH(zt0 , zt2) = dH(zt1 , zt2)
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= |dH(zt1 , 0)− dH(0, zt2)|
= |t1 − t2|
since 0, zt1 , zt2 , zt0 lie on the same geodesic.
Now suppose zt1 , zt2 ∈ Hp for some standard horoball Hp. Then zt1 can escape Hp by
first going to zt2 and then escaping from there via the most efficient route. Therefore
ρ(z, t1) 6 dH(zt1 , zt2) + ρ(z, t2) = |t1 − t2|+ ρ(z, t2)
and the result follows by symmetry.
Lemma 3.2 (Parabolic centre lemma). Suppose p is a parabolic fixed point associated to
a standard horoball Hp. Then ρ(p, t) ∼ t as t → ∞ and for all sufficiently large t > 0 we
have k(p, t) = k(p).
Proof. Let s > 0 be such that ps is the point of intersection of the ray joining 0 and p
with the boundary of the horoball Hp. It follows that pt ∈ Hp ⇔ t > s and therefore for
t > s, we have k(p, t) = k(p). Moreover, since the geodesic joining pt and ps is normal to
the boundary of Hp,
1 > ρ(p, t)
t
=
dH(pt, ps)
t
=
t− s
t
→ 1
as t→∞, as required.
We will also need a version of Lemma 3.1 for when the point z is not fixed. We state
and prove this version separately for clarity.
Lemma 3.3 (Quick escape lemma II). Let T > t > 0 and x, y ∈ L(Γ) with ‖x− y‖ 6 2e−t.
If xt and yT do not lie in a common standard horoball, then
ρ(x, t) + ρ(y, T ) 6 T − t+ 10
and if xt and yT do lie in a common standard horoball, then
|ρ(x, t)− ρ(y, T )| 6 T − t+ 10.
Proof. Suppose that xt and yT do not lie in a common standard horoball and assume
without loss of generality that at least one of xt, yT lies in the interior of some horoball.
Therefore there must be a point on the geodesic joining xt and yT which lies on the boundary
of this horoball. It follows that
ρ(x, t) + ρ(y, T ) 6 dH(xt, yT ) 6 dH(yt, yT ) + dH(xt, yt) 6 (T − t) + 10
as required. The estimate dH(xt, yt) 6 10 is not sharp and follows by basic hyperbolic
geometry estimates using ‖x− y‖ 6 2e−t. See, for example, [A, Proposition 4.3].
Now suppose xt and yT do lie in a common standard horoball. Then, combining ideas
from the proof of Lemma 3.1 and the above argument, we get
|ρ(x, t)− ρ(y, T )| 6 dH(xt, yT ) 6 dH(yt, yT ) + dH(xt, yt) 6 (T − t) + 10
completing the proof.
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4 The regularity dimensions of µPS: proof of Theorem 2.2
4.1 The upper regularity dimension
4.1.1 Upper bound: dimreg µPS 6 max{kmax, 2δ(Γ)− kmin}
Let z ∈ L(Γ) and T > t > 0. It follows from (3.1) that
µPS(B(z, e
−t))
µPS(B(z, e−T ))
. exp(−tδ(Γ)− ρ(z, t)(δ(Γ)− k(z, t)))
exp(−Tδ(Γ)− ρ(z, T )(δ(Γ)− k(z, T )))
=
(
e−t
e−T
)δ(Γ)
exp(ρ(z, t)(k(z, t)− δ(Γ)))
exp(ρ(z, T )(k(z, T )− δ(Γ))) (†)
If zt and zT lie in the same standard horoball Hp, then, continuing from (†), we get
µPS(B(z, e
−t))
µPS(B(z, e−T ))
.
(
e−t
e−T
)δ(Γ)
exp(ρ(z, t)(k(p)− δ(Γ)))
exp(ρ(z, T )(k(p)− δ(Γ)))
=
(
e−t
e−T
)δ(Γ)
exp
(
(ρ(z, t)− ρ(z, T ))(k(p)− δ(Γ))
)
6
(
e−t
e−T
)δ(Γ)
exp
(
(T − t)|k(p)− δ(Γ)|
)
by Lemma 3.1
=
(
e−t
e−T
)max{k(p), 2δ(Γ)−k(p)}
6
(
e−t
e−T
)max{kmax, 2δ(Γ)−kmin}
.
Note that ρ(z, T ) 6= 0 ⇒ k(z, T ) > kmin. Therefore, if zt and zT do not lie in the same
standard horoball, then, returning to (†), we get
µPS(B(z, e
−t))
µPS(B(z, e−T ))
.
(
e−t
e−T
)δ(Γ)
exp(ρ(z, t)(kmax − δ(Γ)))
exp(ρ(z, T )(kmin − δ(Γ)))
6
(
e−t
e−T
)δ(Γ)
exp
(
(ρ(z, t) + ρ(z, T )) max{kmax − δ(Γ), δ(Γ)− kmin}
)
6
(
e−t
e−T
)δ(Γ)
exp
(
(T − t) max{kmax − δ(Γ), δ(Γ)− kmin}
)
by Lemma 3.1
=
(
e−t
e−T
)max{kmax, 2δ(Γ)−kmin}
It follows that dimreg µPS 6 max{kmax, 2δ(Γ)− kmin}, as required.
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4.1.2 Lower bound: dimreg µPS > max{kmax, 2δ(Γ)− kmin}
We first show that dimreg µPS > 2δ(Γ)−kmin provided δ(Γ) > kmin by considering parabolic
fixed points. Suppose δ(Γ) > kmin, choose p ∈ L(Γ) to be a parabolic fixed point of minimal
rank k(p) = kmin, and let ε ∈ (0, 1). By Lemma 3.2 it follows that for T > 0 sufficiently
large we have
µPS(B(p, 1))
µPS(B(p, e−T ))
& 1
exp(−δ(Γ)T + ρ(p, T )(kmin − δ(Γ)))
> 1
exp(−δ(Γ)T + (1− ε)T (kmin − δ(Γ)))
=
(
1
e−T
)δ(Γ)−(1−ε)(kmin−δ(Γ))
which proves that dimreg µPS > 2δ(Γ) − kmin − ε(δ(Γ) − kmin) and letting ε → 0 provides
the desired lower bound.
Showing that dimreg µPS > kmax is more subtle since we cannot keep the point z fixed.
This reflects the fact that this bound does not come from the local dimensions, see Propo-
sition 2.8. Suppose δ(Γ) 6 kmax, choose p to be a parabolic fixed point of maximal rank
k(p) = kmax, and let n ∈ Z+ be a very large integer. Let p 6= z0 ∈ L(Γ), f be a parabolic
element fixing p, and choose z = fn(z0) ∈ L(Γ). Observe that z 6= p and z → p as n→∞.
We assume n is large enough to guarantee that the geodesic ray from 0 to z passes through
Hp. Choose T > 0 to be the larger of the two values for which zT lies on the boundary
of Hp (i.e. zT is the ‘exit point’ from Hp). For simplicity, we now restrict our attention
to the 2-dimensional hyperplane H(p, z, zT ) containing the points p, z, zT and restricted to
Dd+1. Let u be the point on the boundary of Hp∩H(p, z, zT ) (which is a circle) which is at
hyperbolic distance 1 from zT and lies further away from p than zT (in Euclidean terms).
Choose t ∈ (0, T ) such that zt ∈ Hp and such that the geodesic joining zt and u is normal
to the boundary of Hp. This uniquely defines t, see Figure 3.
Figure 3: Choosing T and t.
It follows that
ρ(z, t) = dH(zt, u) > dH(zt, zT )− dH(zT , u) = T − t− 1.
It follows from (3.1) and the fact that ρ(z, T ) = k(z, T ) = 0 and k(z, t) = kmax by construc-
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tion, that
µPS(B(z, e
−t))
µPS(B(z, e−T ))
&
(
e−t
e−T
)δ(Γ)
exp(ρ(z, t)(kmax − δ(Γ)))
>
(
e−t
e−T
)δ(Γ)
exp((T − t− 1)(kmax − δ(Γ)))
&
(
e−t
e−T
)kmax
.
Finally, basic hyperbolic geometry shows that T − t → ∞ as n → ∞ and therefore
dimreg µPS > kmax as required. To see why T − t → ∞, switch to the upper half-space
model H2 ⊆ C and assume that p =∞. Then the boundary of Hp ∩H(p, z, zT ) is simply a
horizontal Euclidean line and the geodesic ray from 0 (which is represented by i ∈ H2) to
z is an arc of a circle which meets the boundary at right angles and (linearly) increases in
radius with n. Observe that
log
Im(zt)
Im(u)
= dH(zt, u) = ρ(z, t) 6 T − t
and that Im(u) is fixed but Im(zt) grows without bound in n, see Figure 4.
Figure 4: An explanation of why T − t→∞. For large n the boundary of Hp appears very
close to the boundary of H2.
4.2 The lower regularity dimension
The calculation of the lower regularity dimension is similar to the upper regularity dimension
and so we only sketch the proof, leaving the details to the reader. The lower bound closely
follows the upper bound in the upper regularity case and the upper bound closely follows
the lower bound in the upper regularity case. The global measure formula (3.1) is again
the key tool and the roles of kmin and kmax are reversed.
4.2.1 Lower bound: dimreg µPS > min{kmin, 2δ(Γ)− kmax}
Let z ∈ L(Γ) and T > t > 0. It follows from (3.1) that if zt and zT lie in the same standard
horoball Hp, then
µPS(B(z, e
−t))
µPS(B(z, e−T ))
&
(
e−t
e−T
)δ(Γ)
exp
(
(ρ(z, t)− ρ(z, T ))(k(p)− δ(Γ))
)
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>
(
e−t
e−T
)δ(Γ)
exp
(
− (T − t)|k(p)− δ(Γ)|
)
by Lemma 3.1
>
(
e−t
e−T
)min{kmin, 2δ(Γ)−kmax}
.
If zt and zT do not lie in the same standard horoball, then
µPS(B(z, e
−t))
µPS(B(z, e−T ))
&
(
e−t
e−T
)δ(Γ)
exp
(
(ρ(z, t) + ρ(z, T )) min{kmin − δ(Γ), δ(Γ)− kmax}
)
>
(
e−t
e−T
)δ(Γ)
exp
(
(T − t) min{kmin − δ(Γ), δ(Γ)− kmax}
)
by Lemma 3.1 and since min{kmin − δ(Γ), δ(Γ)− kmax} 6 0
>
(
e−t
e−T
)min{kmin, 2δ(Γ)−kmax}
.
It follows that dimreg µPS > min{kmin, 2δ(Γ)− kmax}, as required.
4.2.2 Upper bound: dimreg µPS 6 min{kmin, 2δ(Γ)− kmax}
Suppose δ(Γ) 6 kmax, choose p to be a parabolic fixed point of maximal rank k(p) = kmax,
and let ε ∈ (0, 1). By Lemma 3.2 it follows that for T > 0 sufficiently large we have
µPS(B(p, 1))
µPS(B(p, e−T ))
. 1
exp(−δ(Γ)T + ρ(p, T )(kmax − δ(Γ)))
6 1
exp(−δ(Γ)T + (1− ε)T (kmax − δ(Γ)))
=
(
1
e−T
)δ(Γ)−(1−ε)(kmax−δ(Γ))
which proves that dimreg µPS 6 2δ(Γ) − kmax + ε(kmax − δ(Γ)) and letting ε → 0 provides
the desired upper bound.
Analogous to the upper regularity dimension, showing that dimreg µPS 6 kmin is more
subtle since we cannot keep the point z fixed. Suppose δ(Γ) > kmin and choose p to be a
parabolic fixed point of minimal rank k(p) = kmin and let n ∈ Z+ be a very large integer.
Let p 6= z0 ∈ L(Γ), f be a parabolic element fixing p, and choose z = fn(z0) ∈ L(Γ). As
above, choose T > 0 such that zT is the ‘exit point’ from Hp and choose t ∈ (0, T ) such that
zt ∈ Hp and ρ(z, t) > T − t−1. It follows from (3.1) and the fact that ρ(z, T ) = k(z, T ) = 0
and k(z, t) = kmin by construction, that
µPS(B(z, e
−t))
µPS(B(z, e−T ))
.
(
e−t
e−T
)δ(Γ)
exp(ρ(z, t)(kmin − δ(Γ)))
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6
(
e−t
e−T
)δ(Γ)
exp((T − t− 1)(kmin − δ(Γ)))
.
(
e−t
e−T
)kmin
.
Observe, as before, that T − t→∞ as n→∞ and therefore dimreg µPS 6 kmin as required.
5 The dimensions of L(Γ): proof of Theorem 2.3
5.1 The Assouad dimension
5.1.1 Lower bound: dimA L(Γ) > max{kmax, δ(Γ)}
Since dimA L(Γ) > dimH L(Γ) = δ(Γ) it suffices to prove that dimA L(Γ) > kmax. Let p ∈
L(Γ) be a parabolic fixed point of maximal rank and choose parabolic elements f1, . . . , fkmax
fixing p which are a minimal generating set for a free Abelian group Fmax 6 Γ lying in the
stabliser of p. Switch to the upper half-space model Hd+1 and assume that p = ∞, which
we may do by conjugation which does not alter any dimensions. Therefore fi acts on the
boundary Rd by fi(z) = z + ti for some translation ti ∈ Rd \ {0}. Observe that the ti must
be a linearly independent set or the fi cannot be a minimal generating set for Fmax. Let
z ∈ L(Γ) \ {∞} which we know exists since Γ is non-elementary. By Γ-invariance of L(Γ)
we have
L(Γ) ⊃ Γ(z) ⊃ Fmax(z) =
{
z +
kmax∑
i=1
niti : (n1, . . . , nkmax) ∈ Zkmax
}
.
Let α : Rd → Rkmax be an affine map which first sends {t1, . . . , tkmax} to the standard basis
in Rkmax and then translates the image of z to the origin. This is a bi-Lipschitz map and
so again does not alter any dimensions. It follow that
dimA L(Γ) > dimA α(Fmax(z)) = dimA
(
Zkmax
)
= kmax.
To see why dimA
(
Zkmax
)
= kmax consider balls B(0, R) with R tending to ∞ and choose
r = 1/2. Then
Nr
(
B(0, R) ∩ Zkmax
)
= #B(0, R) ∩ Zkmax & Rkmax & (R/r)kmax
which proves dimA
(
Zkmax
)
> kmax. The other direction is trivial.
5.1.2 Squeezing and counting horoballs
In this section we provide some auxiliary lemmas involving horoballs. Given a horoball Hp
and θ ∈ (0, 1], we write θHp ⊆ Hp to denote the squeezed horoball, which still has base
point p but is scaled by a factor of θ. We write |Hp| to denote the Euclidean diameter
of Hp, and thus |θHp| = θ|Hp|. We also write Π : Dd+1 \ {0} → Sd to be the projection
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defined by choosing Π(z) ∈ Sd such that 0, z,Π(z) are collinear with z lying in-between 0
and Π(z). Thus Π(A) is the ‘shadow at infinity’ of a set A ⊆ Dd+1 \ {0}. Note that Π(Hp)
is a ball with Euclidean radius ≈ |Hp|. The following is a well-known result of Stratmann
and Velani [SV, Corollary 3.5].
Lemma 5.1 (Corollary 3.5, [SV]). Let Hp be a standard horoball with base point p ∈ P
and θ ∈ (0, 1] be a ‘squeezing factor’. Then
µPS(Π(θHp)) ≈ θ2δ(Γ)−k(p)|Hp|δ(Γ).
We will also need to be able to count horoballs. This is a standard technique in the
study of Kleinian groups, see, for example, [SV]. The following should be interpreted as a
partial localisation of [SV, Theorem 1 and 3].
Lemma 5.2. Let z ∈ L(Γ) and T > t > 0. For t sufficiently large we have∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−T
|Hp|δ(Γ) . (T − t) µPS(B(z, e−t)).
Proof. It follows from the well-known ‘Dirichlet type Theorem’ for Kleinian groups, see [SV,
Theorem 1], that there is a constant κ > 0 depending only on Γ such that for sufficiently
large s > 0 we have
L(Γ) ⊆
⋃
p∈P :
|Hp|>e−s
Π
(
κ
√
e−s
|Hp|Hp
)
with multiplicity . 1. In particular, for all s > t > 0 with t sufficiently large, the union
⋃
p∈P∩B(z,e−t):
e−t>|Hp|>e−s
Π
(
κ
√
e−s
|Hp|Hp
)
has multiplicity . 1 and is contained in B(z, 2e−t). Therefore, applying Lemma 5.1, we
have
µPS(B(z, 2e
−t)) &
∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−s
µPS
(
Π
(
κ
√
e−s
|Hp|Hp
))
&
∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−s
(
κ
√
e−s
|Hp|
)2δ(Γ)−k(p)
|Hp|δ(Γ)
& e−sδ(Γ)
∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−s
( |Hp|
e−s
)k(p)/2
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> e−sδ(Γ)
∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−s
1. (5.1)
Therefore∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−T
|Hp|δ(Γ) 6
∑
m∈Z∩[t,T+1]
∑
p∈P∩B(z,e−t):
e−(m−1)>|Hp|>e−m
|Hp|δ(Γ)
.
∑
m∈Z∩[t,T+1]
∑
p∈P∩B(z,e−t):
e−(m−1)>|Hp|>e−m
e−mδ(Γ)
.
∑
m∈Z∩[t,T+1]
e−mδ(Γ)
∑
p∈P∩B(z,e−t):
e−t>|Hp|>e−m
1
.
∑
m∈Z∩[t,T+1]
e−mδ(Γ)
(
emδ(Γ)µPS(B(z, 2e
−t))
)
by (5.1)
. (T − t) µPS(B(z, e−t))
since µPS is doubling, which completes the proof.
5.1.3 Upper bound: dimA L(Γ) 6 max{kmax, δ(Γ)}
Recall that dimA L(Γ) 6 dimreg µPS = max{kmax, 2δ(Γ) − kmin} and therefore if δ(Γ) 6
(kmin + kmax)/2, then the desired upper bound dimA L(Γ) 6 kmax follows immediately.
From now on we assume δ(Γ) > (kmin +kmax)/2, although the proof we give actually works
without change in the larger range δ(Γ) > kmin. The broad strategy of our argument takes
inspiration from the paper of Stratmann and Urban´ski [SU].
Let z ∈ L(Γ), ε > 0 and T > t > 0 with T − t > max{ε−1, log 10}. Let {xi}i∈X be a
centred e−T -packing of B(z, e−t)∩L(Γ) of maximal cardinality, that is, xi ∈ B(z, e−t)∩L(Γ)
for all i ∈ X and ‖xi − xj‖ > 2e−T for all i 6= j. Decompose X as the union
X = X0 ∪ X1 ∪
∞⋃
n=2
Xn
where
X0 =
{
i ∈ X : (xi)T ∈ Hp with |Hp| > 10e−t
}
,
X1 = {i ∈ X \X0 : ρ(xi, T ) 6 ε(T − t)}
and
Xn = {i ∈ X \ (X0 ∪X1) : n− 1 < ρ(xi, T ) 6 n} .
Note that this is indeed a decomposition because if i /∈ X1, then ρ(xi, T ) > ε(T − t) > 1
(by assumption) and so i ∈ Xn for some n > 2.
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We will estimate the cardinalities of X0, X1 and Xn (n > 2) separately, beginning with
X0. An elementary Euclidean volume argument shows that there is at most one p ∈ P such
that |Hp| > 10e−t and Hp ∩ (∪i∈X(xi)T ) 6= ∅. (10 is clearly not the optimal constant here,
but there is no need to optimise it.) Suppose |X0| 6= 0. It follows that we can fix p ∈ P
with |Hp| > 10e−t such that (xi)T ∈ Hp for all i ∈ X0. Moreover, this forces zt ∈ Hp. If
δ(Γ) 6 k(p), then by (3.1)
(e−t)δ(Γ) exp(−ρ(z, t)(δ(Γ)− k(p))) & µPS(B(z, e−t))
& µPS
(∪i∈X0B(xi, e−T ))
> |X0|min
i∈X0
(e−T )δ(Γ) exp(−ρ(xi, T )(δ(Γ)− k(p)))
since the balls {B(xi, e−T )}i∈X0 are pairwise disjoint. Therefore
|X0| .
(
e−t
e−T
)δ(Γ)
max
i∈X0
exp((ρ(z, t)− ρ(xi, T )(k(p)− δ(Γ)))
.
(
e−t
e−T
)δ(Γ)
exp((T − t)(k(p)− δ(Γ))) by Lemma 3.3
=
(
e−t
e−T
)k(p)
.
If δ(Γ) > k(p), then we have to work a little harder. In this case, decompose X0 as
X0 = X
0
0 ∪
∞⋃
n=1
Xn0
where
X00 = {i ∈ X0 : ρ(xi, T ) 6 ρ(z, t)} ,
and
Xn0 = {i ∈ X0 : ρ(z, t) + n− 1 < ρ(xi, T ) 6 ρ(z, t) + n} .
Applying (3.1) we have
(e−t)δ(Γ) exp(−ρ(z, t)(δ(Γ)− k(p))) & µPS(B(z, e−t))
& µPS
(
∪i∈X00B(xi, e
−T )
)
& |X00 |(e−T )δ(Γ) exp(−ρ(z, t)(δ(Γ)− k(p)))
and therefore
|X00 | .
(
e−t
e−T
)δ(Γ)
.
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If i ∈ Xn0 for some n > 1, then the ball B(xi, e−T ) is contained in the shadow at infinity of
the squeezed horoball
2e−(ρ(z,t)+n−1)Hp
and therefore
µPS
 ⋃
i∈Xn0
B(xi, e
−T )
 6 µPS (Π(2e−(ρ(z,t)+n−1)Hp))
. e−(ρ(z,t)+n)(2δ(Γ)−k(p))|Hp|δ(Γ) by Lemma 5.1.
In the other direction, using the fact that {xi}i∈Xn0 is an e−T -packing,
µPS
 ⋃
i∈Xn0
B(xi, e
−T )
 > ∑
i∈Xn0
µPS(B(xi, e
−T ))
& |Xn0 |(e−T )δ(Γ) exp(−(ρ(z, t) + n)(δ(Γ)− k(p)))
where the last line comes from (3.1) and the definition of Xn0 . Therefore
|Xn0 | .
(
e−ρ(z,t)|Hp|
e−T
)δ(Γ)
e−nδ(Γ) .
(
e−t
e−T
)δ(Γ)
e−nδ(Γ)
where the last inequality uses the estimate
e−ρ(z,t)|Hp| ≈ e−t. (5.2)
It is always true that e−ρ(z,t)|Hp| > e−t since zt is on the boundary of e−ρ(z,t)Hp, but the
reverse may not be true in general. However, if e−ρ(z,t)|Hp| > 10e−t, say, then the squeezed
horoball e−ρ(z,t)Hp cannot contain any of the points {(xi)T }i∈X0 , see Figure 5, and therefore
ρ(xi, T ) 6 ρ(z, t) for all i ∈ X0 which renders Xn0 empty for all n > 1.
Figure 5: If e−ρ(z,t)|Hp| is much bigger than e−t, then it cannot intersect {(xi)T }i∈X0 .
We have
|X0| = |X00 |+
∞∑
n=1
|Xn0 |
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.
(
e−t
e−T
)δ(Γ)
+
∞∑
n=1
(
e−t
e−T
)δ(Γ)
e−nδ(Γ)
.
(
e−t
e−T
)δ(Γ)
.
Therefore, irrespective of the relationship between k(p) and δ(Γ), we have the estimate
|X0| .
(
e−t
e−T
)max{k(p), δ(Γ)}
6
(
e−t
e−T
)max{kmax, δ(Γ)}
. (5.3)
If zt ∈ Hp with |Hp| 6 10e−t, then
ρ(z, t) 6 dH(zt, zt−log 10) = log 10 6 T − t
(by assumption) and if zt ∈ Hp with |Hp| > 10e−t then either X \X0 = ∅ or there must be
some i ∈ X \X0 such that xi is not in Hp. Then we can apply Lemma 3.3 to obtain
ρ(z, t) 6 T − t+ 10. (5.4)
Therefore we may assume the estimate (5.4) when estimating the size of X \X0.
Turning our attention to X1, using (3.1), we have
(e−t)δ(Γ) exp(−ρ(z, t)(δ(Γ)− k(z, t))) & µPS(B(z, e−t))
& µPS
(∪i∈X1B(xi, e−T ))
&
∑
i∈X1
(e−T )δ(Γ) exp(−ρ(xi, T )(δ(Γ)− k(xi, T )))
> |X1|(e−T )δ(Γ) exp(−ε(T − t)(δ(Γ)− kmin))
where the last estimate uses the definition of X1 and our assumption that δ(Γ) > kmin.
Therefore, applying (5.4),
|X1| .
(
e−t
e−T
)δ(Γ)
eε(T−t)(δ(Γ)−kmin)e(T−t) max{k(z,t)−δ(Γ), 0}
=
(
e−t
e−T
)max{k(z,t), δ(Γ)}+ε(δ(Γ)−kmin)
6
(
e−t
e−T
)max{kmax, δ(Γ)}+ε(δ(Γ)−kmin)
. (5.5)
Finally, we consider the sets Xn. If i ∈ Xn for n > 2, then ρ(xi, T ) > n − 1 and
(xi)T ∈ Hp for some p with 10e−t > |Hp| > e−T and, moreover, the ball B(xi, e−T ) is
contained in the shadow at infinity of the squeezed horoball
2e−(n−1)Hp.
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Since |Hp| < 10e−t we also know that p ∈ B(z, 10e−t). For integer k ∈ [kmin, kmax] let
Xkn = {i ∈ Xn : k(xi, T ) = k} .
For each set Xkn we have
µPS
 ⋃
i∈Xkn
B(xi, e
−T )
 6 µPS

⋃
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T ,
k(p)=k
Π(2e−(n−1)Hp)

6
∑
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T ,
k(p)=k
µPS(Π(2e
−(n−1)Hp))
. e−n(2δ(Γ)−k)
∑
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T
|Hp|δ(Γ) by Lemma 5.1
. e−n(2δ(Γ)−k)(T − t+ log 10)µPS(B(z, e−t)) by Lemma 5.2
. e−n(2δ(Γ)−k)(T − t)e−tδ(Γ) exp(ρ(z, t)(k(z, t)− δ(Γ))) by (3.1)
. e−n(2δ(Γ)−k)ε−1ne−tδ(Γ)e(T−t) max{k(z,t)−δ(Γ), 0}
by applying (5.4). In the last line we also used the estimate (T − t) 6 ε−1n, which holds
provided Xn 6= ∅ (which we may assume since we are trying to bound |Xn| from above). In
the other direction, using the fact that {xi}i∈Xkn is an e−T -packing,
µPS
 ⋃
i∈Xkn
B(xi, e
−T )
 > ∑
i∈Xkn
µPS(B(xi, e
−T ))
& |Xkn|(e−T )δ(Γ) exp(−n(δ(Γ)− k)).
Therefore
|Xkn| . ε−1ne−nδ(Γ)e(T−t)δ(Γ)e(T−t) max{k(z,t)−δ(Γ), 0} 6 ε−1ne−nδ(Γ)
(
e−t
e−T
)max{kmax, δ(Γ)}
and it follows that
|Xn| 6
kmax∑
k=kmin
|Xkn| . ε−1ne−nδ(Γ)
(
e−t
e−T
)max{kmax, δ(Γ)}
(5.6)
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Finally, combining (5.3), (5.5), and (5.6), we have
|X| = |X0| + |X1| +
∞∑
n=2
|Xn|
.
(
e−t
e−T
)max{kmax, δ(Γ)}+ε(δ(Γ)−kmin)
+
∞∑
n=2
ε−1ne−nδ(Γ)
(
e−t
e−T
)max{kmax, δ(Γ)}
.
(
e−t
e−T
)max{kmax, δ(Γ)}+ε(δ(Γ)−kmin)
+ ε−1
(
e−t
e−T
)max{kmax, δ(Γ)}
which proves that dimA L(Γ) 6 max{kmax, δ(Γ)}+ε(δ(Γ)−kmin) and letting ε→ 0 provides
the desired upper bound.
5.2 The lower dimension of L(Γ)
5.2.1 Upper bound: dimL L(Γ) 6 min{kmin, δ(Γ)}
The upper bound closely follows the lower bound in the Assouad dimension case, although
we rely on a deep result of Bowditch [Bo] which we did not require an analogue of in the
Assouad case. Since dimL L(Γ) 6 dimH L(Γ) = δ(Γ) it suffices to prove that dimL L(Γ) 6
kmin. Switch to the model Hd+1 and let p ∈ L(Γ) be a parabolic fixed point of minimal
rank and assume that p = ∞, which we may do by conjugation which does not alter any
dimensions. A well-known classification of geometric finiteness is that every point in the
limit set must either be a conical limit point or a (bounded) parabolic fixed point (but
never both simultaneously). See [K] for a thorough discussion of this important result
which was first proved in dimension 3 by Beardon and Maskit [BM], see also [Bi], and in
higher dimensions it is due to Bowditch [Bo, Definition (GF2)]. In particular, p = ∞ is
not a conical limit point. Applying the definition of bounded parabolic point to p = ∞,
see [Bo, Definition, page 272], one obtains the following lemma. We are grateful to John
Parker for bringing this fact to our attention.
Lemma 5.3. There exists λ > 0 and a kmin-dimensional linear subspace V ⊆ Rd such that
L(Γ) ⊆ Vλ ∪ {∞} where Vλ = {x ∈ Rd : infy∈V ‖x − y‖ 6 λ} denotes the Euclidean
λ-neighbourhood of V .
Interestingly, this lemma relies on geometric finiteness, see [PS], but our proof of the
lower bound in the Assouad dimension case is valid for any non-elementary Kleinian group.
Let ∞ 6= z ∈ L(Γ) and consider balls B(z,R) with R tending to ∞ and choose r = 2λ.
Then, by Lemma 5.3
Nr (B(z,R) ∩ L(Γ)) 6 Nr (B(z,R) ∩ Vλ) . (R/r)kmin
which proves dimL L(Γ) 6 kmin, as required.
5.2.2 Lower bound: dimL L(Γ) > min{kmin, δ(Γ)}
The lower bound is philosophically similar to the upper bound in the Assouad dimen-
sion case, although the details turn out to be rather different. Recall that dimL L(Γ) >
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dimreg µPS = min{kmin, 2δ(Γ) − kmax} and therefore if δ(Γ) > (kmax + kmin)/2, then the
desired lower bound dimL L(Γ) > kmin follows immediately and therefore we assume from
now on that δ(Γ) < (kmax + kmin)/2 6 kmax.
Let z ∈ L(Γ), ε ∈ (0, 1) and T > t > 1 with T − t > min{ε−1, log 10}. Let
{B(yi, e−T )}i∈Y be a centred e−T -cover of B(z, e−t) ∩ L(Γ) of minimal cardinality. By
‘centred’ we mean that yi ∈ B(z, e−t) ∩ L(Γ) for all i ∈ Y . Decompose Y as the union
Y = Y0 ∪ Y1
where
Y0 =
{
i ∈ Y : (yi)T ∈ Hp with |Hp| > 10e−t
}
and
Y1 = Y \ Y0.
Since {B(yi, e−T )}i∈Y is a cover of B(z, e−t) ∩ L(Γ) we have
µPS(B(z, e
−t)) 6 µPS
(∪i∈YB(yi, e−T ))
6 µPS
(∪i∈Y0B(yi, e−T )) + µPS (∪i∈Y1B(yi, e−T )) (5.7)
and therefore at least one of the two terms in (5.7) must be at least µPS(B(z, e
−t))/2. We
will consider each of these possibilities separately, beginning with the term involving Y0. In
this case Y0 6= ∅ and therefore, as above, we know that we can fix p ∈ P with |Hp| > 10e−t
such that (yi)T ∈ Hp for all i ∈ Y0 and, moreover, that zt ∈ Hp. If δ(Γ) > k(p), then by
(3.1)
(e−t)δ(Γ) exp(−ρ(z, t)(δ(Γ)− k(p))) . µPS(B(z, e−t))
6 2µPS
(∪i∈Y0B(yi, e−T ))
. |Y0|max
i∈Y0
(e−T )δ(Γ) exp(−ρ(yi, T )(δ(Γ)− k(p)))
and therefore
|Y0| &
(
e−t
e−T
)δ(Γ)
min
i∈Y0
exp((ρ(z, t)− ρ(yi, T )(k(p)− δ(Γ)))
&
(
e−t
e−T
)δ(Γ)
exp((T − t)(k(p)− δ(Γ))) by Lemma 3.3
=
(
e−t
e−T
)k(p)
. (5.8)
Now suppose δ(Γ) < k(p) and write
Y 00 = {i ∈ Y0 : ρ(yi, T ) 6 ρ(z, t)} .
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If i ∈ Y0\Y 00 then ρ(yi, T ) > ρ(z, t) and therefore (yi)T ∈ e−ρ(z,t)Hp. The Euclidean distance
from (yi)T to Sd is e−T and e−ρ(z,t)|Hp| ≈ e−t (recall that this is implied by Y0 \Y 00 6= ∅, see
(5.2)). Therefore, writing η for the Euclidean radius of e−ρ(z,t)Hp, Pythagoras’ Theorem
guarantees that
‖yi − p‖ 6
√
η2 − (η − e−T )2 .
√
ηe−T .
√
e−te−T ,
see Figure 6.
Figure 6: A right-angled triangle with vertices at (yi)T , pT and the centre of e
−ρ(z,t)Hp.
It follows that B(yi, e
−T ) is contained in the shadow at infinity of the squeezed horoball
κ′
√
e−T
e−t
e−ρ(z,t)Hp
for some κ′ ≈ 1. Therefore, by Lemma 5.1, we have
µPS
(
∪i∈Y0\Y 00 B(yi, e
−T )
)
.
(√
e−T
e−t
)2δ(Γ)−k(p)
µPS
(
Π
(
e−ρ(z,t)Hp
))
≈ e(t−T )(δ(Γ)−k(p)/2)µPS(B(z, e−t))
since e−ρ(z,t)|Hp| ≈ e−t. Since δ(Γ)−k(p)/2 > 0, this proves that for T −t sufficiently large,
balls with centres in Y0 \ Y 00 cannot carry a fixed proportion of the µPS(B(z, e−t)) and so
µPS
(
∪i∈Y 00 B(yi, e
−T )
)
≈ µPS
(∪i∈Y0B(yi, e−T )) > µPS(B(z, e−t))/2.
Therefore
(e−t)δ(Γ) exp(ρ(z, t)(k(p)− δ(Γ))) . µPS(B(z, e−t)) by (3.1)
. µPS
(
∪i∈Y 00 B
(
yi, e
−T ))
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. |Y 00 |(e−T )δ(Γ) exp(ρ(z, t)(k(p)− δ(Γ)))
by (3.1) and the definition of Y 00 . This yields
|Y0| > |Y 00 | &
(
e−t
e−T
)δ(Γ)
which, together with (5.8), shows that, irrespective of the relationship between k(p) and
δ(Γ), we have the estimate
|Y0| &
(
e−t
e−T
)min{k(p), δ(Γ)}
>
(
e−t
e−T
)min{kmin, δ(Γ)}
. (5.9)
It remains to consider the case where the second term in (5.7) carries at least half the
mass, that is
µPS
(∪i∈Y1B(yi, e−T )) > µPS(B(z, e−t)/2.
Since this guarantees Y1 6= ∅, we may assume the estimate (5.4). Write
Y 01 = {i ∈ Y1 : ρ(yi, T ) 6 ε(T − t)} .
If i ∈ Y1 \ Y 01 then ρ(yi, T ) > ε(T − t) and therefore (yi)T ∈ e−ε(T−t)Hp for some Hp with
basepoint p ∈ B(z, 10e−t) satisfying e−T 6 |Hp| < 10e−t. Since the Euclidean distance
from (yi)T to Sd is e−T , we can argue as above (see Figure 6) using Pythagoras’ Theorem
to show that
‖yi − p‖ .
√
e−ε(T−t)|Hp|e−T
and therefore B(yi, e
−T ) is contained in the shadow at infinity of the squeezed horoball
κ′′
√
e−ε(T−t)−T
|Hp| Hp
for some κ′′ ≈ 1. Therefore
µPS
(
∪i∈Y1\Y 01 B
(
yi, e
−T )) 6 ∑
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T
µPS
(
Π
(
κ′′
√
e−ε(T−t)−T
|Hp| Hp
))
≈
∑
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T
(√
e−ε(T−t)−T
|Hp|
)2δ(Γ)−k(p)
|Hp|δ(Γ)
by Lemma 5.1
6 e−ε(T−t)(δ(Γ)−kmax/2)
∑
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T
(√
e−T
|Hp|
)2δ(Γ)−k(p)
|Hp|δ(Γ)
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6 e−ε(T−t)(δ(Γ)−kmax/2)
∑
p∈P∩B(z,10e−t):
10e−t>|Hp|>e−T
|Hp|δ(Γ)
. e−ε(T−t)(δ(Γ)−kmax/2)(T − t+ log 10)µPS(B(z, e−t))
by Lemma 5.2. Since δ(Γ) − kmax/2 > 0 this proves that for T − t sufficiently large, balls
with centres in Y1 \ Y 01 cannot carry a fixed proportion of µPS(B(z, e−t)) and so
µPS
(
∪i∈Y 01 B(yi, e
−T )
)
≈ µPS
(∪i∈Y1B(yi, e−T )) > µPS(B(z, e−t)/2.
It then follows from (3.1) that
(e−t)δ(Γ) exp(−ρ(z, t)(δ(Γ)− k(z, t))) . µPS(B(z, e−t))
. µPS
(
∪i∈Y 01 B(yi, e
−T )
)
.
∑
i∈Y 01
(e−T )δ(Γ) exp(−ρ(yi, T )(δ(Γ)− k(yi, T )))
6 |Y 01 |(e−T )δ(Γ) exp(ε(T − t)(kmax − δ(Γ)))
where the last estimate uses the definition of Y 01 and our assumption that δ(Γ) 6 kmax.
Therefore, applying (5.4),
|Y1| > |Y 01 | &
(
e−t
e−T
)δ(Γ)
eε(T−t)(δ(Γ)−kmax)e(T−t) min{k(z,t)−δ(Γ), 0}
=
(
e−t
e−T
)min{k(z,t), δ(Γ)}+ε(δ(Γ)−kmax)
>
(
e−t
e−T
)min{kmin, δ(Γ)}+ε(δ(Γ)−kmax)
. (5.10)
We have proved that at least one of (5.9) and (5.10) must hold and therefore
|Y | = |Y0|+ |Y1| &
(
e−t
e−T
)min{kmin, δ(Γ)}+ε(δ(Γ)−kmax)
which proves that dimL L(Γ) > min{kmin, δ(Γ)}−ε(kmax−δ(Γ)) and letting ε→ 0 provides
the desired lower bound.
6 Local dimensions of µPS: proof of Proposition 2.8
Let z ∈ L(Γ) and t > 0. Then combining (3.1) and the fact that ρ(z, t) 6 t gives
dimloc(µPS, z) = δ(Γ) + lim sup
t→∞
ρ(z, t)(δ(Γ)− k(z, t))
t
6 δ(Γ) + max{0, δ(Γ)− kmin}
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= max {δ(Γ), 2δ(Γ)− kmin}
and
dimloc(µPS, z) = δ(Γ) + lim inf
t→∞
ρ(z, t)(δ(Γ)− k(z, t))
t
> δ(Γ) + min{0, δ(Γ)− kmax}
= min {δ(Γ), 2δ(Γ)− kmax} .
Moreover, the local dimension δ(Γ) is achieved at µPS-typical z, see [SV], and if p a parabolic
fixed point of rank k(p) associated with a standard horoball Hp, then the above estimates
combined with Lemma 3.2 yield
dimloc(µPS, p) = 2δ(Γ)− k(p)
which completes the proof.
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