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Resumo 
Este trabalho propõe-se explorar a aplicação de técnicas de controle aula-ajustável à. 
solução do problema de estabilidade dinamica de sistemas elétricos de potência. Primeiramente 
o modelamento do sistema de potencia Ó apresenta‹lo e o problema de estabilidade dinâmica 
colocado. A estratégia mais utilizada na prática industrial para a solução deste problema é 
descrita. As virtudes e limitações desta estratégia são discutidas. 
A partir destas limitações a utilização de controle auto-ajustá.vel ã solução do problema 
de estabilidade dinâmica de sistemas de potência é justificada. Em seguida é apresentado um 
resumo da teoria de controle auto-ajustável. A aplicação destas técnicas a. sistemas de potência 
é discutida, incluindo um apanhado sobre os trabalhos já. publicados neste campo. Aspectos 
práticos da implementação de controladores auto-aj ustáveis são também considerados. 
Por ﬁm um estabilizador auto-ajustável de sistemas de potência com alocação parcial de 
espectro é proposto. Este consiste em realocar apenas uma parte do espectro do sistema, man- 
tendo suas características dinamicas restantes. Desta forma pretende-se uma maior eliciência 
no amortecimento das oscilações cletromecãnicas do sistema, desde que o esforço de controle 
é todo direcionado para a dinâmica problemática do sistema de potência. Um simulador de 
dinâmica de sistemas de potência, desenvolvido como parte deste trabalho, é apresentado em 
um Apêndice e utilizado para simular 0 comportamento de sistemas de potência. quando sub- 
rnetidos ã lei de controle proposta. Os resultados de simulação obtidos são apresentados ao 
linal do trabalho. O bom desempenho obtido nestas simulações demonstram a potencialidade 
do método proposto. 
xii
Abstract 
This work is concerned with the application of self-iunz'n_q control techniques to the 
solution of tl1e dynamic stability problem in electrical power systems. The power system mo- 
delling is ﬁrst presented and the dynamic stability problem is posed. The method traditionally 
used by the industry to solve this problem is described and the virtues and limitations of this 
method are discussed. 
The usefulness of self-tuning control techniques is justiﬁed upon the aforementioned 
limitations of the classical approach. An outline of the self-tuning control theory is then presen- 
ted. A discussion on the application of such techniques to power systems is provided, together 
witl1 a brief overview of the literature. Practical aspects are also discussed. 
A self-tuning pa1'¿1Íal pole place-mcnt power system stabilízcr is then proposed. This 
controller consists in shifting only the doniinant poles of the power system model. Since all 
control effort is directed towards the damping of the troublesome modes of oscillation, more 
efficient damping is expected. A power systems' dynamics simulator, developed specially for 
this research, is presented in an Appendix and used to simulate power systems behaviour when 
submitted to the proposed control algorithm. Simulation results are presented that indicate 
the good performance of the proposed controller. 
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I;nt1°od.u§ã0 Geral 
A evolu‹;ã.o da civiliza.ç.ã.o lnnnana sempre esteve a.ssoc.iada a.o consumo crescente de 
energia. A forca de t1'a.cã.o anin'1al e o calor fornecido pela combustão de l.e.nl1.a são fontes de 
energia que vêm contribuindo pa.ra esta evolução desde tempos irnen'1oria.is. Na verda.de esta.s 
*foram a.s principa.is fontes de energia. utiliza.da.s pelo lioniem até o início da. Idade Mocle1¬n.a. 
Até este momento da história da. humanidade a dema.n‹la. por energia crescia lentamente em 
função do lento progresso da civilização e era atendida. de forma satisfatória por estes recursos 
naturais. 
Com 0 advento da. l?,ev‹›ln.ç‹¡.‹› In‹iusLri‹1.la. demanda. por energia. passou a crescer de 
'forma exponencial e a.s formas tradicionais de ger'a.ça‹› de energia revelaram-se inadequa.da.s 
para suprir tal demanda.. Neste ínterim, o sé‹;ulo XIX. veio a.presenta.r a.o mundo um novo 
pa.ra.dign1a energético: o desenvolvimento da teoria do eletromagnetismo por Michael Faraday 
e posteriorlrlente James Max\vell e Lorentz possibilitou a. cr_iaçã.o das _11j1.a.quina.s elétricas. As 
invenções da lâmpada elétrica. por '.l`l.1omas .lﬂddison em 1878 e do motor de induç.ã.o por N il<ola. 
Tesla em 1888 assinalaranl a crescente importancia. da energia. elétrica. tanto para iluminação 
a.rtificial quanto para o âmbito industrial . 
Desde então, a. demanda. por energia elétrica das sociedades industrializadas cresce 
rápida e incessantemente. A fim de satisfazer esta demanda sistemas de geração e distribuiçã.o 
de energia elétrica muito complexos foram construídos. A tendência na produção de energia 
elétrica é a formação de redes de unidades interconectadas de geração e consumo de energia, 
algumas destas redes se espalhando por continentes inteiros. Com efeito, hoje em dia geradores 
situados a milhares de quilômetros de distância operam ern paralelo em uma rnesma. rede. 
A inter‹:onexã.o em l.a.rga. ‹:s‹:a.|a. dos sistemas de pot‹^:ncia possui por ol.)jetivo tornar a. 
geracao de energia elétrica mais confi‹ível e e‹_:onÕ.|ni‹:.a.. lsto é obtido pela ca.pa.‹;ida.de que o 
sistema. intercoiiectado em larga escala tem de transferir energia ra.pida.1n‹=.nte de uma zirca. a. 
outra. do sistema.. O aspecto econômico se manifesta. pela. r~edr1cã‹) das reservas de producao de 
energia., de 25% ou mais da capa.cidade total há algumas ‹lécada.s para. uma pequena. percenta- 
gem nos dias de lioje. Esta interconexão apresenta porém muitos problemas de engenl.|a.ria. que
1
2 
colocam o engenheiro frente a urna grande variedade de desafios. Também as novas tendências 
tecnológicas no projeto dos componentes dos sistemas de potência se fazem sentir. O planeja- 
mento, construção e operação destes sistemas se tornam extremamente complexos. A operação 
de um sistema de potência de tal complexidade deve ser baseado em controle automático e 
não na lenta operação ma.nual. Novas e poderosas ferramentas de analise e síntese devem ser 
desenvolvidas a fim de prever seu comportamento. 
Planejamento, construção e operação de sistemas de potência envolvem muitas etapas 
distintas, tais como previsão de demanda, investigação de fontes de energia, projeto e construção 
de linhas de transmissão, proteção do sistema, programação da produção de energia e outras. 
Este trabalho ocupa~se da. analise do comportamento dinâmico de sistemas de potência e, 
principa.lmen_te, do projeto de controladores aut‹›má.tic‹›s que melhorem este comportamento 
do ponto de vista. da. qualidade da energia elétrica fornecida.. 
Os controladores para sistemas de potência são usualmente projetados com base em um 
modelo matemático linear que representa o sistema em urna condição de operação típica. Na 
realidade, porém, os sistemas de potência têm natureza fortemente não-linear e sua condição 
de operação muda constante e amplamente, o que degrada a performance destes controladores 
assim projetados. Neste trabalho são exploradas técnicas de controle auto-ajustável. Estas 
técnicas visam evitar esta degradação de perforrnance através do ajuste do controlador baseado 
na identificação, a cada instante de tempo, da condição de operação do sistema. 
Esta monografia é organizada como segue. No Capítulo 1 são apresentados os com- 
ponentes de sistemas de potência de maior relevância para a analise de seu comportamento 
dinãmico. Modelos matemáticos para estes componentes ja consagrados na. literatura são apre- 
sentados. A utilização estes modelos para. a simulação de sistemas de potência em computadores 
digitais é discutida. No Capítulo 2 o problema de estabilidade dinâmica de sistemas de potência 
é discutido e a solução mais usualmente adotada pela indústria de energia elétrica é apresen- 
tada. A adequação e as limitações desta e de outras soluções clássicas são também discutidas 
e em função disto justifica-se a proposição de técnicas de controle auto-aj ustável. O Capítulo 
3 apresenta um sumário da teoria de controle auto-ajustável, discutindo diferentes técnicas de 
identificação e estratégias de controle. 0 Capítulo 4 discute a aplicação destas técnicas ao 
caso dos sistemas de potência. No Capítulo 5 um novo controlador auto-ajustável é proposto, 
baseado em alocação parcial de espectro. Resultados de simulações que demonstram o bom 
desempenho do controlador proposto são também apresentados. As referidas simulações são 
levadas a efeito por meio de um programa de simulação de dinamica de sistemas de potência 
desenvolvido corno parte deste trabalho. Este simulador, descrito no Apêndice A, utiliza os 
modelos descritos no Capítulo 1 e métodos matemáticos descritos neste mesmo Apêndice.
Capítulo 1 
Modelagem e Simulação de Sistemas 
de Potência 
1 .1 Introdug;ão 
A lim de ente.n‹.ler o com_portan1e|:to ‹_linâ|_ni‹;o de sistemas elétricos de potêlrcia e, a 
pa.rtir deste entendimento, projetar ur11 contro.lador que melhore sua. perl.orn.1ance, é necessário 
estar {amiliariza.do com seus componentes básicos, especialnírente aqueles que têm efeitos ma.is 
significativos no comportamento dinâmico dos sistema.s de potência.. Tal entendimento passa. 
pela análise fisica e pela n.\.odela.gem matematica destes ‹;o.mponentcs. No que concerne ao 
projeto, a simula.ç.ã.o do com portamento do sistema. ‹:ontrolado por meio da solução das equações 
resultantes desta modelagem é ferramenta importante na validaçao do controlador projetado. 
Um ponto importante a ressaltar é que a .modelagem maternatica de sistemas de 
potência para o estudo de um determinado prol›lem.a não pode ser dissociado do problema em 
si. Não seria prático nem adequado obter um modelo umÍve1's‹.Ll para sistemas de potência. Dis- 
tintos fenômenos de instabilidade manifestam-se em sistemas de potência: oscilações de baixa 
lr'eqüêircia, oscilagões subsincronas, perda monotônica de sincronismo, entre outros. Cada um 
destes fenômenos demanda uma an.al.ise e urna. model.agem particulares para. o sistema em es- 
tudo. /\dema.is, o conjunto de componentes do sistema. que são releva.ntes para a analise também 
depende do problema em questão. 
lsto posto, este capítulo primeiramente descreve de forma sucinta os componentes uti- 
lizados nos sistemas de potência e modelos rnatemáticos no domínio do tempo para cada. um 
destes componentes. Em seguida é apresentada a modelagem do sistema de potência como um 
todo, que resulta em um sistema singular de equações não lineares. A modelagem apresen- 
tada se adequa ao problema tratado neste traballio, a saber, aquele da estabilidade dinâmica
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dos sistemas de potência. Métodos matemáticos utilizados para solucionar este sistema de 
equações assim obtido são discutidos no Apêndice A. Estes métodos permitem a simulação do 
comportamento dinâmico de sistemas de potência em computadores digitais. 
Conforme discutido no Capitulo 2, o problema de estabilidade dinâmica de sistemas 
de potência envolve fenômenos que se manifestam numa faixa de freqüências muito inferior ã 
síncrona. Por isto pode-se tratar as tensões e correntes do sistema como fasores. Na reali- 
dade estes fasores variam de magnitude, porém esta variação é lenta quando comparada ã sua 
freqüência, 0 que permite supor regime estacionãrio para o tratamento destas grandezas. 
Sistemas de potência são sistemas de alta ordem, complexos e 'fortemente não lineares. 
Não obstante, na prática industrial de controle de sistemas de potência, o projeto de controlado- 
res é baseado em modelos simplificados e linearizados no domínio da freqüência para o sistema. 
Modelando o sistema desta forma o problema é colocado no contexto de controle classico. Estes 
modelos simplificados são apresentados ao final do capítulo. 
1.2 Componentes Básicos de um Sistema Elétrico de 
Potência 
A utilização de fontes alternativas de energia tais como a energia solar e a energia de 
fusão nuclear para a geração direta de energia elétrica tem sido intensamente pesquisada. Até o 
presente, porém, a tecnologia à. nossa disposição não permite a utilização em larga escala destas 
fontes alternativas de energia. Enquanto isto não for possível, as principais fontes de geração 
de energia elétrica serão, corno têm sido, as quedas de agua, a fissão nuclear e os combustíveis 
fósseis. Estas formas de energia ou já estão na forma de energia mecânica, caso das quedas 
de água, ou precisam prirneiramente ser convertidas para esta forma para então ser utilizada 
a conversão eletromecãnica de energia, que é a tecnologia de que se dispõe para geração de 
energia elétrica. A energia mecânica assim obtida é coletada por uma turbina, que a transmite 
a uma maquina elétrica, onde ocorre a transformação da energia mecânica em energia elétrica. 
Para geração em larga escala o gerador síncrono trifãsico é o mais eficiente. 
Assim, os componentes basicos utilizados para geração de energia elétrica são 0 gerador 
síncrono com seus controladores e a turbina que transrnite a energia mecãnica ao eixo do 
gerador. O regulador de tensão e o regulador de velociklade são os mais importantes para a analise 
de estabilidade dinâmica. A energia assim gerada transmitida ao ponto de consumo pelas 
linhas de transmissão. As indústrias, residências e outros consumidores constituem as cargas 
do sistema. Estes são, portanto, os componentes, de um sistema de potência que devern ser
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conhecidos e modelados matematicamente ao se fazer um estudo de estabilidade dinâmica. Estes 
componentes serão descritos e sua modelagem discutida de forma independente nas subseções 
seguintes. 
1.2.1 O Gerador Síncrono 
A maior parte dos problemas de dinâmica dos sistemas de potência está associada a 
dinâmica do gerador síncrono. Isto faz com que sua modela.gem seja a mais importante dentre 
aquelas dos componentes básicos de um sistema de potência. Ademais, o modelo do gerador 
síncrono é também o mais complexo dentre estes. Estes fatores exigem que maior atenção 
seja dada a análise do modelo matemático do gerador sincrono que a dos modelos dos outros 
componentes. 
O gerador sincrono transforma a energia mecânica de rotação de seu eixo em energia 
elétrica. A corrente contínua que percorre os enrolamentos do rotor induz tensão alternada nos 
enrolamentos fixos do estator segundo a lei de Faraday. A dinâmica elétrica envolvida neste 
processo e a dinamica mecânica do rotor da máquina são de extrema relevância para a. análise 
subseqüente. As equações que descrevem este comportamento serão discutidas a seguir. 
Equaçoes Mecânicas 
Do ponto de vista mecânico o gerador síncrono é um corpo em rotação sujeito a torques 
externos. A fim de simplificar as equações que descrevem o comportamento mecânico do gerador 
síncrono algumas hipóteses basicas são feitas: 
o o eixo do rotor se comporta como um corpo rígido 
o a velocidade do rotor da maquina não varia. substancialmente com relação à. velocidade 
síncrona 
0 perdas devidas ao atrito são desprezadas 
O a potência mecânica aplicada ao rotor considerada aproximadamente constante 
Com estas hipóteses obtém-se a chamada equação de oscilação, que descreve o movi- 
mento de rotação do rotor da má.quina síncrona: 
‹Ê=w-w 
_ 
S ' 1.1 
w == à¡[.P,,, - Pc - D(w - w,)] ( )
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onde: 
6 ângulo de carga 
w velocidade angular do rotor 
Lu, velocidade angular síncrona 
Pm potência mecânica fornecida ao rotor 
Pc potência elétrica absorvida do estator 
D coeliciente de amortecimento 
H constante de inércia 
Equações Elétricas 
Os geradores síncronos comumente utilizados para geração de energia elétrica são 
tri'[ásicos. Eletricamente estas maquinas consistem de três enrolamentos estatóricos, um en- 
rolamento de campo e enrolamentos amortecedores no rotor. Estes enrolamentos estão todos 
acoplados magneticamente de maneira dependente da posição do rotor, de forma que a rotação 
do mesmo causa urna variação temporal das indutãucias mútuas. Porém através de uma deter- 
minada mudança de variáveis, conhecida por t1'ansfo1'1naçâ'o de Park, obtém~se um novo sistema 
de equações invariante no tempo. A derivação deste novo sistema e a interpretação física das 
novas variaveis são bem conhecidas [KRA86] e por isto não serão discutidas a.qui. Somente 
serão apresentadas as equações elétricas do gerador síncrono derivadas desta abordagem. Para 
esta derivação ver [I(RA86, Kll\/168, AND77]. Cabe aqui apenas notar que as novas tensões e 
correntes obtidas com a transformação de Park são projeções das tensões e correntes reais da 
maquina sobre très eixos: dois eixos girantes ã velocidade sincrona, um dos quais atrelado ao 
eixo do enrolamento de campo do rotor e o outro em quadratura com este, e um terceiro eixo 
estacionário. Sob a condição de equilíbrio trilasico, condição esta que é assumida sempre na 
modelagem do gerador sincrono para estudo de estabilidade dinâmica, a componente de eixo 
estacionário é nula. 
A partir desta abordagem distintos modelos para o gerador sincrono são obtidos, de- 
pendendo de quais eleitos são levados em consideração nesta modelagem e quais são desprezados 
[ARR83]. Ainda que cada um destes diferentes modelos possua peculiaridades do ponto de vista 
conceitual, matematicamente todos podem ser englobados em um único modelo generalizado, 
apresentado na figura 1.1 na forma de diagrama de blocos. Nesta figura o bloco T representa 
a mudança de coordenadas descrita na seção 1.3 e o bloco Rede representa a interconexão do 
gerador sincrono com o restante do sistema. 
Cada um dos modelos conhecidos da literatura pode então ser obtido como um caso 
particular deste modelo generalizado. A maneira pela qual o modelo da 'ﬁgura 1.1 gera os 
conllecidos modelos encontrados em [ARR83] é apresentada na tabela 1.1. A obtenção de um
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MODELO 
l 
Aproximações feitas 
[I 
Modelo 5 . . . . .. 
Modelo 4- Téo = 0 ; X,, = X; 
Modelo3 Íl`(;f,=]'%=0;z\'(;=X,;';Xá_-:X5 
Modelo 2 Táf, = = fixo = 0; X,, = Xá = Xá' ; X2 = 
Modelo 1 Táz, = = [zu = Téo = 0 ; À,, = X; = X,'¡' ; Xd = X,'¿ = Xâ' 
Tabela 1.1: Modelos simplificados para o gerador síncrono 
modelo generalizado é bastante conveniente no contexto de sistemas de controle. As equações 
correspondentes a esta modelagem são sumarizadas a seguir. 
'W 1 “v r /I ¬ 
1'J.§= íllﬂf + (Âd - ×\.i)Í‹1 _ 12;] 
.'11 'I' r fl ¬I bd : 7",_l(Àf¡ _ /\q)Iq _ 1'/dl 
f.,., 
_ ;à_[1;; + (X3 _ x;;)1,, _ E5] 
~ 1 . 
Es = Wir.: + ‹X; - X;'›f., - 1151 
qo 
öz â[P,,. _ Pe _ D(r.z _ w,)] 
14, _ 15;' + Rar, + Xgr, = 0 
V., _ 13;' + 1z,,1,, _ X¿'1,, = 0 
As principais aproximaç.ões feitas na derivação deste modelo são as seguintes[ARR83]: 
o a velocidade do rotor varia suficientemente pouco para que possa ser considerada constante 
o são desprezados efeitos não linea.res de saturação no ferro e perdas por histerese 
o indutâncias distribuídas no espaço sao consideradas concentradas em um único ponto 
A tabela 1.2 apresenta o significado das grandezas que constam destas equaçoes, à 
exceção daquelas já definidas anteriormente. É interessante lembrar o significado das tensões 
e correntes envolvidas nestas equações, ou seja, que estas representam módulos de grandezas 
fasoriais. 
Cada usina do sistema reúne diversos geradores. Como os geradores de uma mesma 
usina são semelhantes, operam sob as mesmas condições e estão fortemente acoplados eletrica-
^'‹'‹¬\'d ~ 
E __1T 4 
1+$Iáo ‹q 
'fl f WII fl 
fl/ 
1 _ 
' 'II H-sl =.O
-
O 
.z\
+
R "`a\ -- 
R., Ó
+ 
__1.__ 
1+s'1`;í) " 
~¬ * 
1+-'Llqo ‹d 
+
. 
fl/
6 P 1 1 w -”** fﬁ š 
Pe = Eglq + E514 
Figura. 1.1: Modelo para, 0 gerador síncrono
I E; jd 
fi/ L,
tensao transitória no eixo em qua.draturaÍ E1 
.Ed tensao transitória no eixo direto 
/I EV tensão sul)tr'a.nsil.ória. no eixo em quadratura 
135 tensão subtransitória no eixo d i reto 
fq corrente no eixo em quadratura 
Íó corrente no eixo direto 
V‹z tensão terminal no eixo em quad rat u ra 
Va tensão terminal no eixo direto 
tensão de campo Ef 
Xi reatância transitória do eixo em quadratura. 
X; reatância transitória. do eixo direto 
reatância subtransitória X /I 
X2,
d 
Ra 
T;o 
1" 
do eixo em quadratura 
reatâ.ncia subtransitória do eixo direto 
resistência de armadura 
constante de tempo transitória do eixo em quadratura 
constante de tempo transitória do eixo direto 
constante de tempo subtransitória do eixo em quadratura
I 
do 
1/1 
fl qo 
/I Tdo constante de tempo subtransitória do eixo direto 
Tabela 1.2: Variáveis e Parâ.metros do Modelo da Má.quina Sincrona 
mente, é natural que se comportem de maneira muito similar. Este 'fato realmente se verifica, 
o que permite a rnodela.gern de todos os geradores de uma usina como um único gerador' equi- 
valente. Na verdade mesmo usinas eletricamente próximas, ou seja, conectadas por reatâncias 
relativamente pequenas, são usualmente agrupadas em um único gerador equivalente. por- 
tanto necessário ter em mente que as equações apresentadas representam, em geral, grupos de 
geradores e nao um único gerador. 
1.2.2 Reguladores Automáticos 
. Aos geradores síncronos estão associados reguladores automáticos de velocidade e 
tensão. medida que os problemas de estabilidade tornam-se mais críticos a inclusão dos mode- 
los destes reguladores se torna mais importante na simulação do comportamento do sistema de 
potência. Ambos os tipos de reguladores consistem de sensores, comparadores e ampliiicadores 
que devem ser levados em conta na modelagem. Mais ainda., a modelagem do regulador de ve- 
locidade inclui a turbina. Porém para Íins de analise de estabilidade dinamica de potência estes 
controladores podem ser modelados por sistemas lineares de primeira ordem que representem 
sua dinâmica dominante, acrescidos de um limitador.
ll) 
..}- __ 
V; 1 _' K -I" 1 E _ -_- -_-1- ___, _ Í 1+s'1'r H-s'I`‹z __/_ Ke +s'1`¢
+ 
V0 “Í” _ sI\"¡ ‹ 1+ SI\"ƒ 
Figura 1.2: Diagrama de blocos do modelo para regulador de tensão IEEE tipo 1 [ARR83] 
Regulador de Telrsão 
O re fulador de tensao tem ›or ob'etivo re‹ln'z,ir as llutuafões na tensão terniinal do . S 
gerador. Esta tarefa. é levada. a cabo através da a.tL1ê\.ç.ã.o sobre a corrente de campo, ou seja, o 
regulador de tensão atua sobre o sistema de excitaçã.o do gerador. Vários tipos de 1'egu.ladores 
de tensão associados a dil`erentes tipos de sistema. de excitação são utilizados em sistemas de 
potência. O IEEE* (leliniu alguns tipos de reguladores a _Íim de padronizar a modelagem, sendo 
um dos Jrinci ›a.is a ›rese.ntado na li fura 1.2 onde V re niesenta a tensão terminal do erador 1 t a 
VT a. tensão de referência. VU um sinal adi‹:.ional cue )ode ser utilizado aara a estabiliza'.ã.o do7 
sistema e E a tensão de cam )o do erador. Conforme sera discutido no Ca )ítulo 2 o re ulador f 1 
de tensão tem efeitos de grande relevância sobre o comportamento dinâ.n'1ico do sistema. 
Regulador' de Velocidade 
O regulador de velocidade atua sobre a potência mecânica fornecida ao rotor do gerador 
a lim de manter constante a velocidade do mesmo. Como no caso do regulador de tensão, o 
IEEE recomenda certos modelos e um (los principais é apresentado na ligura 1.3. Nesta Íigura, 
w, representa a referência de velocidade, P, a .referência de potência mecânica e P", a potência 
fornecida ao rotor do gerador. A dinamica associada a estes reguladores é de menor importâ.ncia 
para. a analise da estabilidade dinâmica de um sistema de potência que aquela dos reguladores 
de tensão. 
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Figura 1.3: Diagrama de blocos do modelo pa.ra regulador de velocidade para usinas hi- 
droelétricas com válvula [ARR83] 
1.2.3 Cargas 
Carga é o nome dado a.o cons\_unidor linal da energia elétrica produzida e distribuída. 
pelo sistema. A d.inâ.mica. das cargas em geral pode ser desprezada numa analise de estabilidade 
dinâmica. i11e1¡e›ortante no entanto levar em conta. as características não lineares destas cargas. 
A modelagem te11sã.o-|›ol.ê._ucia. exponencial é a mais utilizada. Este é um mo‹lelo estático não 
linear que representa a relaçao entre os lasores de tensão e corrente de urna carga. As equações 
(l.2) e (l_.-3) apresentanr esta modelagem. 
P z 1‹,,\/P (12) 
Q z 1r;,\/Q (1.:5) 
onde P é a potência ativa. e Q a potência reativa absorvidas pela carga, V é a tensão terrninal 
da mesma e I&',,, Kq, p e q são constantes, pa,.|fâ1neI,ros de modelo. 
'_ ~ 1.2.4 Linhas de 1`ransrr1issao 
A ener 'ia elétrica ›roduzida Jelas usinas é transmitida aos consumidores através de 8 l l 
linhas de transn1issã,o. A dinâmica associada estas linhas é rá.pida e pode ser desprezada 
para estudos de estabilidade dinamica de sistemas de potência. Já para estudo de oscilações 
subsíncronas seria necessario considerar esta dinâmica. O modelo usualmente adotado para as 
linhas de transmissao em estudos de estal›ilidade dinâmica o modelo ll apresentado na ligura 
1.4. Nesta ligura R representa resistência., X reatância e Ya susceptância.
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Yz Y.: 
Figura 1./1-: Modelo fl para linhas de transn'rissã.o 
1.3 Modelagem do Sistema 
A representação do sistema corno um todo é obtida. a partir das equações oriundas 
da modelagern isolada dos componentes do sistema descrita. na seção anterior. Esta tarefa é 
levada a efeito conectando as equações correspondentes a cada um dos componentes, ou seja, 
identiﬁcando as variaveis comuns a mais de um componente e representando esta interrelação 
em um único sistema de equações. As variaveis dos modelos de cada um dos geradores estäo 
representadas em difererrtes eixos de referência., pois cada gerador opera corn um particular 
ângulo de carga. e estas variaveis estao representadas corno projeções sobre um eixo imaginário 
girante corn este ângulo. Portanto, para obter a representação do sistema corno um todo é 
preciso escolher urna referência comum e considerar nesta representação as transformações das 
variáveis de cada gerador para esta. referência. O diagrama. fasorial da. figura 1.5 ilustra a 
transformação das variáveis de um gerador da referência de seu eixo em quadratura para a 
referência cornurn da rede. 
A equação de transforrnaç.ã.o correspondente 
V, _ c0$(Õ) sen(Õ) V., 
V,~ -sen.(6) cos(6) Vd 
Com a rnodelagern dos componentes já apresentada e a equação de trarrsformação 
acima obtém-se a representação matematica do sistema na forrna de um sistema siizgulav' corno 
o abaixo. 
x = f(x,z,u) 
s(×.z.u) = 0 (M)
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Figura 1.5: Relação entre as diferentes referências do sistema 
onde: 
x vetor de variáveis de estado 
z vetor de variaveis algébricas 
u vetor de entradas 
f(-, -, função vetorial 11ão linear 
g(-, -, função vetorial não linear 
A solução temporal do sistema. singular (1/1) fornece o comportamento do sistema 
de potência ao longo do tempo. Métodos de solução numérica para (1.4) são descritos no 
Apêndice A. A implementação destes métodos em um computador permite a simulação do 
comportamento do sistema de potência, de forma que esta formulação é conveniente para analise 
e validação de projeto. Porém para fins de projeto de estabilizadores de sistemas de potência a 
formulação freqiiencial descentralizada é usualmente preferida devido a seu apelo intuitivo e a 
disponibilidade de “ferramentas de controle classico para tratamento do modelo resultante desta 
abordagem. Este aspecto é discutido no segundo capítulo deste trabalho. A esta altura cabe 
apenas apresentar a citada modelagem, o que é feito na próxima. seção. 
1.4 Modelos Linearizados Descentralizados 
Na figura 1.6 um sistema com uma maquina síncrona conectada a um 1›a1'1¬amento 
inƒinitoé representado. O barramento infinito é uma idealização que apresenta ao sistema
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de potência uma tensão de magnitude e freqüência sempre constantes. No estudo do com- 
portamento de urna maquina ou grupo de maquinas dentro do sisterna, o barramento infinito 
representa o restante do sistema. O modelo mcíquina-ba1'ra1n,enLo-infinito é comumente utilizado 
para analise do comportamento dos modos de oscilação associados a uma. particular maquina 
do sistema e síntese de controladores para an'1orte‹:or estas oscilações. importante ressaltar a 
característica de descentralização embutida nesta modelagem. 
Figura 1.6: Sistema maquina-barramento-infinito 
Utilizando algum dos modelos apresentados para a maquina síncrona e representando 
a conexão destes modelos com uma fonte de tensão ideal (o barramento inﬁnito) através de 
uma linha de transmissão, um modelo útil para a analise simplificada do comportamento do 
sistema e para o projeto de controladores é obtido. Tomando o Modelo 2 da tabela 1.1 para o 
gerador, linearizando as equações deste modelo e representando-as em conjunto corn as equações 
algébricas referentes a linha de transmissão e ao barramento infinito, o modelo H cﬂ1'on~P/Lillips 
é obtido: 
= /-lx(i) -l- Bu(t) (1.5) 
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onde as variaveis desta equação dinâmica foram definidas anteriormente. 
Os ganhos K1 a KG são oriundos da linearizaçã.o. As expressões para estes ganhos 
podem ser encontradas em [AND77]. Uma vez que este é um modelo linearizado, as variá.veis 
em (1.5) representam variações em torno de um ponto de operação. Os ganhos K1 a K5 são
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calculados em função deste ponto de operação e portanto variam com a mudança deste último. 
Um diagrama de blocos equivalente a este modelo é apresentado na ﬁgura 1.7. 
Tin + I w 6 
21-I s 
Ez K3 + ¡‹ + Vi; › 
1+zT1‹3 
c 
1+zT¡‹., 
Figura 1.7: Modelo Linearizado para. Estudo do Comportamento do Sistema 
Má,quina-BarramentoInfinito 
Este modelo tem sido largarnente utilizado para análise de estabilidade dinâmica e 
projeto de estabilizadores de sistemas de potência [MEL69, LAR81a]. 
nv 
1 .5 Conclusao 
Neste capítulo a modelagem de sistemas de potência para ﬁns de análise de estabi- 
lidade dinâmica foi discutida. O modelo do gerador síncrono é o aspecto mais crítico desta 
modelagem. Um modelo generalizado para 0 gerador sincrono que engloba vários dos modelos 
simplificados comumente utilizados foi apresentado." A descrição do sistema de potência por 
meio de um sistema singular de equações permite a simulação digital do comportamento do 
sistema. Este modelo é bastante complexo e dificilmente pode ser tratado por ferramentas de 
controle clássico. Modelos linearizados no domínio da freqüência são preferidos pela pratica 
industrial para o projeto de estabilizadores de sistemas de potência. Este projeto é usualmente 
levado a efeito de forma descentralizada, sendo cada maquina do sistema vista num contexto
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máquina-ba1°ra.mento-inﬁnito. Um modelo larga.ment‹~: utilizado neste contexto foi a.presentado 
na última seção.
Capítulo 2 
Estabilidade Dinâmica de Sistemas de 
Potência f i 
2.1 Intro dução 
Confiabilidade no fornecimento de energia elétrica significa muito mais do que esta 
simplesmente estar disponível. ldealmente a tensão fornecida aos consumidores do sistema 
deveria ter amplitude e freqüência constantes, independente das condições de operação do 
sistema. Em termos práticos isto significa que amplitude e freqüência. da. tensão fornecida 
devem ser mantidas dentro de estreitas faixas de tolerância. O atendimento desta exigência 
(bt Om cn encial para que os equipamentos dos consumidores operem de maneira satisfatória. Urna 
variação de, por exemplo, 15% na amplitude ou freqüência da tensão fornecida pode fazer com 
que os motores conectados a rede parem. Variações ainda menores nestas grandezas, mesmo 
quando seus efeitos não se façam sentir de imediato, podem reduzir consideravelmente a vida 
útil dos equipamentos. , 
Os sistemas de potência evoluem no sentido de atender ã demanda sempre crescente 
por energia elétrica com o máximo grau de confiabilidade e com custo tão baixo quanto possível. 
Dentre as tendências tecnológicas desta evolução destacam-se a modernização dos equipamen- 
tos, a utilização cada vez maior de controladores automáticos e a interconexão em larga escala. 
Estas tendências visam todas aquele mesmo fim, porém tendem a diminuir as margens de es- 
tabilidade do sistema. Com efeito, varias formas diferentes de instabilidade são observadas em 
'função desta redução. Perda de sincronismo nos primeiros instantes após uma perturbação, 
oscilações de baixa freqüência pouco amortecidas e oscilações subsíncronas são alguns dos pro- 
blemas surgidos como efeito colateral da evolução dos sistemas de potência. Cada um destes 
problemas deve ser tratado de maneira particular, com uma modelagem matemática própria.
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Os conceitos de estabilidade transitória e estabilidade dinâmica sao muito importantes 
na análise que segue. O conceito de estabilidade transitória se refere a capacidade do sistema 
de voltar ao equilibrio após uma perturbação súbita e severa. A falta de estabilidade tran- 
sitória deve causar perda monotônica de sincronismo de geradores do sistema logo após uma 
perturbação. A estabilidade dinâmica diz respeito ao comportamento do sistema quando sub- 
metido a perturbações não tão severas. Instabilidade dinâmica deve levar ao surgimento de 
oscilações mantidas ou mesmo crescentes que limita.m a capacidade de transmissão de energia. 
Os modelos matemáticos para sistemas de potência utilizados para Íins de estudo de es- 
tabilidade dinâmica foram apresentados no capítulo 1 desta monogra'lia. Conforme colocado na 
seção 1.5 daquele capitulo, 0 projeto de controladores para sistemas de potência é usualmente 
levado a cabo a partir de um modelo simplificado do tipo maquina-barramento-inﬁnito. Contro- 
ladores são projetados separadamente para cada máquina. Do ponto de vista do sistema como 
um todo o controle é portanto feito de forma descentralizada. O procedimento pode ser suma- 
riza.d0 como segue. ldentilicados os modos de oscilação problemáticos do sisterna, determina-se 
sobre qual gerador deve-se atuar para arnortecer de maneira mais eficiente este modo. Isto é 
feito por meio de técnicas usualrnente derivadas de analise modal [C/\S92b]. Em seguida um 
controlador é projetado para este gerador a partir de um modelo maquina-barramento-infinito. 
O sistema obtido com a adição deste controlador analisado, o modo mais problemático deste 
novo sistema é identilicado, o gerador mais adequado para controlar este modo é determinado 
e um novo controlador é projetado. Este procedimento scqiiencial é repetido até que o sistema 
como um todo apresente uma performance satisfatória [C/-\S92c, MAR92, ZAN92]. 
Este capítulo é organizado como segue. Na seção 2.2 o problema da estabilidade 
dinâmica de sistemas de potência é analisado e a abordagem classica de solução do mesmo 
apresentada.. Esta abordagem consiste na adição de estabilizadores de sistemas de potência. 
Métodos utilizados pela indústria de geração de energia elétrica para o projeto destes estabili- 
zadores são discutidos na seção 2.3. Estes métodos são baseados em uma abordagem descen- 
tralizada e um modelo linear para o sistema maquina-barramento-inﬁnito. Esta modelagem 
desconsidera fenômenos fisicos relevantes para o comportamento do sistema controlado. Re- 
gras de projeto que levam em conta tais fenômenos são discutidas na seção 2.4. Os métodos de 
projeto usuais, corn procedimento seqiiencial e baseados em modelos tipo maquina-barramento- 
inﬁnito, não levam em conta explicitamente características do sistema tais como a interação 
entre os controladores e a variação do ponto de operação. Métodos alternativos vêm sendo 
propostos que levam em conta estes aspectos. Esta questão é discutida na seção 2.5.
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2.2 O Problema de Estabilidade Dinâmica em Sistemas 
de Potência i 
Nos primórdios da interconexão dos sistema.s de potência a forma n1a.is co111um de 
instabilidade era a perda de sincronismo das maquinas sfncronas nos primeiros instantes após 
uma perturbação no sistema. O sistema sofria portanto de falta de estabilidade transitória. 
Os reguladores automáticos de tensão, atuando sobre o sistema de excitação dos geradores, 
aumentam as margens de estabilidade transitória. No início da década de 60 a maior parte dos 
novos geradores adicionados aos sistemas eram equipados com estes reguladores automáticos 
de tensão [L/\R8la]. Porém, à medida que estas unidades se tornavam uma parcela cada vez 
mais significativa da capacidade geradora ins|.ala‹la, a experiência. de operação destes sistemas 
mostrava. que os reguladores automáticos de tcnsao modernos, rápidos e de alto ganho, tinham 
um efeito pernicioso sobre a estabilidade dinâmica do sistema. 
No ﬁnal da década de 60 muita pesquisa. vinha sendo feita em torno do controle das 
oscilações de baixa freqüência resultantes da falta de estabilidade dinamica. O controle destas 
oscilações por meio do regulador de velocidade foi tentado, mas a maior parte do esforço de 
pesquisa se dirigia ao controle por meio do sistema de excitação dos geradores. Vários autores 
propuseram a adição de sinais cstaløzlizaclorcs à. entrada. dos reguladores de tensão. Estes sinais 
eram gerados a partir' de outros sinais do sistema e sua funçao era amortecer as oscilações 
eletromecânicas do sistema. Aos controladores que geravam estes sinais se convencionou chamar 
estalﬁlízadores de sistemas de potência A funçao basica de um ESP portanto estender 
os limites de estabilidade dinâmica do sistema de potência modulando a excitação da maquina 
síncrona a que é aplicado, de forma a fornecer amortecimento as oscila.ções eletromecâulicas das 
maquinas do sistema. 
Ern 1969, Francisco deMello e Charles Concordia [MEL69] propuseram umalabordagem 
para análise da estabilidade dinamica de sistemas de potência e projeto de ESl)'s que veio a se 
tornar a mais utilizada pela indústria de geração de energia elétrica.. Esta abordagem se baseia 
na analise do comportamento da. malha de torque c ângulo da máquina sfncrona em um sistema 
máquina barramento infinito. Esta malha representa a equação de oscilação simplificada da 
seguinte forrna: a velocidade da máquina é suposta. quase constante, de forma que seja valido 
supor que o torque elétrico é proporcional à. potência elétrica (P = Tw). Também a potência 
mecânica fornecida a maquina é suposta constante. Coin estas hipóteses e com a linearização 
do torque elétrico: 
Te 'š Kaw + [(36
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Figura 2.1: Malha de Torque Ângulo da Máquina Sincrona 
onde Ka e K, são duas constantes, a equação de oscilação (1.1) torna-se: 
1 Lu, _ w, .=`íPm_I)e_D 'šJ__:F1n._1,a "` rs ="í1m_` a- s ~ eu 2H[ w] 2H[ tw Ii 6] 2H[Íl T T] (21) 
onde: 
K., coeficiente de amortecimento K 3 coeficiente de sincronização 
Ta torque amortecedor 
T8 torque sincronizante 
e as outras grandezas constantes destas equações já foram deﬁnidas anteriormente. A 
utilização da nomenclatura acima ficara clara em seguida. Un1 diagrama de blocos equivalente 
a esta equação é apresentado na figura 2.1. A soluçao analítica da equaçao (2.1) fornece uma 
resposta oscilatória corn freqüência. wn e amortecimento Ç: 
wn = \/w_,Í\'_, 
Ç _ (2 2) ` 2 t/21-1w,1‹, ' 
Desde que os fenômenos a serern estudados no modelo da figura 2.1 são de natureza 
oscilatória, as variáveis do modelo podem ser encaradas corno fasores para os efeitos deste 
estudo. Desta forma a analise pode ser feita a luz da teoria de resposta em freqüência. Neste 
contexto, tratando-se as variáveis como fasores, pode-se 'falar nas relações de fase entre as 
variáveis do modelo. 
Num modelo linearizado como este, torques gerados por quaisquer meios podem ser 
decompostos em duas componentes, sendo uma cm fase com a velocidade e outra cm fase com 
o ângulo.. A análise da malha de torque ângulo mostra que os torques em fase com 6 tendem
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a manter a freqüência de oscilação do sistema após uma perturbação, tentando restaurar 0 
sincronismo. Por esta razão estes torques são chamados torques sincronizantcs. Uma simples 
vista de olhos na equação (22) mostra que o amortecimento das oscilaçoes do sistema sera tanto 
maior quanto maior for o coeficiente Ku, que por isto é chamado coeficiente de amortecimento. 
Por esta mesma razão os torques gerados em fase com w são chamados torques a1no1'L‹:cedo1'cs. A
l 
equaçao (22) mostra tambem que Ç oc K, 2, de forma que o aumento dos torques sincronizantes 
traz corno efeito colateral a redução dos torques amortecedores. 
Os conceitos acima desenvolvidos serão utilizados a seguir na analise do comportamento 
dinâmico do gerador sincrono. Um modelo linearizado para o sistema maquina barramento 
infinito adequado para esta analise é aquele apresentado na figura 1.7 [MEL69]. Este modelo 
leva em conta a dinamica mecânica da maquina, a dinamica do enrolamento de campo e o 
regulador de tensão. A dinâmica dos enrolamentos amortecedores é desprezada. 
A partir desta figura e dos conceitos acima apresentados, condições favoráveis ã ocorrência 
de instabilidade dinâmica podem ser identificadas [l\/IEL69, LAR81a]: 
o reguladores de tensão com alto ganho 
o reguladores de tensã.o rápidos 
o sistemas de transmissão fracos, ou seja., com altas reatâncias 
o carregamento do sistema próximo aos lirnites de estabilidade (elevado angulo de carga) 
Estas e outras condições concorrentes para a instabilidade dinâmica vêm se tornando 
cada vez mais costumeiras nos sistemas de potência desde os anos 50. Em sistemas com 
estas características situações de instabilidade podem ocorrer. Nestes casos a aplicação de um 
sinal adicional adequado ao regulador de tensão é muitas vezes suficiente para contornar este 
problema. 
2.3 Projeto de Estabilizadores de Sistemas de Potência 
'No contexto da analise apresentada acima pode-se dizer que o objetivo do ESP é 
fornecer torque amortecedor extra ao sistema. Mais ainda, este torque amortecedor deve ser 
de magnitude adequada em uma faixa de freqüências que englobe todos os possíveis modos de 
oscilação do modelo. Desde que o torque gerado pelo sinal estabilizador deve estar em fase com 
a velocidade do rotor e existe um atraso, introduzido pelo regulador de tensão e o circuito de 
campo do gerador, entre a entrada do ESP e o torque, o sinal estabilizador deve estar adiantado
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com relação a velocidade. A expressao matematica deste conceito pode ser extraída da figura 
1.7. Para pequenas variações do angulo 6, a função de transferência entre o sinal estabilizador 
e o torque pode ser a.proximada por: 
Ge) 2 “Sl 2 ^ Í2 2 É , , 
V0(s) Iiﬁ [1 + .sitio/(.l\61\c)][1 + .sI`c] 
Sejam X(.s) o sinal escolhido para geração do sinal estabilizador, a função de 
transferência entre a velocidade e o sinal de retroação e ESP(s) a função de transferência do 
ESP. Entao: T X( ) ' = G(s)---ESP(.s) 
U) LU 
/-\/\ 
Cn 
VJ: 
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1,? 
O) 
ldealmente esta função de transferência deve ser um simples ganho, de forma que o 
torque esteja em fase corn a velocidade. Para tanto seria necessário que: 
P 
13SP(S) z A3,/[G(5)%] Cem
1 
Q/ 
\ \ N /'\ 
Mm 
Q/ 
(4) 
ESP(â) = K,gn+â1d0/(1i61àe)][i+$1¬z](z;j)"* (za) 
onde Ka é o coeficiente de amortecimento desejado., A expressao (2.3) mostra que, dada a 
natureza de G' (s), E .5'P(s) resultante desta expressão é urna função de transferência derivatival, 
o que é indesejável do ponto de vista pratico. Por esta razão, na pratica uma aproximação desta 
função de transferência, que tenha características de fase semelhantes aquelas de (2.3) na faixa 
de 'frec iiências de interesse é utilizada. Para X = w ›or exern )lo ESP s é escolhida tal ue: I 7 Y 1 7 q 
._, 
1 ) I P f rw ¿13s.P(,'w) z ¿1:,“[1 + STM/(1i6.1i,)}[1 + 51,] tz 6 [.2Hz z 2.5Hz]
2 
|ESP(jw) |2 Ka w E [.2Hz : 2.5Hz] 
Esta característica usualmente pode ser obtida por meio de dois estágios avanço-atraso 
para a maioria das situações praticas. A funçao de tranferència de um ESP é usualmente 
tornada corno: 
f Í"l 
1 + s Fa 1 + sl., ~ E'p :mm S (S) 1-I-.STT 1+sT, 
Outra formulaçao do problema consiste em colocar' o sistema a ser controlado na topo- 
logia clássica de sistemas de controle. Isto nos leva a analise da malha do regulador de tensão, 
representada na figura 2.2. 
lSalvo se [or uma função de transferência não própria de grau relativo menor que -1. Porém não existe 
no sistema um tal sinal X.
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Figura 2.2: Malha do regulador de tensão 
Nesta abordagem o sistema de potência visto apenas como a função de transferência 
entre a entrada do regulador de tensão e a saída. a ser realirnentada. Técnicas clássicas de 
controle podem então ser aplicadas. Projeto por lugar (las raízes [LAR81b], diagrama de Nyquist 
[M/\R89], e alocação (lc pólos [AR/\92] têm sido utilizados. 
2.4 Considerações Adicionais sobre o Projeto de Esta- 
bilizadores de Sistemas de Potência 
Sistemas de potência são sistemas de alta ordem e nã.o lineares extremamente comple- 
xos. Modelos simpliﬁcados são utilizados para analisar seu comportamento e guiar o projeto de 
controladores. Conforme discutido anteriormente, estes modelos propõem-se representar certos 
fenômenos ocorrentes nos sistemas de potência, deixando outros fenômenos de lado em favor 
da cornpreensibilidade e tratabilidade do modelo. 
Portanto ao se projetar um controlador com base em um modelo simpliﬁcado é pre- 
ciso ter cuidado para que a atuação deste controlador não interfira em fenômenos outros que 
não aqueles que propõe-se controlar. Uma tal interferência não seria observada no estudo do 
modelo, desde que este não da conta destes outros fenômenos. Por esta razão o projeto do 
controlador deve ser guiado também por regras estranhas à. modelagem utilizada e não somente
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pelo formalismo matemático embutido neste. Há. portanto outros fatores a serem levados em 
conta. no projeto de um ESP além daqueles expostos na abordagem apresentada na seção ante- 
rior. Dentre estes fatores destacam-se a imposição de limites ã atuação do ESP, a inclusão de 
filtros e a escolha do sinal de retroação que servirá de entrada para o ESP. Estes fatores serão 
brevemente discutidos a seguir. 
2.4.1 Restrição da Atuação do ESP 
O ESP atua sobre 0 sisterna de excitação do gerador através do regulador de tensão 
(figura 1.7). Porém no procedimento de síntese apresentado na seção anterior não é levada em 
conta a saturação do sistema de excitação (ver modelagem do regulador de tensão no capítulo 
1). O sistema de excitação saturado não cumpre adequadamente sua função de regulação de 
tensão. Por esta razão limites devem ser impostos sobre a atuação do ESP de forma que esta 
atuação jamais cause a saturação do sistema de excitação do gerador e não interﬁra na função 
de regulação de tensão do mesmo. 
2.4.2 Filtro Torsional 
No estudo da estabilidade dinãmica o eixo da máquina sincrona é sempre modelado 
como um corpo rigido. Esta modelagem é válida na faixa de freqüências de interesse neste 
estudo. Porém o rotor da maquina sincrona oscila com relação ã turbina em freqüências na 
faixa subsíncrona, dando origem às chamadas oscilações torsionais. A atuação do ESP pode 
excitar estes modos de vibração. Reguladores de tensão rápidos e com alto ganho aumentam a. 
possibilidade de que isto ocorra. 
Estas oscilações torsionais podem causar efeitos danosos tais como a saturação do sis- 
tema de excitação do gerador, resultando eventualmente em perda de sincronismo, a saturação 
da atuação do ESP, eliminando seu efeito estabilizador, ou mesmo danos físicos ao eixo da 
máquina. E portanto imperativo que o ESP não induza vibrações torsionais. Para evitar que 
isto ocorra são adicionados ao ESP filtros 1'cjcz'ta-faixa de alto Q com freqiièncias centrais igual 
aquelas dos modos torsionais de vibração [L/-\R8lc]. 
2.4.3 Filtro de Eliminação de Atuação em Regime Permanente
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A atuação do ESP somente é necessaria quando surgem oscilaçoes eletromecanicas no 
sistema e deixa de sê-lo assim que estas cessam. Ademais uma eventual mudança de ponto 
de operaçao faria com que o ESP atuasse em situação de regime permanente, o que seria 
equivalente a uma mudança no valor da referência de tensão. Por este motivo a atuação do 
ESP em regime permanente não só é desnecessária como também prejudicial. 
Para que a atuação do ESP se dê exclusivamente na situação adequada, a variável 
de realimentação deve ser filtrada, de forma que apenas suas oscilações em torno do ponto de 
operação sejam realimentadas. Um filtro passa-altas de primeira ordem é a escolha usual: 
V;/(3) = ii 
1 + sT,,, 
_ 
A constante Tu, deve ser escolhida de forma que a componente de freqüência nula seja 
eliminada da realimentaçã.o o mais rapidamente possivel, 0 que é feito com uma constante de 
tempo pequena. Por outro lado, Tu, deve ser grande o suficiente para que a freqüência de corte 
do filtro esteja abaixo das faixa de freqüências de interesse. I-Iá. portanto um limite inferior 
para a escolha de Tw. Não obstante, a escolha de Tu, usualmente não é uma questão crítica no 
projeto de um ESP. Um valor típico é Tu, = 10s. 
2.4.4 Escolha do Sinal de Retroação 
A teoria de analise modal fornece os conceitos de controlabildade e observabilidade 
dos autovalores de um sistema. Estes conceitos permitem verificar' quais variáveis devem ser 
observadas e sobre quais deve-se atuar para controlar' de modo mais eficiente cada um dos 
autovalores. Estas devem ser aquelas variáveis com relação as quais cada um dos autovalores 
apresente maiores índices de observabilidade e controlabilidade, respectivamente. Estes concei- 
tos são utilizados em projeto de ESP”s para determinar quais geradores devem ser equipados 
com estes controladores, conforme comentado anteriormente neste .trabalho. Outra aplicação 
destes conceitos é a de determinar qual deve ser o sinal de entrada do ESP. 
O ESP gera o sinal estabilizador para o sistema de potência a partir da observação 
das variáveis do sistema. A obscrvabilidade do modo de oscilação a ser controlado na variável 
escolhida deve ser significativa. Desde que estes modos estão associados à dinâmica mecânica 
da maquina, estes são significativamente observáveis com relação as variaveis associadas a esta 
dinâmica. Estas variáveis são o ângulo e a velocidade do rotor da máquina. Uma vez que a. 
potência acelerante P., = Pm - Pe é proporcional a derivada da velocidade (ver equação (1.1)), 
a observabilidade destas oscilações também é significativa nesta variavel. Estes fatos podem 
ser verificados pela autoanalise do sistema, verificando os fatores de participação ou os índices
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de observabilidade dos autovalores do sistema em cada uma das variáveis da máquina. Outra 
forma de verificação é a análise espectral das variaveis do sistema. 
As figuras 2.3 a 2.6 mostram o espectro de freqüência de alguns sinais de um sistema 
de potência. Estes espectros foram obtidos a partir da simulação de um sistema máquina- 
barramento-infinito no qual a freqüência de oscilação do modo dominante é da ordem de 1Hz. 
E notória a dominância do modo de oscilação na faixa de 1H z. Esta dominância é 
mais pronunciada nas variaveis mecânicas, ou seja, angulo e velocidade. As tensões terminal 
(Vz) e de campo (E ¡) apresentam outras componentes em seu espectro e não são portanto tão 
adequadas para a observação do modo dominante. O ângulo é descartado devido às dificuldades 
inerentes à. sua mensurabilidade. 
Uma análise mais aprofundada nesta direção pode indicar os sinais mais adequados 
para observação de cada um dos modos de oscilação de um sistema de potência. Outras 
questões como a mensurabilidade de cada um dos sinais e a interferência de fatores espúrios 
nas medições devem ser levados em conta na escolha do sinal. As escolhas mais utilizadas na 
prática industrial são a velocidade, a potência elétrica, a potência acelerante (Pa = Pm - Pe) 
e a freqüência da rede. As características exigidas da função de transferência do ESP também 
dependem do sinal escolhido. Como exemplo pode ser mencionado que a potência acelerante 
está. adiantada de 90° com relação à. velocidade (da = Pa), de forma que a função de transferência 
de um ESP com entrada de potência acelerante deve ter uma característica de fase com avanço 
90° menor do que um ESP com entrada de velocidade. A maior adequação de cada uma destas 
escolhas depende das características particulares do sistema a ser controlado. 
2.4.5 Função de Transferência Completa de um Estabilizador de 
Sistema de Potência 
Como forma de conclusão a esta seção um ESP que leva em conta todos os aspectos 
abordados acima é apresentado. Este ESP usa como sinal de realimentação o desvio de veloci- 
dade do rotor, dispõe de filtros anti-torsional e de eliminação de atuação em regime permanente 
e tem sua atuação restrita por um limitador de tensão. A estrutura de avanço de fase com dois 
estágios avanço-atraso é tipicamente a necessária em aplicações reais.
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Figura 2.7: Dia.grama de blocos de sistema de potência com ESP 
2.5 Métodos Não-Clássicos de Controle e Perspectivas 
Futuras 
Sisievnus de Potência são sistemas ‹linâ.mi‹;os de alta. ordem nã.o-lineares e sujeitos a 
perturbações de naturezas diversas. Não obstante, os csta,biliza.do1'es de sistemas de potência 
são usualmente projetados a partir de um modelo linear de baixa ordem. Este procedimento 
fornece resultados satisfatórios em muitas ap.lica‹¿ões devido a.o fato de que, para o fenômeno 
em estudo, o colriportamento das variaveis do sistema observaveis do ponto de vista. de um 
dado gerador é aproximadamente desc.rito por este modelo. 
Porém, à. medida que os sistemas de potência. evoluem, este comportamento tende a 
tornar-se mais complexo e modelos desta natureza. não descrevem imais de forma adequada 
os fenômenos de interesse. Nesta situação modelos mais acurados e técnicas de projeto mais 
sistemáticas devem ser buscados. Por outro lado, o projeto descenl.ra.liza.do seqiiencial não leva. 
em consideração a iute1'a.çäo entre os diversos esta.biliza.dores adicionados a.o sistema..
¬ O projeto (;_entraliza.do feito por meio de co11,I,rolc ólimo tem sido explorado [.P.bN92, 
Sl.L92b]. Na verdade as restrições de informação entre os diversos centros de geração de energia 
são levadas em conta., de forma que 0 controle obtido é na verdade sub-o'tz'mo [GEll,85]. Com 
esta abordagem o sistema é modelado como um todo, sem necessidade da a.proxima.ção por um 
l)arramento infinito. /\‹lema.is, a. qu‹:sl'.ão da intera.ça.o entre ‹:ont.rola.dores coutornada pelo 
projeto centralizado de um único controla‹.lor. 
'Uma nova perspectiva é a, aplicação de técnicas de cvvzlfole robusto à estabilização de 
sistemas de potência [l'¬lS93l), QUIQÍ5, l'¬lS93c]. A teoria. de controle robusto tem evoluído muito 
nos últimos anos [S/\N92]. No contexto da teoria de conl._role robusto o sistema. de potência. pode
28 
ser tratado como um conjunto de possíveis sistemas, cada um destes representando a dinâmica 
do sistema de potência em uma dada condição de operação. O controlador projetado por 
estas técnicas estabiliza então todo aquele conjunto de modelos. Alguns dos métodos derivados 
desta abordagem utilizam formulações similares a equação de Iticcatt e podem ser vistos como 
métodos de otimização [SCl'l88, l'¬lS93b, FIS93c]. 
Outra alternativa que tem sido explorada na literatura é aquela da qual se ocupa este 
trabalho: o controle auto‹ajust‹ível. Nesta abordagem uma linearização para o sistema é feita 
a cada instante de tempo, sendo assim obtido um modelo que representa as variações das 
características dinamicas do sistema. A utilização de um modelo mais acurado diminui a ne‹ 
cessidade de ajustes empíricos e permite a utilizaçã.o de técnicas de projeto mais sistemáticas. 
Estas caracteristicas de projeto assim obtidas tambén'i permitem a abordagem de problemas 
emergentes no controle de sistemas de potência tais como a interação entre controladores. Ca- 
racterísticas e aplicabilidade do controle auto-ajustável estabilização de sistemas de potência 
serão discutidas nos capítulos posteriores deste traballio.
~ 2.6 Conelusao 
Neste capítulo o problema. de estabilidade dinâmica de sistemas ‹.le potência foi colocado 
e estudado. Condições sob as quais este problema pode manifestar-se foram apresentadas. Estas 
condições tornam-se mais freqüentes com a evolução dos sistemas de potência. Estabilizadores 
de sistemas de potência (ESP's) são usualmente eficazes na solução destes problemas. Um 
método de projeto de ESP's baseado em análise de resposta em freqüência, já. consagrado 
pela prá.tica industrial, [oi apresentado. Outros métodos também baseados em ferramentas 
de controle clá.ssico tais como lugar das raízes, diagrama. de Nyquist e alocação de pólos são 
utilizados. Na aplicação destes métodos é feita a simplificação de que a máquina a ser controlada 
está. conectada a um barramento infinito. Limitações inerentes a esta modelagem e as próprias 
ferramentas de projeto'foram discutidas. Ao final do capítulo algumas perspectivas de pesquisa 
foram apresentadas, envolvendo métodos de controle o't1Í1n,o, controle robusto e controle auto- 
ajustável, sendo que esta última será. o tema do restante deste traballio.
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Capítulo 3 
Teoria de Controle Auto-Ajustável 
3.1 Intro dução 
A teoria de controle trata basicamente de sistemas lineares inva.riantes no tempo. Para 
aplicação dos conceitos desta teoria a sistemas reais estes sistemas são portanto modelados 
como tendo esta.s caracteristicas. Para muitas aplicações reais esta é uma boa aproximação 
e controladores projetados com base nesta modelagem apresentam performance satisfatória. 
Porém, para sistemas com pronunciadas caracteristicas não lineares que devem acomodar di- 
ferentes pontos de operação, um controlador projetado com base num modelo como este pode 
ser inadequado. Vale lembrar aqui um. princípio basico: a. capacidade de controlar a saída de 
um sistema é tanto maior quanto mais precisamente for possivel prevê-la [GOÓ84-]. 
A evolução recente da teoria desenvolveu abordagens para síntese de sistemas de con- 
trole que utilizam aproximações menos drásticas para modelar 0 sistema a ser controlado. 
Dentre estas destacam-se a teoria de controle robusto [SAN92] e a teoria de controle adaptativo. 
Esta última tem sido objeto de intensa pesquisa nas últimas décadas. Dentro do contexto de 
controle adaptativo duas abordagens tem atraído maior interesse: o controle por modelo de 
referência [AST89] e o conlmole auto-ajustável, que é o objeto do presente traballio. 
Um controlador auto-ajustável é aquele que ajusta-se às mudanças no processo. O 
sistema resultante em malha fechada com um tal controlador é muito difícil de ser analisado 
matematicamente do ponto de vista de estabilidade e características de convergência. Por isto 
analises são feitas supondo que o processo tem a cada instante de tempo parametros fixos 
mas desconhecidos [GOO84-]. Para cada instante o problema de determinar os parametros do 
controlador se reduz a um problema de ajuste e existe um conjunto de parâmetros que é o 
desejado para esta. condição instantânea segundo alguma estratégia de controle. Os parâmetros 
do controlador devem convergir para. estes valores. Um sistema com esta característica é dito
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auto~‹¡.jus¿‹ívcl. 
Controle auto-ajustável consiste portanto em continuamente identifica.r um modelo para 
0 processo e ajustar o controlador para este sistema. identiﬁcado como se este fosse inva.riante 
110 tempo. As incertezas na identificação nã.o são leva.das em conta, de forma que 0 modelo 
identificado é utilizado corno se fosse exato. Este princípio chamado p1'incz'pio da eqriivalêvzcia. 
O controle auto-ajustável pode então ser dividido em duas etapas distintas, a saber, a 
identificação e o controle. Ainda que os problemas de identificação e de controle sejam duais 
e a interação entre estas duas etapas seja bem reconhecida, usualmente estes dois problemas 
são tratados em separado na teoria de controle auto-ajustável, seguindo o princípio da equi- 
valência. Diferentes estratégias de controle e métodos de identificação podem ser combinados, 
dando origem a controladores auto-ajustaveis com propriedades distintas. Estas propriedades 
dependem não apenas da.s caracteristicas das estrat‹':gias adotadas em cada uma das etapas, 
mas também da forma corno estas interagem. 
Mesmo quando aplicado a um sistema linear invaria.nte no tempo, um controlador 
auto-aj ustavel dá. origem a um sistema não linear variante no tempo em malha fechada, 0 que 
dificulta sobrernaneira a analise de um tal sistema. Resultados que garantem a estabilidade e 
convergência de alguns algoritmos quando aplicados a sistemas linea.res i11variantes no tempo 
são conhecidos [GO0811-]. Porém para sistemas não lineares ou .invariantes no tempo, ou mesmo 
sistemas simplesmente subrnodelados, não ha resultados corno estes a disposição. Mais ainda, 
mesmo para sistemas lineares invariantes no tempo não ha resultados sobre o comportamento 
transitório de algoritmos adaptativos. Nã.o obstante a falta de garantia teórica sobre o bom 
comportamento dos algoritmos de controle auto-ajustável, estes vêm sendo objeto de inúmeros 
trabalhos científicos nas últimas décadas [AS'l`80, W/\R8l., SAN93] e têm sido aplicados em 
situações praticas [H/-\G91, \/VI'l.`84]. 
Isto posto, este capítulo é organizado como segue. Na seção 3.2 a identificação de 
parâ.metros em tempo real é primeirarnente discutida de um ponto de vista genérico e em 
seguida o método dos minimos quadrados é descrito. Destaque especial é dado a este método 
pela sua simplicidade conceitual e analítica, e pela. sua larga utilização. A identificação de um 
sistema. dinâmico não é possível sob condições de operação quaisquer. Esta questão é abordada 
na seção 3.3. Estratégias de controle aplicáveis a controladores auto-ajustaveis são discutidas 
em seguida. Na subseção 3.4-.1 a técnica de alocação de pólos é descrita. Por ﬁm, na seção 3.5 
a interação entre os processos de identificação e controle, quando levados a efeito em conjunto 
em aplicações de controle auto-ajustável, é discutida.
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3.2 Identiﬁcaçao Recursiva de Parâmetros 
A fim de controlar' um sistema, as suas propriedades devem ser conhecidas. A este 
conhecimento é dado o nome de modelo. Este modelo pode apresentar-se de diferentes formas, 
desde um conhecimento intuitivo do comportamento do sistema até uma descrição detalhada 
das relações matemáticas existentes entre as variaveis relevantes do sistema. Ainda que a 
evolução da teoria de controle venha desenvolvendo abordagens baseadas em modelos de di- 
ferentes formas, tais como os sistemas especialistas e a. teoria de controle nebuloso, tanto os 
desenvolvimentos teóricos quanto as aplicações da teoria de controle usualmente baseiam-se em 
modelos matemáticos analíticos. 
Estes modelos matemaﬂticos são usualmente obtidos em duas etapas. A partir de um 
conhecimento prévio dos mecanismos físicos envolvidos no processo, uma estrutura particular 
para o modelo é definida. A este processo é dado o nome de m‹›‹lclu_‹¡cm. Definida esta estrutura, 
experimentos são levados a efeito a fim de determinar valores numéricos para os parâmetros 
desta estrutura. Tal procedimento, que pode ser visto como o elo de ligação entre o mundo 
matemático e o mundo real, é conhecido como irlcrztiﬁcação e é uma etapa necessaria em 
qualquer aplicação pratica da teoria de controle. 
O controle auto-ajustável necessita da continua identiﬁcação dos parametros variaveis 
do modelo utilizado para o processo. identificação em tempo real, que segue a variação 
dos parâmetros identificados, é dado o nome de idcntiﬁcação 1'ecu1*siva. Inúmeros métodos 
de identificação recursiva têm sido descritos na literatura, muitos deles bastante similares, 
com pequenas diferenças de acordo com a particular aplicação em vista. Do ponto de vista 
conceitual, estes métodos podem ser colocados cm un1 mesmo referencial teórico. Is to é possível 
a partir do reconhecimento de que basicamente quatro abordagens teóricas são possíveis para 
a derivação de métodos de identificação recursiva de parâmetros, a saber [LJ U8(5]: 
o modificação conveniente de métodos de identificação of]-linel 
o aproximação estocástica 
o filtragem não linear 
o técnicas de modelo de referência e regressões pscudolineares 
¡Por vezes o uso de uma terminologia estrangeira é um mal menor que uma tradução fatalmente pobre.
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A partir destas quatro abordagens inúmeros métodos de ideiitiﬁcação recursiva são 
obtidos. Q método de identificação recursiva mais utilizado é obtido a partir de um método de 
identificação o/I-line; o 1n.e'lo‹lo dos mz.'n1Í-mos qi/.a‹l1'a‹los. A preferência por este método aclvém 
de sua simplicidade, tanto conceitual quanto a nível de implementação, e de sua comprovada 
eficacia. O método dos mínimos qua‹.lra‹los recursivo ó descrito a seguir. 
3.2.1 O Método dos Mínimos Quadrados 
O princípio do método dos mínimos quadrados foi formulado por Gauss ao final do 
século X VIII e por ele utilizado para determinaçâlo de órbitas de planetas. Segundo este 
princípio os parâmetros do modelo devem ser escolhidos de tal forma. que a soma dos quadrados 
das ‹l1Ífe'rcnças e1Ll.rc os valores mcrlidos c ‹;‹r,/c'ul‹1.‹,los, m'u.ll.'1Ípl1Íca‹l‹›._s pr)-r`1Lú1nc1'‹›s que mc‹le1n, o 
grau de precisão, seja 1ní1u`mo [/\ST89]. O método dos mínimos quadrados é bem conhecido em 
diversos contextos em que parametros numéricos devem ser determinados a partir de medidas 
experimentais. No caso de identificação de sistemas dinâmicos lineares nos parâmetros em 
tempo discreto o método pode ser descrito matematicamente como segue. 
Seja 0 sistema descrito pelo modelo de regressão abaixo. 
1/(i) = ‹/(00 +110) (3-1) 
com i G N e onde foram introduzidos o vetor dc regressão <p(¿) e o vetor de parâmetros 0(t), 
definidos abaixo, e o erro de equação 1¡(t). O erro de equação é urna seqüência de variaveis 
aleatórias que representa 0 ruído injetado no sistema e o erro de modelagem cometido ao se 
assumir uma estrutura como a da equação (3.1 Este erro de modelagem advém principalmente 
da diilâmica nao modelada do sistema. fisico e da linearizaçã.o nos parâmetros. 
M2-{«@,‹1› ‹,»z‹/I) »›..<z›]' 
0(¿)â[o,(z) o,(z) o,,(1.)]' 
Esta é a estrutura genérica tratada pelo método dos mínimos quadrados. No con- 
texto de identificaçâo de sistemas di11êÍunicos esta formulação em geral representa um modelo 
ARMAX2: ' 
f1(‹1")1/(1) = 13(‹1`*)U(1)+11(i) 
2Do inglês Auto Regressive Moving Average EXogenous
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onde q é o operador de avan‹,1o delinido por q¿y(t) Ê y(t +1Í) ez 
/u«*› = 1-+aa~1+..»+aMq¬~ 
]}(q'l) = bu + 1›,q"l -|- . . . -}- 1›,,,bq"""' 
de forma que os vetores de re.gressã.o e de parâmetros são dados por: 
(1 =lu1 0% bu bm, ll 
' / 
cp(l) = 
Í 
-3/(t - l.) -y(t - na) u(t) u(t-111,)
l 
()l;›serva.ções y(I,) e regressores <p(t) são obtidos a cada instante de tempo a partir de 
um experimento. O problema de identificação pela abordagem dos mínimos quadrados consiste 
em deterininai' o conjunto de parâmetros que faz com que as saídas calculadas nos diversos 
instantes de tempo segundo o modelo (3.1) sejam tão próximas quanto possível, no sentido de 
mínimos quadrados, das saídas observadas. Ou seja., a. estimativa de lnínimos quadrados é o 
vetor 0 que minimiza a [un‹¿.ã.o definida, não negativa. l/(0, i): 
\«mwâ§nYm~¢uww=Éxmw-wma* (aa 
1:0 
onde: 
rm â{yu>aa W mol 
<P;(;1) 
(DU) Ê *P 
s0'(¿) 
Para um sist_ema linear nos parametros como o descrito por (3.1) este problema de 
min.i|1uiza.çäo admite uma soluçã,o a.na.líti‹;a, apresentada pelo teorema a seguir. 
Teorerlla 3.1 [/l.5"]`8.9] Sej‹1, ‹.zf1m_çã‹› il/(0,1,) deƒimÍ‹la na c‹1uu._çäo (32). Se fz 1n‹r,{rriz (<1>'1I>) é 
não sin,gu,la1~ então a fl/,11.çã`‹› l/(OJ) tem um 2/ÍmÍco m1Ín1Ímo com 1'clu,ç‹ío 0. 0 e csI,e 1m.'n1Ímo c 
duelo por: 
, 1 . . 
iíuoln V = šl/'(1 ~ <I*(<1>'<l?)'1<1>')Y (33) 
onde I.c' a matriz iclc1ziida‹1c. /llém disto, este 1m.'n,1Í1no é obtido para 0 = Ô com Ô ‹l‹ulo por:
/
só 
âz (‹I›'‹1›)-'‹1›'››' (14) 
Demonstração: 
/l função custo (32) pode ser 1'eesc1'tta como: 
2\/(0, t) = (0 - (<1›'<1>)"<l>'Y)'((l>'¿lÍ›)(() ~(<lÍ›'<l.›)"1<1›'.Y)-.Y'(I ~ <1'›(<1>'<1>)'1QÍ›'))"' 
O iiltimo termo desta ezzrpressão e' independente de 0 e portanto e' 1Í1'1'elevante para a 
1ni1u'miza,ç‹ío. O pr1Í1ne1Í1'o termo rf uma forma qua.‹l1'‹í,t1Í‹;a em (<l.>'<Í[>)`l que 6, por co1zsIi1“u.çä,o, 
sevm'-definida pos1Ít1Íva. Portanto este termo é sempre maior' ou igual a zero e um valor de 0 que 
_] _ 
0 anule será um 1nz'nzÍn›.o da função custo. Supondo que (<I>'*1>) seja n‹I‹› s1Ín_‹¡ulav', este valor 
clamvnente enrtste, e' rínico e 6 dado por (34). S1.tl›.stit1mz‹lo esta ezvpressâo em ol›te'1n-se 
(ss).
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3.2.2 1\/Iínimos Quadrados Recursivo 
Em aplicações de identiÍica.çã.o recursiva a. estimativa deve ser calculada em tempo 
real, simulta.nea.n1ente it ol.›tenç.ã.o dos dados, e atualizada a cada instante de tempo de acordo 
com os novos dados obtidos. A estimativa. dada por (311) exige o conhecimento de todas as 
observações do sistema desde t = 0. O cálculo de Ô em tempo real por meio desta. equação é 
inviável cornputa‹;ionalmente, visto que a matriz Sl? é de ordem n × 't e a. dimensã.o t cresce inde- 
linidaniente com a evolução do sistema.. Este problema é resolvido por meio de rnanipulações 
algébricas da exp_ressã.o (3./1) que fornecem urna. expressão recursiva para a. estimativa. Ô, ou seja, 
uma expressão que fornece a estimativa. atualizada. em [unção da estimativa no instante 
anterior Ô(t ~ 1). O algoritmo de identiÍi.cacão assim obtido é cl_|ar11a.do de 1m.'1uÍmos qu.a‹lrados 
1'eca1¬s1Í'vo. O teorema 3.2 fornece as expressões utilizadas neste algoritmo. 
Teorelna 3.2 [/l.5'T8.9] Seja a funçâ,o V(0,t) dada pela equação (32). Se a vnat-riz tem 
posto completo para todo t. > 0 entfffo est‹1.fnnç‹ío tem um 1/Ínzfco 1mÍn1Í1¡1,o com relação a 0 p‹1.-ra 
cada instante de tempo, o argumento deste 1n1.'n1Í1no é dado po1'Ô na equação (34), e os valores 
deste a.rgu1nento ot›e‹.tece1n à 1'eeu1'são: 
Ô(1,) = Ô(t-1.)-1-1‹(f.)â(z) (35)
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onde 
õm = zm) ~ ‹z›'‹f.›‹9‹r - 1) 
Ku) Ê P‹f.›‹.~</.› 
= PU - 1›‹.z›u>‹1 -1- ‹,z'‹r›P‹/. ~ 1›«»‹r››~' eo 
P<fz› = P<r-1>- W-1.>«›<×»›<1 + r›'‹f›P‹¢ ~ 1>‹p<fz›)¬'‹p'‹‹›P‹f. ~ 1.) 
z (1 _ 1‹(z)z,z'(r))1>(r _ 1)) (zm)
Ú 
/\ matriz ./i'(l,) em (_3.7) cliamada. m‹1.I,'r1Íz de c‹›u‹rr1Í‹i11.‹:1Í‹r. e é definida. como: 
1s>‹r›â<‹1>'<f.›‹1›‹fz›r1 
/\ matriz de covariância. deve ser inicia.liza‹.la com algum valor para i. = U. Este valor 
deve ser uma matriz de grande norma, relletindo a. pobreza. da. estimativa 11o inicio do processo, 
quando nenlrurn da.do ainda foi coll|i‹Jo. medida. que o sistema evolui no tempo os elementos 
de P(t) tendem a diminuir de magnitude [LJU8(i]. 
3.2.3 Método dos I\/Iínimos Quadrados Recursivo com Fator de 
Esquecimento 
O algoritmo de nrínirnos quadrados recursivo descrito acima é usualrnente eficiente na 
irleritilica.ç.ã.o de sistemas a parametros constantes. Para sistemas variantes no tempo porém 
a capacidade de identiÍica.‹,fã.o do método fica prejudicada. O esvanecinrento da matriz de 
cova.riância.s P, inerente a.o método, e a conseqiiente redução do ganho ‹.le atualização de 
parânietros K (ver equação fazem corn que mesmo grandes erros de p1'ediç.ã.o sejam 
incapazes de modiﬁcar substanc.ialrnente os valores estimados para os pa.râ.metros (ver equação 
(3.-5)). Portanto, se estes pa.rân1el,r'os mudarn com o tempo, o seguimento desta. varia‹;ã.o pelo 
estirnador é improvável. Algumas estratégias podem ser adotadas para evitar o esvanecimento 
da matriz de cova.riâ,ncia. /\ reinicializaçã.o periódica da. mesma é urna. forma adequada. de lidar 
com sistemas cujos parârnetros variam abrupta e periodicamente. 
Para sistemas cujos ¡_›a.ríu.u‹:tros~varianr de forma. lenta. e constante, uma ponderação 
na [ur1ç.ã.o custo (-3.2) pode ser introduzida de [orrna que observações mais recentes teulrain 
um peso maior neste custo. Desta. lornia., observações rnenos recentes, que não relletern o 
comportamento do sistema na situa‹,;ã.o atual, sao menos consideradas que as observações mais 
recentes. Seja. pois a [unção custo \/(0, 1,, z\).
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\~'‹‹›, L, z\› Ê Ê; ›*¬`<zz<zi› 
- ‹p'‹ﬂ›0›2 (3-8) 
onde z\ é uma constêmte real e U < ,\ < 1. E costumeiro dizer que as observações menos .recentes 
são esque‹;i‹.tas pela ideutilicagzío. .l.)or isto z\ conllccido como fator de csqu.‹;‹;1Í~:›1.ento. 
O teorema 3.3 a.ba.ixo f‹›r.|1e‹:e o algoritmo de i‹l‹:11tiÍica.‹,'z"\.‹› derivado da. i1¶1i11i.|1riznvçñ‹› 
desta. [unção custo. Este algoritmo é conhecido por mz'mÍm‹›s ‹_1uad1'a‹los 1'r.'‹:1/.rs1Í'z›o com.f‹1.tor de 
esqu,c‹;1Í1n.e'n,to e:L'pone11.c1Ía.l devido ao fato de que o peso dado ft uma, determ.i11a.da observa.çã.o na 
[un‹¿ã.o custo decai exponencialmente com o tempo. 
Teorema 3.3 [/1.5'T89].5'e]'a a função custo V((),t,×\) dada por Se a 1n,at1'iz <I>(t) tem 
posto completo para todo t > 0 então esta funçã‹› tem um único mínimo com rcl‹1.çâ.o a. 0 1›a1'‹i, 
cada instante de tempo, e os iialores para os quais este 1n.z'n1Ímo e' cdcançado obedecem. à. 
1'ecu1~são.' 
Ó(-1,) z Óu. _ 1) + 1.‹(1,)z(z) (ss) 
onde 
Q› au) z zm)-«@'‹z› uz-1) ‹w›› 
wi â P‹i›z@‹f› 
= 1”<z - 1>«›‹z›<z\1 + wi/f›1>‹‹i - 1>z@‹L››“1 
P(t) = š(I -l((t)‹,o'(t))P(t -1) (fill) 
Cl 
A utilização do método dos mínimos ‹]_ua,‹lra.d‹›s com fator de es‹p1e‹:ime|1to exponeii- 
cial evita o esvallecimelrto da. matriz de cov2triâ.r1‹;ia,, o que permite a. a.plica.çã.o do método n. 
sistemas va.ria.ntes 11o tempo. Por outro lado, se os parâmetros do sistema não võriaúll, em ma.- 
triz de covariância. tende 21 crescer i1ideíi1iida._menl.e. A Fun de evit.ar esta. ezifplosáo, a. matriz 
de covariância. pode ser rei11icia.lizêmda, periodicainente. A \.|l.i]iza.çã.o de l'a.tor de es‹¡uecin1e11to 
va,riá.vel. no tempo tambéni é possível com esta Iiuz1.|i‹.la.‹.le [/~\S'.|.`89]. 
3.2.4 A Decomposição U - D 
- A recursão sobre a. matriz de covzt_riâ,11cia (3.1J.) é n'1a,.| co11‹licio11a.d‹tt nun1erica.me11te 
[AS'1`89]. A medida que o sistema, evolui no tempo, erros m11n‹':1'i‹:(›s vão sendo .iiitroduzidos e 
por vezes a, 1r1z.ttriz P pode deixar de scr deíinida. positiva. devido at estes erros. Neste caso esta
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matriz não representa mais a matriz de covariancia, visto que esta última é sin1étrica definida 
positiva por construção. O vetor de parâmetros obtido nesta situação não representa mais a 
estimativa por mínimos quadrados e a identiÍi‹;a.ç.ã‹› torna-se errônea.. 
Q condicionamento numérico do procedimento de atualização da matriz de covariância 
pode ser melhorado por meio de algoritmos conhecidos como dccomposiçõcs em raiz quadrada 
[BIE77], procedimentos numéricos largamente utilizados para. implementação de filtros de Kal- 
man. Um destes algoritmos que se adequa ao presente contexto é a chamada dccoinposição 
U-D. Este procedimento consiste em, dada a matriz simétrica positiva definida P, decompô-la 
em um produto: P=UDU 
onde U é uma matriz triangular superior c D uma matriz diagonal. Esta decomposição 
é sempre possível sob a hipótese de que P é simétrica positiva. definida. Obtida uma nova 
observação, a matriz de covariãncia é então atualizada por meio da atualização de U e D. Uma 
discussão pormenorizada dos fundamentos teóricos e algoritmos de atualização das matrizes 
U e D é encontrada em [BlE77]. Cabe aqui apenas ressaltar a relevância das propriedades 
numéricas dos algoritmos descritos para. 0 adequado comportamento do processo de identificação 
e a importância de tomar providências para. melhorar estas propriedades. 
3.2.5 Propriedades Assintóticas do Método dos Mínimos Quadra- 
dos Recursivo 
Para investigar o comportamento assintótico da estimação pelo método dos mínimos 
quadrados (3.9) supõe-se que exista um valor constante e exato 0* para o vetor de parametros 
e que os dados observados sejam realmente gerados pela expressão 
1/(1) = s‹>'(¢)0* +11('ﬂ) 
A inserção desta expressão em (3.1l) fornece [LJU86]2 
ao = 0* + i-É É ›*-"‹.ﬂ‹z›»z'‹f»›1~'iâÍ- É À'-*‹.z‹f.››z‹s¢›1 (312) 
:=l :=l 
Duas características desejadas para a estimativa 0(l) são que seus valores sejam sempre 
próximos a 0* e que seu valor tenda a 0* à. medida que o tempo passa. A analise da equação 
(312) acima revela que a estimativa é tão mais próxima do valor real dos parâmetros 
0* 
quanto menor lor a perturbação 1;. Mais ainda, segundo a lei dos gravulcs 1uí1nc1'os [PAP65] 
o segundo somatório em (3.l2) converge para seu valor esperado quando 0 tempo tende ao
11-O 
infinito e este valor é proporciona.l correlação 1í.,,,,(O) entre os processos ‹p('l) e 1¡(L): 
- z 
lim É E ›*¬«.»‹z›1z<z›1 ‹›‹ am) ti-.oo i' i=l 
Portanto 0 converge para um valor constante quando o tempo tende ao infinito. A 
estimação sera satisfatória quando este valor for igual ao vetor real de parâ.metros, o que acon- 
tecera quando R.,,,,(0)i = O, ou seja, quando as variaveis aleatórias cp e 1] forem não correlaciona- 
das. Desde que o vetor go contém as saídas do sisterna entre seus elementos e os valores destas 
claramente dependem daqueles do ruído, este fato somente se verifica quando o ruído é uma 
seqüência de variáveis aleatórias independentes e com média. nula. Um processo estocástico 
com estas características é conhecido corno 1'uí‹1‹› løranco. 
Um importante fa.to emergente desta analise é que quando o ruido injetado no processo 
não for branco a estimativa obtida pelo método dos mínimos quadrados recursivo tera um des- 
vio. Rigorosamente falando, o ruído injetado nurn sistema nunca é branco, mas esta idealização 
é muitas vezes uma boa aproximação e o desvio da estimação obtida sob esta aproximação é 
pequeno. Pelo menos duas situações nas quais a aproximação de 1] por um ruido branco pode 
nao ser satisfatória podem ser citadas: 
o em um sistema de grande porte quando ruído é injetado em diferentes pontos do sistema 
o quando 0 ruido- no modelo (3.1) representa, além do sinal de ruído injetado 110 sistema 
físico, o erro devido a submodelagem 
Estas duas situações ocorrem em sistemas de potência multimaquinas, podendo dar 
origern a estimativas com desvio. Abordagens para contornar este problema são descritas a 
seguir. 
3.2.6 Modelagem do Ruído 
Duas abordagens basicas para contornar o problema da correlação entre ruido e saída 
do processo podem ser vislumbradas do exposto acima. Uma delas seria eliminar, ou pelo 
menos reduzir, o efeito desta correla.çã.o nas ca.racterísticas de convergência. do método. Isto 
pode ser feito por meio da substituição da saída y do processo por uma variavel auxiliar nas 
equações de recorrência do algoritmo. Esta variavel, chamada de varicívcl ivzstruvncntal, deve 
ser correlacionada com y, a fim de que P se mantenha positiva definida., e não correlacionada 
com o ruido, de forma que a estimativa convirja para o valor real dos parâmetros. O método 
da variável z`nstru1ncntal é bem conhecido e tem sido bastante explorado na literatura [LJUS6].
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Uutra abordagem para o problema, é admitir a correlação entre entrada. e ruido e 
modela-la. Conhecida a natureza desta correlação, a mesma pode ser levada em conta na 
identificação e seu efeito pernicioso sobre as propriedades de convergência eliminado ou ao 
menos reduzido. Para tanto o sistema modelado, de forma sirnilar ao tratamento anterior, 
por uma equação de diferenças da forma.: 
/1(‹1`1)z/(1) = 13(‹1`*)“(i) + C(‹1`l)1l(í) (313) 
onde 1¡(i) é ruído branco e 
C(q"1) = 1+ c¡q`l-1-...+ c,Lcq_"° 
A equação (3.1) pode ser vista como um caso particular de (313), com C'(q`1) = 1. O 
polinômio C pode ser visto como um filtro pelo qual passa o ruido branco 1¡(t), de forma que 
o ruído C'(q"1)1¡(i) injetado no modelo (313) não branco. 
Não é possível colocar o modelo (3.13) na forrna de um modelo de regressão porque o 
ruído não é mensurãvel, porém um modelo regressor pode ser obtido por meio de uma apro- 
ximação. O modelo regressor assim obtido constitui uma regressão pscudolzncar. 
Tomando uma estimativa c(t) para o ruído: 
%› zu) = zm) - wa) (sz-1) 
um vetor de .regressão aproximado obtido. A utilização desta. aproximação em (313), fornece 
o modelo regressor: 
1/(1) = *P'(¿)0 (3-14) 
onde os vetores de regressão e de parâmetros foram introduzidos: 
0 Ê [al ana 110 bm, c¡ cual' (315) 
<p(i) Ê Í-y(t-1) -"Y/ft-na) u(I,-111,) rz(t) c('¿-n.c)]/ 
A partir de (314) com as definições acima, pode-se estimar o vetor de parâmetros 
(3.15) pelo algoritmo dos minimos quadrados da mesma forma que no teorema 3.3. Desta 
forma as caracteristicas do ruído são identificadas por meio do polinômio C, juntamente com 
as características dinâmicas do sistema. O algoritmo assim obtido é conhecido corno método 
dos mínivnos quadrados recursiva cstcnrlido.
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Convergência do algoritmo 
Supondo que o sistema a ser identilicado seja descrito exatamente por: 
/\*‹‹z-'ma = 11*‹‹f'››‹z<f»› + 0*‹‹z-'››z‹1z› 
a convergência assintótica da estirnativa fornecida pelo método dos mínimos quadrados recursivo 
estendido para o valor real dos parân'netros é garantida desde que o polinômio C'(q"1) obedeça 
a condição [LJU86]: 
I 
C*(cj°') - l |< 1 Vw E ÉR 
Por outro lado, uma condição necessaria para esta mesma convergência é: 
]ie[C*(ej`”)] > O Vw E 3? 
O método da máxima verossimilhança 
A modificação adequada do método da 1n‹í:1:zm‹z vc1'ossi1m'l/Lança para identificação oﬂ- 
line da origem ao método da m‹í.^z:1Í1na vcrossimil/Lança 1'ecu-rsz'vo. Este método é muito similar, 
do ponto de vista de sua iniplementaçao, ao 1n,c'Lodo dos m1.'1uÍmos quadrados 1'ecu1'sz'vo estendido 
recém apresentado. A única diferença a nível de algoritmo entre estes dois métodos é que este 
último utiliza como vetor regressor em (3.l.‹l) o vetor <p(l), enquanto que o primeiro utiliza o 
vetor ç/›(i):
4 
ao = %-az) 
C(f1"1) 
onde Ô(q'1) é a estimativa corrente para o polinômio C'*(q"1). O vetor pode ser visto 
como a saída do ﬁltro cuja funçao de transferência é Ô`1(‹¡“1), quando excitado por <p(t). 
Não obstante sua semelhança a nível de algoritmo, estes dois métodos possuem mo- 
tivações teóricas e características de convergência bastante díspares. O método da m‹í:1;ima 
ve1'oss2'1m'l/za1zça 1'ecu~rs1Ívo possui melhores características de convergência [LJ USG]. 
3.3 Condições Experimentais para Identiﬁcação 
A identiﬁcação recursiva dos parametros de um sistema. dinâniico não pode ser feita sob 
condições quaisquer. Requisitos são exigidos sobre a operação do sistema durante o processo 
de identiﬁcação. Esta noção ﬁca clara ao se considerar o caso extremo em que a entrada do 
sistema a ser identiﬁcado a partir de um modelo como (3.1) seja identicamente nula. Claro
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está que nenhuma informação sobre a dinâmica do sistema pode ser obtida nesta situação. 
Intuitivamente forma-se a nocao de que 0 sistema deve ser excitado por um sinal suficientemente 
rico a fim de obter-se uma boa identificação. 
Esta noção pode ser formalizada rnatematicamcnte a partir dos conceitos de identi- 
ficação pela abordagem de mínimos quadrados apresentada acima. Nao obstante aquela for- 
malização ser derivada desta abordagem, os resultados valem para métodos de identificação em 
geral. Foi visto que o problema de identificação pela abordagem de mínimos quadrados somente 
tem solução se a matriz de covariância P(t) se mantém não singular ao longo do tempo. Esta 
matriz é formada pelas observações tomadas do sistema. da maneirajá. apresentada, reproduzida 
abaixo por conveniência. 
Pr/«› Ê <‹1›'‹f.›‹1›‹‹>›~' 
‹,{‹1› 
‹I›(-L) Ê ip
2 
‹z/(Í)
i 
‹,o(t) Ê l-y(/,-1) -y(t-na) u(t) u('t-n¿,) c(t) c(t-nc)]I 
/¬« l\3 \_/ 
A matriz de covariância P(t) = (<l)'(t)<I>(t))"l é não singular se e somente se a matriz 
<I>(t) tem posto completo [CI~lE81l]. Esta última matriz é formada pelos diferentes valores do 
vetor de regressão <,o(t) ao longo do tempo, de forma que devem haver pelo menos n vetores de 
regressão linearmente independentes entre si para que <I›(t) tenha posto completo. Para tanto, 
o vetor de regressão deve ser um sinal suﬁcientemente rico, ou seja, os valores das cornponentes 
deste vetor devem variar no ternpo sulicienteinente. O conceito de persistência de excitação 
apresentado a seguir formaliza esta idéia. 
Definição 3.1 [NO1t8Õ] Um sinal 6 dito pers1ÍsI.ente1ne11,l.e ezrcitaflo (te ordem 11 se e so- 
mente se as duas condições .seguintes são satisfeita.s: 
1. os limites 
2 
›_- 
IMZ H 1¡,, = (3.1G) 
1
N 
1' = lim - - 1] + tt) -11,] (317) xx N_.°° N t=`l 1; 
existem para 1 É lc í 11,, lt' E N.
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2. a matriz n × n lim. 
I?,$_.,, Ê [a,-J-] ; a,-¡ = 1¬m.(i - 1 É i,j É n 
e' definida positiva.
o 
Óbservação 3.1 Aqui e no restante deste trabal/1,0 os processos estocdsticos considerados serão 
supostos e-rgódicos [P/›1P65]. 
Observação 3.2 Sob a /1,1Ípo'tese de ergodicidade, os limites 1;, e rm definidos em (316) e 
(317), quando ernistem, correspondem respectivamení.e à média e à variância do processo es- 
tocástico ` 
vz = El-f(i)] 
7`wr(k) = _ 7Í.v)('7¡(L + kl _ 7l1')l 
li/[ais ainda, a matriz Itu; É a matriz de cova.r1Í‹111,e1Ía,s do processo: 
Íízz = EÍ(X(/f)-'lz)(X(¿)-1lz)'] 
onde 
, A ' À(z)z 
[ 
za) z,-(z-1) .z-(z-1z+1)} 
1¡,,('t) Ê 
[ 
111. 1;, nx 1, 
O segilinte teorema. fornece um critério no domínio da freqüência para a ve1'iﬁcaçã.o da 
persistência de excitação de um dado sinal. 
Teorema 3.4 [NO1Z8(›`, G0O8J] Seja o sinal escalar em tempo discreto e seu espectro 
de freqn`êneias <I›,(w)'. Sejam também T 0 período de amostragem do sinal :v(t), de forma que 
_ , A . . 
<l>,(w) tem perzodo 2.¡'.¿, e W: [-,Í-,; o zntervalo de frequenczas fundamental do espectro <I>,(w). 
Seja ainda <1>¡(w) a densidade espectral do sinal Ê :v(!,) - nx. Então ve-riƒica-se a relação: 
*1'f(w) = *1'z(w)- <5(w) 
' com representando a função delta de Dírac.
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Uma condição necessária e suficiente para que o sinal seja persistentemente exci- 
tado de ordem 11 e' que a densidade espectral 42,-,(w) seja não nula em pelo menos n freqiiéncias 
distintas em W. 
Demonstração: 
Suficiência: A suficiência do teorema e' demonstrada por eontradiçao. Sejam admiti~ 
das as seguintes hipóteses: 
1. não e' persistentemente excitado de ordem n 
2. <I>¡(w) 6 não nula em pelo menos n frequências distintas no intervalo [-%; 
A hipótese 1 implica, por definição, que a matriz de covariância Ru do processo 
e' singular, ou seja, emiste um vetor cr E ÊR" diferente do vetor nulo tal que: 
a'1z,.,a z 0 (3.1s) 
A expressao (318) pode ser reescrita como: 
¢×'1ízz<1 = ¢Y'¡3[(X(i) -'1z)(X(i) - vz-)'1¢Y = 15l(°Y'(f\'(*)-1lz))2] (3-19) 
A esperança no último termo de (319) é nula se e somente se seu argumento e' identica- 
mente nulo, uma vez que este argumento é sempre não negativo. O processo y(t) = o/(X(t)-17,) 
e' portanto i‹tenticamente nulo. Este processo pode ser visto como a saída de um filtro I-I(z): 
I-I(z`l) = oq + azƒl + . . . + oz,,z`(""1) 
quando excitado pelo processo :Ê = - 11,, ou seja, g(t) = H(q'1):í;('t). A densidade espectral 
de y(t) e' então <I>,,(w) =| I1(e'Í'*") I2 O teorema, de Parseval [LA T68] fornece: 
1 â _ 
@~'1z,,‹.z z _ / ' |11(‹z-M) |2 ‹1›í.(w)zza (120) 21r _; 
/1 densidade espectral <I>¡.(w) e' não negativa para qualquer freqiiencia [P/lPó`5f. /lssim, 
a integral em (320) somente se anula no caso em que a função H(w) e' nula em todas as 
frequências para as quais a densidade espectral <I>¡(w) for não nula dentro do intervalo de 
integração. 1I(e`Í“") e' um polinômio de ordem n - 1 e portanto somente se anula para no 
mãzvimo n - 1 freqiiências distintas. Isto implica que <I›¡.(w) deve ser não nulo em no mdzvimo 
n - 1 freqiiências distintas no intervalo de integração [-ä-; para que a equação seja 
obedecida. Esta última implicação contradiz a hipótese 2. Assim, a veracidade da hipótese 2 é 
condição suficiente para que a hipótese 1 se verifique.
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Necessidade: Suponha-se que a hipótese 2 não se verifique. A análise de (320) 
mostra claramente que neste caso sempre pode ser encontrado um vetor oz diferente do vetor 
nulo tal que se verifique. A matriz de covariância e' então singular e por conseguinte o 
sinal :v(t) não é persistentemente excitado de ordem n. Assim sendo, a veracidade da hipótese 
2 é condição necessária para a que a hipótese 1 se veriﬁque.
Ú 
Observação 3.3 O teorema 3.4 pode ser estendido para o caso de sinais vetoriais, pore'm neste 
caso a condição e' apenas suficiente [NOR86]. No caso de identificação de sistemas dinâmicos, 
o vetor de regressão e' um sinal vetorial e portanto apenas a suficiência se aplica.
o 
Um vetor de regressão persistentemente excitado de ordem n fornece, por definição, 
uma matriz de covariância de posto n. Disto segue que um tal vetor de regressão permite a 
identificação de n parâmetros. Tomando por simplicidade C(q"1) = 1, o vetor de regressão é 
formado por n¡, amostras do sinal de entrada e na amostras do sinal de saída: 
zoa) = Wi) a<i›]' 
au) â [-ie-1) -zm-›z,>]' 
go,,(t) Ê {u(t) u(t-‹n¡,)l/ 
A ﬁm de que os n = na + nz, parâmetros sejam identificados, 0 vetor de regressao 
np deve ser persistentemente excitado de ordem n. Para que isto ocorra, os valores tanto 
da entrada u(t) quanto da saída y(t) devem variar ao longo do tempo. Assim, a entrada 
do sistema deve não apenas ser um sinal persistentemente excitado, mas também deve excitar 
adequadamente os modos do sistema, caso contrário a saída sera pouco afetada por esta entrada 
e conseqüentemente o sinal y(t) terá pouca persistência de excitação. Por exemplo se u(t) = 
kz;/(t) com lc um real constante, ou seja, uma retroação estática de saída, então <p,,(t) = k‹,oy(t) 
e a matriz (I) claramente tera posto menor que ou no maximo igual a 1nax(na,nz,). 
O conceito de persistência de excitação, da maneira acima colocada, permite verificar 
se a identificação de um dado sistema é possível em determinadas condições. Porém nada é dito 
a respeito da rapidez e acurácia da identificação. Intuitivamente pode-se inferir que a identi- 
ficação será, tão mais rapida e acurada quanto maior for a excitação do vetor regressor. Com 
efeito, experimentos de simulação e aplicações praticas de identificação recursiva demonstram 
a correção desta hipótese.
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As colocaçoes acima. trazem ii. tona algumas questões cruciais para a identiﬁcação re- 
cursiva: 
o a entrada do sistema deve ter persistêiicia de excitação suficiente 
o todos os modos do sistema dev‹:ni ser excitados pela. entrada 
O quando a entrada é gerada a. partir da saída, ou seja, com um sistema em malha fechada, 
a persistência de excitação do vetor de regressão pode ser prejudicada 
Esta última questão, relativa ã i‹lcnLiÍ/icação em malha fechada, ou seja, a interação 
entre os processos de identificação e controle em controladores auto-ajustaveis, é explorada 
no seguimento deste traballio para o caso particular de controle por alocação de pólos. O 
estudo analítico rigoroso desta questão é assaz iiitriiicado e poucos resultados significativos são 
conhecidos. Um tratamento formal da matéria é apresentado em [GOO77]. Neste trabalho esta 
questão sera abordada de maneira lieuristica. 
Um outro aspecto relativo ` a persistência de excitação do vetor regressor na identificação 
de sistemas dinãmicos é abordado na próxima subseção. 
3.3.1 Geração de Ruído Pseudo-Aleatório 
Urna forma de garantir a persistência de excitação do sinal de entrada é a adição de 
ruído a este sinal. Desta. forma condições experimentais adequadas ã identificação podem ser 
obtidas mesmo em condições estacioiiárias de operação, quando o sinal de entrada for constante 
ou quase constantea. A amplitude deste ruído deve ser suﬁcientemente pequena. para que a 
regulação do sistema não seja prejudicada e suficienteniente grande para excitar o sistema. 
Dado que o ruído tenha uma amplitude adequada, a persistência de excitação do sinal 
de entrada. é garantida desde que o espectro de freqiiêiicias do ruido tenha um número suficiente 
de componentes. Porém para que o sinal de saída também tenha suficiente persistência de 
excitação este ruído deve excitar todos os .modos naturais do sistema. Assim é conveniente 
gerar 0 ruído a ser injetado no sistema com um particular espectro freqüencial, escolhido a 
p1'io1'i de acordo corn a banda passante do sistema a ser identificado. 
Ruído 1›in‹í1'i0 pseudo-aleatório (PRBS4) tem sido utilizado para auxiliar' a identificação 
de sistemas di11â.micos [DAV70], e em particular no caso de sistemas de potência [BAR89]. Um 
3Esta noção ficará mais clara quando da aplicação de controle auto-ajustável a sistemas de potência, discutida 
nos capítulos 4 e 5 deste traballio. 
4Do inglês Pseudo I¡.aiidoni Binary Sequcnce '
48 
PRES é um sinal discreto que pode assumir apenas dois valores, formando uma seqüência no 
tempo que se repete a cada período de N arnostras. O espectro de freqüências de um tal sinal 
é aproximadamente plano na faixa de [reqiiências [f0; _f,,,,,,,], com: 
I
1 
. 0 = ¬* NI' 
_L 
.f77L(L$ 311 
o11de T é o tempo de amostragem do sinal. É importante notar que o espectro do PRES não 
contém freqüências abaixo de fo. O l-*RBS deve então ser gerado de forma que a faixa de 
freqüências [f0; fmaxj englobe todos os possíveis modos do sistema. a ser identificado. A geração 
deste sinal com uma banda de freqüências pré-especificada é detalhada em [D/\V70, BAR89, 
11011871. 
3.4 Estratégias de Controle 
A nomenclatura controle auto-ajustável nasceu sob a égide da teoria dc controle cs- 
Locástico, e é atribuida a Karl J. Ãström e Björn Wittenmarl‹ pelo seu trabalho original [AST73] 
em que é proposto um regulador cujo objetivo é minimizar a variância da saída do processo. 
A pesquisa na area concentrou-se então numa formulação estocastica do problema, dando ori- 
gem a numerosos algoritmos de controle baseados em idéias de otimização. Controladores de 
mínima variância e lineares quadrríticos gaussianos foram propostos. Não obstante o progresso 
destas idéias, sua inerente diliculdade no tratamento de sistemas de fase não mínima e sua 
complexidade computacional lirnitaram a' aplicação destes métodos. 
Muitos problemas de controle não se enquadram na formulação de controle estocastico. 
O problema de servomecanismo não é propriamente tratado por esta formulação, ao contrario 
do problema de regulação abordado nos trabalhos citados acima. O sucesso teórico destes 
algoritmos encorajou a aplicação da idéia do controle auto-ajustável também a estes casos. 
Baseados no princípio da equivalência surgiram trabalhos aplicando técnicas de controle clássico 
ao ajuste dos parâmetros do controlador a cada instante [AST 80, WIT84]. Os controladores 
assim obtidos são aplicáveis em muitas situações nas quais os controladores auto-ajustáveis 
baseados em idéias de otimizaçao não são adequados. 
Devido a sua importância o método de alocação de pólos sera descrito individualmente 
na. próxima. seção, sendo aqui apenas expostas algumas de suas características. Numerosos 
trabalhos têm sido publicados com esta abordagem [WAR81, AST80, M/\L92]. Devido a sua 
origem no controle clássico, esta abordagem tem maior apelo para o engenheiro de controle. Esta
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estratégia ‹le controle é mais simples computacioiralrnerlte e elimina a restrição de invertibilidade 
estável de modelo presente em algoritmos de otimizaç.ão [GOO84l]. /\de|na.is co.ntroladores 
ótimos tendem a gerar sinais de atuação com varia‹,'ões mais rápidas, o que não é interessante 
do ponto de vista prático. Por outro lado, a. lo¡fr1nula‹,<ã‹) obtida pela abordagem de alocação de 
pólos permite um procedimento de projeto mais sistemá.tico do que a maioria dos métodos de 
controle classico, que exigem d‹› projetista um grau maior de i|rl.1.r.iç.ã‹›. Esta última. ‹:a.ra.cter.ísti‹:a 
torna o método de alocação de pólos adequado para in'1plementa‹,fão em controladores auto- 
ajustáveis, onde o ajuste dos _parâ..n1etros do controlador deve ser leito automaticarnente por 
um algoritmo coinputacional a cada instante de tempo. 
3.4.1 Alocação de Pólos 
Conforme expla..nado previamente, no controle auto-ajustável os parâmetros do sistema. 
são identificados em tempo rea.l e os do controlador ajustados, também em tempo real, supondo 
que aqueles parâmetros oriundos da ider1tiÍica.cão sejam os pa|.'â.mel..17os reais do sistema.. Os pro- 
cedimentos de identificação e controle são então analisados e levados a eleito de forma. separada. 
Segumdo esta linha., o processo de 1dent1lica‹,'ao .loi apresentado de maneira independente no 
início deste capítulo. Da mesma lornia, será. descrito a seguir o proc.e.dirne.nto de a.loc.a.ç.ã.o de 
pólos para sistemas com parâmetros conhecidos. 
o sistema. dinâmico de tempo discreto descrito pela equação de diferenças: 
/1(‹1"')y(/1) =13(‹1")U(i) 
/l(‹_¡”l) : l -I- ‹L¡‹1"l + . . . -|- ‹.1.,,¶q`"'“ 
I3(‹¡`l) = bo -|- l›_¡q`1 -l‹ . . . -l- b,,bq`""' 
O problema de alocação de pólos consiste em obter uma retroação dinâmica de saída: 
1='‹‹f*>«z‹ › = ~G‹q~*>«J<f› ah 
onde 
F(‹z“) = 1+ f1‹f*+...+ f..,‹1'"f 
G(‹1") = 90 -I- ¶1‹1`1+---+ yzz.‹1`"” 
tal que os pólos do sistema em malha fechada, dados pelas raízes do polinô.mio T: 
'I' = B G' + /l. F (321)
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ocupem posições pré-especiíicadas no plano complexo. 
O problema pode ser colocado de forma mais rigorosa. como segue. 
Problema 3.1 São dados os polinômios /l e B e o conjunto A: 
Aâ{n.“ÀM} 
De_ﬁne-se 0 polinômio T: TâuG+AF 
onde F e G' são poliviômios a p1'incz'pi‹› quaisquer. Seja l` o conjunto de todas as raízes do 
polinômio T. O p1“o1›lema então consiste em ac/za1'¡›olinô1n.ios F e G de grau minimo tais que: 
ACF 
A equação (321) é conhecida por equação dioƒantina. Para obter o controlador que 
aloca os pólos nas posições desejadas, é necessário resolver esta equação para F e G. Para tanto, 
os termos de mesma potência do operador nos dois lados desta equação são igualados, obtendo- 
se um sistema de equações lineares onde as incógnitas são os coeficientes destes polinômios: 
`1 0 0 a 0 ..0'*h- 'n 
a¡ 1 .. O (›¡ bu 0 fz 12 
0.2 (11 O bz bi . O
: 
° I 1 1 2 i M z * am) a,,a_¡ a,,a_2 . O bm, t›,,b_¡ 0 go -gua 
(Lua (lz,¡,ﬂ_1 . 1 0 bnb bg .ql i 
. 
0 | 
. . . 
0 0 ..%ﬂo 0 .o_,%_ _%_ 
Observa ão 3.4 Em 3.22 oi assami‹1o n > 11. ›a1'a a constru. ão (lo sistema de e ua ões a b 1 
lineares. Isto foi feito com o único p1“opo'sito de tornar mais co1'n,p1'eensível a apresentação do 
sistema.
o
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Observação 3.5 Ó 1›oI1Ínôm1Í0 ca'racI.e1'ís1.z'c0 do sistema em malha fec/1,a‹la T(q") é de onicvn 
nf, -|- ng - nc, onde nc é o nlivncro dc f‹1.Lo1'cs comuns aos polz`nô1mÍos /l c 17'. O sisíenza em 
mal/1.a fechada tem p‹›1'1.‹1,n{.o ng - nc pólos u, 1n‹,n's que ‹.1,‹11/,ele em mufl/zu. u,(›e~rI.‹l..
Ó 
l7'a,1'a, que o sistema. ten_|m uma, ú.ui‹:a. solllção ó nee‹:,ssá.rio que o m'1me1“o de inc.óg11_ita.s 
deste sistema seja igual ao seu núluero de ‹:‹fL1a,çÕes. /\ a.ná.|ise do sistema. (322) revela. que o 
mesmo tem nf -|- ng + 1 iueógnitâs e nf equa.‹_;.Ões, onde nf é dado por: 
nf :1n‹;1,.'1r(n,, -|- nf; nf, ›|- ng) 
Para. que o co11trola,do1f seja de ordem xuíuima, F e G são tomados de grau mín.imo, 
1`esulta,ndo em um número ta.n1bé.n1 lníuimo de ineógnitas no sistema (322). Isto significa, que 
Qâ O U1 rú- ›ecil"1‹';ado: 
nf -}- nf, + l. = 11z.z'11,(1'›z‹1,:1;(mz + nf; nf, + n¿,)) 
l)a.1fa dete1'.n'1i.||zu` os graus dos poliuômios 1›a,|ƒ¿m os quais este 111í11i111‹› é obtido, a. exp1'essà.o 
nz.a.n;(n.,,, + nf; nf, +119) aflmlisada.. Os gra.|.1s de F e G' p‹›dem ser esco.|l1idos de formas distilltas 
gera.n‹l_o três distin.ta.s siI',ua,çõ‹:s: 
1. na + n.f > nf, -I~ ng 
n.f + ng + 1 = 1'n,‹zr|;(nf, -I- nf; nf, + ng) = n.,_,, + nf 
logo ng = nf, ~ 1 e nf > nf, ~ 1 
2. na -{- nf < n.f, + nf, 
nf + ng -|- l. =1na,:L'(n,, + nf; nf, + ng) = nf, -I‹ ng 
logo nf == nf, - 1. e ng > na - 1 
3. na + nf = n.f, + ng 
nf + ny + 1 = m.‹1;L'(nf, + nf; nf, + ng) : na + nf : nf, ~I~ ng 
logo ng = na - lu e nf = nf, 
/\ escolha ‹ ue [o1'1.|‹:‹;e os menores fraus “›a.ra. os ›oli.uômios do ‹;o.ul.1'ola.dor e ›orta.|1to Éà l l 
um co11trola,do.r de menor ordem é a. escolha 11ún'1e1'o 3. Com esta es‹:oll.1a. obtém-se um sistema, 
em mallla. [e‹;l1a.da. de ordem nf = nf, + nf,, ou seja, com nf, pólos â mais que o sistema, em luêmllla, 
aberta. O polirlõlnio de ma,ll1a, l.eeha,(la, '1' pode ser f‹1to1'a.do: 
T T2 /l¿ /'lo
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onde /ld contém os pólos escolhidos para a dinâ.mica do sistema e /lo é clrarnado poI1Ín.ôm1Í0 
0l›se1'v‹1.‹lov', pois pode ser vist.o como o po_|inô.mio característico de um observador de estados 
para urna. certa. rea.lizaçâ.o da lu11çã‹) de transferência do sistema [G()()8f-l, /\,ST89]. As raízes 
deste polinômio devem ser os|,›eciÍi‹:a.‹_la.s j1|nta.rnent.‹: ‹:om as do |›o_linômi‹› /\¿, porém a escolha. 
destas ra1'7.,es não é crítica para o coiriportamento do sistema. como um todo [AS'l.`8U]. Uma. 
escolha. .natural é /lo = 1., alocando to‹_Ios os _|'›‹.'›|os de /lo na origem do plano Z. 
3.5 Conexão de Identiﬁcação e Controle 
Um algoritmo de controle auto-ajustável por alocação de pólos é obtido identiliicando o 
sistema. a ser cont.rola.do por meio do .método dos 1;n_íni.n'ios quadrados recursivo e calculando os 
parâ.metros do controlador que a.locan1 os pólos de malha l`ecl1ada em posições pré-deterrninadas 
do plano complexo, util.iza..ndo a esl.i|11a.ç.ã.o como se fossem os parâmetros reais do sistema. Q 
algoritmo consiste em proceder a cada. instante de amostragem as seguintes operaçoes: 
1.. amostrar u(i.) e y(!,) 
2. atualizar os pa.râ.n1ot.ros da icle|\tiÍi‹:a.çã.‹› pelo n'1‹':I.‹›do dos mínimos ‹]nadrados recursivo 
3. montar e resolver o sistema de e‹.p.ia.ções lineares (322) a. pa.rtir da ident_iÍi‹;a‹;ã.o obtida. 
no passo anterior, obtendo assim os parâmetros do controlador 
4. calcular o valor da variá.vel de controle por meio da equa.<_;ã.o de diferenças do controlador 
5. aplicar ao sistema o controle recém calculado 
O sistema. em mallia fecliada resultante da aplicação de um controlador auto-ajustável 
é extremamente complexo devido à. característica fortemente não linea.r introduzida pela es- 
tin.1açã,o de pa.râ.metros e subseqiiente ajuste do controlador. A analise de estabilidade ede- 
sempenho destes sistemas é assaz intrincada. Apenas resultados relativos à. estabilidade são 
conhecidos. Esta ‹.p_iestã.o é t_rata‹.la em profundidade em [GO()77, GOOSIH. Corno exemplo 
dos resultados de estabilidade e ‹_:‹›r1verg;ê.ncia. para diversos algoritmos de controle auto-ajust.á.vel 
é apresentado o teorema a. seguir. _» - 
Teorema 3.5 [GOO8/] .5'ej‹i 0 s1Ís1c1n.‹L ‹lis‹;1~eio l1Í-ncrm' 1Ínva1'1Í‹mí.c no tempo: 
/\(f1`l)y(f›) =-Í-3(‹1")'1ﬂ('/z)
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C0 771, 
/l(q"l) = 1+ a¡q" + -|- c:,,L0q`"“ 
B(q`l) = bu + l›¡q"l + . . . + l›m¡q`"" 
onde os coeficientes dos polinômios /l c B são rlescon/z.cci‹los. São feitas as seguintes /zsipcítese: 
O A e B são polinómios primos entre si 
A , . O 1' = max(na,n,,) e conhecido 
Supondo que a estimativa forneça sempre polinôvnios /l e B coprimos e que os coe- 
ficientes dos polinômios obtidos para o controlador sejam limitados, o algoritmo de controle 
auto-ajustável descrito acima fornece: 
o u(t) limitada 
o y(t) limitada 
o o polinômio característico ‹lo sistema em mal/ia fechada tende para T 
El 
O resultado é restrito a sistemas invariantes no tempo e nada é dito sobre a rapidez da 
convergência assegurada pelo teorema. Não obstante, resultados com este são interessantes do 
ponto de vista acadêmico, visto que o born comportarnento de um dado algoritmo em condições 
idealizadas aponta para a possibilidade de sua aplicação, enquanto que a situação contraria veta 
sua utilizaçao. 
Foi colocado anteriormente neste trabalho que uma condição para a correta identi- 
ficação dos parâmetros de urn sistema dinâmico é que os modos de resposta natural (leste 
sistema devem ser suficientemente excitados pela entrada. lsto porém faz com que 0 sistema 
responda mais pronunciadamente às entradas, pois suas freqiiên cias naturais estäo sendo exci- 
tadas, de forrna que a regulação fica prejudicada. Ou seja, do ponto de vista do controle estas 
freqüências que auxiliam a identificação são prejudiciais ao desempenho do sistema.. Sob esta 
ótica a identificação em tempo real e o controle aparecem corno objetivos antagônicos. Um com- 
promisso entre regulação e identificação deve então ser buscado. A busca deste compromisso 
no contexto de controle ótimo da origem ao chamado controle dual [GOOS4-], que constitui uma 
teoria intrincada e sem muitos resultados palpáveis. O problema da conexão de identificação 
e controle será, portanto tratado apenas de maneira heurística nas aplicações apresentadas nos 
capítulos subseqüentes deste trabalho.
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3.6 Conclusão 
Neste capítulo a teoria de controle auto-ajustável foi discutida.. O controle a.uto- 
ajustável consiste basicamente de duas etapas: identiﬁcação e controle. O sistema. é identi- 
ﬁcado em tempo real e o controle calculado como se os parâmetros oriundos da identilicaç.ã.o 
fossem os verdadeiros parâmetros. Diversos algoritmos de identificação e controle podem ser 
combinados obtendo caracteristicas distintas para 0 sistema em malha fechada. Ênfase foi dada 
à idelltilicaçäo pelo método dos mínimos quadrados e a estratégia de controle por alocação de 
pólos devido à sua simplicidade e eficiência e à larga utilização destas técnicas. As etapas de 
controle e identilicação são analisadas e levadas a eleito individualmente, com base no p1'inc1.'pio 
da equivalência, apesar de sua interação ser reconhecida. Este procedimento se justifica pela 
complexidade analítica dos controladores auto-ajustavcis. 
Sob um certo )onto de vista identilica ao em tem ›o real e refula ao são ob`etivos1 
antagônicos. O projeto de um co11trola.dor auto-ajustável deve portanto levar em conta, ainda 
que de maneira heurística, a interação entre os procedimentos de controle e identiﬁcaçao.
i
Capítulo 4 
Aplicação de Controle Auto-Ajustável 
a Sistemas de Potência 
4.1 Introdução 
A modelagem dos fenômenos de estabilidade dinâmica, releva.ntes pa.ra a aplicação de 
estabilizadores de sistemas de potência, foi discutida anteriormente neste traballio. Conforme 
discutido naquela oportunidade, modelos de ordem reduzida e linearizados são utilizados que 
representam de forma aproximadaa diiiâmica associada. a estes fenômenos. Tal modelagem, 
associada. a ferramentas de controle clássico e um conliecimento empírico do processo, é muitas 
vezes suficiente para a obtenção de amortecimento satisfatório das oscilações eletromecânicas. 
Controladores obtidos a partir desta modelagem têm seu desempenho degradado pela variação 
do ponto de operação e mudanças topológicas no sistema. Esta degradação tende a ser maior 
com a crescente complexidade dos sistemas elétricos de potência., eventualmente vindo a tornar- 
se inaceitável. 
Esta realidade demanda o desenvolvimento de modelos mais realistas para os fenômenos 
de estabilidade dinâmica. Métodos de projeto mais sistem."-'tticos também devem ser buscados a 
fim de lidar de forma adequada com a complexidade crescente dos sistemas. A aplicação de con- 
trole auto-aj ustavel à estabilização de sistemas de potência vem responder a esta necessidade. 
Nesta abordagem o sistema é ainda modelado por um sistema li11ear, porém as variações de 
características dinâmicas sao levadas em consideraçã.o por meio da identiÍicaçã.o das mesmas a 
cada instante de tempo. Esta modelagem mais realista diminui a necessidade de procedimentos 
empíricos e permite a aplicação de técnicas mais sistemáticas de controle. 
A aplicação dos métodos descritos no capítulo anterior a síntese de estabilizadores de 
C7! CI!
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sistema.s de potência exige a adequação daqueles algoritmos às particularidades destes sistemas. 
O objetivo deste capítulo é justamente descrever estas pa.rticularidades e de que forma os algorit- 
mos podem ser-llie adequados. interessante notar que as técnicas de controle auto-ajustável 
podem ser igualmente aplica.da.s a síntese de outros tipos de co11trola.dores utilizados para a 
estabilização de sistcrnas de pot‹`:n‹;ia, como os c‹›1n.pcns‹1,‹lo1'cs cs1.‹í¿1Ícos de 1'eal,z'vo [SIL92a.]. 
Este capítulo é organizado como segue. Na seção /1.2 características dinâmicas dos 
sistemas de potência e aspectos relativos a modelagem adotada para o sistema, relevantes para 
o processo de identilicaçao, são discutidos. A partir desta analise estratégias utilizaveis para 
adequar o processo de identilicaçao ao ca.so particular dos sistemas de potência. são apresentadas. 
Toda a discussão se da em torno do método de rnínimos quadrados. Analise similar é levada a 
efeito para a escolha da estratégia e parametros de controle na seção 4.3. Da mesma forma que 
no capítulo anterior o algoritmo de alocaçã.o de pólos é apresentado em separado devido a sua 
importancia. Isto é leito na seção fl-.fl-. Por último a interaç.ã.o entre os métodos de identiﬁcaçao 
e controle apresentados discutida.
' 
4.2 Modelagem e Iclentiﬁcação 
Para ﬁns de projeto de estabilizadores, o sistema. de potência é modelado como uma 
função de tra.ns'lerência pulsada entre a referência. de tensão, onde vai ser aplicado 0 sinal 
esta.bi.liza.dor, e a variavel de saída. escolhida para rea.lin'1enta.çao. A esta função de tra11s'lerência 
é adicionado um ruído colo1'zÍ‹lo, obtendo-se o modelo abaixo: 
az) = §¡;¡~‹z› + §(~¡›z‹z› <4z1› 
/5 
bm 
\_/ A 
NN 
\-/ 
Este modelo é equivalente aquele de (313) no capítulo anterior. O gerador ao qual sera 
adicionado o ESP e o sistema de potência do qual este gerador faz parte são então encarados 
como uma cama p1¬cI.a com a. funçao de transferência (‹l.l). Desta. forma o problema de controle 
do gerador é enquadrado na estrutura de controle tradiciona.l, ilustrada na ligura 4.1, com uma 
planta cuja funçao de transferência é G'(z) e um com pensador em realimentaçã.o com função de 
transferência ]1(z). 
A função de transferência. a. ser identificada é entao aquela da planta. G(z). Em um 
sistema de potência com problemas de instabilidade dinamica, oscilações pouco amortecidas 
dominam a resposta do sistema. Isto implica que a planta G'(z) devera ter um par de pólos 
complexos domina.11tes, de forma. a representar esta característica do sistema. Eventualmente 
rnodos de oscilação inter-area também serao observaveis e mais um par de pólos complexos 
deverá ser identificado para G(z).
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Figura 4.1: Estrutura classica de controle 
Seguindo o procedimento de modelagem do sistema, a ordem da funç.ã,o de transferência 
G(z) deve ser escolhida.. Esta escolha deve ser guiada. pelas características da resposta dinârnica 
do sistema a perturbações. Em princípio esta resposta. é inÍ*luenciada pelos inúmeros modos do 
sistema. Porém apenas alguns poucos tem contribuições significativas para a resposta observada. 
em um dado gerador. O comporta.mcnto do sistema pode entã.o ser representado adequadamente 
por um modelo como (4.l) de baixa ordem. 
'l`ipicamente a resposta do sistema é dorninada por um modo dc oscilação local, asso- 
ciado ao gerador em estudo, com Íreqüêiicia na faixa de [0/lllz : 2.5]ÊI'z]. Um modelo de terceira 
ordem é então suficiente e os pólos identiíicados deverão ter as seguintes caracteristicas: 
o um par complexo com módulo próximo à. unidade representando as oscilações pouco 
amortecidas, eventualmente com módulo maior que a. unidade quando esta.s oscilações 
forem crescentes 
o um pólo real representando toda. a dinamica restante do sistema 
Em certos casos um outro modo de oscilação, associado as trocas de energia entre gru- 
)os de eradores tem contribui ao im )ortante na res ›osta do sistema. Neste caso um modelo l I 
de uinta ordem seria adec ua.do vara identiﬁcar cada um dos modos de oscila ão observaveis. (1 1 l 
Um modelo de terceira ordem ainda pode ser usado; um par de pólos complexos identificado
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representaria. então o efeito conjugado dos dois modos de oscil¿1.çã.o. Esta última escolha pode 
levar a resultados inacurados de i‹le1itiﬁca.ça‹› quando as freqüências destes dois modos forem 
significativamente diferentes. 
É importa.nte lembrar que no atual contexto a. 1Í‹,le'n.l.1Í_[i‹:‹1.çâ{o do sistcvna não c' um jim 
em si mas ‹1.¡›c11.‹1,s um 1n.‹:1Í‹› ]›a.1'‹¡. ‹:‹›-u.lxr‹›/‹1.-1' 0 s1Ísl.c1n.n.. lVlodelos de ordem mais elevada, a.inda 
que de maior acuracia quanto E1. modelagem, podem leva.r a dificuldades no controle; Por esta 
razao a escolha. da ordem do modelo deve levar em consideração a. estrategia. de controle a ser 
utilizada. Resultados satisfatórios têm sido obtidos utilizando modelos de terceira ordem em 
‹;o.nexã.o com controle por ê1.l‹›ca.çã.o de pólos [B/\ll.S9]. 
O equivalente temporal do modelo (/‹l‹.l.) pode ser colocado 11a forma de um modelo 
regressor, adequada aos procedimentos de identificação recursiva: 
HU) = <P'('f)0 (4-2) 
onde: 
0 = [cz-1 an" bu bm, c¡ cncll 
‹p(i) -A-= l-y(t-1) -y(L-nu) u.(L) u(t-n¡,) c(t) c(t-nC)l, 
Q ruído injetado no modelo representa as diversas fontes de ruido do sistema real, 
filtradas pela dinamica do próprio sistema., além do erro de modelagem. A fim de obter uma 
identiﬁca.çã.o eficiente dos parâmetros do modelo (112) para o sistema de potência, parâmetros do 
estimador devem ser ajustados e procedimentos estranhos ao método matemático em si devem 
ser levados a cabo de acordo corn as peculiaridades do sistema. Alguns aspectos importantes 
deste procedimento são abordados a seguir. 
4.2.1 Redução de Modelo 
Ó modelo adotado para. o sistema de potência uma aproximação de seu comporta- 
mento na faixa de freqüências envolvida nos fenômenos de instabilidade dinamica. Esta subma- 
rlelagcm, do sistema pode causar problemas à. identifi‹;açã.o, conforme mencionado no Capítulo 
3 deste trabalho. Naquela ocasiao foi colocado que, devido a estes efeitos adversos da sub- 
modelagem, o processo de identificaçao em malha fecl1a.da. favorecido pela adição de ruído 
pseudo-aleatório a entrada do sistema, de forma. a manter a. persistência de excita.ç.ã.o. Foram 
também estabelecidas as características desejáveis para este ruído. 
No caso particular de um sistema de potência o ruído pseudo-aleatório adicionado ao 
sistema- deve ter um espectro de freqüências plano na faixa. de [0.<l-Hz : 2.5Hz], de forma. a
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excitar eqiiitativamente todas as freqüências nesta faixa. Não é interessante excitar modos do 
sistema acima desta faixa. Por isto o ruido a ser injetado deve ser gerado de forma que seu 
espectro tenha maxima planura na faixa de interesse. 
Devido à submodelagem do sistema, os valores identificados pelo método dos mínimos 
quadrados dependem do espectro do sinal de entrada do sistema [BfT90]. A adição de ruído 
com caracteristicas adequadas garante a excitação de todos os modos do sistema. Porém 0 sinal 
de retroaçao também tem contribuição no espectro do sinal de entrada da planta, de forma que 
em malha fechada este espectro deixa de ser plano. Uma conseqüência desta realidade é que 
os valores idevztiﬁcados para os pa-rávnelvvs em malha fechada são diferentes daqueles obtidos 
em malha aberta. Este efeito, observado em simulações de sistemas de potência, de certa forma 
coloca em xeque o princípio da equivalência utilizado em controladores auto-ajustaveis. 
O erro de modelagem pode ser incluído no ruído 1] do modelo (4~.1). Em sistemas que 
podem ser encarados como maquina-barramento-inﬁnito, este ruído de modelagem não é tão sig- 
niﬁcativo. Em sistemas multimaquinas porém a subrnodelagem é mais critica e a consideração 
das caracteristicas deste ruído cresce em importancia. Por esta razão, além daquelas apresen- 
tadas na próxima subseção, a identificação destas características através de algum dos métodos 
discutidos na subseção 3.2.6 do capitulo 3 (nn'r1irnos quadrados estendido ou maxima verossi- 
milhança recursivo) parece indicada. Não obstante, a utilização destes métodos em sistemas 
multimaquinas tem sido pouco explorada na literatura. 
4.2.2 Ruído 
Um sistema de potência é distribuído no espaço e por todo o sistema existem fontes 
de ruído. Estes sinais de ruído injetados em diferentes pontos do sistema chegam a cada 
um dos subsistemas filtrados pela dinamica do sistema global. Mesmo que este ruído tenha 
caracteristicas muito próximas a um ruí‹lo branco, o sinal injetado por esta fonte de ruido em 
um dado gerador depende das características dinâanicas do sistema através do qual passou este 
ruido desde sua fonte até chegar a este gerador. Assim, o sinal de ruído do ponto de vista 
de um gerador em um sistema multimáquinas diﬁcilmente pode ser considerado ruído branco. 
Neste caso é interessante que 0 ruído seja modelado. A utilização de método dos minimos 
quadrados estendido ou do método da maxima verossimilhança parece portanto aconselhável 
na identificação de sistemas multimaquinas.
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~ 4.2.3 Variação dos Parâmetros 
Os parâmetros de um sistema linear como (4.1) podem variar basicamente de duas ma- 
neiras distintas. Alguns sistemas apresentam varia.çöes súbitas e eventuais nos seus parãmetros. 
Neste caso é recomendada a reinicialização da matriz de covariãncia do identificador para que 
o mesmo tenha a capacidade de rastrear os novos parametros do sistema. Outra classe de 
sistemas tem seus parâ.metros variando de maneira lenta e constante, situação na qual é conve- 
~
‹ niente o uso de um fator de esquecimento no algoritmo de identificaçao. Estes aspectos foram 
já. discutidos anteriormente neste trabalho. 
Os parâmetros de um modelo como (4-.l) para um sistema de potência apresentam 
estas duas formas de variação. Uma vez que o sistema de potência é não linear e sua condição 
de operação varia constantemente com a constante variação de carga do sistema, os parâmetros 
da linearização variam de maneira lenta e constante ao longo do tempo. Estas mudanças de 
características dinâmicas devem ser rastreadas pelo algoritmo de identificação, 0 que sugere 'a 
utilização de fator de esquecimento no algoritmo de identificação. Além disto, faltas ocorrem 
em instantes e locais aleatoriamente distribuídos, mudando bruscamente os parãmetros físicos 
do sistema. A 'fim de rastrear esta brusca variação, a ocorrência da falta deve ser informada ao 
identiﬁcador para que este então efetue a reinicialização da matriz de covariãncia. 
O uso de fator de esquecimento pode causar a explosão da matriz de covariãncia. Isto 
ode ser evitado ›ela reinicializa ão )eriódica dos elementos desta matriz. Como o ob`etivoP 
desta reinicialização é evitar a explosão da matriz, os valores utilizados neste caso são menores 
que aqueles aplicados no momento de uma falta, quando o objetivo é devolver ao identificador 
sua ca acidade de rastreamento. Em ambos os casos a reinicializa ão é feita da mesma forma P 1 
fazendo P = KI, onde a constante de rcimÍc1Íalz'zação K é escolhida de acordo com a situação. 
Outra forma' de evitar a explosão da matriz de covariãncia é 0 uso de fator de es- 
quecimento variavel de forma que quando o sistema atinge um regime pe1'1n‹1nente este fator 
s,e'a unitário GOO84 . O fator de es( uecimento variá.vel tem sido utilizado or al uns au- 
.l 
tores também como uma forma de melhorar as propriedades de convergência da identificação 
CHE93 orérn os resultados a›resentados não indicam claramente (ue este ob`etivo tenha3 
sido alcançado. 
Quando uma falta severa perturba o sistema, a saída do mesmo reflete a influência 
desta perturbação e não o comportamento do modelo entrada-saída (4-.1). O erro de predição 
nesta situação é grande, não significando que a atual estimativa dos parâmetros esteja errônea, 
mas que o ruído no modelo (4.l) tem grande magnitude neste momento. O comportamento do 
sistema nesta situação não pode ser previsto pelo modelo (4.1). Portanto este erro de predição
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não deve ser interpretado como uma ma estimativa dos parâmetros e esta estimativa nao deve 
ser atualizada de acordo com este erro. A tentativa de ajustar os parâmetros nos primeiros 
instantes após uma falta severa pode levar mesmo à. instabilidade do sistema, pois o controlador 
fica fora de sintonia exatamente quando sua ação mais necessaria. Para evitar que isto ocorra, 
o processo de identificação deve ser interrompido nos primeiros instantes após a perturbação, 
sendo retomado tão logo o vetor regressor contenha informação suficiente para que a evolução 
do sistema possa ser prevista, ou seja, após pelo menos n, amostras, onde n, = na + nf, + na 
é o tamanho do vetor regressor. A este procedimento é costume cl1ama.r congelamento da 
ident1Íﬁcaçã0. 
Isto posto, é aconselhável que o processo de idcntiﬁcação dos parâmetros de um modelo 
como (4.2) para um sistema de potência inclua os seguintes procedimentos: 
o utilização de fator de esquecimento exponencial para rastrear a variação paramétrica do 
modelo devida ã mudança. de condição de operação do sistema 
o reinicialização periódica da matriz de covariãncia para evitar a explosão da mesma 
o reinicialização da matriz de covariãncias quando da ocorrência de uma mudança súbita 
e substancial do ponto de operação a lim de rastrear de forma eficiente a conseqüente 
mudança dos parâmetros 
o congelamento da identificação por pelo menos nr amostras evitando a atualização indevida 
do vetor de parâ.metros quando da ocorrência. de uma falta. severa 
4.3 Estratégias de Controle 
A aplicação de controle auto-ajustável a estabilização de sistemas de potência tem sido 
objeto de numerosas publicações na última década e diferentes algoritmos de controle têm sido 
propostos [BAR89, BAR92, CHA88, CHE86, CHE93, OST90, PAH91, SIL92a, SMI89, TRU92]. 
A utilização do algoritmo dos minimos quadrados com fator de esquecimento constante para a 
identificação é quase uma unanimidade nestas publicações, sendo em geral a lei de controle o 
diferencial de cada um dos trabalhos. Algumas destas leis de controle são discutidas a seguir. 
4.3.1 Estratégias de Otimização 
Na trilha do trabalho pioneiro de Ãström e Wittenmark, diversas estratégias de controle 
auto-ajustável com formulação de controle estocástico foram desenvolvidas e algumas propostas
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de aplicação destas estratégias a estabilização de sistemas de potência surgiram. A formulação 
de controle estocastico leva em geral a um problema de otimização. Estabilizadores auto- 
ajustaveis de sistemas de potência utilizando estratégias de minima va.riâ.r1cia e reguladores 
lineares-quadraticos-gaussianos foram propostos ['1`RU92, PAI-l91]. 
Estes trabalhos mostram a potencialidade destes métodos para explorar novos cami- 
nhos na estabilização de sistemas de potência.. Em [PAI-191] o controle é feito por meio tanto do 
sistema de excitação quanto do regulador de velocidade. Ja em [TRU92] a coordenação entre 
diferentes estabilizadores é considerada. Estas são questões emergentes no projeto de estabiliza- 
dores de sistemas de potência que dificilmente poderã.o ser abordadas por meio de ferramentas 
de controle classico devido ao seu carater multivariavel. Estratégias de controle baseadas em 
otimização são adequadas ao tratamento destas questões. A robustez destas estratégia.s porém 
não esta ainda estabelecida. Além disto estas abordagens são computacionalmente complexas, 
o que dificulta sua aplicação em sistemas auto-ajustaveis onde os parametros do controlador 
devem ser recalculados rapidamente a cada instante de amostragem. 
4.3.2 Alocação de Pólos 
A estratégia de alocação de pólos tem sido explorada pela literatura relativa à. es- 
tabilização de sistemas de potência. por técnicas de controle auto-ajustável [BAR92, SIL92a, 
CHE86, CI-IA88, CI-lE93]. O método dos mínimos quadrados é utilizado para a identificação 
do sistema nestes trabalhos. O problema de escolha das posições dos pólos de malha fechada 
é resolvido pelo deslocamento radial dos pólos de malha aberta em direção a origern do plano 
complexo. 
Este procedimento se justifica por duas razões. Em primeiro lugar, corn esta escolha 
a freqüência de oscilação associada a estes pólos é mantida. Isto é interessante desde que o 
deslocamento desta freqüência natural pode ocasionar uma redução dos torques sincronizantes 
do sistema. Por outro lado o procedimento numérico de solução da equação diofantina resultante 
da alocação de pólos é simplificado. 
Us aspectos numéricos dos métodos, diversas vezes citados anteriormente, são da maior 
relevância para a viabilidade pratica dos métodos. Urna faceta desta questão é o tempo gasto 
para efetuar todas as operações matemáticas envolvidas na obtenção do valor da variavel de con- 
trole a cada instante. Em aplicações de controle auto-ajustável este tempo deve ser desprezível 
com relação ao período de amostragem, uma vez que o desenvolvirnento teórico considera-o 
corno sendo nulo. Esta exigência restringe a aplicação de algumas técnicas. Uma outra faceta 
do problema é pouco discutida: o condicionamento numérico das equações envolvidas em cada
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um dos métodos. Mau condicionamento destas equações pode levar a resultados desastrosos. 
Em alguns casos o problema pode ser contornado por artifícios matemáticos, como no caso 
da decomposição U - D discutida no ca.pítulo anterior. Em outros casos, porém, somente o 
aumento da precisão da máquina pode reduzir os erros numéricos a níveis aceitáveis. A neces- 
sidade de usar maior' precisão de número de maquina torna os algoritmos mais lentos e surge 
novamente a limitação de tempo. Porém esta é uma restrição que tende a ser eliminada pelo au- 
mento da velocidade dos computadores digitais utilizados para a im plementaçao dos algoritmos 
e portanto não invalida o valor do método em si. 
` Utilizando o deslocamento radial de pólos, a equação diofantina (321) fica: 
T(z) = 13(z) G(z) + /1(z)F(z) 
com: 
'I`(z) = a"/l(oz`lz)/l,,(z) 
onde a é 0 fator de redução dos pólos, ou seja, se A é o conjunto dos pólos de malha aberta: 
A â {À,...À,,} 
então o conjunto dos pólos de malha fechada /\¡ sera dado por: 
A] = {Cl'/\1 ...(1/\,¡} UAO 
onde A., é o conjunto das raízes do polinômio observador /l,,(z). 
A escolha do fator de redução oz deve ser tal que os pólos de malha fechada sejam 
sempre alocados em uma região de suíiciente estabilidade. Por outro lado o uso de um fator de 
redução muito pequeno pode levar o sistema a operar predominantemente fora de sua região 
de operação linear, ocasionando o surgimento de ciclos-limite. Desde que o processo a ser 
controlado é um sistema contínuo, a análise subseqüente diz respeito ao eleito da redução dos 
módulos dos pólos do modelo discreto sobre o sistema real. Quando um sistema contínuo é 
amostrado, seus pólos são mapeados do plano complexo S para o plano complexo Z segundo a 
lei: 
1), -› 1), = c"'T (4.3) 
onde ps = 0, + jw, é o valor de um pólo do sistema contínuo, pz = 0, +jw, é o correspondente 
pólo do sistema discreto obtido pela amostragem do sistema contínuo e T é o período de 
amostragem utilizado. Reduzir o módulo de um pólo do sistema amostrado por um fatora 
equivale, segundo 0 mapeamento (4.3), a somar uma parcela ao correspondente pólo do sistema 
contínuo: 
› .z z. 1 
apz : cllIücPsT : clix CI+l-'sf' qmsl pa + -l;Í'íy-
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Observação 4.1 Para oz < 1 esta parcela adicionada ao pólo do sistema continuo e' negativa, 
adicionando ao sistema um grau de estabilidade. 
Observação 4.2 O uso de fator de redução varirível tem sido proposto na literatura [CHE.93, 
CH/l88]. 
4.4 Consideraçoes Práticas 
Embora a pesquisa em tomo de aplicações de controladores auto-ajustaveis tenha sido 
intensa nos últimos anos, a disponibilidade de dados de aplica.ções reais a sistemas de potência é 
muito escassa. Por esta razão as considerações de ordem pratica apresentadas a seguir não estão 
embasaclas na experiência de operação de sistemas reais mas em argumentos heurísticos sobre os 
problemas que podem surgir numa aplicação pratica e as soluções que são vislumbradas. Muitos 
detalhes de implementação e estratégias de mudança de atitude do controlador apresentam 
questões cujas respostas somente poderão ser obtidas a partir de uma experiência pratica de 
operação de sistemas auto-ajustaveis reais. 
Injeção de Ruído 
Uma questão interessante é a injeção de ruído pseudo-aleatório no sistema. A abor- 
dagem teórica sugere este procedimento para auxiliar o processo de identificação. Ficam em 
aberto porém duas questões: em que situação aplicar ruído e que amplitude deve ter este ruído. 
Em um sistema de ›otència mudan as de onto de o )era ão ocorrem a intervalos re ulares 3 
de forma que logo após estas mudanças é conveniente que a excitação do sistema seja maior 
a fim de identificar os novos aarãmetros do modelo enc uanto ue no )eríodo subsec iiente em7 
que o sistema opera em uma mesma condição a identificação pode ser feita com menor ex- 
citação, ja que os parâmetros não variam tanto. Assim, parece aconselhável a injeção de ruído 
pseudo-aleatório no sistema de potência nos primeiros instantes após uma mudança de ponto de 
operação a fim de rastrear a variação súbita dos parâmetros. A amplitude do ruido e o período 
pelo qual ele é aplicado devem refletir um compromisso entre os desempenhos da identificação 
e da regulação do sistema. ' 
A persistência de excitação fornecida pelo ruído é tanto maior quanto maior for sua 
amplitude. Por outro lado, esta não deve ser tão grande que se faça sensível na resposta
65 
do sistema. Ruído com amplitude da ordem de l.0`3 zm, tem sido utilizado com sucesso em 
simulações. 
~ o ~ Inieializaçao da Identlﬁcaçao 
Uma forma natural de inicialização da matriz de covariância é fazer P0 = KI, com 
K um real e I a matriz identidade. A inicialização do vetor de parâmetros pode ser feita a 
partir de uma estimativa ba.seada em conhecimento prévio do sistema. O valor de K pode ser 
tão menor quanto rnelhor for a estimativa inicial dos parametros. Em sistemas de potência 
muitas vezes não é possível obter urna boa estimativa inicial. Neste caso 0 valor de K deve ser 
grande, refletindo esta realidade, e o vetor de parâmetros deve ser inicializado corno o vetor nulo. 
Valoresde K comumente utilizados neste último caso variam desde K = 106 até K = 10”. 
As estimativas dos parâmetros do modelo nao têm todas o mesmo comportamento 
durante o processo de identificação. A prática revela que a identificação dos coeficientes do po- 
linômio C' é mais lenta que aquela dos coeﬁcientes de B, que por sua vez é mais problemá,tica que 
a identificação do polinômio /l. O uso de fator de esquecimento vetorial, onde cada parâmetro 
é tratado com um fator de esquecimento exponencial distinto, é comum na prática de iden~ 
tiﬁcação recursiva [MEN93] e parece ser aplicá.vel também a sistemas de potência. Com o 
mesmo intuito a matriz de covariancia pode ser inicializada como urna matriz diagonal com 
elementos de maior magnitude nas posições correspondentes aos parâ.metros de identificaçao 
mais problemática. 
Período de Amostragem 
A escolha do periodo de amostragem é um ponto pouco explorado na literatura de 
controle auto-ajustável. Uma freqüência de amostragem da ordem de dez vezes maior que 
a freqüência do modo dominante do sistema é tida como uma escolha adequada na maioria 
dos casos, desde que o tempo dispendido no cálculo do controle seja pequeno comparado ao 
correspondente período de amostragem. Períodos de amostragem da ordem de e menores que 
100 ms têm sido utilizados. 
Posições das singularidades Uma questão relevante raramente é tocada na literatura: a 
influência do período de amostragem nas posições das singularidades, principalmente dos zeros, 
do sistema amostrado. As posições dos pólos do sistema amostrado são relacionadas diretamente 
àquelas dos pólos do sistema contínuo. O mesmo porém não pode ser dito a respeito dos zeros. 
Não é possível obter uma expressão fechada que relacione as posições dos zeros do sistema
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contínuo com aquelas dos zeros obtidos com a amostragem do sistema, porém limites para. os 
quais estes últimos tendem quando o período de amostragem tende a valores muito grandes e 
muito pequenos são conhecidos [AST84a]. O aumento da freqüência de amostragem tende a 
levar os zeros do sistema amostrado para fora do círculo unitário no plano Z, gerando sistemas 
de fase não mínima, que são sabidamente mais problemáticos do ponto de vista do projeto do 
controlador. O estudo deste efeito não foi até o presente explorado na literatura de controle 
auto-ajustável. 
Período de amostragem e fator de redução Outra questão relevante é a relação entre o 
período de amostragem e o fator de redução a a ser utilizado. Segundo a equação (4.4) um dado 
valor do fator de redução oz adicionará, ao sistema um grau de estabilidade tanto maior quanto 
menor for o período de amostragem. Por outro lado, se um grau de estabilidade adicional Ap_,é 
especificado: 
Ap, â < 0 (4.5) 
então o fator de redução a deve ser escolhido em função do período de amostragem: 
a : CAIÂQT 
de forma que, para um dado A113, a é tao mais próximo da unidade quanto menor for o período 
de amostragem. Mais ainda, quanto menor for T, maior a sensibilidade dos pólos do sistema 
contínuo a variações em a. Com efeito, de (IL5): 
ÔAp, __ 1 1 
Õa T a 
Por fim, dados a¡ e T1 que fornecem um grau adicional de estabilidade A115, se é desejado um 
fator de redução az que forneça. o mesmo grau de estabilidade para um período de amostragem 
T2, então a relação entre az e al pode ser obtida a partir de (4.5) como abaixo: 
ln al = T¡Ap, (4.6) 
ln az = T2Ap, (4.7) 
Dividindo (4.7) por (4.6): 
Ina _ lua 2 -
T1
1 
e portanto: 
az : ap/'11
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Ordem do Modelo 
Um modelo de ordem elevada representa de maneira mais acurada a dinãmica do 
sistema, porém a convergência dos parâmetros deste modelo será. mais lenta comparada com 
o caso de um modelo de menor ordem. Ademais, o ajuste do controlador também torna-se 
mais difícil. Um compromisso entre estes dois aspectos deve ser alcançado na escolha da ordem 
do modelo. Este compromisso será. dependente dos particulares algoritmos de identificação 
e controle a serem utilizados. Modelos de ordem três têm fornecido resultados de simulação 
satisfatórios na aplicação de alocação de pólos. ~ 
Valores Numéricos Empíricos 
Valores numéricos para o fator de esquecimento z\ e a constante de reinicialização K 
são determinados de maneira empírica para. cada caso particular. Valores típicos utilizados em 
diversos trabalhos ﬁcam em torno de z\ w 0.99, Ii' z 103 para a reinicialização periódica e 
K w 108 para a reinicialização quando de mudança brusca do ponto de operação. 
Também o valor do fator de redução a é usualmente escolhido por tentativa e erro 
a partir de simulações. Valores que forneçam um grau adicional de estabilidade, conforme 
deﬁnido em (4.5), da ordem de Ap, m -2s`1 têm se mostrado satisfatórios. Para um período 
de amostragem típico de T = 100 ms, isto é obtido com oz w 0.75. 
na 4.5 Conclusao 
O controle auto-ajustável apresenta um forte apelo para aplicação ã estabilizaçã.o de 
sistemas de potência. Com efeito, várias publicações têm explorado este tema, utilizando 
principalmente algoritmos de controle por mínima variância e alocação de pólos. O método dos 
mínimos quadrados recursivo com fator de esquecimento exponencial é quase uma unanimidade 
nestes trabalhos. A adequação dos algoritmos de alocação de pólos e dos mínimos quadrados 
ao caso dos sistemas de potência foi abordada neste capítulo. No tocante à. alocação de pólos, 
a escolha dos pólos de malha fechada foi discutida e o conveniente algoritmo de deslocamento 
radial de pólos apresentado. Procedimentos utilizávcis para o melhoramento das caracteristicas 
de convergência da identificação foram também apresentados. Valores numéricos adequados 
para alguns parâmetros do algoritmo foram fornecidos. Finalmente, considerações de ordem 
prática foram tecidas. *
Capítulo 5 
Estabilizador Auto-Ajustável de 
Sistemas de Potência por Alocaçao 
Parcial de Espectro 
ow 
5. 1 Intro duçao 
' 
_ 
A instabilidade dinãmica de sistemas de potência manifesta-se pela ocorrência de os- 
cilações pouco ou não amortecidas. Se um modelo por função de transferência pulsada é adotado 
para 0 sistema, esta característica é representada por um par complexo conjugado de pólos com 
módulo pouco menor que a unidade ou ainda maior. Em geral a resposta natural do sistema 
a perturbações é dominada por este par de pólos e se a contribuição destes naquela resposta 
puder ser eliminada ou pelo menos bastante reduzida o sistema. devera apresentar um compor- 
tamento satisfatório. O intento de aplicar de técnicas alocação parcial de pólos à. estabilização 
de sistemas de potência decorre naturalmente destas considerações. De maneira intuitiva a 
alocação parcial do espectro apresenta-se como uma forma de não dcspercliçar esforço de con- 
trole deslocando desnessariamente os pólos de malha aberta do sistema que já estão em posições 
aceitáveis. A alocação parcial de espectro é apresentada em [SIL93] no contexto teórico mais 
genérico da alocação parcial de autoestrutura. 
Este capitulo apresenta o desenvolvimento de um estabilizador auto-ajustável de siste- 
mas de potência com alocação parcial de espectro. A seção 5.2 apresenta o método de alocação 
parcial de espectro no contexto classico de sistemas a parâmetros conhecidos. Na seção 5.3 0 
algoritmo proposto para a estabilização de sistemas de potência é descrito. Aspectos de imple- 
mentação e peculiaridades do método proposto são discutidos. A seguir aplicações do algoritmo 
proposto a um sistema maquina-barramento-inﬁnito e a sistemas multimãquinas são simuladas.
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/\s simulações são leva‹_las a efeito por meio de um simulador desenvolvido especialmente para. 
este traballlo e descrito no Apêndice /l. 
5.2 Alocação Parcial de Espectro 
O problema de alocação parcial de espectro é formalizado a seguir. Seja A 0 conjunto 
dos pólos do sistema de ordem 11, a ser controlado: 
/\={À, À, À,L} 
Sejam ainda /\,~ o conjunto dos pólos in‹.leseja.dos do sistema, nao necessa.ria.n1ente i.nstá.veis 
strrfctu, sensu, doravante nomeados instáveis, e Ae o conjunto dos pólos aceitáveis do sistema, 
ditos pólos está.veis: 
z\ez{,\, À, À,L_,} 
A,-z{ À,,_,-,_1 ,\,,_,_,.2 À,,} 
de tal [orma que: 
Ac U /\¿ = /\ 
O problema de alocação parcial de espectro consiste então em determinar uma lei de 
controle tal que o conjunto de autovalores de malha fechada. seja Am] dado por: 
Amf : ^ eU^dU^o 
onde os 1' elementos do conjunto Ad são as novas alocacões desejadas para os 1' pólos instáveis 
do sistema. e A é unir con'unto de a.utova.lores tan.il›ém es ›ec.iÍica.dos. Uma solu 'ao ›a.ra. o O . . 
problema. de aloca.çã,o parcial de espectro é aprese.|.1tada. a seguir. 
Seja G'(z) a função de transferência pulsada do sistema a. ser controlado: 
G(z) z (õ.1) NN 
\_/ 
com 
B(z) = buzm + l›¡z'"'l -|- _ . . + bm 
/l.(z) = z" + a1z"`l + . . . + an 
O sistema deve ser controlado por uma retroação dinâmica de saída: 
zz<z› = -1z1‹z›zz‹z› = -§ë~§zz‹z› ‹f›.2›
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COÍII
Q fx N
N 
\./\../ 
P( = 1102;: + b¡z""`1 + . . . + b,,4p 
= 2" + ‹112"`1 + --- + ‹1›. 
A função de transferência em malha fechada é então dada por: 
RM Ê y‹ › : G‹z› : 11‹z›Q‹z› 
u( ) 1+ G'(z)H(z) B(z)P(z) + /l(z)Q(z)
N
N 
Esta função de transferência é de ordem n + h - 1, onde h é a ordem da retroação 
dinâmica H (z) e l 0 número de fatores comuns entre Q(z) e B(z). O sistema em malha fechada 
terá portanto h -I pólos adicionais, além daqueles especificados pelos conjuntos Ae e Ad. O 
polinômio característico T(z) da função de transferência R(z) é dado por: 
1¬(z) â B(z)P(z) + /1(z)Q(z) z Ac(z)/1d(z)A,,(z) (õ.3) 
onde /1,; é o polinômio mônico cujas raízes formam o conj unto Ad e A0 contém os restantes h -l 
pólos e é o polinômio observaclor. A 'ﬁm de obter a função de transferência H (2) que fornece o 
polinômio característco T(z) desejado, os polinômios /1(z) e B(z) são decompostos em: 
A(z) = A.,(z) A,-(z) (5.4) 
B(z) = B,,(z) B,~(z) (5.5) 
onde: 
o Ae(z) é o polinômio mônico cujas raízes formam o conjunto Ae 
0 /l,-(2) é o polinômio mônico cujas raízes formam o conjunto /\,~ 
o B,-(z) é um polinômio com q raízes de módulo maior que a unidade 
o B,,(z) é o polinômio mônico com m - q raízes de módulo menor que a unidade 
Uma retroação dinâmica de saida que aloca os pólos de malha fechada de acordo com 
(5.3) é dada por (52) corn: 
r Z Z Z ×1.z‹z›1>1‹z› ”( ) Q‹z› Luz) Q1‹z› (55) 
onde 
P1(z) = 1›‹'›2""* +1›l2"""l + --- +111., 
Q1(Z) : ZM +q;ZIl_l+...+q;¿¡
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e P1(z) e Q¡(z) são polinômios a serem projetados de forma a alocar as raízes de /1,¡(z) e A,,(z) 
nas posições desejadas. Corn efeito, com esta escolliada retroação, a função de transferência 
em ma.lha fechada R(z) fica:
N sã 
)Q:(2) 
A‹z(2)lQ1( (2) + 1”1(2)Bz'(2)] 
e as raízes de /le(z) são pólos de malha fechada, conforme especificado. Os r + /L - l pólos 
IZ(z) = 
restantes serão as raízes do polinômio T¡(z): 
T1(z) â Q,(z)/1,-(z)+1>1(z)13,~(z) z A,,(z)A,,(z) 
= z"'1 + t§z"'1"¡ + . . . -I~ till (5.7) 
A equação (5.7) é bastante similar à equação diofanlina (3.21), resultante da alocação 
completa de pólos, porém os polinômios envolvidos na primeira são de grau menor do que 
aqueles envolvidos nesta última. Por esta razão a equação (5.7) sera doravante nomeada equação 
dioƒantina reduzida. 
O projeto de I-I(z) resurne-se então a solução da equação (5.7) para P1(z) e Q1(z). 
Estes polinômios são determinados pela solução do sistema. de equações linea.res resultante do 
equacionamento dos termos de mesmo grau nos dois lados da equação: 
1W.r=t 
COIÍII
A 
w=[1›h,,, 1›¿ ‹1z'., fil] 
zâiiju 11] 
If' o...0. 
_
0 
/›;Í, tz; 0 _ 0 
ó;,_2 1z;,_, o _ _ o 
. z z . z . M = : : : : : : 
z' z' z'
' 
bo l1¡ 0 ‹i,_,¡ a;Tq+1 O 
z' 
0 bo 0 aÇ_q_¡ ‹L§_,¡ O 
Q
Q 
¬...¬..
Q ¬.-. 
Ná 
›-l 
¬`Q«-Q 
¬~: 
›-A 
. - . z - . 
- ~ z » 1 . 
. . . . . . 
Os graus ótimos para os polinômios do controlador podem ser determinados de maneira 
similar ao caso da alocação de pólos descrita no capítulo 3, obtendo-se: 
np = r~1 
ng = n-m+q-1 
n¿=n-1n+q-I-1'-1
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5.3 O Método de Controle Proposto 
O método de alocação parcial de pólos recém descrito pode ser utilizado para a alocação 
de pólos em controladores auto-ajustaveis. O alg‹›ritmo assim obtido adequado ã aplicação 
em estabilização de sistemas de potência., pois nesta. particular aplicação apenas uma parte 
do espectro é responsá.vel pelo comportamento inadequado do sistema, tendo o resta.nte deste 
espectro características dinâmicas aceitáveis. Um eslabilizaflor auto-ajustável de sistemas de 
potência com alocação parcial de espectro é proposto a seguir. Os algoritmos de identificação e 
controle são adaptados às peculiaridades dos sistemas de potência. 
5.3.1 Estratégia de Controle 
A identificação de um sistema de potência por uma 'função de transferência pulsada 
resulta usualmente em um par de pólos representando as oscilações eletromecãnicas do sis- 
tema. Quando o grau de estabilidade do sistema não [or satisfatório este par de pólos deve 
ser deslocado em direção a região de maior estabilidade. Eventualmente mais de um modo 
de oscilação associado ao gerador em questão serã problemático. Neste caso duas situações 
distintas apresentam-se: 
o 0 sistema é identificado por um modelo de baixa ordem e um par de pólos complexos 
dominantes é identificado, representando o eleito conjunto dos dois modos de oscilação 
o um modelo de ordem mais elevada esta sendo utilizado e os dois modos de oscilação são 
identificados separadamente 
No segundocaso quatro pólos do modelo identificado deverão scr deslocados pelo algo- 
ritmo de controle e no segundo apenas dois, como no caso em que apenas um modo de oscilação 
é problemático. A situação em que um par de pólos complexos do modelo identificado deve 
ser deslocado é portanto a mais comum. Assim, a particularização do algoritmo de alocação 
parcial de espectro para este caso será. descrita a seguir. 
Sejam portanto, no contexto de alocação parcial de espectro apresentado na seção 
anterior deste trabalho: 
0 1' = 2 
^ o A¿(z) = az/l,-(a`1z) 
o A0(z) = zh'
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de forma que o polinômio /l0(z) é um observador dead-beat e os dois pólos problemáticos iden- 
tificados no modelo serão deslocados em direção a origem, reduzindo seu módulo por um fator 
de redução oz. 
As raízes do polinômio /l,~(z) são um par complexo conjugado 0 :l: jw, de forma que: 
/1,-(2) = zz - 20.2 + 02 + 012 
e portanto: 
/l¿(z) = az/1,-(oflz) = zz - 2a0 + oz2(‹72 + 0:2) 
E assumido que n = m + 1, o que não representa. perda de generalidade. Este fato, 
aliado as constatações acima., implica: 
n¡,,=1'-1=1 
h¡=n-m+‹1-1=q 
nn :n-m+q+1°-l=q+1' 
A equação diolantina reduzida então ﬁca: 
T1(z) Ê Q¡(z)[z2 - 20z + U2 + 0.12] + lpàz + p1]B,~(z) 
= [zz - 2cw + a2(‹72 + w2)]z'“ (5.8) 
O sistema de equações lineares associado à, equação diofantina reduzida (5.8) tem então 
a forma: 
M 1: = t (5.9) 
com: 
fvâlvi 113 qi., qi]
A zz 
[ 11"] 11] 
bz 0 . . . (02 + 012) 0 
bf¡_¡ bz . . _ -20 (02 + 012) 
GGGG 
Ê)--K 
|›-4 
i -20 1›,,_2 1›q_, M _ 
1›¿_3 1z;,_, 
z - . . - 
z - , . . 
z - . 0 o 
ózi, 0; 0 0 0
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Pa.rticula.rmente quando a. identificação fornecer um sistema de fase niíriima, q = O e o 
sistema de equações lineares acima se reduz az 
116 tl -20 pá -'znfa 
0 bz, (U2 + m2) pl z ‹¡2(g2 + wi) 
0 U l qä .l 
A terceira linlla. deste sistema fornece sempre o polinômio do denominador como 
QQ 
›- 
.- 
/¬/\ 
N
N 
\./\/ 
= l., o que na verdade ja era sabido, visto que g1'au(Q¡) = q = 0 e que o polinômio 
é mônico por hipótese. Substituindo este .resultado nas duas primeiras linhas do sistema.: 
pf) = 2a(1~ cv) 
1 _ 2 2 2 
Pi * (U 'l'W)(<1 '_ 1-) 
Portanto, no caso de um sistema fase não míninia nao é sequer necessária a resolução de um 
CD ›-. E/J C. ema de equações lineares, mas s_implesmente uma atribuição de valores aos dois coeficientes 
(.l€ I)¡(Z). 
5.3.2 Algoritmo de Identificação 
/\ identilica.çã‹› é leva.da. a. cabo por meio do algoritmo dos 1n.1.'n1Ím.‹›s q-u.‹z‹lm‹l‹›s ^rc‹:u.1's1Í~v‹›. 
/\ adequação do algoritmo de .i‹|eicitifr‹.t.:1.ç.a() ao caso dos sistemas de potência foi discutida no 
Capítulo 4 deste traballio. /\s co11si‹lera.çÕes então tcci‹las continuam válidas no atual contexto. 
Naquela. oportunidade foi colocado que a ul.ili'¿,a‹,'ã.o do método dos m1.'mÍmos quadrados 1'ecu1'si~v‹› 
esievzrliflo ou do método da 171.‹í:L'1Ín1.‹1, 've1'oss1Í1mÍl/r‹1.n.ça recu1'siv‹› parecia indica.da.. Nestes métodos 
o vetor regressor tem um maior número de elementos quando comparados com o método dos 
mínimos quuclmdos 1'ecu.1`si'vo ordiná.rio e ressalvas concernentes a este fato foram feitas. 
A utilização dos métodos dos mínrfmos qua‹l1'‹r‹io.s 1'ccu1'.s1Ívo estendido e da m‹í:mÍ1n‹z 
'Uer0ss1Ím1Íl/Lança 1'ecu1'siv0 nas a.pli‹:a‹¿.Ões levadas a efeito no desenvolvimento deste traballio 
foi pouco explorada devido a resultados infrutiferos. Com efeito, em uma fase inicial de tes- 
tes do algoritmo de controle proposto os resultados o|.›ti‹.los com a utiliza.çao destes métodos 
não demonstrou ‹.¡ualqu‹*.r supcriorida‹l‹.: sol›r‹=: a.qu‹:les obtidos com o m(:to‹lo dos vn-í1›.1`1n.os qua- 
‹./,1'‹1,‹los 1'c‹:1./.1-s1Ív‹› or‹_lin:i,rio, fato este ‹|u‹: levou z`\. a‹l‹'›‹¿.:"1.‹› d‹:st‹: último método |›a.ra os t‹fsl.‹~s 
subseqüentes. Porém a pequena quantidade de testes efetuados nã.o permite qualquer con- 
clusao sobre qual método é o mais eficaz na presente apli‹;a,çã.‹›. Esta. é uma questão em aberto 
e deve ser objeto de pesquisa futura. De qualquer forma, todos os resultados a.presentados no 
seguimento desta monog1'a.f|a utilizam o método dos 1m.'ni1n.o.s qu‹ul1"‹1,‹los 1'ec11.1's1Ív0 ordina'.ri‹›.
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5.3.3 Descrição do Algoritmo 
O algoritmo de controle auto-a_7'ust‹1Ível com alocação parcial de espectro proposto con- 
siste em aplicar os procedimentos de identificação e controle apresentados nas subseções an- 
teriores segu.ndo o princípio da equivalência.. O algoritmo pode entao ser sumarizado como a 
execução dos seguintes passos a cada instante de amostragem: 
1. amostral' o sistema para obter 3/(t) = w(l) 
2. atualizar os parâmetros do modelo (5.l) pelo método dos mínimos qua.drados recursivo 
com fator de esquecimento exponencial constante 
3. fatorar os polinômios /l e 13 identificados no passo anterior como em (5.4-) (5.5) por meio 
do cálculo das raízes daqueles polinômios 
4. construir e resolver o sistema. de equações lineares (5.9) para obter os polinômios P1 e Q1 
5. obter a funçao de transferência H(z) do controlador usando a equação (5.6) e os po- 
linômios P¡,Q¡,/le e Be obtidos nos passos anteriores 
6. calcular 0 valor do controle u(t) a partir da equação de diferenças derivada da função de 
transferência calculada. no passo anterior e aplicar este controle ao sistema, levando em 
consideração os limites de controle 
5.3.4 Características do Algoritmo 
As principais pa.rticula.ridades do algoritmo de controle auto-ajustável com alocação 
parcial de espectro proposto são surnarizadas a seguir: 
o o projeto da retroaçao dinâmica de saída se resume à. soluçao de um sistema de equações 
lineares de baixa ordem 
o a ordem deste sistema de equações lineares varia com a. condição de operação do sistema, 
uma vez que depende do número de zeros instáveis identificados 
O a ordem do sistema em malha fechada. é n -|- q, ou seja, o polinômio observador é de ordem 
(1 
o o algoritmo envolve a fatoração dos polinômios da função de transferência da planta 
em suas partes estáveis e instáveis; para tanto é necessário o cálculo das raizes destes 
polinômios
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5.3.5 Consideraçoes sobre a Implementaçao 
A irnplernentação do algoritmo de controle auto-ajustável proposto envolve operações 
matemáticas complexas como: 
O atualizaçao da. matriz de covariãncia. no algoritmo dos mínimos quadrados recursivo A 
O cálculo das raizes dos polinômios /l(z) e ]](z) em (5.1) 
o solução do sistema. de equações lineares (55)) 
Para que o algoritmo de controle seja confiavel estes procedimentos devem ser levados 
a cabo por mcio de métodos matemáticos nLuriericamente robustos. 
o latorização U - D para a atualização da matriz de covariãncia 
o rotinas robustas de cálculo de autovalores [EPR84] para o cálculo das raízes dos polinômios 
/‹leB 
o decomposição LU com pivoteameiito [PRE89] para a. solução do sistema de equações 
lineares resultante da equação diolantina reduzida 
Todos estes procedimentos foram adotados na implementação do algoritmo de con- 
trole proposto. O algoritmo de controle auto-ajustável por alocação parcial de espectro foi 
implementado como parte de urn pacote para simulação de dinãmica de sistemas de potência, 
especialmente desenvolvido para esta pesquisa e descrito no Apêndice A. Este simulador incor- 
pora métodos numericamente robustos para a simulação, conforme descrito neste apêndice. 
Alguns parâ,metros devem ser escolhidos para o controlador. Estes parametros são 
deﬁnidos a seguir. A identificação Ó congelada por um intervalo de tempo Tc nos primeiros 
momentos após uma perturbação severa. A matriz de covariãncia é inicializada como P = KI, 
onde I é a matriz identidade e Ir' é um número real. Um PRBS de amplitudeamp é adicionado à 
entrada do regulador de tensão para assegurar' persistência. de excitação. A saída do controlador 
l/63,, é simetricamente limitada da seguinte maneira: -lÇ É Vw, Ê V5. Os parâmetros restantes 
do controlador foram definidos anteriormente. 
Observação 5.1 Em todas as aplicações a1›rcscnla‹las a seguir e' utilizado V, = 0.1pu para os 
limites de atuação do estal›z`lizado1¬.
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nv 5.4 Aplicaçao a um Sistema Máquina Barramento In- 
ﬁnito 
A estratégia de controle proposta. é primeiramente aplicada a um sistema maquina- 
barramento-infinito. Os dados do sistema considerado são: 
X,, 0.60 Xd 1.07 Xá 0./108 
'i" 
.fls ~ 
V 5 
- 12, 0.003 H 0.03 1,0 5 
I‹a 'Jia lim 
Re 0.02 XC 0.415 BC 0 
onde Re, X8 e BC são os dados da linha de transmissão [AND77] e as outras grandezas da tabela 
foram definidas no Capítulo 1. 
4 
_ 
Na condição de operação Po., = 1 Qoo = 0 o sistema é instável, como mostram os 
autovalores do sistema em malha aberta: ' 
Ama = {0.1442 :J:j5.5118 , -2.8112 :l:j2.7402} 
Um estabilizador auto-ajustável com alocação parcial de espectro é aplicado a este 
sistema. O estabilizador utiliza o desvio de velocidade como variável de entrada. Para um 
sistema máquina-barramento-infinito um modelo de terceira ordem é usado, ja que com este 
modelo apenas um modo de oscilação eletromecâ.nica pode ser observado. Os parãmetros usados 
T, 50ms K 1010 cr 
Tc 0.5.5 amp 10"3pu À 1 
A figura 5.1 mostra a resposta do sistema em malha aberta e em malha fechada a uma 
para o controlador são: 
variação súbita de velocidade de 0.51'acl/.s. 
A resposta obtida mostra o bom desempenho do controlador nesta aplicação. O com- 
porta.mento da identificação é apresentado nas figuras 5.2 e 5.3. 
É interessante comparar os espectros de freqüências do ângulo de carga da maquina 
com e sem o controlador. As figuras 5.4 e 5.5 apresentam estes resultados. Em malha aberta 
a reposta ~é claramente dominada pelo modo de oscilação eletromecãnica da ordem de IH z. 
Ja em malha fechada esta componente de freqüência foi praticamente eliminada do espectro, 
alterando pouco as outras componentes, conforme o objetivo especificado para 0 controlador.
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Figura 5.1: Resposta do sistema a uma variação súbita de velocidade de O.51'ad/.s em t = 5.5 
em malha aberta (linha pontilhada) e com o controlador proposto
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Figura 5.2: Evolução da identificação: parâmetros do denominador da função de transferência, 
A(z) = 23 + a¡z2 + azz + a3
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Figura. 5.3: Evoluçao da. identiﬁcâção: pa,1'âmct1'os do 11ume1'ado1' da. função de transferência 
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Figura, 5.4: Espectro de [reqüê11‹:ia,s do ângulo de carga em malha, aberta.
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Figura 5.5: Espectro de freqüências do ângulo de carga em malha, fechada.
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5.5 Aplicação a um Sistema Multimáquinas 
O sistema considerado nesta seção largamente utilizado para. teste em simulação de 
estabilizadores de sistemas de potência [A_ND77, SIL92a, 121911831. A figura 5.6 apresenta 0 
diagrama. unililar do sistema. em questao. Os dados de Iluxo de carga para o ponto de operação 
considerado e os parâmetros de modelo para os geradores, cargas e linhas de transmissão são 
encontrados em [AND77]. Os dados utilizados nesta aplicação diferem daqueles desta referência 
somente pelo lato de que 0 gerador G1 é aqui tomado como um barramento infinito. 
C3 
7 9 
2 3
8 
5 6 
l 
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4
1 
Figura 5.6: Diagrama unililar de sisterna multimáquinas de teste
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5.5.1 Auto-análise e Simulação do Sistema em Malha Aberta 
Os autovalores do sistema para 0 ponto de operação considerado são apresentados na 
tabela 5.1. A presença de um autovalor com amortecimento quase nulo é detectada. Este 
autovalor está em negrito na tabela. A tabela 5.2 mostra a coluna da matriz de participação 
correspondente a este autovalor. 
A resposta deste sistema a variações da potência mecânica fornecida ao gerador é 
apresentada na figura 5.7. Nesta simulação a potência mecanica é aumentada de 0.05pu em 
i = 205 e reduzida novamente de 0.05pu em t = 30s, retornando ao ponto de operação original. 
O desempenho do sistema é claramente insatislatório. 
5.5.2 Aplicação do Estabilizador 
Pela análise dos [atores de participação percebe-se que o modo de oscilação pro- 
blematico do sistema está. mais fortemente associado as variaveis mecânicas do gerador 2. Um 
estabilizador auto-ajustável com alocação parcial de espectro é então adicionado a este gerador. 
O controlador deve deslocar apenas 0 pólo dominante do modelo identificado para o sistema. 
A lim de identiﬁcar separadamente os modos dominantes do sistema e deslocar apenas aquele 
mais problemático, um modelo de quinta ordem é utilizado. Os parâmetros utilizados para o 
controlador são listados abaixo. Note-se o alto valor do fator de redução a. 
50ms K 1012 oz 
'l` 0.5.5 am›10`3›u z\ 1 
O modelo 'fornecido por esta identificação 
[(z - 018)” + 0.722][(z + 0.7s)2 + 0.4.42] 
(z _ o.õ3){(z _ 093)* + 0.332]{(z + 0.3s)2 + 0.392] G(z) = -0.2189 
O modo de oscilação dominante é representado neste modelo pelo par de pólos com- 
plexos conj ugados: 
pf = 0.93 ijo.33 
O pólo pf deve entao ser deslocado pelo algoritmo de controle. Este pólo no modelo 
discreto corresponde, segundo a equação (fl./l~), a um pólo pi num modelo contínuo: 
pg = -0.17 ijõsv 
Observação 5.2 Os pólos de um sistema contínuo serão sempre ca;p1*essos em rad/s.
Ô
Tabela 5.2: Fzmtorcs dc |›ê\.¡'|.i‹:i|›a.ç.ã.‹› ¡›¿uƒa. 0 pólo ‹l‹›mina.nl.c -0.08021 i]7 1056 
-0.7116 1- 112.78 
-0.03021 1-j7.1oõ 
-5.504 
-3.736 
-1._|7‹'› ziz 10.3849 
-0.5232 i _z'0.6‹s1«:1 
\/arifávcl If°`a.l.or de |›a.|'I.ici|›a.çã.‹› 
/P' Jd; 
(1, 
0.005×I20 
./;,,,_,, 
0.00/13/1/IV 
6;» 0.00558 
' U-1:3 0.00445 
I_'Í¡_, 0.000lV2l. 
Vfs 0000378 
¡'/ 
141,2 0.01210 
15;) 0.01663 
Õz 0.3004 
W2 0.3029 
15,, 0000325) 
V/2 0001025 
'.l.`ê.\.bc.I¡\. 5.1; /\uI.‹›v¿\.|‹›|°cs do :âis|.c|“|m. mulI.i|ná.‹|ui||a.s 
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Figura 5.7: Resposta do sisl.crnâ cm nmllm aberta. para. va.ria.‹_;.öcs dc 0.05111; nó pol.‹.nc|‹1,m‹;‹,a,n1‹,à 
L (S) 
fornecida. ao gerador 2 em I. = 205 c L = 30.5
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O fator de reduç.ao cr utilizado desloca este pólo para a posiçao 
z›í,, z 0.311 1 10.30 
no plano Z, o que corresponde a um pólo: 
pL¿=-3Á0:kj0B7 
no plano S _ 
/\ resposta do sistema à mesma perturbaçã.o anterior com este controla.dor é apresen- 
tada na figura 5.8. As oscilações sao ra.pidamente amortecidas para os dois pontos de operação 
ein que a perturbação é aplicada, mostrando a boa capacidade dc rastreamento de parametros 
do algoritmo. 1 
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Figura. 5.8: Resposta. do sistema em malha fechada com o conLr‹›l‹1.‹lor auI.o‹u._7`ust‹ivcl com 
alocação parcial dc c.spccI.1'o para variações de 0.05pu na potência mecanica fornecida ao ge- 
rador 2 em L = 205 e L = 30.5 
Mais uma vez e intcressa.nte notar que a freqiiôncia do modo problemático, que domi- 
nava a resposta do sistema ein malha aberta, foi prati‹:ament‹: eliminada da resposta em malha 
fechada. Isto pode ser visto nos graficos apresenta.dos, mas fica. mais claro observando o 
espectro de freqüências dos ângulos de carga das ina'.‹¡uinas nos dois casos, representados nas 
figuras 5.9 a 5.10. 
E também interessante notar que o algoritmo pode ser igualmente utilizado identifi- 
cando o sistema por um modelo de terceira ordem. Neste caso os dois modos de oscilação mais 
importantes no sistema são representados no modelo identificado por um único par de pólos 
compleicos conjugados. O resultado obtido com este procedimento é apresentado na figura 5.11.
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Figura 5.9: Espectro de freqüências do ângulo de carga do gerador 2 em malha aberta 
A performance assim obtida é inferior àquela obtida corn a identificação do sistema por 
um modelo de quinta ordem. Ademais, a freqüência de oscilação do sistema é significativamente 
alterada. Isto deve-se à diferença substancial existente nas freqüências dos dois modos que 
dominam a resposta do sistema e cujo efeito conjugado é modelado por um único par de pólos 
no modelo de terceira ordem. 
Observação 5.3 A estimativa dos parâmetros apresentada e' válida para o ponto de operação 
inicial do sistema, dado pelo fluxo de carga apresentado. Claro está que, com a variação de 
ponto de operação causada pela perturbação aplicada ao sistema, os valores desta estimativa 
mudam. 
Observação 5.4 Na aplicação recém apresentada, como naquela a ser apresentada na próxima 
seção, a escolha de localização de estabilizadores éfeita por meio da matriz de participação. 
Este procedimento tem sido criticado por alguns autores, porém para os sistemas considerados 
neste trabalho esta não é uma questão crítica.
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Figura 5.10: Espectro de freqüências do ângulo de carga do gerador 2 em malha fechada 
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Figura 5.11: Resposta do sistema com estabilizador usando modelo de terceira ordem
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-29.2 -27.8 
-27.7 -24.7 
-22.6 -22.4» 
-18.5 -18.0 
~1.7.2 -12.5) 
-7.16 -4.12 
-1.47 -0.84- 
-l.80 :I:j9..l.8 
-2.01 zfzjs›.17 
0.65 545.39 
-0.23 115.88 
-:›.1_s›zàj‹;.27 
-5.4.7 zxz 14.03 
-5.94 ze_;'2.3s 
Tabela 5.3: Autovalores do sistema sul do Brasil 
5.6 Aplicação a um Equivalente do Sul do Brasil 
Q diagrama unililar apresentado na Íigura 5.12 representa. o sistema. elétrico do sul do 
Brasil. As principais unidades geradoras deste sistema estão representadas no modelo desta 
figura. O gerador G4 representa a usina de lta.ipu. O gerador G7 representa um equivalente do 
sistema do sudeste brasileiro. Os dados de modelo para este sistema e o lluxo de carga para o 
ponto de operação considerado são encontrados nas referências [ARA92, MAR89]. 
5.6.1 Autoanálise e Simulação em Malha Aberta 
Este sistema apresenta problemas de instabilidade dinâmica e tem sido objeto de estudo 
em algumas publica.çÕes [MAR89, ARA92]. O sistema é instável no ponto de operação conside- 
rado, conforme mostram os autovalores do sistema, apresentados na tabela 5.3 e a resposta do 
mesmo a um aumento de 0.05pu na potência mecanica fornecida ao gerador G4, apresentada 
na figura 5,13. O autovalor instável do sistema esta em negrito na referida tabela. 
A tabela 5.4 apresenta as colunas da matriz de participação referentes ao autovalor 
instável 0.65 :l: j5.39'e a.o outro autovalor problemático do sistema, -0.23 :l: 15.88. A tabela 
mostra que o autovalor instável está. fortemente associado aos geradores G7 e G4, sugerindo 
que este seja um modo de oscilação inter-a'.rea entre a usina. de ltaipu e o sudeste brasileiro. Q 
fator de participação do gerador G7 o maior, porém este gerador não pode ser equipado por 
um estabilizador, visto que não representa um gerador real, mas sim um equivalente de todo o 
sistema sudeste do Brasil. Portanto o estabilizador deve ser aplicado ao gerador G4.
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Figura. 5.12: Modelo parem o sistema. elétrico do sul do Bra.sll 
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Figura. 5.13: Resposta do sistema, sul do Brasil a um aumento dc 0.05¡›u na polonua mccamca, 
fo1'ne‹_:ida. ao gerador G4 (Itaipu 
I. 
3 4 5
Pólo Variável e fator de participaçao 
0.65 :t j5.39
1 0.0001 13; 0.0013 lol 
Ezu 0.0049 Eh 0.0014 
VI: 0.0000 (S¡ 0.0024 
WI 0.0024 If'/I J¿2 
FI 
0.0002 
15;; 0.0012 0.0045 
Ef: 0.0012 
IJ (U 
Vfz 0.0000 
62 
‹`I 
0.0017 002 
,vil 
0.()017 
I/ 
]Jd3 0.0001 Lg 0.0013 
0.0046 0.0013 Er.. 
V1. 0.0000 
Ela 
63 
vu 
0.0023 
wa 0.0023 0.0060 
0.0360 0.0966 [3 II 
(Li 
Ef, 0.0266 
]§(l.¡ 
,¬l 
11,” 
1 Í4 0.0000 
64 0.1794 UJ4 0.1794 
'1/I 
11,7
I 
0.0216 ¬// LW 0.0233 
0.0597 0.0170 EU 
v,, 0.0000 
EÍ1 
61 0.2708 
wv 0.2708 
-0.23 1 j5.ss 
[VII 
1,41 0.0128 1/ E111 0.0052 
0.0049 E ¡, 0.0014 1% 
Vf1 0.0000 61 0.1301 
U-11 0.1301 ljvll _ _1d2 
fl 
0.0070 
'VII 
11,12 
`I 
0.0036 0.0052 
IQ fz 0.0021 0.0000 
62 0.084-0 
Lqz 
VÍ2 
M2 0.0840 
0.0147 
'1 
0.0067 E,'¿'3 
EI 0.0064 0.0023 'D 
Vfa 0.0000 
15/3 
63 0.1643 
wa 0.1643 za" 0.0071 
1‹:,'¿
P 
0.0017 0.0017 
.IJ .[4 0.0007 
44 
Ea. 
VÍ4 0.0000 
64 0.1004 (U4 0.1004 
EI/ 
‹l7 
Í/ 
0.0116 0.0021 
1.1, 0.0044 EÍ1 0.0014 
v,, 0.0000 67 0.0840 
U-17 0.0840 
Tabela. 5.4: Fatores de pzuticipação para os pólos 0.65:1:j5.39 c -0.23:1:]o 88 Vamloxcs mfcuoles 
em 0.001 são considerados nulos.
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5.6.2 Aplicação do Estabilizador 
Um estabilizador com alocação parcial de espectr‹› aplicado ao gerador G4 do sis- 
tema. O estabilizador usa o desvio de velocidade como variavel de retroação e tem as seguintes 
características: 
25ms K 10” oz 0.9/1» 
35 a.mp 5×1()`3pu z\ 0.995 
_ 
O sistema é identificado por um modelo de quinta ordem. A mesma perturbação 
anterior (saltos de ;l:0.25pu na potência mecâ,nica fornecida ao gerador G4) é aplicada ao sistema. 
Dois pares de pólos complexos são identificados. Para o ponto de operação inicial a função de 
transferência identificada é: 
(z -1.00)(z + 0.98)[(z + 038)? -l- .592] 
(z + 0.30)[(z - 0.91)2 -l- 0.1Õ2][(z - l.00)2 + fl.l-52] G(z) = -4.745 × 10* 
O pólo instável pf 
pf = 1.00 Í j0.15 
é deslocado pelo controlador para a posição pfd 
pfd = 0.94 :l:j0.l4 
o que corresponde a deslocar os pólos do sistema contínuo de pf para pffdz 
pg = o.43¢j5.92 . 
ç 
pzd = -2.041 15.92 
A resposta do sistema a perturbação aplicada é apresentada na figura 5.14-. 
O amortecimento das oscilações eletromecânicas assaz satisfatório. Este resultado é 
obtido com a adição de um único estabilizador, contrariamente a outros resultados obtidos para 
este mesmo sistema [MAR89, AR/\92]. O esforço de controle aplicado é apresentado na ﬁgura 
5.15. 
5.7 Perspectivas Futuras 
Os bons resultados apresentados nas seções precedentes demonstram a potencialidade 
do método proposto e encorajam o seguimento desta linha de pesquisa.. Esta pesquisa deve ser 
direcionada no sentido de aperfeiçoar o algoritmo proposto tendo em vista futuras aplicações 
práticas. Os aspectos mais promissores a serem explorados na busca de tal aperfeiçoamento 
são discutidos a seguir.
99 
98 
97 
90 
60, 
95 
94 
93 
02 
I-figura. 5.1/1: Resposta do sistema c‹|uiva.lcn(,c do sul d‹› Brasil com csLa.biliz¿L‹lor auto-a.jusl.¢v‹.l 
no g‹-:rador G4 a. vmiâçõcs do :l:0.25pu ua. potência. m‹:câ.nica. fornecida ao gerador G4 cm 'L = 105 
c L = 20s 
0.15 
0.1 
0.05 
ôg, 0 
-0.05 
-0.1 
-0.15 
Figura 5 
10 
.L _ 
IF
_ 
I | Í 
15 20 25 30 
I. 
Í I I 
¡ I I 
¡- 
qu 
10 15 20 25 :so 
I. 
Saída. do csLa.biliza,dor para o sisl.cma. ‹:quivalcnI.e do sul do Brasil
92 
Algoritmo de identificação A utilizaçao de diferentes métodos de identiﬁcaçao, tais como 
0 método da 11záa;i11za vcrossimwilhança, o método (los mínimos quadraclos cste1zdi‹lo e o método 
da variável instrumental, pode melhorar as características de convergência da identificação do 
sistema. 
Adição de ﬁltros O espectro do sinal de entrada influi diretamente no processo de identi- 
ficação. O antagonismo entre identificação e controle sob esta ótica foi discutido anteriormente 
neste trabalho. A inclusão de filtros adequados pode melhorar as características espectrais do 
sinal de entrada, levando à. melhoria do processo de identificação. 
Influência dos parâmetros Alguns parametros devem ser escolhidos para o controlador. 
Alguns destes parâ.metros tem forte influência no desempenho do algoritmo. A correta escolha 'I 
de parâmetros como o fator de esquecimento z\, o fator de redução oz e a ordem do modelo, 
entre outros, é questão importante a ser explorada. Uma possibilidade interessante é permitir 
a variação destes parâmetros, sendo então a lei de variação o ponto da pesquisa. 
Período de amostragem Esta questão tem sido muito pouco explorada na literatura. No 
caso particular do algoritmo proposto, a escolha do período de amostragem revelou-se relevante 
para o desempenho do sistema. Este resultado era esperado, dada a dependência do algoritmo 
com relação as posições das singularidades do sistema. 
Sistema especialista Um controlador auto-ajustável inclui diversos procedimentos que de- 
vem ser levados a efeito em momentos adequados, tais como a reinicialização da matriz de 
covariãncia e o congelamento da identificação. Por outro lado, os parâmetros ótimos do contro- 
lador por vezes dependem da perturbação a que ‹› sistema deve fazer frente em um determinado 
momento, como também de outras peculiaridades da condição de operação corrente do sistema. 
Uma escolha de parâmetros que acomode satisfatoriamente todas estas peculiaridades ou uma 
lei de variação adequada para estes parâmetros pode ser difícil ou mesmo impossível de ser 
encontrada. observado em simulações que a escolha destes parametros e a tomada de decisão 
sobre quando e como levar a efeito os procedimentos citados podem ser feitas por uma pessoa 
treinada com relativa facilidade. Isto nos leva. ã idéia de utilizar um sistema especialista como 
supervisor do controlador adaptativo. Este supervisor tomaria as atitudes adequadas em cada 
momento e ajustaria os pa.râ.metros do controlador de acordo com as condições atuais do sis‹ 
tema. Este campo de pesquisa é extremamente vasto e, no conhecimento do autor, inteiramente 
inexplorado.
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As colocações acima são válidas para aplicação de controladores auto-ajustaveis a sis- 
temas de potência de uma maneira geral. O controlador proposto faz uso do cálculo das 
singularidades do sistema e por esta razao é esperado que questões concernentes à identiﬁcação 
tenham maior peso neste caso. Particularmente a escolha do período de amostragem parece 
uma questão própria do algoritmo proposto. 
nv 5.8 Conclusao 
Neste capítulo um estabilizador de sistemas de potência auto-ajustável com desloca- 
mento parcial de espectro foi proposto. Este controlador direciona todo o esforço de controle no 
sentido de amortecer os modos de oscilação dominantes do sistema. Uma redução no esforço de 
controle necessário para obter o grau de estabilidade desejado é esperada. O algoritmo requer 
0 cálculo das singularidades do modelo identificado para o sistema., mas em contrapartida a 
equação diofantina reduzida utilizada para o calculo dos parâ.rnetros do controlador é de baixa 
ordem. 
O algoritmoifoi implementado corno parte de um pacote de simulação de dinâmica 
de sistemas de potência, incorporando algoritmos numericamente robustos, e resultados de si- 
mulação foram obtidos para um sistema maquina-barramento-infinito e sistemas rnultimaquinas 
com problemas de instabilidade dinâmica. Os resultados mostram o bom desempenho do 
método.
Conclusão Geral 
Sistemas dc potência são sistemas dinâmicos multivariaveis de grande complexidade, 
não lineares e sujeitos a perturbações deterministicas e estocasticas. O problerna de controlar 
um sistema de potência de forma a que este forneça energia dentro de estreitos padrões de 
qualidade é portanto extremamente complexo. Por esta razão o problema é dividido, segundo 
um conhecido princípio cartesiano, em diversos problemas menores a serem resolvidos no pro- 
jeto e operação de sistemas de potência, um dos quais é o problema de estabilidade dinamica. 
Cada um destes problemas demanda um modelamento matemático adequado, e aquele mode- 
lamento que se adequa ao problema de estabilidade dinâmica foi apresentado no Capítulo 1 
desta monografia. 
Neste contexto, a simulação é ferramenta importante na análise de sistemas de potência 
e na validação do projeto de controladores. Um simulador de dinâmica de sistemas de potência 
foi desenvolvido como parte da pesquisa da qual se originou esta monografia e, com efeito, esta 
ferramenta revelou-se de fundamental importância para a verificação das idéias aqui apresenta- 
das. Ademais, o desenvolvimento deste simulador levou ao surgimento de questões de caráter 
numérico, da maior relevância na implementação pratica de controladores digitais como aqueles 
aqui discutidos. 
A abordagem clássica adotada pela indústria de geração de energia elétrica para a 
solução do problema de estabilidade dinamica é baseada num modelo linear descentralizado 
para o sistema. A interação existente entre os diversos controladores locais implementados em 
um sistema real não são explicitamente levadas em consideração no projeto. Tampouco o são as 
variações de condição de operação do sistema, sejam topológicas, sej am referentes à. demanda de 
potência. Embora os resultados práticos obtidos com esta abordagem sejam satisfatórios, urna 
melhor performance deve ser alcançavel se as diferentes condições de operação do sistema forem 
consideradas de maneira explícita no projeto de estabilizadores. Basicamente duas abordagens 
são possiveis para acomodar esta variação de condição do sistema: o controle robusto e o controle 
aclaptativo. 
Enquanto a aplicação de métodos de controle robusto à estabilização de sistemas de
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potência é um campo incipiente, propostas de aplicação de técnicas de controle adaptativo 
neste contexto vêm sendo .publicadas desde longa data., particularrnente utilizando técnicas 
de controle auto-ajustável. Os métodos de controle auto-ajustável apresentam um forte apelo 
intuitivo, porém a análise matematica dos sistemas resultantes da aplicação destas técnicas é 
de complexidade extrema e poucos resultados teóricos são conhecidos. Mesmo estes poucos 
resultados não dizern respeito ao comportamento transitório do sistema mas apenas as suas 
propriedades assintóticas. A despeito desta. até certo ponto frustrante realidade do ponto de 
vista teórico, a aplicação de controle auto-ajustável tem sido objeto de intensa pesquisa e 
resultados animadores, tanto de simulação quanto a nivel prático, têm sido obtidos. 
No contexto do problema de estabilidade dinâmica de sistemas de potência, estas 
técnicas podem ser utilizadas para a síntese dos estabilizadores de sistemas de potência ou 
mesmo outros tipos de controladores usualmente adotados com esta mesma finalidade, como 
os compensadores estáticos de reativo. Corno em qualquer aplicação, os algoritmos devem ser 
particularizados de acordo com as peculiaridades dinâmicas da planta, no caso o sistema de 
potência. A nível de simulação bons resultados têm sido obtidos com o uso da técnica de 
alocação de pólos, associada ao método dos mínimos quadrados segundo o principio da equi- 
valência. Questões sobre o ajuste adequado dos parãmetros e critérios para as mudanças de 
atitude do controlador permanecem ern aberto. A influência de certos parâmetros como o 
período de amostragem no desempenho do sistema é desconhecida. O próprio princípio da 
equivalência tem revelado suas fraquezas em experimentos, levando a busca de fundamentos 
teóricos para levar em consideração a interação entre os processos de identificação e controle. 
Diversos aspectos intocados nos trabalhos anteriormente publicados foram discutidos 
nesta monografia, incluindo sugestões para pesquisa futura. Entre estes destaca-se um campo 
inexplorado de pesquisa: a utilização de um supervisor para o controlador auto-ajustável. 
Este supervisor teria a função de modificar, quando necesario, parâ.metros do controlador e 
estabelecer mudanças de atitude, tais como reinicialização da matriz de covariâ.ncia ou mudança 
da ordem do modelo. Um sisterna especialista com uma base de regras simples possivelmente 
daria conta desta tarefa. 
Por outro lado, 0 algoritmo de controle por alocação de pólos em si pode ser melho- 
rado. Este trabalho apresentou uma proposta com este intuito: o estabilizador de sistemas 
de potência auto-ajustável com alocação parcial de espectro. A alocação parcial de espectro é 
uma decorrência natural do conhecimento das caracetrísticas da planta na síntese de estabili- 
zadores de sistemas de potência. Esta planta apresenta caracteristicas 'dinâmicas indesejáveis 
exclusivamente devido à. presença de um par (eventualmente dois pares) de pólos complexos 
'instáveis'. Portanto não há, necessidade de deslocar todo o espectro desta planta para obter as
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características dinâmicas desejadas. E esperado que o deslocamento de apenas uma parte do 
espectro seja menos dispendioso do ponto de vista do esforço de controle do que o deslocamento 
de todo o espectro. A economia de esforço de controle é uma questão crucial em estabilização 
de sistemas de potência, dadas as restrições impostas sobre a atuação do controlador. Os 
resultados obtidos com o método aqui proposto e apresentado são assaz satisfatórios. 
As considerações recém tecidas apontam para a potencialidade da aplicação de técnicas 
de controle auto-ajustável a estabilização de sistemas de potência. Neste ínterim, apontam 
também para linhas de pesquisa presumivelmente prornissoras.
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Apêndice A 
Simulador de Dinâmica de Sistemas 
de Potência 
A.1 Introdução 
A crescente complexidade dos sistemas de potência, o desenvolvimento e a possibili- 
dade de implementação de técnicas adaptativas, e a disponibilidade de computadores digitais de 
baixo custo e grande capacidade de processamento têm feito da simulação uma ferramenta de 
crescente importância na síntese de estabilizadores de sistemas de potência. A simulação per- 
mite a verificação do comportamento do sistema controlado nas diversas condições de operação, 
validando ou não o controlador em teste. Depreende-se deste quadro a necessidade, ao se pes- 
quisar a síntese de estabilizadores de sistema de potência, de uma ferramenta que simule de 
maneira eficiente e correta o comportamento de sistemas de potência. Este apêndice descreve 
o simulador de sistemas de potência SISP (SImulador de Sistemas de Potência), desenvolvido 
como parte integrante deste trabalho e especialmente para ele. 
O desenvolvimento deste simulador teve como objetivo a obtenção de uma ferramenta 
para simulação do comportamento dinâmico e análise da estabilidade dinâmica de sistemas de 
potência. As principais características exigidas do simulador são listadas abaixo. 
O possibilidade de implementação dos controladores, de estrutura arbitrária, a serem pro- 
postos no desenvolvimento da dissertaçao. 
O flexibilidade na estrutura e modelamento do sistema a ser simulado, permitindo a si- 
mulação de sistemas de potência quaisquer. 
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T inl1a-se ã disposição simuladores específicos para sistemas de potência, mas estes não 
atendiam aos quesitos mencionados. Quanto àqueles simuladores de sistemas de controle, sua 
adaptação para as peculiaridades do sistema de potência (principalmente o grande porte e 
a não-linearidade) seria provavelmente tão traballiosa quanto o desenvolvimento de um novo 
simulador e nao apresentaria vantagens com relação a este procedimento. Tendo em vista esta 
situação, mister se fez o desenvolvimento do simulador SISP. » . 
Ademais, o simulador SISP incorpora duas caracteristicas interessantes, já que inéditas 
nos trabalhos correlatos anteriormente desenvolvidos na UFSC, a saber: 
0 resolução simultânea das equações dos geradores e da rede 
o uso da linguagem C. 
O simulador SISP coloca a disposição do usuãrio diversos modelos pré-definidos para 
os componentes do sistema de potência. Tais modelos são aqueles comumente utilizados, já 
consagrados pela literatura correlata e descritos no Capitulo 1 desta monografia. O simulador 
permite a adição de estabilizadores adaptativos ao sistema. Vários tipos de perturbações po- 
dem ser aplicadas ao sistema, o que permite a verificação do desempenho de estabilizadores 
propostos. A seguir será descrito de que forma 0 simulador SISP simula o comportamento do 
sistema de potência a partir deste modelamento. 
A.2 Solução das Equações 
O ponto de partida da exposição subseqüente é o modelamento do sistema de potência 
por um sistema descritor, ou sistema sivzgular, apresentado na seção 1.3 desta monografia e 
aqui reproduzido por conveniência. 
ic = f(x,z,u) (A.1) 
g(x,z,u) = 0 (A.2) 
onde: 
X vetor de variaveis de estado 
z vetor de variáveis algébricas 
u vetor de entradas 
f(-, -, função vetorial não-linear 
g(-, -, função vetorial não-linear
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Todos os componentes do sistema de potência, ã excessão dos estabiliza.dores adap- 
tativos, são incluídos neste modelamento. Estabilizadores adaptativos são considerados como 
um sistema independente que lê um sinal de saida do sistema de potência e gera um sinal de 
entrada para este. 
Simular o comportamento do sistema a partir de um modelo consiste em obter a 
evolução temporal das variaveis deste modelo por meio da solução numérica das equações 
que formam 0 mesmo. O procedimento tradicionalmente adotado em simulação de sistemas de 
potência trata de, a cada instante de tempo, integrar numericamente as equações diferenciais 
para cada gerador em separado, usando os valores das variaveis algébricas no instante anterior. 
Em seguida, resolve-se as equações algébricas que representam a interconexão entre os geradores 
e cargas (a rede). Com estes novos valores para as variaveis algébricas, recalcula.-se as variaveis 
dos geradores. Este procedimento é repetido iterativamente até que se obtenha convergência 
[EPR84]. 
O simulador SISP adota outro procedimento, onde os valores dos vetores X e z para 
cada instante de tempo são calculados simultaneamente. Por esta razão este procedimento é 
chamado de solução simultânea. A abordagem por solução simultânea é descrita a seguir. 
Esta abordagem de solução para o sistema (A.1)(A.2) consiste em obter, a cada instante 
de tempo, um sistema de equações algébricas que lhe seja equivalente. Isto é feito por meio 
de algum método de integração numérica, aplicado sobre as expressões literais das equações 
diferenciais em (A.l). A partir de (A.l) obtém-se então [EPR83]: 
x(t) = H(x(t), z(t), u(t),x(t - At),z(t - At),u(t - At)) (A.3) 
onde At é o passo de integração e I-I(-, -, -, -, -, é uma função vetorial não-linear cujas carac- 
teristicas dependem: 
o das caracteristicas da função -, em (A.1) 
0 da regra de integração utilizada 
0 dos valores passados das variáveis x, z e u 
Unindo as equações (A.3) e (A2) um sistema de equações algébricas não-lineares é
: 
“N 
Obtido: 
H(×(1),z(z),u(z),×(~ú - A-ú) (1 - Az),u(t - A1)) 
j 
: 
í 
0
j s(×(i)›Z(i) (U) 0 
Assim, para cada instante de tempo, tem-se um sistema de equações algébricas não- 
lineares cuja solução para x(t) e z(t) fornecerá o valor do vetor de variaveis do sistema naquele
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instante. Note-se que neste sistema entram como constantes o valor do vetor de variaveis do 
sistema no instante anterior, e os valores atual e anterior do vetor de entradas. A seguir são 
descritos os métodos de integração e de solução de equações algébricas utilizados pelo simulador. 
A.2.1 Método de Integração 
O método de integração utilizado é a regra do tmpe'zio, também conhecido por regra 
de Euler mocliﬁcada. Este é um método implícito cuja estabilidade numérica é largamente 
reconhecida [EPR83]._ A idéia central é aproximar a derivada no intervalo [t;t + At] por uma 
constante. O valor desta constante é tornado como a média entre os valores da derivada nos 
extremos do intervalo. Esta idéia se expressa matematicamente como segue: 
x(t) = x(t - At) + %[x(t) + x(t - At)] (A.4) 
- Desde que, de acordo com (A.1): 
›'‹‹¢› = f‹×‹1›,z‹t›,u‹ﬁ›› 
a regra do trapézio (A.4), aplicada ao sistema (A.1), Iica:
A 
x(t) = x(t~1)+ -ã-Ê[f(x(t),z(t),u(t)) + f(x(t - At),z(t - At), u(t - At))] (A.5) 
No instante t, apenas os vetores x(t) e z(t) são desconhecidos, de modo que os outros 
argumentos da função vetorial f em (A.5) podem ser considerados constantes. A equação (A.5) 
pode então ser reescrita como: 
F1(×(i)›Z(¿)) = 0 (A5) 
onde a dependência da função vetorial F1 com relação às constantes x(t - At), z(t - At), 
u(t - At) e u(t) é considerada, mas não incluída em (A.6) por simplicidade de notação. A 
equação (A.6) está na forma padrão exigida para a aplicação do conhecido método de Newton- 
Rap/tson. Este método de busca de soluções no campo dos números reais para equaçoes e 
sistemas de equações não lineares é descrito na próxima. subseção. 
A.2.2 Solução das Equações Algébricas 
O sistema de equações algébricas em (A.1): 
g(x, z, u) = 0
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pode ser reescrito como: 
1‹¬z(×(z),z(z)) z o (AJ) 
Os mesmos comentarios feitos anteriormente para a equação (A.6) valem para (A.7). 
Tomando as duas equações vetoriais (A.6) e (A.7), a equação vetorial não-linear (A.8) é obtida. 
F(×,,) = o (As) 
Onde: 
xa Ê [x'z']' vetor de variáveis do sistema 
A .., . ~ . = [F1'(-, -)Fz'(-, 'funçao vetorial nao-linear 
u . vetor de entradas 
0 vetor nulo 
¿¿\ L importante notar que a função vetorial em (A.8), embora não colocado explici- 
tamente, depende dos valores passados dos vetores xa e u. 
O sistema de e ua ões A.8 é resolvido ›ara xa )elo método de Newton-Ra. ›/zson Ç › 
descrito a seguir. A partir de uma aproximação inicial X2 para a solução, novas aproximações 
xi, são obtidas conforme abaixo: 
xi, = xífl + Axí, (A.9) 
Onde Axl, é o vetor solução do sistema linear: 
J(×;-1).A×; z -1‹¬(×§;1, U) (A.1o) 
Em (A.10) J(Xa) representa a matriz jacobiana do sistema, definida por: 
-1 _ 
I', 
z1‹›‹a›âi‹z.-,-1 z ‹zzâ=-fã; 
` J 
O processo (A.10) (A.9) é repetido até que o critério de convergência (A.11) seja aten- 
dido. 
‹_ z'-1 x x 
|| 
_-“_” -_,“ l|< E (A-11) 
X1. 
onde e é um real pré-especificado e - representa norma. As escolhas da norma e do valor do 
número c são questões em aberto. As escolhas adotadas no simulador SISP são apresentadas 
na seção A.3 deste apêndice.
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O simulador SISP usa uma variação do método de Newton-Raphson, chamada método 
de Newton-Rap/:son dcsoncsto, onde o jacobiano é mantido constante durante o processo de 
busca da solução de (A.8). Ou seja, a equação (A.12): 
J(x2).AxÍ, = -F(xÍ,"1,u) (/\.12) 
é utilizada no lugar da equação (/\.l0) para a determinação do incremento AX; a ser utilizado 
na atualização da soluçao pela equaçao (/-\.9). 
Esta modificação do método não prejudica a convergência do mesmo desde que a apro- 
ximação inicial X2 seja suficientemente boa. Por outro lado, o tempo de processamento ganho 
por não ter que atualizar o jacobiano a cada iteração do método é bastante substancial. 
A aproximação inicial X2 é obtida por extrapolação linear dos valores das variaveis do 
sistema nos instantes anteriores. Assim, explicitando a dependência no tempo, anteriormente 
omitida para simplificar' a notação, tem-se: 
×2(t) = ×,,(¿ - Az) + [×,,(z - At) - ×,,(ú - 2Aú)] (A.13) 
Onde, por simplicidade de notação, foi suposto um passo de integração constante, 
porém este não é o caso em geral. O passo de integração é variável conforme descrito adiante. 
. i 
A generalização de (A.13) para o caso geral de passo de integração variavel é simples e direta. 
A.3 Aspectos Numéricos 
Inúmeras questões de caráter numérico se colocam no desenvolvimento de uma fer- 
ramenta de simulação. Estas questões dizem respeito principalmente ao condicionamento 
numérico dos procedimentos matemáticos utilizados e critérios de convergência dos métodos 
adotados. No contexto do simulador SISP destacam-se, entre outras questões menores: 
o escolha do passo de integração 
o escolha da norma e do número c a serem utilizados no critério de convergência (A.11) do 
método de Newton 
0 método de solução do sistema de equações lineares (A.12) 
Critério de convergência 
O critério de convergência da solução no método de Newton‹R,aphson deixa em aberto 
a escolha da norma a ser utilizada como medida do erro da solução e do valor e de norma abaixo
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do qual a solução é considerada satisfatória. Diversas normas diferentes foram utilizadas no de- 
senvolvimento do simulador SISP, dando origem a diferenças características de convergência do 
método. Apesar de notórias, estas diferença.s não chegam a modificar' o resultado da simulação 
do ponto de vista qualitativo. A norma 'ﬁnalmente adotada no simulador foi: 
2i1=l 
i 
vi
l ||V||=*"'_7;*'-“ 
onde:
Í v=[v¡ vz vai 
e 
I | 
representa o módulo de um escalar. 
A escolha de c tampouco modifica qualitativamente o resultado da simulação, desde 
que o valor escolhido esteja em uma certa faixa.. Valores de ‹-; entre 10"9 e 10” foram experi- 
mentados, adotando-se ﬁnalmente c = 10'6. 
Passo de integração 
O passo de integração deve ser pequeno o suficiente para que a integração forneça 
resultados acurados [EPR83]. A escolha de um passo de integração constante e pequeno pode 
levar a gastos desnecessariamente grandes de tempo de processamento e armazenamento de 
dados. A escolha de um ›asso de inte ra ão constante deve então refletir um com Jromisso entrel 
tempo de prcessamento e acurácia. Porém este compromisso muitas vezes não é atingível, visto 
que uma mesma simulação pode conter diversas condições de operação do sistema simulado, 
sendo ue cada uma destas situa 'ões exi iria um determinado Jasso de inte ra ão Jarticular.Ç 
O uso de passo de integração variavel soluciona esta questão. Desta forma o simula- 
dor determina automaticamente a cada instante o passo de integração ótimo segundo algum 
critério. Desde que este critério seja adequado, obtém-se economia substancial de tempo de 
processamento sem perda de precisão no resultado. O critério adotado pelo simulador SISP é 
descrito a seguir. 
Sejam AX a variação do vetor solução X obtida por extrapolação linear, Ax,,,,,x a 
maxima variação permitida para este valor dentro de um único passo e h,, o passo de integração 
utilizado no instante anterior. O passo de integração h é então escolhido da seguinte forma: 
1. A xfnﬂf h = -Ã-š--hp 
2. se /L > Irma, então h = /i,,,,,x
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3. se h < /zm,-,, então li = hm,-,, 
onde lz,,m,, e h,,,,~,, são. os valores máximo e mínimo admitidos para o passo de integração. 
Solução do sistema de equações lineares 
A atualização da solução pela equação (A.9) exige a solução do sistema de equações 
lineares (A.12). O método de solução adotado para este sistema deve ser eﬁciente, já que esta 
operação será. efetuada a cada iteração do método de Newton-Raphson, e acurado, pois que 
a correção da solução depende completamente deste procedimento. O método adotado pelo 
simulador SISP é a decomposição LU com pivotcamcnto [PRE89].
