Quantum partial search algorithm is approximate search. It aims to find a target block (which has the target items). It runs a little faster than full Grover search. In this paper, we consider quantum partial search algorithm for multiple target items unevenly distributed in database (target blocks have different number of target items). The algorithm we describe can locate one of the target blocks. Efficiency of the algorithm is measured by number of queries to the oracle. We optimize the algorithm in order to improve efficiency. By perturbation method, we find that the algorithm runs the fastest when target items are evenly distributed in database.
Introduction
Quantum partial search algorithm [1, 2, 3] trades accuracy for speed, namely, the algorithm finds the block where the target item is located instead of the exact address of the target item. The algorithm is based on the full quantum search algorithm (famous Grover algorithm [4, 5] ). Grover algorithm acquires quadratic speedup over corresponding classical search algorithm. Grover algorithm finds the target item in the database. Target item also called marked item in the literature. Grover algorithm is optimal [6, 7] and the quantum partial search algorithm is also optimal among other protocols [8, 9, 10, 11] . The generalization of partial search algorithm for multiple target items has been studied in [12, 13] . In this paper, we consider the case that different blocks have different number of target items (uneven distribution).
The total number of items in the database is denoted by N . Classically, we consider database as a set of N items. In quantum case, the database is an N dimensional Hilbert space. Each basis vector |y corresponds to an item. Both the Grover algorithm and partial search algorithm consist of repetitions of the Grover iterations. The Grover iteration is based on the oracle model [14] and each of Grover iteration has one query to the oracle (black box). We use the number of queries to the oracle (number of Grover iteration) as the complexity measure. If there is only one target item, Grover algorithm finds the target item with probability close to 1 in
number of queries to the oracle [4, 14] . If we have total of z target items, Grover algorithm can find one of the marked items in
queries to the oracle. Quantum partial search algorithm aims to find the blocks with target items instead of the accurate locations of the target items. We can divide the database of N items into K blocks which have b items. Each block has the same number of items, i.e., N = bK. In general, partial search algorithm can win over the full Grover algorithm by a number scaling as √ b both in one target item case [1, 2] and multiple target case [12, 13] . This is the result of optimization [8, 12] . We can run the partial search algorithm on different set of partitions simultaneously (those are partitions popular with users).
Number of target blocks is denoted by t. In this paper, we only consider t < K/4 (which is worthwhile for partial search algorithm). When t ≥ K/4, we can randomly pick up one block and run the full quantum search algorithm for unknown number of marked items proposed in [7] . For one block, we need at most 4 √ b number of queries to the oracle to find one of the marked items or to claim that there is no target items in this block (with trivial small probabilities of failure). If no marked items in this block was found, we pick up another block and run the search again. The total expected number of Grover iterations is therefore
However, when we do not know the number of target blocks, we may consider the partial search algorithm for unknown number of marked blocks and unknown number of marked items in future. This paper has two parts. In first part, we study the partial search algorithm for uneven distribution of multiple target items. Then we optimize the algorithm in large block limit b → ∞. In second part, we study the partial search algorithm for uneven distribution of multiple target items by perturbation method (perturbation from even distribution). We find that more queries is needed for uneven distribution in second order perturbation proportional to the variance of target distribution in blocks. For reader's convenience, a summary of notations is in Table 1 .
Partial search algorithm for uneven distribution of target items
In this section, we study the partial search algorithm of uneven distribution of target items in details. We use two kinds of Grover iterations: global and local Grover iterations. The number of global and local Grover iterations should satisfy certain constraint called cancellation equation. We study optimization of the algorithm under such constraint.
Steps of the algorithm
Assume that the total number of items in the database is a power of 2, i.e., N = 2 n . We can construct the uniform superposition of all basis vectors fast and efficiently by applying the Hadamard gate H [14] :
Here |y is an element of orthonormal basis. The database is represented by an N dimensional Hilbert space. The steps of partial search algorithm are listed below:
Step 1. j 1 global Grover iterationsĜ 1 defined asĜ
The operatorÎ
is a reflection in a plane perpendicular to all target items. Here z is the total number of target items in the database; A is the set of all target items andÎ is the identity operator. The operator
is a reflection in a plane perpendicular to the average of items. Let us explain reflection in the average. For example, for an arbitrary vector |v β ratio between t and K β = t/K τi number of marked items in i-th marked block
A set of all target items in the database number of elements in A is z Ai set of all target items in i-th target block number of elements in Ai is τi X set of all non-target items in the database number of elements in X is (N − z)
Xi set of all non-target items in i-th target block number of elements in Xi is (b − τi) G1 global Grover iteration refer to formulae (5)- (7) G2 local Grover iteration see equations (11)- (13) j1 number of global Grover iterations
average of all items in a block |s2 = 1/ √ b y∈one block |y Î s 1 reflection about the state |s1 Î s 1 =Î − 2|s1 s1|; see equation (7) Is 2 reflection about the state |s2 Î s 2 =Î − 2|s2 s2|; see equation (12) IT reflection about all the target statesÎT =Î − 2 z t∈A |t t|; see equation (6) θ angle of global Grover iteration sin 2 θ = z/N ; see equation (10) θi angles of local Grover iterations in i-th target blocks sin 2 θi = τi/b; see equation (14) |ti average of target items in i-th target blocks
|y |u average of all items in non-target blocks see equation (17) η defined by the formula on the right side
optimal value of α in even distribution case ηK optimal value of η in uneven distribution case determined by cancellation equation (30) αK optimal value of α in uneven distribution case determined by optimization condition (37) f (η, α) function to maximize in order to minimize the number of iterations
Here a y is a complex number. The operator −Î s1 acts as
Reflection operators can also be viewed as rotations. The rotation angle of global Grover iterationĜ
Step 2. j 2 local Grover iterationsĜ 2 . The local iteration is defined bŷ
The local operatorÎ s2 is given byÎ
Here
is average of all items in a block. Local Grover iteration is usual Grover iteration for a block (considered as a database). Therefore, one can run the local Grover iteration on the same hardware which is used for global Grover iteration. Direct sum means that we run local search in each block simultaneously. The rotation angle for local Grover iterationĜ 2 (11) is
Step 3. One last reflectionÎ s1 (7) vanishes amplitudes of all items in non-target blocks.
Step 4. Measurement will reveal a target block with high probability.
During the algorithm, in a target block, amplitudes of all target items are the same. So we can only follow the amplitude of the average of all target items in one block:
It is the normalized sum of all target items in i-th target block. The set of all target items in i-th target block is denoted as A i . Also the amplitudes of non-target items in one target block are the same. Therefore we define the normalized sum of all non-target items in i-th target block:
Here the set of all non-target items in i-th target block is denoted as X i . The normalized sum of items in all non-target block is denoted by |u :
where y ∈ (X − i X i ) and X is the set of all non-target items in the database. In conclusion, the algorithm is a representation of SO(2t + 1) group. Because of local Grover iterationĜ 2 (11) acting locally on the blocks, therefore, in the bases |t i , |ntt i and |u ,Ĝ 2 has the block diagonal form:
which is a (2t + 1) × (2t + 1) orthogonal matrix. Note that local iterationĜ 2 acts trivially on non-target blocks.
Cancellation equation
After
Step 1 (j 1 global Grover iterationsĜ 1 ), we get the state of the database:
Here we rewrite the result in the bases |t i (15), |ntt i (16) and |u (17). The amplitude of all the non-target block states is a nt :
It will remain unchanged during the Step 2.
In order to calculateĜ 
The vector (21) describes the state of the database after Step 2. After
Step 3, the amplitudes of states in non-target block should vanish. Specifically, the amplitude a nt should be twice of the average, i.e., a nt = 2ā, because the operator −Î s1 inverts the amplitudes about the average, see equation (9) . Then we have the constraint relation
which leads to
Substituting a nt (20), a ti (22) and a ntti (23) into above relation, we have
which is called cancellation equation. If above relation holds, the amplitudes of items in non-target block will vanish. And the final state iŝ
So the measurement will reveal a target block.
Large block limit: b → ∞
The numbers of iterations j 1 and j 2 usually scale as [8, 9] 
when N → ∞. In thermodynamics limit b → ∞, the cancellation equation (26) reduces into
which has a simpler expression for η
Note the denominator on RHS is always positive if t < K/4.
Optimization
We use the number of queries to the oracle as complexity measure of the algorithm. In order to accelerate the algorithm, we have to optimize. We want to minimize total number of queries to the oracle given by j 1 + j 2 :
Therefore we want to maximize the function f (η, α) = η − α. By Lagrange multiplier method, we construct the function
Here λ is the Lagrangian multiplier. Maximization of L(η, α, λ) leads to the equations
We combine these equations to eliminate Lagrangian multiplier λ and η and get one equation for α:
Besides, we only consider the case (K − 4t) > 0. Therefore, only second factor can vanish
for maximum value of f (η, α). This is optimization condition. The solutions are denoted as η K and α K respectively. Let us compare to the trivial even distribution case. When τ i =τ , we retrieve the optimal value for least number of iterations in even distribution database case [12] . We denote the optimal values of α and η in even distribution as α 0 and η 0 :
Perturbation
Numerical results show that the more uniform the distribution of target items, the less queries to the oracle are needed [13] . In this section, we consider the uneven distribution of target items as the perturbation from even distribution, namely
Perturbation ε i is a small number in the range −1 < ε i < 1. Note that the variance of τ i is
As the result, the optimal values η K and α K change as
3.1 The limit of many blocks: K → ∞ Theorem 1. In the limit of many blocks (K → ∞), uneven distribution requires more queries to the oracle than even distribution by
in second order perturbation.
Proof. We notice that ∆η K and ∆α K are nonzero at least in the second order of ε i , because
In following calculations, we keep the second order of ε i , first order of ∆η K and ∆α K . In the limit K → ∞, cancellation equation (30) simplifies as
In second order of ε i , we have
which gives rise to
Substituting above relation into (44), we get
On the other hand, from (44), in the case of even distribution, we know
And in the limit K → ∞, parameter α 0 (38) is
with
Substituting above relations into (47), we get
Remember that f = η − α, then
(52)
So we proved Theorem 1. Proof. The proof is in four steps.
Finite number of blocks
Step 1. Find perturbation ∆α K (41) in first order of δ 2 (τ ) (40). Firstly, the optimization condition (37) for uneven distribution can be rewritten as
In the case of even distribution, optimization condition (37) has the simpler form 2tKτ cos 2α 0 √τ − 2t 2τ cos 2α 0 √τ − z(K − 2t) = 0 (56)
Subtracting equations (55) and (56) 
