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TOTAL INTEGRALS OF SOLUTIONS FOR THE PAINLEVE´ II
EQUATION AND SINGULARITY FORMATION IN THE
VORTEX PATCH DYNAMICS
PIOTR KOKOCKI
Abstract. In this paper, we establish a formula determining the value of the
Cauchy integrals of the real and purely imaginary Ablowitz-Segur solutions
for the inhomogeneous second Painleve´ equation. Our approach relies on the
Deift-Zhou steepest descent analysis of the corresponding Riemann-Hilbert
problem and the construction of an appropriate parametrix in the neighbor-
hood of the origin. The obtained formula is used to show that an arbitrary
logarithmic spiral is a finite time singularity developed by a geometric flow,
which approximates the vortex patch dynamics of the 2D Euler equation.
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1. Introduction
We are concerned in the inhomogeneous second Painleve´ (PII) equation
u′′(x) = xu(x) + 2u3(x)− α, x ∈ C, (1.1)
where α ∈ C is a constant such that Reα ∈ (−1/2, 1/2). It is known (see [16], [22],
[17, Chapter 11]) that the solutions of the PII equation are related with Riemann-
Hilbert (RH) problems characterized by the Stokes multipliers, that is, the triple
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2 PIOTR KOKOCKI
of parameters (s1, s2, s3) ∈ C3 satisfying the following constraint condition
s1 − s2 + s3 + s1s2s3 = −2 sin(piα). (1.2)
Roughly speaking, any choice of the triple (s1, s2, s3) satisfying (1.2), gives us a
solution Φ(λ, x) of the corresponding RH problem, which is a 2× 2 matrix valued
function sectionally holomorphic in λ and meromorphic with respect to x. Then,
the function u obtained by the limit
u(x) = lim
λ→∞
(2λΦ(λ, x)eθ(λ,x)σ3)12, where θ(λ, x) := i(4λ
3/3 + xλ) (1.3)
is a solution of the PII equation (1.1). Proceeding in this way, we can define a map
{(s1, s2, s3) ∈ C3 satisfying (1.2)} → {solutions of the PII},
which is a bijection between the set of all Stokes multipliers and the set of solutions
of the Painleve´ II equation (see e.g. [17]). Let us restrict our attention to the
solutions of (1.1) corresponding to the following choice of the Stokes data
s1 = − sin(piα)− ik, s2 = 0, s3 = − sin(piα) + ik, k, α ∈ C, (1.4)
that, for the brevity, we denote by u( · ;α, k). Among them we can specify the real
Ablowitz-Segur (AS) solutions that are determined by (1.4) with
α ∈ (−1/2, 1/2) and k ∈ (− cos(piα), cos(piα)). (1.5)
It is known that the real AS solutions satisfy Imu(x;α, k) = 0 for x ∈ R (see e.g.
[17, Chapter 11]) and furthermore the results of [12] show that the solutions have
no poles on the real line. The borderline case of (1.4) with
α ∈ (−1/2, 1/2) and k = ± cos(piα)
corresponds to the Hasting-McLeod solutions that are also pole-free on the real
line (see [8]) and take real values u(x;α, k), whenever x ∈ R. Considering the
multipliers (1.4) with α, k ∈ iR, we obtain the purely imaginary Ablowitz-Segur
solutions satisfying u(x;α, k) ∈ iR for x ∈ R (see e.g. [17, Chapter 11]). In this
case u is also pole-free on the real line, which follows from the fact that the residues
of the poles of u are equal to ±1.
The goal of this paper is to establish a formula for the value of the integral∫ ∞
−∞
u(y;α, k) dy := lim
x→+∞
∫ x
−x
u(y;α, k) dy, (1.6)
where u is either a real or purely imaginary Ablowitz-Segur solution of the inho-
mogeneous PII equation. The problem of finding the value of (1.6), was considered
in [4] in the homogeneous case α = 0, where the following formula was derived:∫ +∞
−∞
u(y; 0, k) dy =
1
2
ln
(
1 + k
1− k
)
if either k ∈ (−1, 1) or k ∈ iR. (1.7)
The integral in (1.7) exists in the Cauchy sense due to the asymptotic behavior of
the solution u(x; 0, k) as x → ±∞. To be more precise, form [1], [2] and [14] it
follows that the real and purely imaginary AS solutions decay exponentially to zero
as x→ +∞ and furthermore we have the following asymptotic behavior
u(x; 0, k) =
d
(−x) 14 cos
(
2
3
(−x) 32 − 3
4
d2 ln(−x) + φ
)
+O
(
log(−x)
(−x) 54
)
, x→ −∞,
where d > 0 and φ ∈ R are parameters dependent from k by so-called connecting
formulas (see [9], [14]). In [3] and [4] it is established a version of (1.7) for the
Hasting-McLeod solutions, which reads as follows∫ ∞
c
u(y; 0,±1) dy +
∫ c
−∞
(
u(y; 0,±1)∓
√
|y|
2
)
dy = ∓
√
2
3
c|c| 12 ± 1
2
log(2). (1.8)
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In this formula c is an arbitrary real number and the form of the left hand side of
(1.8) follows from the fact that the Hasting-McLeod solutions exponentially decay
to zero as the parameter x approaches the plus infinity and
u(x; 0,±1) = ±
√
−x/2 +O((−x)−5/2), x→ −∞.
In the inhomogeneous case α 6= 0, the recent result [26, Theorem 1.3] provides a
counterpart of the total integral formula (1.7) for the increasing tritronque´e solu-
tions (see [23]) of the PII equation. In this paper we prove the following theorem.
Theorem 1.1. If u( · ;α, k) is either a real or purely imaginary Ablowitz-Segur
solution for the inhomogeneous second Painleve´ equation, then
lim
x→+∞ exp
(∫ x
−x
u(y;α, k) dy
)
=
cos(piα) + k
(cos2(piα)− k2)1/2
. (1.9)
In the proof of this theorem we will use the nonlinear steepest descent method
from [13], where it was used to study asymptotic expansions of solutions for the
modified KdV equation. The method was also applied in [14] to study asymptotics
of Ablowitz-Segur solutions for the homogeneous PII equation. In the series of
papers [17], [21] and [12], the approach based on the steepest descent analysis was
used to provide rigorous asymptotic expansions of the Ablowitz-Segur solutions for
the inhomogeneous PII equation (1.1). In particular, the results of the papers [17]
and [21] say that
u(x;α, k) = αx−1 +O(x−4)− ikAi(x)(1 +O(x−3/4)), x→ +∞, (1.10)
where Ai(x) is the standard Airy function. On the other hand, in [12] there was
shown that for the real and purely imaginary AS solutions we have the expansion
u(x;α, k) =
d0
(−x) 14 cos
(
2
3
(−x) 32 − 3
4
d20 ln(−x) + φ0
)
+O(x−1), (1.11)
as x → −∞. Similarly as in the homogeneous case, the parameters d0 ∈ C and
φ0 ∈ R are dependent from k and α by explicit connecting formulas. Unfortunatly,
the results from [12] do not allow us to obtain more accurate expansion of the
error therm O(x−1) appearing in the formula (1.11) (see discussion in [12, Section
3.5]). Therefore the asymptotics (1.10) and (1.11) are not sufficient to confirm the
convergence of the integral (1.6), which is the reason that the formula (1.9) has a
weaker exponential form. However if u is a real AS solution, then we can take the
both-side logarithm of (1.9) and obtain∫ ∞
−∞
u(y;α, k) dy =
1
2
ln
(
cos(piα) + k
(cos2(piα)− k2)
)
, k ∈ (− cos(piα), cos(piα)).
In the proof of Theorem 1.1, we follow [12], [17] and [24] to deform the contour of
the RH problem associated with u( · ;α, k), to contours consisting of appropriate
steepest descent paths of the phase function θ(λ, x). The main difficulty follows
from the fact that, in the inhomogeneous case, an additional singularity appears at
the origin of the complex plane, which requires us to construct a new parametrix
around zero for the Riemann-Hilbert problem defined on the steepest descent graph.
The solutions of the PII equation that do not admit poles on the real line are
important due to their applications in mathematics and physics. In the present
paper we provide an application of Theorem 1.1 to study the vortex patch dynamics
of the following incompressible 2D Euler equation{
ut = u · ∇u+∇p = 0 on R2,
div u = 0 on R2,
(1.12)
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where u(x, t) is the velocity field and p(x, t) is the pressure function. To explain the
problem more precisely, let us consider the perpendicular gradient∇⊥ = (−∂x2 , ∂x1)
and define the 2D vorticity function
ω(x, t) = ∇⊥ · u(x, t).
Then the vector equation (1.12) is equivalent to the scalar vorticity equation
ωt + u · ∇ω = 0, (1.13)
where the velocity field u is given by the Biot-Savart integral
u(x, t) =
∫
R2
K(x− y)ω(y) dy, K(x) = 1
2pi
∇⊥ log |x|. (1.14)
The existence and uniqueness of global weak solutions of (1.13)–(1.14) for the initial
vorticity ω0 from the class L
1(R2) ∩ L∞(R2) is a classical result of [29]. Hence we
can deduce the existence of the unique global weak solution ω starting from the
initial datum given by
ω0(x) = p0χΩ0(x), x ∈ R2,
where p0 ∈ R and χΩ0 is a characteristic function of a measurable set Ω0. In [25,
Section 8.2.3] it was shown that there is a family of measurable sets Ω(t) such that
ω(x, t) = p0χΩ(t)(x), x ∈ R2, t ∈ R. (1.15)
The solution ω of the form (1.15) is called a vortex patch and is completely deter-
mined by the temporal evolution of the boundary ∂Ω(t), which we call the contour
dynamics. If we additionally assume that Ω0 is a smooth bounded simply con-
nected region, then the results of [7] say that the boundary ∂Ω(t) remains smooth
for all time (see also [6] for the simplified proof of this fact). Furthermore, from
[30] and [25, Section 8.3.1] we know that the dynamics is governed by the non-local
differential equation of the form
Xt(s, t) = − p0
2pi
∫ 2pi
0
ln ‖X(s, t)−X(s′, t)‖Xs(s′, t) ds′, (1.16)
where X(s, t) represents the parametrization of ∂Ω(t). In [18] the methods of [10]
were used to handle with the non-local equation (1.16) by considering the Taylor
expansion of the flow X (see also discussion in [11]). As a result the non-local flow
was formally expressed in the form of the infinite sum of local flows such that the
first element of this sum is a translation and the second one satisfies the equation
zt = −ksn− 1
2
k2T, t, s ∈ R. (1.17)
In the above equation z is the flow of regular curves living in the complex plane, s
is the arc-length parameter, T is the tangent vector field, n := iT is the oriented
normal vector field and k is the curvature defined by the equality Ts = kn. In this
form, the equation (1.17) is known as the localized induction approximation (LIA)
and formally approximates the contour dynamics of the 2D Euler equation. We are
interested in the solutions of LIA, that develop finite time singularities of the form
z0(s) =

s√
1 + µ2
ei(θ
+−µ ln s), s > 0,
s√
1 + µ2
ei(θ
−−µ ln |s|), s < 0,
where µ ∈ R and θ± ∈ [0, 2pi) are such that |θ+ − θ−| 6= pi. The function z0 defines
a logarithmic spiral, which is a structure appearing frequently in the motion of a
turbulent flow. In [27], a perturbation argument and ODEs techniques were used
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to show that, if the expression |θ+−θ−|+ |µ| is sufficiently close to zero, then there
is a self-similar solution z of the equation (1.17), such that
|z(t, s)− z0(s)| < ct 13 , s ∈ R \ {0}, t > 0,
where c > 0 is a constant. Here the solution z is said to be self-similar provided
z(t, s) = t
1
3 e−i
µ
3 ln t
∫ s/t 13
0
exp
(
2
31/3
∫ s′
0
u(s′′/31/3) ds′′
)
ds′ + ω0
 , t > 0,
where u is a purely imaginary solution of the PII equation (1.1) with α = − iµ2 and
ω0 := − 2
3
√
3
1− iµ (ux(0)− u
2(0)).
In this paper we use Theorem 1.1 to drop the assumption concerning the smallness
of |θ+−θ−|+ |µ| and establish the following result, which says that any logarithmic
spiral is a finite time singularity developed by a self-similar solution of (1.17).
Theorem 1.2. For any θ+, θ− ∈ [0, 2pi) and µ ∈ R with |θ+ − θ−| 6= pi, there is
a purely imaginary solution u of the PII equation such that the smooth self-similar
solution z of the equation (1.17), satisfies
|z(t, s)− z0(s)| < ct 13 , s ∈ R \ {0}, t > 0,
where c > 0 is a constant.
The crucial points of the proof of Theorem 1.2 is to use Theorem 1.1 to show
that, the profile u of the self-similar solution z that we are looking for, is a purely
imaginary Ablowitz-Segur solution of the form u( · ;−iµ/2, k), where k ∈ iR is suit-
ably chosen complex number.
Outline. In Section 2 we introduce the Riemann-Hilbert problem for the inhomo-
geneous PII equation and analyze the related Lax system to reduce the proof of the
formula (1.9) to finding appropriate asymptotics of the solution Φ(λ, x). In Section
3 we use Bessel functions to define auxiliary RH problems that will be used in the
construction of local parametrices around the origin. Sections 4 and 5 are devoted
to steepest descent analysis of the RH problem associated with the inhomogeneous
PII equation. We recall the deformations leading to the equivalent RH problems
defined on the contours consisting of steepest descent paths and we use the results
from Section 3 to represent their solutions in the terms of a local parametrix around
the origin. Sections 6 is devoted for the proof of Theorem 1.1, whereas in Section
7 we discuss some properties of the profiles of self-similar solutions for the LIA.
Finally in Section 8 we provide the proof of Theorem 1.2.
2. Solution Φ(λ, x) for the RH problem for Painleve´ II equation
In this section we start with the Riemann-Hilbert problem related to the second
Painleve´ equation (1.1), where α ∈ C is a constant such that Reα ∈ (−1/2, 1/2).
We assume that Σ := C ∪ ρ+ ∪ ρ− ∪6k=1 γk is the contour in the complex λ-plane,
where C := {λ ∈ C | |λ| = r} is a clockwise oriented circle of radius r > 0,
ρ± := {λ ∈ C | |λ| < r, arg λ = ±pi/2},
are two radii oriented to the origin and
γk := {λ ∈ C | |λ| > r, arg λ = pi/6 + (k − 1)pi/3}, k = 1, 2, . . . , 6
are six rays oriented to the infinity. The contour Σ divides the complex plane into
regions Ωr, Ωl and Ωk for k = 1, 2, . . . , 6, as it is depicted in Figure 1.
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γ1
γ2
γ3
γ4
γ5
γ6
ρ+
ρ−
Ω1
Ω2
Ω6
Ω4
Ω3
Ω5
ΩrΩl
Figure 1. The contour Σ and regions of the set C \ Σ.
Let us observe that due to the orientation we can naturally distinguish the left
(+) and right (−) side of the contour Σ. We consider the triangular matrices
Sk :=
(
1 0
sk 1
)
, k = 1, 3, 5 and Sk :=
(
1 sk
0 1
)
, k = 2, 4, 6,
where constants sk, for k = 1, 2, 3, satisfy the constrain condition
sk+3 = −sk, s1 − s2 + s3 + s1s2s3 = −2 sin(piα). (2.1)
Moreover we assume that σ1, σ2 and σ3 are the usual Pauli matrices
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
and the matrix E is such that the following equation takes place
ES1S2S3 = σ2M
−1Eσ2, where M := −ieipi(α− 12 )σ3σ2. (2.2)
The Riemann-Hilbert problem, that we denote by (RH1), is to find a 2× 2 matrix-
valued function Φ(λ) = Φ(λ, x) such that the following conditions are satisfied.
(a) For any k = 1, 2, . . . , 6, the restriction Φk := Φ|Ωk is holomorphic on Ωk and
continuous up to the boundaries of Ωk.
(b) The restrictions Φr := Φ|Ωr and Φl := Φ|Ωl are holomorphic on Ωr and Ωl,
respectively, and, for any sufficiently small ε > 0,
Φr ∈ C(Ωεr), Φl ∈ C(Ωεl ),
where Ωrε := Ωr \ {λ ∈ C | |λ| < ε} and Ωlε := Ωl \ {λ ∈ C | |λ| < ε}.
(c) Given λ ∈ Σ \ {0}, if we denote by Φ+(λ) and Φ−(λ) the limits of Φ(λ′) as
λ′ → λ from the left and right side of the contour Σ, respectively, then the
following jump condition is satisfied
Φ+(λ) = Φ−(λ)S(λ), λ ∈ Σ \ {0},
where the jump matrix S(λ) is constructed as follows. On the rays γk the matrix
S(λ) is given by the equation
S(λ) = Sk, λ ∈ γk, k = 1, 2, . . . , 6,
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while on the circle C the matrix S(λ) is obtained by the following jump relations
Φ+1 (λ) = Φ
−
r (λ)E, Φ
+
2 (λ) = Φ
−
r (λ)ES1,
Φ+3 (λ) = Φ
−
l (λ)σ2Eσ2S
−1
3 , Φ
+
4 (λ) = Φ
−
l (λ)σ2Eσ2,
Φ+5 (λ) = Φ
−
l (λ)σ2ES1σ2, Φ
−
6 (λ) = Φ
−
r (λ)ES
−1
6 .
Furthermore, on the radii ρ±, the matrix S(λ) is determined by the equations
Φ−l (λ) = Φ
+
r (λ)M, λ ∈ ρ− \ {0},
Φ+r (λ) = Φ
−
l (λ)σ2Mσ2, λ ∈ ρ+ \ {0}.
(d) The function Φr(λ)λ
−ασ3 is bounded for λ sufficiently close to zero, where the
branch λ−α is chosen arbitrarily.
(e) As λ→∞, the function Φ has the following asymptotic behavior
Φ(λ) = (I +O(λ−1))e−θ(λ)σ3 , where θ(λ) := i(
4
3
λ3 + xλ).
Following [17] and [21], the RH problem (a)−(e) is uniquely meromorphically (with
respect to x) solvable for any choice of the Stokes multipliers (s1, s2, s3), that is,
there is a countable set of poles X = {xk}k≥1 such that the function Φ is holo-
morphic on (C \ Σ)× (C \X) and meromorphic along C×X. It is known that Φ
satisfies the following complex equations called the Lax pair{
∂λΦ(λ;x) = A(λ;x)Φ(λ;x),
∂xΦ(λ;x) = U(λ;x)Φ(λ;x).
(2.3)
In the above system A and U are 2× 2 matrix functions given by
A(λ;x) := −i(4λ2 + x+ 2u2(x))σ3 − (4λu(x) + αλ−1)σ2 − 2ux(x)σ1,
U(λ;x) := −iλσ3 − u(x)σ2.
Furthermore the function u, given by the limit
u(x) := lim
λ→∞
(2λΦ(λ)eθ(λ)σ3)12, x ∈ C \X
defines the solution for the PII equation and the map
{(s1, s2, s3) ∈ C3 | the constraints (2.1) holds} → {solutions of the PII}
is a bijection between the set of Stokes multipliers and the set of solutions of the
Painleve´ equation (1.1). In [19] and [20] it was rigorously proved that any solution
of the PII equation is meromorphic function and every pole of u is simple with
residue ±1. We say that u is a purely imaginary solution of the PII equation if
Reu(x) = 0, x ∈ R
and furthermore the solution u is called purely real provided
Imu(x) = 0, x ∈ R.
From [17, Chapter 11] we know that if α ∈ R and the Stokes multipliers (s1, s2, s3)
are such that s3 = s1 and s2 = s2, then the corresponding solution of the PII
equation is purely real. Similarly, if α ∈ iR and the monodromy data (s1, s2, s3)
are such that s3 = −s1 and s2 = −s2, then related solution of the PII equation is
purely imaginary. From [17, Chapter 11] we also know that there is a function Z,
holomorphic for λ ∈ B(0, r) such that
Φ(λ) = Z(λ)e−θ(λ)σ3λασ3 , λ ∈ Ωr. (2.4)
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Using the second equation of the Lax pair (2.3), we infer that
∂Z(λ)
∂x
=
∂Φ(λ)
∂x
eθ(λ)σ3λ−ασ3 + iλΦ(λ)σ3eθ(λ)σ3λ−ασ3
= (−iλσ3 − u(x)σ2)Φ(λ)eθ(λ)σ3λ−ασ3 + iλΦ(λ)σ3eθ(λ)σ3λ−ασ3
= (−iλσ3 − u(x)σ2)Z(λ) + iλZ(λ)σ3 = −iλ[σ3, Z(λ)]− u(x)σ2Z(λ).
Therefore, if we define P (x) := Z(0, x), then, passing to the limit with λ→ 0, gives
the following linear equation
∂P (x)
∂x
= −u(x)σ2P (x), x ∈ C \X. (2.5)
As it was proved in [12, Section 2.2] by a vanishing lemma, if u is either a real or
purely imaginary AS solution, then the set of poles X does not contain any real
number and the function Φ(λ, x) is defined for all x ∈ R. Therefore, if we denote
v(x1, x2) :=
∫ x2
x1
u(y) dy, x1 < x2,
then the solution of the equation (2.5) is expressed by the following formula
P (x) =
(
1
2 (e
v(0,x) + e−v(0,x)) i2 (e
v(0,x) − e−v(0,x))
− i2 (ev(0,x) − e−v(0,x)) 12 (ev(0,x) + e−v(0,x))
)
P (0)
=
(
cosh(v(0, x)) i sinh(v(0, x))
−i sinh(v(0, x)) cosh(v(0, x))
)
P (0),
and furthermore, for any x > 0, we have
P (x)P (−x)−1 =
(
1
2 (e
v(−x,x) + e−v(−x,x)) i2 (e
v(−x,x) − e−v(−x,x))
− i2 (ev(−x,x) − e−v(−x,x)) 12 (ev(−x,x) + e−v(−x,x))
)
. (2.6)
Therefore the proof of the integral formula (1.9) reduces to studying asymptotic
behavior of the function P (x) as x→ ±∞.
3. Bessel functions and auxiliary RH problems
Let us introduce the auxiliary function Ψˆ0(z), given by the formula
Ψˆ0(z) = B(z)
(
v1(z) v2(z)
v′1(z) v
′
2(z)
)
, where B(z) :=
1
2
e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
−αz 1
)
(3.1)
and the functions v1, v2 are defined by
v1(z) =
∞∑
k=0
Γ(α+ 12 )z
α+2k
4kk!Γ(α+ 12 + k)
= 2α−
1
2 Γ(α+
1
2
)ei
pi
2 (α− 12 )z
1
2 Jα− 12 (e
−ipi/2z) (3.2)
and
v2(z) :=
∞∑
k=0
Γ( 32 − α)z1−α+2k
4kk!Γ( 32 − α+ k)
= 2
1
2−αΓ(
3
2
− α)eipi2 ( 12−α)z 12 J 1
2−α(e
−ipi2 z), (3.3)
where Jν(z) is the classical Bessel function defined on the universal covering of the
punctured complex plane C \ {0}. It is known (see e.g. [5], [17]) that Ψˆ0 satisfies
the following differential equation
∂
∂z
Ψˆ0(z) = (σ3 − α
z
σ2)Ψˆ
0(z)
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and the function Ψˆ0(z)z
−ασ3 is holomorphic on the complex plane. Let us introduce
the following matrices
Eˆ =
√
pi
2 cospiα
 21−αΓ( 12+α) 0
0 2
α
Γ( 32−α)
 eipi4 σ3 (e−ipiα i
ieipiα 1
)
,
Sˆ1 =
(
1 2 sin(piα)
0 1
)
, Sˆ2 =
(
1 0
−2 sin(piα) 1
)
. (3.4)
If we define the functions
Ψˆ1(z) := Ψˆ0(z)Eˆ, Ψˆ2(z) := Ψˆ1(z)Sˆ1, Ψˆ
3(z) := Ψˆ2(z)Sˆ2 (3.5)
then, for any 1 ≤ k ≤ 3, we have the asymptotic behavior
Ψˆk(z) = (I − iα
2z
σ1 +O(
1
z2
))ezσ3 , z →∞,
with arg z ∈ (pi(k − 32 ), pi(k + 12 )) and the following equality holds
σ2Ψˆ
k+1(eipiz)σ2 = Ψˆ
k(z) (3.6)
for k = 1, 2 (see e.g. [5], [17]). It is also not difficult to check the useful equality
EˆSˆ1 = DE, (3.7)
where the matrix E is given by the formula (4.2) and
D :=
√
piei
pi
4
2 cospiα
 21−αe−ipiαpΓ(1/2+α) 0
0 2
αeipiα
qΓ(3/2−α)
 .
Lemma 3.1. The following convergence holds
lim
z→0
Ψˆ0(z)z−ασ3 =
1
2
e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
0 1− 2α
)
.
Proof. From the definition of Ψˆ0(z) it follows that
Ψˆ0(z)z−ασ3 =
1
2
e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
−α/z 1
)(
v1(z) v2(z)
v′1(z) v
′
2(z)
)(
z−α 0
0 zα
)
.
On the other hand, we have
C(z) :=
(
1 0
−α/z 1
)(
v1(z) v2(z)
v′1(z) v
′
2(z)
)(
z−α 0
0 zα
)
=
(
1 0
−α/z 1
)(
v1(z)z
−α v2(z)zα
v′1(z)z
−α v′2(z)z
α
)
=
(
v1(z)z
−α v2(z)zα
−αv1(z)z−α−1 + v′1(z)z−α −αv2(z)zα−1 + v′2(z)zα
)
.
Using the formula (3.2), we have
v′1(z)z
−α = αz−1
∞∑
k=0
Γ(α+ 12 )z
2k
4kk!Γ(α+ 12 + k)
+
∞∑
k=1
2k
Γ(α+ 12 )z
2k−1
4kk!Γ(α+ 12 + k)
and consequently
−αv1(z)z−α−1 + v′1(z)z−α =
∞∑
k=1
2k
Γ(α+ 12 )z
2k−1
4kk!Γ(α+ 12 )
. (3.8)
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On the other hand, from the formula (3.2), it follows that
v′2(z)z
α =
∞∑
k=0
(2k + 1− α) Γ(
3
2 − α)z2k
4kk!Γ( 32 − α+ k)
,
which gives
−αv2(z)zα−1 + v′2(z)zα =
∞∑
k=0
(2k + 1− 2α) Γ(
3
2 − α)z2k
4kk!Γ( 32 − α+ k)
. (3.9)
Combining (3.2), (3.3), (3.8) and (3.9), we infer that
lim
z→0
C(z) = C(0) =
(
1 0
0 1− 2α
)
,
which finally gives
lim
z→0
Ψˆ0(z)z−ασ3 =
1
2
e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
0 1− 2α
)
and the proof of lemma is completed. 
3.1. Auxiliary RH problem for x > 0. Given x > 0, let as assume that z : C→
C is a function given by
z(λ) := −θ(λ) = −i(4λ3/3 + xλ), λ ∈ C. (3.10)
If we define R := 14 |x|1/2 then it is not difficult to check that z is an injective map
on B(0, R). Then the open mapping theorem for holomorphic functions implies
that the set V := z(B(0, R)) is open and the inverse mapping z−1 : V → B(0, R)
is also a holomorphic function. Let us assume that 0 < r < 14x
1
2 . We consider,
in the complex z-plane, the contour Σˆ := R ∪ Cˆ+ ∪ Cˆ−, where Cˆ± is the image of
the set {λ ∈ C | |λ| = r, ±Reλ ≥ 0} under the map z (see Figure 2). We define
±rˆ := z(±ir) to be the intersection points of Cˆ := Cˆ+ ∪ Cˆ− with the real axis.
σ2Eσ2
E
σ2M
−1σ2M S+S−
Ωˆu
Ωˆd
Ωˆ3
Ωˆ2
Cˆ+
Cˆ−
rˆ−rˆ
Figure 2. The contour Σˆ for the auxiliary RH problem.
The contour Σˆ divides the complex z-plane into four sets Ωˆd, Ωˆu, Ωˆ2, Ωˆ3 such
that the sets Ωˆd, Ωˆu lie in the interior of the circle Cˆ and the regions Ωˆ2, Ωˆ3 are
located outside Cˆ. We define the function Ψˆ(z) as follows
Ψˆ(z) = Ψˆ2(e2piiz), z ∈ Ωˆ2, Ψˆ(z) = Ψˆ3(e2piiz), z ∈ Ωˆ3,
Ψˆ(z) = Ψˆ0(e2piiz)D, z ∈ Ωˆd, Ψˆ(z) = σ2Ψˆ0(epiiz)Dσ2, z ∈ Ωˆu,
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where we recall that Ψˆk(z), for 0 ≤ k ≤ 3, are defined on the universal covering
of the punctured complex plane C \ {0} and the branch cut is chosen such that
arg z ∈ (−pi/2, pi/2) (see (3.1) and (3.5)).
Lemma 3.2. For any z ∈ Ωˆu then following equality holds
Ψˆ(z)σ2Eσ2 = Ψˆ
0(e2piiz)DESˆ2.
Proof. Combining the equality (3.7) with the relation (3.6), for any z ∈ Ωˆu, gives
Ψˆ(z)σ2Eσ2 = σ2Ψˆ
0(epiiz)DEσ2 = σ2Ψˆ
0(epiiz)EˆSˆ1σ2
= σ2Ψˆ
1(epiiz)Sˆ1σ2 = σ2Ψˆ
2(epiiz)σ2 = Ψˆ
3(e2piiz)
= Ψˆ0(e2piiz)EˆSˆ1Sˆ2 = Ψˆ
0(e2piiz)DESˆ2
and the proof of lemma is completed. 
In the following proposition we formulate an auxiliary Riemann-Hilbert problem
that will be used in the construction of a local parametrix for the steepest descent
contour around the origin. For the proof we refer the reader to [17, Section 11.6].
Proposition 3.3. The function Ψˆ(z) solves the following auxiliary RH problem.
(a) The function Ψˆ|Ωˆd(z)z
−ασ3 is analytic on the open set confined by the curve Cˆ.
(b) We have the jump relation Ψˆ+(z) = Ψˆ−(z)Sˆ(z) for z ∈ Σˆ, where
Sˆ(z) :=
{
S+ := Sˆ2, for z ∈ R, z > rˆ,
S− := Sˆ−11 , for z ∈ R, z < −rˆ
and furthermore
Sˆ(z) := M, z ∈ R, −rˆ < z < 0, Sˆ(z) := σ2M−1σ2, z ∈ R, 0 < z < rˆ,
Sˆ(z) := E, z ∈ Cˆ−, Sˆ(z) := σ2Eσ2, z ∈ Cˆ+.
(c) The function Ψˆ(z) has the asymptotic behavior
Ψˆ(z) = (I +O(z−1))ezσ3 , z →∞.
3.2. Auxiliary RH problem for x < 0. Let us consider the function Lˆ(z), given
by the formulas
Lˆ(z) = Ψˆ(z), z ∈ Ωˆ2 ∪ Ωˆ3, Lˆ(z) = Ψˆ(z)σ2Eσ2, z ∈ Ωˆu,
Lˆ(z) = Ψˆ(z)E, z ∈ Ωˆd.
We start with the following proposition.
Proposition 3.4. The function Lˆ(z) is a solution of the following RH problem.
(a) The function Lˆ is holomorphic on C \ R.
(b) On the contour ΣLˆ, the function Lˆ(z) satisfies the following jump relations
Lˆ+(z) = Lˆ−(z)SLˆ(z), z ∈ R,
where the jump matrix is given by
Sˆ(z) := S−, z < 0, Sˆ(z) := S+, 0 < z.
(c) The function Lˆ(z) has the following behaviors
Lˆ(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0, if 0 < Reα < 1
2
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and furthermore
Lˆ(z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0, if − 1
2
< Reα ≤ 0.
(d) We have the following asymptotic behavior
Lˆ(z) = (I +O(z−1))ezσ3 , z →∞.
S+S−
Ωˆu
Ωˆd
Ωˆ3
Ωˆ2
S−1−
S+
Ω˜r
Ω˜l
O
Figure 3. Left: the contour deformation between Σˆ and ΣLˆ.
Right: the graph ΣL˜ together with jump matrix SL˜.
In the proof of Proposition 3.4, we will use the following lemma.
Lemma 3.5. Given r > 0 and ϕ1 < ϕ2 let us consider the cone Sϕ1,ϕ2(r) consisting
of z ∈ C such that 0 < |z| < r and ϕ1 < arg z < ϕ2. Assume that A(z) and B(z)
are functions defined on Sϕ1,ϕ2(r) with values in 2× 2 complex matrices such that
A(z) = O
(
|z|β |z|β
|z|β |z|β
)
and B(z) = O
(
|z|δ |z|δ
|z|δ |z|δ
)
, z → 0, z ∈ Sϕ1,ϕ2(r).
If 0 ≤ Re γ < 1/2, then we have
A(z)zγσ3B(z) = O
(
|z|β+δ−γ |z|β+δ−γ
|z|β+δ−γ |z|β+δ−γ
)
, z → 0, z ∈ Sϕ1,ϕ2(r)
and furthermore, if 1/2 < Re γ < 0, then
A(z)zγσ3B(z) = O
(
|z|β+δ+γ |z|β+δ+γ
|z|β+δ+γ |z|β+δ+γ
)
, z → 0, z ∈ Sϕ1,ϕ2(r),
where the branch of the logarithm is taken such that −pi < arg z < pi.
Proof. Assume that the functions A(z) and B(z) have the following form
A(z) :=
(
a11(z) a12(z)
a21(z) a22(z)
)
, B(z) :=
(
b11(z) b12(z)
b21(z) b22(z)
)
, z ∈ Sϕ1,ϕ2(r),
where akl(z) = O(|z|β) and bkl(z) = O(|z|β) for 1 ≤ k, l ≤ 2. Suppressing the
notation z for brevity, we have
Azγσ3B =
(
a11 a12
a21 a22
)(
zγ 0
0 z−γ
)(
b11 b12
b21 b22
)
=
(
a11z
γ a12z
−γ
a21z
γ a22z
−γ
)(
b11 b12
b21 b22
)
=
(
a11b11z
γ + a12b21z
−γ a11b12zγ + a12b22z−γ
a21b11z
γ + a22b21z
−γ a21b12zγ + a22b22z−γ
)
, z ∈ Sϕ1,ϕ2(r)
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and therefore, if 0 ≤ Re γ < 1/2 then
A(z)zγσ3B(z)=
(
O(|z|β+δ−γ) O(|z|β+δ−γ)
O(|z|β+δ−γ) O(|z|β+δ−γ)
)
=O
(
|z|β+δ−γ |z|β+δ−γ
|z|β+δ−γ |z|β+δ−γ
)
,
as z → 0 with z ∈ Sβ1,β2(r). On the other hand, if 1/2 < Re γ < 0, then
A(z)zγσ3B(z) =
(
O(|z|β+δ+γ) O(|z|β+δ+γ)
O(|z|β+δ+γ) O(|z|β+δ+γ)
)
= O
(
|z|β+δ+γ |z|β+δ+γ
|z|β+δ+γ |z|β+δ+γ
)
,
as z → 0 with z ∈ Sϕ1,ϕ2(r) and the proof of lemma is completed. 
Proof of Proposition 3.4. Checking that the function Lˆ(z) satisfies the conditions
(a), (b) and (d) is a straightforward consequence of Proposition 3.3. To show that
Lˆ(z) satisfies also the point (c), let us define the following functions
A1(z) := Ψˆ(z)σ2Mσ2z
−ασ3 , B1(z) := σ2M−1Eσ2, z ∈ Ωˆu,
A2(z) := Ψˆ(z)z
−ασ3 , B2(z) := E, z ∈ Ωˆd.
Then we have the following representations
Lˆ(z) = A1(z)z
ασ3B1(z), z ∈ Ωˆu,
Lˆ(z) = A2(z)z
ασ3B2(z), z ∈ Ωˆd.
By the point (a) of Proposition 3.3, the function A(z) given by the formula
A(z) := A1(z), z ∈ Ωˆu, A(z) := A2(z), z ∈ Ωˆd
is holomorphic in a neighborhood of the origin and hence
A1(z) = O(1), z → 0, z ∈ Ωˆu,
A2(z) = O(1), z → 0, z ∈ Ωˆd.
Therefore, Lemma 3.5 implies
Lˆ(z) = O
(
|z|−α |z|−α
|z|−α |z|−α
)
, z → 0, if 0 ≤ Reα < 1/2
and furthermore
Lˆ(z) = O
(
|z|α |z|α
|z|α |z|α
)
, z → 0, if − 1/2 < Reα < 0.
Thus the proof of proposition is completed. 
Let us consider the function L˜(z) given by the formula
L˜(z) := Lˆ(iz), z ∈ Ω˜r ∪ Ω˜l,
where Ω˜r := {Re z > 0} and Ω˜l := {Re z < 0}. Using Proposition 3.4, we can easily
see that L˜(z) is a solution of the following RH problem on the contour ΣL˜ := iR,
depicted on the right diagram of Figure 3.
(a) The function L˜(z) is an analytic function on C \ ΣL˜.
(b) We have the jump relation L˜+(z) = L˜−(z)SL˜(z) for z ∈ ΣL˜, where
SL˜(z) := S
−1
− = Sˆ1, Im z > 0, SL˜(z) := S+ = Sˆ2, Im z < 0
(c) At the point z = 0 the function L˜(z) has the following behaviors
L˜(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, if 0 < Reα <
1
2
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and furthermore
L˜(z) = O
(|z|α |z|α
|z|α |z|α
)
, if − 1
2
< Reα ≤ 0.
(d) We have the following asymptotic behavior at infinity
L˜(z) = (I +O(z−1))eizσ3 , z →∞. (3.11)
In view of (1.2) and (1.4), we have s1 + s3 = −2 sin(piα), which implies that
S+ =
(
1 0
−2sin(piα) 1
)
=
(
1 0
s1 1
)(
1 0
s3 1
)
and furthermore
S−1− =
(
1 2sin(piα)
0 1
)
=
(
1 −s1
0 1
)(
1 −s3
0 1
)
.
The contour ΣL˜ together with the four rays arg z = ±pi4 and arg z = ± 3pi4 divide
the complex plane on six regions as it is shown on the left diagram of Figure 4.
Then we can represent the sets Ω˜l and Ω˜r in the form of the following sums
Ω˜r = Ω¯
1
r ∪ Ω¯2r ∪ Ω¯3r, Ω˜l = Ω¯1l ∪ Ω¯2l ∪ Ω¯3l .
Assume that ΣL¯ is the contour consisting of four rays arg z = ±pi4 and arg z = ± 3pi4
O
Ω¯1r
Ω¯2r
Ω¯3r
Ω¯1l
Ω¯2l
Ω¯3l
pi
4
O
(
1 −s3
0 1
)(
1 −s1
0 1
)
(
1 0
s1 1
)(
1 0
s3 1
)
Ω¯1r
Ω¯2r
Ω¯3r
Ω¯1l
Ω¯2l
Ω¯3l
Figure 4. Left: a contour deformation between ΣL˜ and ΣL¯.
Right: the graph ΣL¯ with jump matrices.
as it is shown on the right diagram of Figure 4. We define the function L¯(z) by
L¯(z) := L˜(z)
(
1 −s3
0 1
)
, z ∈ Ω¯1r, L¯(z) := L˜(z)
(
1 0
s1 1
)−1
, z ∈ Ω¯3r
L¯(z) := L˜(z)
(
1 −s1
0 1
)−1
, z ∈ Ω¯1l , L¯(z) := L˜(z)
(
1 0
s3 1
)
, z ∈ Ω¯3l
L¯(z) = L˜(z), z ∈ Ω¯2r ∪ Ω¯2l .
We proceed to the second auxiliary RH problem that will be applied in the con-
struction of a local parametrix for the steepest descent contour around the origin
in the case of x < 0. The parametrix will allow us to establish asymptotic behavior
of the function P (x) as x→ −∞.
Theorem 3.6. The function L¯(z) satisfies the following RH problem.
(a) The function L¯(z) is an analytic function on C \ ΣL¯;
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(b) On the contour ΣL¯, the following jump relation is satisfied
L¯+(z) = L¯−(z)SL¯(z), z ∈ ΣL¯,
where the jump matrix SL are given on the Figure 4.
(c) If 0 < Reα < 1/2, then the function L¯(z) has the following asymptotic behavior
L¯(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0,
and furthermore, for −1/2 < Reα ≤ 0, we have
L¯(z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0.
(d) The function L¯(z) has the following behavior at infinity
L¯(z) =
(
I +O
(
z−1
))
eizσ3 , z →∞.
Proof. It is not difficult to check that the function L¯(z) satisfies conditions (a) and
(b). On the other hand, applying Lemma 3.5 with γ = α and β = δ = 0, we infer
that the point (c) holds true. To check that (d) is valid, let us observe that the
asymptotic condition (3.11), implies that
L¯(z) =
(
I +O
(
z−1
))
eizσ3 , z →∞, z ∈ Ω¯2r ∪ Ω¯2l .
Furthermore, for z ∈ Ω¯1r ∪ Ω¯1l , we have
L¯(z)e−izσ3 = L˜(z)e−izσ3
(
1 ce2iz
0 1
)
,
where the parameter c is either s1 or −s3. Consequently we can write
L¯(z)e−izσ3 − I = (L˜(z)e−izσ3 − I)
(
1 ce2iz
0 1
)
+
(
1 ce2iz
0 1
)
− I. (3.12)
Considering the polar coordinates z = |z|eiϕ, we infer that the argument ϕ is an
element of the interval (pi4 ,
3pi
4 ), whenever z ∈ Ω¯1r ∪ Ω¯1l , which implies that
|e2iz| = |e2i|z| cosϕe−2|z| sinϕ| ≤ e−2|z| sinϕ ≤ e−
√
2|z|, z ∈ Ω¯1r ∪ Ω¯1l .
Combining this with (3.12), we deduce that
L¯(z)e−izσ3 − I = O(z−1), z →∞, z ∈ Ω¯1r ∪ Ω¯1l .
Arguing in the similar way we can write
L¯(z)e−izσ3 = L˜(z)e−izσ3
(
1 0
de−2iz 1
)
, λ ∈ Ω¯3r ∪ Ω¯3l ,
where the parameter d is equal to either −s1 or s3. Then we can write
L¯(z)e−izσ3 − I = (L˜(z)e−izσ3 − I)
(
1 0
s1e
−2iz 1
)
+
(
1 0
s1e
−2iz 1
)
− I. (3.13)
Considering the parameter z in polar coordinates once again, we have ϕ ∈ (− 3pi4 ,−pi4 )
for z ∈ Ω¯3r ∪ Ω3l , and hence
|e−2iz| = |e−2i|z| cosϕe2|z| sinϕ| ≤ e2|z| sinϕ ≤ e−
√
2|z|, z ∈ Ω¯3r ∪ Ω¯3l (3.14)
By (3.14) and (3.13), we obtain
L¯(z)e−izσ3 − I = O(z−1), z →∞, z ∈ Ω¯3r ∪ Ω¯3l
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and the proof of theorem is completed. 
4. Steepest descent analysis of Φ(λ, x) for x > 0
4.1. Contour deformation. In this subsection we recall in detail the deformation
of the RH problem graph Σ for the function Φ(λ, x) to the steepest descent contour,
in the case of x > 0. The deformation can be found in [17], [21] and is the first
step in determining the asymptotic behavior of P (x) as x → +∞. Without loss
of generality we can assume that the radius r > 0 of the circle C satisfies the
inequality 14x
1/2 > r. Furthermore, in view of the choice of the monodromy data
(1.4), we see that S2 = S5 = I and therefore the diagram Σ on Figure 1 takes the
form depicted on Figure 5, where we denote Ωu := Ω2 ∪Ω3 and Ωd := Ω5 ∪Ω6. By
(2.1) the remaining Stokes multipliers s1, s3 satisfy the constraint condition
s1 + s3 = −2 sin(piα) (4.1)
and performing direct calculations using (2.2) shows that the connection matrix E
has the following form
E =
(
p 0
0 q
)(
1 ie−ipiα
1 −ieipiα
)
, where pq = − 1
2i cos(piα)
. (4.2)
We write λ± := ± i2
√
x for the stationary points of the phase function θ(λ, x).
γ1γ3
γ4
γ6
ρ+
ρ−
Ω1Ω4
Ωu
Ωd
ΩrΩl
Figure 5. The contour Σ for s2 = 0.
Considering the equation Im θ(z) = Im θ(λ±) = 0, we infer that the steepest descent
paths passing through λ± are either the line Reλ = 0 or the curves
γ±(t) := t± i
(
t2/3 + x/4
)1/2
, t ∈ R.
Observe that γ+ and γ− are asymptotic to the rays arg λ = pi6 ,
5pi
6 and arg λ =
−pi6 ,− 5pi6 , respectively. Assume that `± is a vertical segment connecting the origin
with the stationary point λ±. Let us consider the contour Σ0 consisting of the
circle C, steepest descent paths γ± and vertical segments `±, as it is depicted
on the Figure 6. The contour divides Ωu and Ωd on the sum of open regions
Ωu = Ω
1
u ∪ Ω2u ∪ Ω3u and Ωd = Ω1d ∪ Ω2d ∪ Ω3d, respectively. Let us consider the sets
Ω1e := Ω
3
u ∪ Ω1 ∪ Ω3d and Ω4e := Ω2u ∪ Ω4 ∪ Ω2d
together with the matrices S+ := S1S3 and S− := S−16 S
−1
4 . Since s2 = 0, from the
constraint condition (4.1), it follows that
S+ =
(
1 0
−2 sin(piα) 1
)
, S− =
(
1 −2 sin(piα)
0 1
)
.
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Let us consider the function Φ0(λ) given by the following formulas
Φ0(λ) = Φ(λ), λ ∈ Ω1 ∪ Ω4 ∪ Ωr ∪ Ωl ∪ Ω1u ∪ Ω1d,
Φ0(λ) = Φ(λ)S−11 , λ ∈ Ω3u, Φ0(λ) = Φ(λ)S6, λ ∈ Ω3d,
Φ0(λ) = Φ(λ)S3, λ ∈ Ω2u, Φ0(λ) = Φ(λ)S−14 , λ ∈ Ω2d.
λ+
λ−
ℓ+
ℓ−
γ+
γ−
Ω1Ω4
Ω1u
Ω3uΩ
2
u
Ω1d
Ω3dΩ
2
d
ΩrΩl
Ω1e
Ω4e
Ω1u
Ω1d
S−13 S1
S−14 S6
S+
S−
Eσ2Eσ2
σ2M
−1σ2
M
Figure 6. Left: a deformation between Σ and the steepest descent
diagram Σ0. Right: the graph Σ0 with the jump matrices.
Then the function Φ0(λ) is a solution of the following RH problem on the contour
Σ0 (see the right diagram of Figure 6), which we denote by (RH2).
(a) For any k ∈ {u, d} and l ∈ {1, 4}, the restriction of the function Φ0(λ) to the
sets Ω1k and Ω
l
e are holomorphic and continuous up to Ω
1
k and Ω
l
e, respectively.
(b) The restrictions Φ0|Ωr and Φ
0
|Ωl are holomorphic and, for sufficiently small ε > 0
Φ0|Ωr ∈ C(Ωεr) and Φ0|Ωl ∈ C(Ωεl ),
where Ωεr := Ωr \ {λ ∈ C | |λ| < ε} and Ωεl := Ωl \ {λ ∈ C | |λ| < ε}.
(c) Given λ ∈ Σ0, let Φ0+(λ) and Φ0−(λ) be the limits of the function Φ0(λ′) as the
parameter λ′ approach λ from the left and right side of Σ0, respectively. Then
the following jump relation is satisfied
Φ0+(λ) = Φ
0
−(λ)S0(λ), λ ∈ Σ0,
where the jump matrix is such that
S0(λ) = S(λ), λ ∈ ρ+ ∪ C ∪ ρ−, S0(λ) = S±, λ ∈ `±, |λ| > r
and furthermore, if we define
γ+± := {λ ∈ γ± | Re γ± > 0}, γ−± := {λ ∈ γ± | Re γ± < 0}, (4.3)
then the matrix S0 has the following form:
S0(λ) = S
−1
3 , λ ∈ γ−+ , S0(λ) = S1, λ ∈ γ++ ,
S0(λ) = S
−1
4 , λ ∈ γ−− , S0(λ) = S6, λ ∈ γ+− .
(d) The function Φ0r(λ)λ
−ασ3 is bounded for λ sufficiently close to zero, where the
branch of the multifunction λ−α is chosen arbitrarily.
(e) As λ→∞, the function Φ0(λ) has the following asymptotic behavior
Φ0(λ) = (I +O(λ−1))e−θ(λ)σ3 .
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4.2. Representation of the solution and asymptotic behavior. In this sec-
tion we intend to use the auxiliary RH problem from Section 3.1 to derive Propo-
sition 4.5, which provides a formula expressing the solution of the problem (RH2)
for sufficiently large x > 0, in the terms of a local parametrix around the origin.
We start with a reduced RH problem on the contour Σ1 := `+ ∪ `− ∪C ∪ γ++ ∪ γ−− ,
which consists in finding a 2×2 matrix-valued function Φ1(λ) = Φ1(λ, x) such that
the following conditions are satisfied.
(i) The function Φ1r(λ)λ
−ασ3 is holomorphic on the set Ω0 := {λ ∈ C | |λ| < r}.
(ii) Given λ ∈ Σ1, let Φ1+(λ) and Φ1−(λ) be the limits of the function Φ1(λ′) as the
parameter λ′ approach λ from the left and right side of Σ1, respectively. Then
the following jump condition is satisfied (see Figure 7)
Φ1+(λ) = Φ
1
−(λ)S1(λ), λ ∈ Σ1,
where the jump matrix is such that
S1(λ) = S0(λ), λ ∈ `+ ∪ `− ∪ C and S1(λ) = S±, λ ∈ γ±± .
(iii) We have the asymptotic behavior Φ1(λ)eθ(λ)σ3 → I as λ→∞.
We begin with the proof of the existence and asymptotic behavior of solutions for
S+
S−
S+
S−
Eσ2Eσ2
σ2M
−1σ2
M
Figure 7. The contour Σ1 for the reduced RH problem.
the reduced RH problem. Following [17, Section 11.6], we consider an oriented
contour Σ2 on a complex plane, depicted on the right diagram of Figure 8, where
γ±± are the steepest descent paths defined by (4.3) and L is the circle of radius
R = 14x
1/2, which is divided into two oriented arcs
Lr := {λ ∈ C | |λ| = R, Reλ > 0}, Ll := {λ ∈ C | |λ| = R, Reλ < 0}
Furthermore `R+ and `
R
− are the parts of the curves `+ and `−, respectively, lying
outside the circle L. Consider the sectionally holomorphic function Ψ¯, given by
Ψ¯(λ) =
{
Ψˆ(z(λ)) for |λ| < R,
e−θ(λ)σ3 for |λ| > R,
where z(λ) is given by (3.10) and Ψˆ(λ) is a solution of the RH problem from
Proposition 3.3. We are looking for the functions Φ1(λ) of the form
Φ1(λ) = χ(λ)Ψ¯(λ),
where χ(λ) solves the following RH problem, which we denote by (RH3).
(a) The function χ is holomorphic on C \ Σ2.
TOTAL INTEGRALS OF SOLUTIONS FOR... 19
(b) We have the jump relation χ+(λ) = χ−(λ)H(λ) for λ ∈ Σ2, where H is a matrix
defined as follows
H(λ) :=

e−θσ3S±eθσ3 for λ ∈ `R± or λ ∈ γ±± ,
Ψˆ2(z(λ))eθ(λ)σ3 for λ ∈ Lr,
Ψˆ3(z(λ))eθ(λ)σ3 for λ ∈ Ll.
(c) We have the asymptotic behavior χ(λ)→ I as λ→∞.
L
γ++
γ−−
ℓR+
ℓR−
LrLl
Figure 8. Left: the contour Σ1 with circle L of radius R = 14x1/2
enclosing the neighborhood of local parametrix. Right: the contour
Σ2 for the RH problem with the function χ.
Lemma 4.1. Given 1 ≤ p < +∞, we have the following asymptotic behavior
‖H − I‖Lp(Σ2) = O(|x|−
3p−1
2p ), x→ +∞. (4.4)
Furthermore we have
‖H − I‖L∞(Σ2) = O(|x|−
3
2 ), x→ +∞. (4.5)
Proof. In [17, Chapter 11.6] it was proved the following inequality
‖H(λ)− I‖ ≤
{
ce−c|x||λ| for λ ∈ `R± ∪ γ±± ,
cR−3 for λ ∈ L. (4.6)
where the constant c > 0 is independent from x > 0. This implies that
‖H(λ)− I‖ ≤
 ce−c|x|
3
2 /4 for λ ∈ `R± ∪ γ±± ,
64c|x|− 32 for λ ∈ L,
and hence (4.5) holds. To show (4.4), let us observe that an easy calculation gives
|γ±(t)| ≥
√
3|t|/3 + x 12 /4 and |γ˙±(t)| ≤ 2 for t ∈ R. (4.7)
Then we use (4.6) to obtain(1)∫
L
‖H(λ)− I‖p |dλ| .
∫
L
R−3p |dλ| ∼ |x|−(3p−1)/2. (4.8)
(1) We write A . B to denote A ≤ CB for some C > 0. Furthermore we use the notation
A ∼ B provided there are constants C1, C2 > 0 such that C1B ≤ A ≤ C2B.
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For the estimate on the steepest descent paths γ++ and `
R
+, we write∫
γ++
‖H(λ)− I‖p |dλ| .
∫
γ++
e−pc|x||λ| |dλ|
=
∫ ∞
0
e−pc|x||γ+(t)||γ˙+(t)| dt .
∫ ∞
0
e−pc|x|(
√
3t/3+x1/2/4) dt
= e−pc|x|
3/2/4
∫ ∞
0
e−pc
√
3|x|t/3 dt ∼ |x|−1e−pc|x|3/2/4
(4.9)
and furthermore∫
`R+
‖H(λ)− I‖p |dλ| .
∫
`R+
e−pc|x||λ| |dλ| =
∫ 1
2 |x|1/2
1
4 |x|1/2
e−pc|x||t| dt
∼ |x|−1
(
e−pc|x|
3/2/2 − e−pc|x|3/2/4
)
≤ |x|−1e−pc2|x|3/2/2.
(4.10)
Proceeding in the similar way we obtain∫
γ−−
‖H(λ)− I‖p |dλ| . |x|−1e−pc|x|3/2/4,∫
`R−
‖H(λ)− I‖p |dλ| . |x|−1e−pc|x|3/2/2.
(4.11)
Combining (4.8), (4.9), (4.10) and (4.11) we obtain the inequality (4.4) and the
proof of lemma is completed. 
In the following proposition we prove that the reduced RH problem admits a
unique solution provided x > 0 is sufficiently large.
Proposition 4.2. There is a constant x1 > 0 such that, for any x > x1, the
problem (RH3) has a unique solution χ with the property that
‖χ(0)− I‖ = O(|x|−3/2), x→ +∞. (4.12)
Proof. Observe that by Lemma 4.1, there are c0 > 0 and x0 > 0 such that
‖H − I‖L1(Σ2) ≤ c0|x|−1, ‖H − I‖(L2∩L∞)(Σ2) ≤ c0|x|−
5
4 , x > x0. (4.13)
Let us assume that K : L2I(Σ2)→ L2I(Σ2) is a complex linear map given by (2)
K(ρ) := C−(ρ(H − I)), ρ ∈ L2I(Σ2),
where C− is the Cauchy operator on the contour Σ2 (see Section 9). If we take
ρ ∈ L2I(Σ2) with ρ = ρ0 + ρ∞, where ρ0 ∈ L2(Σ2) and ρ∞ ∈M2×2(C), then
K(ρ) = C−(ρ0(H − I)) + C−(ρ∞(H − I)).
Therefore K(ρ) ∈ L2(Σ2) and we have the following estimates
‖K(ρ)‖L2(Σ2) ≤ ‖C−‖L2(Σ2)
(‖ρ0(H − I)‖L2(Σ2) + ‖ρ∞‖‖(H − I)‖L2(Σ2))
≤ ‖C−‖L2(Σ2)‖H − I‖(L2∩L∞)(Σ2)
(‖ρ0‖L2(Σ2) + ‖ρ∞‖)
≤ ‖C−‖L2(Σ2)‖ρ‖L2I(Σ2)‖H − I‖(L2∩L∞)(Σ2).
(4.14)
Although the contour Σ2 depends on the parameter x > 0, from [28, Section 2.5.4]
we know that the norm of the operator C− satisfies the inequality
‖C−‖L2(Σ2) ≤ m, x > 0, (4.15)
where m > 0 is a constant. By the inequalities (4.13) and (4.14), we have
‖K(ρ)‖L2I(Σ2) ≤ mc0|x|
−5/4‖ρ‖L2I(Σ2), x > x0, (4.16)
(2) See Section 9 for the definition of the space L2I .
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which, in particular, implies that
‖KI‖L2I(Σ2) ≤ 2mc0|x|
−5/4, x > x0. (4.17)
Furthermore (4.16) shows that there is a constant x1 > x0 such that
‖K‖L2I(Σ2) < 1/2, x > x1,
which implies that the equation ρ −K(ρ) = I has a unique solution ρ ∈ L2I(Σ2),
given by the convergent Neumann series:
ρ =
∞∑
i=0
KiI in the space L2I(Σ2).
Therefore ρ− I ∈ L2I(Σ2) and the inequalities (4.15), (4.16) and (4.17) yield
‖ρ− I‖L2I(Σ2) ≤
∞∑
i=1
‖KiI‖L2I(Σ2) ≤ ‖KI‖L2(Σ2)
∞∑
i=0
‖K‖iL2I(Σ2)
= 2‖KI‖L2(Σ2) ≤ 4mc0|x|−5/4, x > x1.
(4.18)
Using the representation formula for the solutions of the RH problem, we obtain
χ(λ) = I +
1
2pii
∫
Σ2
ρ(ξ)(H(ξ)− I)
ξ − λ dξ, λ 6∈ Σ2,
which together with Ho¨lder inequality implies that
‖χ(0)− I‖ ≤ 1
2pi
∫
Σ2
‖ρ(ξ)(H(ξ)− I)‖
|ξ| |dξ| . |x|
− 12
∫
Σ2
‖ρ(ξ)(H(ξ)− I)‖ |dξ|
≤ |x|− 12
∫
Σ2
‖(ρ(ξ)− I)(H(ξ)− I)‖ |dξ|+ |x|− 12
∫
Σ2
‖H(ξ)− I‖ |dξ|
≤ |x|− 12 ‖ρ− I‖L2(Σ2)‖H − I‖L2(Σ2) + |x|−
1
2 ‖H − I‖L1(Σ2), x > x0.
Combining this with (4.18) and (4.13), gives
‖χ(0)− I‖ . |x|− 12 |x|− 54 |x|− 54 + |x|− 12 |x|−1 = |x|−3 + |x|− 32 . |x|− 32 , x > x1,
and hence the proof of (4.12) is completed. 
Now we are ready to find a representation for the solutions of the problem (RH2).
To this end we are looking for of the function Φ0(λ) of the following form
Φ0(λ) = X(λ)Φ1(λ),
where Φ1 is a solution of the reduced RH problem obtained in Proposition 4.2
and the function X(λ) satisfies the following RH problem defined on the contour
Σ3 := γ+ ∪ γ−, that we continue to denote by (RH4).
(a) The function X(λ) is holomorphic on C \ Σ3.
(b) We have the jump relation X+(λ) = X−(λ)H(λ) for λ ∈ Σ3, where
H(λ) :=
{
Φ1−(λ)S
−1
3 [Φ
1
−]
−1(λ), λ ∈ γ+,
Φ1−(λ)S6[Φ
1
−]
−1(λ), λ ∈ γ−.
(c) We have the asymptotic behavior X(λ)→ I as λ→∞.
Lemma 4.3. Given 1 ≤ p < +∞, there is constant cp > 0 such that
‖H − I‖Lp(Σ3) ≤ cp|x|−
1
4p e−
2
3 |x|3/2 , x > 0. (4.19)
Furthermore if p =∞ then there is a constant c∞ > 0 such that
‖H − I‖L∞(Σ3) ≤ c∞e−
2
3 |x|3/2 , x > 0. (4.20)
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Proof. We start with the following inequality for the jump matrix H:
‖H(λ)− I‖ ≤ ce− 23 |x|3/2e−c|x|1/2|λ−λ±|2 , λ ∈ γ±, x > 0 (4.21)
where c > 0 is a constant independent from x > 0. For the proof we refer the reader
to [17, Chapter 11.6]. As a simple consequence of (4.21), we obtain
‖H(λ)− I‖ ≤ ce− 23 |x|3/2 , λ ∈ γ±, x > 0,
which immediately gives (4.20). For the proof of (4.19), observe that (4.21) yields
‖H − I‖pLp =
∫
γ±
‖H(λ)− I‖p |dλ| . e− 2p3 |x|3/2
∫
γ±
e−pc|x|
1/2|λ−λ±|2 |dλ|
= e−
2p
3 |x|3/2
∫
R
e−pc|x|
1/2|γ±(t)−λ±|2 |γ˙±(t)| dt
. e−
2p
3 |x|3/2
∫
R
e−pc|x|
1/2t2 dt ∼ |x|−1/4e− 2p3 |x|3/2
and completes the proof of (4.19). 
Proposition 4.4. There is x1 > 0 such that, for any x > x1, the problem (RH4)
has a unique solution X with the property that
‖X(0)− I‖ = O(|x|−3/4), x→ +∞. (4.22)
Proof. Applying Lemma 4.3, we obtain the existence of c0, x0 > 0 such that
‖H − I‖L1(Σ3) ≤ c0|x|−
1
4 , ‖H − I‖(L2∩L∞)(Σ3) ≤ c0|x|−
1
8 , x > x0. (4.23)
Let us consider a complex linear map K : L2I(Σ3)→ L2I(Σ3) given by
K(ρ) := C−(ρ(H− I)), ρ ∈ L2I(Σ3),
where C− is the Cauchy operator on the contour Γ0 (see Section 9). If ρ ∈ L2I(Σ3)
is such that ρ = ρ0 + ρ∞, where ρ0 ∈ L2(Σ3) and ρ∞ ∈M2×2(C), then
K(ρ) = C−(ρ0(H− I)) + C−(ρ∞(H− I)),
which implies that K(ρ) ∈ L2(Σ3) and the following
‖K(ρ)‖L2(Σ3) ≤ ‖C−‖L2(Σ3)
(‖ρ0(H− I)‖L2(Σ3) + ‖ρ∞‖‖(H− I)‖L2(Σ3))
≤ ‖C−‖L2(Σ3)‖H − I‖(L2∩L∞)(Σ3)
(‖ρ0‖L2(Σ3) + ‖ρ∞‖)
≤ ‖C−‖L2(Σ3)‖ρ‖L2I(Σ3)‖H − I‖(L2∩L∞)(Σ3), x > 0.
(4.24)
By (4.7) we infer that γ± are Lipschitz curves such that the constant that does not
depending from the parameter x > 0. Then, from [28, Section 2.5.4] it follows that
the norm of the Cauchy operator C− satisfies the following inequality
‖C−‖L2(Σ3) ≤ m, x > 0, (4.25)
where m > 0 is a constant independent from the parameter x > 0. Using (4.24)
together with (4.23) and (4.25), we find that there is c > 0 such that
‖K(ρ)‖L2I(Σ3) ≤ mc|x|
− 18 ‖ρ‖L2I(Σ3), x > x0, (4.26)
and consequently
‖KI‖L2I(Σ3) ≤ mc|x|
− 18 , x > x0.
Furthermore (4.26) implies that, there is x1 > x0 such that
‖K‖L2I(Σ3) ≤ 1/2, x > x1,
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and therefore the element ρ ∈ L2I(Σ3), given by the the convergent series ρ :=∑∞
i=0KiI is the unique solution of the equation ρ − K(ρ) = I. This implies that
ρ− I ∈ L2I(Σ3) and the inequalities (4.15), (4.16) and (4.17) yield
‖ρ− I‖L2I(Σ3) ≤
∞∑
i=1
‖KiI‖L2I(Σ3) ≤ ‖KI‖L2(Σ3)
∞∑
i=0
‖K‖iL2I(Σ3)
≤ ‖KI‖L2(Σ3) ≤ mc|x|−1/8, x > x1.
(4.27)
Observe that the solution X(z) of Riemann-Hilbert problem (RH4) is given by
X(z) = I +
1
2pii
∫
Γ
ρ(z′)(H(z′)− I)
z′ − z dz
′.
Combining this with Ho¨lder inequality implies that
‖X(0)− I‖ ≤ 1
2pi
∫
Σ3
‖ρ(ξ)(H(ξ)− I)‖
|ξ| |dξ| . |x|
− 12
∫
Σ3
‖ρ(ξ)(H(ξ)− I)‖ |dξ|
≤ |x|− 12
∫
Σ3
‖(ρ(ξ)− I)(H(ξ)− I)‖ |dξ|+ |x|− 12
∫
Σ3
‖H(ξ)− I‖ |dξ|
≤ |x|− 12 ‖ρ− I‖L2(Σ3)‖H − I‖L2(Σ3) + |x|−
1
2 ‖H − I‖L1(Σ3), x > 0,
which together with (4.27) and (4.23) yield
‖X(0)− I‖ . |x|− 12 |x|− 18 |x|− 18 + |x|− 12 |x|− 14 ∼ |x|− 34 , x > x1.
This gives the inequality (4.22) and completes the proof of the proposition. 
In the next proposition we prove the main result of this section, which provides
a formula expressing the matrix P (x), whenever x > 0 is sufficiently large.
Proposition 4.5. There is x+ > 0 such that, for any x > x+, we have
P (x) =
1
2
X(0, x)χ(0, x)e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
e2piiασ3(−ix)ασ3D.
Proof. According to the notation of Section 2 and the equality (2.4), we have
P (x) = lim
λ→0
Z(λ, x) = lim
λ→0
Φ(λ, x)eθ(λ,x)σ3λ−ασ3 ,
where in the above limit the parameter λ belongs to the set Ωr. By Propositions
4.2 and 4.4, there is x+ > 0 such that, for any x > x+, we have
Φ0(λ, x) = X(λ, x)χ(λ, x)Ψ¯(λ, x),
where the functions χ and X admit the asymptotic behaviors (4.12) and (4.22),
respectively. Therefore, if we confine our attention to the ray arg λ = 0, then
z(λ) ∈ Ωˆd for sufficiently small |λ| > 0 (see left diagram of Figure 3) and
Φ(λ, x)eθ(λ,x)σ3λ−ασ3 = Φ0(λ, x)eθ(λ,x)σ3λ−ασ3
= X(λ, x)χ(λ, x)Ψˆ(z(λ))eθ(λ,x)σ3λ−ασ3
= X(λ, x)χ(λ, x)Ψˆ0(e2piiz(λ, x))Deθ(λ,x)σ3λ−ασ3
= X(λ, x)χ(λ, x)Ψˆ0(e2piiz(λ, x))λ−ασ3Deθ(λ,x)σ3 ,
(4.28)
where the last equality follows from the fact that D is a diagonal matrix. Let us
define R+ := {λ ∈ C | arg λ = 0} and observe that
lim
λ∈R+,λ→0
(e2piiz(λ, x))ασ3λ−ασ3 = lim
λ∈R+,λ→0
e2piiασ3 [z(λ, x)/λ]ασ3
= lim
λ∈R+,λ→0
e2piiασ3 [−i(4λ2/3 + x)]ασ3 = e2piiασ3(−ix)ασ3 . (4.29)
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Combining Lemma 3.1 with (4.29) and the equality
Ψˆ0(e2piiz(λ, x))λ−ασ3 = Ψˆ0(e2piiz(λ, x))(e2piiz(λ, x))−ασ3(e2piiz(λ, x))ασ3λ−ασ3
yields the following limit
lim
λ∈R+,λ→0
Ψˆ0(e2piiz(λ, x))λ−ασ3 =
1
2
e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
e2piiασ3(−ix)ασ3 . (4.30)
Using (4.30) and the fact that the functions X(λ) and χ(λ) are holomorphic in a
neighborhood of the origin, we pass in (4.28) to the limit with λ→ 0 along the ray
arg λ = 0 and obtain
P (x) = lim
λ∈R+,λ→0
X(λ, x)χ(λ, x)Ψˆ0(e2piiz(λ, x))λ−ασ3Deθ(λ,x)σ3
=
1
2
X(0, x)χ(0, x)e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
e2piiασ3(−ix)ασ3D.
Thus the proof of the proposition is completed. 
5. Steepest descent analysis of Φ(λ, x) for x < 0
5.1. Contour deformation. We proceed to study the asymptotic behavior of the
matrix P (x) as x → −∞. For this purpose we recall with details the deformation
of the graph Σ to the contour consisting of steepest descent paths of the phase
function θ(λ, x), in the case of x < 0 (see e.g. [12]). Let Σ4 := ∪6k=1γ˜k be a contour
in the complex λ-plane, consisting of the six rays oriented from zero to infinity
γ˜k : arg λ = pi/6 + (k − 1)pi/3, k = 1, 2, . . . , 6.
The contour divides the complex plane into six regions as it is shown on the right
diagram of Figure 9. We consider the regions Ωkr := Ωr ∩ Ωk for k = 1, 2, 6 and
Ωkl := Ωr ∩ Ωk for k = 3, 4, 5, that are shown on the left diagram of Figure 9. Let
Φ4(λ) be a 2× 2 matrix valued function, defined as follows:
Φ4(λ) := Φ(λ)E, λ ∈ Ω1r, Φ4(λ) := Φ(λ)ES1, λ ∈ Ω2r, Φ4(λ) := Φ(λ)ES−16 , λ ∈ Ω6r
Φ4(λ) := Φ(λ)σ2Eσ2S
−1
3 , λ ∈ Ω3l , Φ4(λ) := Φ(λ)σ2Eσ2, λ ∈ Ω4l ,
Φ4(λ) := Φ(λ)σ2ES1σ2, λ ∈ Ω5l , Φ4(λ) := Φ(λ), λ ∈ Ω1 ∪ . . . ∪ Ω6.
At the beginning we prove the following proposition.
Proposition 5.1. The function Φ4(λ) is a solution of the following RH problem.
(a) The function Φ4(λ) is analytic for λ ∈ C \ Σ4.
(b) For any 1 ≤ k ≤ 6, we have the jump relation Φ4+(λ) = Φ4−(λ)Sk, for λ ∈ γ˜k.
(c) The function Φ4(λ) has the following asymptotic behavior
Φ4(λ) = (I +O(λ−1))e−θ(λ)σ3 , λ→∞.
(d) If 0 < Reα < 1/2 then the function Φ4(λ) has the asymptotic behavior
Φ4(λ) = O
(|λ|−α |λ|−α
|λ|−α |λ|−α
)
, λ→ 0
and furthermore, if 1/2 < Reα ≤ 0 then
Φ4(λ) = O
(|λ|α |λ|α
|λ|α |λ|α
)
, λ→ 0.
In the proof of Proposition 5.1 will use the following lemma.
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Lemma 5.2. If 0 < Reα < 1/2 then the function Φ(λ) has the following behavior
Φ(λ) = O
(|λ|−α |λ|−α
|λ|−α |λ|−α
)
, λ→ 0 (5.1)
and furthermore, if 1/2 < Reα ≤ 0 then
Φ(λ) = O
(|λ|α |λ|α
|λ|α |λ|α
)
, λ→ 0. (5.2)
Proof. If we define the following functions
A1(λ) := Φ(λ)σ2Mσ2λ
−ασ3 , λ ∈ Ωl, A2(λ) := Φ(λ)λ−ασ3 , λ ∈ Ωr.
then we have the representations
Φ(λ) = A1(λ)λ
ασ3σ2M
−1σ2, λ ∈ Ωl, Φ(λ) = A2(λ)λασ3 , λ ∈ Ωr.
From the fact that the function Φ satisfies the point (d) of the problem (RH1), it
follows that the function A2(λ) is bounded whenever λ ∈ Ωr is sufficiently close
to zero. Furthermore the function A1(λ) is a holomorphic extension of A2(λ) over
the set Ωl and therefore, using the point (d) of the problem (RH1) once again we
infer that the function A1(z) is also bounded provided λ ∈ Ωr is close to the origin.
Thus, Lemma 3.5 gives the asymptotics (5.1) and (5.2). 
Proof of Proposition 5.1 It is not difficult to check that the function Φ4(λ) satisfies
conditions (a), (b) and (c). The condition (d) is a consequence of Lemma 5.2 and
Lemma 3.5 with β = α and γ = δ = 0. 
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Figure 9. Contour deformation between Σ and Σ4.
Let us consider the following scaling of variables
λ(z) = (−x)1/2z, t(x) = (−x)3/2, z ∈ C
and define θ˜(z) := i( 43z
3 − z). Then the function θ(λ) becomes
θ(λ(z), x) = θ((−x)1/2z, x) = i(4
3
((−x)1/2z)3 + x(−x)1/2z)
= i(−x)3/2(4
3
z3 − z) = it(4
3
z3 − z) = tθ˜(z).
Let us assume that U is a 2× 2 matrix valued function given by the formula
U(z, t) := Φ4(λ(z),−t2/3) exp(tθ˜(z)σ3).
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and let Gk, for 1 ≤ k ≤ 6, be the triangular matrices defined by
G2k := e
−tθ˜(z)σ3S2ketθ˜(z)σ3 =
(
1 e−2tθ˜(z)s2k
0 1
)
, k = 1, 2, 3,
and furthermore
G2k+1 := e
−tθ˜(z)σ3S2k+1etθ˜(z)σ3 =
(
1 0
e2tθ˜(z)s2k+1 1
)
, k = 0, 1, 2.
In view of the choice of the Stokes initial data (1.4), we have S2 = S5 = I and
hence the contour Σ4 reduces to the contour ΣU , which is presented on the Figure
10. Furthermore the function U(z) is a solution of the following RH problem.
(a) The function U(z) is holomorphic for z ∈ C \ ΣU .
(b) We have the jump relation
U+(z) = U−(z)SU (z), z ∈ ΣU ,
where the jump matrix SU is shown on the Figure 10.
(c) As z →∞, we have the following asymptotic behavior
U(z) = I +O(z−1), z →∞.
(d) As z → 0, we have the following behavior
U(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, if 0 < Reα <
1
2
(5.3)
and furthermore
U(z) = O
(|z|α |z|α
|z|α |z|α
)
, if − 1
2
< Reα ≤ 0. (5.4)
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
)
(
1 0
s3e
2tθ˜ 1
)
(
1 −s1e−2tθ˜
0 1
) Ω˜1
Ω˜2 ∪ Ω˜3
Ω˜4
Ω˜5 ∪ Ω˜6
Figure 10. The graph ΣU and the jump matrices for the function U(z).
Observe that z± = ±1/2 are stationary points for the phase function θ˜ and
θ˜(±1/2) = ∓i/3. It is not difficult to check that the set of solutions of Re θ˜(z) = 0
consists of the real axis and the curves
h±(t) := it±
(
t2/3 + 1/4
)1/2
, t ∈ R,
where h+ and h− are asymptotic to the rays arg λ = ±pi3 and arg λ = ± 2pi3 , respec-
tively (see Figure 11).
TOTAL INTEGRALS OF SOLUTIONS FOR... 27
Re θ˜ > 0
Re θ˜ < 0
Re θ˜ < 0
Re θ˜ > 0
Re θ˜ < 0
Re θ˜ > 0
z+z−
O
h+h−
Figure 11. The regions of sign changing of the function Re θ˜(z).
The dashed rays have directions exp(ikpi/3) for k = 1, 2, 4, 5.
We intend to define the steepest descent contour. To this end we will need two
auxiliary graphs that are shown on Figure 12. One of them is Σ0T consisting of rays
{λ ∈ C | arg λ = pi/4 + kpi/2}, 0 ≤ k ≤ 3
and the other one is Σ+T , which is formed by the curves
{λ ∈ C | arg λ = 7pi/4} and {λ ∈ C | arg λ = kpi/2}, 0 ≤ k ≤ 3.
Let us consider the maps η(z) and ζ(z), given by the formulas
η(z) := iθ˜(z) = z − 4z3/3,
ζ(z) := 2
√
−θ˜(z) + θ˜(z+) = 4
√
3e
3
4pii (z − 1/2) (z + 1) 12 /3,
where the branch cut of the square root is taken such that arg (z − 1/2) ∈ (−pi, pi).
Let us observe that η(z) and ζ(z) are holomorphic functions in a neighborhood of
the origin and z+, respectively. Since η
′(0) 6= 0 and ζ ′(z+) 6= 0, there is a small
δ > 0 with the property that the functions η(z) and ζ(z) are biholomorphic on the
balls B(0, 2δ) and B(z+, 2δ), respectively. Let C0 and C+ be circles with radius δ
and the centers at the origin and z+, respectively. The images η(C0) and ζ(C+)
are closed curves surrounding the origin (see Figure 12).
η(C0)
O pi
4
ζ(C+)
O
pi
4
Figure 12. Left: the contour Σ0T and the closed curve η(C0).
Right: the contour Σ+T with ζ(C+).
Then the steepest descent contour ΣT consists of the curves γ˜
±
k , where 0 ≤ k ≤ 4,
such that γ˜±0 are straight lines joining the origin with the stationary points z± and
furthermore, its part contained in the ball B(0, δ) is an inverse image of the set
Σ0T ∩ η(B(0, δ)) under the map η restricted to the ball B(0, 2δ). Since η′(0) = 1 it
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follows that the angle between the curves γ˜+1 and γ˜
+
0 is equal to pi/4. We require
also that the part of the contour ΣT contained in the ball B(z+, δ) is an inverse
image of the set Σ+T ∩ ζ(B(z+, δ)) under the map ζ, restricted to the ball B(z+, 2δ).
On the other hand the part of the contour ΣT contained in the ball B(z−, δ) is taken
such that it is a point reflection across the origin of the set ΣT ∩B(z+, δ). We also
choose the unbounded components γ˜+2 and γ˜
+
3 , emanating from the stationary point
z+, to be asymptotic to the rays {arg λ = pi/6} and {arg λ = 11pi/6}, respectively.
Similarly we take the unbounded components γ˜−2 and γ˜
−
3 to be asymptotic to the
rays {arg λ = 5pi/6} and {arg λ = 7pi/6}, respectively.
γ˜+0
γ˜+1
γ˜+2
γ˜+3
γ˜+4
γ˜−0
γ˜−1
γ˜−2
γ˜−3
γ˜−4
C+C− C0
O
z+z−
Figure 13. The contour ΣT and the circles C0, C± that are de-
picted by dashed lines.
To describe the deformation between ΣU and the steepest descent contour ΣT
we consider a graph depicted on Figure 14, consisting of the contour ΣU and dashed
lines representing the segments γ˜±0 and the unbounded curves γ˜
±
2 , γ˜
±
3 . The graph
divides the region Ω˜l on the sets Ω˜
k
l for l = 1, 2 and k = 1, 2, 3. Let us define the
function U˜(z) by the formulas
U˜(z) := U(z), z ∈ Ω˜21 ∪ Ω˜24 ∪ Ω˜2 ∪ Ω˜3 ∪ Ω˜5 ∪ Ω˜6
U˜(z) := U(z)G1, z ∈ Ω˜11, U˜(z) := U(z)G−16 , z ∈ Ω˜31,
U˜(z) := U(z)G−13 , z ∈ Ω˜14, U˜(z) := U(z)G4, z ∈ Ω˜31.
Ω˜11
Ω˜21
Ω˜31
Ω˜2 ∪ Ω˜3
Ω˜5 ∪ Ω˜6
Ω˜14
Ω˜24
Ω˜34
γ˜+2
γ˜+3
γ˜−2
γ˜−3
γ˜+0γ˜
−
0
O
z+z−
Figure 14. Diagram for the deformation between contours ΣU and ΣU˜ .
Let us write Ω˜u := Ω˜
1
4 ∪ Ω˜2 ∪ Ω˜3 ∪ Ω˜11 and Ω˜d := Ω˜34 ∪ Ω˜5 ∪ Ω˜6 ∪ Ω˜31. Using the
sign changing properties of the function Re θ˜(z) (see Figure 11) and Lemma 3.5,
we infer that U˜(z) is a solution of the following RH problem, where we denote by
ΣU˜ the contour depicted on Figure 15.
(a) The function U˜(z) is holomorphic for z ∈ C \ ΣU˜ .
(b) The following jump relation holds
U˜+(z) = U˜−(z)SU˜ (z), z ∈ ΣU˜ ,
where the contour ΣU˜ and the jump matrix SU˜ are presented on the Figure 15.
TOTAL INTEGRALS OF SOLUTIONS FOR... 29
(c) The function U˜(z) has the following asymptotic behavior
U˜(z) = I +O(z−1), z →∞.
(d) If 0 < Reα < 1/2 then we have the following behavior
U˜(z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0
and furthermore if −1/2 < Reα ≤ 0 then
U˜(z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0.
(
1 0
s3e
2tθ˜ 1
)
(
1 −s1e−2tθ˜
0 1
)
(
1− s1s3 s1e−2tθ˜
−s3e2tθ˜ 1
) (
1− s1s3 −s3e−2tθ˜
s1e
2tθ˜ 1
)
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
)
O
z+z− Ω˜21Ω˜
2
4
Ω˜u
Ω˜d
γ˜+2
γ˜+3
γ˜−2
γ˜−3
γ˜+0γ˜
−
0
Figure 15. The contour ΣU˜ and the jump matrices for the RH
problem satisfied by the function U˜(z).
We are using the LDU decomposition to express the jump matrices on the seg-
ment joining the origin with z+ in the following form(
1− s1s3 s1e−2tθ˜
−s3e2tθ˜ 1
)
=
(
1 0
−s3e2tθ˜
1−s1s3 1
)(
1− s1s3 0
0 11−s1s3
)(
1 s1e
−2tθ˜
1−s1s3
0 1
)
=: SL1SDSU1 .
(5.5)
Similarly for the segment connecting z− with the origin, we have(
1− s1s3 −s3e−2tθ˜
s1e
2tθ˜ 1
)
=
(
1 0
s1e
2tθ˜
1−s1s3 1
)(
1− s1s3 0
0 11−s1s3
)(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
=: SL2SDSU2 .
(5.6)
The curves γ˜±1 divide the set Ω˜u on the regions Ω˜
k
u, where 1 ≤ k ≤ 3. Similarly,
O
z+z− Ω˜21Ω˜
2
4
Ω˜1u
Ω˜2u
Ω˜3u
Ω˜1d
Ω˜2d
Ω˜3d
γ˜1+γ˜
1
−
γ˜4+γ˜
4
−
Figure 16. Diagram for the deformation between contours ΣU˜ and ΣT .
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the set Ω˜d is decomposed by the curves γ˜
±
2 on the regions Ω˜
k
d, where 1 ≤ k ≤ 3, as
it is shown on Figure 16. Then we define the function T (z) by the formulas
T (z) = U˜(z), z ∈ Ω21 ∪ Ω24 ∪ Ω˜2u ∪ Ω˜2d, T (z) = U˜(z)S−1U1 , z ∈ Ω˜1u,
T (z) = U˜(z)S−1U2 , z ∈ Ω˜3u, T (z) = U˜(z)SL1 , z ∈ Ω˜1d, T (z) = U˜(z)SL2 , z ∈ Ω˜3d.
Combining Lemma 3.5 together with decompositions (5.5) and (5.6), we infer that
the function T (z) satisfies the following RH problem.
(a) The function T (z) is holomorphic for z ∈ C \ ΣT .
(b) We have the jump relation
T+(z) = T−(z)ST (z), z ∈ ΣT ,
where the contour ΣT and the jump matrix ST are presented on the Figure 17.
(c) The function T (z) has the following asymptotic behavior
T (z) = I +O(z−1), z →∞.
(d) If 0 < Reα < 1/2 then the function T has the following behavior
T (z) = O
(|z|−α |z|−α
|z|−α |z|−α
)
, z → 0
and furthermore if −1/2 < Reα ≤ 0 then
T (z) = O
(|z|α |z|α
|z|α |z|α
)
, z → 0.
(
1 0
s3e
2tθ˜ 1
)
(
1 −s1e−2tθ˜
0 1
)
(
1 s1e
−2tθ˜
1−s1s3
0 1
)
(
1 0
−s3e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
(
1 0
s1e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
)
O
z+z−
Figure 17. The contour ΣT and the associated jump matrices for
the RH problem fulfilled by the function T (z).
5.2. Parametrices near the origin and stationary points. The aim of this
subsection is proof of Theorem 5.4, which provides local parametrix around the
origin for the Riemann-Hilbert problem defined on the steepest descent graph ΣT .
Let us assume that [z−, z+] is a segment between the stationary points z± = ± 12 .
Let us write ν := −(2pii)−1 ln(1− s1s3) and consider the following function
N(z) :=
(
z + 1/2
z − 1/2
)νσ3
, z ∈ C \ [z−, z+],
where the branch cut is taken such that arg (z± 1/2) ∈ (−pi, pi). Then the function
N(z) is a solution of the following Riemann-Hilbert problem.
(a) The function N(z) is analytic on C \ [z−, z+].
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(b) If we denote SD = (1− s1s3)σ3 , then the following jump relation holds
N+(z) = N−(z)SD, z ∈ [z−, z+].
(c) We have the asymptotic behavior N(z) = I +O(1/z) as z →∞.
Remark 5.3. A simple calculations show that ν is a purely imaginary complex
number. Indeed, it is enough to check that 1 − s1s3 is a positive number. To see
this, let us observe that under condition (1.4), we have
1− s1s3 = 1− (− sin(piα)− ik)(− sin(piα) + ik)
= 1− (sin2(piα) + k2) = cos2(piα)− k2.
Obviously 1− s1s3 > 0 provided (1.5) holds. On the other hand, if α, k ∈ iR, then
α = iη and k = ik0, for some η, k0 ∈ R, and consequently
1− s1s3 = cos2(piα)− k2 = cosh2(piη) + k20 > 0
as desired. 
We are looking for a 2 × 2 matrix-valued function P0(z) defined on the closed
ball D(0, δ) satisfying the following RH problem, which we denote by (LP1).
(a) The function P0(z) is analytic in D(0, δ) \ ΣT .
(b) On the contour D(0, δ) ∩ ΣT the function P0(z) satisfies the jump conditions
depicted on the right diagram of Figure 18.
(c) The function P0(z) satisfies the asymptotic condition
P0(z)N(z)
−1 = I +O(t−1) as t→ +∞, (5.7)
uniformly for z ∈ ∂D(0, δ).
(d) At z = 0, the function P0(z) has the same behavior as U(z) in (5.3) and (5.4).
z+
(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
(
1 0
s1e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 0
s1e
2tθ˜ 1
)
(
1 −s3e−2tθ˜
0 1
) O
(
1 s1e
−2tθ˜
1−s1s3
0 1
)
(
1 0
−s3e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
(
1 −s3e
−2tθ˜
1−s1s3
0 1
)
(
1 0
s1e2tθ˜
1−s1s3 1
)
(1− s1s3)σ3
Figure 18. Left: contour for the RH problem satisfied by the local
parametrix around the stationary point z+ =
1
2 . Right: graph for
the RH problem fulfilled by the parametrix around the origin.
Theorem 5.4. The solution of the Riemann-Hilbert problem (LP1) is given by
P0(z) :=
{
E(z)L¯(tη(z))e−itη(z)σ3e−ipiνσ3 , Im z > 0,
E(z)L¯(tη(z))e−itη(z)σ3eipiνσ3 , Im z < 0,
(5.8)
where the function E(z) is defined as follows
E(z) :=
{
N(z)eipiνσ3 , Im z > 0,
N(z)e−ipiνσ3 , Im z < 0.
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Proof. The fact that the function P0(z) satisfies the points (a) and (b) of the prob-
lem (LP1) follows directly from the the formula (5.8). We show that P0(z) satisfies
the condition (d). We assume that t > 0 is fixed and furthermore 0 ≤ Reα < 1/2.
The argument in the case of 1/2 < Reα < 0 is analogous. Using the point (c) of
Theorem 3.6 we obtain the existence of C0 > 0 and ε0 ∈ (0, δ) such that
|L(η)kl| ≤ C0|η|−Reα, η ∈ B(0, ε0), 1 ≤ k, l ≤ 2
Since η(0) = 0 and η′(0) = 1, there is 0 < ε1 < ε0 such that
|η(z)|/|z| ≥ 1/2 and |tη(z)| ≤ ε0, |z| ≤ ε1.
Then, for any 1 ≤ k, l ≤ 2 and |z| ≤ ε1, we have
|L¯(tη(z))kl| ≤ C0|tη(z)|−Reα ≤ C0(2t)−Reα|z|−Reα.
Therefore the following inequality holds
‖L¯(tη(z))‖ ≤ C1|z|−Reα, |z| ≤ ε1,
where C1 := 2C0(2t)
−Reα and ‖·‖ is the Euclidean matrix norm. On the other hand,
the functions E(z) and e−itη(z)σ3 are holomorphic in D(0, 2δ) and in particular
‖E(z)−1‖ ≤ c, ‖E(z)‖ ≤ c and ‖e−itη(z)σ3‖ ≤ c, |z| ≤ δ, (5.9)
where c > 0 is a constant. Then, for any |z| ≤ ε1, we have
‖P0(z)‖ ≤ ‖E(z)‖‖L¯(tη(z))‖‖e−itη(z)σ3‖ ≤ c2‖L¯(tη(z))‖ ≤ c2C1|z|−Reα,
which proves that L¯(z) satisfies condition (d). It remains to show that the condition
(c) holds true. To this end, let us observe that
P0(z)N(z)
−1 − I = E(z)(L¯(tη(z))e−itη(z)σ3 − I)E(z)−1. (5.10)
On the other hand, by the point (d) of Theorem 3.6, there are R,K > 0 such that
‖L¯(z)e−izσ3 − I‖ ≤ K|z|−1, |z| ≥ R. (5.11)
Since the radius δ > 0 is chosen so that the function η(z) is biholomorphic on
B(0, 2δ) (see page 27), we have |η(z)| > c0 > 0 for |z| = δ. Hence we can find
t0 > 0 such that |tη(z)| ≥ R for t > t0 and |z| = δ. Therefore, by the equations
(5.10), (5.11) and (5.9), for any |z| = δ and t > t0, we have
‖P0(z)N(z)−1 − I‖ ≤ ‖E(z)‖‖(L¯(tη(z))e−itη(z)σ3 − I)‖‖E(z)−1‖
≤ c2K|tη(z)|−1 ≤ c−10 c2Kt−1,
which gives (5.7) and the proof is completed. 
The following proposition asserts the existence of a local parametrix around
stationary points z+. Its proof is well-known and can be found in [17, Section 9.4].
Proposition 5.5. There is a 2× 2 matrix-valued function Pr(z), which is defined
on the closed ball D(z+, δ) and satisfies the following RH problem.
(a) The function Pr(z) is analytic in D(z+, δ) \ ΣT .
(b) On the contour Σ+T = D(z+, δ)∩ΣT the function Pr(z) satisfies the same jump
conditions as T (z) (see left diagram of Figure 18).
(c) The function Pr(z) satisfies the asymptotic condition
Pr(z)N(z)
−1 = I +O(t−1/2), t→ +∞,
uniformly for z ∈ ∂D(z+, δ).
Remark 5.6. If we define Pl(z) := σ2Pr(−z)σ2, then from symmetry of the contour
ΣT it follows that Pl(z) satisfies the analogous RH problem to this from Proposition
5.5 with the disk D(z+, δ) replaced by D(z−, δ). 
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5.3. Representation of the solution and asymptotic behavior. Let us as-
sume that R(z) is a function given by the formula
R(z) :=

T (z)Pr(z)
−1, z ∈ D(z+, δ) \ ΣT ,
T (z)Pl(z)
−1, z ∈ D(z−, δ) \ ΣT ,
T (z)P0(z)
−1, z ∈ D(0, δ) \ ΣT ,
T (z)N(z)−1, z ∈ C \ (D(z±, δ) ∪D(0, δ) ∪ ΣT )
and let ΣR be the contour depicted on the Figure 19, which consists of circles C±
and C0 of radius δ > 0 (see page 27) and the parts γ¯
±
k of the curves γ˜
±
k lying outside
the set C+ ∪ C− ∪ C0 (see Figure 13). Then the function R(z) is a solution of the
following Riemann-Hilbert problem, which we will denote by (RH5).
(a) The function R(z) is analytic in C \ ΣR.
(b) The following jump condition holds
R+(z) = R−(z)SR(z), z ∈ ΣR,
where the jump matrix is given by
SR(z) :=

Pr(z)N(z)
−1, z ∈ ∂D(z+, δ),
Pl(z)N(z)
−1, z ∈ ∂D(z−, δ),
P0(z)N(z)
−1, z ∈ ∂D(0, δ),
N(z)ST (z)N(z)
−1, z ∈ ΣR \ (∂D(z±, δ) ∪ ∂D(0, δ)).
(c) We have the following asymptotic behavior at infinity
R(z) = I +O(1/z), z →∞.
C− C0 C+
O
z+z−
γ¯+1
γ¯+2
γ¯+3
γ¯+4
γ¯−1
γ¯−2
γ¯−3
γ¯−4
Figure 19. The contour ΣR for the RH problem satisfied by the
function R(z).
Lemma 5.7. Given 1 ≤ p < +∞, we have the following asymptotic behavior
‖SR − I‖(Lp∩L∞)(ΣR) = O(t−1/2), t→∞.
Proof. Applying Theorem 5.4, Proposition 5.5 and Remark 5.6, we infer that
SR(z) :=
{
I +O(t−1/2), z ∈ ∂D(z±, δ),
I +O(t−1), z ∈ ∂D(0, δ),
where the asymptotic behavior is uniform with respect to the parameter z from the
boundary of the respective disk. Therefore, there is t0 > 0 such that
‖SR − I‖L∞(C±) . t−1/2, ‖SR − I‖L∞(C0) . t−1/2, t ≥ t0. (5.12)
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On the other hand (5.12) implies that, for any t > t0, the following holds
‖SR − I‖pLp(C0) =
∫
C0
‖SR(z)− I‖p |dz| .
∫
C0
t−p |dz| ∼ t−p . t−p/2 (5.13)
and furthermore, for any t > t0, we have
‖SR − I‖pLp(C±) =
∫
C±
‖SR(z)− I‖p |dz| .
∫
C±
t−p/2 |dz| ∼ t−p/2. (5.14)
Let us denote Σ′R := ΣR \ [C+ ∪C− ∪C0]. By the definition of N(z) and the choice
of the component curves of ΣT , we have
‖N(z)‖ ≤ C and ‖N(z)−1‖ ≤ C, z ∈ Σ′R,
where C > 0 is a constant. Consequently, for any z ∈ Σ′R, we have
‖SR(z)− I‖ = ‖N(z)[ST (z)− I]N(z)−1‖
≤ ‖N(z)‖‖ST (z)− I‖‖N(z)−1‖ ≤ C2‖ST (z)− I‖.
(5.15)
Since the curve γ¯+2 is asymptotic to the ray {seipi/6 | s > 0}, it can be parametrized
by the map γ¯+2 : [a,+∞)→ C given by
γ¯+2 (s) := s+ ih(s), s ≥ a,
where h : [a,+∞)→ R is a smooth function satisfying asymptotic condition
h(s)/s→
√
3/3, s→ +∞.
Let us take sufficiently small ε0 > 0 such that
4(
√
3/3 + ε0)
3/3− 4(
√
3/3− ε0) < 0 (5.16)
and observe that, there is a0 > a with the property that, for any s > a0, we have
Re θ˜(s+ ih(s)) = 4h(s)3/3− 4s2h(s) + h(s)
≤ (4(
√
3/3 + ε0)
3/3− 4(
√
3/3− ε0))s3 + (
√
3/3 + ε0)s.
Therefore, in view of (5.16), there is a1 > a0 such that
Re θ˜(γ¯+2 (s)) = Re θ˜(s+ ih(s)) ≤ −s, s ≥ a1. (5.17)
On the other hand, using the sign change diagram for the function Re θ˜(z), which
is depicted on Figure 11, we obtain the existence of constants m > 0 such that
Re θ˜(γ¯+2 (s)) = Re θ˜(s+ ih(s)) ≤ −m, s ∈ [a, a1]. (5.18)
Combining this inequality with (5.17) we obtain the existence of constant m0 > 0
such that Re θ˜(γ¯+2 (s)) ≤ −m0 for s ≥ a. This inequality together with (5.15), give
‖I − SR‖L∞(γ¯+2 ) . ‖I − ST ‖L∞(γ¯+2 ) . sups≥a e
2tθ˜(γ¯+2 (s)) ≤ e−2m0t, t > 0. (5.19)
On the other hand, using (5.15), (5.17) and (5.18), for any t > 0, we have
‖I − SR‖pLp(γ¯+2 ) . ‖I − ST ‖
p
Lp(γ¯+2 )
.
∫ ∞
a
|e2tθ˜(γ¯+2 (s))|p|(γ¯+2 )′(s)| ds
.
∫ a1
a
e2ptRe θ˜(γ¯
+
2 (s)) ds+
∫ ∞
a1
e2ptRe θ˜(γ¯
+
2 (s)) ds
=
∫ a1
a
e−2pmt ds+
∫ ∞
a1
e−2pts ds = (a1 − a)e−2pmt + (2pt)−1e−2pta1 .
(5.20)
Let γ¯+1 : [0, 1] → C be a parametrization of the curve γ¯+1 . By the sign changing
diagram from Figure 11, there is m1 > 0 such that
Re θ˜(γ¯+1 (s)) ≤ −m1, s ∈ [0, 1],
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which together with (5.15) imply that
‖I − SR‖pLp(γ¯+1 ) . ‖I − ST ‖
p
Lp(γ¯+1 )
.
∫ 1
0
|e2tθ˜(γ¯+1 (s))|p|γ¯+1 (s)′| ds . e−2pm1t (5.21)
for t > 0 and furthermore
‖I − SR‖L∞(γ¯+1 ) . ‖I − ST ‖L∞(γ¯+1 ) . sups≥0 |e
2tθ˜(γ¯+1 (s))| ≤ e−2m1t, t > 0. (5.22)
In the similar way we can obtain the estimates (5.19), (5.20), (5.21) and (5.22) for
the remaining components γ¯±k , where k = 2, 3, 4. This leads to the inequalities
‖SR − I‖L∞(Σ′R) . e−ct, ‖SR − I‖Lp(Σ′R) . e−ct, t > 0, (5.23)
where c > 0 is some constant. Combining (5.12), (5.13), (5.14) and (5.23) yields
‖SR − I‖L∞(ΣR) . t−1/2, ‖SR − I‖Lp(ΣR) . t−1/2, t > t0
and the proof of the lemma is completed. 
Proposition 5.8. There is t1 > 0 such that, for any t > t1, the problem (RH5)
admits a unique solution R(z, t) with the property that
‖R(0)− I‖ = O(t−1/2), t→ +∞. (5.24)
Proof. From Lemma 5.7 it follows that there are t0 > 0 such that
‖SR − I‖(L1∩L2∩L∞)(ΣR) . t−1/2, t > t0. (5.25)
Assume that R : L2I(ΣR)→ L2I(ΣR) is a complex linear map given by
R(ρ) := C−(ρ(SR − I)), ρ ∈ L2I(ΣR),
where C− is the Cauchy operator on the contour ΣR (see Section 9). Let us take
ρ ∈ L2I(ΣR) with ρ = ρ0 + ρ∞, where ρ0 ∈ L2(ΣR) and ρ∞ ∈ M2×2(C). Then, by
the linearity of the Cauchy operator, we have
R(ρ) = C−((ρ− a)(SR − I)) + C−(ρ∞(SR − I)).
Therefore R(ρ) ∈ L2(ΣR) and the following estimates hold
‖R(ρ)‖L2(ΣR) . ‖ρ0(SR − I)‖L2(ΣR) + ‖ρ∞‖‖(SR − I)‖L2(ΣR)
≤ ‖SR − I‖(L2∩L∞)(ΣR)
(‖ρ0‖L2(ΣR) + ‖ρ∞‖)
= ‖ρ‖L2I(ΣR)‖SR − I‖(L2∩L∞)(ΣR).
(5.26)
Therefore, by the inequalities (5.25) and (5.26), we have
‖R(ρ)‖L2I(ΣR) ≤ c0t
−1/2‖ρ‖L2I(ΣR), t > t0, (5.27)
which, in particular, implies that
‖RI‖L2I(ΣR) ≤ c0
√
2t−1/2, t > t0. (5.28)
Furthermore (5.27) shows that there is t1 > t0 such that
‖R‖L2I(ΣR) < 1/2, t > t1,
which implies that the equation ρ − R(ρ) = I has a unique solution ρ ∈ L2I(ΣR),
given by the convergent Neumann series:
ρ =
∞∑
i=0
RiI in the space L2I(ΣR).
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Therefore ρ− I ∈ L2I(ΣR) and the inequalities (5.27) and (5.28) yield
‖ρ− I‖L2I(ΣR) ≤
∞∑
i=1
‖RiI‖L2I(ΣR) ≤ ‖RI‖L2(ΣR)
∞∑
i=0
‖R‖iL2I(ΣR)
≤ ‖RI‖L2(ΣR) ≤ c1t−1/2, t > t1.
(5.29)
From the representation formula for the solutions of the RH problem
R(λ) = I +
1
2pii
∫
ΣR
ρ(ξ)(SR(ξ)− I)
ξ − λ dξ, λ 6∈ ΣR,
which together with Ho¨lder inequality implies that
‖R(0)− I‖ ≤ 1
2pi
∫
ΣR
‖ρ(ξ)(SR(ξ)− I)‖
|ξ| |dξ| ≤ δ
−1
∫
ΣR
‖ρ(ξ)(SR(ξ)− I)‖ |dξ|
.
∫
ΣR
‖(ρ(ξ)− I)(SR(ξ)− I)‖ |dξ|+
∫
ΣR
‖SR(ξ)− I‖ |dξ|
≤ ‖ρ− I‖L2(ΣR)‖SR − I‖L2(ΣR) + ‖SR − I‖L1(ΣR), t > t1.
Combining this with (5.25), (5.29) and Lemma 5.7 gives
‖R(0)− I‖ . t−1/2t−1/2 + t−1/2 = t−1 + t−1/2 . t−1/2, t > t1
and the proof of the proposition is completed. 
Proposition 5.9. There is x− < 0 such that, for any x < x−, there is ε > 0 with
the property that, for any λ ∈ B(0, ε) with arg λ = pi/12, we have
Z(λ, x) = R(z)E(z)Ψˆ0(e2piiitη(z))DKz−ασ3etθ˜(z)σ3t−
ασ3
3 , (5.30)
where z = (−x)−1/2λ, t = (−x)3/2 and the matrix K is defined as
K := (1− s1s3)− 12ESˆ2
 1 −s3
−s1 1
E−1. (5.31)
Proof. By Proposition 5.8, there is t1 > 0 such that, for any t > t1, we have
T (z, t) = R(z, t)P0(z, t), z ∈ Ω˜3u ∩B(0, δ), (5.32)
where the region Ω˜3u is depicted on Figure 16. Let us define x− := −t2/31 and fix
x < x−. Clearly t = (−x)3/2 > t1. As we have seen in the construction of the
contour ΣT (see Section 5.1), the angle between the curves γ˜
+
1 and γ˜
+
0 at the point
O is equal to pi/4. Hence, there is ε > 0 such that
z = (−x)− 12λ ∈ Ω1r ∩ Ω˜11 ∩ Ω˜3u ∩B(0, δ), |λ| ≤ ε, arg λ = pi/12. (5.33)
Since η′(0) = 1 we can decrease ε > 0 if necessary such that
η(z) = η(λ(−x)− 12 ) ∈ Ω¯2r ∩ {z ∈ C | Im z > 0}, |λ| ≤ ε, arg λ = pi/12,
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where the set Ω¯2r is shown on Figure 4. Using (5.33) we thus obtain
Z(λ, x) = Φ(λ, x)eθ(λ)σ3λ−ασ3 = Φ4(λ, x)E−1λ−ασ3eθ(λ)σ3
= Φ4(t1/3z,−t2/3)E−1z−ασ3etθ˜(z)σ3t−ασ33
= U(z, t)e−tθ˜(z)σ3E−1z−ασ3etθ˜(z)σ3t−
ασ3
3
= U˜(z, t)
(
1 0
−s1e2tθ˜(z) 1
)
e−tθ˜(z)σ3E−1z−ασ3etθ˜(z)σ3t−
ασ3
3
= T (z, t)
(
1 − s3e−2tθ˜(z)1−s1s3
0 1
)(
1 0
−s1e2tθ˜(z) 1
)
e−tθ˜(z)σ3E−1z−ασ3etθ˜(z)σ3t−
ασ3
3 .
It is not difficult to check that(
1 − s3e−2tθ˜1−s1s3
0 1
)(
1 0
−s1e2tθ˜(z) 1
)
= e−tθ˜(z)σ3
(
1 − s31−s1s3
0 1
)
S−11 e
tθ˜(z)σ3 ,
which together with (5.32), give
Z(λ, x) = R(z)P0(z)e
−tθ˜(z)σ3
(
1 − s31−s1s3
0 1
)
S−11 E
−1z−ασ3etθ˜(z)σ3t−
ασ3
3 . (5.34)
In view of (5.33) and (5.8) we obtain
P0(z) = E(z)L¯(tη(z))e
−itη(z)σ3e−ipiνσ3 = E(z)L˜(tη(z))e−itη(z)σ3e−ipiνσ3
= E(z)Lˆ(itη(z))e−itη(z)σ3e−ipiνσ3 = E(z)Ψˆ(itη(z))σ2Eσ2etθ˜(z)σ3e−ipiνσ3 .
Combining this with Lemma 3.2 and Remark 5.3 yields
P0(z) = E(z)Ψˆ
0(e2piiitη(z))DESˆ2e
tθ˜(z)σ3e−ipiνσ3
= E(z)Ψˆ0(e2piiitη(z))DESˆ2e
tθ˜(z)σ3(1− s1s3)
σ3
2 .
(5.35)
Substituting (5.35) into (5.34), we obtain
Z(λ, x) = R(z)E(z)Ψˆ0(e2piiitη(z))DESˆ2WE
−1z−ασ3etθ˜(z)σ3t−
ασ3
3 , (5.36)
where we define
W := etθ˜(z)σ3(1− s1s3)
σ3
2 e−tθ˜(z)σ3
(
1 − s31−s1s3
0 1
)
S−11 .
On the other hand the following equalities hold
W =
(1− s1s3) 12 0
0 (1− s1s3)− 12
(1 − s31−s1s3
0 1
)(
1 0
−s1 1
)
=
(1− s1s3) 12 −s3(1−s1s3)1/2
0 1
(1−s1s3)1/2
( 1 0
−s1 1
)
=
1
(1− s1s3) 12
(
1 −s3
−s1 1
)
.
(5.37)
Therefore, combining (5.37) with (5.36), we obtain (5.30), which completes the
proof of the proposition. 
Proposition 5.10. The matrix K defined in (5.31) is expressed by the formula
K =
1
(1− s1s3)1/2
(
cos(piα)− k 0
0 cos(piα) + k
)
e−ipiασ3 .
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In particular the matrix K is diagonal.
Proof. Let us observe that, by the constraint condition (4.1) and (3.4), we have
Sˆ2
(
1 −s3
−s1 1
)
=
(
1 −s3
−2 sin(piα)− s1 1 + 2s3 sin(piα)
)
=
(
1 −s3
s3 1 + 2s3 sin(piα)
)
.
Since the matrix E is given by (4.2), its inverse is of the form
E−1 =
1
−2i cos(piα)
(−ieipiα −ie−ipiα
−1 1
)(
p 0
0 q
)−1
, pq = − 1
2i cos(piα)
.
Therefore, if we define
A :=
(
A11 A12
A21 A22
)
=
(
1 ie−ipiα
1 −ieipiα
)(
1 −s3
s3 1 + 2s3 sin(piα)
)(−ieipiα −ie−ipiα
−1 1
)
.
then the matrix K has the following form
K = − (1− s1s3)
− 12
2i cos(piα)
(
p 0
0 q
)(
A11 A12
A21 A22
)(
p 0
0 q
)−1
. (5.38)
Observe that after multiplication, we obtain
K0 =
(
1 + is3e
−ipiα −s3 + ie−ipiα + 2is3e−ipiα sin(piα)
1− is3eipiα −s3 − ieipiα − 2is3eipiα sin(piα)
)(−ieipiα −ie−ipiα
−1 1
)
,
which in turn implies that the entries are given by
A11 = −ieipiα(1 + is3e−ipiα) + s3 − ie−ipiα − 2is3e−ipiα sin(piα),
A12 = −ie−ipiα(1 + is3e−ipiα)− s3 + ie−ipiα + 2is3e−ipiα sin(piα),
A21 = −ieipiα(1− is3eipiα) + s3 + ieipiα + 2is3eipiα sin(piα),
A22 = −ie−ipiα(1− is3eipiα)− s3 − ieipiα − 2is3eipiα sin(piα).
Calculating the coefficient A12 gives
A12 = −ie−ipiα + s3e−2ipiα − s3 + ie−ipiα + 2is3e−ipiα sin(piα)
= s3(cos(piα)− i sin(piα))2 − s3 + 2is3(cos(piα)− i sin(piα)) sin(piα)
= s3(cos
2(piα)− sin2(piα))− s3 + 2s3 sin2(piα)
= s3(cos
2(piα) + sin2(piα))− s3 = 0
and similar computations for A21 yields
A21 = −ieipiα − s3e2ipiα + s3 + ieipiα + 2is3eipiα sin(piα)
= −s3(cos(piα) + i sin(piα))2 + s3 + 2is3(cos(piα) + i sin(piα)) sin(piα)
= −s3(cos2(piα)− sin2(piα)) + s3 − 2s3 sin2(piα)
= −s3(cos2(piα) + sin2(piα)) + s3 = 0.
For the coefficient A11 we have
A11 = −ieipiα + s3 + s3 − ie−ipiα − 2is3e−ipiα sin(piα)
= 2s3 − 2i cos(piα)− 2is3 cos(piα) sin(piα)− 2s3 sin2(piα)
= 2s3 cos
2(piα)− 2i cos(piα)− 2is3 cos(piα) sin(piα)
= 2 cos(piα)(s3 cos(piα)− i− is3 sin(piα)).
(5.39)
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Since the triple (s1, s2, s3) is given by (1.4), it follows that
s3 cos(piα)− i− is3 sin(piα)
= (− sin(piα) + ik) cos(piα)− i− i(− sin(piα) + ik) sin(piα)
= − sin(piα) cos(piα) + ik cos(piα) + k sin(piα)− i+ i sin2(piα)
= − sin(piα) cos(piα) + ik cos(piα) + k sin(piα)− i cos2(piα)
= −i cos(piα)(cos(piα)− i sin(piα)) + ik(cos(piα)− i sin(piα))
= (cos(piα)− i sin(piα))(−i cos(piα) + ik) = −ie−ipiα(cos(piα)− k),
which after substitution to (5.39) gives
A11 = −2i cos(piα)(cos(piα)− k)e−ipiα.
It remains to calculate the coefficient A22. To this end let us observe that
A22 = −ie−ipiα(1− is3eipiα)− s3 − ieipiα − 2is3eipiα sin(piα)
= −ie−ipiα − s3 − s3 − ieipiα − 2is3eipiα sin(piα)
= −2s3 − 2i cos(piα)− 2is3 cos(piα) sin(piα) + 2s3 sin2(piα)
= −2 cos(piα)(s3 cos(piα) + i+ is3 sin(piα)).
(5.40)
Using (1.4) once again we obtain
s3 cos(piα) + i+ is3 sin(piα)
= (− sin(piα) + ik) cos(piα) + i+ i(− sin(piα) + ik) sin(piα)
= − sin(piα) cos(piα) + ik cos(piα)− k sin(piα) + i− i sin2(piα)
= − sin(piα) cos(piα) + ik cos(piα)− k sin(piα) + i cos2(piα)
= i cos(piα)(cos(piα) + i sin(piα)) + ik(cos(piα) + i sin(piα))
= (cos(piα) + i sin(piα))(i cos(piα) + ik) = ieipiα(cos(piα) + k),
which together with (5.40) provides
A22 = −2i cos(piα)(cos(piα) + k)eipiα.
Therefore we have
A = −2i cos(piα)
(
(cos(piα)− k)e−ipiα 0
0 (cos(piα) + k)eipiα
)
. (5.41)
In view of (5.38) and (5.41), we have
K =
1
(1− s1s3)1/2
(
p 0
0 q
)(
(cos(piα)− k)e−ipiα 0
0 (cos(piα) + k)eipiα
)(
p 0
0 q
)−1
=
1
(1− s1s3)1/2
(
cos(piα)− k 0
0 cos(piα) + k
)
e−ipiασ3
and the proof is completed. 
Proposition 5.11. There is x− < 0 such that, for any x < x−, we have
P (x) =
1
2
R(0, (−x)3/2)e−ipi4 σ3
(
1 1− 2α
−1 1− 2α
)
DKe2piiασ3(−ix)ασ3 .
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Proof. By Proposition 5.9 we obtain the existence of x− < 0 such that, for any
x < x−, there is ε > 0 with the property that
Z(λ, x) = R(z)E(z)Ψˆ0(e2piiitη(z))DKz−ασ3etθ˜(z)σ3t−
ασ3
3
for |λ| < ε with arg λ = pi/12, where the change of variables is given by
λ = (−x)1/2z, t = (−x)3/2.
By Proposition 5.10, the matrix DK is diagonal, which implies that
Z(λ, x) = R(z)E(z)Ψˆ0(e2piiitη(z))z−ασ3DKt−
ασ3
3 , |λ| < ε, arg λ = pi/12. (5.42)
Let us observe that
E(z) = eipiνσ3
(
z + 1/2
z − 1/2
)νσ3
→ I, z → 0, Im z > 0. (5.43)
On the other hand, by Lemma 3.1, the function z 7→ Ψˆ0(z)z−ασ3 is holomorphic
on the complex plane and the following convergence holds
lim
z→0
Ψˆ0(z)z−ασ3 =
1
2
e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
. (5.44)
If we define Λ := {z ∈ C | arg z = pi/12}, then we have
lim
z∈Λ,z→0
(e2piiitη(z))ασ3z−ασ3 = lim
z∈Λ,z→0
e2piiασ3 [itη(z)/z]ασ3 = e2piiα(it)ασ3 ,
which together with (5.44) and the equality
Ψˆ0(e2piiitη(z))z−ασ3 = Ψˆ0(e2piiitη(z))(e2piiitη(z))−ασ3(e2piiitη(z))ασ3z−ασ3
give the following limit
lim
z∈Λ,z→0
Ψˆ0(e2piiitη(z))z−ασ3 =
1
2
e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
e2piiασ3(it)ασ3 . (5.45)
Using (5.43) and (5.45), we pass in the equation (5.42) to the limit with z → 0
along the ray arg z = pi/12 and deduce that
P (x) = lim
λ∈Λ,λ→0
Z(λ, x) = lim
z∈Λ,z→0
R(z)E(z)Ψˆ0(e2piiitη(z))z−ασ3DKetθ˜(z)σ3t−
ασ3
3
=
1
2
R(0, t)e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
e2piiασ3(it)ασ3DKt−
ασ3
3 .
In view of the fact that the matrix DK we obtain
P (x) =
1
2
R(0, t)e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
DKe2piiασ3(it)ασ3t−
ασ3
3
=
1
2
R(0, t)e−i
pi
4 σ3
(
1 1− 2α
−1 1− 2α
)
DKe2piiασ3iασ3t
2ασ3
3
=
1
2
R(0, (−x)3/2)e−ipi4 σ3
(
1 1− 2α
−1 1− 2α
)
DKe2piiασ3(−ix)ασ3 ,
and the proof of the proposition is completed. 
TOTAL INTEGRALS OF SOLUTIONS FOR... 41
6. Proof of Theorem 1.1
Propositions 4.5 and 5.11 says that, there is x0 > 0 such that, for x > x0, the
functions P (x) and P (−x) have the following forms
P (x) =
1
2
X(0, x)χ(0, x)e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
0 1− 2α
)
e2piiασ3(−ix)ασ3D,
P (−x) = 1
2
R(0, x3/2)e−i
pi
4 σ3
(
1 1
−1 1
)(
1 0
0 1− 2α
)
DKe2piiασ3(ix)ασ3 .
Let us observe that, for any x > 0, we have
(ix)ασ3(−ix)−ασ3 = (|x|eipi2 )ασ3 (|x|e−ipi2 )−ασ3 = eipi2 ασ3eipi2 ασ3 = eipiασ3 ,
which together with the fact that matrices D and K are diagonal, imply that
P (−x)P (x)−1 = R(0, x3/2)Hχ(0, x)−1X(0, x)−1, x > x0, (6.1)
where the matrix H, is given by
H :=
1
2
e−i
pi
4 σ3
(
1 1
−1 1
)
Keipiασ3
(
1 −1
1 1
)
ei
pi
4 σ3 .
Applying Proposition 5.10 and writing h± := (1−s1s3)− 12 (cos(piα)∓k)/2, we have
H = e−i
pi
4 σ3
(
1 1
−1 1
)(
h+ 0
0 h−
)(
1 −1
1 1
)
ei
pi
4 σ3
= e−i
pi
4 σ3
(
h+ + h− h− − h+
h− − h+ h+ + h−
)
ei
pi
4 σ3 =
(
h+ + h− i(h+ − h−)
i(h− − h+) h+ + h−
)
,
which together with (6.1), (4.12), (4.22) and (5.24) gives
lim
x→+∞P (x)P (−x)
−1 = H−1 =
(
h+ + h− i(h− − h+)
i(h+ − h−) h+ + h−
)
.
Let us observe that the formula (2.6) implies that
exp
(∫ x
−x
u(y;α, k) dy
)
= [P (x)P (−x)−1]11 + i[P (x)P (−x)−1]21, x > 0
and consequently
lim
x→+∞ exp
(∫ x
−x
u(y;α, k) dy
)
= lim
x→+∞[P (x)P (−x)
−1]11+i lim
x→+∞[P (x)P (−x)
−1]21
= 2h− = (1− s1s3)− 12 (cos(piα) + k) =
(
cos2(piα)− k2)−1/2 (cos(piα) + k),
which completes the proof of Theorem 1.1. 
Remark 6.1. Let us assume that u( · ;α, k) is a purely imaginary Ablowitz-Segur
solution for the PII equation. In view of the equality
cos(piα) = cosh(ipiα) =
(
eipiα + e−ipiα
)
/2
and the fact that α ∈ iR, it follows that cos(piα) is a real number, greater that or
equal to one. Moreover the formula (1.9) takes the form
lim
x→+∞ exp
(∫ x
−x
u(y) dy
)
= exp (iarg (cos(piα) + k)) , k ∈ iR.
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7. Self-similar solutions for the geometric flow
In this section we consider the flow of planar curves, which is governed by the
equation (1.17). Developing the normal vector field n and curvature k with respect
to the parametrization z, it is not difficult to check that the equation can be written
in the following form  zt = −zsss +
3
2
zsz
2
ss, t, s ∈ R,
|zs|2 = 1, t, s ∈ R.
(7.1)
Remark 7.1. Let us observe that the system (7.1) is time-reversible and invariant
under rotations. More precisely, if z(s, t) is a solution of (7.1) and θ ∈ R, then the
functions z(−s,−t) and eiθz(s, t) also satisfy this system. 
Following [27], we look for the self-similar solutions for (7.1) of the form
z(s, t) = t1/3e−i
µ
3 ln tω(st−1/3), t > 0, s ∈ R, (7.2)
where ω : R→ R is a smooth map. Then z solves the system (7.1) if and only if ω
satisfies the equation
−iµ+ 1
3
ω − s
3
ωs = −ωsss + 3
2
ωsω
2
ss, s ∈ R,
|ωs|2 = 1.
(7.3)
On the other hand, if we consider the function
ω(s) =
∫ s
0
exp
(
2
31/3
∫ s′
0
u
(
s′′/31/3
)
ds′′
)
ds′ + ω0, (7.4)
where u : R→ iR ⊂ C is a smooth map and
ω0 := − 2
3
√
3
1− iµ (ux(0)− u
2(0)),
then ω is a solution of (7.3) if and only if u satisfies the equation
u′′(x) = xu(x) + 2u3(x) + iµ/2.
Substituting (7.4) into (7.2), we obtain the following explicit formula on self-similar
solutions for the localized induction approximation
z(t, s) = t
1
3 e−i
µ
3 ln t
∫ s/t 13
0
exp
(
2
31/2
∫ s′
0
u(s′′/31/2) ds′′
)
ds′ + ω0
 , (7.5)
where the profile function u is a purely imaginary solution of the inhomogeneous
PII equation with the constant α = −iµ/2. Before we proceed to the proof of The-
orem 1.2, we formulate the following proposition, which describes the asymptotic
behavior of u(x) and ux(x) as x→ ±∞.
Proposition 7.2. If u is a purely imaginary AS solution of the second Painleve´
equation, then there is a constant C > 0 depending from the solution u such that
|u(x)| ≤ C, |ux(x)| ≤ C, x ≥ 0, (7.6)
|u(x)| ≤ C, |ux(x)| ≤ C(1 + |x|1/4), x ≤ 0. (7.7)
Proof. Let us assume that α, k ∈ iR are such that u = u( · ;α, k). Using the
results obtained in [17, Theorem 11.5] and [21, Theorem 2.2], we have the following
asymptotic behavior
u(x) = u(x;α, k) = B(α;x) + kAi(x)(1 +O(x−3/4)), x→ +∞, (7.8)
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where Ai(x) is the Airy function and B(α;x) satisfies
B(α;x) = αx−1 +O(x−4), x→ +∞.
Combining this with the fact that the purely imaginary solutions of PII equation
do not admit poles on real line, we infer that the function u( · ;α, k) is bounded on
[0,+∞). By (7.8) there are constants C0 > 0 and x0 ≥ 1 such that
|u(x)− αx−1| ≤ C0|x|−4, x ≥ x0,
which implies that, for any x ≥ x0, we have
|u(x)| ≤ |α||x|−1 + C0|x|−4 ≤ (|α|+ C0)|x|−1. (7.9)
Multiplying the PII equation (1.1), by ux we have
d
dx
(u2x − xu2 − u4 + 2αu) = −u2, x ∈ R,
which after integration gives
ux(x)
2 = xu(x)2 + u(x)4 − 2αu(x) + L−
∫ x
x0
u(y)2 dy, x ≥ x0, (7.10)
where we define
L := ux(0)
2 − u(0)4 + 2αu(0)−
∫ x0
0
u(y)2 dy.
Using (7.9), we find that, for any x ≥ x0, the following estimates hold
|xu(x)2| ≤ (|α|+ C0)2|x|−1 ≤ (|α|+ C0)2x−10 ,
|u(x)4| ≤ (|α|+ C0)4|x|−4 ≤ (|α|+ C0)4x−40 ,∫ x
x0
|u(y)|2 dy ≤ (|α|+ C0)2(x−20 − x−2)/2 ≤ (|α|+ C0)2x−20 /2.
(7.11)
Combining (7.11) and (7.10) gives
|ux(x)| ≤ C, x ≥ 0,
where the constant C > 0 depends from the solution u. The inequalities (7.7) are
obtained in the proof of Proposition 2.1 from [27]. 
8. Proof of Theorem 1.2
We begin the proof with the following proposition.
Proposition 8.1. Given a ∈ (−pi/2, pi/2) and µ ∈ R, there are θ± ∈ [0, 2pi) with
exp i(θ+ − θ−) = exp(2ia) and a purely imaginary solution u of the PII equation
such that the function z, given by the formula (7.5), is a smooth solution of the
equation (1.17) satisfying for some c > 0 the following inequality
|z(t, s)− z0(s)| < ct 13 , s ∈ R \ {0}, t > 0.
Proof. Let us choose k0 ∈ iR such that
cos(ipiµ/2)− k0
(cos2(ipiµ/2)− k20)1/2
= eia
and denote ua,µ := u( · ;−iµ/2, k0). By Theorem 1.1, we have
lim
x→+∞ exp
(∫ x
−x
ua,µ(y) dy
)
=
cos(ipiµ/2)− k0
(cos2(ipiµ/2)− k20)1/2
= eia. (8.1)
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We show that the function
za,µ(t, s) := t
1
3 e−i
µ
3 ln t
∫ s/t 13
0
exp
(
2
31/3
∫ s′
0
uµ,a(s′′/31/3) ds′′
)
ds′ + ω0

is solution of the equation (1.17) satisfying, for some c > 0, the following inequality
|z(t, s)− z0(s)| < ct 13 , s ∈ R \ {0}, t > 0.
To this end, we define v(s) := (2/ 3
√
3)ua,µ(s/ 3
√
3) for s ∈ R. Observe that, by
Proposition 7.2 there are a constant C ≥ 1 such that
|v(s)|2 ≤ C, |vs(s)| ≤ C, s ≥ 0, (8.2)
|v(s)|2 ≤ C, |vs(s)| ≤ C(1 + |s|1/4), s ≤ 0. (8.3)
Furthermore, it is not difficult to check that we have the following relations
ωss = ωsv, ωsss = ωsvs + ωsv
2. (8.4)
If the function g is defined by the formula
g(s) = eiµ ln |s|ω(s)/s, s 6= 0, (8.5)
then, by (7.3) and (8.4), we have
iµ− 1
3
ω +
s
3
ωs = ωsss − 3
2
ωsω
2
ss = ωsvs + ωsv
2 − 3
2
ωsω
2
sv
2
= ωsvs + ωsv
2 − 3
2
ωsv
2 = ωsvs − 1
2
ωsv
2.
(8.6)
Differentiating function g and using (8.6), we have
gs(s) = e
iµ ln |s| (iµ− 1)ω + sωs
s2
=
3
s2
(
vs − 1
2
v2
)
ωse
iµ ln |s|, (8.7)
which together with (8.2) and (8.3) imply that the function g′ is integrable in the
neighborhood of ±∞ and
sgs(s)→ 0, s→ ±∞. (8.8)
Consequently the limits g(±∞) are well-defined and satisfy
g(s) = g(+∞)− 3
∫ +∞
s
1
r2
(
vr − 1
2
v2
)
ωre
iµ ln |r| dr, s > 0, (8.9)
g(s) = g(−∞) + 3
∫ s
−∞
1
r2
(
vr − 1
2
v2
)
ωre
iµ ln |r| dr, s < 0. (8.10)
Using (8.7) once again, we obtain
sgs(s) = e
iµ ln |s|(iµ− 1)ω(s)s−1 + eiµ ln |s|ωs(s)
= −(1− iµ)g(s) + eiµ ln |s|ωs(s),
(8.11)
which together with (8.8) gives
|g(±∞)| = (1 + µ2)−1/2
and hence, there are θ± ∈ [0, 2pi), such that
g(±∞) = (1 + µ2)−1/2eiθ± .
Therefore, by (8.11) and (8.8), we have
lim
s→+∞
ωs(s)
ωs(−s) = lims→+∞
sgs(s) + (1− iµ)g(s)
(−s)gs(−s) + (1− iµ)g(−s) =
g(+∞)
g(−∞) .
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Therefore, by the equations (7.4) and (8.1), we have
ei(θ
+−θ−) =
g(+∞)
g(−∞) = limx→+∞
ωs(x)
ωs(−x) = limx→+∞ exp
(
2
31/3
∫ x
−x
ua,µ(s/3
1
3 ) ds
)
= lim
x→+∞ exp
2∫ x/3 13
−x/3 13
ua,µ(s) ds
 = e2ia.
Moreover, by the equation (8.5), we have
sg(st−1/3) = eiµ ln |st
−1/3|t1/3ω(st−1/3), s ∈ R \ {0}, t > 0,
which implies that, for any s ∈ R± and t > 0, we have (3)
|zµ,a(t, s)− zµ,a0 (s)| = |e−i
µ
3 ln tt
1
3ω
( s
t1/3
)
− se
iθ±√
1 + µ2
e−iµ ln |s||
= |eiµ ln(|s|t−
1
3 )t
1
3ω
( s
t1/3
)
− se
iθ±√
1 + µ2
| = |sg(st− 13 )− sg(±∞)|.
(8.12)
Therefore, if s > 0 then combining (8.12), (8.9) and (8.2), gives
|zµ,a(t, s)− zµ,a0 (s)| ≤ 3s
∫ +∞
st−1/3
| 1
r2
(
vr − 1
2
v2
)
| dr
= 6sC
∫ +∞
st−1/3
1
r2
dr ≤ 6C s
st−1/3
= 6Ct1/3, t > 0.
Assume that s < 0 and |st−1/3| ≤ 1. Then, by (8.12), (8.10) and (8.3), we have
|zµ,a(t, s)− zµ,a0 (s)| ≤ 3|s|
∫ st−1/3
−∞
| 1
r2
(
vr − 1
2
v2
)
| dr
≤ 3C|s|
∫ st−1/3
−∞
2
r2
(1 + |r|1/4) dr = 6C|s|
(
1
|s|t−1/3 +
4
3
1
(|s|t−1/3) 34
)
= 6C|s|
(
1
|s|t−1/3 +
4
3
(|s|t−1/3) 14
|s|t−1/3
)
≤ 18C|s| 1|s|t−1/3 = 18Ct
1/3,
as required. On the other hand, if s < 0 and |st−1/3| ≥ 1, then, integrating by
parts and using (8.4), give∫ s
−∞
1
r2
(
vr − 1
2
v2
)
ωre
iµ ln |r| dr
=
v(s)
s2
ωse
iµ ln |s| + (2− iµ)
∫ s
−∞
v
r3
ωre
iµ ln |r| dr − 3
2
∫ s
−∞
v2
r2
ωre
iµ ln |r| dr.
(3) We use the notion R± for the sets of positive and negative real numbers.
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Combining this with (8.12), (8.10) and (8.3), yields
|zµ,a(t, s)− zµ,a0 (s)| ≤ 3|s|
∫ st−1/3
−∞
| 1
r2
(
vr − 1
2
v2
)
ωre
iµ ln |r|| dr
≤ 3C|s|
(
1
(|s|t−1/3)2 + (4 + µ
2)
1
2
∫ st−1/3
−∞
1
|r|3 dr + 2
∫ st−1/3
−∞
1
r2
dr
)
= 3C|s|
(
1
(|s|t−1/3)2 +
1
2
(4 + µ2)
1
2
(|s|t−1/3)2 +
2
|s|t−1/3
)
≤ 3C|s|
(
1
|s|t−1/3 +
1
2
(4 + µ2)
1
2
|s|t−1/3 +
2
|s|t−1/3
)
≤ ct1/3,
where we write c := 3C(3 + (4 + µ2)1/2) and the proof is completed. 
Let us denote a := (θ+ − θ−)/2. Since the system (7.1) is invariant under
rotations (see Remark 7.1), without loss of generality we can assume that a ∈
(−pi/2, pi/2). By Proposition 8.1, there are θ˜+, θ˜− ∈ [0, 2pi) with
ei(θ˜
+−θ˜−) = e2ia = ei(θ
+−θ−) (8.13)
and a smooth solution z˜ of the equation (1.17) satisfying
|z˜(t, s)− z˜0(s)| < ct 13 , s ∈ R \ {0}, t > 0,
where c > 0 is a constant and
z˜0(s) =

s√
1 + µ2
ei(θ˜
+−µ ln s), s > 0,
s√
1 + µ2
ei(θ˜
−−µ ln |s|), s < 0.
Using rotation invariance of the system (7.1) once again we infer that the function
z := e−i(θ
−−θ˜−)z˜ is also a solution of the system (1.17) and (8.13) gives
|z(t, s)− z0(s)| = |e−i(θ−−θ˜−)z˜(t, s)− z0(s)|
= |z˜(t, s)− z˜0(s)| < ct 13 , s ∈ R \ {0}, t > 0,
which completes the proof of Theorem 1.2. 
9. Appendix: solutions for the classical RH problem
Let us consider the contour Σ contained in the complex plane, which is a sum
of a finite number of possibly unbounded oriented curves that are smooth in the
Riemann sphere. Let us assume that the set S, consisting of the intersection points
of these curves, has a finite number of elements and furthermore, assume that the
completion C \ Σ has a finite number of connected components. Observe that
the contour Σ has the natural orientation determined by the orientations of its
component curves. Therefore, for any point of the set Σ \ S, we can define the (+)
and (−) sides of the contour Σ in the usual way. Assume that M2×2(C) is the linear
space of 2×2 matrices with complex coefficients, equipped with the Euclidean norm
‖ · ‖. Given a measurable function f : Σ→M2×2(C), we define its L2 norm as
‖f‖L2(Σ) :=
(∫
Σ
‖f(λ)‖2 |dλ|
)1/2
and write L2(Σ) for the space of measurable functions f such that ‖f‖L2(Σ) <∞. If
the contour Σ is unbounded, then we define the space L2I(Σ) consisting of functions
f : Σ → M2×2(C) with the property that there is f(∞) ∈ M2×2(C) such that
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f − f(∞) ∈ L2(Σ). Using the fact that the contour Σ is unbounded, we can easily
check that the matrix f(∞) is uniquely determined and we can set the norm
‖f‖L2I(Σ) :=
(
‖f − f(∞)‖2L2(Σ) + |f(∞)|2
) 1
2
, f ∈ L2I(Σ).
Assume that G : Σ \ S → M2×2(C) is a map with the property that, for any com-
ponent σ of Σ \ S, the function G has a smooth extension to the closure σ. The
classical Riemann-Hilbert problem is to find a function Y (λ) defined on the com-
plex plane, with values in M2×2(C), such that the following conditions are satisfied.
(a) For any connected component Ω of C \Σ, the restriction Y|Ω is holomorphic on
Ω and has a continuous extension to Ω.
(b) Given λ ∈ Σ \ S, let Y+(λ) and Y−(λ) be the limits of function Y (λ′) as the
parameter λ′ approaches λ from the left and right side of the contour Σ, respec-
tively. Then the following jump relation holds
Y+(λ) = Y−(λ)G(λ), λ ∈ Σ \ S.
(c) At λ =∞ the function Y (λ) has the following asymptotic behavior
Y (λ) = I +O(1/λ), λ→∞.
From [15], [17], [28] and [31] we know that the classical Riemann-Hilbert problem
has a unique solution if the following assumptions are satisfied.
(i) We have detG(λ) = 1 for λ ∈ Σ.
(ii) Given a connected component σ of Σ \ S, there is an open neighborhood Uσ
of σ such that the restriction of G to σ has a holomorphic continuation to Uσ.
(iii) If σ is an unbounded connected component of Σ \ S, then there are constants
c > 0 and R > 0 such that
‖G(λ)− I‖ ≤ ce−c|λ|, λ ∈ σ, |λ| > R.
(iv) Let us assume that a ∈ S and Σk for 1 ≤ k ≤ q are smooth components
of Σ intersecting at a, which are numbered counter-clockwise. We denote by
Gk(λ), the restriction of G to a component Σk and let Ua be a neighborhood
of the point a such that the Gk(λ) is holomorphic in Ua. Then the following
smoothness condition is satisfied
G±11 (λ)G
±1
2 (λ) . . . G
±1
q (λ) = I, λ ∈ Ua,
where in the term G±1k the sign (+) is taken if Σk is oriented outwards from
a and the sign (−) is chosen if Σk is oriented inwards toward a.
The study of the problem (a)− (c) reduces to the analysis of the following equation
ρ = I + C−(ρ(G− I)) (9.1)
on the space L2I(Σ), where C− represents the Cauchy operators on the contour Σ:
[C−f ](λ) := lim
λ′→λ±
1
2pii
∫
Σ
f(ξ)
ξ − λ′ dξ, λ ∈ Σ. (9.2)
In the limit (9.2) the variable λ′ tends non-tangentially to λ from the (±)-side of
Σ, respectively. Furthermore, if the function ρ ∈ L2I(Σ) satisfies the equation (9.1),
then the following integral
Y (λ) := I +
1
2pii
∫
Σ
ρ(ξ)(G(ξ)− I)
ξ − λ dξ, λ 6∈ Σ,
represents the solution of the classical Riemann-Hilbert problem.
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