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THE CHARACTER MAP IN DEFORMATION QUANTIZATION
ALBERTO S. CATTANEO, GIOVANNI FELDER, AND THOMAS WILLWACHER
Abstract. The third author recently proved that the Shoikhet–Dolgushev
L∞-morphism from Hochschild chains of the algebra of smooth functions on
manifold to differential forms extends to cyclic chains. Localization at a so-
lution of the Maurer–Cartan equation gives an isomorphism, which we call
character map, from the periodic cyclic homology of a formal associative de-
formation of the algebra of functions to de Rham cohomology. We prove that
the character map is compatible with the Gauss–Manin connection, extend-
ing a result of Calaque and Rossi on the compatibility with the cap product.
As a consequence, the image of the periodic cyclic cycle 1 is independent of
the deformation parameter and we compute it to be the A-roof genus of the
manifold. Our results also imply the Tamarkin–Tsygan index Theorem.
1. Introduction
One of the consequences of the formality theorem for cyclic chains [17, 6] is
the existence of a character map from the periodic cyclic homology of any formal
associative deformation A~ of algebras of functions on a manifoldM to de Rham co-
homologyH•(M,R[[~]]. By Kontsevich’s formality theorem for Hochschild cochains
such deformations are classified by Poisson bivector fields in ~Γ(M,∧2TM)[[~]]. A
priori the character map depends on the choice of formality map for Hochschild
cochains and cyclic chains. We consider here the Kontsevich L∞-morphism of
cochains and the Shoikhet–Dolgushev L∞-morphism of modules from Hochschild
chains to differential forms. The latter was shown by the third author [17] to be
compatible with the Rinehart–Connes differential B and the de Rham differential
and therefore extends to a morphism of L∞-modules from cyclic chains to the de
Rham complex. In this paper we study the dependence of the character map on the
Poisson bivector field and show that it is compatible with the Gauss–Manin con-
nection. In particular, we show that the image of the cyclic cycle 1 is independent
of the Poisson bivector field and can thus be computed at the zero Poisson bracket,
where it is given by the A-roof genus of M . This proves one part of Tsygan’s con-
jecture [15] on the character map (the independence on parameters) and disproves
the other (about characteristic classes of foliations) for the Shoikhet–Dolgushev
choice of formality map. Our main technical result is that the formality map on
periodic chains is compatible with the Gauss–Manin connection. This result is an
extension of the Calaque–Rossi theorem [1] on compatibility of the formality map
on Hochschild chains with the cap product.
In the rest of the Introduction we recall the main notions (in 1.1) and describe
the character map (in 1.2). We then state our main result on the compatibility of
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the character map with the Gauss–Manin connection (Theorem 1.3) and give the
formula for the image of the cycle 1 (Corollary 1.5). The proof of the independence
of the image of 1 on parameters is easier in the case of regular Poisson structures; we
give it in Section 2. The evaluation of the image of 1 at the zero Poisson structure is
discussed in Section 3. The case of general Poisson structures is discussed in Section
4, where we also apply our results to obtain a proof of the Tamarkin–Tsygan index
Theorem.
Acknowledgements. We are very grateful to Vasiliy Dolgushev and Boris Tsygan
for helpful comments on the manuscript. They also independently obtained results
similar to ours.
1.1. Cyclic chains as a module over Hochschild cochains and the Gauss–
Manin connection. Here we recall some basic notions and fix sign conventions.
Let C•(A) = Homk(A¯
⊗•, A) be the normalized Hochschild cochain complex of
a unital associative algebra A over k = R or R[[~]]. Here A¯ = A/k1. The degree-
shifted complex C•+1(A) with the Gerstenhaber bracket
[φ, ψ] = φ • ψ − (−1)pqψ • φ, φ ∈ Cp+1(A), ψ ∈ Cq+1(A),
φ • ψ(a1, . . . , ap+q+1) =
p+1∑
i=1
(−1)(i−1)qφ(a1, . . . , ai−1, ψ(ai, . . . , ai+q), . . . , ap+q+1),
is a differential graded Lie algebra; the differential is the bracket b = [µ, •] with
the product µ ∈ C2(A). The Lie bracket induces a Lie bracket on the cohomology
HH •+1(A) of C•+1(A).
The complex of normalized Hochschild chains C•(A) = A ⊗ A¯
⊗(−•) is a graded
module over the dgla C•(A). It is concentrated in non-positive degrees. The action
of a cochain φ ∈ Cp+1(A) on a chain a = (a0, . . . , an) ∈ C−n(A) is
Lφa = (−1)
p
n−p∑
i=0
(−1)ip(a0, . . . , ai−1, φ(ai, . . . , ai+p), . . . , an)
+(−1)p
n∑
i=n−p+1
(−1)in(φ(ai, . . . , an, a0, . . . , ap−n+i−1), . . . , ai−1).
The Hochschild differential on C•(A) is the action of the product b = Lµ. The
module property implies that b ◦ Lφ − (−1)
pLφ ◦ b = Lbφ for all φ ∈ C
p+1(A),
so that the action induces an action of the graded Lie algebra HH •+1(A) on the
homology HH •(A) of (C•, b). There is a second differential B of degree −1 on this
complex (anti-)commuting with b: the Rinehart–Connes differential
B(a0, . . . , an) =
n∑
i=0
(−1)in(1, ai, . . . , an, a0, . . . , ai−1).
The induced action of φ ∈ HH p(A) on HH •(A) obeys the homotopy formula Lφ =
B ◦Iφ− (−1)
pIφ ◦B, where Iφ : C−n(A)→ C−n+p(A) is the internal multiplication,
defined on chains by
(1) Iφ(a0, . . . , an) = (a0φ(a1, . . . , ap), ap+1, . . . , an).
Here is a version of the homotopy formula on chains due to Getzler [8], who extended
Rinehart’s formula [12] for p = 1.
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Lemma 1.1. Let φ ∈ Cp(A) and let Hφ : C−n(A)→ C−n+p−2(A) be the map
Hφ(a0, . . . , an) =
n−p∑
i=0
n−p−i∑
j=0
(−1)i(n−p+1)+j(p+1)
(1, an+1−i, . . . , an, a0, . . . , aj , φ(aj+1, . . . , aj+p), . . . , an−i)
Then Hφ commutes with B and
Lφ = [B, Iφ]−Hbφ + [b,Hφ].
Here [ , ] denotes the graded commutator in Endk(C•(A)).
Proof. Both Hφ ◦ B and B ◦ Hφ vanish since (1, 1, . . . ) = 0 in the normalized
complex. The formula for Lφ can be proved by explicit calculations, see [12, 8]. 
The periodic cyclic chain complex is the complex of Laurent polynomials PC•(A) =
C•(A)[u, u
−1] in an indeterminate u of degree 2 and u-linear differentialD = b+uB.
Lemma 1.1 and the identities [b, Iφ] = Ibφ, [B,Hφ] = 0 imply that the u-linear ex-
tension of Lφ obeys
(2) Lφ =
1
u
([D, Iˆφ]− Iˆbφ), Iˆφ = Iφ + uHφ,
on the periodic cyclic complex.
Let (At) be a one-parameter family of algebras given by an algebra over k[t]
equal to A[t] as a k[t]-module. Then the product has the form µ + γ(t), where µ
is the product in A = A0 and γ(t) is a solution of the Maurer–Cartan equation
bγ(t) + 12 [γ(t), γ(t)] = 0. As noticed by Getzler [8], eq. (2) implies that there exists
a connection, called Gauss–Manin connection, on the periodic cyclic cohomology
viewed as a vector bundle over the parameter space. The parallel translation is
given at the level of chains by the following formula.
Lemma 1.2. (Getzler) Suppose that c(t) ∈ PC•(At) is a solution of the differential
equation
d
dt
c(t) +
1
u
Iˆγ˙(t)c(t) = 0,
and that c(0) is a cyclic cycle. Then c(t) is a cyclic cycle for all t and its class in
PH•(At) depends only on the class of c(0).
The statement follows from (2) and the fact that γ˙(t) = ddtγ(t) is a 2-cocycle in
C2(At).
Getzler also showed that this formula defines a flat connection on the periodic
cyclic cohomology of any family of algebras. Tsygan [16] extended the Gauss–Manin
connection to a flat superconnection at the level of chains, see also [7].
1.2. The character map. Let now k = R and A = C∞(M) be the algebra of
smooth functions on a manifold M and C•(A) be the complex of multidifferential
Hochschild cochains. All operations described above are defined on this subcomplex
of the Hochschild complex.
Kontsevich [9], in his proof of the formality theorem, constructed an L∞-quasi-
isomorphism U from the dgla T •+1(M) = Γ(M,∧•+1TM) ≃ HH •+1(A), with
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Schouten–Nijenhuis bracket1 and zero differential, to C•+1(A). The first component
U1 is the Hochschild–Kostant–Rosenberg (HKR) quasi-isomorphism. Shoikhet [13]
proved Tsygan’s formality conjecture for chains on M = Rn by giving a morphism
V of L∞-modules over T
•+1(M) from C•(A) to the dg module of differential forms
Ω−•(M,R) with zero differential. The action of γ ∈ T p(M) on Ω−• is given by the
Lie derivative Lγ = d ◦ ιγ − (−1)
pιγ ◦ d, where d is the de Rham differential and
the internal multiplication of vector fields is extended to multivector fields by the
rule ιγιη = ιγ∧η. The L∞-action of T
•+1(M) on Hochschild chains is the pull-back
of the action of cochains on chains by Kontsevich’s morphism U . Shoikhet’s result
was extended to general manifolds by Dolgushev [5]. The first component V0 of the
L∞-morphism V is the HKR map (a0, . . . , an) 7→ (1/n!)a0da1 · · · dan and induces an
isomorphism in homology if we interpret C−n(A) as the complex of ∞-jets around
the small diagonal ofMn+1. Finally, it was shown by the third author [17] that the
Shoikhet–Dolgushev morphism commutes with the Connes differential B on chains
and the de Rham differential on differential forms and thus defines a morphism
of L∞-modules over T
•+1(M) from the periodic cyclic complex PC•(A) to the de
Rham complex (Ω−•(M,R[[~]])[u, u−1], ud).
For any solution of the Maurer–Cartan equation [π, π] = 0 in ~T 2(M)[[~]], i.e.,
a formal Poisson bivector field, we get a solution Uπ0 =
∑∞
1
1
n!Un(π, . . . , π) of the
Maurer–Cartan equation bUπ0 +
1
2 [U
π
0 ,U
π
0 ] = 0 in C
2(A)[[~]]. The Maurer–Cartan
equation is the associativity of the star product f ⋆ g = fg + Uπ0 (f ⊗ g) on A[[~]].
Let A~ be the algebra (A[[~]], ⋆). The twists at π of U ,V are L∞-morphisms U
π ,Vπ
defined by
Uπn (γ1, . . . , γn) =
∞∑
m=0
~m
m!
Un+m(γ1, . . . , γn, π, . . . , π), n ≥ 1,
Vπn (γ1, . . . , γn) =
∞∑
m=0
~m
m!
Vn+m(γ1, . . . , γn, π, . . . , π), n ≥ 0.
The twist Uπ is an ~-linear L∞-quasiisomorphism from T
•+1(M)[[~]] with Poisson
differential [π, ] to C•+1(M)[[~]] with Hochschild differential b⋆ = b+LUpi0 calculated
with the star product. Similarly Vπ is an L∞-morphism of modules over the dgla
(T •+1(M), [π, ]) from (PC•(A)[[~]], b⋆+uB) to (Ω
−•(M,R[[~]])[u±1], Lπ+ud). We
refer to [9, 15, 13, 5, 17] for more details.
Since Lπ = d ◦ ιπ − ιπ ◦ d, the map α 7→ e
ιpi/uα is an isomorphism of complexes
(Ω−•(M,R[[~]])[u, u−1], Lπ + ud)→ (Ω
−•(M,R[[~]])[u, u−1], ud)
Passing to cohomology, we obtain the character map
PH •(A~)→ H
−•(M,R[[~]])[u, u−1],
of modules over the Poisson cohomology, induced by
V˜π0 = e
ιpi/u ◦ Vπ0 ,
from the periodic cyclic cohomology of the deformed algebra A~ to de Rham coho-
mology.
1The Schouten–Nijenhuis bracket is the Lie bracket on vector fields and is extended to general
multivector fields by the rule [α ∧ β, γ] = α ∧ [β, γ] + (−1)pqβ ∧ [α, γ], α ∈ T p(M), β ∈ T q(M).
With this sign convention the HKR homomorphism sends ξ1 ∧ · · · ∧ ξp to the Hochschild cocycle
a1⊗· · ·⊗ap 7→ (1/p!)
P
σ∈Sp
sgn(σ)ξσ(p)(a1) · · · ξσ(1)(ap)
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1.3. Dependence on parameters. Suppose we have a one-parameter family of
solutions π(t) of the Maurer–Cartan equation, with, say, polynomial dependence
on t, for example π(t) = tπ for some Poisson structure π. We then obtain a
one-parameter family of star-products whose reduction modulo ~N depends poly-
nomially on t for any N . The Gauss–Manin connection allows us to identify the
periodic cyclic cohomology for different values of the parameter, so we can study
the dependence on t of the character map.
Theorem 1.3. Let At be the quantum algebra of functions on M associated with
the Poisson bracket π(t). Suppose c(t) is a cycle in PC−n(At), horizontal with
respect to the Gauss–Manin connection, i.e., such that
d
dt
c(t) +
1
u
Iˆ
U
pi(t)
1 (π˙(t))
c(t) = 0, Iˆγ = Iγ + uHγ .
Then the class of V˜
π(t)
0 (c(t)) in ⊕mH
n+2m(M,R[[~]])um is independent of t.
The proof of this theorem is based on an identity extending the “compatibility
with cap product” result of Calaque and Rossi [1]. To formulate the result we
introduce the modified internal multiplication of a multivector field γ on differential
forms: ιˆγ = ιγ + u
1
2dLγ . It is clear that the Cartan formula Lγ = [d, ιˆγ ] still holds.
Proposition 1.4. Let π be a Poisson bivector field on M , A = C∞(M) and
γ ∈ Γ(M,∧pTM). There exist maps
VπI (γ) : C•(A)→ Ω
−•+p−1(M,R[[~]]), VπH(γ) : C•(A)→ Ω
−•+p−3(M,R[[~]]),
linear in γ, such that if [π, γ] = 0,
ιˆγ ◦ V
π
0 − V
π
0 ◦ IˆUpi1 (γ) + uV
π
1 (γ) = (Lπ + ud) ◦X
π(γ) +Xπ(γ) ◦ (b⋆ + uB),
with homotopy Xπ(γ) = VπI (γ) + uV
π
H(γ).
Proposition 1.4 is our main technical result and is proven in Section 4. The
operators VI and VH are given explicitly in terms of integrals over configuration
spaces.
Given this proposition, the proof of the theorem is a simple calculation. With
the notation π = π(t), π˙ = ddtπ(t), b⋆(t) = b+ Lπ(t) we have:
d
dt
Vπ0 +
1
u
ιˆπ˙ ◦ V
π
0 = V
π
1 (π˙) +
1
u
ιˆπ˙ ◦ V
π
0
=
1
u
(
Vπ0 ◦ IˆUpi1 (π˙) + (Lπ + ud) ◦X
π(π˙)
+Xπ(π˙) ◦ (b⋆(t) + uB)
)
If c(t) is a cycle obeying the differential equation we get(
d
dt
+
1
u
ιˆπ˙
)
(Vπ0 c(t)) =
(
d+
1
u
Lπ
)
(Xπ(π˙)c(t))
This formula can be rewritten as
d
dt
(
eιˆpi/uVπ0 c(t)
)
= d
(
eιˆpi/uXπ(π˙)c(t)
)
.
Thus the de Rham class of eιˆpi/uVπ0 c(t) is independent of t. Moreover, since e
ιˆpi/u =
(1 − 12udιπd)e
ιpi/u, and eιpi/uVπ0 c(t) is a cocycle, we may replace ιˆπ by ιπ in the
exponential.
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Remark. The identity of Proposition 1.4 reduces at u = 0 to the identity
ιγ ◦ V
π
0 − V
π
0 ◦ IUpi1 (γ) = Lπ ◦ V
π
I (γ) + V
π
I (γ) ◦ b⋆.
This is the statement of compatibility with the cap product (Iφ = φ∩) proved in
[1].
Remark. Geometrically one should think of the periodic cyclic complex PC•(A~)
as the fibre of a trivial vector bundle on the Maurer–Cartan variety of formal de-
formations of the product. This vector bundle carries the Gauss–Manin connection
d+ θ, where θ is a one-form with values in the endomorphisms of C•. The value of
this one-form on a tangent vector γ ∈ Ker(b⋆) is
θγ =
1
u
Iˆγ =
1
u
Iγ +Hγ .
The statement of Proposition 1.4 is that the Shoikhet–Dolgushev quasi-isomorphism
intertwines, up to homotopy, this connection and the connection d + 1u ιˆ on the
trivial vector bundle on the Maurer–Cartan variety of Poisson structure with fibre
Ω•(M,R[[~]])[u, u−1].
1.4. The image of the cycle 1. For any unital algebra A, 1 is a cyclic cycle and
thus also a periodic cyclic cycle.
Corollary 1.5. Let π ∈ ~Γ(M,∧2TM)[[~]] be a formal Poisson bivector field. The
image of the cyclic cycle 1 ∈ (C∞(M)[[~]], ⋆) by the character map is Aˆ0(M) +
uAˆ2(M) + u
2Aˆ4(M) + · · · , where Aˆi(M) ∈ H
i(M) are the components of the A-
roof genus of M .
Indeed, π(t) = tπ is a Poisson bivector field for any t. By Theorem 1.3 we can
evaluate the class of V˜tπ0 (1) at t = 0. We do this in Section 3.
2. Special case: Regular Poisson structures
In this section, we will illustrate the above results for regular Poisson structures.
In this special case, there is a simple proof of ~-independence that does not require
the more intricate Theorem 4.1. The results of this section are not needed anywhere
else in the paper.
Proposition 2.1. For V the Shoikhet–Dolgushev morphism and π a regular Poisson
structure, the de Rham cohomology class of
V˜0(1) = e
~ιpi/uVπ0 (1)
is independent of ~.
In general, let us introduce the handy notation V˜j = e
~ιpi/uVπj . It is then easy
to see that the first L∞ relations reduce to the following
udV˜0(α) = V˜0((b⋆ + uB)α)
udV˜1(γ;α) + (−1)
|γ|(Lγ + ~ι[π,γ];α)V˜0(α) = (−1)
|γ|V˜1(γ; (b⋆ + uB)α)
+ ~V˜1([π, γ] ;α) + (−1)
|γ|V˜0(LU(γ)α)
For the proof of the proposition, first note that the subcomplex (T •‖ , [π, ·]) ⊂
(T •, [π, ·]) of multivector fields tangential to the symplectic foliation is locally
acyclic. Concretely, in a small enough neighbourhood around any point, the mani-
fold looks like a product of a symplectic space and one with trivial Poisson structure.
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It follows that there is a good covering {Ui}i∈I of M , a collection of (locally
defined) tangential vector fields ξ = {ξi}i∈I , and a collection of (locally defined)
functions f = {fij}i6=j∈I , fij = −fji, such that
π = [π, ξi] on Ui
ξi − ξj = [π, fij ] on Ui ∩ Uj .
In other words, the class [π] in Poisson cohomology can be represented by the
cocycle δˇf in the Poisson-Cˇech double complex, where δˇ is the Cˇech-differential.
Next compute on Ui:
d
d~
V˜0(1) =
d
d~
e~ιpi/u
∑
j≥0
~j
j!
Vj(π, . . . , π; 1)
= ιπV˜0(1)/u+ V˜1(π; 1)
= ιπV˜0(1)/u+ V˜1([π, ξi] ; 1)
= ιπV˜0(1)/u+ (−
1
~
Lξi − ιπ/u)V˜0(1) +
u
~
dV˜1(ξi; 1)
= +
1
~
d
(
−ιξi V˜0(1) + uV˜1(ξi; 1)
)
The class of this cocycle in Cˇech-de Rham cohomology is the same as that of the
Cˇech-degree 1 chain (denoting ξij = ξi − ξj)
1
~
(
−ιξij V˜0(1) + uV˜1(ξij ; 1)
)
=
1
~
(
−ιξij V˜0(1) + uV˜1([π, fij ] ; 1)
)
=
u
~2
(
dιfij V˜0(1) + udV˜1(fij ; 1)− V˜0(LU1(fij)1)
)
=
u
~2
(
dιfij V˜0(1) + udV˜1(fij ; 1)
−
1
u
V˜0((uB + b⋆)U1(fij))
)
=
u
~2
d
(
ιfij V˜0(1) + uV˜1(fij ; 1)− V˜0(U1(fij))
)
This cochain in turn describes the same Cˇech-de Rham cohomology class as the
Cˇech-degree 2 cochain (denoting fijk = fij + fjk + fki)
u
~2
(
fijkV˜0(1) + uV˜1(fijk; 1)− V˜0(U1(fijk))
)
We claim that this expression is zero. Concretely, it follows from the following
lemma.
Lemma 2.2. For the Shoikhet–Dolgushev morphism V and a regular Poisson struc-
ture π the following hold
• For any functions f, a0, . . . , an
Vπ1 (f ; a0, . . . , an) = 0 .
• For any Poisson-central function f and any functions a1, . . . , an
Vπ0 (f, a1, . . . , an) = fV
π
0 (1, a1, . . . , an) .
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0¯
4¯
3¯
2¯
1¯
· · · · · ·· · ·
Figure 1. The picture shown a generic graph contributing to Vπ0
in the regular case. The grey vertices correspond to the (fiber-
wise constant) Poisson structure ~π. Thus putting ~ = 0 the grey
vertices disappear and the only contributions come from the
wheels.
Proof. For the proof, we assume familiarity with the construction of Dolgushev and
Shoikhet, see [5, 13]. In the globalization, we choose the Grothendieck connection
such that the flat lift of π is constant. Then the only graphs that can contribute are
products of wheels, cf. Figure 1. By just counting the number of edges, the first of
the statements in the Lemma follows. The second statement follows, because the
vertex of f can at most be hit by edges from a π-vertex, but those graphs yield
zero contribution since f is leafwise constant ([π, f ] = 0). 
Noting that [π, fijk] = 0, and hence also U1(fijk) = fijk, Proposition 2.1 is
proven.

3. The Shoikhet–Dolgushev map for π = 0
This section is devoted to the following result, needed in the proof of Corollary
1.5.
Proposition 3.1. For V the Shoikhet–Dolgushev morphism, π = 0, and c a cyclic
cycle in C•(A)(u)
[V˜π=00 (1)] = Aˆu(M)Co(c) .
Here
Aˆu(M) := Aˆ0(M) + uAˆ2(M) + u
2Aˆ4(M) + · · ·
with Aˆi(M) ∈ H
i(M) being the components of the A-roof genus of M . Further-
more Co is the Connes map identifying periodic cyclic and de Rham cohomology,
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in
out
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out
1
Figure 2. The operations I (cap product, left) and H (right) in
the Kontsevich Soibelman operad.
concretely on chains
Co(a0, . . . , an) = a0da1 ∧ · · · ∧ dan .
Proof. The only contributing graphs are unions of wheels and edges directly con-
necting the center vertex with vertices on the boundary, as shown in Figure 1
(without the grey vertices). It is not hard to see that the latter (direct) edges
produce the factor Co(c). Let us turn to the wheels. Consider a single wheel with
j vertices. It has a number (weight) wn and a differential form αn associated to it.
The contribution of all combinations of wheels is hence
[V˜0(1)] = [e
P
j≥2 wjαj ] .
From the details of the globalization procedure (and tedious sign conventions) it
can be seen that
αj = (−1)
j(j−1)/2ujtr(Rj)
where R is the curvature 2-form of some affine torsion free connection on M . Fur-
thermore, the weights wj can be computed explicitly. A simple reflection argument
shows that wj = 0 if j is odd. For j even it was shown by M. van den Bergh [19]
(and the authors in [18]) that wj = −(−1)
j(j−1)/2 Bj
2j j! .
2 Hence it follows that
[V˜0(1)] = [e
−
P
j≥1
B2j
4j (2j)!
ujtr(R2j)] = det
1
2
(
uR/2
sinh(uR/2)
)
= Aˆu(M) .

4. Compatibility of the cyclic Shoikhet–Dolgushev map with cap
products
4.1. KS-Operations on the Hochschild complex and multivector fields.
Let KS be the Kontsevich-Soibelman operad, see [10, 11] for details. It acts nat-
urally on Hochschild chains and cochains (C•(A), C•(A)), but not on multivector
fields and differential forms. However, using graphs and Kontsevich integrals, one
can define such an action explicitly, up to higher homotopies. The maps U ,V respect
these actions up to higher homotopies given again by explicit integral expressions.
For this paper only the two operations I and H shown in Figure 2 are relevant.
2This differs slightly from the formula in [19] since we included the symmetry factor j of the
wheel in the weight.
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Figure 3. The subspaces UI (left) and UH (right). On the left,
the inner and outer framings are aligned and the vertex is restricted
to this common line. On the right, the framings are not aligned
and the vertex may move in the shaded region between them. Note
that the framings are not fixed, but part of the configuration.
We will actually restrict to these operations and first homotopies here, the full con-
struction, i.e., all other KS-operations and higher homotopies, will be described
elsewhere. The operation I corresponds to the cap product. On the Hochschild
side, the corresponding operation is given by eqn. (1). On the multivector fields
the operation corresponds to the insertion
Iγα = ιγα .
The operation I generates the action of the Hochschild cochains (resp. multivector
fields) on the Hochschild chains (resp. differential forms) up to a homotopy H ,
given by the right graph in Figure 2 above. On the Hochschild side, this operation
is described explicitly by the formula in Lemma 1.1. On the differential forms side,
with Iγ = ιγ and b = 0, one has the well known Cartan formula
[d, ιγ ]− Lγ = [0, Hγ ] = 0 .
Here the homotopy Hγ does not play a role since the differential is zero. However,
for reasons apparent later, we should take it to be the following operation
Hγα =
1
2
dLγα .
4.2. Compatibility of V with the KS-action. One can use graphs and Kontse-
vich integrals to construct a homotopy KS map between the Hochschild cochains/
chains and multivector fields/differential forms. We will first restrict to the local
case (the manifold is Rn or Rnformal). To each generator of the homotopy KS op-
erad, one associates a subspace of an appropriate configuration space, similarly to
[10]. The respective component (“Taylor coefficient”) of the homotopy KS-map
is then the sum of graphs with coefficient the integral of the weight form over the
respective subspace. The details will be described elsewhere. We will only need
here the components of the map corresponding to the operations I and H from
above, and only in the π-twisted case. The proof will be done “by hand”. The
relevant configuration space is a compactification of the space of configurations of
points in the punctured framed disk, modulo rotations. Here the puncture is at the
center 0 of the disk and “framed” means that (i) there is a distinguished point on
the boundary of the disk and (ii) there is a distinguished direction at the center.
The framing is part of the configuration. The subspaces UI and UH corresponding
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to the operation I and H are shown in Figure 3. To be concrete, let us define the
Taylor components, directly in the twisted case.
VπOp(γ; a0, . . . , an) =
=
∑
m≥0
~m
m!
∑
Γ∈G(m+1,n)
(∫
π−11 (UOp)⊂CΓ
ωΓ
)
DΓ(γ, π, . . . , π; a0, . . . , an) .
Here Op is one of the operations I,H . The π1 is the projection to the configuration
space of the first vertex (and the framings) alone, forgetting the positions of all
the other vertices. The remainder of the notation is defined in appendix A. The
operation VI has already been found by D. Calaque and C. Rossi [1], cf. the Remark
before section 1.4. The main result of this section is the following theorem.
Theorem 4.1. The operation VπH(γ) satisfies
(3) Vπ0HUpi1 (γ) −HγV
π
0 (−1)
degH − Vπ1 (γ) + (−1)
degf dVπI (γ) + V
π
I (γ)B(−1)
degH =
= −(−1)|γ|VπH(γ)b⋆ − LπV
π
H(γ)− V
π
H([π, γ])
where degH and degf are the Hochschild and differential form grading operators.
Proof. This is a standard Kontsevich-Stokes proof. Concretely, one applies Stokes’
Theorem to the integrals ∫
π−11 (UH)
dωΓ =
∫
∂π−11 (UH )
ωΓ .
The left hand side vanishes since the weight forms are closed. Computing the right
hand side yields some polynomial relations between weights, which are equivalent
to the equation in the Theorem. In our case, the following codimension 1 boundary
strata appear.
(1) k ≥ 2 interior vertices can approach each other in the interior. By a Kont-
sevich lemma, the contribution is zero unless k = 2. If the vertex 1 (corre-
sponding to γ) is one of the two vertices collapsing, the result is the term
VπH([π, γ]). If not, the result is zero by the Jacobi identity [π, π] = 0.
(2) Some interior vertices (except 1) approach the center 0. This produces the
term LπV
π
H(γ), see [13].
(3) A cluster of k interior vertices, one of them is 1, approaches the center 0.
If k > 1 this yields zero contribution by (a slight variation of) Kontsevich’s
Lemma. If k = 1, i.e., only the vertex 1 approaches 0, we claim that the
contribution is ±HγV
π
0 . One might take this as the definition of Hγ . But
let us nevertheless show that the term produced equals ± 12dLγ . Let α be
the angle between the inner and outer framing. Start by integrating out
the position of vertex 1. As in the previous stratum, this produces a term
Lγ , but there remains a factor α in the weight form due to the restricted
integration domain. Integrating out the inner framing yields an overall de
Rham derivative (as in [17]), weighted by a factor 12 =
∫ 1
0 αdα.
(4) The vertex 1 (corresponding to γ) can approach the line connecting 0 and
0¯. In this case one can easily integrate out the framing at the center vertex
(see [17]) and obtains the term dVπI (γ).
(5) The vertex 1 can approach the line corrsponding to the framing at 0. The
result is equal to VπI (γ)B.
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(6) The inner and outer framing align. This leaves no restriction on the position
of the vertex 1 and hence produces Vπ1 (γ).
(7) Vertices on the boundary circle and zero or more interior vertices appraoch
each other. If the vertex 1 (corresponding to γ) is not in the approaching
cluster, this produces the term VπH(γ)b⋆.
(8) If the vertex 1 is in the approaching cluster, the resulting term is equal to
Vπ0HUpi1 (γ).
We apologize for not being very precise about signs. 
To globalize the above result, one has to replace multivector fields, multidifferen-
tial operators, differential forms and Hochschild chains by their Fedosov resolutions
and apply the above map fiberwise, as usual. See, e.g., [5] for a thorough account
of the standard globalization procedure.
4.3. (Remainder of) Proof of Proposition 1.4. The above result show that
the equality in Proposition 1.4 is satisfied in linear order in u. For the sign, note
that in our case γ = π˙ is even, as are all forms and Hochschild chains involved.
The quadratic order in u of the equality in Proposition 1.4 asserts that the
homotopy VπH is again compatible with de Rham and Rinehart differential, i.e.
that
dVπH(γ) + V
π
H(γ)B = 0 .
Actually, both terms vanish separately.3 We restrict ourselves to the local case:
Integrating out the inner framing in the explicit integral formula for VπH(γ) shows
that VπH(γ) = d(. . . ) and hence the first term vanishes. On the other hand, consider
VπH(γ)B. It consists of terms having 1 inserted at the marked point on the boundary
of the disk (the outer framing). Hence there is no angle form depending on the outer
framing and the integral vanishes. 
4.4. Relation to the Tamarkin-Tsygan index Theorem. As observed by D.
Tamarkin and B. Tsygan [14] the results on cyclic formality may be used to prove
an algebraic index theorem as follows. Let π be a Poisson structure and πt = tπ for
t ∈ R. Let At be the space A = C
∞(M)[[~]] with the star product corresponding
to π. Let c ∈ PH•(A1) be a cyclic homology class. By parallel transport wrt. the
Gauss-Manin connection (see Theorem 1.3) one obtains a family of cyclic homology
classes c(t) ∈ PH•(At) such that c(1) = c. In particular c(0) ∈ PH•(A). By Connes
isomorphism (see section 3) PH•(A) ∼= H
•(M)(u). We denote the image of c(0)
by ch(c) ∈ H•(M)(u).
On the other hand one has a map from periodic cyclic to cyclic homology
PH•(A1) → CH•(A1). On chains, this map is given by sending positive powers
of u to zero. Furthermore, the zeroth cyclic homology is isomorphic to the zeroth
Hochschild homology CH0(A1) ∼= HH0(A1). By the Shoikhet-Dolgushev morphism
Vπ the latter is, in turn, isomorphic to zeroth Poisson homology HP0(M). Assume
now that there is a volume form Ω on M and π is a unimodular with divΩ π = 0.
4
Than there is a natural map HP0(M)→ C by f 7→
∫
M
fΩ.
3This could be derived form the KS relations, together with the facts B ◦ H = H ◦ B = 0
and the vanishing of the homotopy corresponding to the composition. However, we do it by hand
here.
4A Poisson structure is called unimodular if its divergence with respect to some (and hence
every) volume form is a Hamiltonian vector field. If this is the case, rescaling the volume form
by the exponential of the Hamiltonian function yields a volume form with respect to which the
THE CHARACTER MAP IN DEFORMATION QUANTIZATION 13
Following Tamarkin and Tsygan, let us denote the composition by5
I : PH0(A1)→ CH0(A1)
Vpi
→ HP0(M)→ C
I(c) =
∫
M
Vπ0 (c)Ω .
By Theorem 1.3 we know know that
[Vπ0 (c)] = [e
−ιpi/uVπ=00 (c(0))] .
Furthermore, by Proposition 3.1
Vπ=00 (c(0)) = Aˆu(M)ch(c) .
Hence we arrive at the following Theorem, known as the Tamarkin-Tsygan index
Theorem. The statement can be found in [14].
Theorem 4.2. Let M be a compact manifold, π a Poisson structure, Ω a volume
form on M with divΩ π = 0 and c ∈ PH0(A~). Then
I(c) =
∫
M
Aˆu(M)ch(c)e
ιpi/uΩ .
Appendix A. Graphs and weights
We briefly recall here some standard fact about Kontsevich graphs and their
weights. For more details, see [9].
Definition A.1. The set G(m,n), m,n ∈ N0 of Shoikhet graphs consists of directed
graphs Γ such that
(1) The vertex set of Γ is
V (Γ) = {0, ..,m} ∪ {0¯, .., n¯}
where the vertices {1, ..,m} will be called the type I vertices and the vertices
{0¯, .., n¯} the type II vertices.
(2) Every edge e = (v, w) ∈ E(Γ) starts at a type I vertex, i.e., v ∈ {1, . . . ,m}.
(3) No edge ends at vertex 0.
(4) For each type I vertex j, there is an ordering given on
Star(j) = {(j, w) | (j, w) ∈ E(Γ), w ∈ V (Γ)}.
(5) There are no double edges, i.e., edges (j, w) occuring twice in E(Γ).
(6) There are no tadpoles, i.e., edges of type (j, j).
Let us next define the (Shoikhet) weight wΓ of Γ ∈ G(m,n). It is an integral of
a certain differential form over a compact manifold with corners, the configuration
space CΓ.
(4) wΓ =
∫
CΓ
ωΓ
Poisson structure is divergence-free. If { , } denotes the Poisson bracket, then the last condition
is equivalent to
R
M
{f, g}Ω = 0, ∀f, g.
5Note that by form degree reasons, terms with positive powers of u, though present in the
integrand, do not contribute to I.
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Definition A.2. The enlarged Shoikhet configuration space C˜Γ is the Fulton-
MacPherson-Axelrod-Singer compactification of the space of embeddings
(z0, . . . , zm, z0¯, . . . zn¯) : V (Γ)→ D
of the vertex set V (Γ) of Γ into the closed unit disk D = {z ∈ C; |z| ≤ 1}, together
with a distinguished direction at vertex 1, such that
(1) All type I vertices are mapped to the interior of D, i.e. zj ∈ D
◦ for
j = 0, . . . ,m.
(2) All type II vertices are mapped to the boundary of D, i.e. zj¯ ∈ ∂D for
j = 0, . . . , n.
(3) The type II vertices occur in counterclockwise increasing order on the circle,
i.e., 0 < arg z1¯z0¯ < · · · < arg
zn¯
z0¯
< 2π.
The Shoikhet configuration space CΓ is the quotient of C˜Γ under the action of the
automorphism group of the unit disk PSU(1, 1).
The differential form ωΓ that is integrated over configuration space can be ex-
pressed as a product of one-forms, one for each edge in Γ.
ωΓ =
∧
(0,v)∈E(Γ)
α1(v)
n∧
j=1
∧
(j,v)∈E(Γ)
α(j, v)
Here the one-form α0(v) is the differential of the (hyperbolic) angle between
the framing at the vertex z0 and the hyperbolic geodesic from z0 to v. Similarly,
the angle α(j, v) is the differential of the hyperbolic angle between the hyperbolic
straight lines (zj, v) and (zj , z0).
To any graph Γ ∈ G(m + 1, n) as above one can associate a function DΓ taking
m vector fields γ1, . . . , γm and n + 1 functions and returning a d-differential form
where d is the degree of vertex 0 in Γ. It is defined such that for a constant d-vector
field γ0
(5) (−1)dιγ0DΓ(γ1 ⊗ · · · ⊗ γm; a1, . . . , an) =
=
∑
ϕ:E(Γ)→[d]
m∏
j=0
(∂ϕ(fj1 )
∂ϕ(fj2 )
· · · γ
ϕ(ej1)ϕ(e
j
2)···
j )
n∏
k=1
(∂ϕ(f k¯1 )
∂ϕ(f k¯2 )
· · ·ak) .
Here the sum runs over all maps ϕ from the edge set of Γ to the set {1, .., d}. The
edges incoming to a vertex v are denoted by fv1 , f
v
2 , . . . and the edges outgoing by
ev1, e
v
2, . . .
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