Abstract In this paper, we derive explicit formulas for computing the roots of a monic split quaternionic quadratic polynomial.
Introduction
Let R and C be the field of real and complex numbers, respectively. The algebra of split quaternions is a non-commutative extension of the complex numbers. Such an algebra is a 4-dimensional associative algebra original introduced by James Cockle [4] in 1849. Split quaternions can be represented as H s = {x = x 0 + x 1 i + x 2 j + x 3 k, x i ∈ R, i = 0, 1, 2, 3}, where 1, i, j, k are basis of H s satisfying the following equalities i 2 = −j 2 = −k 2 = −1, ij = k = −ji, jk = −i = −kj, ki = j = −ik.
Obviously C = R + Ri ⊂ H s and jz =zj for z ∈ C. Likewise H s = C + Cj, that is, we can rewrite a split quaternion as x = (x 0 + x 1 i) + (x 2 + x 3 i)j = z 1 + z 2 j, z 1 , z 2 ∈ C.
Letx = x 0 − x 1 i − x 2 j − x 3 k be the conjugate of x and
A split quaternion is spacelike, timelike or lightlike (null) if I x < 0, I x > 0 or I x = 0, respectively. It can be easily verified that I yx = I y I x , ∀x, y ∈ H s . Let ℜ(x) = (x +x)/2 = x 0 , ℑ(x) = (x −x)/2 = x 1 i + x 2 j + x 3 k be the real part and imaginary part of x. Unlike the Hamilton quaternion algebra, the split-quaternions contain nontrivial zero divisors, nilpotent elements, and idempotents. For example, 1+j 2 is an idempotent zero-divisor, and i − j is nilpotent. The set of zero divisors is denoted by Z(H s ) = {x ∈ H s : I x = 0}.
If I x = 0 then x −1 =x Ix is the inverse of x. For x ∈ Z(H s ), Cao and Chang have defined its Moore-Penrose inverse x + in [2] . The Minkowski 3-space R 2,1 is a vector space with inner product
x, y = y T Jx = −y 1 x 1 + y 2 x 2 + y 3 x 3 ,
where x = (x 1 , x 2 , x 3 ) T , y = (y 1 , y 2 , y 3 ) T and J = diag(−1, 1, 1). The imaginary part of split quaternions can be identified with the Minkowski 3-space R 2,1 . For x = x 0 + x 1 i + x 2 j + x 3 k, we define
The isometries of the Minkowski 3-space can be identified with elements in H s − Z(H s ) [11] . Split quaternionic analysis and representation theory has a role to play in a modern understanding of four dimensional physics [1, 5, 7] . These facts show that split quaternion algebra has abundant structures and is very important in mathematics and physics. For more basics of split quaternions, see [2, 4, 8, 11] . In algebra, a monic quadratic equation is any equation having the form
where x represents an unknown, and b and c represent known numbers. In real number setting, the monic quadratic equation (6) is solvable if and only if its discriminant b 2 − 4c ≥ 0. In complex number setting, by the fundamental theorem of algebra, the monic quadratic equation (6) is always solvable, and its roots is expressed by the quadratic formula
By the well-known Vieta's formulas, the roots x 1 , x 2 satisfy
The monic quadratic equation have been considered in Hamilton quaternion setting in [6, 9, 10] . Huang and So [6] obtained explicit formulas of its roots. These formulas have been used in the classification of quaternionic Möbius transformations [3, 12] .
In this paper, we consider the monic quadratic equation (6) in split quaternions H s . We want to derive explicit formulas for computing the roots of it.
Let
Then x 2 + bx + c = 0 becomes the real system of nonlinear equations:
Observe that
Therefore the equation x 2 + bx + c = 0 also becomes
We mention that the above equation also holds with I x = x 2 0 + x 2 1 + x 2 2 + x 2 3 in Hamilton quaternion setting. We outline our treatments for the equation x 2 + bx + c = 0 as follows. Following the idea of Huang, So and Niven in [6, 10] , we deal with the cases b ∈ R and b / ∈ R separately. Based on the real system (8), we will derive our formulas (Theorem 2.1) for the case of b ∈ R in Section 2. With the formulas of square of a split quaternion (Proposition 2.1), these solutions can be expressed by formula (Theorem 2.2) which is analogous to that of the classical complex case (7) .
The treatment of the case of b / ∈ R is the main ingredient of this paper. As in Hamilton quaternion setting, to simplify the case b / ∈ R, in Section 3 we show that it suffices to consider the quadratic equation
The crucial step of Huang, So and Niven in treating Hamilton quaternion setting [6, 10] was the following reformulation of (9):
However we can not make such a reformulation in split quaternion setting because of the existence of nontrivial zero divisors. That is to say we may have a solution such that 2x
This property is a pivotal difference between Hamilton quaternions and split quaternions.
Such a difference makes it more difficult to solve quadratic equation in split quaternion setting than in Hamilton quaternion setting. Based on the real system (8), we come up with the concept of Condition C to overcome this difficulty (see Definition 4.1). Based on Condition C, we derive the formulas (Theorem 4.1) of solution of (10) having the property 2x 0 + b ∈ Z(H s ). For solutions of the form 2x 0 + b ∈ H s − Z(H s ), we follow the idea of Huang, So and Niven in [6, 10] by letting T =x + x = 2x 0 , N = I x =xx and therefore
In order to find the T and N , in Section 4 we obtain a real system consisting two equations in T and N :
By two lemmas on solutions of some special real polynomials in Section 3, we obtain explicit formulas (Theorem 4.2) of solutions of (10) . Tables 1 
and β, γ, δ ∈ R.
> 0, then the solutions are as follows.
(i) If
where
(ii) If
, then
where ρ =
Proof. Case 1. b, c ∈ R and b 2 < 4c. In this case, the equation x 2 + bx + c = 0 becomes real system
Since b 2 < 4c, by (11) we have
4 . Hence the set of solutions is
Case 2. b, c ∈ R and b 2 ≥ 4c. Consider the real eqautions (11) and (12) again. If
Case 3. b ∈ R and c / ∈ R. The equation x 2 + bx + c = 0 becomes real system
Since c / ∈ R, 2x 0 + b = 0 and therefore
Substituting into the first equation, we obtain 
In [2, 11] ,Özdemir, Cao and Chang had obtained the roots of any split quaternions. For our purpose, we rewrite the special case of the square as follows.
It is obvious that s √ w means the square of w in split quaternions. Similarly we can also define r √ w and c √ w in real and complex mumber fields. However we follow the conventional sign √ z for z ∈ R or C. We now deduce the formula of the square of a split quaternion.
Proposition 2.1 (cf. [2, 11] ). Let
Proof. Note that
Observe that w ∈ R implies that x 0 = 0 or x 2 1 + x 2 2 + x 2 3 = 0. This obsevation gives the formulas (13) and (14).
By (17), if w / ∈ R then x 0 = 0. Therefore 
In each case we have x = 1 2x 0 (2x 2 0 + w 1 i + w 2 j + w 3 k). This observation concludes the proof.
Since b ∈ R we can rewrite x 2 + bx + c = 0 as
With the fomulas of square of a split quaternion, we can rewrite Theorem 2.1 as follows. If x 2 + bx + c = 0 with b ∈ R is solvable, its solution(s) can be given by
Example 2.1. Consider the quadratic equation
this quadratic equation is unsolvable. 
Case 3 (i) (4, i + 2j + 3k) 3 Two lemmas of some real polynomials
In order to consider the case b / ∈ R, we prepare the following two lemmas on solutions of some special real polynomials.
Lemma 3.1. Let B, E, D ∈ R with D = 0 and
and
Then the cubic equation
has solutions in the interval (0, ∞) as follows. 
Note that
If the discriminant of f ′ (z) = 0 satisfies ∆ f ′ = 4(B 2 + 12E) ≤ 0, then f ′ (z) ≥ 0 and therefore the equation (19) has exactly one positive solution z. This proves case 1 (i). We now consider the case ∆ f ′ = 4(B 2 + 12E) > 0. Note that the solutions of f ′ (z) = 0 are
and by computation
is increasing in (0, ∞) therefore the equation (19) has exactly one positive solution z. If B < 0 and f ′ (0) = B 2 − 4E < 0 then z 1 < 0 and f (z) decreases at first in the interval (0, z 2 ) and increases in the interval (z 2 , +∞). Hence f (z) has exactly one positive solution z. These prove case 1 (ii) and (iii).
We now consider the most complicated case B < 0 and
is increasing in (0, z 1 ) and then decreasing in (z 1 , z 2 ) and then increasing in (z 2 , +∞). Hence the equation (19) has exactly one positive solution in (z 2 , +∞). This proves case 1 (iv). If f (z 1 ) = 0, then it is obvious that the equation (19) has exactly two positive solutions, one is in (z 2 , +∞). This proves case 2 (vi).
If If f (z 1 ) > 0 > f (z 2 ) then the equation (19) has exactly three positive solution which lie in
This proves case 3.
Lemma 3.2. Let B, E, D ∈ R. Then the real system
has solutions (T, N ) ∈ R 2 as follows. 
These prove (b) and (c).
For the second case D = 0, we have T = 0. it follows from (21) that
Substituting the above into (20) we get
Such a system can be solved by lemma 3.1 as claimed. These prove (e),(g) and (f).
4 Quadratic formulas of the case b / ∈ R To simplify our consideration for b / ∈ R, we have the following proposition.
Proposition 4.1. The quadratic equation Proof. Rewriting y 2 + dy + f = 0 as
is solvable if and only if the quadratic equation
and letting
2 ), we get the result. Based on Proposition 4.1, it suffices to consider the equation
Suppose the above equation is solvable and x = x 0 + x 1 i + x 2 j + x 3 k is a solution of (24). Then
In split quaternion setting, although 2x 0 + b / ∈ R, it still may be not invertible [2] . In order to find the solution x = x 0 + x 1 i + x 2 j + x 3 k, we divide our discuss into the following two cases:
Hence the last three linear equations of the real system (8) become a linear equations with unknow
in (28). The solvability of this linear system motivates us to come up with the following definition.
We say (b, c) satisfies Condition C if the following two conditions hold:
There exists an r of (27) satisfying
We can verify directly the following proposition. 
Then a C by a real number r. Let a 21 , a 22 , a 31 , a 32 be given by (30) and (31) . Then the quadratic equation
is solvable and has solution(s) x with real part r according to the following cases.
Proof.
The equation x 2 + bx + c = 0 becomes the following nonlinear equations
Let r be the real number in Condition C. Since b, c ∈ H s satisfy Condition C, the equations (36)- (38) are consistent linear equations and we can express x 2 and x 3 by the free variable x 1 . To this end, we reformulate (37) and (38) as
Noting the coefficients in Proposition 4.2, direct calculation shows that
Substituting x 2 , x 3 into the equation (35) 
If
. This implies that x 1 is arbitrary. This concludes the proof. Table 2 contains some examples of Theorem 4.1. 
We now come to consider the case 2x
If x 2 + bx + c = 0 is solvable and has solution(s) with
4 . Then such solutions of the quadratic equation x 2 + bx + c = 0 can be obtained by formulas according to the following cases.
where (T, N ) is chosen as follows. Proof. Let x = x 0 + x 1 i + x 2 j + x 3 k be a solution of (24) such that x 0 = ± √
(44) Substituting x to (43) we get a real system
where B = 2c 0 + I b , E = I c , D = 2ℜ(bc). These are (41) in terms of c 0 , c i , b i ∈ R, i = 1, 2, 3. Hence, by Lemma 3.2 such system can be solved explicitly as claimed. Consequently,
To find the solution of
we first check whether (b, c) satisfies Condition C, if so, using Theorem 4.1 to obtain such solution(s). Secondly we use Lemma 3.2 to get the pair(s) of (T, N ) and find the solution(s) x = (T + b) −1 (N − c). We should abandon these T satisfying z = T 2 = K(b) because of T + b ∈ Z(H s ). We provide two such examples. 
The following proposition can be verified directly. Tables 3 and 4 contain some examples of Theorem 4.2. In Table 4 , "C1(i)L3.1" is abbreviation of Case 1 (i) of Lemma 3.1.
Obviously, these (b, c) of Examples 4.1 and 4.2 satisfy Condition D. The pairs of (b, c) in these examples contained in Tables 3 and 4 don't satisfy Condition D. 
