Abstract. We investigate an integrable extended modified Korteweg-de Vries equation on the line with the initial value belonging to the Schwartz space. By performing the nonlinear steepest descent analysis of an associated matrix Riemann-Hilbert problem, we obtain the explicit leading-order asymptotics of the solution of this initial value problem as time t goes to infinity. For a special case α = 0, we present the asymptotic formula of the solution to the extended modified Korteweg-de Vries equation in region P = {(x, t) ∈ R 2 |0 < x ≤ M t 1 5 , t ≥ 3} in terms of the solution of a fourth order Painlevé II equation.
Introduction
It is a well-known fact that the modified Korteweg-de Vries (mKdV) equation is a fundamental completely integrable model in solitary waves theory, and is given in canonical form as u t + 6σu 2 u x + u xxx = 0, (
where σ = ±1, u = u(x, t) is a real function with evolution variable t and transverse variable x. This equation gives rise to multiple soliton solutions and multiple singular soliton solutions for σ = +1 and σ = −1, respectively. Moreover, the mKdV equation has significant applications in various physical contexts such as the generation of supercontinuum in optical fibres, acoustic waves in certain anharmonic lattices, nonlinear Alfvén waves propagating in plasma and fluid dynamics.
range of x/t, one can also have four stationary points. However, our main asymptotic analysis still presents many particular pictures different from these literatures (see Sections 3 and 4) . Therefore, the study of the long-time asymptotics for the IVP for (1.2) on the line is more interesting. Our main results of this paper are summarized by the following theorems.
Theorem 1.1 Suppose that u 0 (x) lie in the Schwartz space S(R) and be such that no discrete spectrum is present. Then, for any positive constant ε > 0, as t → ∞, the solution u(x, t) of the Cauchy problem for emKdV equation (1.2) on the line satisfies the following asymptotic formula u(x, t) = − u as (x, t)
3)
where the error term is uniform with respect to x in the given range, and the leading-order coefficient u as (x, t) is given by u as (x, t) = ν(k 1 ) k 1 (3α − 40βk , there are no real critical points for the phase function Φ(k). Thus, it is easy to proof that the solution u(x, t) of emKdV equation (1.2) is rapidly decreasing as t → ∞. However, for ξ > 0, there are two different real stationary points ±k 0 = ± 3α 40β 1 + 1 + 20βξ 9α 2 , this implies that it is possible to deform the RH problem through a series of transformations in exactly the same way as in the similarity region for the mKdV equation to find the asymptotics (one also can follow the strategy used in Section 3). where the formula holds uniformly with respect to x in the given range for any fixed M > 1 and the function u p (y) denotes the solution of the fourth order Painlevé II equation (A.5).
The organization of this paper is as follows. In Section 2, we show how the solution of emKdV equation (1.2) can be expressed in terms of the solution of a 2×2 matrix RH problem and give an auxiliary theorem which is useful for determining the long-time asymptotics. In Section 3, we derive the long-time asymptotic behavior of the solution of the emKdV equation (1.2) to prove our first main Theorem 1.1 in physically interesting region. In Section 4, we present the asymptotic formula of the solution to a particular case α = 0 of emKdV equation (1.2) in region 0 < x ≤ M t 
Preliminaries 2.1 Riemann-Hilbert formalism
The Lax pair of equation (1.2) is [26] Ψ x = XΨ, X = ikσ 3 + U,
(namely, equation (1.2) is the compatibility condition X t −T x +[X, T ] = 0 of equation (2.1)), where Ψ(x, t; k) is a 2 × 2 matrix-valued function, k ∈ C is the spectral parameter and We now consider the spectral analysis of the x-part of (2.4). Define two solutions µ 1 and µ 2 of the x-part of (2.4) by the following Volterra integral equations
whereσ 3 acts on a 2 × 2 matrix X byσ 3 X = [σ 3 , X], and eσ 3 = e σ 3 Xe −σ 3 . We denote by µ (1) and µ (2) the columns of a 2 × 2 matrix µ = (µ (1) µ (2) ). Then it follows from (2.5)-(2.6) that for all (x, t):
2 and µ
1 are analytic and bounded in {k ∈ C|Imk > 0}, and (µ
1 and µ
2 are analytic and bounded in {k ∈ C|Imk < 0}, and (µ
2 ) → I as k → ∞.
(iv) {µ j } 
where σ 2 is the second Pauli matrix,
The symmetry relation (2.7) can be proved easily due to the symmetries of the matrix X:
The solutions of the system of differential equation (2.4) must be related by a matrix independent of x and t, therefore,
Evaluation at x → ∞, t = 0 gives
that is,
Due to the symmetry (2.7), the matrix-valued spectral function s(k) can be defined in terms of two scalar spectral functions a(k) and b(k) by
indicate the Schwartz conjugates. The spectral functions a(k) and b(k) can be determined by u 0 (x) through the solution of equation (2.10) . On the other hand, a(k) is analytic in the half-plane {k ∈ C|Imk > 0} and continuous in {k ∈ C|Imk ≥ 0}, and
Assuming u(x, t) be a solution of equation (1.2), the analytic properties of µ j (x, t; k) stated above allow us to define a piecewise meromorphic, 2 × 2 matrix-valued function
Then, for each x ∈ R and t ≥ 0, the boundary values M ± (x, t; k) of M as k approaches R from the sides ±Imk > 0 are related as follows:
(2.14)
In view of the properties of µ j (x, t; k) and s(k), M (x, t; k) also satisfies the following properties:
be the set of zeros of a(k). We assume these zeros are finite in number, simple and no zero is real, then M (x, t; k) satisfies the following residue conditions:
(2.17)
} be the spectral data determined by u 0 (x), and define M (x, t; k) as the solution of the associated RH (2.13) with the jump matrix (2.14), the normalization condition (2.15) and the residue conditions (2.17). Then, M (x, t; k) exists and is unique. Define u(x, t) in terms of M (x, t; k) by
(2.18)
Proof. In the case when a(k) has no zeros, the existence and uniqueness for the solution of above RH problem is a consequence of a 'vanishing lemma' for the associated RH problem with the vanishing condition at infinity
. If a(k) has zeros, the singular RH problem can be mapped to a regular one following the approach of [14] . Moreover, it follows from standard arguments using the dressing method [13] that if M solves the above RH problem and u(x, t) is defined by (2.18), then u(x, t) solves the emKdV equation (1.2). One observes that for t = 0, the RH problem reduces to that associated with u 0 (x), which yields u(x, 0) = u 0 (x), owing to the uniqueness of the solution of the RH problem.
A model RH problem
After the formulation of the main RH problem, the main idea of analysis of the long-time behavior is to reduce the original RH problem to a model RH problem which can be solved exactly. The following theorem is turned out suitable for determining asymptotics of a class of RH problems which arise in the study of long-time asymptotics.
Let X = X 1 ∪ X 2 ∪ X 3 ∪ X 4 ⊂ C be the cross defined by 19) and oriented as in Fig. 1 . Define the function ν :
ln(1 + |q| 2 ). We consider the following RH problems parametrized by q ∈ C: 
where the jump matrix J X (q, z) is defined by
Then we have the following theorem. 22) where the error term is uniform with respect to arg z ∈ [0, 2π] and the function β X (q) is given by 
Proof. For the proof of this theorem, we refer the readers to see [1, 10, 11] .
3 Long-time asymptotics
In this section, we aim to transform the associated original RH problem (2.15) to a solvable RH problem and then find the explicitly asymptotic formula for the emKdV equation (1.2).
In the following analysis, we suppose that a(k) = 0 for {k ∈ C|Imk ≥ 0} so that no discrete spectrum is present. Namely, we consider the following RH problem
where the jump matrix J(x, t; k) is defined by
In view of the symmetry relation in (2.7), we conclude that
Moreover, the relation between the solution u(x, t) of the emKdV equation (1.2) and
The jump matrix J defined in (3.2) involves the exponentials e ±tΦ , therefore, the sign structure of the quantity ReΦ(k) plays an important role in the following analysis. In particular, we suppose
It follows that there are four different real stationary points located at the points where ∂Φ ∂k = 0, namely, at
The signature table for ReΦ(k) is shown in Fig. 2 . Let ε > 0 be given constant. We restrict our attention here to the physically interesting region ξ ∈ I = − 9α 2 20β + ε, −ε .
Transformations of the RH problem
One goes from the original RH problem (3.1) for M to the equivalent RH problem for the new function M (1) defined by 8) where the complex-valued function δ(k) is given by δ(k) = exp 1 2πi
Lemma 3.1 The function δ(k) has the following properties:
(i) δ(k) satisfies the following jump condition across the real axis oriented from −∞ to ∞:
(ii) As k → ∞, δ(k) satisfies the asymptotic formula
(iv) δ(k) obeys the symmetry
Then M (1) (x, t; k) satisfies the following RH problem 11) with the jump matrix
where we define {r j (k)} 4 1 by
Before processing the next deformation, we first introduce analytic approximations of {r j (k)} 4 1 following the idea of [22] . We define the open subsets {Ω j } 4 1 , as displayed in Fig. 3 such that 
Lemma 3.2 There exist decompositions
where the functions {r j,a , r j,r } 4 1 have the following properties: (1) For ξ ∈ I and each t > 0, r j,a (x, t, k) is defined and continuous for k ∈Ω j and analytic for Ω j , j = 1, 2, 3, 4.
(2) The functions r 1,a and r 4,a satisfy, for ξ ∈ I, t > 0,
where the constant C is independent of ξ, k, t.
as t → ∞ uniformly with respect to ξ ∈ I. (5) For j = 1, 2, 3, 4, the following symmetries hold:
Proof. We first consider the decomposition of r 1 (k). Denote
and Ω 3 1 denote the parts of Ω 1 in {k ∈ C|Rek > k 2 }, {k ∈ C|Rek < −k 2 } and the remaining part, respectively. We first derive a decomposition of r 1 (k) in Ω 1 1 , and then extend it to Ω 2 1 by symmetry. Then, we derive a decomposition of r 1 (k) in Ω 3 1 . Since u 0 (x) ∈ S(R), this implies that r 1 (k) = r(k) ∈ S(R). Then for n = 0, 1, 2, we have
where {a j } 11 5 are complex constants such that
It is easy to verify that (3.19) imposes seven linearly independent conditions on the a j , hence the coefficients a j exist and are unique.
The decomposition of r 1 (k) can be derived as follows. The map k → φ = φ(k) defined by Fig. 4 ), so we may define a function F by
Then,
that is, F belongs to H 2 (R). By the Fourier transformF (s) defined bŷ
where
it follows from Plancherel theorem that s 2F (s) L 2 (R) < ∞. Equations (3.22) and (3.24) imply
where the functions f a and f r are defined by
we infer that f a (x, t, ·) is continuous inΩ . Moreover, we can get
Furthermore, we have
For k < −k 2 , we use the symmetry (3.16) to extend this decomposition.
We next derive the decomposition of r 1 (k) for −k 1 < k < k 1 . Following [10, 22] , we split r 1 (k) into even and odd parts as follows:
where r ± : [0, ∞) → C are defined by
We write r 1 (k) as the following form of Taylor series
It then follows that
1 (−t))(
1 (t) + r
1 (−t))( 
we infer that the function f 0 (k) defined by
has the following properties:
where C is independent of ξ, k. The decomposition of r 1 (k) for −k 1 < k < k 1 can now be derived as follows. Since the function
) (see Fig. 4 ), we may define a function F (φ) by
Thus, we have
, |φ| < −128βk Therefore, F (φ) satisfies (3.23) . On the other hand, (3.24) and (3.34) imply
we infer that f a (x, t, ·) is continuous inΩ 1 . Moreover, we can get from (3.26) and (3.27) that
It follows from
that one get a decomposition of r 1 (k) for |k| < k 1 with the properties listed in the statement of the lemma. Thus, we find a decomposition of r 1 (k) for |k| > k 2 and |k| < k 1 with the properties listed in the statement of the lemma. The decomposition of the function r 3 (k) can be obtained by a similar procedure as the decomposition of r 1 (k) for |k| < k 1 . Finally, the decompositions of r 2 (k) and r 4 (k) can be obtained from r 3 (k) and r 1 (k) by Schwartz conjugation. The purpose of the next transformation is to deform the contour so that the jump matrix involves the exponential factor e −tΦ on the parts of the contour where ReΦ is positive and the factor e tΦ on the parts where ReΦ is negative. More precisely, we put
(3.38)
Then the matrix M (2) (x, t; k) satisfies the following RH problem
with the jump matrix
3 denoting the restriction of J (2) to the contour Σ labeled by i in Fig. 5 . It is easy to see that the jump matrix J (2) decays to identity matrix I as t → ∞ everywhere except near the critical points ±k 1 and ±k 2 . This implies that we only need to consider a neighborhood of the critical points ±k 1 and ±k 2 when we study the long-time asymptotics of M (2) (x, t; k) in terms of the corresponding RH problem.
Local models near the critical points ±k 1 and ±k 2
We introduce the following scaling operators
Integrating by parts in formula (3.9) yields,
Hence, we have
denote the open disk of radius ε centered at ±k j for a small ε > 0. Now we defineM
ThenM ,M ,M andM are the sectionally analytic functions of z which satisfỹ
where X ±k j = X ± k j denote the cross X defined by (2.19) centered at ±k j and X ε ±k j = X ±k j ∩ D ε (±k j ) for j = 1, 2. Moreover, the corresponding jump matrices are given bỹ
(3.58)
For the jump matrixJ(x, t; z), define
then for any fixed z ∈ X, we have k(z) → k 2 as t → ∞. Hence,
This implies that the jump matrixJ tend to the matrix J X defined in (2.21) for large t. In other words, the jumps of M (2) for k near k 2 approach those of the function M X (δ
where M X (q, z) is given by (2.22). On the other hand, according to the symmetry property (3.3), one can deduce thatJ (x, t; z) → J X (q, −z), as t → ∞.
Thus, by uniqueness of the RH problem, we can approximate M (2) in the neighborhood
For the case ofJ(x, t; z), as t → ∞, we find
This implies as t → ∞ thať
if we set p = r(k 1 ).
It is easy to verify that
where M Y (p, z) is the unique solution of the following RH problem
Therefore, we find that
+arg p+arg Γ(−iν(p))) .
As a consequence, we can approximate
Using again (3.3), we can use
Lemma 3.3 For each t > 0, ξ ∈ I and j = 1, 2, the functions M (±k j ) (x, t; k) defined in (3.62), (3.63), (3.59) and (3.60) are analytic functions of k ∈ D ε (±k j ) \ X ε ±k j . Furthermore,
, where the jump matrix J (±k j ) satisfy the following estimates for 1 ≤ n ≤ ∞:
where C > 0 is a constant independent of t, ξ, k. Moreover, as t → ∞,
Proof. We just consider the proof for the function M (k 2 ) (x, t; k), the others accordingly follow.
The analyticity of M (k 2 ) is obvious. Since |δ follows from the definition of M (k 2 ) in (3.59) and the estimate (3.25). On the other hand, we have
However, proceeding the similar calculation as the Lemma 3.35 in [10] (also can see [9, 29] ),
The norms on (X ε k 2 ) j , j = 2, 3, 4, are estimated in a similar way. Therefore, (3.65) follows. If k ∈ ∂D ε (k 2 ), the variable z = 4 tk 2 (40βk 2 2 − 3α)(k − k 2 ) tends to infinity as t → ∞. It follows from (2.22) that
thus we have 
The final step
We now begin to establish the explicit long-time asymptotic formula for the emKdV equation (1.2) on the line. Define the approximate solution M (app) (x, t; k) by
thenM (x, t; k) satisfies the following RH problem
where Fig. 6 , and the jump matrixĴ(x, t; k) is given bŷ For convenience, we rewriteΣ as follows:
and {Σ j } 6 1 denoting the restriction of Σ to the contour labeled by j in Fig. 5 . Then we have the following lemma if we letŵ =Ĵ − I.
Lemma 3.4 For 1 ≤ n ≤ ∞, t > 3 and ξ ∈ I, the following estimates hold:
Sinceŵ only has a nonzero r 1,a δ −2 e tΦ in (21) entry, hence, for t ≥ 1, by (3.15), we get
In a similar way, the other estimates onΣ 1 hold. This proves (3.80). Since the matrixŵ on Σ 2 only involves the small remainders r j,r for j = 1, · · · , 4, by Lemma 3.2, the estimate (3.81) follows. The inequality (3.82) is a consequence of (3.66), (3.76) and (3.79). For k ∈ X
Therefore, it follows from (3.64) and (3.65) that the estimate (3.83) holds.
The estimates in Lemma 3.4 imply that
LetĈ denote the Cauchy operator associated withΣ:
We denote the boundary values ofĈf from the left and right sides ofΣ byĈ + f andĈ − f , respectively. Define the operatorĈŵ:
, that is, Cŵ is defined byĈŵ(f ) =Ĉ + (fŵ − )+Ĉ − (fŵ + ) where we have chosen, for simplicity,ŵ + =ŵ andŵ − = 0. Then, by (3.84), we find
where B(L 2 (Σ)) denotes the Banach space of bounded linear operators L 2 (Σ) → L 2 (Σ). Therefore, there exists a T > 0 such that I −Ĉŵ ∈ B(L 2 (Σ)) is invertible for all ξ ∈ I, t > T . Following this, we may define the 2 × 2 matrix-valued functionμ(x, t; k) whenever t > T byμ = I +Ĉŵμ.
is the unique solution of the RH problem (3.78) for t > T . Moreover, using the Neumann series (see [22] ), the functionμ(x, t; k) satisfies
It follows from (3.87) that
Using (3.80) and (3.88), we have
By (3.81) and (3.88), the contribution fromΣ 2 to the right-hand side of (3.89) is
Similarly, by (3.83) and (3.88), the contribution fromΣ 4 to the right-hand side of (3.89) is
Finally, by (3.67)-(3.70), (3.82) and (3.88), we can get
Thus, we obtain the following important relation
Taking into account that (3.4), (3.8), (3.37) and (3.77), for sufficient large k ∈ C \Σ, we get
, and collecting the above computations, we obtain our main results as stated in the Theorem 1.1.
4 Asymptotics for a special case α = 0
In this section, we consider the long-time asymptotics to the solutions for a particular case, namely, α = 0 of emKdV equation (1.2),
As we all know, the Hirota equation can be reduced to the complex-valued mKdV equation under the Galilean transformation. Thus, if we rewrite equation (1.2) as a complex-valued form
similarly, the Galilean transformation can reduce (4.2) into a complex-valued form of (4.1), however, where we take u is a real-valued function. In fact, the fifth order KdV equation indeed can be excluded the third derivative term, (see [12] ), where its prolongation structure was considered. As in Section 2, under the condition that a(k) = 0 for {k ∈ C|Imk ≥ 0}, the corresponding RH problem associated with (4.1) is
where the jump matrix v(x, t; k) is defined by
Also we have
Moreover, the relation between the solution u(x, t) of the equation (4.1) and N (x, t; k) is
For this case, there are two real and pure imaginary critical points of θ(k) located at the points ±k 0 and ±ik 0 , where
Our aim in this section is to find the asymptotics of solution u(x, t) to the equation (4.1) in region 0 < x ≤ M t 1 5 , where M > 1 is a constant. We see that as t → ∞, the critical points ±k 0 approach 0 at least as fast as t
. We will show that the asymptotics of the solution u(x, t) in this region is given in terms of the solution of a fourth order Painlevé II equation.
Let Γ ⊂ C denote the contour Γ = R ∪ Γ 1 ∪ Γ 2 , where
and we orient Γ to the right. Let V and V * denote the triangular domains shown in Fig. 7 . Fig. 7 : The oriented contour Γ and the sets V and V * .
By Lemma 3.2, we also have the following analytic approximation lemma for r(k).
Lemma 4.1 There exists a decomposition
where the functions r a and r r satisfy the following properties: (i) For (x, t) ∈ P, r a (x, t, k) is defined and continuous for k ∈V and analytic for V.
(ii) The function r a satisfies
and
(iv) The following symmetries hold:
The first transform is as follows:
(4.13)
Then we obtain the RH problem
on the contour Γ depicted in Fig. 7 . The jump matrix v (1) (x, t, k) is given by For large t and fixed z, the jump matrices {v Moreover, if (x, t) ∈ P, then (y, t, z 0 ) ∈ P, where P is the parameter subset defined in (B.4). Thus, Lemma B.1 ensures that N 0 is well-defined by (4.17).
Furthermore, as t → ∞, we have 21) where
Proof. The analyticity and boundedness of N 0 are a consequence of Lemma B.1. Moreover,
(4.23)
On the other hand, if |k − k 0 | ≥ k 0 , then |k − k 0 | ≥ |k|/2, and hence
βt|k| 5 .
, and so
Thus, for k = k 0 + le
t|Reθ| ≤ e −12βt|k−k 0 | 5 ≤ Ce As a consequence, we have
t|Reθ| + Ck 0 e −t|Reθ| ≤ C|zt A similar computation shows that (4.25) also holds for k = −k 0 + le 5πi 6 , 0 ≤ l ≤ ε. Consequently, writing l = |z|,
and 29) thenN (x, t; k) satisfies the following RH problem 30) where Fig. 8 , and the jump matrixv(x, t; k) is given bŷ 
Proof. The estimate (4.32) follows from (4.20) . For k ∈ Γ ε , we havê 
(4.37)
It follows from (4.36) that
By (4.21), (4.32) and (4.37), we can get
Using (4.33) and (4.37), we have
By (3.34) and (3.37), the contribution from R \ [−k 0 , k 0 ] to the right-hand side of (4.38) is O(t 
Lemma A.1 (Fourth order Painlevé II RH problem) Let s ∈ C be a complex number. Then the following RH problems parametrized by y ∈ R, s ∈ C:
where the jump matrix v Y (y, z) is defined by
has a unique solution N Y (y, z) for each y ∈ R. Moreover, there exists smooth functions {N Y j (y)} 4 of y ∈ R with decay as y → ∞ such that is given by
where the real-valued function u p (y) satisfies the following fourth order Painlevé II equation (see [20] )
Proof. The jump matrix v Y admits the symmetries
We infer from the first of these symmetries that the RH problem for N Y (y, z) admits a vanishing lemma, as a consequence, there exists a unique solution N Y (y, z) which admits an expansion of the form (A.3). Assume that
a direct calculation shows that 
is an entire function of z, hence according to (A.3), (A.7) and (A.8), we have
Substituting the expansion (A.3) into (A.11) and collecting terms with O(z −n ), one can get where {ψ j (y), f j (y), g j (y)} Analogous estimates hold for z ∈ Z 2 . However, |e ±2i( 
