Analytic and Numerical Study of Navier-Stokes Loop Equation in
  Turbulence by Migdal, Alexander
ar
X
iv
:1
90
8.
01
42
2v
1 
 [h
ep
-th
]  
4 A
ug
 20
19
ANALYTIC AND NUMERICAL STUDY OF NAVIER-STOKES LOOP
EQUATION IN TURBULENCE
A PREPRINT
Alexander Migdal
Fresnel Research LLC
August 6, 2019
ABSTRACT
We developed analytic approach to the non-planar loop equation, which we derived in previous
papers [2],[3],[4]. We found quadratic integral equation for the vorticity distribution Ω(r) we in-
troduced on a minimal surface. There are no corrections to the minimal surface though: it is still
defined by mean external curvature equal to zero, for arbitrary non-planar loop. We also analyzed
the loop equations with viscosity term in Navier-Stokes equations. This term creates boundary con-
dition for Ω(r ∈ C). The leading viscosity correction term mixes the moments 〈Γp〉 with
〈
Γp−1
〉
resembling the bi-fractal behavior observed in [5] and explicitly breaking the time reversal symme-
try. We also develop numerical approach to the loop equation with arbitrary curved loop and present
Mathematica R©notebook building triangulated minimal surface and then numerically solving these
equations. As a result we obtain predictions for future numerical experiments which will compute
vorticity distribution along the loop.
Keywords Turbulence · Area Law · Exact Solution · Navier-Stokes
1 Introduction
In the previous papers [2, 3, 4] we revived and advanced the old conjecture [1] that tails of velocity circulation PDF in
inertial range of developed turbulence are determined by a minimal surface bounded by a given loop. This conjecture
was (to some extent) confirmed in recent numerical experiments [5], which inspired this renewed interest to the Loop
Equations of [1].
The basic variable in the Loop Equations a circulation around closed loop in coordinate space
Γ[C] =
∮
C
~vd~r (1)
The PDF for velocity circulation as a functional of the loop
P (C,Γ) =
〈
δ
(
Γ−
∮
C
~vd~r
)〉
(2)
with brackets<> corresponding to time average or average over random forces, was shown to satisfy certain functional
equation (loop equation).
We shall reproduce the basic part of previous results on a new level of understanding we achieved since writing those
papers.
Let us summarize the physical picture before we get into mathematical details of the loop equations. We are looking
for some spatial distribution of vorticity which would preserve the circulation in the Navier-Stokes equations
v˙i = ν∂j∂jvi + vj∂jvi − ∂ip; ∂ivi = 0 (3)
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Differentiating the circulation and dropping total derivative terms in the closed loop integral we get Kelvin-Helmholtz
equaton ∮
C
driv˙i = ν
∮
C
dri∂j (∂jvi − ∂ivj) +
∮
C
drivj (∂jvi − ∂ivj) (4)
= νejik
∮
C
dri∂jωk + ejik
∮
C
drivjωk (5)
The velocity here is related to vorticity by Biot-Savart law
va(r) = eabc
∂
∂rb
∫
d3r′
ωc(r
′)
4π|~r′ − ~r|
(6)
The loop equation follows from the Kelvin-Helmholtz equation and Biot-Savart law:
∂Γ∂tP (C,Γ) = (7)∮
C
driνeijk
∂
∂rj
∂Γ
δP (C,Γ)
δσk(r)
+ (8)∮
C
dri
∫
d3r′
δ2P (C,Γ)
δσk(r)δσl(r′)
(
δkl
∂
∂ri
− δil
∂
∂rk
)
1
4π|~r − ~r′|
(9)
The definition and the meaning of the area derivative δ
δσk(r)
will be explained in the next section.
We are going to find the specific distribution of vorticity field which leads to conservation of circulation for this
particular loop. This corresponds to stationary solution of the loop equation, where the right side vanishes.
Let us stress an important distinction between generic stationary solution of the Navier-Stokes equations and what we
are looking for here. We are investigating the PDF of velocity circulation as a function of circulation and a functional
of the shape of the loop. So, we are selecting among all possible histories of Navier-Stokes evolution in presence
of random forces only those with fixed circulation Γ around specific contour C, or, in terms of probability, we are
studying conditional probability density for velocity circulation.
So, the dominant velocity/vorticity spatial distribution providing this stationary circulation is not the same as unre-
stricted stationary solution of NS equations, not just because of random forces but also because of extra condition on
probability distribution. We assume that the circulation Γ is much larger than viscosity, and the "classical" part of
vorticity is much larger than its fluctuation. We are looking for this "mean field" which will determine the PDF tails in
the same way as instantons do in quantum field theory and stochastic PDE [7].
One more important point. Initially, in the old papers [1] we only claimed area law as an asymptotic law for the tails of
PDF. Recently, we observed that for 2D fluid Euler dynamics it satisfied the loop equations exactly, not just for large
circulations.
Here, in the context of nonplanar loop equation (which is generic case in more than two dimensions) we shall see that
the minimal surface solution holds only as an asymptotic solution for the tails of PDF. This is the WKB approximation
to the loop equation, corresponding to the instanton on loop space we mentioned above.
So, we are looking for the loop space instanton in Navier-Stokes equation to determine the circulation PDF tails. Why
loop space? Because the loop equations appear to be the unique non-perturbative method to study fluctuating vector
fields in statistical field theory. They were extensively studied in the context of QCD where they are in fact more
complex because of non-Abelian gauge field. Some closed form solutions were found there, but only in form of
infinite matrix models or infinite algebras. The fluid dynamics represents the Abelian velocity field which simplifies
the loop equation. On the other hand, the dynamics is nonlocal because vorticity generates velocity filed all over space
by Biot-Savart law. This is the main distinction of fluid dynamics from Abelian gauge theory such as QED.
Let come back to Navier-Stokes instanton and us try thin viscosity sheet bounded by the loop C. In general the loop
is not flat, and the sheet could potentially be any shape. Let us further demand that vorticity is directed towards the
normal ni(r) to the sheet at every point.
ωi(r) ∝ ni(r) (10)
How can this be compatible with conservation law
∂iωi = 0 (11)
which follows from the fact that vorticity is a curl of velocity? Let us study this issue in some detail.
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In this paper we shall use the notation for the derivatives of a function along the surface ~r = ~S(u, v):
∂i = g
αβ∂βS
i∂α (12)
where Latin indexes i = 1, 2, 3 refer to 3D space and Greek indexes α = 1, 2 refer to internal coordinatesu, v on the
surface. The induced metric tensor
gαβ = ∂αS
i∂βS
i (13)
and gαβ is an inverse matrix as usual. The normal vector
ni ∝ eijk∂1S
j∂2S
k (14)
with normalization factor such that nini = 1.
One can check that
∂αS
i∂i = ∂α; (15)
so that in particular the line integration of a gradient is covariant
dSi∂iφ = dξα∂αφ (16)
Also, obviously
ni∂i = 0 (17)
because the normal vector is orthogonal to both repers ∂αS
i. Once applied to the function of the point r in space as
projected on the surface we have
∂iF (S(ξ)) =
[
P ik(r)
∂F (r)
∂rk
]
r=S(ξ)
; (18)
P ik(S) = ∂αS
i∂αSk = δik − ni(r)nk(r) (19)
This projection tensor selects derivatives along the surface, killing the derivatives in normal direction. We shall use
these projection tensors when needed to convert spatial derivatives to the directions along the surface.
Let us verify ∂ini = 0. In linear vicinity of local tangent plane to the surface its equation reads ( with K1,K2 being
principal curvatures at this point)
z −
K1
2
x2 −
K2
2
y2 = 0 (20)
ni =
(−K1x,−K2y, 1)√
1 +K21x
2 +K22y
2
→ (−K1x,−K2y, 1) (21)
∂αS
i → δαi + δ3iKαxα → δαi (22)
∂i → (∂x, ∂y, 0) (23)
therefore the conservation law requires
∂ini → −K1 −K2 = 0 (24)
which is nothing but an equation for the minimal surface. We can also find the full matrix of derivatives of the normal
vector on a minimal surface:
∂jnk = Kjklnl; (25)
where in the coordinate frame where n = (0, 0, 1)
Kjk3 = K1 (δj2δk2 − δj1δk1) (26)
In general coordinate frame
Kjkl = −∂
αSj∂βSk∂α∂βS
l (27)
and the mean curvature equation in general frame reads
Kjjlnl = −nl∂
α∂αS
l = 0 (28)
Let us disregard the viscosity term and study Euler Loop Equation in the inertial range.1 Assuming vorticity to be
spread in thin layer of thickness r0 around minimal surface SC we get from the Biot-Savart integral
ejik
∮
C
drivjωk ∝ r0 (δibδkc − δicδkb)
∮
C
driωk(r)
∫
SC
dσ(r′)
r′b − rb
4π|~r′ − ~r|3
ωc(r
′) (29)
1We are going to study viscosity term below and we find our that it is not in fact negligible, as it imposes boundary condition
on vorticity field in our instanton.
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Now, this integral does not vanish by itself, and we do not have free variable to make it vanish.
So, we generalize the Anzatz, by introducing local vorticity strength at every point of minimal surface
ωi(r) = ni(r)Ω(r) (30)
If this new field varies only along the surface but not in the normal direction, vorticity will still be conserved
∂iωi(r) = Ω(r)∂ini(r) + ni∂iΩ(r) = 0 (31)
The Euler terms will depend upon distribution of vorticity strength over the surface.
It will then be a problem to find vorticity strength by balancing Euler terms leading to conservation of the (PDF of)
circulation.
The Euler term will vanish if the vω term reduced to a gradient
ωk(r) (∂iδkc − δic∂k)
∫
SC
dσ(r′)
ωc(r
′)
4π|~r′ − ~r|
= ∂iH(r) (32)
whereH(r) is some function on the surface. Therefore ∂iH(r) lies in the local tangent plane where the loop belongs.
So, we have an equation for vorticity strength
epqinp(r)∂q
[
ωk(r) (∂iδkc − δic∂k)
∫
SC
dσ(r′)
ωc(r
′)
4π|~r′ − ~r|
]
= 0 (33)
Initially, we derive that only for the points r ⊂ C, but it must also be valid everywhere inside the minimal surface.
Here is the reason why: every point of vorticity sheet is moved by the common velocity field, given by Biot-Savart
integral, so for the sheet to be stationary the same equation should be valid at every point of the surface.
We are, in fact, applying Navier-Stokes equation for vorticity at each point of this sheet and looking for stationary
vorticity distribution. The loop equation is just a technical tool to achieve that. Imagine a small loop δC drawn on the
surface around the point r1 ⊂ SC and compute the time derivative of circulation around that small loop. Repeating
the same arguments as before we get the same equation on every point on the surface.
So we have to find the way to solve this integro-differential equation numerically or analytically.
This is the general plan. Now let us go to the details which we did not elaborate here.
2 Area Derivative
The notion of Stokes-type functionals and the corresponding area derivative is central to our theory. This notion2 is
abstracted from the properties of velocity circulation
Γ[C] =
∮
C
vi(r)dri (34)
If we assume that C consists of some number of closed loop components and add one more infinitesimal closed
component δC to C around arbitrary point r in space ten clearly the circulation is additive
Γ[C + δC] = Γ[C] +
∮
δC
vi(r)dri (35)
at infinitesimal loop δC ∮
δC
vi(r)dri → δσiωi(r(); δσi =
1
2
eijk
∮
δC
rkdrk (36)
So, by definition, the functionalW [C] with the property
W [C + δC]→W [C] + δσiWi(r, C) (37)
is called a Stokes-type functional and Wi(r, C) is called its area derivative
∂W
∂σi(r)
. In addition to existence, it has to
satisfy the conservation law (Stokes condition):
∂i
∂W
∂σi(r)
= 0 (38)
2We are only considering so called Abelian vector fields, where the notion of Stokes type functional simplifies.
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reflecting the fact that ∂iωi = 0.
Clearly, our PDF P (C,Γ) being a function of circulation, belongs to the class of Stokes-type functionals with
∂Γ[C]
∂σi(r)
= ωi(r) (39)
so we must look for a stationary solution for this PDF in the Stokes-type functionals as well.
An obvious basis for such functionals would be
W [C] =
∑
n
1
n!
∮
C
dr1,i1 · · ·
∮
C
drn,inF (1, ...n) (40)
where F (1, ...n) depends both on coordinates r1 . . . rn and their vector indexes i1 . . . in. The area derivative would
amount to eliminating one integration and introducing the corresponding curl
δW [C]
δσi(r)
= eijk∂j
∑
n
1
n!
∮
C
dr1· · ·
∮
C
drnF (1, ...n, n+ 1); rn+1 = r, in+1 = k (41)
However, this is not the only way to represent the Stokes-type functional. The minimal area AC is another example.
It has to be as the area law for the Wilson loopW [C] =
〈
Tˆ exp(
∮
Aµdxµ)
〉
→ exp(−AC) is known to represent an
asymptotic solution at large loops in Non-Abelian gauge theories (and in Abelian in lower dimensions as well).
In fact, the minimal area is a limit of a Stokes-type functional, which we call Regularized area
ARegC = min
SC
∫
SC
dσi(r1)
∫
SC
dσj(r2)δij∆(r1 − r2) (42)
with
∆(r) =
1
r20
exp
(
−π
r2
r20
)
(43)
r0 =
(
ν3
E
) 1
4
(44)
The area derivative of ARegC can be computed by adding one more little surface δS around δC and noting that now the
area is not additive : there is a cross term
ARegC+δC =
∫
SC+δS
dσi(r1)
∫
SC+δS
dσj(r2)δij∆(r1 − r2)→ A
Reg
C + 2δσi(r)
∫
SC
dσj(r2)δij∆(r − r2) (45)
so that
δARegC
δσi(r)
= 2
∫
SC
dσj(r2)δij∆(r − r2) (46)
In virtue of minimality the variation ofARegC when the surface SC changes to S
′
C will be the surface integral over little
closed surface δS between S′C and SC
δARegC =
∮
δS
dσi(r)
δARegC
δσi(r)
→ δV ∂i
δARegC
δσi(r)
= 0 (47)
Here δV is the volume inside δS. This variation must vanish in virtue of minimality of regularized Area.
One can directly verify the Stokes condition for the minimal surface. Let us choose x, y coordinates in a local tangent
plane to the minimal surface at some point which we set as an origin. In the quadratic approximation (which will be
enough for our purpose), equation of the surface reads:
z =
1
2
(
K1x
2 +K2y
2
)
(48)
n =
[−K1x,−K2y, 1]√
1 +K21x
2 +K22y
2
(49)
whereK1,K2 are main curvatures in planes y = 0, x = 0.
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Now, at r0 → 0 the Stokes condition reduces to :
∂i
δARegC
δσi(0)
∝
∫
SC
dσi(r)∂i∆(~r) (50)
=
∫
SC
dσ(r)ni(r)∂i∆(~r) (51)
∝
∫ ∞
−∞
dx
∫ ∞
−∞
dy∂z∆(~r) (52)
∝
∫ ∞
−∞
dx
∫ ∞
−∞
dy
z
r40
exp
(
−π
x2 + y2
r20
)
(53)
∝
∫ ∞
−∞
dx
∫ ∞
−∞
dy
K1x
2 +K2y
2
r40
exp
(
−π
x2 + y2
r20
)
(54)
∝ K1 +K2 = 0 (55)
This is the mean curvature. So, the Stokes condition is equivalent to the equation for the minimal surface.
Now we can use Biot-Savart law to recover velocity field corresponding to vorticity defined as area derivative of
regularized minimal area.
Vi(r) = eijk
∫
d3r′
r′j − rj
4π|r − r′|3
∂i
δARegC
δσi(r′)
; ∂iVi = 0, eijk∂iVj = ∂i
δARegC
δσi(r)
(56)
now we can verify that in virtue of the Stokes theorem the circulation for this velocity reduces to the area:∮
C
driVi(r) =
∫
SC
dσi(r)
δARegC
δσi(r)
(57)
=
∫
SC
dσi(r)2ni(r) = 2
∫
SC
dσ(r) = 2AC (58)
3 Viscosity and Boundary condition
There is an important feature of the viscosity term in the loop equation to be understood before we proceed any further.
Namely, it involves the derivatives of the vorticity along the surface in the normal direction to external loop. This
translates into the corresponding derivative of the Ω(r), which is in fact, singular. The viscosity term has the structure
νejik
∮
C
dri∂jωk (59)
which involves normal vector yˆ to the loop along the surface
yˆ ∝ dr × n (60)
With our Area Anzatz ωk = nkΩ this would lead to derivative ofΩ inside the surface at its boundary. But this is where
Ω has a step function singularity switching from finite value inside to zero outside. One may think that the inside limit
of derivative should be taken, but careful analysis with regularized Area show that this is wrong.
∂y
δARegC
δσz(0)
(61)
∝
∫
SC
dσ(r)Ω(r)∂y∆(~r) (62)
∝
∫ ∞
−∞
dx
∫ ∞
0
dyΩ(x, y)∂y∆(x, y) (63)
∝
∫ ∞
−∞
dx
∫ ∞
0
dy
Ω(0)y + ∂yΩ(0)y
2
r40
exp
(
−π
x2 + y2
r20
)
(64)
∝
Ω(0)
r0
+ ∂yΩ(0) (65)
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As a result, the leading term diverges and reduces to perimeter with extra factor 1/r0 rather than the area:
ν
r0
∮
dθ
∣∣∣~C′(θ)∣∣∣Ω (C(θ)) (66)
This term would not diverge if Ω vanishes at the boundary, or in general case, is a total derivative of periodic function.
Ω (C(θ)) =
Φ′(θ)∣∣∣~C′(θ)∣∣∣ (67)
In that case we would be left with finite term
νejik
∮
C
drink∂jΩ(r) (68)
4 Euler Loop Equation
Let us start with the Euler loop equation, we add viscosity later.
The fixed point (i.e. stationary solution) of the loop equation was shown to be a following function:
P (C,Γ) = AC [Ω]
− 1
2Π
(
ΓAC [Ω]
− 1
2
)
(69)
where AC [Ω] is net vorticity over the surface
AC [Ω] =
∫
SC
dσ(r)Ω(r) (70)
where local vorticity strength Ω(r) is some external field defined on the minimal surface. This surface satisfies usual
equation
K1(r) +K2(r) = 0 (71)
whereK1(r),K2(r) are two principal plane curvatures at the surface at the point r. The area derivative yields
δAC [Ω]
δσi(r)
= 2ni(r)Ω(r) (72)
We start with stationary loop equation in the WKB approximation
Π(γ) ∝ exp (−S(γ)) ;S →∞ (73)
r0
(
∂S
∂AC
)2 ∮
C
dri
∫
SC
dσ(r′)
δAC
δσk(r)
δAC
δσc(r′)
(∂iδkc − δic∂k)
1
4π|~r′ − ~r|
= 0 (74)
By rewriting the equation ∮
C
driFi(r) = 0 (75)
for a loop C on a surface as condition of vanishing surface curl
epqinp(r)∂qFi(r) = 0 (76)
we arrive to an integral equation for Ω
epqinp(r)∂q
[
Ω(r)nk(r) (∂iδkc − δic∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
]
= 0 (77)
This equation is exact – no approximations were made except neglecting viscosity as well as random external forces
and taking the limit of infinitely thin viscosity sheet. In other words, this is the equation for the stationary PDF of
circulation in inertial range Γ≫ ν, |C| ≫ r0, with E being Kolmogorov’s energy dissipation rate.
As it was noted in the previous paper, with flat loop when the minimal surface is flat as well, the normal vector is
constant along the surface. In this case the constant Ω solves this equation, as it reduces to
epqinpnknc∂q (∂iδkc − δic∂k)
∫
SC
dσ(r′)
1
4π|~r′ − ~r|
= 0 (78)
However, the constant Ω does not satisfy the boundary condition of vanishing
∫
dlΩ. Apparently, this solution is not
valid near the boundary r → C, where the integrals are singular (but still finite).
So, correct solution may be constant inside the surface and reduce to ∂lΦ at thin layer near the boundary.
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5 Small Curvature Regime
As we already know, for a flat surface any constant Ω(r) represents a solution. Let study the case of small curvature
of the surface and rewrite exact equation to single out the curvature terms
epqinp(r)Kqkl(r)nl(r)Ω(r) (∂iδkc − δic∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
+ (79)
epqinp(r) [∂qΩ(r)] (nc(r)∂i − δicnk(r)∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
+ (80)
epqinp(r)nk(r)Ω(r)∂q (✘✘✘∂iδkc − δic∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
= 0 (81)
The terms remaining after all cancellations
epqinp(r)Kqkl(r)nl(r)Ω(r) (∂iδkc − δic∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
+ (82)
epqinp(r) [∂qΩ(r)] (nc(r)∂i − δicnk(r)∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
− (83)
epqinp(r)nk(r)Ω(r)∂q∂k
∫
SC
dσ(r′)
Ω(r′)ni(r
′)
4π|~r′ − ~r|
= 0 (84)
are suitable for iterations starting from Ω(r) = 1. It has the form
Aq(r)∂qΩ(r) = Ω(r)B(r); (85)
Aq(r) = epqinp(r) (nc(r)∂i − δicnk(r)∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
; (86)
B(r) = epqinp(r) (Kqkl(r)nl(r) + nk∂q) (−∂iδkc + δic∂k)
∫
SC
dσ(r′)
Ω(r′)nc(r
′)
4π|~r′ − ~r|
(87)
In the flat limit when ni(r)→ Zi = (0, 0, 1)
Aα(r)→ eαβ∂β
∫
SC
dσ(r′)
Ω(r′)
4π|~r′ − ~r|
(88)
As for theB term, it vanishes in flat limit, as we have already seen but we need just the leading term inB, proportional
to gradients of normal vector (which is the curvature quadratic form). So, we are left with local equation
Aq(r)∂q lnΩ(r) = B(r); (89)
This equation can be solved in general form, as we know from the college math course. Let us introduce the path
Pi(α) on our surface along the direction of vector Ai(r)
P ′i (α) = Ai (P (α)) ; P (0) ∈ C; (90)
Then, the equation (89) becomes an ODE:
d lnΩ (P (α))
dα
= B (P (α)) (91)
which can be solved:
Ω (r) = Ω(C) exp
(∫
dαB (P (α))
)
(92)
Let us be more specific about boundary conditions. Both Aq(r), B(r) have weak singularities when r → C, so that∫
Aidα and
∫
Bdα converge. So, the path Pi(α) can originate at arbitrary point C(θ0) and go from there inside the
surface 3. This leaves the boundary value Ω(C(θ0)) arbitrary. For each point at the boundary there will presumably
3exactly at the boundary the vector Ai is directed along the loop but it turns inside the surface after that, as the logarithic
singularity in tangent component of Ai is integrable.
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be a path leading inside the surface. If this path Pr1r2 starts at r1 ∈ C ends on another point r2 ∈ C, we have an
ambiguity: which of two paths Pr1r, Pr2r leading to r to use to compute Ω(r). This ambiguity would disappear if
Ω (r2 ∈ C) = Ω (r1 ∈ C) exp
(∫
dαB (Pr1r2(α))
)
(93)
for every such pair of endpoints of our paths.
Using the viscosity boundary condition we should have
Ω(r) =
Φ′(θ)∣∣∣~C′(θ)∣∣∣ exp
(∫
dαB
(
PC(θ)r(α)
))
(94)
At this point we do not have any explicit expression for the boundary value Φ′(θ). The relation (93) connects pairs
of values of Φ′(θ) at the two ends of each path. Once we know the solution inside the surface, we can try to use this
linear set of equations to remove the ambiguity in Φ.
Let us note that both Ai(r), B(r) are odd with respect to reflection of the normal vector ( corresponding to reflection
of orientation of the surface). However our vorticity density Ω(r) remains invariant, as both terms of equation change
sign. Note also that our equations are scale invariant: they can determineΩ(r) up to the overall scale factor. Rescaling
of Ω leads to change of the scale factor in relation Γ2 ∝ AC . In terms of conventional dimensional countingΩ ∝ 1/T
as it measures mean vorticity on the surface. The time scale drops from the stationary Euler dynamics which is why
the scale factor in Ω remains undetermined.
The expansion around flat surface corresponds to iterations of this equation starting with Ω = 1. The first correction
would use Ai(r) and B(r) with Ω(r
′) = 1 inside the integrals and all integration going over the flat surface with
leading curvature correction. This first approximation already satisfies the viscosity boundary condition.
6 Triangulated Minimal Surface and Numerical Approach
We propose the following numerical solution of the Euler loop equation. For any given closed loop C we can use the
Mathematica R©code from [8] to approximate the minimal surface as a triangulated surface TC bounded by a polygon
approximatingC. (see Fig. 1).
The normal vectors will be associated with the centers ri of these triangles Ti and and so will be the Ω field. We
shall have an array Ω(ri) one for each triangle ri ∈ TC . The surface integrals will become sums over triangles with
∆σ(r) being represented by area of each triangle. The line integral
∫
C
|d~r|Ω(r) will become the sum over edges of
the approximating polygon, with Ω(r) corresponding to the boundary triangles with these edges.
It is understood that these edges as well as the edges of inner triangles in triangulated minimal surface, would have
the viscous scale r0, and the number N of triangles will play the role of the Reynolds number, going to infinity. The
Biot-Savart kernel will only enter at the centers of triangles, which naturally cuts off the divergencies at r′ → r in
the surface integrals. These integrals will be replaced by sums over triangles r′ with exception of triangle r. This
corresponds to the principal value prescription for the continuous theory.
Now that we associate every field nk(r),Ω(r) as well as Biot-Savart kernelKi(r, r
′) with the centers of triangles we
can define discrete approximation of the Loop Equation as the following relation. At each triangle r with directed
clockwise edges E1, E2, E3 , there could be one, two or three adjacent triangles, sharing an edge with r. So, for each
edge E we define
F (E) =
F (r) + F (r′)
2
(95)
if this edge is shared by two triangles r, r′ and
F (E) =
F (r)
2
(96)
in case this edge is a boundary edge belonging to polygon approximatingC.
The loop equation for circulation around the triangle r∮
C(r)
d~r ~F (r) = 0 (97)
9
A PREPRINT - AUGUST 6, 2019
becomes in our discrete version
3∑
t=0
~Et ~F (Et) = 0 (98)
Here
Fi(r) = Ω(r)
∑
r′ 6=r
∆σ(r′)Ki(r, r
′)Ω(r′) (99)
Ki(r, r
′) =
ni(r
′)ρknk(r) − nk(r)nk(r
′)ρi
4π|~ρ|3
(100)
ρi = ri − r
′
i (101)
with the sum
∑
r′ 6=r going over all triangles r
′ of the surface TC with areas∆σ(r
′) except the one with center r.
The symmetrization (95) is not just a computational trick to eliminate first order terms in local limit. With this
symmetrization the discrete version of circulation over triangle is additive in the sense of the Stokes theorem: adding
together two such circulations with adjacent path traversed in opposite directions , like in two adjacent triangles, the
two contributions of this adjacent path cancel each other, so that we get the circulation of the joined loop (rhombus
in case of two adjacent triangles). Repeating this for all adjacent triangles in T we get the total circulation over the
polygon approximatingC, in the same way as we would get it via Stokes theorem in continuous theory.
In other words, with this symmetrizationwe have discrete analog of the Stokes theorem, making the sum of circulations
over all triangles in T to reduce to circulation over the bounding polygonal loop. This is important, as the errors in
the Stokes formula inside the surface would accumulate and produce the area term, much larger then correct answer
which is circulation over the bounding loop, scaling as perimeter.
Note however, that the internal term F (r) in (95) drops out after summation of all three terms in (98), as the vector
sides ~Et of triangle add to to zero vector. So, this symmetrization is needed just to avoid accumulation of numerical
errors for large surface.
There will be the same number of equations as there are independent variables Ω(r). We should solve these equations
along with boundary condition ∑
E∈C
Ω(r)| ~E| = 0 (102)
where the sum goes over edges in C and r is the boundary triangle with this edge. The number of equations therefore
is N + 1 for N triangles on a surface. Extra equation means that we have to minimize the sum of squares of all the N
equations for N − 1 independent variable left after solving the boundary condition.
In fact, there areN−2 independent variables as the common scale ofΩ array is not determined by these scale invariant
equations. The normalization of Ω is provided by its relation to AC
AC =
∑
r∈T
∆σ(r)Ω(r) (103)
At finite number of triangles this set of equations can be solved by Mathematica R©, with gradients and Hessian com-
puted analytically. We did it here for small enough number of 1194 triangles to illustrate the method. For the purposes
of comparison with turbulence simulation the number of triangles should be set to ∼ 106 where the surface becomes
smooth at the level of viscosity scale. The same Mathematica R©program [9] would do it, with compiled C code ex-
ported to supercomputer.
The target function minimized was sum of squares of all triangle equations (98) plus smoothness (∇Ω)
2
term
∑
r∈T


(
3∑
t=0
~Et ~F (Et)
)2
+∆σ(r)
3∑
k=1
(Ω(r) − Ω(rk))
2
∆σ(rk)
|~r − ~rk|
2

 (104)
where rk are three neighbors of triangle r with centers at ~rk, ~r.
The boundary condition (102) and normalization AC = 1 was added as constraint. The resulting Ω field varies from
negative values at upper corners to extreme positive values in the center, with values at the middle corners being
extreme negative and those at the lower corners being positive. The Ω field was attributed to vertices by averaging
over surrounding triangles, and then displayed as interpolated color inside each triangle. (see Fig. 2).
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The Ω field is scale invariant: with rescaling of the coordinates of the surface by the same factor L the area scales as
L2 but the Ω field would not change if we normalize it to AC = A, where A is geometric area of the surface. This
follows from the fact that the kernel (100) scales as 1/L2 compensating the scale of ∆σ(r) ∼ L2, making Fi(r) as
well as our target scale invariant, as well as the boundary condition and normalizationAC = A.
7 Viscosity Correction
Let us now study the linear correction coming from viscosity term in the loop equation, again in the leading WKB
approximation with small PDF P (C,Γ) = exp (−S(AC ,Γ)). We look for the following viscosity correction for PDF
P (C,Γ) = exp (−S(AC ,Γ))
(
1 +
ν
r0
V (AC ,Γ)
∫
dσ(r)Ω1(r)
)
(105)
Here V (AC ,Γ) and Ω1(r) are the functions to be found from the perturbed loop equation.
Let us collect corrections to the Euler Loop equation (77). Taking out the common factor exp (−S(AC ,Γ)) we have
the following terms inside the loop integral
∮
C
dri
2ν∂ΓS∂ACSejiknk(r)∂jΩ(r) (106)
− 4ν∂ACSV (AC ,Γ)
∫
SC
dσ(r′) (Ω(r)Ω1(r
′) + Ω1(r)Ω(r
′))Ki(r, r
′) (107)
withKi(r, r
′) defined in (100). 4 This must be zero modulo gradient ∂iH(r) to produce zero after integration over the
loop. Let us compare the dependence of Γ, C first. Taking out common factor ∂ACS we observe that the terms will
match provided
∂ΓS = V (AC ,Γ) (108)
After that, we get linear integral equation for the Ω1(r)
epqinp(r)∂q
[
−ejiknk(r)∂jΩ(r) + 2
∫
SC
dσ(r′) (Ω(r)Ω1(r
′) + Ω1(r)Ω(r
′))Ki(r, r
′)
]
= 0 (109)
We leave for future numerical studies of this equation, which can be discretized on a triangulated minimal surface. As
for the moments of PDF , the correction goes as follows
∆ 〈Γp〉 ∝ (110)∫ ∞
−∞
dΓΓp exp (−S(Γ, C)) ∂ΓS(Γ, C) = (111)∫ ∞
−∞
dΓpΓp−1 exp (−S(Γ, C)) = p
〈
Γp−1
〉
(112)
8 Conclusions
What can we conclude from this analysis?
• The deviation from the flat loop changes the area law, but this change is calculable analytically for small
deviations. The minimal area is replaced by the integral over the minimal surface of some vorticity density
Ω(r), which satisfies an integral equation (94) on a minimal surface.
• The whole problem of computing Ω(r) can be discretized on a triangulated surface, which can be built
in Mathematica R©to approximate the minimal surface with high accuracy for arbitrary loop. The dis-
cretized set of equations for the values of Ω(r) in the centers of triangles can also be solved by means of
Mathematica R©minimization program [9] at any given triangulated minimal surface.
• The most striking prediction of this theory is that the mean vector vorticity at the loop C is proportional to
Ω(r)~n(r), where both factors are calculable for any given C, in particular for the Soccer Gate loop.
• The leading viscosity correction termmixes the moments 〈Γp〉with
〈
Γp−1
〉
resembling the bi-fractal behavior
observed in [5] and explicitly breaking the time reversal symmetry.
4There are also terms with variations of V (AC ,Γ), but these terms cancel among themselves in virtue of the Euler loop equa-
tions.
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Figure 1: Minimal surface bounded by "soccer gates" approximated by triangulation.
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Figure 2: The Omega Field on Minimal Surface, shown by the color in Temperature Map from blue to red.
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