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Abstract
There are situations in the framework of quasi-Monte Carlo integration where
nonuniform low-discrepancy sequences are required. Using the inversion method
for this task usually results in the best performance in terms of the integration
errors. However, this method requires a fast algorithm for evaluating the inverse of
the cumulative distribution function which is often not available. Then a smoothed
version of transformed density rejection is a good alternative as it is a fast method
and its speed hardly depends on the distribution. It can easily be adjusted such
that it is almost as good as the inversion method. For importance sampling it is
even better to use the hat distribution as importance distribution directly. Then
the resulting algorithm is as good as using the inversion method for the original
importance distribution but its generation time is much shorter.
Key words: Monte Carlo method, quasi-Monte Carlo method, nonuniform random
variate generation, transformed density rejection, smoothed rejection, inversion
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1 Introduction
There are quite a few situations in the framework of Monte Carlo and quasi-
Monte Carlo computation where the application of nonuniform (quasi-) ran-
dom variates is required. Among them the computation of expected values
with respect to some distribution and importance sampling are the most im-
portant ones.
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In the framework of Monte Carlo integration nonuniform variates are gen-
erated by transforming uniform pseudo-random numbers. There exists a lot
of transformation methods for this task, see [4, 6] for surveys. For all these
methods the convergence rate of the estimator is then O(N
 1=2
). For quasi-
Monte Carlo integration so called low-discrepancy sequences (or quasi-random
numbers) have to be transformed. Motivated by the Koksma-Hlawka inequal-
ity one then expects the convergence rate O(N
 1
log
d
N), for an integration
problem in R
d
. If nonuniform variates are required the inversion method is
usually used, i.e. uniform (quasi-) random numbers U
i
are transformed by
means of the inverse of the distribution function F
 1
, X
i
= F
 1
(U
i
), since
this method does not change the discrepancy of the sequence. However, the
inversion method is often slow and for arbitrary importance distributions only
approximate numerical algorithms like Newton's methods or those proposed in
[1] or [5] are available. Thus one would like to use more eÆcient methods. The
most powerful of these is the rejection method. But in practice one observes
that the rate of convergence is then much slower and sometimes even close to
that of the Monte Carlo method, i.e. O(N
 1=2
). This observation is caused by
the fact that the rejection method involves the integration of a discontinuous
function [8, 9]. To overcome this problem Moskowitz and Caisch [10] sug-
gested smoothed rejection from a constant hat. In this article we discribe this
concept and generalize it to non-constant hat functions. We continue with nu-
merical examples and demonstrate that automatic methods like transformed
density rejection are well suited for quasi-Monte Carlo integration and can
lead to more accurate results if exact inversion is impossible or slow.
Throughout this article f and F denote the density and cumulative distribu-
tion function, resp., of some distribution of interest; i.e. of the distribution
from which we have to draw random samples. Then the expectation of some
function g with resepect to distribution F is given by the integral
A = E
f
(g) =
Z
R
d
g(x ) dF (x ) =
Z
R
d
g(x ) f(x ) dx ; (1)
for which the following simple estimator can be used:
~
A
N
=
1
N
N
X
i=1
g(x
i
) ; (2)
where x
i
 F is a sample of (pseudo-) random variates with distribution F .
Importance Sampling is the variance reduction technique most commonly used
for Monte Carlo integration. There the following identity is used to compute
the integral of some function g over a domain D  R
d
:
A =
Z
D
g(x ) dx =
Z
R
d
g(x )
f(x )
f(x ) dx =
Z
R
d
g(x )
f(x )
dF (x ) = E
f
(g=f) : (3)
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Thus we get an estimator for this integral by
~
A
N
=
1
N
N
X
i=1
g(x
i
)
f(x
i
)
; (4)
where again x
i
 F is a sample of (pseudo-) random variates with distri-
bution F . Here the distribution F is called importance distribution. If it is
chosen such that f behaves similar to the function g of interest, the variance
of the importance estimator (4) is smaller than that of the naive estimator
R
D
g(x ) dx 
1
N
P
N
i=1
g(u
i
), where u
i
are uniformly distributed over D.
2 Smoothed Rejection
The standard rejection method has been introduced already by von Neumann
[11] in 1951. It requires an integrable nonnegative function called hat function
that majorizes the density f of the given distribution. It is often written as a
multiple h(x ) of some density function h. Optionally a lower bound s for f ,
called squeeze, is used. We then have
0  s(x )  f(x )   h(x ) : (5)
Of course it must be easy to sample from the hat distribution. The basic
algorithm itself is rather simple:
1. Generate X  h.
2. Generate Y  U(0;  h(X )).
3. If Y  s(X ) return X .
4. If Y  f(X ) return X .
5. Else try again.
Step 3 is optional and could be skipped. However, it saves some evaluations
of the (sometimes) expensive density function. The multiple  above is called
the rejection constant of the algorithm. It is equal to the expected number of
iterations for one random variate. Universal methods like transformed density
rejection create hat function and squeeze for the given density automatically.
Moreover, sampling from the hat distribution is done by inversion and is typi-
cally very fast, see [6, Sect. 4] for an introduction into such methods. Using the
rejection method for f can be seen as integration of a discontinuous function:
A =
Z
R
d
g(x ) f(x ) dx =
Z
R
d
Z
h(x)
0
g(x )
fyf(x)g
dy dx ; (6)
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where 
fg
denotes the characteristic function (indicator function). The esti-
mate (2) then reads
~
A
N
=
1
P
N

i=1

fy
i
f(x
i
)g
N

X
i=1
g(x
i
)
fy
i
f(x
i
)g
; (7)
where (x
i
; y
i
) is uniformly distributed in the region f(x ; y) : 0  y  h(x )g,
and N

is chosen such that
P
N

i=1

fy
i
f(x
i
)g
 N . Notice that N

=N is (approx-
imately) equal to the rejection constant . Thus N

is just the total number
of points generated in Step 1 of the rejection algorithm.
However, quasi-Monte Carlo integration does not work very well for discon-
tinuous functions. This is indicated by the fact that the Koksma-Hlawka in-
equality cannot be applied to such functions. Wang [12] has shown that the
integration error of the characteristic function of the rejection method (when
using a constant hat function) is given by O(N
 (d+2)=2(d+1)
).
To overcome this problem Moskowitz and Caisch [10] suggested to replace
the discontinuous characteristic function by some smooth weight function
w(y; f(x )) such that
Z
1
0
w(y; f(x )) dy = f(x ) (8)
and use the estimator
~
A
N
=
1
P
N

i=1
w(y
i
; f(x
i
))
N

X
i=1
g(x
i
)w(y
i
; f(x
i
)) ; (9)
where N

is chosen such that
P
N

i=1
w(y
i
; f(x
i
))  N .
Moskowitz and Caisch [10] and Wang [12] construct such weight functions by
choosing lower and upper bounds a(x ) and b(x ), resp., to the density f , i.e.
0  a(x ) < f(x ) < b(x )   h(x ). Then w(y; f(x )) is dened as a continuous
piecewise linear function that it is equal to 1 on [0; a(x )] and vanishes on
[b(x ); h(x )], see Fig. 1.
For choosing these functions a(x ) and b(x ) we have to keep in mind that on
one side we want to reduce the number of evaluations of the density, which
is only required if a(x ) < Y < b(x ). On the other hand the resulting weight
function w should be \suÆciently" smooth. In both articles considerable im-
provements of the performance in the framework of quasi-Monte Carlo are
reported when smoothed rejection is used whereas there is hardly any eect
when using pseudo-random numbers (as one would expect).
However, there are some drawbacks with this approach. In both articles rejec-
tion from a constant hat over the unit cube [0; 1]
d
is used. This usually has a
very poor performance, especially if d is larger than 1. Secondly, if the hat h
4
fg
w()
a(x ) f(x ) b(x ) h(x )
Fig. 1. Characteristic function 
fg
(dashed line) and weight function as introduced
in [12] (bold line)
Fig. 2. Transformed density (l.h.s.) and original scale (r.h.s.) with hat and squeeze
is close to the density f then it is not necessary that the weight function van-
ishes at h(x ). This allows for a \smoother" weight function w. The fact that
upper and lower bound has to be chosen \manually" can be seen as a third
disadvantage of this method. To overcome these drawbacks it is natural to try
to apply the idea of smoothed rejection to transformed density rejection. This
is done in the next section.
3 Transformed Density Rejection
Transformed density rejection (TDR) is based on the fact that the densities
of many (univariate) distributions can be transformed into concave functions
by means of a monotone dierentiable transformation T , i.e. the transformed
densities T (f(x)) are then concave. Such densities are called T -concave densi-
ties; log-concave densities are an example with T (x) = log(x). Then tangents
and secants are used to construct hat and squeeze for the transformed density.
The hat is then the minimum of all these tangents. By transforming back into
the original scale using T
 1
we get hat h(x) and squeeze s(x) for the density;
see Fig. 2 for an illustration and [6, Sect. 4] for details. Although the rejection
constant is a good measure for the performance of the rejection method, the
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Fig. 3. Characteristic function 
fg
(dashed line) and new weight function (bold
line)
ratio  =
R
h(x) dx=
R
s(x) dx = area below hat=area below squeeze is easier
to obtain in practice. It is a very convenient control parameter for the TDR
algorithm.  can be made as small as desired. Then TDR is close to the in-
version method and the marginal generation speed is fast and depends only
on transformation T rather than f . What is most important for us is that
TDR automatically delivers an upper (hat) and lower (squeeze) bound for the
density which can be used for smoothed rejection. Thus we can construct the
following smooth weight function (see Fig. 3): Dene
a(x ) = max[2 s(x )  h(x ); 0] and z(x ) = 2
f(x )  a(x )
h(x )  a(x )
  1 (10)
and
w(y; f(x )) =
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
1 if y 2 [0; a(x )];
1  (1  z(x ))
y   a(x )
h(x )   a(x )
if y 2 (a(x ); h(x )] and z(x )  0;
1 
y
2 f(x )
if y 2 [0; 2 f(x )] and z(x ) < 0;
0 otherwise:
(11)
It can be easily checked that z(x ) < 0 can only happen if a(x ) = 0. Moreover
w(y; f(x )) is continuous in y for y 2 [0; h(x )] and (8) holds. The lower bound
a(x ) is used instead of the squeeze s(x ) to avoid too steep descents near h(x ).
Currently the theory of TDR is developed mainly for the univariate case.
There the restriction of T -concavity can even be dropped provided that the
inection points of the transformed density are known. It is also easy to use
TDR for importance distributions with independent components, i.e.
f(x ) =
d
Y
i=1
f
i
(x
i
) : (12)
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Then we construct hat functions 
i
h
i
and squeezes s
i
for each marginal
density f
i
and use hat function and squeeze  h(x ) =
Q
d
i=1

i
h
i
(x
i
) and
s(x ) =
Q
d
i=1
s
i
(x
i
), where  =
Q
d
i=1

i
. Notice that we also nd for the ratio
 =
Q
d
i=1

i
.
It is also noteworthy that many practical integration problems (e.g. expec-
tations with respect to arbitrary multivariate normal distributions) can be
formulated as expectations with respect to independent identical components.
When running our experiments we asked ourselves: Why not use the hat dis-
tribution h directly as importance distribution f? In our framework the hat
function is a good approximation to the original importance distribution when
the control parameter  is close to one. The performance is better than for
(smoothed) rejection as we can completely skip the rejection step and the
calculation of the weight function, respectively. We then have the following
procedure: choose a (T -concave) density as a model for the importance distri-
bution. Compute the hat function for TDR and use it for importance sampling.
4 Computational experiences
We have implemented smoothed TDR and want to compare it to original (non-
smoothed) TDR and to the inversion method. For TDR we used hat functions
with dierent ratios  from rather large (1:34 for each marginal density) to
very small values (1:001). First we considered importance sampling examples.
The results we obtained for several dierent experiments were very similar. So
we report them only for the following importance sampling problem:
Example 1 Integrate g(x ) = exp

 
1
2
P
d
k=1
x
2
k

=(2)
d=2
on [0; b]
d
by means
of the importance density f(x ) =
Q
d
k=1
1=((1 + x
k
)
2
) (Cauchy distribution)
restricted to [0; b]
d
.
We run the experiments with b = 1, 2, 3, and 5 for dimensions d = 3, 5, and
7. As point sets we used a pseudo-random sequence (combined multiple recur-
sive generator mrg31k3p by L'Ecuyer and Touzin [7]), a base-2 Niederreiter
sequence [3], and a Sobol sequence [2]. As explained above we also tried what
happens when the desired importance distribution is replaced by the hat dis-
tribution. We applied randomized quasi-Monte Carlo using randomly shifted
point sets. We repeated our experiments with M = 100 random shifts for
various sample sizes and computed empirical root mean square error (rmse)
as measurement for average integration error
rmse =
1
M
v
u
u
t
M
X
n=1

~
A
N;n
  A

2
(13)
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Fig. 4. Result for Experiment 1 with b = 5 in dimension d = 3 for base-2 Niederreiter
sequence. Inversion method is the best method and there is almost no dierence
whether the hat distribution or the original distribution is used. The performance
for smoothed TDR is better than for TDR. It increases when  becomes smaller.
However the inuence of  is much smaller in the case of smoothed TDR
where
~
A
N;n
denotes the results in the n-th run with sample sizeN . We observed
similar tendencies in our experiments although they are inuenced by the
values of b and d. The dierent values of b can be seen as integration of dierent
functions whereas d is of course the inuence of the dimension. A typical
result is shown in Fig. 4. The results show that smoothed TDR can be used
for importance sampling applications and not much is lost when compared to
inversion. But the smallest errors are reached for inversion and for the case
that we use the hat of TDR as importance density. We can say that for small
values of  the dierence between inversion and using the hat of TDR are
negligible. If we remember that generating the hat of TDR is very fast, much
faster than inversion for most distributions we can say that using the hat of
TDR is the best method for importance sampling. This is not astonishing as
it simply means that we replace the importance distribution by a distribution
that is very similar to the original distribution but can be easily generated by
inversion.
8
10
1
10
2
10
3
10
4
10
5
10
 5
10
 4
10
 3
10
 2
10
 1
N
error (rmse)
b b b b b
TDR
bc bc bc bc bc
smoothed TDR
inversion
b
b
b
b
b
b
b
b
b
b
b
b
 = 1:001
b
b
b
b
b
b
b
b
b
b
b
b
 = 1:009
b
b
b
b
b
b
b
b
b
b
b
b
 = 1:10
b
b
b
b
b
b
b
b
b
b
b
b
 = 4:4
bc
bc
c
bc
bc
bc
bc
bc
bc
bc
bc
bc
c
c
bc
bc
bc
bc
bc
bc
bc
c
bc
bc
bc
bc
bc
bc
bc
c
c
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
bc
c
bc
bc
bc
bc
bc
Fig. 5. Result for Experiment 2 in dimension d = 3 for base-2 Niederreiter se-
quence. The performance for smoothed TDR is better than for TDR. In both cases
it increases when  becomes smaller.
We also tested QMC integration for computing expected values with respect
to a certain distribution. Thus we run the following experiment, again in
dimensions 3, 5, and 7.
Example 2 Integrate g(x ) =
q
P
d
i=1
x
2
i
with respect to the standard normal
distribution with independent marginal distributions, i.e. with density f(x ) =
exp

 
1
2
P
d
k=1
x
2
k

=(2)
d=2
.
Again it is simple to obtain the exact result. So we have no problems to
calculate the exact errors. A typical result is shown in Fig. 5. Here exact
inversion is { as expected { best method. For TDR and for smoothed TDR
the error depends on the quality of the chosen hat distribution. If  close to one
(i.e. the hat function is a good approximation of the density) than the results
are better than for larger values of . Smoothed TDR is better than (original)
TDR, actually it is the best method if exact inversion is not available.
As a conclusion we may say that smoothed TDR is a good method as it is a
fast method and its speed hardly depends on the distribution. If the control
9
parameter  is set close to 1 it is almost as good as the inversion method
and it can even be used to compute integrals with respect to distributions
with unknown CDF. For importance sampling it is even better to use the
hat distribution as importance distribution immediately. Then the resulting
algorithm is as good as using the inversion method for the original importance
distribution but its generation time is much faster.
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