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HAMILTONIAN S1-MANIFOLDS ARE UNIRULED
DUSA MCDUFF
Abstract. The main result of this note is that every closed Hamiltonian S1 manifold
is uniruled, i.e. it has a nonzero Gromov–Witten invariant one of whose constraints
is a point. The proof uses the Seidel representation of pi1 of the Hamiltonian group
in the small quantum homology of M as well as the blow up technique recently
introduced by Hu, Li and Ruan. It applies more generally to manifolds that have
a loop of Hamiltonian symplectomorphisms with a nondegenerate fixed maximum.
Some consequences for Hofer geometry are explored. An appendix discusses the
structure of the quantum homology ring of uniruled manifolds.
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1. Introduction
A projective manifold is said to be projectively uniruled if there is a holomorphic
rational curve through every point. Projective manifolds with this property form an
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2 DUSA MCDUFF
important class of varieties in birational geometry since they do not have minimal
models but rather give rise to Fano fiber spaces; see for example Kollar [18, Ch IV].
One way to translate this property into the symplectic world is to call a sym-
plectic manifold (M,ω) (symplectically) uniruled if there is a nonzero genus zero
Gromov–Witten invariant of the form
〈
pt, a2, . . . , ak
〉M
k,β
where β 6= 0. Here k ≥ 1,
0 6= β ∈ H2(M), and ai ∈ H∗(M), and we consider the invariant where the k marked
points are allowed to vary freely. Because Gromov–Witten invariants are preserved
under symplectic deformation, a symplectically uniruled manifold (M,ω) has a J-
holomorphic rational curve through every point for every J that is tamed by some
symplectic form deformation equivalent to ω. Further justification for this definition
is given in the foundational paper by Hu–Li–Ruan [15]. They show that (M,ω) is
symplectically uniruled whenever there is any nontrivial genus zero Gromov–Witten
invariant
〈
τi1pt, τi2a2, . . . , τikak
〉M
k,β
with β 6= 0, where the ij ≥ 0 denote the degrees
of the descendent insertions.1 They also show that the uniruled property is preserved
under symplectic blowing up and down, and is therefore preserved by symplectic bira-
tional equivalences.
We will call a symplectic manifold (M,ω) strongly uniruled if there is a nonzero
invariant
〈
pt, a2, a3
〉M
3,β
. (Since one can always add marked points with insertions given
by divisors, this is the same as requiring there be some nonzero invariant with k ≤ 3,
but it is slightly different from Lu’s usage of the term in [25, Def 1.14].) Manifolds
with this property may be detected by the special structure of their small quantum
cohomology rings; see Lemma 2.1.
Kollar and Ruan showed in [18, 34] (see also [15, Thm. 4.2]) that every projectively
uniruled manifold is strongly uniruled; i.e. if there is a holomorphic P1 through every
point there is a nonzero invariant
〈
pt, a2, a3
〉M
β
. It is not clear that the same is true in the
symplectic category. Two questions are included here. Firstly, there is a question about
the behavior of Gromov–Witten invariants: if there is some nonzero k-point invariant
with a point insertion must there be a similar nonzero 3-point invariant? Secondly,
there is a more geometric question. Suppose that M is covered by J-holomorphic 2-
spheres either for one ω-tame J or for a significant class of J . Must M then be uniruled?
Hamiltonian S1-manifolds are a good test case here since, when J is ω-compatible and
S1-invariant, there is an S1-invariant J sphere through every point (given by the orbit
of a gradient flow trajectory of the moment map with respect to the associated metric
gJ .)
In this note we show that every Hamiltonian S1-manifold is uniruled. This is obvious
when n = 1 and is well known for n = 2 since, by Audin [2] and Karshon [17], the only
4-dimensional Hamiltonian S1-manifolds are blow ups of rational or ruled surfaces. Our
proof in higher dimensions relies heavily on the approach used by Hu–Li–Ruan [15] to
analyse the Gromov–Witten invariants of a blow up.
1 Descendent insertions τi are defined in the discussion following equation (3.2).
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The first step is to argue as follows. By Lemma 2.18 we may blow M up along its
maximal and minimal fixed point sets Fmax, Fmin until these two are divisors. Then
consider the gradient flow of the (normalized) moment map K with respect to an
S1-invariant metric gJ constructed from an ω-compatible invariant almost complex
structure J . The S1-orbit of any gradient flow line is J-holomorphic. If α is the class
of the S1-orbit of a flow line from Fmax to Fmin then c1(α) = 2, and because there is
just one of these spheres through a generic point of M one might naively think that
the Gromov–Witten invariant
〈
pt, Fmin, Fmax
〉M
α
is 1. However, there could be other
curves in class α that cancel this one. Almost the only case in which one can be sure
this does not happen is when the S1 action is semifree, i.e. no point in M has finite
stabilizer: see Proposition 4.3. If the order of the stablizers is at most 2, then one can
also show that (M,ω) must be strongly uniruled: see Proposition 4.2. However it is not
clear whether (M,ω) must be strongly uniruled when the isotropy has higher order.
To deal with the general case, we use the Seidel representation of pi1(Ham(M,ω))
in the group of multiplicative units of the quantum homology ring QH∗(M).2 To
make the argument work, we blow up once more at a point in Fmax, obtaining an S1-
manifold called (M˜, ω˜). By Proposition 2.14 the Seidel element S(γ˜) ∈ QH2n(M˜) of
the resulting S1 action γ˜ on M˜ involves the exceptional divisor E on M˜ . Although we
know very little about the structure of QH∗(M), the fact (M,ω) is not uniruled implies
by Proposition 2.5 that the part of QH∗(M˜) that does not involve E forms an ideal.
Moreover, the quotient ofQH∗(M˜) by this ideal has an understandable structure. Using
this, we show that the invertibility of S(γ˜) implies that certain terms in the inverse
element S(γ˜−1) cannot vanish. This tells us that certain section invariants3 of the
fibration P˜ ′ → S2 defined by the loop γ˜−1 cannot vanish. The homological constraints
here involve E. The final step is to show that these invariants can be nonzero only if
(M,ω) is uniruled. Hence the original manifold is as well, by the blow down result of
Hu–Li–Ruan [15, Thm 1.1]. Their blowing down argument does not give control on the
number of insertions; a 3-point invariant might blow down to an invariant with more
insertions. Hence we cannot conclude that (M,ω) is strongly uniruled.
This argument does not use the properties of Fmin nor does it use much about the
circle action. We do need to assume that the loop γ = {φt} has a fixed maximal
submanifold; i.e. that there is a nonempty (but possibly disconnected) submanifold
Fmax such that at each time t the generating Hamiltonian Kt for γ takes its maximum
on Fmax in the strict sense that if xmax ∈ Fmax then Kt(x) ≤ Kt(xmax) for all x ∈ M
with equality iff x ∈ Fmax. Further we need γ to restrict to an S1 action near Fmax; i.e.
in appropriate coordinates (z1, . . . zk) normal to Fmax we assume that near Fmax the
2 Although we describe this here in terms of genus zero Gromov–Witten invariants, another way
to think of it is as the transformation induced on Hamiltonian Floer homology by continuation along
noncontractible Hamiltonian loops.
3 Suppose that P → S2 is a bundle with fiber (M,ω) with Hamiltonian structure group. Then the
fiberwise symplectic form ω extends to a symplectic form Ω on P . Gromov–Witten invariants of P in
classes β ∈ H2(P ;Z) that project to the positive generator of H2(S2;Z) are called section invariants,
while those whose class lies in the image of H2(M ;Z) are called fiber invariants.
4 DUSA MCDUFF
generating Hamiltonian Kt has the form const−
∑
mi|z2i | for some positive integers mi.
In these circumstances, we shall say that γ is a circle action near its maximum.
Note that this action is effective (i.e. no element other than the identity acts trivially)
iff gcd(m1, . . . ,mk) = 1.
Our main result is the following.
Theorem 1.1. Suppose that Ham(M) contains a loop γ with a fixed maximum near
which γ is an effective circle action. Then (M,ω) is uniruled.
Corollary 1.2. Every Hamiltonian S1-manifold is uniruled.
Remark 1.3. Since our proofs involve the blow up of M they work only when n :=
1
2 dimM ≥ 2. However Theorem 1.1 is elementary when n = 1. For then, if M 6= S2,
the group HamM is contractible, as is each component of the group G of elements
in HamM that fix x0. Therefore the homomorphism pi1(G) → pi1(Sp(2,R)) given by
taking the derivative at x0 is trivial. This implies that there is no loop γ in HamM
that is a nonconstant circle action near x0.
In fact, in this case there is also no nonconstant loop that is the identity near
a fixed maximum. For ω is exact on Mr{x0} so that the Calabi homomorphism
Cal : Hamc(Mr{x0})→ R is well defined on the group Hamc of compactly supported
Hamiltonian symplectomorphisms of Mr{x0}; cf. [31, Ch. 10.3]. In particular
Cal(φ) :=
∫ 1
0
(∫
M
(
Ht(x)−Ht(x0)
)
ω
)
dt,
is independent of the choice of path φHt in Ham
c with time 1 map φ. But if γ were a
nonconstant loop in Hamc with fixed maximum at x0 we could arrive at φ = id by a
path for which this integral is negative.
If all we know is that γ has a fixed maximum Fmax then for each x ∈ Fmax the
linearized flow At(x) in the 2k-dimensional normal space NFx := TxM/Tx(Fmax) is
generated by a family of nonpositive quadratic forms. We shall say that Fmax is non-
degenerate if these quadratic forms are everywhere negative definite. In this case, the
linearized flow is a so-called positive loop in the symplectic group Sp(2k;R), i.e. a loop
generated by a family of negative definite quadratic forms; cf. Lalonde–McDuff [20]. If
2k ≤ 4 Slimowitz [37, Thm 4.1] shows that any two positive loops that are homotopic
in Sp(2k;R) are in fact homotopic through a family of positive loops. (In principle
this should hold in all dimensions, but the details have been worked out only in low
dimensions.) By Lemma 2.22 below, in the 4-dimensional case one can then homotop
γ so that it is an effective local circle action near its maximum. Thus we find:
Proposition 1.4. Suppose that dimM ≤ 4 and the loop γ has a nondegenerate maxi-
mum at xmax. Then γ can be homotoped so that it is a nonconstant circle action near
its maximum, that when dimM = 4 can be assumed effective. Thus (M,ω) is uniruled.
Slimowitz’s result also implies that every S1 action on Ck with strictly positive
weights (m1, . . . ,mk) is homotopic through positive loops to an action with positive
weights (m′1,m′2,m3 . . . ,mk) where m′1,m′2 are mutually prime. (Here we do not change
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the action on the last (k − 2) coordinates.) Since actions are effective iff their weights
at any fixed point are mutually prime we deduce:
Corollary 1.5. Theorem 1.1 holds for any loop that is a circle action near its maxi-
mum.
These results have implications for Hofer geometry. It is so far unknown which
elements in pi1(Ham(M)) can be represented by loops that minimize the Hofer length.
By Lalonde–McDuff [19, Prop. 2.1] such a loop has to have a fixed maximum and
minimum xmax, xmin, i.e. points such that the generating Hamiltonian Kt satisfies the
inequalities Kt(xmin) ≤ Kt(x) ≤ Kt(xmax) for all x ∈M and t ∈ [0, 1]. However, these
extrema could be degenerate and need not form the same manifold for all t.
If fixed extrema exist, then the S1-orbit of a path from xmax to xmin forms a 2-
sphere, and it is easy to check that the integral of ω over this 2-sphere is just ‖K‖ :=∫ (
Kt(xmax) − Kt(xmin)
)
dt; cf.[32, Ex.9.1.11]. Hence such a loop cannot exist on a
symplectically aspherical manifold (M,ω). However, so far no examples are known of
symplectically aspherical manifolds with nonzero pi1(Ham(M)).
It is easy to construct nonzero elements in pi1(Ham(M)) for manifolds that are not
uniruled. For example, by [29, Prop 1.10] one could take M to be the two point blow
up of any symplectic 4-manifold. Hence, if one could better understand the situation
when the fixed points are degenerate, it might be possible to exhibit manifolds for
which pi1(Ham) is nontrivial but where no nonzero element in this group has a length
minimizing representative. This question is the subject of ongoing research.
Remark 1.6. (i) It is not clear whether a Hamiltonian S1-manifold (M,ω) always has
a blow up that is strongly uniruled. However, as we show in Proposition A.4 there is not
much difference between the uniruled and the strongly uniruled conditions. Moreover
by Corollary 4.5 they coincide in the case when H∗(M ;Q) is generated by H2(M ;Q).
(ii) It is essential in Corollary 1.2 that the loop is Hamiltonian; it is not enough that it
has fixed points. For example, the semifree symplectic circle action constructed in [26]
has fixed points but these all have index and coindex equal to 2. Hence the first Chern
class c1 vanishes on pi2(M) and M cannot be uniruled for dimensional reasons.
(iii) One might wonder why we work with the blow up M˜ rather than with M itself.
One answer is seen in results such as Lemma 2.8 and Propositions 2.14 and 2.19. These
make clear that the exceptional divisor in M˜ forms a visible marker that allows us to
show that certain Gromov–Witten invariants of M do not vanish. The point is that
even though we cannot calculate QH∗(M˜) in general, the results of §2.1 show that we
can calculate the quotient QH∗(M˜)/I provided that (M,ω) is not uniruled.
As always, the problem is that it is very hard to calculate Gromov–Witten invariants
for a general symplectic manifold; if one has no global information about the manifold,
the contribution to an invariant of a known J-holomorphic curve could very well be
cancelled by some other unseen curve. The Seidel representation is one of the very few
general tools that can be used to show that certain invariants of an arbitrary symplectic
manifold cannot vanish and hence it has found several interesting applications; cf.
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Seidel [36] and Lalonde–McDuff [21]. It is made by counting section invariants of
Hamiltonian bundles P with fiber M and base S2. It is fairly clear that the existence
of fiber invariants of the blow up bundle P˜ that involve the exceptional divisor E should
imply that (M,ω) is uniruled. A crucial step in our argument is Lemma 2.20 which
states that the existence of certain section invariants of P also implies that (M,ω) is
uniruled.
Another way of getting global information on Gromov–Witten invariants is to use
symplectic field theory. This approach was recently taken by J. He [9] who shows that
subcritical manifolds are strongly uniruled, thus proving a conjecture of Biran and
Cieliebak in [3, §9]. This case is somewhat different than the one considered here; for
example Pn is subcritical while P1 × P1 is not.
The main proofs are given in §2. They use some properties of absolute and relative
Gromov–Witten invariants established in §3. Conditions that imply (M,ω) is strongly
uniruled are discussed in §4. The appendix treats general questions about the structure
of the quantum homology ring.
Remark 1.7 (Technical underpinnings of the proof). The main technical tool used in
this paper is the decomposition rule for relative genus zero Gromov–Witten invariants.
Since we use this with descendent absolute insertions, it is useful to have this in a
strong form in which the virtual moduli cycles in question are at least C1. To date the
most relevant references for this result are Li–Ruan [23, Thm 5.7] and Hu–Li–Ruan [15,
§3]. However, relative Gromov–Witten theory is a part of the symplectic field theory
package (cf. [6, 4]). Therefore the work of Hofer–Wysocki–Zehnder [10, 11, 12, 13] on
polyfolds should eventually lead to an alternative proof. In §3 we explain the relative
moduli spaces, but our proofs assume the basic results about them. Note that we
cannot get anywhere by restricting to the semi-positive case (a favorite way of avoiding
virtual cycles) since we need to consider almost complex structures on M that are
S1-invariant and these are almost never regular unless the action is semifree.
Another important ingredient of the proof is the Seidel representation of pi1 of the
Hamiltonian group Ham(M,ω), which is proved for general symplectic manifolds in [27,
§1]. Finally, we use the identities (3.9) and (3.10) for genus zero Gromov–Witten in-
variants. The former is fairly well known and is not hard to deduce from the cor-
responding result for genus zero stable curves, while the latter was first proved by
Lee–Pandharipande [22, Thm 1] in the algebraic case. For Theorem 1.1 we only need a
very special case of this identity whose proof we explain in Lemma 3.14. The full force
of (3.10) is used to prove Proposition 4.4, but this result is not central to the main
argument.
Acknowledgements Many thanks to Tian-Jun Li, Yongbin Ruan, Rahul Pandhari-
pande and Aleksey Zinger for useful discussions about relative Gromov–Witten invari-
ants. I also thank the first two named above as well as Jianxun Hu for showing me
early versions of their paper [15], and Mike Chance and the referees for various helpful
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comments. Finally I wish to thank MSRI for their May 2005 conference on Gromov–
Witten invariants and Barnard College and Columbia University for their hospitality
during the final stages of my work on this project.
2. The main argument
Because the main argument is somewhat involved, we shall begin by outlining it. In
§2.1 we explain the structure of the quantum homology ring QH∗(M˜) of the one point
blow up of a manifold (M,ω) that is not uniruled. By Proposition 2.5 this condition
on (M,ω) implies that the subspace of QH∗(M˜) spanned by the homology classes in
H∗(Mrpt) forms an ideal I. Moreover, the quotient R := QH∗(M˜)/I decomposes as
the sum of two fields (Lemma 2.7), and we can work out an explicit formula for the
inverse u−1 of any unit u in R.
The unit in question is the Seidel element S(γ˜) ∈ QH∗(M˜) of the Hamiltonian loop
γ˜ on M˜ . Usually it is very hard to calculate S(γ˜). However, when the maximum fixed
point set F˜max of γ˜ is a divisor, one can calculate its leading term (Corollary 2.12).
Moreover, because the final blow up is at a point of Fmax we show in Proposition 2.14
that this leading term has nontrivial image in R. We next use the explicit formula for
u−1 ∈ R to deduce the nonvanishing of certain terms in the Seidel element S(γ˜′) for
the inverse loop γ˜′ := γ˜−1. But S(γ˜′) is calculated from the Gromov–Witten invariants
of the fibration P˜ ′ → P1 determined by γ˜′. Hence we deduce in Corollary 2.15 that
some of these invariants do not vanish.
Finally we show that these particular invariants can be nonzero only if M is uniruled,
so that our initial assumption that (M,ω) is not uniruled is untenable. The proof here
involves two steps. First, by blowing down the bundle P˜ ′ to P ′, the bundle determined
by γ′ := γ−1, we deduce the nonvanishing of certain Gromov–Witten invariants in
P ′ (Proposition 2.19). Second, we show in Lemma 2.20 that these invariants can be
nonzero only if (M,ω) is uniruled.
In this section we prove essentially all results that do not involve comparing the
Gromov–Witten invariants of a manifold and its blow up. (Those proofs are deferred
to §3.) We assume throughout that (M,ω) is a closed symplectic manifold of dimension
2n where n ≥ 2.
2.1. Uniruled manifolds and their pointwise blowups. Consider the small quan-
tum homology QM∗(M) := H∗(M) ⊗ Λ of M . Here we use the Novikov ring Λ :=
Λω[q, q−1] where q is a polynomial variable of degree 2 and Λω denotes the general-
ized Laurent series ring with elements
∑
i≥1 rit
−κi , where ri ∈ Q and κi is a strictly
increasing sequence that tends to ∞ and lies in the period subgroup Pω of [ω], i.e. the
image of the homomorphism Iω : pi2(M)→ R given by integrating ω. We assume that
[ω] is chosen so that Iω is injective. We write the elements of QH∗(M) as infinite sums∑
i≥1 ai ⊗ qdit−κi , where ai ∈ H∗(M ;Q) =: H∗(M), the |di| are bounded and κi is as
before. The term a⊗ qdtκ has degree 2d+ deg a.
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The quantum product a ∗ b of the elements a, b ∈ H∗(M) ⊂ QH∗(M) is defined as
follows. Let ξi, i ∈ I, be a basis for H∗(M) and write ξ∗i , i ∈ I, for the basis of H∗(M)
that is dual with respect to the intersection pairing, that is ξ∗j · ξi = δij . Then
(2.1) a ∗ b :=
∑
i,β∈H2(M ;Z)
〈
a, b, ξi
〉M
β
ξ∗i ⊗ q−c1(β)t−ω(β),
where
〈
a, b, ξi
〉M
β
denotes the Gromov–Witten invariant in M that counts curves in class
β through the homological constraints a, b, ξi. Note that if (a ∗ b)β :=
∑
i
〈
a, b, ξi
〉M
β
ξ∗i ,
then (a ∗ b)β · c =
〈
a, b, c
〉M
β
. Further, deg(a ∗ b) = deg a+ deg b− 2n, and the identity
element is 1l := [M ].
Lemma 2.1. The following conditions are equivalent:
(i) (M,ω) is not strongly uniruled;
(ii) Q− := ⊕
i<2n
Hi(M)⊗ Λ is an ideal in the small quantum homology QH∗(M);
(iii) pt ∗ a = 0 for all a ∈ Q−, where ∗ is the quantum product.
Moreover, if these conditions hold every unit u ∈ QH∗(M)× in QH∗(M) has the form
u = 1l⊗ λ+ x, where x ∈ Q− and λ is a unit in Λ.
Proof. Choose the basis ξi so that ξ0 = pt, ξM = [M ] =: 1l and all other ξi lie in Hj(M)
for 1 ≤ j < 2n. Then ξ∗0 = ξM , and the coefficient of 1l⊗ q−dt−κ in a ∗ b is∑
β:ω(β)=κ,c1(β)=d
〈
a, b, pt
〉
β
.
Since we assume that Iω : pi2(M)→ Γω is an isomorphism and κ ∈ Γω, there is precisely
one class β such that ω(β) = κ. If β = 0 this invariant is the usual intersection product
a∩b∩pt and so always vanishes for a, b ∈ H<2n(M). Therefore, this coefficient is nonzero
for some such a, b iff (M,ω) is strongly uniruled. But this coefficient is nonzero iff Q−
is not a subring. Note finally that since Q− has codimension 1, it is an ideal iff it is a
subring.
This proves the equivalence of (i) and (ii). The other statements are proved by
similar arguments. 
Remark 2.2. It seems very likely that (M,ω) is strongly uniruled iff Q− contains no
units. We prove this in the appendix, as well as a generalization to uniruled manifolds,
in the case when the odd Betti numbers of M vanish.
Now let (M˜, ω˜) be the 1-point blow up of M with exceptional divisor E. Put ε :=
En−1, the class of a line in E. The blow up parameter is δ := ω˜(ε), which we assume
to be Q-linearly independent from Γω. Later it will be convenient to write Λeω =: Λω,δ.
Lemma 2.3. Invariants of the form〈
Ei, Ej , Ek
〉fM
pε
, 0 < i, j, k < n, p > 0
are nonzero only if p = 1 and i+ j + k = 2n− 1, and in this case the invariant is −1.
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Proof. Since c1(ε) = n−1 the invariant
〈
Ei, Ej , Ek
〉fM
pε
is nonzero only if n+p(n−1) =
i + j + k. Since i + j + k ≤ 3n − 3 we must have p = 1. The result now follows from
the fact that if J is standard near E then the only ε curves are lines in E. 
Corollary 2.4. Let 0 ≤ i, j < n. Then
Ei ∗ Ej = Ei ∩ Ej = Ei+j if i+ j < n,
Ei ∗ En−i = −pt+ E ⊗ q−n+1t−δ, and
Ei ∗ Ej = Ei+j−n+1 ⊗ q−n+1t−δ if n < i+ j < 2n− 1.
We prove the next result in §3 by the technique of Hu–Li–Ruan [15].
Proposition 2.5. Let (M˜, ω˜) be the one point blow up of M with exceptional divisor
E, and let a, b ∈ H<2n(M). If any invariant of the form〈
a, b, Ek
〉fMeβ , 〈a,Ei, Ej〉fMeβ , 〈Ei, Ej , Ek〉fMeβ , for 0 6= β˜ 6= pε, i, j, k ≥ 1
is nonzero, then (M,ω) is uniruled.
Decompose QH∗(M˜) additively as I⊕E where I is generated as a Λeω-module by the
image of H<2n(M) in H∗(M˜) and E is spanned by 1l, E, . . . , En−1 = ε. Proposition 2.5
implies:
Corollary 2.6. If (M,ω) is not uniruled, I is an ideal in QH∗(M˜).
Proof. Let a, b ∈ H<2n(M). Then a ∗ b ∈ I iff (a ∗ b)eβ · Ek = 〈a, b, Ek〉fMeβ = 0 for all
β˜ ∈ H2(M˜) and all k ≥ 1. Therefore the hypotheses imply that I is a subring. It is an
ideal because a ∗ Ek = 0 for all k ≥ 1. 
Let E2n denote the degree 2n part of E . This is not a subring of QH∗(M˜) since for
example
(E ⊗ q) ∗ (ε⊗ qn−1) = −pt⊗ qn + E ⊗ qt−δ.
Nevertheless if (M,ω) is not uniruled, E2n can be given the ring structure of the quotient
QH2n(M˜)/I. By Corollary 2.4 and Proposition 2.5, there is a ring isomorphism
E2n → Λω,δ[s]/
(
sn = st−δ
)
given by E ⊗ q 7→ s.
Composing with the quotient map QH2n(M˜) → E2n ∼= QH2n(M˜)/I we get a homo-
morphism
ΦE : QH2n(M˜)→ R := Λω,δ[s]/
(
sn = st−δ
)
.
Lemma 2.7. The ring R decomposes as the direct sum of two fields R1 ⊕R2.
Proof. Denote e1 := 1 − sn−1tδ and e2 := sn−1tδ. Because se1 = 0, se2 = s we find
e2i = ei and e1e2 = 0. Moreover R1 := e1R is isomorphic to the field e1Λω,δ. To see
that R2 := e2R is a field, consider the homomorphism
F : R → Λω,δ/(n−1) given by s 7→ t−δ/(n−1), t 7→ t.
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Then F (e2) = 1 and the kernel of F is e1R. Hence F gives an isomorphism between
e2R and the field Λω,δ/(n−1). 
Denote
X := {x ∈ R : x = ∑
i≥0
ris
dit−κi , ri ∈ Q, 0 ≤ di ≤ n, κi > 0
}
.
Then for all x ∈ X the element 1 + x is invertible with inverse 1− x+ x2 − . . . .
Lemma 2.8. Let u ∈ R be a unit of the form 1 + rstκ0(1 +x) where x ∈ X , r 6= 0 and
κ0 ∈ Λω is > δ.
(i) If n ≥ 3 then
u−1 = 1− sn−1tδ + 1
r
sn−2tδ−κ0
(
1 + y
)
, for some y ∈ X .
(ii) If n = 2 then u−1 = 1− stδ + 1rst2δ−κ0
(
1 + y
)
for some y ∈ X .
Proof. Since e2u = e2(e2 + rstκ0(1 + x)) we may write
u = e1u+ e2u = e1 + e2
(
sn−1tδ + rstκ0(1 + x)
)
= e1 + e2rstκ0(1 + x′) where x′ := x+
1
r
sn−2tδ−κ0 .
If n > 2 define v := e1 + 1re2s
n−2tδ−κ0(1 + x′)−1. Then e1uv = e1 while e2uv =
e2s
n−1tδ = e2. Hence u−1 = v. Since e2sn−2 = sn−2 when n > 2, this has the form
required in (i). When n = 2 we take v = e1 + 1re2st
2δ−κ0(1 + x′)−1. 
Remark 2.9. Here we restricted the coefficients of QH∗(M) to Λω[q, q−1] to make the
structure of R as simple as possible. However, in order to define the Seidel representa-
tion we will need to use the larger coefficient ring Λuniv[q, q−1] where Λuniv consists of
all formal series
∑
i≥1 rit
−κi , where κi ∈ R is any increasing sequence that tends to ∞.
Since R injects into R′ := Λuniv[s]/(sn = st−δ) the statement in Lemma 2.8 remains
valid when we think of u as an element of R′.
2.2. The Seidel representation. This is a homomorphism S from pi1(Ham(M,ω))
to the degree 2n multiplicative units QH2n(M)× of the small quantum homology ring
first considered by Seidel in [35]. To define it, observe that each loop γ = {φt} in
Ham(M) gives rise to an M -bundle Pγ → P1 defined by the clutching function γ:
Pγ := M ×D+ ∪M ×D−/∼ where
(
φt(x), e2piit
)
+
∼ (x, e2piit)−.
Because the loop γ is Hamiltonian, the fiberwise symplectic form ω extends to a closed
form Ω on P , that we can arrange to be symplectic by adding to it the pullback of a
suitable form on the base P1; see the proof of Proposition 2.11 below.
In the case of a circle action with normalized moment map K : M → R we may
simply take (Pγ ,Ω) to be the quotient (M ×S1 S3,Ωc), where S1 acts diagonally on
S3 and Ωc pulls back to ω + d
(
(c−K)α). Here α is the standard contact form on S3
normalized so that it descends to an area form on S2 with total area 1, and c is any
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constant larger than the maximum Kmax of K. Points xmax, xmin in the fixed point
sets Fmax and Fmin give rise to sections smax := xmax×P1 and smin := xmin×P1. Note
that our orientation conventions are chosen so that the integral of Ω over the section
smin is larger than that over smax. For example, if M = S2 and γ is a full rotation, Pγ
can be identified with the one point blow up of P2, and smax is the exceptional divisor.
In the following we denote particular sections as smax or smin, while writing σmax, σmin
for the homology classes they represent.
The bundle Pγ → P1 carries two canonical cohomology classes, the first Chern class
cVert1 of the vertical tangent bundle and the coupling class uγ , the unique class that
extends the fiberwise symplectic class [ω] and is such that un+1γ = 0. Then
(2.2) S(γ) :=
∑
σ
aσ ⊗ q−cVert1 (σ)t−uγ(σ),
where σ ∈ H2(P ;Z) runs over all section classes (i.e. classes that cover the positive
generator of H2(P1;Z)) and aσ ∈ H∗(M) is defined by the requirement that
(2.3) aσ ·M c =
〈
c
〉P
σ
, for all c ∈ H∗(M).
(Cf. [32, Def. 11.4.1]. For this to make sense we must use Λuniv instead of Λω as
explained in Remark 2.9. Note that we write ·M for the intersection product in M .)
Further for all b, c ∈ H∗(M)
(2.4) S(γ) ∗ b =
∑
σ
bσ ⊗ q−cVert1 (σ)t−uγ(σ), where bσ ·M c :=
〈
b, c
〉P
σ
.
Remark 2.10. Lemma 2.1 shows that if (M,ω) is not strongly uniruled then S(γ) =
1l⊗λ+x where x ∈ Q−(M). Therefore S(γ)∗pt = pt⊗λ, which in turn means that all
2-point invariants
〈
pt, c
〉P
σ
with c ∈ H<2n(M) must vanish. In other words, a section
invariant in Pγ with more than a single point constraint must vanish. We shall expand
on this theme later in Lemmas 2.20 and 2.21.
In general it is very hard to calculate S(γ). The following result is essentially due
to Seidel [35, §11]; see also McDuff–Tolman [Thm 1.10][33]. We shall say that Kt is a
normalized generating Hamiltonian for γ = {φt} iff
ω(φ˙t, ·) = −dKt, and
∫
M
Ktω
n = 0.
Further we define
(2.5) Kmax :=
∫ 1
0
max
x∈M
Kt(x)dt.
Proposition 2.11. Suppose that γ has a nonempty maximal submanifold Fmax and is
generated by the normalized Hamiltonian Kt. Then
S(γ) := amax ⊗ qmmaxtKmax +
∑
β∈H2(M ;Z), ω(β)>0
aβ ⊗ qmmax−c1(β)tKmax−ω(β),
where mmax := −cVert1 (σmax). Moreover amax ·M c =
〈
c
〉P
σmax
.
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Proof. Because γ is assumed to have a fixed maximum, we may write the section classes
σ appearing in S(γ) as σmax+β where β ∈ H2(M), and then denote aβ := aσ. Therefore
by equation (2.2) the result will follow if we show that:
(a) the only class with ω(β) ≤ 0 that contributes to the sum is the class β = 0, and
(b) −uγ(σmax) = Kmax.
Consider the renormalized polar coordinates (r, t) on the unit disc D2, where t :=
θ/2pi. Define Ω− := ω+ εd(r2)∧ dt on M ×D− for some small constant ε > 0, and set
Ω+ := ω +
(
κ(r2, t)d(r2)− d(ρ(r2)Kt)) ∧ dt, on M ×D+,
where ρ(r2) is a nondecreasing function that equals 0 near 0 and 1 near 1. If κ(r2, t) = ε
near r = 1, these two forms fit together to give a closed form Ω on P . Moreover, Ω is
symplectic iff κ(r2, t)− ρ′(r2)Kt(x) > 0 for all r, t and x ∈M . Hence we may suppose
that
(2.6) ν :=
∫
smax
Ω = piε+
∫
D+
(
κ(r2, t)− ρ′(r2) max
x∈M
Kt(x)
)
2rdrdt
is as close to zero as we like.
A class β contributes to S(γ) iff some invariant 〈c〉P
σmax+β
6= 0. In particular, we
must have
∫
σmax+β
Ω = ν + ω(β) > 0 for all symplectic forms on P . Hence we need
ω(β) ≥ 0.
It remains to investigate the case ω(β) = 0. Note that Ω defines a connection on
P → P1 whose horizontal spaces are the Ω-orthogonals to the vertical tangent spaces.
Further, this connection does not depend on the choice of function κ. Choose an Ω-
compatible almost complex structure J on P . We may assume that both the fibers
of P → P1 and the horizontal subspaces are J-invariant. Thus J induces a compact
family Jz, z ∈ P1, of ω-tame almost complex structures on the fiber M . Let ~ be the
minimum of the energies of all nonconstant Jz-holomorphic spheres in M for z ∈ P1.
Standard compactness results imply that ~ > 0. Note that if we change κ (keeping Ω
symplectic) J is remains Ω-compatible. Hence we may suppose that ν :=
∫
smax
Ω < ~.
We now claim that the only J-holomorphic sections of P with energy ≤ ν are the
constant sections x× P1 for x ∈ Fmax. To see this, decompose tangent vectors to P as
v + h where v is tangent to the fiber and h is horizontal. Then, because of our choice
of J , at a point (x, z) over the fiber at z = (r, t) ∈ D+,
Ω(v + h, Jv + Jh) = ω(v, Jv) + Ω(h, Jh) ≥ Ω(h, Jh)
≥ 2r(κ(r2, t)− ρ′(r2) max
x∈M
Kt(x)
)
dr ∧ dt(h, Jh).
Here the first inequality is an equality only along a section that is everywhere horizontal,
while the second is an equality only if the section is contained in Fmax × P1. (Recall
that by assumption Kt(x) < Kmax for x /∈ Fmax.) Similarly, the corresponding integral
over D− is ≥ ε with equality only if the section is constant. Comparing with equation
(2.6) we see that the energy of a section is ≥ ν with equality only if the section is
constant. This proves the claim.
HAMILTONIAN S1-MANIFOLDS ARE UNIRULED 13
Now suppose that the class β with ω(β) = 0 contributes to S(γ). Then the class
σmax + β of energy ν must be represented by a J-holomorphic stable map consisting
of a section, possibly with some other bubble components in the fibers. Since each
bubble has energy ≥ ~ > ν, the stable map has no bubbles and hence by the preceding
paragraph must consist of a single constant section in the class σmax. Thus β = 0. This
completes the proof of (a).
To prove (b) it suffices to check that the coupling class uγ on Pγ is represented by
the form Ω0 that equals ω on M ×D− and
ω − d(ρ(r2)Kt) ∧ dt, on M ×D+.
For this to hold we need that
∫
P Ω
n+1
0 = 0. But this follows easily from the fact that
Kt is normalized. 
Corollary 2.12. Suppose that the fixed maximum Fmax of γ is a divisor and that γ is
an effective circle action near Fmax. Then
(2.7) S(γ) = Fmax ⊗ q tKmax +
∑
β∈H2(M ;Z), ω(β)>0
aβ ⊗ q1−c1(β) tKmax−ω(β).
Proof. By Proposition 2.11, it remains to check that the contribution amax of the sec-
tions in class σmax to S(γ) is Fmax. We saw there that the moduli space of (un-
parametrized) holomorphic sections in class σmax can be identified with Fmax. In partic-
ular, it is compact. Because S1 acts with normal weight−1, cVert1 (σmax) = −mmax = −1
and one can easily see that these sections are regular. (A proof is given in [33,
Lemma 3.2].) Hence amax · a :=
〈
a
〉P
σmax
= Fmax · a for all a ∈ H∗(M). 
If (M,ω) is not strongly uniruled then, by Lemma 2.1, the unit S(γ) must be of the
form 1l ⊗ λ + x where x ∈ H<2n(M) and λ ∈ Λ is also a unit. The previous lemma
shows that λ = rtKmax−κ0 + l.o.t. where r ∈ Q is nonzero, κ0 = ω(β) > 0, and l.o.t.
denotes lower order terms. We need to estimate the size of κ0 for the blow up (M˜, ω˜).
In the course of the argument we shall also need to consider the bundles P ′ → P1 and
P˜ ′ → P1 defined by γ′ := γ−1 and its blow up (γ˜)−1. We will represent the inverse loop
γ−1 by the path {φ1−t}, so that it is generated by the Hamiltonian K ′t := −K1−t. If
for any normalized Hamiltonian Kt we set Kmin :=
∫
minx∈M Kt(x)dt, then
K ′max = −Kmin, and K ′min = −Kmax.
Similarly, If K˜t and K˜ ′t generate the blow up loop γ˜ and γ˜′ := γ˜−1 then
K˜ ′max = −K˜min, and K˜ ′min = −K˜max.
The above remarks imply that the coefficients λ, λ′ of 1l in the formulas for S(γ),
S(γ′) have the form
λ = r0tKmax−κ0 + l.o.t., λ′ = r′0t
K′max−κ′0 + l.o.t.
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for some nonzero r0, r′0 ∈ Q. Similarly, we write the coefficients λ˜, λ˜′ of 1l in the formulas
for S(γ˜), S(γ˜′) as
λ˜ = r˜0t
eKmax−eκ0 + l.o.t., λ˜′ = r˜′0t eK′max−eκ′0 + l.o.t.
where r˜0, r˜′0 are nonzero. Corollary 2.12 implies that if [ω] is assumed to be integral then
κ0 ∈ Z because it is a value ω(β) of [ω] on an integral class β ∈ H2(M ;Z). Similarly
κ˜0 is a value of ω˜ on H2(M˜ ;Z). On the other hand, because the loop γ′ need not have
a fixed maximum κ′0 need not be a value of ω on H2(M˜ ;Z), although −K ′max − κ′0 is a
value of the coupling class uγ′ on H2(P ′;Z).
In the next lemma we assume that (M˜, ω˜) is not strongly uniruled. Hu [14, Thm. 1.2]
showed that (M,ω) is strongly uniruled only if (M˜, ω˜) is also (cf. Lemma 3.3). Hence
our hypothesis implies that (M,ω) also is not strongly uniruled.
Lemma 2.13. Let (M˜, ω˜) be the blow up of (M,ω) at a point of Fmax. Then:
(i) Kmax −Kmin = K˜max − K˜min.
(ii) If (M˜, ω˜) is not strongly uniruled then κ0 + κ′0 = κ˜0 + κ˜′0 = Kmax −Kmin.
(iii) If (M˜, ω˜) is not strongly uniruled, then κ˜0 = κ0 and κ˜′0 = κ′0.
Proof. Observe that the S1 action near the point xmax ∈ Fmax in M extends to a
local toric structure in some neighborhood U of xmax that preserves the submanifold
U ∩ Fmax. Hence we can form (M˜, ω˜) by cutting off a neighborhood of the vertex of
the local moment polytope corresponding to xmax. Since we do not cut off the whole
of Fmax this does not change the length maxx∈U Kt(x)−minx∈U Kt(x) of the image of
the normalized local S1-moment map at each t. This proves (i).
The identity
1l = S(γ) ∗ S(γ′) = (1l⊗ λ+ x)(1l⊗ λ′ + x′)
implies that λ′ = λ−1. By Lemma 2.1 this is possible only ifKmax − κ0+K ′max − κ′0 = 0.
Therefore κ0 + κ′0 = Kmax − Kmin. (Here we use the fact that K ′max = −Kmin.) A
similar argument shows that κ˜0 + κ˜′0 = K˜max − K˜min. In view of (i), this proves (ii).
The proof of (iii) is deferred to the end of this section (after Corollary 2.15). 
We now prove the key result of this section that ties the current ideas to the previ-
ously developed algebra.
Proposition 2.14. Suppose that (M,ω) is not uniruled, and that [ω] ∈ H∗(M ;Z). Sup-
pose further that γ has a maximal fixed point set Fmax that is a divisor, and that γ acts
near Fmax as an effective circle action. Then there is a unit u ∈ E2n := QH2n(M˜)/I
of the form
u = rE ⊗ qtκ0 + 1l + x, r 6= 0,
where x =
∑
κi≥δ E
ji ⊗ qjitκ0−κi for some 0 < ji < n and κ0 ∈ Γω is positive.
Proof. Let (M˜, ω˜) be the one point blow up of (M,ω) with blow up parameter δ as
before. Then [F˜max] = [Fmax] − E where E is (the class of) the exceptional divisor
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and we consider [Fmax] ∈ H2n−2(M) ≡ H2n−2(M˜rE). Denote by K˜t the normalized
generating Hamiltonian for the lift γ˜ of γ to M˜ . By Corollary 2.12 the Seidel element
of γ˜ has the form
S(γ˜) = F˜max ⊗ q t eKmax + ∑eβ∈H2(fM ;Z), eω(eβ)>0 aβ ⊗ q
1−c1(eβ) t eKmax−eω(eβ)
= −E ⊗ qt eKmax +∑
i
Eji ⊗ qji t eKmax−eκi (mod I).(2.8)
Denote the coefficient of 1l = E0 in this formula by λ˜ ∈ Λuniv. Since (M˜, ω˜) is the blow
up of (M,ω) it is not uniruled by Hu–Li–Ruan [15, Thm 1.1]. Therefore the fact that
S(γ˜) is a unit implies by Lemma 2.1 that λ˜ is also a unit. Write λ˜ = t eKmax−eκ0(r˜0 + y)
where r˜0 6= 0 and y is a sum of negative powers of t. Lemma 2.13(iii) implies that
κ˜0 = κ0 = ω(β) > 0 for some β ∈ H2(M). Now let u = S(γ˜) ⊗ λ˜−1 mod I. This has
the required form. 
In the next corollary we denote the exceptional divisor in the fiber M˜ of P˜ ′ → P1 by
E, and write Ej for its j-fold intersection product in M˜ considered (where appropriate)
as a class in P˜ ′.
Corollary 2.15. (i) Let n ≥ 3. Then under the conditions of Proposition 2.14 there
is σ ∈ H2(P ′;Z) such that
〈
E2
〉 eP ′
σ−ε 6= 0.
(ii) Similarly, if n = 2 there is σ ∈ H2(P ′;Z) such that
〈
E
〉 eP ′
σ−2ε 6= 0.
Proof. (i) By Lemma 2.8 u−1 has the form 1 − sn−1tδ + 1rsn−2tδ−κ0
(
1 + l.o.t.
)
. But
u−1 = S(γ˜′)⊗ λ˜ mod I. Therefore
S(γ˜′) = λ˜−1
(
1− sn−1tδ + 1
r
sn−2tδ−κ0
(
1 + l.o.t.
))
(mod I).
By Lemma 2.13 (iii) λ˜−1 is a series in t with highest order term t− eKmax+κ0 . Therefore
the largest κ such that the coefficient of sn−2tκ in S(γ˜′) is nonzero is
κ = −K˜max + κ0 + δ − κ0 = −K˜max + δ.
Since the coefficient of tK
′
max−κ′0 in S(γ′) is nonzero, it follows from the definition of
S in equation (2.7) that there is a section σ′0 of P ′ such that −uγ′(σ′0) = K ′max − κ′0.
We will take this as our reference section, writing all other sections in P ′ in the form
σ′0 + β where β ∈ H2(M ;Z) and those of P˜ ′ as σ′0 + β˜ where β˜ ∈ H2(M˜ ;Z).
Observe that
−ueγ′(σ′0) = K˜ ′max − κ˜′0 = K˜ ′max − κ′0 = −K˜max + κ0,
where the second equality holds by Lemma 2.13 (iii), and the third by Lemma 2.13
(ii) and the identity K˜ ′max = −K˜min. Since the coefficient of tκ in S(γ˜′) is nonzero by
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hypothesis, there is β˜ ∈ H2(M˜ ;Z) such that
κ = −ueγ′(σ′0 + β˜) = −ueγ′(σ′0)− ω˜(β˜).
Therefore
ω˜(β˜) = −ueγ′(σ′0)− κ = −K˜max + κ0 + K˜max − δ = κ0 − δ.
Since Ieω is injective β˜ must have the form β − ε for some β ∈ H2(M). Hence we may
write the class σ′0 + β˜ as σ′0 + β − ε = σ − ε for some σ = σ′0 + β ∈ H2(P ′). Therefore
the coefficient of sn−2tκ in S(γ˜′) arises from a nonzero invariant of the form〈
E2
〉 eP ′
σ−ε
where σ ∈ H2(P ′). (To check the power of E here, note that E2 ·M En−2 = −1.) This
proves the first statement.
The proof of (ii) is similar and is left to the reader. 
Remark 2.16. (i) By construction −uγ′(σ) = −Kmin−κ′0−κ0 = −Kmax = −uγ(s′min),
where s′min is the section of P
′ that is blown up to get P˜ ′. Therefore the classes σ and
σ′min are equal.
(ii) The reader might wonder why we ignored the coefficient of sn−1tδ in S(λ˜′). But,
reasoning as above, one can check that this term gives rise to a nonzero invariant of
the form 〈
E
〉 eP ′
σ−ε,
where σ = σ′0. When one blows P˜ ′ down to P ′ this corresponds to the invariant
〈
pt
〉P
σ
,
which we already know is nonzero. Hence this term gives no new information.
We finish this section by proving Lemma 2.13 (iii). For this we need the following
preliminary result.
Lemma 2.17. Let P, P˜ , P ′, P˜ ′ be as above. Then:
(i) For any section class σ ∈ H2(P )〈
pt
〉P
σ
=
〈
pt
〉 eP
σ
,
where on RHS we consider σ ∈ H2(P˜ ).
(ii) Similarly, for any section class σ ∈ H2(P ′)〈
pt
〉P ′
σ
=
〈
pt
〉 eP ′
σ
,
where on RHS we consider σ ∈ H2(P˜ ′).
Proof. Hu showed in [14, Thm. 1.5] that if Q˜ is the blow up of Q along an embedded
2-sphere C in a class with c1(C) ≥ 0 then the Gromov-Witten invariants in classes
σ ∈ H2(Q) with homological constraints in H∗(QrC) remain unchanged. (The proof
is similar to that of Proposition 2.19 below.) The result now follows because P˜ is the
blow up of P along the section smax with c1(smax) = 1, while P˜ ′ is the blow up of P ′
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along a section s′min with c1(s
′
min) = 3. (Cf. §3.3 for more detail on the construction of
P˜ ′.) 
Proof of Lemma 2.13 (iii). We need to show that κ0 = κ˜0 and κ˜′0 = κ′0. Since
κ0 + κ′0 = κ˜0 + κ˜′0 by part (ii) of Lemma 2.13, it suffices to show that κ˜0 ≤ κ0 and
κ˜′0 ≤ κ′0.
But by equations (2.2) and (2.3), κ0 is the minimum of ω(β) over all classes σ =
σmax + β such that
〈
pt
〉P
σ
6= 0. Similarly, κ˜0 is the minimum of ω˜(β˜) over all classes
σ˜ = σ˜max + β˜ such that
〈
pt
〉Peσ 6= 0. But σmax = σ˜max, and by Lemma 2.17(i) every
class σ with nonzero invariant in P also has nonzero invariant in P˜ . Hence we must
have κ˜0 ≤ κ0.
Now consider the fibrations P ′ → P1, P˜ ′ → P1. To compare κ′0 with κ˜′0 we need
to use suitable reference sections that do not change under blow up. Instead of the
maximal sections smax, s˜max we use the corresponding minimal sections s′min and s˜
′
min
that represent the classes σ′min and σ˜
′
min. Thus we write every section class σ
′ of P ′
as σ′min + β, where β ∈ H2(M). Note that σ′min is taken to σ˜′min under the natural
inclusion H2(P ′)→ H2(P˜ ′).
The symplectomorphism from the fiber connect sum P#P ′ to the trivial bundle
takes the connect sum of the sections smax and s′min to the trivial section P1 × pt and
the connect sum of the coupling classes uγ#uγ′ to the coupling class pr∗M (ω) of the
trivial bundle P1 ×M pr−→ P1. Hence
uγ(smax) + uγ′(s′min) = pr
∗
M (ω)(P1 × pt) = 0.
Therefore uγ′(s′min) = −uγ(smax) = Kmax. A similar argument applied to the blowups
shows that ueγ′(s′min) = K˜max.
By Proposition 2.11 we can interpret κ′0 as the minimum of K ′max + uγ′(σ′) over all
classes σ′ such that
〈
pt
〉P ′
σ′ 6= 0. Writing σ′ as σ′min + β and using K ′max = −Kmin, we
find
K ′max + uγ′(σ
′
min + β) = Kmax −Kmin + ω(β).
Hence κ′0 is the minimum of Kmax−Kmin +ω(β) over the corresponding set B of classes
β. Similarly, κ˜′0 is the minimum of K˜max − K˜min + ω˜(β˜) over a set of classes β˜ that,
by Lemma 2.17 (ii) and the fact that σ′min = σ˜
′
min, includes B. Since Kmax −Kmin =
K˜max − K˜min, we find that κ˜′0 ≤ κ′0 as required. 2
2.3. Proof of the main results. Suppose that γ is a loop of Hamiltonian symplecto-
morphisms of (M,ω) with a fixed maximum near which it is an effective circle action.
A standard Moser argument4 implies that we can assume that Iω is injective. The next
lemma shows that we can always arrange for the other conditions of Proposition 2.14
to hold.
4Perturb the given form to a suitable class and then average over the S1 action.
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Lemma 2.18. Suppose that the submanifold Fmax of M is a fixed maximum of the
loop γ and that nearby γ is an effective S1 action. Then we can blow up along Fmax
to achieve an action on some blow up of M for which the new Fmax is a divisor with
normal weight m = 1.
Proof. Suppose that the weights of the action normal to Fmax are (−m1, . . . ,−mk)
where 0 < m1 ≤ m2 ≤ · · · ≤ mk. Let M˜ be the blow up of M along Fmax. Then
the weights of the induced action normal to the new maximal fixed point set are
−m1,−(mi −m1), . . . ,−(mk −m1), where i is the smallest index such that mi > m1.
Therefore by repeated blowing up along the maximal fixed point of the moment we can
reduce to the case when there is just one normal weight, i.e. Fmax is a divisor. The
normal weight is 1 since the action is effective. 
Corollary 2.15 summarizes the information given to us by the Seidel representation.
To make use of it, we need one more result relating the Gromov–Witten invariants of
P˜ ′ and P ′. This is proved in §3.3.
Proposition 2.19. Suppose that (M,ω) is not uniruled.
(i) If n ≥ 3 and 〈E2〉 eP ′
σ−ε 6= 0 for some section class σ ∈ H2(P ′;Z) then
〈
τ1pt
〉P ′
σ
6= 0.
(ii) If n = 2 and
〈
E
〉 eP ′
σ−2ε 6= 0 then for some section s in P ′ at least one of
〈
pt, s
〉P ′
σ
and
〈
τ1pt
〉P ′
σ
is nonzero.
We next show that the situation discussed in the above proposition cannot occur: in
fact, if the conclusions hold (M,ω) must be strongly uniruled.
Lemma 2.20. If there is an element γ ∈ pi1(Ham(M)) such that the descendent in-
variant 〈
τkpt
〉P
σ
6= 0
for some k > 0 and some section class σ in P := Pγ then (M,ω) is strongly uniruled.
Proof. As explained in §4 (see equation (3.9)) we may express this invariant as a sum〈
τkpt,M,M
〉P
σ
=
∑
i,α1+α2=σ
〈
τk−1pt, ξi
〉P
α1
〈
ξ∗i ,M,M
〉P
α2
,
where αj ∈ H2(P ) and ξi runs over a basis for H∗(P ) with dual basis ξ∗i . Because the
symplectic manifold (P,Ω) supports an Ω-tame almost complex structure J such that
the projection P → P1 is holomorphic, the only classes in H2(P ) with nontrivial GW
invariants project to nonnegative multiples of the generator of H2(P1). Thus one of the
classes αj is a section class and the other is a fiber class, i.e. a class in H2(M). But if
α2 is a fiber class then it cannot meet two separate copies of M . Hence any nonzero
term in this expansion must have section class α2. Then α1 is a fiber class, and so by
Lemma 3.8 〈
τk−1pt, ξi
〉P
α1
=
〈
τk−1pt, ξi ∩M
〉M
α1
.
But now by repeated applications of equation (3.9) one finds that M is strongly unir-
uled; cf. the proof of Lemma 4.8. 
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The following lemma is proved by a similar argument; see §3.4 at the end of §3.
Lemma 2.21. Suppose that (M,ω) is the blow up of a symplectic 4-manifold that is
not rational or ruled. Then there is no γ ∈ pi1(Ham(M)) such that the corresponding
fibration P → P1 has a section s and a section class σ with〈
pt, s
〉P
σ
6= 0.
Proof of Theorem 1.1. Suppose first that dimM ≥ 6 and that (M,ω) is not uniruled.
By Lemma 2.18 we may assume that we are in the situation of Proposition 2.14. Then
Corollary 2.15(i) together with Lemma 2.20 implies that (M,ω) is strongly uniruled.
This contradiction shows that the initial hypothesis must be wrong: in other words,
(M,ω) is uniruled.
When dimM = 4 the argument is similar, except that we use Lemma 2.21 instead
of Lemma 2.20. 2
Finally note that Proposition 1.4 follows from the next lemma.
Lemma 2.22. Suppose that the loop γ in Ham(M,ω) has a nondegenerate fixed max-
imum at xmax. Suppose also that the linearized flow At, t ∈ [0, 1], at xmax is homotopic
through positive paths to a linear circle action. Then γ is homotopic through Hamil-
tonian loops with fixed maximum at xmax to a loop γ′ that is a circle action near xmax.
Proof. Identify a neighborhood of xmax with a neighborhood of {0} in R2n with its
standard symplectic form ω0.
Step 1: The loop γ =: γ0 is homotopic through loops γs = {φst} with fixed maximum
at {0} to a loop γ1 that equals the linear flow At in some neighborhood of {0}.
Let γ = {φt} with generating Hamiltonian Ht. By assumption Ht = H0t + O(‖x‖3)
where for each t there is a positive definite symmetric matrix Qt such that H0t (x) =
−xTQtx. We shall choose φst of the form φt ◦ gst ◦ hst where
• for each s ∈ [0, 1], the loop gst, t ∈ [0, 1], consists of diffeomorphisms with support in
some small ball B2r1 := B2r1(0) such that for all s, t we have
dgst(0) = id, g0t = id, g1t = (φt)−1 ◦At in Br1 ;
• hst has support in the ball B3r1 and is such that h∗st(g∗stω0) = ω0. Moreover h1t = id
on Br1 .
Choose gst satisfying all conditions above and with support in intB2r1 . Since
dgst(0) = id, we may write gst(x) = x + O(‖x2‖). Hence we may arrange that for
some constants c0, c1 we have ‖gst(x) − x‖ ≤ c0‖x‖2 and |g∗stω0 − ω0| ≤ c1‖x‖. Note
that we may assume that these constants ci, as well as all subsequent ones, depend
only on the initial path φt, i.e. there are constants R > 0 and ci such that suitable
gst exist for all r1 < R. Then, reducing R as necessary, c1‖x‖ is arbitrarily small on
B2r1 so that we may assume that the forms ωst := g
∗
stω0 are all nondegenerate. Let
ρst := ddt(g
∗
stω0). Since gst = id for all s near 0 by construction, ρ0t = 0. Similarly,
ρ1t = 0 in Br1 . Further for some constant c2 as above |ρst| ≤ c2‖x‖.
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Now, ρst := dβst, where for each s, t
βst(x) =
∫ 1
0
ρst(∂r, · )(λx)dλ, x ∈ B2r1 ,
and ∂r is the radial vector field in R2n. Hence β0t ≡ 0, and β1t = 0 in Br1 . Moreover,
each 1-form βst(x) satisfies |βst(x)| ≤ c3‖x‖2 and, because ρst has support in intB2r1 ,
is closed and independent of r := ‖x‖ near ∂B2r1 . Therefore, near ∂B2r1 we may write
βst = dfst where fst is a function on S2n−1 of norm ≤ c4r31. Therefore we may extend
βst by d(α(r)fst) for a suitable cut off function α so that it has support in B3r1 and
still satisfies an estimate |βst(x)| ≤ c5‖x‖2.
Now construct hst, t ∈ [0, 1], for each fixed s by the usual Moser homotopy method so
that ωst( ddthst, ·) = βst.Then hst satisfies the required conditions. Moreover ‖ ddthst‖ ≤
c6‖x‖2. Hence the Hamiltonian Gst that generates gst ◦ hst satisfies
|Gst| ≤ c7‖x‖3 for ‖x‖ ≤ 3r1.
The generating Hamiltonian for φst := φt ◦ gst ◦ hst is
Hst(x) := Ht(x) +Gst(φ−1t (x)) = H
0
t (x) +O(‖x‖3).
Since c7 is independent of r1, we can now choose r1 so small that x = 0 is still the
global maximum of Hst. (The size of r1 will depend on the smallest eigenvalues of the
matrices Qt and also on the second derivatives of the φt, i.e. the cubic term in Ht.)
This completes Step 1.
By assumption there is a homotopy of the path {At} := {A1t} to a circle action
{A2t} through positive paths {Ast}t∈[0,1]. Denote by Qst the corresponding family of
positive definite matrices. Reparametrize this homotopy with respect to s to stretch it
out over the interval s ∈ [1, N ] for some large N to be chosen later. Note that φ1t = A1t
on Br1 .
Step 2: There is a sequence rk, k ≥ 2, satisfying 0 < 2rk+1 < rk for all k and a finite
sequence of homotopies γs = {φst}, s ∈ [k, k+1], k = 1, . . . , N−1, of Hamiltonian loops
with support in Brk so that:
• for all k ∈ [1, N − 1] φk+1 t = Ak+1 t on Brk+1 and φk+1 t = Ak t on BrkrB2rk+1.
• for each s the Hamiltonian loop φst, t ∈ [0, 1], has fixed maximum at {0}.
If rk and φk t are given, an obvious modification of the procedure described in Step
1 gives suitable rk+1 and φk+1 t provided that the derivative ddsAst, s ∈ [k, k + 1], is
not too large. As before, the idea is first to use the linear homotopy Ast for s ∈
[k, k + 1] to construct a smooth interpolation gst between Ak+1 t on Brk+1 and Ak t on
a neighborhood of ∂Brk , and then correct using a Moser homotopy. Then ‖gst(x) −
Ak t(x)‖ ≤ c‖x‖2, where c depends only on ddsAst. (Note that c does not depend on
rk because the linear maps Ast are invariant under homotheties.) But we can arrange
that ddsAst is as small as we like by choosing N sufficiently large. In order that the
resulting loops φst have fixed maximum at {0}, the permissible size for c (and hence
N) will depend on the smallest eigenvalue of the compact family of matrices Qst.
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Step 2 completes the proof, since the loop φ′ := φNt satisfies the requirements of the
lemma. 
3. Gromov–Witten invariants and blowing up
We now prove the results on Gromov–Witten invariants needed above, i.e. Propo-
sitions 2.5 and 2.19. In [15, Theorem 5.15] Hu–Li–Ruan establish a correspondence
between the relative genus g invariants of the blow up (M˜,E) and certain correspond-
ing sets of absolute invariants of M . Proposition 2.5 could be proved using a special
case of this general correspondence. However, instead of quoting their result we shall
reprove the parts we need, since we do not need the full force of their results and also
need some other related results.
We begin this section with a discussion of relative GW invariants since this will be
our main tool. For more details see Li–Ruan [23, §4,5] and Hu–Li–Ruan [15, §3], and
Bourgeois et al. [4, §10] for relevant compactness results. After stating the decom-
position formula, we prove Proposition 3.5, a generalization of Proposition 2.5 that
characterizes uniruled manifolds M in terms of properties of the one point blow up M˜ .
Finally we prove Proposition 2.19 by using the decomposition formula for section
classes of the bundle P → P1.
3.1. Relative invariants of genus zero. Consider a pair (X,D) where D is a divisor
in X, i.e. a codimension 2 symplectic submanifold. The relative invariants count con-
nected J-holomorphic curves in the k-fold prolongation Xk (defined below) of X. Here
J is an ω-tame almost complex structure on X satisfying certain normalization condi-
tions along D. In particular D is J-holomorphic, i.e. J(TD) ⊂ TD. The invariants
are defined by first constructing a compact moduli spaceM :=MX,Dβ,d (J) of genus zero
J-holomorphic curves C in class β ∈ H2(X) as described below and then integrating
the given constraints over the corresponding virtual cycleM [vir]. Here d = (d1, . . . , dr)
is a partition of d := β ·D ≥ 0.
To a first approximation the moduli space consists of curves in X, i.e. equivalence
classes C = [Σ, u, . . . ] of stable maps to X, that intersect the divisor D at r points with
multiplicities di. More precisely, each such curve has (k + 1) levels Ci for some k ≥ 0,
the principal level C0 in XrD and the higher levels Ci (sometimes called bubbles) in
the C∗-bundle L∗DrD where L∗D → D is the dual of the normal bundle to D. The
whole curve C therefore lies in a space Xk called the kth prolongation of X, which is
defined as follows. Identify L∗DrD with the complement of the sections D0, D∞ of the
ruled manifold
piQ : Q := P(C⊕ L∗D)→ D,
where the zero section D0 := P(C⊕{0}) has normal bundle L∗D and the infinity section
D∞ := P({0} ⊕ L∗D) has normal bundle LD. Think of the initial divisor D ⊂ X as the
infinity section D0∞ at level 0. Then the prolongation Xk is simply the disjoint union
of X with k copies of Q, but it is useful to think that for each i ≥ 1 the zero section
Di0 of the ith level is identified with the infinity section Di−1∞ of the preceding level.
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The most important divisor in Xk is Dk∞, which carries the relative constraints and
hence plays the role of the relative divisor.
For each i > 0 we assume that the ends of the components of the ith level curve Ci
along the zero section Di0 match with those of Ci−1 along Di−1∞. The final level Ck
carries the relative marked points which are mapped to Dk∞. Assuming there are no
absolute marked points, each level of C is an equivalence class of stable maps
[Σi, ui, y10, . . . , yri00, y1∞, . . . , yri∞∞],
in some class βi, where the internal relative marked points y10, . . . , yri00 are mapped to
Di0 with multiplicitiesmi0 that sum to βi·Di0 and the marked points y1∞, . . . , yri∞∞ are
taken to Di∞ with multiplicities mi∞ that sum to βi ·Di∞. Note that the components
Ci and Ci+1 match along Di∞ = Di+1,0 only if the multiplicities mi∞ and mi+1,0 agree.
In symplectic field theory such multilevel curves are called buildings: see [4, §7].
Each curve C inM might also have some absolute marked points; these could lie on
any of the levels Ci but must be disjoint from the relative marked points. We require
further that each component Ci be stable, i.e. have a finite group of automorphisms.
For C0 this has the usual meaning. However, when i ≥ 1 we identify two level i curves
Ci, C
′
i if they lie in the same orbit of the fiberwise C∗ action; i.e. given representing
maps ui : (Σi, j)→ Q and u′i : (Σ′i, j′)→ Q, the curves are identified if there is c ∈ C∗
and a holomorphic map h : (Σi, j) → (Σ′i, j′) (preserving all marked points) such that
ui ◦ h = c u′i.5 Thus L∗DrD should be thought of as a rubber space.
Note that although the whole curve is connected, the individual levels need not be
but should fit together to form a genus zero curve. The homology class β of such a
curve is defined to be the sum of the homology class of its principal component with
the projections to D of the classes of its higher levels. 6
When doing the analysis it is best to think that the domains and targets of the curves
have cylindrical ends. However, their indices are the same as those of the corresponding
compactified curves; see [23, Prop 5.3]. Thus the (complex) dimension of the moduli
space MX,Dβ,k,(d1,...,dr) of genus zero curves in class β with k absolute marked points and
r relative ones is
(3.1) n+ cX1 (β) + k + r − 3−
r∑
i=1
(di − 1) = n+ cX1 (β) + k + 2r − 3− d.
Here k+r−3 is the contribution from moving the marked points and we subtract di−1
at each relative intersection point of multiplicity di since, as far as a dimensional count
is concerned, what is happened at such a point is that di of the d := β ·D intersection
points of the β-curve with D coincide.
5 Hence a level Ci cannot consist only of multiply covered curves z 7→ zk in the fibers C∗ of L∗DrD
because these are not stable.
6 This is the class of the curve in X obtained by gluing all the levels together. When k = 0 the
curve only has one level and so the relative constraints lie along D ⊂ X. Ionel–Parker [16] work with
the moduli space obtained by closing the space of 1-level curves, which in principle could give slightly
different invariants from the ones considered here.
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Example 3.1. Let X = P2#P2, the one point blow up of P2 and set D := E, the
exceptional curve. Denote by pi : X → P1 the projection, and fix another section H of
pi that is disjoint from E. Let J be the usual complex structure and MX,Eλ (J ; p) be
the moduli space of holomorphic lines through some point p ∈ H, where λ = [H] is the
class of a line. Since λ ·E = 0 there are no relative constraints. Then MX,Eλ (J ; p) has
complex dimension 1 and should be diffeomorphic to P1. The closure of the ordinary
moduli space of lines in X though p contains all such lines together with one reducible
curve consisting of the union of the exceptional divisor E with the fiber pi−1(pi(p))
through p. But the elements of MX,Eλ (J ; p) do not contain components in E. Instead,
this component becomes a higher level curve lying in Q = P(C⊕O(1)) that intersects
E0 = P(C ⊕ {0}) in the point E0 ∩ pi−1(pi(p)) and lies in the class λQ of the line in
Q ∼= X. Note that modulo the action of C∗ on Q there is a unique such bubble.
Thus the corresponding two-level curve in MX,Eλ (J ; p) is a rigid object. Moreover,
because λQ projects to the class ε ∈ H2(E) of the exceptional divisor, its homology
class (λ− ε) + pr(λQ) is (λ− ε) + ε = λ.
The constraints for the relative invariants consist of homology classes bj in the divisor
D (the relative insertions) together with absolute (possibly descendent) insertions τijaj
where aj ∈ H∗(X) and ij ≥ 0. We shall denote the (connected) relative genus zero
invariants by:
(3.2)
〈
τi1a1, . . . , τiqaq | b1, . . . , br
〉X,D
β,(d1,...,dr)
,
where ai ∈ H∗(X), bi ∈ H∗(D), and d :=
∑
di = β · D ≥ 0. (If β · D < 0 then
the moduli space is undefined and the corresponding invariants are set equal to zero.)
This invariant counts isolated connected genus zero curves in class β that intersect D
to order d := (d1, . . . , dr) in the bi, i.e the ith relative marked point intersects D to
order di ≥ 1 at a point on some representing cycle for bi. Moreover, the insertion
τi occurring at the jth absolute marked point zj means that we add the constraint
(cj)i, where cj is the first Chern class of the cotangent bundle Lj to the domain7 at
zj . One can evaluate (3.2) (which in general is a rational number) by integrating an
appropriate product of Chern classes over the virtual cycle corresponding to the moduli
space of stable J-holomorphic maps that satisfy the given homological constraints and
tangency conditions. This cut down virtual cycle has dimension equal to the index of
the curves C satisfying these incidence conditions; if this dimension does not equal the
total degree
∑q
j=1 ij of the descendent classes the invariant is by definition set equal
to 0. For details on how to construct this virtual cycle see for example Li–Ruan [23] or
Hu–Li–Ruan [15]. (Also cf. Remark 1.7.)
We shall need the following information about specific genus zero relative invariants.
Lemma 3.2. Let X = Pn, and D = Pn−1 be the hyperplane. Denote by λ the class of
a line. Then:
7 Thus, if zj lies at the mth level, the fiber of Lj at C is T ∗zj (Σm).
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(i) if d > 0 and n > 1〈 |b1, . . . , br〉Pn,Pn−10,dλ,d = 0, for any bi ∈ H∗(Pn−1).
(ii) (Hu [14, §3] and Gathmann [7, Lemma 2.2]) Let M˜ be a one point blow up with
exceptional divisor E and suppose that β ∈ H2(M) ⊂ H2(M˜) so that β · E = 0. Then
for any ai ∈ H∗(M˜rE), the relative invariant
〈
a1, . . . , ak|
〉fM,E
0,β
equals the absolute
invariant
〈
a1, . . . , ak
〉fM
0,β
.
(iii) (Hu–Li–Ruan [15, Theorem 6.1]) The 2-point invariant
(3.3)
〈
τkpt |Dj
〉Pn,Pn−1
0,df,(d)
, 1 ≤ j ≤ n, d ≥ 1,
is nonzero iff k = nd− j.
Proof. (i) holds for dimensional reasons. We shall show that under the given conditions
on n and d it is impossible to choose d and the bi so thatMP
n,Pn−1
dλ,d has formal dimension
0. Therefore the invariant vanishes by definition.
By equation (3.1) the formal (complex) dimension of the moduli space of genus zero
stable maps through the relative constraints b1, . . . , br is
n+ d(n+ 1) + r − 3− (d− r) + δ − rn,
where δ is half the sum of the degrees of the bi. Thus 0 ≤ δ ≤ rn. Since d− r ≥ 0 and
r > 0, we therefore need (d− r)n+ n+ 2r+ δ = 3, which implies d = r and n = r = 1.
Since we assumed n > 1, this is impossible.
Hu’s proof of (ii) uses the decomposition formula stated below. (His proof can be
reconstructed by arguing as in the proof of Proposition 3.5.) The proof by Gathmann
is more elementary but applies only in the case of projective algebraic manifolds. Claim
(iii) is much deeper. It is proved by Hu–Li–Ruan using localization techniques. 
3.2. Applications of the decomposition formula. Our main tool is the decom-
position rule of Li–Ruan [23, Thm 5.7] and (in a slightly different version) of Ionel–
Parker [16]. So suppose that the manifold M is the fiber sum of (X,D) with (Y,D+),
where the divisors D := D− and D+ are symplectomorphic with dual normal bundles.
Since this is the only case we shall need, let us assume that the absolute constraints can
be represented by cycles in M that do not intersect the inverse image of the divisor, i.e.
that ai ∈ H∗(XrD), i ≤ q, and ai ∈ H∗(YrD+), q < i ≤ p. For simplicity we assume
also that the map H2(M) → H2(X ∪D Y ) is injective. (This hypothesis is satisfied
whenever H1(D) = 0.) Further, let bi, i ∈ I, be a basis for H∗(D) = H∗(D;Q) with
dual basis b∗i for H∗(D). Then the genus zero decomposition formula has the following
shape:〈
a1, . . . , ap
〉M
β
=(3.4) ∑
Γ,d,(i1,...,ir)
nΓ,d
〈
a1, . . . , aq | bi1 , . . . , bir
〉Γ1,X,D
β1,d
〈
aq+1, . . . , ap | b∗i1 , . . . , b∗ir
〉Γ2,Y,D+
β2,d
.
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Here we sum with rational weights nΓ,d over all decompositions d of d, all possible
connected labelled trees Γ, and all possible sets i1, . . . , ir of relative constraints. Each
Γ describes a possible combinatorial structure for a stable map that glues to give a
β-curve. Thus Γ is a disjoint union Γ1 ∪ Γ2, where the graph Γ1 (resp. Γ2) describes
the part of the curve lying in some Xk (resp. some Y`). Also β1 (resp. β2) is the
part of its label that describes the homology class; the pair (β1, β2) runs through all
decompositions such that the result of gluing the two curves in the prolongations Xk1
and Yk2 along their intersections with the relative divisors gives a curve in class β.
Moreover, there is a bijection between the labels {(di, bi) ∈ N×H∗(D)} of the relative
constraints in Γ1 and those {(di, b∗i ) ∈ N × H∗(D+)} in Γ2. (These labels are called
relative “tails” in [15].) Γi need not be connected; if it is not, we define
〈
. . . | . . . 〉Γi to
be the product of the invariants defined by its connected components.
Because the total curve has genus zero, each component of Γ1 has at most one relative
tail in common with each component of Γ2. In many cases we will be able to show that
Γ1 is connected, and hence that Γ2 has r components, one for each relative constraint.
Most of the next result is known: part (i) follows from Theorem 1.2 in Hu [14], while
part (ii) is very close to [15, Theorem 6.1].
Lemma 3.3. Let (M˜, ω˜) be the one point blow up of (M,ω) with exceptional divisor
E.
(i) If (M,ω) is strongly uniruled, then (M˜, ω˜) is also.
(ii) If
〈
a1, a2, pt
〉fM
β
6= 0 for some ai ∈ H∗(M) = H∗(M˜rE) and some β ∈ H2(M) ⊂
H2(M˜) then (M,ω) is strongly uniruled.
Proof. Consider (i). By hypothesis there is a nonzero invariant
〈
a1, a2, pt
〉M
β
. Think
of M as the fiber sum of (M˜,E) with (Pn,Pn−1) and evaluate this invariant by the
decomposition formula, putting all constraints into M˜rE. It follows that there is a
nonzero relative invariant 〈
a1, a2, pt |Ej1 , . . . , Ejs
〉Γ1,fM,Eeβ,`
with s ≥ 0 that is paired with a nonzero invariant 〈 |En−j1+1, . . . , En−js+1〉Γ2,Pn,Pn−1
`λ,`
.
Note that β˜ = β − `ε, where ` = ∑ `i. Since there are no absolute constraints in Pn,
Lemma 3.2 (i) implies that s = ` = 0 and Γ2 = ∅. But then Lemma 3.2 (ii) states that
the above relative invariant equals the absolute invariant
〈
a1, a2, pt
〉fM
β
. This proves (i).
Now consider (ii). By Lemma 3.2 (ii)
〈
a1, a2, pt
〉fM
β
=
〈
a1, a2, pt |
〉fM,E
β
6= 0. Now
use the decomposition formula to evaluate
〈
a1, a2, pt
〉M
β
, again putting all the absolute
constraints in M˜rE. Because there are no absolute constraints in (Pn,Pn−1), it follows
as before that there are no terms in this formula with Γ2 6= ∅. Hence〈
a1, a2, pt
〉M
β
=
〈
a1, a2, pt |
〉fM
β
6= 0
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as required. 
Remark 3.4. The proof of Proposition 3.5 given below can be adapted to show that
the statement in Lemma 3.3 (ii) holds also in the case β˜ · E = 1. However, it is not
clear whether it continues to hold when β˜ · E > 1. It is also not known whether the
strongly uniruled property persists under blow ups along arbitrary submanifolds.
We now prove the following version of Proposition 2.5.
Proposition 3.5. If there is a nonzero invariant
(3.5)
〈
a1, . . . , ap, E
j1 , . . . , Ejq
〉fMeβ ,
with ai ∈ H∗(M˜rE) ∼= H∗(M), q ≥ 1 and β˜ · E > 0 then (M,ω) is uniruled.
We prove this by the method of Hu–Li–Ruan [15]. Thus we first think of M˜ as
the fiber (or Gompf) sum of (M˜,E) with (X,E+), where X := P(O(−1) ⊕ C) is
the projectivized normal bundle to E = Pn−1 and E+ = P(O(−1) ⊕ {0}) ∼= Pn−1 is
the section with positive normal bundle. Using this decomposition, we show that the
existence of the nonzero absolute invariant (3.5) implies the existence of a nontrivial
relative invariant (3.7) for the pair (M˜,E). Next we identify the blow down M as the
fiber sum of (M˜,E) with the pair (Pn,Pn−1) and deduce from the nontriviality of (3.7)
the nontriviality of a suitable absolute invariant for M .
In the following we denote by ε ∈ H2(M˜) the class of the line in the exceptional
divisor E, and write the class β˜ ∈ H2(M˜) as β − dε, where d := β˜ · E and β ∈
H2(M˜rE) = H2(M). The homology of the exceptional divisor E ∼= Pn−1 is generated
by the hyperplane class in H2n−4(E). As a homology class we identify E with the class
in H2n−2(M) it represents. Hence the generator of H2n−4(E) is E2, and ε = En−1. The
relative constraints for (M˜,E) have the form Ej , j = 1, . . . , n. With our conventions
(which are different from [15]) the constraint in E dual to Ej is −En−j+1, i.e.
(3.6) Ej ·E (−En−j+1) = pt.
Lemma 3.6. If there is a nonzero absolute invariant of the form (3.5) for a given
p ≥ 0 and q ≥ 1 then there is a nonzero (connected) relative invariant of the form
(3.7)
〈
a′1, . . . , a
′
m |Ei1 , . . . , Eir
〉fM,E
β′−`ε,(`1...,`r), ij ≥ 1,
∑
`i = ` > 0,
where 0 ≤ m ≤ p, β′ ∈ H2(M) and ai ∈ H∗(M).
Proof. Decompose M˜ as the fiber sum of M˜ with the ruled manifold (X,E+) as above.
Apply the decomposition formula to evaluate the nonzero invariant〈
a1, . . . , ap, E
j1 , . . . , Ejq
〉fMeβ
putting all the a1, . . . , ap insertions into M˜rE and the insertions Ej1 , . . . , Ejq into
XrE+. Because β˜ /∈ H2(E), each term in the decomposition formula must correspond
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to a splitting β˜ = β˜′ + α where 0 6= β˜′ ∈ H2(M˜). Hence there is a nonzero relative
invariant for (M˜,E) in some class β˜′ 6= 0 that goes through all the constraints a1, . . . , ap.
It counts curves modelled on the possibly disconnected graph Γ1 and hence is a product
of connected invariants, each of which has the form (3.7) for some subset of a1, . . . , ap.
Note that each such connected invariant has nonempty intersection with E because the
initial β˜-curve in M˜ is connected and q ≥ 1. 
Lemma 3.7. If there is a nonzero relative invariant for (M˜,E) of the form (3.7) for
some m ≥ 0 and r ≥ 1 then there is a nonzero absolute invariant on M〈
a1, . . . , at, τk1pt, . . . , τkspt
〉M
β
for some β 6= 0, t ≤ m, 1 ≤ s ≤ r, kj ≥ 0 and ai ∈ H∗(M).
Proof. Choose a class β of minimal energy ω(β) such that there is a nonzero connected
relative invariant in some class β˜ := β−`ε, ` > 0, of the form (3.7) with t ≤ m absolute
constraints. Denote by s the smallest r > 0 such that there is a nonzero invariant
(3.7) with m = t, this class β, and r relative constraints. Denote the corresponding
relative constraints by En−j1+1, . . . , En−js+1 (cf. equation (3.6)) and the multiplicities
by ` = (`1, . . . , `s). Note that
∑
`j = ` > 0. In particular s > 0.
Decompose M into the fiber sum of M˜ with Y = Pn by identifying E ⊂ M˜ with the
hyperplane E+ = Pn−1 in Y . Apply the decomposition formula to evaluate
(3.8)
〈
a1, . . . , at, τk1pt, . . . , τkspt
〉M
β
, ki := n`i − ji,
putting all the point insertions into Y and the others into M˜rE. We claim that (3.8)
is nonzero.
Note first that by Lemma 3.2(iii) there is a nonzero term T in this decomposition
formula given by taking the product of the nonzero relative invariant (3.7) with s terms
of the form
〈
τkipt |Eji
〉Pn,Pn−1
`iλ,(`i)
. We need to check that all other terms in this formula
vanish.
Consider an arbitrary nonzero term T ′ in this formula. It is a product of a relative
invariant for (M˜,E) modelled on a graph Γ1 and in some class β′ − dε with a relative
invariant for (Pn,Pn−1) in class dλ. Since the classes β′ − dε and dλ combine to give
β′, we must have β′ = β. The minimality of ω(β) implies that Γ1 is connected, since
otherwise each of its components is in a class βi − diε with 0 < ω(βi) < ω(β).
Now look at the other side. By Lemma 3.2 (i) each connected relative invariant in
(Pn,Pn−1) must go through some absolute constraint. Hence Γ2 has at most s compo-
nents. But it cannot have fewer than s components, because if it did Γ1 would have
fewer than s relative constraints (since the genus zero requirement means that Γ1 meets
each component of Γ2 at most once), which contradicts the minimality of s. Therefore
there are s components of Γ2 and each goes through precisely one absolute constraint.
Thus each component is a nonzero 2-point invariant of the form
〈
τkipt |Ej
〉Pn,Pn−1
df,(d)
for
some i, d and 1 ≤ j ≤ n. But ki has a unique decomposition of the form n`i− ji where
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1 ≤ ji ≤ n. Hence, by Lemma 3.2 (iii) the relative constraints in Γ2 are precisely the
Eji , i = 1 . . . , s, with intersection multiplicities `. Thus T ′ = T . 
Proof of Proposition 3.5. By Lemma 3.7 it suffices to show that M is uniruled iff an
invariant of the form
〈
τi1a1, . . . , τik−1ak−1, τikpt
〉M
β
is nonzero. Hu–Li–Ruan [15, The-
orem 4.9] prove this by an inductive argument (similar to the proof of Proposition 4.4
below) that is based on the identity (3.9). 2
3.3. Blowing down section invariants. It remains to prove Proposition 2.19. We
begin with a general remark about the invariants of pairs of spaces (X,D) that are
fibered over P1 with fiber (F,DF ). It concerns invariants in the class β ∈ H2(F ) of a
fiber. Denote by ι : H∗(F )→ H∗(X) the map induced by inclusion.
Lemma 3.8. Let pi : X → P1 be a Hamiltonian fibration with fiber F that induces a
fibration FD → D → P1 on the divisor D. If a1 := ι(a1) is a fiber class and β ∈ H2(F )
then 〈
ι(a1), . . . | b1, . . .
〉X,D
β,d
=
〈
a1, a2 ∩ F, . . . | b1 ∩DF , . . .
〉F,DF
β,d
.
Similarly, if b1 := ι(b1) is a fiber class then〈
a1, . . . | ι(b1), . . .
〉X,D
β,d
=
〈
a1 ∩ F, . . . | b1, b2 ∩DF , . . .
〉F,DF
β,d
.
In particular, any invariant with two fiber insertions must vanish. Corresponding re-
sults hold for absolute invariants.
Proof. This holds because one can defineM [vir]β in such a way that each of its elements
represents a curve lying in some fiber of pi. Therefore, if we represent the class a1 by
a cycle lying in the fiber Fz := pi−1(z) all the curves that contribute to the invariant
lie entirely in this fiber and hence must intersect the other cycles in representatives
for ai ∩ F, bj ∩ F . The details of the proof in the absolute case are spelled out in [27,
Prop 1.2(ii)]. The relative case is similar. 
We saw earlier that P˜ is the blow up of P along a section smax in Fmax×P1. Similarly,
P˜ ′ is the blow up of P ′ along the corresponding section s′min in F
′
min × P1. Note that
s′min has normal bundle O(1)⊕Cn−1, where O(m)→ P1 denotes the holomorphic line
bundle of Chern class m. We denote by D the exceptional divisor in P˜ ′. Thus it is a
Pn−1-bundle
piD : D := P(O(1)⊕ Cn−1)→ P1.
Consider the section sD := P({0}⊕· · ·⊕{0}⊕C) of D → P1. It lies with trivial normal
bundle in the product divisor V := P({0}⊕Cn−1) ∼= sD×Pn−2 and so c1(sD) = 3. The
exceptional divisor E of M˜ can be identified with pi−1D (pt). The line ε in E intersects
V once. Therefore classes sD −mε with m > 1 have no holomorphic representatives
in D since they have negative intersection with V and cannot be represented in V
itself. On the other hand the section class sZ := sD − ε has the unique representative
P(O(1)⊕ {0} ⊕ · · · ⊕ {0}).
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The proof of Proposition 2.19 has two steps: we need to show that the absolute
invariant in P˜ ′ equals a suitable relative invariant for (P˜ ′, D), and then look at the blow
down correspondence. The first of these steps turns out to be the hardest, requiring
a detailed study of the the invariants of the ruled manifold (Y,D+). Here Y is the
projectivization P(L ⊕ C) of the normal bundle to D ⊂ P˜ ′ and D+ := P(L ⊕ {0})
as above; see Fig. 3.1. Thus (Y,D+) fibers over P1 with fiber (X,E+) equal to the
pair consisting of the 1-point blow up of Pn and hyperplane class E+, and there is a
commutative diagram
P1 → (X,E+) ρX→ E
↓ ↓ ↓
P1 → (Y,D+) ρY→ D
piY ↓ piD ↓
P1 = P1.
We denote by D0 the divisor P({0}⊕C) in Y that is disjoint from D+, and by sD0 the
section in D0 corresponding to sD. Since D0 has the same normal bundle as D ⊂ P˜ ′,
c1(sD0) = 3. Also D0 ∩X can be identified with the exceptional divisor E in M˜ . Thus
c1(λX) = n−1 where λX is the class of a line in X ∩D0. Note that H2(Y ) is generated
by sD0 , λX and f . Moreover ρY (sD0 − λX) = sZ . Thus we write sZ0 := sD0 − λX .
Figure 3.1. Diagram (I) is a 3D picture of the moment polytope of
the toric manifold D, while (II) is a 3D picture of that for Y with D
reduced to 2-dimensions
The next lemma contains some preliminary calculations. Here, and subsequently, we
choose the relative constraints b∗i from the elements of the following self-dual basis for
H∗(D):
Di ∈ H2(n+1−i)(D), 1 ≤ i ≤ n, Ej ∈ H2(n−j)(D), 1 ≤ j ≤ n.
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As always Ej denotes the image in D of the class in M˜ represented by the j-fold
intersection of E with itself in M˜ . Thus the Ej are fiber constraints for the projection
piD : D → P1, while the Di are nonfiber constraints. Also Di ·Ej = 0 unless i+j = n+1.
Lemma 3.9. (i) If m ≤ −2, all invariants of (Y,D+) in the classes sD0 +mλX + df
vanish. They also vanish in the classes mλX + df with m ≤ −1.
(ii) Let j = 1 or 2. Then
〈
Ej |b∗1, . . . , b∗r
〉Y,D+
sD0+df+mλX ,d
= 0 for all d such that 0 ≤ d ≤
m+ 1.
(iii) Let d > 0 and 1 ≤ j ≤ 2. If 〈Ej |b∗1, . . . , b∗r〉Y,D+df+mλX ,d 6= 0 then b∗i is a nonfiber
constraint for all i. Moreover if n ≥ 3 and r = 1 then m = 0 and d = 1. The same
holds if n = 2 and j = r = 1.
(iv) If
〈 |b∗1, . . . , b∗r〉Y,D+df+mλX ,(d) 6= 0 for some m ≥ 0 and 1 ≤ r ≤ 2 then m < d.
Proof. (i) Since ρY : Y → D is holomorphic every class with nonzero GW invariants
in Y must map to a class with a holomorphic representative in D. Hence their image
must have nonnegative intersection with the divisor V containing sD. Since sD ·V = 1
and ε · V = −1 the result follows.
Now consider (ii). A dimensional calculation shows that when m+1 ≥ d the invariant
(ii) can be nonzero only if m = −1, j = 2 and d = r = 0. Hence it remains to consider
the invariant
〈
E2| 〉Y,D+
sZ0
, where sZ0 := sD0 − λX . Although this could be nonzero as
far as dimensions are concerned, the geometry shows that it must be zero. To see this,
consider the holomorphic fibration piY : Y → P1. Since the normal bundle to sZ in
D is a sum of copies of O(−1), there is a unique curve in D in class sZ . Since any
holomorphic curve in Y in class sZ0 projects to an sZ curve in D, the sZ0 curves in
Y lie in the surface ρ−1Y (sZ); cf. Figure 3.1 where this surface is crosshatched. This
surface has 2-dimensions, while the constraint E2 has codimension 3 in Y . (Remember
that E is the exceptional divisor in M˜ and E2 denotes its intersection in M˜ .) Hence
there is a cycle in Y representing E2 that does not meet any sZ0 curves. This proves
(ii).
In case (iii) we are counting curves in a fiber class of the holomorphic projection
piY : Y → P1. Since Ej is a fiber constraint, the first claim is an immediate consequence
of Lemma 3.8. To prove the second, note that by Lemma 3.8 the invariant reduces to
one in (X,E+). A count of dimensions shows that m = 0. But then f is a fiber class
for the projection ρX so that the invariant is nonzero only if ρX(b) ∩ ρX(Ej) 6= 0. A
further dimension count now implies that d = 1 (or one can use the fact that one is
counting d-fold covered spheres in P1 with 2 homological constraints). The proof of the
third claim is similar.
Consider (iv). Since the fibers X of the bundle Y → P1 can all be identified (as
Ka¨hler manifolds) with the 1-point blow up of Pn (with X ∩D+ the hyperplane class),
this invariant can be nonzero only if one of the relative constraints, say b∗1 is a fiber
constraint while the others are not. Therefore δb ≥ r − 1. Now count dimensions. 
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Lemma 3.10. Suppose that (M,ω) is not uniruled and that n ≥ 3. Then〈 |E2〉 eP ′,D
σ−ε =
〈
E2
〉 eP ′
σ−ε.
Proof. As in the proof of Lemma 3.6 decompose P˜ ′ as the connected sum of (P˜ ′, D)
with the ruled manifold (Y,D+) considered above. Consider a typical term in the
decomposition formula for
〈
E2
〉 eP ′
σ−ε where we put the constraint E
2 in D0 ⊂ Y :〈 |b1, . . . , br〉Γ1, eP ′,Dα1−`ε,` 〈E2|b∗1, . . . , b∗r〉Γ2,Y,D+α2+`f,`
where α1 ∈ H2(P ′) and α2 ∈ H2(D0). (Note that the intersections on each side of D
match because α1 ·D = 0 for all αi ∈ H2(P ′).) There is one term in this formula with
α1 = σ, ` = r = 1 and b1 = E2. The first factor is then
〈 |E2 〉 eP ′,D
σ−ε while the second is〈
E2|Dn−1〉Y,D+
f
= 1. Hence we must see that all other terms vanish.
The argument has several steps. Throughout the following discussion the words
fiber/section class and fiber/nonfiber constraint apply to the fibration pi over P1. More-
over a component of Γ1 or Γ2 is called a fiber component if it represents a class in the
homology H2(M˜) of the fiber.
(a) No component of Γ1 can lie in a fiber class β˜ and go through a fiber constraint b.
For if there were such a component, Lemma 3.8 would imply that the corresponding
invariant
〈 |b, b2, . . . 〉 eP ′,Deβ,k equals the fiber invariant 〈 |b, b2∩M˜, . . . 〉fM,Eeβ,k , and so (M,ω)
would be uniruled by Lemma 3.7.
(b) Every fiber component of Γ2 has r ≤ 2; moreover a fiber component through Ej has
r = 1. If a component of Γ2 has two nonfiber relative constraints, say b∗1, b∗2, then the
genus zero restriction implies that at least one of the dual fiber constraints b1, b2 must
lie in a fiber component of Γ1 (since Γ1 has at most one section component.) But this
contradicts Step (a). Thus the second claim holds by the first part of Lemma 3.9(iii),
while the first claim holds by Lemma 3.8 which says that only one of the relative
constraints for each component can be a fiber class.
(c) If Γ2 is a section class, its section component must go through the absolute con-
straint. For otherwise Γ2 contains an invariant of the type considered in Lemma 3.9
(iii) whose relative constraint is dual to a fiber constraint. Hence Γ1 would have to
contain a fiber component with a fiber constraint, contradicting (a).
(d) Γ2 cannot be a section class. If Γ2 is a section class then by (c) the fiber components
in Γ2 have no absolute constraints. Hence by Lemma 3.9(i) and (iv) (which applies by
(b)) the fiber classes have the form dif +miλX with 0 ≤ mi < di. Suppose the section
class is sD0 + d0f + m0λX . Then these classes in Γ2 combine with α1 − dε to make
σ − ε where σ ∈ H2(P ′). But λX projects to the class ε in D. Hence
−d+
∑
i≥0
mi =
∑
i≥0
(mi − di) = −1.
32 DUSA MCDUFF
We saw above that mi − di ≤ −1 for all i > 0. Therefore either Γ2 is connected and
m0 − d0 = −1 or m0 − d0 ≥ 0. Neither of these cases occur by Lemma 3.9(ii).
(e) Completion of the proof. As in step (d) d =
∑
di and
∑
i≥0(mi − di) = −1. The
component of Γ2 through E2 has r = 1 by (b) and hence m0 = 0 and d0 = 1 by
Lemma 3.9(iii). Moreover all other components of Γ2 have mi ≥ 0 by Lemma 3.9(i)
and hence mi < di by Lemma 3.9(iv). Therefore Γ2 is connected and lies in class f .
Hence Γ1 is also connected and lies in class σ − ε. Therefore this is the term already
considered. 
We now relate the relative invariant in P˜ ′ to an absolute invariant in P ′. To this
end, consider the Pn-bundle W := P(O(1) ⊕ Cn−1 ⊕ C) → P1. It contains a copy
D+ := P(O(1)⊕ Cn−1 ⊕ {0}) of D with normal bundle L∗D (where as usual LD is the
normal bundle of D), and a disjoint section sW := P({0} ⊕ {0} ⊕ C). This can be
identified with sD and so c1(sW ) = 3. We also denote by λ the line in the fiber of
W → P1.
Lemma 3.11. Let n ≥ 2. Then:
(i)
〈
τ1pt|b∗1, . . . , b∗r
〉W,D+
sW+dλ,d
= 0 for all b∗i ∈ H∗(D+).
(ii)
〈
τ1pt|b∗1, . . . , b∗r
〉W,D+
dλ,d
6= 0 only if d = r = 1 and b∗1 is a multiple of (D+)n−1.
(iii) If d > 0,
〈 |b∗1, . . . , b∗r〉W,D+dλ,d = 0 for all b∗i .
Proof. (i) Since c1(sW ) = 3 and c1(λ) = n+ 1 this invariant is nonzero only if
n+ 1 + 3 + d(n+ 1) + r + 1− 3 + δb − 1− (d− r) = (r + 1)(n+ 1),
which reduces to (d− r)n+ δb + r = 0. Hence it cannot hold when d ≥ r ≥ 1.
In case (ii) the dimensional condition is the same except that LHS is reduced by
3 = c1(sW ). If d > r then we need n = 2, r = 1, d = 2 and δb = 0. But then the
invariant has two point constraints and hence vanishes by Lemma 3.8: it counts curves
in a fiber class through points that could lie in different fibers. If d = r, we need
δb + r = 3. If r > 1 then at least one of the b∗i is a point constraint, and the invariant
vanishes as before. Hence we must have r = 1, δb = 2. Since b cannot be a fiber class, it
reduces to
〈
τ1pt|b ∩ F
〉Pn,Pn−1 which is nonzero when b = (D+)n−1 by Lemma 3.2(iii).
Claim (iii) holds by a dimension count (or by Lemma 3.2(i)). 
Corollary 3.12. Suppose that (M,ω) is not uniruled and that n ≥ 2. Then there is
c 6= 0 such that 〈τ1pt〉P ′σ = c〈 |E2〉 eP ′,Dσ−ε .
Proof. Identify P ′ with the fiber sum of (P˜ ′, D) with (W,D+) and calculate
〈
τ1pt
〉P ′
σ
using the decomposition formula, putting the point into WrD′. A typical term in the
decomposition formula (3.4) has the form〈 |b1, . . . , br〉Γ1, eP ′,Dα1−dε,d 〈τ1pt|b∗1, . . . , b∗r〉Γ2,W,D+α2+dλ,d
where α2 = 0 or sW , and λ is the class of a line in the fiber of W .
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We saw in Lemma 3.11 that in a nonzero term α2 = 0. Further each nonzero
component of Γ2 must have an absolute constraint and d = r = 1. Hence there is only
one such component and it has b∗1 = (D+)n−1. Hence b1 = E2 and Γ1 must consist of
the single component
〈 |E2〉 eP ′,D
σ−ε,(1). Hence there is only one term in the decomposition
formula. The result follows. 
Proof of Proposition 2.19(i).
This follows immediately from Corollary 3.12 and Lemma 3.10. 2
We now turn to the proof Proposition 2.19(ii) which concerns the case n = 2.
Lemma 3.13. Let n = 2. If
〈
E
〉 eP ′
σ−2ε 6= 0 then
〈 |E,D〉 eP ′,D
σ−2ε,(1,1) 6= 0.
Proof. As before, we calculate the nonzero invariant
〈
E
〉 eP ′
σ−2ε by considering P˜
′ as a
connected sum of (P˜ ′, D) with (Y,D+), putting E into Y . Steps (a), (b) and (c) of the
proof of Lemma 3.10 go through as before. So consider (d) and suppose that Γ2 is a
section class. The homology class count is now∑
i≥0
(mi − di) = −2.
By Lemma 3.9 (i), m0 ≥ −1 and mi ≥ 0. Therefore by Lemma 3.9 (ii) m0 − d0 < −1
and by Lemma 3.9 (iv) mi − di ≤ −1 for i > 0. Therefore Γ2 must be connected and
m0 − d0 = −2. Since d0 ≥ 0 this gives m0 ≤ −2, which is impossible.
Since mi−di ≤ −1 for fiber constraints, this argument also shows that Γ2 has at most
two fiber components. One of these goes through the E constraint and has m = 0, d = 1
by Lemma 3.9 (iii). Hence there is exactly one other that has 0 ≤ m′ = d′ − 1 and
r ≤ 2. Since this is a fiber invariant it reduces to an invariant in (X,E+) of the form〈 |a1, . . . , ar〉X,E+d′f+(d′−1)λX ,d′ .
Since n = 2, this is possible only if d′ = 1. Hence both components of Γ2 lie in the
class f , and the Γ2 factor must be〈
E|D2〉Y,D+
f
〈 |pt〉Y,D+
f
.
Hence
〈 |E,D〉 eP ′,D
σ−2ε,(1,1) 6= 0. 
Proof of Proposition 2.19(ii).
Blow down D by summing with (W,D+) as in Corollary 3.12. Consider the resulting
decomposition formula for
〈
pt, sW
〉P ′
σ
where the absolute constraints are put into W .
(a) There is no term in this formula with Γ1 = ∅. In such a term σ would be a section
class in W with cW1 (σ) = 3. Since the only section classes are sW +mλ and c
W
1 (λ) = 3,
we must have σ = sW . But the only holomorphic representatives of sW that meet the
product divisor Z = P({0} ⊕ C2) ∼= sW × P1 are parallel copies of sW lying entirely in
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Z. Hence one can place the constraints pt, sW in Z in such a way that no holomorphic
sW -curve meets them both.
(b) Γ2 cannot be a section class. For if so, by (a), there would have to be a nonzero
invariant 〈
a1, . . . , am|b∗1, . . . , b∗r
〉W,D+
sW+dλ,d
, d > 0,
where 0 ≤ m ≤ 2 and the ai form a subset of {pt, sW }. This is impossible for dimen-
sional reasons.
(c) Γ2 has at most 2 components. Each has d = r = 1. By (b) each component in Γ2 lies
in some class df . Even if one puts all the constraints into one component, a dimension
count shows that the invariant
〈
pt, sW |b1, . . . , br
〉W,D+
dλ,d
is nonzero only if d = 1. It
follows that d = 1 in all cases. Thus we are counting lines, and so each component
must have two constraints and hence since r = 1 each must have an absolute constraint.
Therefore the only possibilities for Γ2 are: one component of type〈
pt, sW |D
〉W,D+
λ,(1)
=
〈
pt, pt|E+〉F,E+
λ,(1)
,
or the two terms in the product〈
pt|sD
〉W,D+
λ,(1)
〈
sW |pt
〉W,D+
λ,(1)
.
The corresponding Γ1 terms are〈 |pt〉 eP ′,D
σ−ε , and
〈 |D,E〉 eP ′,D
σ−2ε.
We saw in Lemma 3.13 that the second of these terms is nonzero. Therefore, if the
first term vanishes,
〈
pt, sW
〉P ′
σ
6= 0. However, if the first term does not vanish, we may
apply Corollary 3.12 to conclude that
〈
τ1pt
〉P ′
σ
6= 0. This completes the proof. 2
3.4. Identities for descendent classes. To complete the proof of Theorem 1.1 we
must establish Lemma 2.21. Its proof is based on some identities for genus zero
Gromov–Witten invariants that we now explain. We shall denote by ψi the first Chern
class of the cotangent bundle to the domain of a stable map at the ith marked point,
and by Wβ the configuration space of all (not necessarily holomorphic) stable maps
in class β. If i 6= j consider the subset Di,β1 | j,β2 of Wβ consisting of all stable maps
with at least two components, one in class β1 containing zi and the other in class
β2 := β − β1 containing zj . Further, if i, j, k are all distinct consider the subset Di|jk
of Wβ consisting of all stable maps with at least two components, one in some class β1
containing zi and the other in class β − β1 containing zj , zk. The virtual moduli cycle
M [vir]β has a natural map to Wβ that may be chosen to be transverse to the above
subsets. These therefore pullback to real codimension 2 sub(branched) manifolds in
M [vir]β which we denote by the same names.
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In [22, Thm 1], Lee–Pandharipande prove the following identities in the algebraic
case:
ψi = Di|jk(3.9)
ev∗i (L) = ev
∗
j (L) + (β · L)ψj −
∑
β1+β2=β
(β1 · L)Di,β1 | j,β2 ,(3.10)
where the two sides are considered as elements of an appropriate Picard group and
L ∈ H2n−2(M ;Z) ∼= H2(M) is any divisor. We might try to think of these equations
as identities in the second cohomology group of M [vir]β . However, M [vir]β is not really
a space in its own right since it is only well defined up to certain kinds of cobordism.
Hence it does not have a well defined H2. Therefore we shall interpret these equations
as identities for Gromov–Witten invariants. For example, (3.9) states that for all k ≥ 3,
all i1 > 0, ij ≥ 0 and all classes β ∈ H2(M), ai ∈ H∗(M),〈
τi1a1, . . . , τikak
〉M
β
=
∑
j,S,β1+β2=β
〈
τi1−1a1, . . . , ξj
〉M
β1
〈
ξ∗j , τi2a2, τi3a3, . . .
〉M
β2
.
Here the sum is over the elements of a basis ξj of H∗(M) (with dual basis ξ∗j ), all de-
compositions β1 +β2 = β of β, and all distributions S of the constraints τi4a4, . . . , τikak
over the two factors, subject only to the restriction that if β1 = 0 then the first factor
must include at least one of the τi`a`, ` ≥ 4, so that it is stable. The second identity
has a similar interpretation; cf. Lemma 3.14.
Identity (3.9) is proved for the space of genus zero stable curves M0,k by Getzler
at the beginning of §4 in [8]. It holds for stable maps because the descendent class ψi
differs from the pullback of the corresponding class onM0,k precisely by the boundary
class consisting of the elements in M [vir]β such that the component containing the
ith marked point is unstable. Note that the proof of Proposition 3.5 and hence of
Theorem 1.1 requires the full strength of this identity.
Lee–Pandharipande’s proof of (3.10) in [22, §1.1] adapts readily to the symplectic
case provided that one has a good framework to work in: one needs a model for the
virtual cycle M [vir]β in which the elements in H2(M [vir]β ) have “nice” representatives.
One could work with ad hoc methods as in [27] and interpret the idea of transversality
using the normal cones to the strata of the moduli space provided by the gluing data,
but it is cleaner to work in the category of polyfolds newly introduced by Hofer–
Wysocki–Zehnder since this provides the moduli spaces with a smooth structure. Note
that because one needs to use multivalued perturbations the moduli spaces are in
general branched. (Here one can work with various essentially equivalent definitions,
see [28, Def 3.2] and [13, Def 1.3].)
To prove Theorem 1.1 we only need the very special case of this identity relevant to
Lemma 2.21. We will sketch the proof in this case to give the general idea. Note that
here i = 1, j = 2 and the term ev∗2(L) does not contribute since L ∩ pt = 0. When we
prove Lemma 2.21 we will explain how to construct the moduli space B in this context;
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since we are working in a fibered 6 dimensional manifold, it is not hard to obtain it by
ad hoc methods.
Lemma 3.14. Given a class σ ∈ H2(M) and a divisor H ∈ H2n−2(M), denote by
B := M [vir]σ,2 (pt) the virtual moduli space of stable maps in class σ with two marked
points, one through a fixed point x0 ∈M and the other through a cycle representing H.
Suppose that B can be constructed as a smooth branched manifold of real dimension 2
that is transverse to the strata in W. Then, for any divisor L ∈ H2n−2(M)〈
LH, pt
〉M
σ
= (σ · L) 〈H, τ1pt〉Mσ − ∑
j, α1+α2=σ
(α1 · L)
〈
H, ξj
〉M
α1
〈
ξ∗j , pt
〉M
α2
.
Proof. For present purposes we may think of a branched 2-dimensional manifold as
the realization of a rational singular 2-cycle formed by taking the union of a finite
number of (positively) rationally weighted oriented 2-simplexes (λi,∆i), where λi ∈
Q>0, appropriately identified along their boundaries. (This might have singularities
at the vertices, but since these are codimension 2 this does not matter. See [28, 13]
for a more complete description.) Since B is transverse to the strata in Wβ, there is
a finite set SingB of points in B corresponding to stable maps whose domain has two
components, and the other points have domain S2. We assume that each b ∈ SingB
lies in the interior of a 2-simplex and therefore has a weight λb.
Let pi : C → B be the universal curve formed by the domains with evaluation map
f : C →M . The marked points define two disjoint sections s1, s2 of C → B, numbered
so that f ◦ s1(b) ∈ H, f ◦ s2(b) = x0. We may assume that these sections are transverse
to the pullback divisor (codimension 2 cycle) f∗L. Note that C is the blow up of an
oriented S2-bundle P → B at a finite number of points, one in each fiber over SingB.
For each such b we choose the exceptional sphere Eb to be the component that does
not contain s2(b). Since the marked points never lie at nodal points of the domain, the
sections s1, s2 blow down to disjoint sections s′1, s′2 of the S2 bundle P → B. Hence P
can be considered as the projectivization P(V ⊕C) where V → B is a line bundle and
s′1 = P(V ⊕ 0), s′2 = P(0⊕C). Note also that s2 = s′2 while s1 is the blow up of s′1 over
those points b ∈ SingB for which s1 ∩ Eb 6= ∅. For such b ∈ SingB set δ1(b) := λb, and
otherwise set δ1(b) := 0.
If B were a manifold then, as in the proof of Theorem 1 in [22, §1.1], we would have
〈
H, τ1pt
〉M
σ
= −s2 · s2 = −
∫
B
c1(V ).
In our situation we must take the weights on B into account: each point y in the inter-
section s2 · s2 should be given the (positive) weight λ(pi(y)) ∈ Q of the corresponding
point pi(y) ∈ B as well as the sign o(y) ∈ {±1} of the intersection. Thus we find
〈
H, τ1pt
〉M
σ
= −
∑
y∈s1·s1
o(y)Λ(pi(y)) =: −
∫
B
c1(V ).
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We want to calculate〈
LH, pt
〉M
σ
=
〈
LH, pt
〉M
σ
− 〈H,Lpt〉M
σ
=
∫
B
ev∗1(L)− ev∗2(L)
=
∫
s1
f∗(L)−
∫
s2
f∗(L)
=
∑
y∈s1·f∗(L)
o(y)Λ(pi(y))−
∑
y∈s2·f∗(L)
o(y)Λ(pi(y)).
This can be done just as in [22]. The divisor f∗(L) intersects a generic fiber F of C → B
with multiplicity σ ·L, and intersects the exceptional divisor Eb with multiplicity α1(b) ·
L, where α1(b) = [f∗(Eb)]. Since H2(C;Q) splits as the sum H2(P ;Q)⊕
∑
b∈SingB [Eb]Q,
we may consider the difference [s1] − [s2] ∈ H2(C;Q) as the sum of [s′1] − [s′2] with
−∑b∈SingB δ1(b)[Eb]. But [s′1] − [s′2] = k[F ] where k := − ∫B c1(V )F and [F ] denotes
the fiber class of P → B. It follows that∫
s1
f∗(L)−
∫
s2
f∗(L) = −(σ · L)
∫
B
c1(V )−
∑
b∈SingB
δ1(b)α1(b) · L
= (σ · L)〈H, τ1pt〉Mσ − ∑
α1+α2=σ
(α1 · L)Nα1,α2
where Nα1,α2 =
∑
j
〈
H, ξj
〉M
α1
〈
ξ∗j , pt
〉M
α2
is the number of two-component curves, one in
class α1 through H and the other in class α2 through the point x0. This completes the
proof. 
Proof of Lemma 2.21 If a symplectic 4-manifold (M,ω) is not the blow up of a ra-
tional or ruled manifold then it has a unique maximal collection {ε1, . . . , εk} of disjoint
exceptional classes (i.e. classes that may be represented by symplectically embedded
spheres of self-intersection −1). If we blow these down, the resulting manifold (M,ω)
(called the minimal reduction of (M,ω)) has trivial genus zero Gromov–Witten invari-
ants. We show that for these M it is impossible for an invariant of the type
〈
pt, s
〉P
σ
to be nonzero.
Since (M,ω) is not strongly uniruled, it follows from Remark 2.10 that
〈
pt, a
〉P
σ
= 0
for all a ∈ H2(M). Therefore
〈
pt, s
〉P
σ
is the same for all section classes s. Choose
classes h1, h2 ∈ H2(M ;Z) with h1h2 6= 0. Pull them back to M and then extend them
to H2(P ;Q) (which is possible by [27, Thm 1.1] for example.) Multiplying them by a
suitable constant we get integral classes h1, h2 ∈ H2(P ;Z) with Poincare´ duals H1, H2.
By construction s0 := H1H2 is a section class and Hj ·εi = 0 for all exceptional divisors
εi in M .
We now claim that we can apply Lemma 3.14 to evaluate the nonzero invariant〈
H1H2, pt
〉P
σ
. For this, it suffices to show that the space of (regularized) stable maps
in class σ and through the point x0 can be constructed as a branched 2-manifold B′.
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To this end, consider an Ω-tame almost complex structure JP on (P,Ω) for which
the projection pi : (P, JP ) → (S2, j) is holomorphic. Then JP restricts on each fiber
Pz := pi−1(z) to an ω-tame almost complex structure on M . Every JP -holomorphic
stable map in class σ consists of a holomorphic section plus some fiberwise bubbles.
Since the family of such stable maps through some fixed point x0 has real dimension
2, we can assume that each such bubble is a k-fold cover of an embedded regular curve
in some class β with c1(β) ≥ 0 and ω(kβ) ≤ κ = Ω(σ), and that the sections through
x0 with energy ≤ κ are regular and so lie in classes with 2 ≤ c1(σ′) ≤ 3. For any JP ,
each exceptional class εi is represented by a unique embedded sphere. Since (M,ω) is
not rational or ruled, it follows from Liu [24] that these are the only JP -holomorphic
spheres in classes β with c1(β) > 0. (For details of this argument see [30, Cor 1.5].)
Since regular sections through x0 in classes with c1(σ′) = 2 are isolated, there can be
a finite number of two component stable maps whose bubble is an exceptional sphere
and there are no stable maps involving multiply covered exceptional classes. However
there may be some with multiply covered bubbles in classes β with c1(β) = 0. To deal
with these, choose a suitable very small multivalued perturbation ν over the moduli
spaces of fiberwise curves with class kβ for ω(kβ) ≤ κ so that there are only isolated
solutions of the corresponding perturbed equation. Since the sections through x0 are
regular, they can meet one of these isolated bubbles only if they lie in a moduli space
of real dimension 2 and for generic choices of JP and ν they will meet only one such
bubble. Therefore for this choice of ν the perturbed moduli space contains isolated two-
component stable maps. It remains to extend the perturbation over a neighborhood of
this stratum in Wσ (tapering it off to zero outside this neighborhood), and to define
B′ as the solution space of the resulting perturbed Cauchy–Riemann equation.
Lemma 3.14 now implies that
〈
H1H2, pt
〉P
σ
= (σ ·H1)
〈
H2, τ1pt
〉P
σ
−
∑
j,α1+α2=σ
(α1 ·H1)
〈
H2, ξj
〉P
α1
〈
ξ∗j , pt
〉P
α2
,
where ξj runs over a basis for H∗(P ) with dual basis ξ∗j . Note that we may choose this
basis so that exactly one of each pair ξj , ξ∗j is a fiber class.
The first term must vanish, since otherwise (M,ω) is strongly uniruled by Lemma 2.20.
Therefore there must be some nonzero product. If α2 is a fiber class then by Lemma 3.8〈
ξ∗j , pt
〉P
α2
=
〈
ξ∗j ∩M,pt
〉M
α2
so that (M,ω) is strongly uniruled by definition. Hence these
product terms vanish. Further if α2 is a section class and ξ∗j 6= [M ] is a fiber class then
(M,ω) is strongly uniruled by Remark 2.10. On the other hand if ξ∗j = [M ] then there
is a nonzero invariant
〈
H2, s
〉P
α1
for α1 ∈ H2(M) and some section class s which implies
that cM1 (α1) = 1. Also because α1 ·H2 6= 0, the choice of H2 implies that α1 is not one of
the exceptional classes εi. But this is impossible since we saw above that the only bub-
bles with Chern class 1 are the exceptional spheres. Therefore there must be a nonzero
term in which both α1 and ξj are fiber classes. In this case,
〈
H2, ξj
〉P
α1
=
〈
H2, ξj∩M
〉M
α1
is an invariant in M . But the only nonzero classes α1 ∈ H2(M) with nontrivial 2-point
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invariants are the exceptional divisors εi and εi · H1 = 0 by construction. Therefore
these terms must vanish as well. This completes the proof. 2
4. Special cases
We now discuss some special S1-actions for which it is possible to prove directly that
(M,ω) is strongly uniruled.
Proposition 4.1. Suppose that (M,ω) is a semifree Hamiltonian S1-manifold. Then
(M,ω) is strongly uniruled.
Proof. Denote by γ the element in pi1(HamM) represented by the circle action and by
S(γ) ∈ QH∗(M)× its Seidel element. Since the action is semifree, [33, Thm 1.15] shows
that
S(γ) ∗ pt = a⊗ q−dtκ + l.o.t.
where a is a nonzero element of H2d(M) with d > 0. But if (M,ω) is not strongly
uniruled, S(γ) ∗ pt = (1l⊗ λ+ x) ∗ pt = pt⊗ λ by Lemma 2.1. An alternative proof is
given in Proposition 4.3. 
The ideas of [33] also work when the isotropy weights have absolute value ≤ 2. (In
this case, we say that the action has at most 2-fold isotropy.) This property is stable
under blow up along the maximal or minimal fixed point sets: cf. Lemma 2.18.
Proposition 4.2. Suppose that (M,ω) is an effective Hamiltonian S1-manifold with
at most 2-fold isotopy and isotropy weights 1 along Fmax. Then (M,ω) is strongly
uniruled.
Proof. By Proposition 2.11
S(γ) = a0 ⊗ qd tKmax +
∑
β∈H2(M ;Z), ω(β)>0
aβ ⊗ qm−c1(β) tKmax−ω(β),
where aβ ∈ H∗(M) and a0 is in the image of H∗(Fmax) in H∗(M). Suppose that (M,ω)
is not strongly uniruled. By Lemma 2.1 (iii), there is at least one term in S(γ) with
aβ = r1l where r 6= 0. Consider the term of this form with minimal ω(β). Let J be a
generic ω-tame and S1-invariant almost complex structure on M , with corresponding
metric gJ . Proposition 3.4 of [33] shows that in order for r 6= 0 there must be, for
every point y ∈ Fmin, an S1-invariant J-holomorphic genus zero stable map in class β
that intersects Fmax and y. Such an invariant element consists of a connected string
of 2-spheres from Fmax to y, possibly with added bubbles. Components of the string
(called beads in [33]) either lie in the fixed point set MS
1
or are formed by the orbits
of the gJ -gradient trajectories of K. The energy ω(β′) of an invariant sphere in class
β′ that joins the two fixed point components F1, F2 is at least |K(F1) − K(F2)|/q,
where q is the order of the isotropy at a generic point of the sphere. Therefore, if the
isotropy has order at most 2 the energy needed to get from Fmax to y ∈ Fmin is at least
(Kmax −Kmin)/2. In the case at hand, it is strictly larger than (Kmax −Kmin)/2 since
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the first element of the string has trivial isotropy. Therefore there is r 6= 0, x ∈ Q−
such that
S(γ) = 1l⊗ (rtKmax−κ + l.o.t)+ x, κ > (Kmax −Kmin)/2.
Similarly, there is r′ 6= 0, x′ ∈ Q− such that
S(γ−1) = 1l⊗ (r′t−Kmin−κ′ + l.o.t)+ x′, κ′ > (Kmax −Kmin)/2.
Since S is a homomorphism, we know that S(γ) ∗ S(γ−1) = 1l. Now assume that M is
not strongly uniruled. Then by Lemma 2.1(ii) the above expressions imply that
S(γ) ∗ S(γ−1) = rr′1l⊗ (tδ + l.o.t), δ < 0,
a contradiction. 
The previous results give conditions under which (M,ω) is strongly uniruled, but
they do not claim that the specific invariant
〈
pt
〉M
α
is nonzero, where α is the orbit of
a generic gradient flow line from Fmax to Fmin. There are two cases when we can prove
this. Note that condition (ii) is not very general since Fmax is often obtained by blow
up and any such manifold is uniruled.
Proposition 4.3. Suppose that (M,ω) is a Hamiltonian S1-manifold whose maximal
and minimal fixed point sets are divisors. Suppose further that at least one of the
following conditions holds:
(i) the action is semifree, or
(ii) there is an ω-tame almost complex structure J on Fmax such that the nonconstant
J-holomorphic spheres in Fmax do not go through every point.
Then
〈
pt
〉M
α
6= 0.
Proof. Suppose first that the action is semifree and let J be a generic S1-invariant
almost complex structure on M . Then by [33, Lemma 4.5] the gradient flow of the
moment map with respect to the associated metric gJ(·, ·) = ω(·, J ·) is Morse–Smale.
Hence for a generic point x0 of Fmax all the gradient flow lines that start at x0 end on
Fmin. The union of these flow lines is an invariant J-holomorphic α-sphere through x0.
Moreover there is no other invariant J-holomorphic stable map in class α through x0.
For as in the previous proof this would have to consist of a sphere C through x0 in Fmax
together with a string of 2-spheres from a point x in Fmax to a point y in Fmin, possibly
with added bubbles. (The string has to reach Fmin since α · Fmin = 1.) But because
the action is semifree the energy of such a string is at least ω(α). Since ω(C) > 0 this
is impossible. Therefore there is only one invariant J-holomorphic stable map in class
α through x0. Since this is regular,
〈
pt
〉M
α
= 1.
A similar argument works in case (ii). Choose J to be a generic S1-invariant exten-
sion of the given almost complex structure on Fmax. The arguments of [33, §4.1] show
that the set X of points in Fmax that flow down to some intermediate fixed point set
of K is closed and of codimension at least 2. Moreover by perturbing J in MrFmax
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we may jiggle X so that there is a point x0 ∈ FmaxrX that does not lie on any J-
holomorphic sphere in Fmax. Hence again there is only one invariant stable map in
class α through x0. The result follows as before. 
We end by discussing the case when H∗(M ;Q) is generated by H2(M). Our main
result here is the following.
Proposition 4.4. Assume that H∗(M ;Q) is generated by H2(M). Then (M,ω) is
strongly uniruled iff it is uniruled.
The proof is given below. By Theorem 1.1 we immediately obtain:
Corollary 4.5. Suppose that (M,ω) is a Hamiltonian S1 manifold such that H∗(M ;Q)
is generated by H2(M). Then (M,ω) is strongly uniruled.
Remark 4.6. (i) Observe that if M is a Hamiltonian S1-manifold such that H∗(M ;Q)
is generated by H2(M) then the same holds for the blow up of M along any of its fixed
point submanifolds F . For because the moment map K is a perfect Morse function
the inclusion F →M induces an injection on homology. (Any class c in H∗(F ) can be
written as c−∩F+, where c−, F+ are the canonical downward and upward extensions of
c, [F ] defined for example in [33, §4.1].) Hence H∗(F ) is generated by the restrictions
to F of the classes in H2(M). Since the exceptional divisor E is a Pk bundle over
F , H∗(E) is also generated by H2(E): in fact the generators are the pullbacks of the
classes in H2(F ) plus the first Chern class c ∈ H2(E) of the canonical line bundle over
E. But c is the restriction to E of the class c˜ in M˜ that is Poincare´ dual to E. It follows
easily (using the Mayer-Vietoris sequence) that H∗(M˜) is generated by the pullback of
the classes in H2(M) together with c˜; see the discussion of the cohomology of a blow
up given in [15, §5.1].
(ii) It is not clear which Hamiltonian S1 manifolds have the property that H∗(M) is
generated by H2(M). It is not enough that the fixed points are isolated. For example,
Sue Tolman8 pointed out that the complex Grassmannian Gr(2, 4) of 2-planes in C4
has H2 of dimension 1 and H4 of dimension 2 so that H4 6= (H2)2. It also has an
S1 action with precisely 6 fixed points. However, it is enough to have isolated fixed
points plus semifree action, since in this case Tolman–Weitsman [38] show that H∗(M)
is isomorphic as a ring to the cohomology of a product of 2-spheres. Also H∗(M) is
generated by H2(M) in the toric case. However, these cases are uninteresting in the
present context since we already know that these manifolds are strongly uniruled, in
the former case by Proposition 4.3 and in the latter by the fact that toric manifolds
are projectively uniruled.
The proof of Proposition 4.4 uses the identities (3.9) and (3.10). Note that each
time we apply one of these formulas we must take special care with the zero class. The
following lemma is well known: cf. [15, Lemma 4.7].
8Private communication.
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Lemma 4.7.
〈
τk1a1, . . . , τkpap
〉M
0
6= 0 for some p ≥ 3 only if the intersection product
of the classes ai is nonzero (i.e. the (real) codimensions of the ai sum to 2n) and∑
ki = p− 3.
Proof. This is immediate from the definition if ki = 0 for all i. To prove the general case,
one can either argue directly or can construct an inductive proof based on the identity
(3.9). To understand why the invariant vanishes when dim(a1 ∩ · · · ∩ am) > 0, observe
that in this case the moduli space M0 of constant maps with fixed marked points and
through the constraints can be identified with a1 ∩ · · · ∩ am and so has dimension > 0.
But the classes ψi are trivial on M0 and hence the integral of any product of the ψi
over the full moduli space (with varying marked points) must vanish. 
Proof of Proposition 4.4.
Since any strongly uniruled manifold is uniruled, it suffices to prove the converse.
This in turn is an immediate consequence of the next lemma.
Lemma 4.8. Suppose that H∗(M ;Q) is generated by H2(M) and that there is a
nonzero invariant of the form
(4.1)
〈
τk1pt, τk2a2, . . . , τkmam
〉M
β
, ai ∈ H∗(M), ki ≥ 0, β 6= 0.
Then (M,ω) is strongly uniruled.
Proof. The first two steps in this argument apply to all M and are contained in the
proof of [15, Thm 4.9]. We include them for completeness. Without loss of generality
we consider a nonzero invariant (4.1) such that m is minimal and ω(β) is minimal
among all nonzero invariants (4.1) of length m with β 6= 0. We then order the indices
ki so that k2 ≤ · · · ≤ km and suppose that the ki for i > 1 are minimal with respect to
the lexicographic order for the given m,ω(β). Finally we choose a minimal k1 for the
given m,ω(β), and ki, i > 1.
Step 1: We may assume that ki = 0 for i > 1.
If not, let r be the minimal integer greater than one such that kr 6= 0. Suppose first
that m ≥ 3 and r > 2 and apply (3.9) with i = r, j = 1 and k = 2. Then the invariant
(4.1) is a sum of products〈
τkr−1ar, ξ, . . .
〉M
β1
〈
ξ∗, τk1pt, a2, . . .
〉M
β−β1 ,
where ξ runs over a basis for H∗(M) with dual basis {ξ∗}, and the dots represent
the other constraints τk`a` (which may be distributed in any way.) There must be a
nonzero product of this form.
We now show that this is impossible. Suppose first that there is such a product
with ω(β1) > 0. Then the second factor is an invariant of type (4.1) in a class β′ with
ω(β′) < ω(β) and at most m constraints. Since our assumptions imply that all such
terms vanish, this is impossible. Hence any nonzero product must have ω(β1) = 0 and
hence β1 = 0. But then the second factor has at least one fewer nonzero ki, since
it has the homological constraint ξ∗ instead of τkrar. This contradicts the assumed
minimality of k2, . . . , km.
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This completes the proof when r > 2. If m ≥ 3 but r = 2 use the same argument
but take k = 3 instead of k = 2. If m < 3 add divisorial constraints to get a nonzero
invariant with 3 constraints. The reader can check that the previous argument still
goes through because it does not use the minimality of m in any essential way.
Step 2: k1 = 0.
If k1 > 0 apply (3.9) with i = 1, j = 2 and k = 3. Again, there must be a nonzero
product of the form 〈
τk1−1pt, ξ, . . .
〉M
β1
〈
ξ∗, a2, a3, . . .
〉M
β−β1 .
Since the first factor can have at most (m−1) constraints, the minimality of m implies
that β1 = 0. But then pt∩ ξ 6= 0, so that ξ = [M ]. Hence ξ∗ = pt and the second factor
is an invariant of the required form with k1 = 0.
Step 3: Completion of the proof.
By hypothesis on M and Step 2, there is a nonzero invariant
〈
pt,H i22 , . . . ,H
im
m
〉M
β
with m constraints, where Hj ∈ H2n−2(M). Moreover, we may assume that all in-
variants (4.1) in a class β′ with ω(β′) < ω(β) or m′ < m vanish and that the set
i2 ≤ · · · ≤ im is minimal in the lexicographic ordering. Note that i2 > 1 since other-
wise we can reduce m by using the divisor equation. We must show that m ≤ 3.
Suppose not and apply (3.10) with i = 2 and j = 1. SinceH2∩pt = 0 the first term on
the RHS vanishes. The second is a multiple of
〈
τpt,H i2−12 , H
i3
3 , . . . ,H
im
m
〉M
β
. Suppose
it is nonzero and apply (3.9) to it, with i = 1 and j, k,= 2, 3. This gives a sum of terms〈
pt, ξ, . . .
〉M
β1
〈
H i2−12 , H
i3
3 , ξ
∗, . . .
〉M
β−β1 . Since the first factor has < m constraints, we
must have β1 = 0. But then ξ = [M ] so that ξ∗ = pt. Hence all the other constraints
must lie in the second factor (since it must have at least m constraints). Therefore the
first factor is a constant map with only two constraints, i.e. it is unstable. But this is
not allowed. Therefore, the second term in (3.10) must vanish.
It remains to consider the product terms in (3.10), namely
(β1 ·H2)
〈
H i2−12 , ξ, . . .
〉M
β1
〈
pt, ξ∗, . . .
〉M
β2
,
where β1 + β2 = β. In any nonzero product of this form, β1 6= 0. Also the stability
condition on the second factor implies that if β2 = 0 this term must have another
constraint. Since this must have the form H ijj with ij > 0, this is not possible by
Lemma 4.7. Therefore 0 < ω(β2) < ω(β). But then the second factor vanishes by the
minimality of ω(β). 
Remark 4.9. Suppose that (M,ω) is uniruled with even constraints, i.e. there is a
nonzero invariant of the form (4.1) in which all the ai have even degree. Then the
proof of Lemma 4.8 goes through if we assume only that the even part Hev(M) of the
cohomology ring is generated by H2. For if the ai have even degree, odd dimensional
homology classes appear in the above proof only as elements ξ, ξ∗. Since these always
appear as part of invariants where all the other insertions have even dimension, all terms
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involving odd dimensional ξ, ξ∗ must vanish. The appendix contains other results about
such manifolds; cf. Propositions A.2 and A.4.
Appendix A. The structure of QH∗(M) for uniruled M
In this appendix we explore the extent to which the uniruled property can be seen
in quantum homology, completing the discussion begun in Lemma 2.1. To simplify we
shall ignore contributions to the quantum product from the odd dimensional homology
classes. Hence our results are not as general as they might be.
Let F := Λ be the field Λuniv of generalized Laurent series. Observe that the even
quantum homology
QHev∗ (M) :=
n⊕
i=0
H2i(M ;R)⊗ Λ[q, q−1]
is a subring of QH∗(M) because when a, b ∈ H∗(M) have even degree
〈
a, b, c
〉M
β
= 0
unless c also has even degree. We shall denote by A its subring QH2n(M) = QHev2n(M)
of elements of degree 2n, regarded as a commutative algebra over F. (Equivalently we
can think of A as the algebra obtained from QHev(M) by setting q = 1.)
Choose a basis ξi for Hev(M ;Q) with ξ0 = pt, ξN = 1l and so that 0 < deg(ξi) < 2n
for the other i. These elements form a finite basis for A considered as a vector space
over F. Hence there is a well defined linear map f : A → F given by
f(
N∑
i=0
λiξi) = λ0.
Since the corresponding pairing (a, b) := f(ab) on A is nondegenerate, (A, f) is a
commutative Frobenius algebra.9 It is easy to see that it satisfies the other conditions
of the next lemma, with p = pt and M = span {ξi : i 6= 0, N}. In particular f(pa) = 0
when a ∈ Q− := pF⊕M because all Gromov–Witten invariants of the form〈
a, b, [M ]
〉M
β
, β 6= 0, a, b ∈ H<2n(M)
vanish.
Lemma A.1. Let (A, f) be a finite dimensional commutative Frobenius algebra over
a field F that decomposes additively as A = pF⊕M⊕ 1lF where f(p) = 1 and ker f =
M⊕ 1lF. Suppose further that f(pa) = 0 for all a ∈ Q− := pF⊕M. Then pa = 0 for
all a ∈ Q− iff there are no units in Q−.
Proof. One implication here is obvious: if a ∈ Q− is a unit then pa 6= 0. Conversely,
suppose that pa 6= 0 for some a ∈ Q−, but that there are no units in Q−. We shall
show by a sequence of steps that there are no Frobenius algebras (A, f) that have this
property as well as satisfying the other conditions in the statement of the lemma.
9 A pair (A, f) consisting of a commutative finite dimensional unital algebra together with a linear
functional f : A → F satisfies the Frobenius nondegeneracy condition iff ker f contains no nontrivial
ideals.
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Decompose A as a sum A1 ⊕ · · · ⊕ Ak of indecomposables and let e1, . . . , ek be the
corresponding unitpotents. Thus for all i, j
eiej = δijei, and Ai = Aei.
Each ei may be written uniquely in the form λi1l+xi where xi ∈ Q− and λi ∈ F. Order
the ei so that the nonzero λi are λ1, . . . , λ`. Since
∑
ei = 1l, we must have
∑`
i=1 λi = 1.
In particular, ` ≥ 1.
Step 1: All units in Ai, i > 1, lie in Q−. Hence ` = 1.
Suppose there is a unit in Ai of the form µi1l + x, where µi 6= 0 and i > 1. Choose
nonzero νj ∈ Λ for j 6= i, j ≤ `, so that
∑
νjλj = µi and set νj := 1 when j > `. Then
u :=
∑
j 6=i νjej − ui is a unit of A since it is a sum of units, one from each factor. By
construction, the coefficient 1l in u vanishes. Hence u is a unit of A lying in Q−, which,
by hypothesis, is impossible.
Step 2: All nilpotent elements in A lie in Q−.
If n = 1l−x is nilpotent for some x ∈ Q−, then x = 1l−n is a unit of A lying in Q−.
Step 3: For all i > 1, each Ai ⊂ Q− and pei = 0.
The standard theory of indecomposable finite dimensional algebras over a field im-
plies that every nonzero element in Ai either is a unit or is nilpotent; see Curtis–Reiner
[5, pp.370-2]. The units in Ai, i > 1, lie in Q− by Step 1, and the nilpotent elements
do too by Step 2. This proves the first statement. Thus eix ∈ Q− for all x ∈ A and
i > 1, so that by our initial assumptions f(peix) = 0 for all x. But the restriction of f
to each summand Ai is nondegenerate. Hence this is possible only if pei = 0.
Step 4: Completion of the argument.
Let e =
∑
i>1 ei. By the above we may assume that p = p(1l− e) ∈ A1. Decompose
A1 additively as the direct sum N⊕U where N is the subspace formed by the nilpotent
elements and U is a complementary subspace. Step 2 implies that N ⊂ A1 ∩ Q−. On
the other hand, as in Step 3, any nonzero element in A1 ∩Q− that is not nilpotent is a
unit u in A1. If any such existed then u+e would be a unit of A lying in Q−. Hence by
hypothesis we must have N = A1 ∩ Q−. Thus p is nilpotent and dimU = 1, spanned
by e1. Further because Q− is spanned by N and the Ai, i > 1, p does not annihilate
all elements in N .
We now need to use further information about the structure of A1. Recall that the
socle S of an algebra A1 is the annihilator of N . Therefore, our assumption on p implies
that p /∈ S. But there always is w ∈ N such that pw is a nonzero element of S. To see
this, choose a set x1 = p, x2, . . . , xk of multiplicative generators for N that includes p.
There is N such that all products of the xi of length > N must vanish. (Take N to
be the sum of the orders of the xi.) Therefore there is a nonzero product of maximal
length that contains p and so can be written as pw. Since pwxi = 0 for all i, pw ∈ S.
(A more precise version of this argument is given in Abrams [1, Prop.3.3].)
The argument is now quickly completed. For, by the Frobenius nondegeneracy con-
dition there must be z ∈ A such that (pw, z) = f(pwz) 6= 0. By Step 3 we may assume
that z ∈ A1 so that z = λe1 + n for some n ∈ N . But then pwz = pw(λe1) = λpw so
that f(λpw) = λf(pw) 6= 0. But w ∈ N ⊂ Q− by construction. Hence f(pw) = 0 by
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our initial assumptions. This contradiction shows that our assumption that Q− has no
units must be wrong. 
We shall say that (M,ω) is uniruled with even constraints if there is a nonzero
Gromov–Witten invariant of the form
〈
pt, a2, . . . , ak
〉M
β
with β 6= 0 and all ai of even
degree. Similarly, (M,ω) is strongly uniruled with even constraints if there is a
nonzero invariant of this kind with k = 3. For example, [15, Cor. 4.3] shows that any
projective manifold that is uniruled is in fact strongly uniruled with even constraints.
Proposition A.2. (M,ω) is strongly uniruled with even constraints iff the even quan-
tum homology ring QHev∗ (M) has a unit in Q−.
Proof. Note that QHev∗ (M) has a unit iff its degree 2n part A has. Also the subring
Q−(A) of A considered above is just the intersection Q− ∩ QHev2n(M). Therefore this
is an immediate consequence of Lemma A.1. 
If (M,ω) is uniruled rather than strongly uniruled we can still see some effect on
quantum homology if instead of considering the small quantum product ∗ we consider
the whole family of products ∗a, a ∈ H. Here we shall take H := Hev(M ;C) and
correspondingly allow the coefficients ri of the elements
∑
rit
κi in Λ to be in C. Let
ξi, i = 0, . . . , N, be a basis for H with ξ0 = pt as before, and identify H with CN+1 by
thinking of this as the standard basis in CN+1. Denote by T0, . . . , TN the corresponding
coordinate functions on H, thought of as formal variables. If α = (α1, . . . , αp) is a
multi-index with 0 ≤ αi ≤ N define
ξα := (ξα1 , . . . , ξαp) ∈ Hp, Tα :=
p∏
i=1
Tαi .
In this language, the (even) Gromov-Witten potential Φ(t, T ) is the formal power series
in the variables t and T given by
Φ(t, T ) :=
∑
α
∑
β
1
|α|!
〈
ξα
〉
β
t−ω(β)Tα.
Let us assume10 that the following condition holds:
Condition (*): there is δ > 0 such that this series converges if we consider the Ti to
be complex numbers such that |Ti| ≤ δ.
Then we may think of Φ as a function defined near 0 ∈ H with values in the field
Λ = ΛunivC . Further, as explained for example in [32, Ch 11.5], the structure constants of
the associative product x∗ay are given by evaluating the third derivatives of Φ(t, T ) with
10 We make this assumption to simplify our subsequent discussion. It is satisfied in the case of
manifolds such as CPn (cf. [32, Ch 7.5]), but there is at present little understanding of when it is
satisfied in general. Even if it were not satisfied, one could presumably adapt the results below in any
particular case of interest.
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respect to the variables Ti at the point T = a. In other words,11 ξi ∗a ξj =
∑
k c
k
ij(a)ξ
∗
k,
where
ckij(a) =
∂3Φ(t, T )
∂Ti∂Tj∂Tk
∣∣∣
T=a
=
∑
m
1
m!
〈
ξi, ξj , ξk, a, . . . , a
〉M
m+3,β
t−β.(A.1)
We denote the corresponding (ungraded) rings by QHaev(M). As before, they are
Frobenius algebras over the field F := Λ.
The main point for us is the following lemma:
Lemma A.3. Assume that condition (*) holds and that there is a nonzero invariant〈
pt, a2, . . . , ak
〉M
β
where β 6= 0 and the ai have even degree. Then there are a, b ∈ H
with deg b < 2n such that pt ∗a b 6= 0.
Proof. Let m+3 be the minimal k for which some
〈
pt, a2, . . . , ak
〉M
k,β
does not vanish. If
m ≤ 0 then we can take a = 1l so that, by Lemma 4.7, ∗a is the usual product. If m > 0
then the hypothesis implies that some invariant of the form
〈
pt, ξj , ξk, a, . . . , a
〉M
m+3,β
is
nonzero. (This holds because GW invariants are symmetric and multilinear functions
of their arguments.) But by equation (A.1) the coefficients ckij(a) are power series in
the coordinates of a ∈ H. Hence the fact that one coefficient of the power series for
ck0j(a) does not vanish implies that by perturbing a slightly if necessary we can arrange
that ck0j(a) itself is nonzero. It follows that pt ∗a ξj 6= 0. 
A similar argument proves the analog of the other statements in Lemma 2.1. More-
over, if (Aa, f) denotes the Frobenius algebra QHa2n(M), then one can check as before
that (Aa, f) satisfies the conditions of Lemma A.1. Thus we deduce:
Proposition A.4. Assume that condition (*) holds. Then (M,ω) is uniruled with
even constraints iff there is a ∈ H such that the even quantum ring QHaev(M) has a
unit in Q−.
Remark A.5. (i) Suppose that (A, f) is a Frobenius algebra over a field F with the
property that f(1l) = 0. Suppose further that there is p ∈ A such that f(p) 6= 0
while f(p2) = 0. Since the functional ker f → F given by x 7→ f(px) does not vanish
when x = 1l, its kernel M is a complement to 1lF in ker f . Moreover the assumption
f(p2) = 0 implies that the subspace of A orthogonal to p is pF⊕M =: Q−. Hence A
decomposes additively as pF⊕M⊕ 1lF as in Lemma A.1. Therefore the conditions in
this lemma are satisfied for some M provided only that f(1l) = 0 and there is p with
f(p) 6= 0, f(p2) = 0.
(ii) The fact that there is such a nice characterization of the uniruled property in terms
of the structure of quantum homology leads immediately to speculations about rational
11One needs to interpret these formulas with some care. When we set T = a we are thinking
of T as the set of numbers (T0, . . . , Tk) that are the coordinates of a =
P
T`ξ`. On the other
hand, the arguments of a Gromov–Witten invariant are homology classes. Thus
˙
a, . . . , a
¸M
p,β
=P
α
˙
ξα
¸M
p,β
t−ω(β)Tα|T=a.
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connectedness. A projective manifold is said to be rationally connected if there is
a holomorphic P1 through every generic pair of points: see Kollar [18]. This implies
that there is a holomorphic P1 through generic sets of k points, for any k, but it is
not yet known whether these spheres are visible in quantum homology, e.g. it is not
known whether there must be a nontrivial Gromov–Witten invariant with more than
one point constraint. This would correspond to the point class p := pt in QHaev(M)
having nonzero square p2. This raises many questions. Are there symplectic manifolds
with p nilpotent but with p2 6= 0? If p is not nilpotent is the quantum homology semi-
simple? Abrams’ condition for semi-simplicity in [1] involves the quantum Euler class.
What is its relation to the class p? There are many possible choices for the coefficient
ring Λ; how do these affect the situation?
(iii) The purpose of Proposition A.4 is to show that there is not much conceptual dif-
ference between the usual quantum product and its deformations ∗a. All the usual
applications of quantum homology (such as the Seidel representation and spectral in-
variants) should have analogs for ∗a. For example, given a ∈ H2d(M ;Q) let Ga be
the extension of pi1(Ham(M)) whose elements are pairs (γ, a˜) consisting of an element
γ ∈ pi1(Ham(M)) with a class a˜ ∈ H2d+2(Pγ) such that a˜ ∩ [M ] = a; cf. the discus-
sion of the group Ĝ in [32, Ch 12.5]. Then (assuming that the appropriate version of
condition (*) holds) one can define a homomorphism
Sa : Ga → (QHaev(M))×
by setting
Sa((γ, a˜)) = ∑
σ,m,i
1
m!
〈
ξi, a˜, . . . , a˜
〉
m+1,σ
ξ∗i ⊗ t−uγ(σ),
as in equation (2.2). It is not hard to check that this satisfies the analog of (2.4),
namely
Sa((γ, a˜)) ∗a b = ∑
σ,m,i
1
m!
〈
b, ξi, a˜, . . . , a˜
〉
m+2,σ
ξ∗i ⊗ t−uγ(σ).
References
[1] L. Abrams, The quantum Euler class and the quantum cohomology of the Grassmannians,
q-alg/9712025
[2] M. Audin, Hamiltoniens periodiques sur les varie´te´s symplectiques compactes de dimension
4. In Ge´ome´trie symplectique et mechanique, Proceedings (1988) (ed. Albert). Lecture
Notes in Mathematics 1416, Springer-Verlag, Berlin, (1990).
[3] P. Biran and K. Cieliebak, Symplectic topology on subcritical manifolds, Comm. Math.
Helv. 76 (2001), 712–753.
[4] F. Bourgeois, Y. Eliashberg, H. Hofer, K. Wysocki and E. Zehnder, Compactness results
in Symplectic Field Theory, Geom. and Top. 7 (2003), 799-888.
[5] C. Curtis and I. Reiner, Representation theory of finite groups and associative algebras,
Interscience Publishers, New York (1962).
[6] Y. Eliashberg, A. Givental, and H. Hofer, Introduction to symplectic field theory, Geo-
metric and Functional Analysis, Special Volume, part II, (2000) 560–673.
HAMILTONIAN S1-MANIFOLDS ARE UNIRULED 49
[7] A. Gathmann, Gromov–Witten invariants of blowups, J. Algebraic Geometry 10 (2001),
399-432.
[8] E. Getzler, Topological recursions in genus 2, Integrable systems and algebraic geometry
(Kobe/Kyoto 1997), World Scientific (1998), 73–106.
[9] J. He, thesis at Stanford University (2007).
[10] H. Hofer, A general Fredholm theory and applications, to appear in Proceedings of “Cur-
rent Developments in Mathematics” (Harvard 2004), arXiv:math/0509366.
[11] H. Hofer, C. Wysocki, and E. Zehnder, A General Fredholm Theory I: a splicing-based
differential geometry, to appear in Journ European Math Society arXiv:math/0612604.
[12] H. Hofer, C. Wysocki, and E. Zehnder, A General Fredholm Theory II: implicit function
theorems, arXiv:0705.3953
[13] H. Hofer, C. Wysocki, and E. Zehnder, Integration theory for Zero Sets of Polyfold Fred-
holm sections, arXiv:0711.0781
[14] J. Hu, Gromov–Witten invariants of blow ups along points and curves, Math. Z 233 (2000),
709–39.
[15] J. Hu, T.-J. Li and Yongbin Ruan, Birational cobordism invariance of uniruled symplectic
manifolds, SG/0611592 (2006).
[16] E. Ionel and T. Parker, The Symplectic Sum formula for Gromov–Witten invariants, Ann.
of Math. 159 (2004), 935–1025.
[17] Y. Karshon, Periodic Hamiltonian flows on four-dimensional manifolds, Mem. Amer.
Math. Soc. 141 (1999), no. 672.
[18] J. Kollar, Rational curves on algebraic varieties, Springer 1996.
[19] F. Lalonde and D. McDuff, Hofer’s L∞ geometry: geodesics and stability, I Invent. Math.
122 (1995), 1–33.
[20] F. Lalonde and D. McDuff, Positive paths in the linear symplectic group, Arnold–Gelfand
Seminar, Geometry and Singularity Theory, Birkha¨user (1997) 361-388.
[21] F. Lalonde and D. McDuff, Symplectic structures on fiber bundles, Topology 42 (2003),
309–347. Erratum Topology 44 (2005), 1301-1303.
[22] Y.-P. Lee and R. Pandharipande, A reconstruction theorem in Quantum Cohomology and
Quantum k-theory, AG/0104084, Amer. Journ. Math. 126 (2004), 1367–1379.
[23] A. Li and Y. Ruan, Symplectic surgery and Gromov–Witten invariants of Calabi–Yau
3-folds, Invent. Math. 145 (2001), 151-218.
[24] A. K. Liu, Some new applications of general wall crossing formula, Math Research Letters
3 (1995), 569–586.
[25] GuangCun Lu, Gromov–Witten invariants and pseudosymplectic capacities, SG/0103195,
Israel Math. Journ. 156 (2006), 1–63.
[26] D. McDuff, The moment map for circle actions on symplectic manifolds, Journal of Ge-
ometry and Physics, 5 (1988) 149–60.
[27] D. McDuff, Quantum homology of Fibrations over S2, International Journal of Mathe-
matics, 11, (2000), 665–721.
[28] D. McDuff, Groupoids, branched manifolds and multisections, SG/0509664, Journal of
Symplectic Geometry, 4 (2007) 259–315.
[29] D. McDuff, The symplectomorphism group of a blow up, SG/06103089, to appear in Geom.
Dedicata.
[30] D. McDuff and D. Salamon, A survey of symplectic 4-manifolds with b+2 = 1, Turkish
Math. J. 20 (1996) no.1, 47–60.
[31] D. McDuff and D. Salamon, Introduction to Symplectic Topology, 2nd edition (1998) OUP,
Oxford, UK
[32] D. McDuff and D.A. Salamon, J-holomorphic curves and symplectic topology. Colloquium
Publications 52, American Mathematical Society, Providence, RI, (2004).
50 DUSA MCDUFF
[33] D. McDuff and S. Tolman, Topological properties of Hamiltonian circle actions,
SG/0404338, International Mathematics Research Papers vol 2006, Article ID 72826,
1–77.
[34] Y. Ruan, Virtual neighborhoods and pseudoholomorphic curves, Turkish Math. J. 23
(1999), 161-231.
[35] P. Seidel, pi1 of symplectic automorphism groups and invertibles in quantum cohomology
rings, Geom. and Funct. Anal. 7 (1997), 1046 -1095.
[36] P. Seidel, On the length of Hamiltonian loops, preprint (1997).
[37] J. Slimowitz, The positive fundamental group of Sp(2) and Sp(4), Topology Appl. 109
(2001) 211-235.
[38] S. Tolman and J. Weitsman, On semifree symplectic circle actions with isolated fixed
points, Topology 39 (2000), 299-309.
Department of Mathematics, Barnard College, Columbia University, 2990 Broadway,
New York, NY 10027
E-mail address: dusa@math.columbia.edu
